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Abstract: 
 Net atomic charges (NACs) are widely used in all chemical sciences to concisely summarize key 
information about the partitioning of electrons among atoms in materials. Although widely used, there is 
currently no atomic population analysis method suitable for being used as a default method in quantum 
chemistry programs. To address this challenge, we introduce a new atoms-in-materials method with the 
following nine properties: (1) exactly one electron distribution is assigned to each atom, (2) core electrons 
are assigned to the correct host atom, (3) NACs are formally independent of the basis set type because 
they are functionals of the total electron distribution, (4) the assigned atomic electron distributions give 
an efficiently converging polyatomic multipole expansion, (5) the assigned NACs usually follow Pauling 
scale electronegativity trends, (6) NACs for a particular element have good transferability among different 
conformations that are equivalently bonded, (7) the assigned NACs are chemically consistent with the 
assigned atomic spin moments, (8) the method has predictably rapid and robust convergence to a unique 
solution, and (9) the computational cost of charge partitioning scales linearly with increasing system size. 
Across a broad range of material types, the DDEC6 NACs reproduced electron transfer trends, core 
electron binding energy shift trends, and electrostatic potentials across multiple system conformations 
with excellent accuracy compared to other charge assignment methods. Due to non-nuclear attractors, 
Bader’s quantum chemical topology could not assign NACs for some of these materials. The DDEC6 
method alleviates the bifurcation or runaway charges problem exhibited by earlier DDEC variants and the 
Iterative Hirshfeld method. These characteristics make the DDEC6 method ideally suited for use as a 
default charge assignment method in quantum chemistry programs.  
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1. Introduction 
 Net atomic charges (NACs) are a ubiquitous concept in all chemical sciences. It is difficult to 
imagine chemistry being learned at either an introductory or advanced level without some reference to 
NACs.1 For example, the pH scale measuring hydrogen ion activities in solution embodies the concept of 
hydrogen atoms carrying positive NACs. In biochemistry, many cellular functions depend on the transport 
of charged atoms such as K+, Na+, Ca+2, and Cl- across cell membranes.2 Experiments measuring the water 
molecule’s dipole moment imply a negative NAC on its oxygen atom and a positive NAC on each of its 
two hydrogen atoms.3 NACs also play an important role in solid state physics, where oxygen atoms in 
solid oxides carry negative NACs to enable oxygen ion transport.4 Zwitterions, which are widely 
encountered in amino acids, illustrate that important chemical behaviors depend not only on the overall 
molecular charge but also on the net charges of local regions within a molecule.5 
 NACs concern more generally the question of how to partition the properties of a material among 
its constituent atoms. Most importantly, not all schemes proposed for such a partitioning are valid. 
According to the well-established and accepted scientific method, a concept can be scientifically valid 
only to the extent that it reproduces experimental observables. Schemes with no defined mathematical 
value as the complete basis limit is approached have no direct correspondence with experimental 
observables, because physical materials correspond to the complete basis set limit. In such explicitly basis-
set-dependent schemes, the computed properties are highly dependent on the basis set choice so that the 
same electron density distribution yields differing results depending on the particular basis set 
representation. This adverse dependence on the basis set representation is completely unphysical and 
should be avoided. The Mulliken6 and Davidson-Löwdin7 methods lack a complete basis set limit, because 
in these methods the electrons are partitioned according to the atoms a basis function product is centered 
on rather than according to any physical principles. A complete basis set can be equivalently represented 
in terms of various basis function types. For example, a complete set of orthonormal spherical harmonics 
(multiplied by appropriate radial functions) centered on one atom in a material provides a complete basis 
set. Depending on whether we choose to center all of these basis functions on this or that atom, the 
Mulliken6 and Davidson-Löwdin7 methods would assign all electrons to either this or that atom in the 
system—a meaningless and arbitrary partition. Consequently, a quantum chemistry calculation performed 
at the complete basis set limit has ill-defined Mulliken6 or Davidson-Löwdin7 populations. Although this 
serious problem has been recognized for decades,8-10 the computational chemistry community has thus far 
been slow to adapt, with the unphysical Mulliken or Löwdin atomic population analysis scheme still used 
as the default method in some popular quantum chemistry programs. While it has been proposed that the 
density matrix be projected onto a small basis set to make the Mulliken populations more consistent,9 
using small basis sets does not accurately represent the material’s electron distribution. This emphasizes 
the urgent need to develop physically sound and computationally convenient alternatives such as the 
method described in this article. 
 Natural Population Analysis (NPA) assigns electrons to each atom in a material to maximize the 
weighted occupancy of orthonormal natural orbitals.8 NPA exhibits much lower basis set sensitivity than 
Mulliken population analysis.8 NPA and the related natural bond orbital (NBO) methods are useful for 
understanding the roles of natural atomic orbitals (NAOs) and their hybridization to produce chemical 
bonds.8, 11, 12 However, these methods still fall short of the goal to represent NACs as a functional of the 
total electron distribution,  r . 
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 Chemical systems are comprised of atomic nuclei surrounded by an electron cloud. This electron 
cloud can be computed using quantum chemistry calculations. Throughout this article we use the Born-
Oppenheimer approximation, in which the electron cloud is assumed to equilibrate rapidly with respect to 
the nuclear motions. The NAC for atom A (qA) equals its nuclear charge (zA) minus the number of 
electrons assigned to it (NA): 
A A Aq z N  .  (1) 
Herein we use the same notation as previously, except we use  1 2 3L ,L ,L  instead of  1 2 3k ,k ,k to specify 
a translated image of atom A: “Following Manz and Sholl,13 we begin by defining a material as a set of 
atoms  A  located at positions  AR , in a reference unit cell, U. For a nonperiodic system (e.g., a 
molecule), U is any parallelpiped enclosing the entire electron distribution. The reference unit cell has 
1 2 3L L L 0   , and summation over A means summation over all atoms in this unit cell. For a periodic 
direction, Li ranges over all integers with the associated lattice vector iv .  For a nonperiodic direction, 
Li=0 and iv  is the corresponding edge of U. Using this notation, the vector and distance relative to atom 
A are given by 
A 1 1 2 2 3 3 Ar r L v L v L v R       (2) 
and 
A Ar r .”
14  
 In this article, we are only interested in studying time-independent energy eigenstates of chemical 
systems. For such systems, a time-independent electron distribution,  
   el elˆr r       (3) 
can be theoretically computed  or experimentally measured15, 16 where el  is the system’s multi-electronic 
wavefunction within the Born-Oppenheimer approximation. A well-posed atomic partitioning sums to the 
correct quantum operator 
   A
A,L
ˆ ˆ ˆr r    (4) 
for the electron density operator  ˆ r and more generally 
A
A,L
ˆ ˆo o  (5) 
for any observable system property, osys, having the quantum operator oˆ  
sys el el
ˆo o    (6) 
such that 
   A el A elˆr r      (7) 
     A A
A,L
r r r 0      (8) 
A el A el
ˆo o    (9) 
sys A
A,L
o o . (10) 
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Here 
A,L
 means 
1 2 3A L L L
  denoting summation over all atoms in the material. For the reasons 
described above,  Aˆ rˆ  and Aoˆ  must be constructed from observables with a well-defined complete basis 
set limit.  Ao  are the assigned atomic properties that sum to the observable system property, osys. 
Examples of such atomic properties include atomic spin moments (ASMs), atomic masses, atomic energy 
partitions, etc. 
 Before considering specifically how to partition the electron density operator among atoms in a 
material at each spatial position, we first consider various schemes that partition only the integrated 
number of electrons. Electrostatic potential fitting (ESP,17 Chelp,18 Chelpg,19 REPEAT20) methods 
optimize NACs by minimizing the root-mean-squared-error (RMSE) over a chosen set of grid points 
located outside the material’s van der Waals surface. The atomic polar tensor (APT) charge quantifies the 
change in dipole moment due to the displacement of a nucleus.21 APT and related dipole-change-derived 
NACs are useful for representing infrared (IR) spectra intensities.22 In periodic materials, Born effective 
and related charge methods quantify the change in electric polarization due to the displacement of a 
nucleus and its periodic images.23 A key limitation of electrostatic potential fitting, APT, and Born 
effective charges is that they are not designed to retain core electrons. For example, the Born effective 
charge of Ti in the cubic phases of BaTiO3, CaTiO3, SrTiO3, and PbTiO3 ranges from 6.7 to 7.2, which 
exceeds the nominal number of 4 valence electrons for a free Ti atom.24 Charge Model 5 (CM5), which 
uses Hirshfeld (HD) charges as input, was parameterized to give NACs that approximately reproduce 
static molecular dipole moments.25 The CM5 NACs do a much better (but not perfect) job of retaining 
core electrons on the host atom.25, 26 The Voronoi deformation density (VDD) method assigns NACs 
according to the integral of the deformation density (i.e., the difference between  r  and a sum of 
spherically symmetric neutral reference atoms) over the Voronoi cell enclosing each atom.27 
 Atoms-in-materials (AIM) methods partition the electron density operator at each spatial position 
as described in Eqs. (4), (7), and (8) above subject to the constraint 
 A r 0  .  (11) 
Because  r 0  , constraint (10) allows      A Af r r / r   to be interpreted as the probability of 
assigning an electron at position r  to atom A. AIM methods include HD,28 Iterative Hirshfeld (IH) and 
related charge partitioning methods,29-33 Iterated Stockhold Atoms (ISA),34, 35 Density Derived 
Electrostatic and Chemical (DDEC),13, 14 radical Voronoi tessellation,36, 37 etc. There has been some debate 
on how to best define the atomic probability factors,   Af r . The ISA method optimizes the set of atomic 
electron density distributions   A Ar  to resemble their spherical averages   avgA Ar .34, 35 The HD28 
and IH29 methods optimize   A Ar  to resemble a set of spherical reference atoms   refA Ar . Nalewajski 
and Parr38 and Parr et al.39 argued for the HD definition based on information theory and philosophical 
considerations with the   Af r  considered as noumenons. Matta and Bader argued for a definition based 
on Virial compartments describing experimentally observed additive property relationships.40 Bader’s 
quantum chemical topology (QCT) partitions the electron cloud into non-overlapping compartments that 
satisfy the Virial theorem because they have zero-flux surfaces: ˆdn 0    where ˆdn  is the differential 
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surface normal unit vector.41-43 Because non-atomic Bader compartments exist in materials with non-
nuclear attractors,44 Bader’s QCT is not strictly a partition into atomic electron distributions. However, 
Bader’s QCT has historically been categorized with AIM methods, because it pioneered the theoretical 
development of the AIM concept.41-43, 45 For the study of electrides, a non-nuclear attractor describing the 
electron ion would normally be considered an advantage.46 
 Ours is a scientific engineering design approach that resembles the process used to build airplanes. 
Similar to constructing an AIM partitioning, there is more than one conceivable way to build an airplane. 
One could make an airplane longer or shorter, for example. Yet, it is not accurate to say airplane design 
(or AIM partitioning design) is an arbitrary process, because the scientific method is utilized. Like 
airplanes, our AIM partitioning method has been scientifically engineered to meet chosen performance 
goals. This involved a process of constructing and testing prototypes to refine the design until all 
performance goals were achieved. When a new airplane is designed, prototypes are built and tested in 
wind tunnels to determine which shapes achieve appropriate lift, minimize drag, and respond favorably to 
air turbulence. Not only should an airplane fly, but it should take off and land smoothly, have good fuel 
efficiency, and so forth. All of these aspects are tested when developing a new airplane design. Our process 
for building an AIM partitioning method is similar. Specifically, we built and tested prototypes to improve 
the control, efficiency, accuracy, and robustness.  As described in the Results and Discussion (Section 5), 
we made extensive comparisons to experimental data during this development process.  
 This scientific engineering design approach requires choosing performance goals. Table 1 lists 
nine desirable features we chose for assigning NACs. The first criterion is to assign exactly one electron 
distribution per atom in the material. This criterion is fulfilled by many but not all charge assignment 
methods. For example, Bader’s QCT yields non-atomic electron distributions in materials with non-
nuclear attractors.44, 46, 47 The second criterion is to assign core electrons to their host atom. This criterion 
is not appropriate for APT and Born effective charges that quantify the system’s response to nuclear 
displacements. Methods that directly fit the electrostatic potential without regard for atomic chemical 
states also do not satisfy this criterion. Since a goal of AIM methods is to describe atomic chemical states, 
they should preferably assign core electrons to the host atom. The third criterion is to assign NACs as 
functionals of   r . The main purposes of our NACs are to convey information about charge transfer 
between atoms and to approximately reproduce the electrostatic potential surrounding a material. Since 
charge transfer between atoms cannot occur without effecting  r  and  r  determines the electrostatic 
field surrounding the material, it makes sense to construct the NACs as functionals of   r . The fourth 
criterion is to assign atomic electron distributions to give an efficiently converging polyatomic multipole 
expansion. Polyatomic multipole expansions including multipolar and charge penetration terms of 
arbitrarily high order provide a formally exact representation of the electrostatic potential.48-53 In practice, 
this expansion is normally truncated at some finite order; therefore, we wish to reproduce the electrostatic 
potential with good accuracy using the leading terms of the polyatomic multipole expansion. The fifth 
criterion is the assigned NACs should usually follow Pauling scale electronegativity trends. The Pauling 
scale electronegativity was parameterized to describe typical electron transfer directions in chemical 
bonds, where higher electronegativity elements typically take electrons from lower electronegativity 
elements.54, 55 The sixth criterion is that NACs for a particular element have good transferability among 
different conformations that are equivalently bonded. We choose this criterion, because one of our goals 
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is to assign NACs with good conformational transferability that are well-suited to construct flexible force-
fields for classical atomistic simulations of materials. The seventh criterion is that the assigned NACs 
should be chemically consistent with the assigned atomic spin moments (ASMs). We will have more to 
say about this seventh criterion in Section 5.8.3. The eighth criterion is that the AIM distributions should 
have predictably rapid and robust convergence to a unique solution. The ninth criterion is that the 
computation cost of charge partitioning should ideally scale linearly with increasing system size. This 
criterion is desirable to have the method’s computational cost remain competitive as the number of atoms 
in the unit cell increases.  
 
Table 1: Nine desirable features (performance goals) we have chosen for assigning NACs 
1. exactly one assigned electron distribution per atom 
2. core electrons remain assigned to the host atom  
3. NACs are functionals of the total electron density distribution 
4. assigned atomic electron distributions give an efficiently converging polyatomic 
multipole expansion 
5. NACs usually follow Pauling scale electronegativity trends 
6. NACs for a particular element have good transferability among different 
conformations that are equivalently bonded 
7. the assigned NACs are chemically consistent with the assigned ASMs 
8. predictably rapid and robust convergence to a unique solution  
9. computational cost of charge partitioning scales linearly with increasing system 
size 
 
 As a point of clarification, we intend that these criteria should be satisfied across a broad range of 
materials encompassing molecules, ions, nanostructures, solid surfaces, porous solids, nonporous solids, 
and other complex materials. Notably, developing a reliable method for charge partitioning in dense 
periodic solids is not simply the task of adding periodic boundary conditions to a charge partitioning 
method initially developed for small molecules. Small molecules are comprised mainly of surface atoms 
with few buried atoms. In contrast, dense solids are comprised mainly of buried atoms with few surface 
atoms. Therefore, charge assignment methods that work well for surface atoms but poorly for buried atoms 
are problematic for bulk solids. Currently, the most commonly used charge partitioning method for dense 
solids is Bader’s QCT.56 Because two charge partitioning methods that give practically equivalent results 
for molecules with lots of surface atoms sometimes produce spectacularly different results when applied 
to dense solids,14 correlations between NAC methods for molecular test sets should not be extrapolated to 
dense solids. In summary, charge partitioning in dense solids is an intrinsically more difficult problem 
than charge partitioning in small molecules. 
 The remainder of this article is organized as following. Section 2 is a theoretical description of the 
DDEC6 method with emphasis on how it differs from the DDEC3 method. Section 3 describes the 
calculation and tabulation of reference ion densities and reference core densities. Section 4 summarizes 
computational parameters for the quantum chemistry calculations and Ewald summation. Section 5 
contains the results and discussion for a variety of important chemical applications: 5.1 Compressed 
sodium chloride crystals with unusual stoichiometries, 5.2 Representing electron transfer between atoms 
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in dense solids, 5.3 Comparison to spectroscopic results for various materials, 5.4 Reproducing the 
electrostatic potential in one system conformation, 5.5 Reproducing the electrostatic potential across 
multiple system conformations for constructing flexible force-fields, 5.6  Systems comprised almost 
entirely of surface atoms, 5.7 Solid surfaces, and 5.8 Collinear and non-collinear magnetic materials. 
Section 6 contains our conclusions. 
 A few remarks are appropriate pertaining to the charge assignment methods against which the new 
DDEC6 charge partitioning is compared. Because there are so many different charge assignment methods, 
it was impractical to compare all charge assignment methods for each material studied here. Therefore, 
we adopted the policy to compare against an appropriate subset of charge assignment methods for each 
material. Since DDEC6 is the successor to DDEC3, we compared DDEC6 to DDEC3 in most cases. In 
most cases, we included the charge assignment methods one would expect to perform the best for each 
kind of material. For example, electrostatic potential fitting (ESP or REPEAT) NACs were included in 
most comparisons based on the electrostatic potential RMSE and RRMSE. For dense solids, Bader’s QCT 
was included, because it is currently the most widely used charge partitioning method for dense solids. 
We avoided Mulliken and Davidson-Löwdin charges, because these are extremely sensitive to the basis 
set choice.8, 57 We included comparisons to the HD method in many cases, because it is easy to do even 
though the HD method usually underestimates NAC magnitudes.14, 25, 29, 58 With the exception of Section 
2.3, we restricted comparisons to IH and related methods to previously published results, because the 
several different variations of these methods and their various reference ion densities is beyond the scope 
of this article.29-32, 59-61 (In Section 2.3, we present data for three systems proving for the first time that the 
IH optimization landscape is sometimes non-convex and converges to non-unique solutions.) Because 
several of the systems studied here were suggested in an article by Wang et al.26 focusing on applications 
of CM5, we compared DDEC6 to CM5 results in those cases and a few others. For a few molecular 
systems, we also compared results to NPA and ISA charges. None of the dense materials included 
comparisons to the ISA charges, because these are known to perform poorly for dense solids.13 We do not 
include comparisons to APT or Born effective charges, because DDEC6 charges quantify a system’s static 
electron distribution while APT and Born effective charges quantify the system’s response to a 
perturbation. As mentioned above, APT and Born effective charges are not designed to assign core 
electrons to the host atom. 
2. Theory 
2.1 Fundamentals of vectorized charge partitioning 
 We use the term vectorized charge partitioning to denote the class of AIM charge partitioning 
methods for which the relative probability of assigning electrons at position Ar  to atom A can be 
represented in terms of some spherically symmetric atomic weighting factor,  A Aw r : 
       A A A Ar r w r W r     (12) 
where 
   A A
A,L
W r w r .  (13) 
We call this vectorized charge partitioning, because for each atom  A Aw r  forms a one-dimensional array 
of Aw  values corresponding to a series of Ar  values. The whole quest to define the charge partitioning 
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method thus reduces the problem of finding a three-dimensional array of  Af r  values for each atom to 
that of finding a one-dimensional array of  A Aw r  values for each atom. This reduction in parameter 
space from three to one degrees of freedom per atom makes vectorized charge partitioning 
computationally efficient, because one-dimensional rather than three-dimensional arrays need to be 
computed and stored for each atom.  
 A key use of NACs is to construct point-charge models to regenerate the electrostatic potential in 
classical molecular dynamics and Monte Carlo simulations.62 From Gauss’s Law of Electrostatics it 
directly follows that the electrostatic potential exerted outside a spherically symmetric charge distribution 
is identical to an equivalent point charge placed at the sphere’s center. Hence, it is wise to assign 
approximately spherically symmetric atomic electron distributions  
   avgA A A Ar r   (14) 
so that a point-charge model comprised of the NACs will approximately reproduce the electrostatic 
potential surrounding the material. This can be accomplished by making 
   W r r   (15) 
for then Eq. (12) simplifies to  
   A A A Ar w r  . (16) 
If Eq. (15) is true everywhere in the system, then Eqs. (14) and (16) are also true everywhere in the system. 
This will make a point-charge model constructed from the NACs approximately reproduce the 
electrostatic potential surrounding the material. Thus, satisfying Eq. (15) is a key objective. 
 The differential path action dS allows us to study convergence properties of vectorized charge 
partitioning methods:14 
     3A A A A
A
dS r ln r d r    (17) 
where 
 
   
   
A A
A
A A
r W r
r
w r r

 

. (18) 
Stationary points of the path action S dS   occur where  
 
  A
A A
S
ln r 0
r

  

  (19) 
for every atom, which yields Eq. (12) as the only solution(s).14 Due to its path dependence, S is not a 
functional of   A Ar . The path action S is a kind of affine mapping in which we do not care which 
particular   A Ar  is chosen as the starting point (aka ‘origin’) for the integral, and we only care about 
its differential change, dS.  
 A second key purpose of NACs is to represent the chemical states of atoms in materials. This 
requires the assigned   A Ar  to have atomic-like properties. The spherically averaged electron 
distributions of isolated atoms decay approximately exponentially with increasing 
Ar 2Å : 
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  2 avgA A
2
d ln r
0
dr

   for 
Ar 2Å .  (20) 
To maximize the transferability of atomic chemical properties between isolated atoms, molecules, porous 
solids, solid surfaces, non-porous solids, and nano-structures, the atomic electron distributions in materials 
should be assigned to approximately follow Eq. (20). 
 Another key consideration is the number of electrons assigned to each atom should resemble the 
number of electrons contained in the volume of space dominated by that atom. The volume of space 
dominated by atom A is defined as the spatial region for which    A A B Br r   for every B ≠ A. If the 
 A Aw r  for anions are too diffuse in ionic crystals, this might cause too many electrons in the volume of 
space dominated by the cations to be mistakenly assigned to the anions. This can lead to situations where 
the total number of electrons assigned to the cations is even lower than their number of core electrons. To 
avoid this mistake, some care should be given to quantify how many electrons are in the volume of space 
dominated by each atom. The number of electrons assigned to each atom should then be optimized to 
resemble this value, subject to additional optimization criteria. Also, we find (see Sections 5.2.1 and 5.3.2) 
that electron transfer trends and core-electron binding energy shifts and are more accurately described 
when the number of electrons assigned to each atom resembles that in the volume dominated by each 
atom.  
 To maximize chemical transferability, it is desirable to have each atom in a material resemble a 
reference ion of the same element having the same net charge. For example, a Na+1 ion in a material should 
resemble a Na+1 reference ion. Therefore, we use reference ions to construct part of the atomic weighting 
factors,   A Aw r . The HD method uses neutral atoms as the reference states:28  
   HD ref refA A A A Aw r r ,q 0   . (21) 
The extremely poor performance of the HD method can be explained by the fact that in partially or totally 
ionic systems  r  does not approximately equal the sum of neutral atom densities:  
     HD ref refA A A
A,L
r W r r ,q 0     . (22) 
Thus, Eqs. (14)–(16) are not consistently satisfied by the HD method. Consequently, the HD NACs usually 
give a poor representation of the electrostatic potential surrounding a material. The IH method improves 
upon the HD method by using self-consistently charged reference states:29 
   IH ref refA A A A A Aw r r ,q q   . (23) 
While the IH method offers a clear improvement over the HD method, the performance of the IH method 
is still not optimal. Specifically, the IH method does not accurately account for the relative contraction or 
expansion of each ionic state due to its local environment. For example, an atomic anion in an ionic crystal 
is usually more contracted than the corresponding isolated atomic anion, because the cations in the ionic 
crystal provide charge balance and electrostatic screening that reduces electrostatic repulsion between 
excess electrons in the bound atomic anion. While it is possible to use charge-compensated reference ions 
in the IH method,32, 63 the overall accuracy of constructing    W r r  is still limited in the IH method 
by using a single set of reference ions that do not respond to their local environment. This problem is 
overcome in the DDEC3 and DDEC6 methods by conditioning the reference ion densities to match the 
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specific material. This conditioning describes the contraction or expansion of reference ions in response 
to their local environment while still only requiring a single reference ion library as input.14 
 Eq. (15) will be fulfilled across the widest variety of systems if   A Aw r  are themselves derived 
from partitions of  r . The ISA method is an early example of a charge partitioning scheme in which 
  A Aw r  are derived from a partition of  r .34, 35 In the ISA method,  
   ISA avgA A A Aw r r . (24) 
Although the ISA method clearly fulfills Eqs. (14)–(16), the ISA NACs have poor conformational 
transferability and are chemically inaccurate for many materials (especially, non-porous materials). 13, 14, 
64-66 In the next sections, we will show how to construct a new charge partitioning scheme, called DDEC6, 
that combines electron localization, reference ion weighting, and spherical averaging to create an accurate 
and robust charge partitioning method. 
2.2 The Density Derived Electrostatic and Chemical (DDEC) approach 
 The DDEC approach optimizes   A Aw r  to simultaneously resemble reference ion states and 
  avgA Ar .13, 14 Making   A Aw r  resemble reference ion states maximizes the chemical transferability 
of the assigned   A Ar  and NACs, while making   A Aw r  resemble   avgA Ar  causes the NACs to 
approximately reproduce the electrostatic potential surrounding the material.13, 14  
 Three variants of the DDEC method have been previously published.13, 14 In the DDEC/c1 and 
DDEC/c2 methods, the atomic weighting factors are defined by  
       
1
DDEC/c1,c2 ref ref avg
A A A A A A A Aw r r ,q q r
 
     (25) 
with 
DDEC/c1 DDEC/c2 1/10    .13 During the iterative updates, the reference ion charges are updated to 
match the AIM charges, as done for the IH method. The reference ions,   ref refA A Ar ,q , are computed 
using charge compensation and dielectric screening.13 In the DDEC/c1 method, charge compensation and 
dielectric screening were modeled by computing the reference ion densities for atoms placed in a periodic 
array with a uniform compensating background charge.13 In the DDEC/c2 method, charge compensation 
and dielectric screening were modeled by computing the reference ion densities for atoms enclosed by a 
spherical charge compensation shell.13 For anions, the shell radius and compensating charge are carefully 
selected to minimize the system’s total energy.13 For cations of charge +q, the compensating charge is –q 
and the shell radius is the average radius of the outermost q occupied Kohn-Sham orbitals of the isolated 
neutral atom.13 
 In this article, the term charge partitioning functional means a functional F whose stationary points 
yield the corresponding atomic charge distributions. A point is a stationary point if and only if the full 
derivative of F is zero: dF 0 . This requires all of the first-order partial and variational derivatives of F 
with respect to the independent variables and functions, respectively, to be zero. Nalewajski and Parr 
showed the HD method minimizes the charge partitioning functional 
 
 
 
   A AHD 3 3A A Aref ref
A UA A A
r
F r ln d r r r d r
r ,q 0
 
     
   
      (26) 
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where  r  is a Lagrange multiplier enforcing constraint (8).38 Later, Bultinck et al. showed the ISA 
method minimizes a similar charge partitioning functional where  avgA Ar  appears instead of 
 ref refA A Ar ,q 0  :66  
 
 
 
   A AISA 3 3A A Aavg
A A A U
r
F r ln d r r r d r
r
 
       
    (27) 
A functional or affine mapping is convex if and only if its curvature is non-negative. Smooth convex 
functionals and affine mappings have a unique minimum. Both the ISA and non-iterative Hirshfeld charge 
partitioning functionals are convex and possess a single minimum leading to unique solution.66 
 The DDEC/c1,c2 methods minimize the partial derivative of 
 
 
     
   A A 3 3A A A1
ref ref avg
A U
A A A A A
r
F r ln d r r r d r
r ,q r
 
 
     
 
  
 
    (28) 
with respect to   A Ar  while holding the  refAq  constant if    refA Aq q .13 Most importantly, Eq. (28) 
is emphatically not a charge partitioning functional for the DDEC/c1,c2 methods. Specifically, 
minimizing F does not automatically enforce the constraint    refA Aq q . This constraint can be enforced 
by simply replacing  refAq  with  Aq  in Eq. (28), but minimizing the resulting functional does not yield 
the weighting factors shown in Eq. (25). Instead of directly replacing  refAq  with  Aq  in Eq. (28), the 
constraint    refA Aq q  could be enforced using the method of Lagrange multipliers to yield a completely 
equivalent result that once again does not reproduce Eq. (25). Therefore, the object to be minimized for 
the DDEC/c1,c2 methods is not the functional shown in Eq. (28), but rather Manz’z path action S 
described in the previous section. This can be a potential source of confusion, because the first paper on 
the DDEC/c1,c2 method predated the introduction of the path action S and relied on partial (not proper) 
minimization of Eq. (28).13 With the introduction of the path action S, this earlier approach that was not 
rigorous should be abandoned.  
 The same problem has also occurred in early literature on the IH method that predated Manz’s 
path action S. Specifically, setting 1   in Eq. (28) does emphatically not yield a charge partitioning 
functional for the IH method, because it fails to properly impose the constraint    refA Aq q  employed in 
the IH method. Enforcing    refA Aq q  via a direct substitution in Eq. (28) or through the addition of 
Lagrange multipliers to Eq. (28) does not yield the IH weighting factors, but rather yields a new AIM 
method whose performance was not as good as the IH method.33 The object to be minimized for the IH 
method is the path action S. Interestingly, a proposed proof67 that the IH method always converges to a 
unique minimum (independent of the starting conditions) is invalid, because it was based on partial (not 
proper) minimization of Eq. (28) rather than using the correct object to be minimized. In the following 
section, we present specific examples of materials for which the converged IH NACs depend on the initial 
guess, thus proving the IH optimization landscape is sometimes non-convex. 
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 The DDEC3 method was introduced to improve the accuracy of charge partitioning in dense solids 
containing short bond lengths.14 For these materials, the DDEC/c1,c2 methods yielded extremely poor 
results.14 The DDEC3 method improved the accuracy by introducing reference ion conditioning (see 
Section 2.4) and a constraint forcing the  A Aw r  tails of buried atoms to decay at least as fast as exp(-
1.75 rA).
14 The DDEC3 method starts with the same reference ion library as the DDEC/c2 method. DDEC3 
smooths these reference ions to improve the optimization landscape curvature.14 Finally, the reference ion 
weighting, 
DDEC3 3 /14   , was set to a theoretically derived value that achieves a balance for all 
materials.14 
2.3 The bifurcation or ‘runaway charges’ problem 
 The ‘runaway charges’ problem was first noted for the DDEC/c2 method in the paper by Manz 
and Sholl introducing the DDEC3 method.14 The DDEC3 method was introduced to correct this problem 
for dense materials by introducing reference ion conditioning and constraints preventing the tails of buried 
atoms from becoming too diffuse.14 The DDEC3 method dramatically improved over DDEC/c2, but 
stopped short of a provably convex optimization functional.14 Among the hundreds of materials studied 
to date, we have only noticed one system for which the ‘runaway charges’ problem still occurs for the 
DDEC3 method: the H2 triplet state for a constrained bond length of 50 pm. The discovery of one system 
with this problem indicates other systems with this same problem probably exist. The two H atoms in H2 
are symmetrically equivalent in the CISD/aug-cc-pvqz wavefunction and electron distribution. As shown 
in Figure 1, during DDEC3 partitioning the NACs diverged from the initial values (HD charges) of 
+3.3×10-4 and -3.3×10-4  to final converged values of +0.50 and -0.50 after 37 iterations. This indicates 
the optimization landscape contains a bifurcation instability that leads to symmetry breaking. Only tiny 
initial differences in the input density grid files determine which of the two H atoms will head towards a 
NAC of +0.50 while the remaining one heads towards -0.50. The same type of bifurcation instability also 
occurs for the IH method in some dense solids. As shown in Figure 1, during IH partitioning the NACs of 
symmetry-equivalent atoms bifurcate from the initial values (HD charges) of +4.8×10-4 and -4.8×10-4 to 
+0.97 and -0.97 for the Mn crystal and from +4.3×10-3, -5.4×10-3, -3.5×10-3, and +4.6×10-3 to -0.36, -0.39, 
-0.38, and +1.1 for the Rh crystal before the VASP program gave up after 150 charge cycles. (This IH 
analysis was performed in VASP 5.3.5 using the PBE functional.) Again, tiny differences in the initial 
conditions determines which of the symmetry-equivalent atoms will head towards the large positive NACs 
and which will head towards the negative NACs.  
 To understand why previous DDEC and IH methods sometimes yield bifurcation, we now compute 
their optimization landscape curvature. The path action’s curvature is given by14 
 
 
 
 
 
 
 
A A A A2 3
A A A
A A A A A
r w r W r
d S r d r
r w r W r
   
      
  .  (29) 
“If the curvature is positive everywhere, i.e., 2d S 0 , then the action has only one stationary point, and 
this stationary point is its global minimum.”14 The solution lies within the search space satisfying 
constraint (8). Restricting   A Ar  to this valid search space ,  
   A A
A A
r r 0     . (30) 
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Let S  be the path action S restricted to paths lying inside this valid search space. Combining Eqs. (29) 
and (30) yields the optimization landscape curvature: 
 
 
 
 
 
A A A A2 3
A A A
A A A A A
r w r
d S r d r
r w r
  
     
  . (31) 
 
Figure 1. Bifurcation (i.e., spontaneous symmetry breaking) during DDEC3 and IH charge partitioning. 
This is called the ‘runaway charges’ problem. 
 Substituting      
1
model some _ ref ref avg
A A A A A Aw r ,q r
 
    as a DDEC-style weighting factor yields the 
curvature 
 2 model 2 ISA 2 refd S 1 d S d S    (32) 
where 
  
 
  
 
22 avg
A AA A2 ISA 2 ISA 3
Aavg
A A A A A
rr
d S d F d r 0
r r
 
    
  
 
    (33) 
  
 
 
 
 
2 some _ ref ref
A A AA A A A2 ref ref 3
A Arefsome _ ref ref
A A A AA A A
r ,qr r
d S dq d r
r qr ,q
  
  
  
 
  . (34) 
Bultinck et al. previously proved the ISA curvature (Eq. (33)) is non-negative.66 
 We now consider several special cases. Case 1: The ISA method, which corresponds to 0  . 
This case gives 2 ISAd S 0  (i.e., positive semi-definite curvature) indicating a convex optimization 
landscape with a unique solution. However, the optimization landscape can be approximately flat (
2 ISAd S 0 ) in regions. Case 2: The non-iterative Hirshfeld method, which corresponds to 1   and 
ref
Adq 0 . This case gives 
  
 
2
A A2 HD 2 HD 3
A
A A A
r
d S d F d r 0
r
 
   
 
 
   (35) 
for any  A Ar 0  . This positive definite curvature indicates a convex optimization landscape with a 
unique solution. Because the curvature is positive definite, the optimization landscape is not 
approximately flat anywhere. Case 3: The IH method, which corresponds to 1   and  
14 
 
 ref 3A A A A Adq dq r d r    . (36) 
Since    refAdq 0 , the second term appearing in Eq. (34) is not necessarily non-negative. Consequently, 
we cannot guarantee that 2 refd S is non-negative. From Eq. (34), the convexness or non-convexness of the 
IH method for a specific material depends on the particulars of the reference ion set used. Thus, under 
some conditions the IH method may have a negative optimization curvature. This yields the bifurcation 
or ‘runaway charges’ problem shown in Figure 1 and Table 2. Case 4: The DDEC/c2 method, which 
corresponds to 1/10   and 
ref
Adq  as defined in Eq. (36). This case has similar characteristics to Case 3 
and yields the bifurcation or ‘runaway charges’ problem for the same reason. Case 5: The DDEC3 method 
improved over the DDEC/c2 method by increasing the ref
Adq  curvature term in Eq. (34),
14 but it stopped 
short of a provably convex optimization landscape. Thus, under rare circumstances (e.g., H2 triplet with 
50 pm constrained bond length in Figure 1) it leads to the bifurcation or ‘runaway charges’ problem. 
 In the following sections, we introduce a new charge partitioning method called DDEC6 that 
alleviates the ‘runaway charges’ problem. Examining Eq. (34), the iterative update of ref
Aq  by requiring 
the self-consistency condition ref
A Aq q  yields the possibility of negative optimization landscape curvature 
and hence bifurcation. The DDEC6 method replaces the self-consistency requirement ref
A Aq q  with a 
new strategy for computing ref
Aq . Within a magnified integration tolerance, the DDEC6 NACs were 
symmetrically equivalent: ±2.1×10-2  (H2 triplet), ±1.8×10
-5 (Mn solid), and -2.8×10-5, +1.5×10-4, -7.4×10-
5, and -4.7×10-5  (Rh solid).  
 The DDEC6 method cannot lead to ‘runaway charges’ in any material, because it involves a 
prescribed sequence of exactly seven sequential charge partitioning steps. For purposes of illustration, 
assume the initial symmetry breaking present in the input grid files is some small positive amount  . For 
purposes of illustration, let us further assume that during each subsequent charge partitioning step the 
amount of symmetry breaking is multiplied by some finite factor K. After X charge partitioning steps, the 
amount of symmetry breaking will thus be KX. If X is small or if K 1  , the amount of symmetry 
breaking will be a modest multiple of  . In the DDEC6 method, X = 7, so that even when K 1  the 
magnitude of symmetry breaking can be contained as long as   is small. By making the input density 
grids more precise, the value of   and hence the final DDEC6 symmetry breaking (~K7) can be made as 
small as desired. On the other hand, if X is large and K 1 , the symmetry breaking will be profoundly 
severe (i.e., ‘runaway charges’). For the DDEC/c2, DDEC3, and IH methods, X may be arbitrarily large 
leading to ‘runaway charges’ when K 1 . Since X is arbitrarily large for these methods, the value of KX 
cannot be contained for K 1  even if  is made a smaller positive number. Thus, improving the input 
density grid precision does not necessarily alleviate the ‘runaway charges’ problem for the DDEC/c2, 
DDEC3, and IH methods. 
 We also tested a second strategy that solves the bifurcation or ‘runaway charges’ problem by 
constructing the self-consistent convex charge partitioning functional: 
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 
 
     
   A Aconvex 3 3 valA A A A A1
fixed _ ref avg
A AUA A A A
r
F r ln d r r r d r N
r r
 
        
   
   . (37) 
A   is a Lagrange multiplier that enforces the constraint 
 val coreA A A AN r N 0    .  (38) 
  fixed _ refA Ar  is a set of fixed reference densities that is not updated during the self-consistent cycles. 
Minimizing 
convexF   
 
 
     
 
convex
A A
A1
fixed _ ref avg
A A A A A A
rF
ln r 0
r r r
 
      
    
  (39) 
gives the solution 
       A
1
convex fixed _ ref avg
A A A A A Aw r e r r
     . (40) 
The curvature is 
  
 
 
  
 
22 avg
A AA A2 convex 3
Aavg
A A A A A
rr
d F 1 d r
r r
 
   
  
 
 .  (41) 
Inserting Eq. (33) into (41) yields 
  
 
2
A A2 convex 3
A
A A A
r
d F d r
r

 

   (42) 
which is positive definite if 0   . Thus, the functional is convex with a unique minimum. Through 
computational tests, we found nearly optimal results are obtained by setting 
convex 1/ 2   . We computed 
  fixed _ refA Ar  by applying the upper and lower bound exponential decay constraints (see Section 2.7) 
while minimizing a distance measure between  fixed_ refA Ar  and      
A
cond cond
A A r
r r r   . As shown by 
results in Section 2.9, the overall performance of this method is slightly inferior to the DDEC6 method. 
 We performed computational tests proving the bifurcation or ‘runaway charges’ problem is 
associated with non-unique minima on the optimization landscape. Table 2 summarizes computational 
results for the H2 triplet system. For consistency, all four methods compared used the same density grids, 
same reference ion library (Section 3), and same integration method. (This integration method is explained 
in the ESI†.). The pair of numbers (q1,q2) denote the charges associated with the first and second H atoms, 
respectively. The initial guess for the IH and DDEC3 methods is the starting reference ion charge. For the 
DDEC3 method, the conditioned reference densities and the  A Aw r  were initialized to equal the starting 
reference ion densities. For the convex functional (Eq. (37)),  avgA Ar  was initialized to equal a reference 
ion density having the charge listed as the initial guess. The DDEC3 and IH methods exhibited pronounced 
bifurcation, with the converged NACs highly dependent on the initial guess. In contrast, the convex 
functional exhibited the unique solution (-0.0093,0.0093) independent of the initial guess. Because the 
DDEC6 NACs follow a fixed protocol of seven charge partitioning steps, they do not require any form of 
16 
 
initial guess and converged to the unique solution (-0.0209,0.0209). These results prove the DDEC3 and 
IH methods do not have a convex optimization functional for some materials. 
 
Table 2: Effect of initial guess on the converged NACs for H2 triplet with a 50 pm constrained bond length 
(CISD/aug-cc-pvqz electron distribution). Because the DDEC3 and IH results depend on the initial guess, 
they do not have a convex optimization functional or a unique solution. Because the DDEC6 NACs follow 
a fixed protocol of seven charge partitioning steps, they do not require any form of initial guess and 
converged to the unique solution (-0.0209,0.0209). Also, the convex charge partitioning functional 
converges to a unique solution independent of the starting guess. 
run # 
initial 
guess 
DDEC3 
NACs 
IH 
NACs 
convex functional 
NACs 
1 (0,0) (-0.5025,0.5025) (-0.5978,0.5978) (-0.0093,0.0093) 
2 (0.5,-0.5) (0.5014,-0.5014) (0.5950,-0.5950) (-0.0093,0.0093) 
3 (-0.5,0.5) (-0.5025,0.5025) (-0.5978,0.5978) (-0.0093,0.0093) 
 
2.4 Conditioning steps and the equivalent reference ion weighting 
equiv    
 The previous section demonstrated that using a fixed number of charge partitioning steps (e.g., X 
= 7) can alleviate the ‘runaway charges’ problem. In this section, we show how to construct schemes 
having a fixed number of charge partitioning steps that achieve the DDEC goal of simultaneously 
optimizing   A Ar  to resemble the reference ion densities   ref refA A Ar ,q  and the spherical average 
densities   avgA Ar . 
 First, we review the meaning of ‘conditioning’. Conditioning refers to the process in which some 
set of weighting functions—let us call them by the generic name   genericA Ar —are used in a stockholder 
partitioning to obtain a new set of spherically averaged weighting factors,   conditionedA Ar : 
       
A
conditioned generic generic
A A A A r
r r r r      (43) 
   generic genericA A
A,L
r r     (44) 
where 
Ar
denotes spherical averaging. We could perform another conditioning step by reinserting 
   generic conditionedA A A Ar r   into the right-hand sides of Eq. (43)–(44). This process could be repeated until 
some desired number, c, of conditioning steps have been performed. Starting with the reference ions, 
 refA Ar  , a single conditioning step produces  
       
A
avg ref ref
A A A A r
Y r r r r    .  (45) 
A second conditioning step produces 
           
A A
double _ cond ref ref avg
A A A A r r
r r r r r Y r      . (46) 
After c conditioning steps,  
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        
A
c
some _ ref ref generic
A A A A r
r r r r      (47) 
where    
A
generic
r
r r   is a geometric average of all of the    
A
generic
r
r r   style terms. 
 All of the previous DDEC schemes had 
       
1
some _ ref avg
A A A A A Aw r r r
 
    . (48) 
Inserting in Eq. (12) and rearranging yields 
       
A
1/avg some _ ref
A A A A r
r r r W r

    .  (49) 
In general,   some_ refA Ar  may be produced by conditioning the reference ions  refA Ar  a total of c 
times. Substituting Eq. (47) into (49) yields 
       
A
c 1/
avg ref generic
A A A A r
r r r r
 
      (50) 
where the overbar denotes the (weighted) geometric average of    
A
generic
r
r r   style terms (such as 
those appearing in Eqs. (45), (46), and (49)). Comparing Eqs. (49) and (50), the equivalent amount of 
reference ion weighting on a conditioning adjusted basis is therefore 
equiv
1 1
c 
 
 .  (51) 
 We now discuss specific examples. Case 1: DDEC/c1 and DDEC/c2 methods used no reference 
ion conditioning (i.e., c = 0) with 1/10   to give DDEC2
equiv 1/10  . Case 2: The HD and IH methods use 
no reference ion conditioning (i.e., c = 0) with 1   to give HD/IH
equiv 1  . Case 3: The DDEC3 method uses 
one conditioning step (i.e., c = 1) with 3 /14   to give DDEC3
equiv 3/17  . Case 4: The ISA method has two 
completely equivalent representations: either an infinite number of conditioning steps (i.e., c    )  or 
0    to yield ISA
equiv 0  . (Exactly the same   ISAA Ar  are obtained in either representation. In practice, 
the two representations are not distinguishable and have the same computational algorithm.) 
 When developing the DDEC3 method, Manz and Sholl showed that one conditioning step (i.e., c 
= 1) combined with 3 /14   yields an appropriate balance between reference ion weighting and spherical 
averaging independent of the material.14 A scheme containing a fixed number of charge partitioning steps 
can be constructed to yield a similar 
equiv  value. Specifically, if   refA Ar  are conditioned four times to 
yield   DDEC6A Aw r  (i.e., c = 4 and 1  ) and hence five times to yield the final DDEC6   avgA Ar , this 
corresponds to DDEC6
equiv 1/ 5  . 
DDEC3
equiv 3/17   lies between this value of 1/5 and the value of 1/6 that would 
be obtained from a total of six conditioning steps. We chose five conditioning steps, because this is more 
conservative. Increasing the number of conditioning steps leads to a slight decrease in the atomic 
multipoles at the expense of losing some of the chemical transferability. Yet even with five conditioning 
steps, we achieved DDEC6 atomic multipoles approximately 2–5% lower in magnitude on average (see 
Section 2.9) than the DDEC3 atomic multipoles. As explained in subsequent sections, this is due to using 
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an accurate fixed reference ion charge and a weighted spherical average during some of the conditioning 
steps. 
 We now return to the bifurcation or ‘runaway charges’ problem demonstrated in the previous 
section. The first possible solution is to use a fixed number of charge partitioning steps. In other words, to 
use c = 4 and 1   for a total of five conditioning steps: DDEC6
equiv 1/ 5  . The second possible solution is to 
use 0 1    where   A Ar  are recovered by minimizing a provably convex optimization functional or 
path action. For example, convexF  shown in Eq. (37). Two conditioning steps (i.e., c = 2) are involved in 
computing   fixed _ refA Ar . Using 
convex 1/ 2   yields convex
equiv 1/ 4  . We programmed both of these 
strategies and tested them for all systems described in this article. (Our computational method for 
computing the convex functional NACs is described in the ESI†.) Both strategies used identical  refAq  
values. Both strategies alleviated the bifurcation or ‘runaway charges’ problem. While both approaches 
yielded reasonable results, the first approach proved superior to the second. The first approach allowed 
using a weighted spherical average in place of a simple spherical average during some of the conditioning 
steps. The second approach required a simple spherical average during the self-consistency iterations to 
prove convexness of the path action (see Eq. (33). The first approach was more computationally efficient 
and converged in 7 charge cycles compared to 11–14 charge cycles for the second approach. As shown in 
Section 2.9, the first approach yielded slightly lower atomic multipole moments on average, reproduced 
the electrostatic potential slightly more accurately on average, and described electron transfer trends in 
dense solids slightly more accurately on average. Therefore, in the end we decided to go with the fixed 
number of charge partitioning steps (approach 1: DDEC6) as opposed to minimizing 
convexF  (approach 2). 
 Finally, we performed additional computational tests proving the equivalence relations described 
in this section. Specifically, we also analyzed nearly all systems in this article using c = 1 and 1/ 3   
(yielding 
equiv 1/ 4  ) and obtained similar (but not strictly identical) results to the c = 2 and 1/ 2   case 
discussed above. The computational cost was increased to ~24 charge cycles for convergence. 
2.5 Determining the DDEC6 reference ion charge value (charge cycles 1 and 2) 
 The reference ion charge is the most significant difference between the DDEC6 and DDEC3 
methods. In the DDEC3 method, the reference ion charge is the same as the AIM NAC: ref
A Aq q . While 
setting ref
A Aq q  has some theoretical appeal, it also comes with an important disadvantage. In dense 
materials, the diffuse nature of anions can cause the number of electrons assigned to an anion to be much 
greater than the number of electrons in the volume dominated by the anion. This causes several related 
problems. First, NACs assigned with 
ref
A Aq q  may fail to assign core electrons to the proper atom in some 
materials (see Section 5.1). Second, they do not properly describe electron transfer trends in some 
materials (see Section 5.2.1). Third, the correlation between NACs and core electron binding energy shifts 
will be weakened due to the overly delocalized assignment of electrons to the anions (see Ti-containing 
containing compounds in Section 5.3.2). Fourth, the accuracy of reproducing the electrostatic potential 
may be slightly degraded in some materials for which the anion charges are overestimated in magnitude 
(see Section 5.5.2). 
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 There are two competing philosophies of electrons belonging to an atom: localized and stockholder 
atomic charges. For localized atomic charges, electrons in the volume dominated by an atom are assigned 
almost entirely to that atom. Non-overlapping compartments, such as those encountered in Bader’s QCT 
and Voronoi cell partitioning, are the most extreme limit of localized charge partitioning.27, 36, 37, 41, 42 
Localized NACs (e.g., Bader NACs) convey useful information about charge transfer trends (see Section 
5.2) and core-electron binding energy shifts (see Section 5.3.2), but they are not well-suited to reproducing 
the electrostatic potential surrounding a material (see Sections 5.2.3, 5.3.1). In stockholder partitioning 
schemes, the density assigned to each atom is proportional to the density of some spherical proto-atom, 
and this leads to overlapping atomic electron distributions.28 DDEC3 NACs, which do not incorporate 
localized atomic charge information, are usually more accurate than Bader NACs at reproducing  V r  
but suffer the problems mentioned in the previous paragraph.  
 To achieve the best of both worlds, the DDEC6 method uses a fixed reference ion charge consisting 
of a weighted average of localized and stockholder charges. The ratio of localized to stockholder atomic 
charges used to compute these fixed reference ion charges was decided through a scientific engineering 
design approach in which we tested dozens of alternatives. (See ESI† for a summary of alternatives 
explored.) Here, we present the DDEC6 steps and equations in a way that is independent of the integration 
grids employed. Specific integration procedures are described in the ESI†. 
 Specifically, the DDEC6 reference ion charge value, ref
Aq , is set using the following scheme: 
ref 2,ref
A Aq q  (52) 
 s,ref s,Stock s,LocA A A
1 2
q q q , s 1,2
3 3
     (53) 
i,Stock/Loc i,Stock/Loc
A A Aq z N    (54) 
 
 
 
i,Stock/Loc
A Ai,Stock/Loc 3
A i,Stock/Loc
w r
N r d r
W r
    (55) 
   i,Stock/Loc i,Stock/LocB B
B,L
W r w r   (56) 
   1,Stock refA A A Aw r r ,0    (57) 
    
4
1,Loc ref
A A A Aw r r ,0   (58) 
   2,Stock ref 1,refA A A A Aw r r ,q   (59) 
    
4
2,Loc ref 1,ref
A A A A Aw r r ,q  .  (60) 
1,Loc
AN  and 
2,Loc
AN  are measures of the number of electrons in the volume dominated by each atom. 
1,Loc
AN  
is computed using the neutral atom reference densities (Eq. (58)). 2,Loc
AN  is computed using charged 
reference ions (Eq. (60)). The fourth power appearing in Eqs. (58) and (60) makes  s,LocA Aw r   s 1,2   
change continuously while also becoming negligible in the volume of space for which    ref refA A B Br r  
. When using an exponent of 4, the ratio    ref refA A B Br / r 2    corresponds to assigning 16 times higher 
density to atom A compared to atom B at this grid point. This provides an appropriate balance between 
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transition sharpness and smoothness. Using an exponent less (more) than 4 would cause the density 
transition between atoms to be more gradual (sharper). An arbitrarily high exponent would correspond to 
the limit of non-overlapping atoms. Eq. (53) updates the reference ion charges by adding 2/3 of this 
localized charge to 1/3 of the stockholder charge based on minimizing the information distance to the 
(prior) reference ion densities. The final reference ion charge (Eq. (52)) determined in this manner is a 
compromise between counting electrons in the volume dominated by each atom and counting electrons in 
proportion to the (prior) reference ion densities.  
 The superscript numerals 1 and 2 refer to the charge cycle in which that quantity is computed. The 
weighing factors for the first charge cycle are computed using neutral reference atoms (Eqs. (57)–(58)). 
The weighting factors for the second charge cycle are computed using Eqs. (59)–(60) based on the results 
of the first charge cycle. Each of the first two charge cycles first computes  i,StockW r  and  i,LocW r  by 
a loop over atoms and grid points to compute the sum in Eq. (56). Each of the first two charge cycles then 
performs another loop over atoms and grid points to compute i,Stock
AN  and 
i,Loc
AN via Eq. (55). The 
stockholder, localized, and updated reference charges are then computed via Eqs. (53)–(54). The first 
charge cycle yields the HD NACs: Hirshfeld 1,Stockholder
A Aq q  . (Even though the CM5 NACs are not used in 
DDEC6 charge partitioning, they were computed at this stage using the HD NACs and the CM5 definition 
of Marenich et al.25) The second charge cycle yields the DDEC6 reference ion charges (Eq. (52)). 
2.6 Computing the conditioned reference ion density (charge cycle 3) 
 The next step (i.e., third charge cycle) is to compute the conditioned reference ion densities, 
 condA Ar . This conditioning matches the reference ion densities to the specific material of interest. First, 
a loop of over grid points and atoms is performed to accumulate the following sum 
   ref ref refB B B
B,L
r r ,q   . (61) 
Then another loop over grid points and atoms is performed to compute the following spherical average: 
       
A
avg ref ref ref
A A A A A r
Y r r ,q r r    .  (62) 
 Constraints applied to each conditioned reference ion density: In the DDEC6 method, each 
conditioned reference density,  condA Ar , is constrained to monotonically decrease with increasing Ar   
 
 condA AI
A
A
d r
r 0
dr

     (63) 
and to integrate to the number of electrons in the reference ion: 
   
cutoffr
2I cond ref
A A A A A A A
0
r 4 r dr z q 0          (64) 
These constraints were introduced for theoretical appeal to ensure expected behavior. In tests we 
performed, these constraints had only a small effect on the NACs. They are not present in the DDEC3 
method.  
   condA Ar  is found by minimizing the functional 
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  
    
 
     
2
cond avg
2A A A AI cond I I I I
A A A A A A A A A
avg
0 A A
r Y r
h r r r 4 r dr
2 Y r
   
       
 
 
   (65) 
where  IA Ar  and 
I
A  are Lagrange multipliers enforcing constraints (63) and (64), respectively. The 
minimum of hI is found by setting  
 
I
cond
A A
h
0
r



 . (66) 
Inserting eq. (65) into (66) and using integration by parts to simplify gives the solution 
     
   I IA A A Acond avg avg I
A A A A A A A
A A
d r 2 r
r Y r Y r
dr r
  
      
 
.  (67) 
Because 
   
   
 
2 dirac
2 I
A A A
avgcond cond
A AA A A A
4 r r rh
0
Y rr r
  
 
 
   (68) 
it directly follows that   I condA Ah r  is a convex functional. Therefore,   condA Ar  is uniquely determined 
for a given   avgA AY r  input. 
 A robust and rapidly converging iterative algorithm was used to compute   condA Ar . In each 
iteration, an estimate of I
A  is used to compute the estimate 
     cond avg I avgA A A A A A Ar Y r Y r   .  (69) 
Then, constraint (63) is enforced by recursively setting  
      cond cond condA A A A A A Ar min r , r r      (70) 
beginning with the second radial shell and continuing outward until the last radial shell. To complete one 
iteration, I
A  is computed via Eq. (64). A scheme is required to generate a new 
I
A  estimate for the next 
iteration. Since  I
A  is a monotonically increasing function of 
I
A , 
I
A  should be increased (decreased) 
when I
A 0   (
I
A 0  ). Convergence is achieved when 
I
A  is less than some zero tolerance (e.g., 10
-10 
electrons).  
 The update scheme we used contained the following sequence of steps. In the first iteration, we 
set I (1)
A 0  . Then we set  
   
cutoff
I (i)
I (i 1) I (i) A
A A r
2avg
A A A A
0
2
Y r 4 r dr
    

  (71) 
where I (i)
A  is the result of using 
I (i)
A . Because 
I (1)
A 0   if constraint (63) is binding, repetitively 
applying Eq. (71) increases I (i 1)
A
  until I (i)A 0  . Since 
I (i 1)
A
  more than doubles between successive 
iterations, the number of iterations required to reach this upper bound is small. At this point, we stop using 
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Eq. (71) and set I (upper)
A  as the smallest known value yielding 
I (upper)
A 0  . We also set 
I (lower)
A  as the 
largest known value yielding I (lower)
A 0  . The remainder of the steps are simply aimed at squeezing the 
upper and lower bounds as quickly as possible. First, we try the midpoint  I (mid) I (upper) I (lower)A A A 2     
to get I (mid)
A . Then, we fit the triple of points  I (lower) I (lower)A A,  ,  I (mid) I (mid)A A,  ,  I (upper) I (upper)A A,   to 
a parabola. Then, we set I (parabolic)
A  equal to the root of the parabola where 
I (parabolic)
A  is predicted to be 
zero. After computing the actual value of I (parabolic)
A  via Eq. (64), we identify which points among 
I (lower)
A
, I (mid)
A , 
I (upper)
A , and 
I (parabolic)
A  are the closest to zero from above (i.e., 
I (above)
A ) and below (i.e., 
I (below)
A
). A linear interpolation between these two closest-to-zero points is performed to identify  I (corrector)
A  as 
the point where I (corrector)
A  is predicted to be: (a)
I (above)
A  if 
I (above) I (below)
A A3    , (b) 
I (below)
A  if 
I (below) I (above)
A A3    , and (c)  I (above) I (below)A A 2   otherwise. This procedure places IA 0   
approximately half-way between I (corrector)
A  and 
I (above)
A  or  
I (below)
A  (whichever is smaller in magnitude), 
subject to the constraint that the resulting interval size is no more than  I (above) I (below)A A 2  . At the close 
of this iteration, we identify the new lower (upper) bound as the largest (smallest) I
A  among 
I (lower)
A , 
I (mid)
A , 
I (upper)
A , 
I (parabolic)
A , and 
I (corrector)
A  yielding a corresponding 
I
A 0   (
I
A 0  ). Having refined 
the lower and upper bounds, we repeat the bisection, parabolic fitting, and linear interpolation steps in the 
next iteration to reach a tighter yet lower and upper bound. This process is repeated until convergence. In 
practice, we found this process converges magnificently, with one or two cycles of parabolic fitting and 
linear interpolation sufficient to achieve a precision of  10-10 electrons. Because this algorithm cuts the 
size of the search domain by better than half in each iteration, it is mathematically guaranteed to always 
converge in a few iterations. 
 After computing   condA Ar , a loop over grid points and atoms is performed to compute 
   cond condB B
B,L
r r   . (72) 
 Then another loop over grid points and atoms is performed to compute 
 
 
 
 
A
A
1cond
A A cond
A A
cond r
r
r
r r
r

  
   
 
.   (73) 
2.7 Updating   A Aw r  (charge partitioning steps 4 to 7) 
 The fourth (i.e. i = 4) charge cycle uses:  
   condA A A Aw r r . (74) 
The logical variable update_kappa is initialized to FALSE, and the integer completed_steps is initialized 
to 3. The fourth and later charge cycles use the following sequence of steps: 
1. In the first loop over grid points and atoms, the sum in Eq. (13) is computed at each grid point. 
2. In the second loop over grid points and atoms, the following quantities are computed: 
       A A A Ar w r r W r    (75) 
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   
A
avg
A A A A r
r r      (76) 
 
 
 
 
A
A A
A A A
r
w r
r 1 r
W r
 
     
 
 (77) 
 
 
A
A A
r
w r
W r
 (78) 
  3A A AN r d r    (79) 
All of these quantities except   A Ar  are stored. 
3. A weighted spherical average density,  wavgA Ar , is then computed: 
 
 
   
 
 
 
A
A
avg
A A A A
A
rwavg
A A
A A
r
r w r
r
5 W r
r
w r4
1
5 W r

 
 

 (80) 
Eq. (80) has the form of a weighted spherical average density 
 
   
 
A
A
A A A A rwavg
A A
A A r
r r
r
r
 
 

. (81) 
where  A Ar  is weighted at each grid point proportional to  
 
 
 
 
 
A
A A A A
A A
r
w r w r1
r 1
W r 5 W r
 
     
 
. (82) 
Examining eq. (82), the relative weight assigned to each point is bounded by 
 A A0.1 r 1.2  . (83) 
The lower bound of ~0.1 occurs, because it is not possible to have    
A
A A r
w r W r 0  if 
   A Aw r W r 1  for any grid point on the same radial shell. For a specific rA, positions with 
larger    A Aw r W r  receive smaller  A Ar , and positions with smaller    A Aw r W r  receive 
larger  A Ar . Thus,  
wavg
A Ar  weights portions of   A Ar  that overlap other atoms more 
heavily than those portions that do not overlap other atoms. At this stage, we also compute: 
 
   
cutoffr
2A
A A A A
A 0
N
u 4 r r dr

   
 
  (84) 
4. On the fourth charge cycle, update_kappa is not altered. On the fifth and subsequent charge cycles, 
update_kappa is set to TRUE if val
AN  < -10
-5 electrons for any atom. If update_kappa is TRUE and 
the AN  and   wavgA Ar  changes between successive charge cycles were less than 10-5e and 10-
5e/bohr3, respectively, for each atom two consecutive times in a row then update_kappa is reset to 
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FALSE and  A  is reset to  0 . Otherwise, the current value of update_kappa is not altered. On 
charge cycles changing update_kappa from FALSE to TRUE, the the current value of   A Aw r  is 
placed into   fixedA Aw r . 
5. If the value of update_kappa is FALSE, then completed_steps is incremented by +1. If 
completed_steps = 7, the iterative charge partitioning cycles are finished and exit at this point. 
6a. If the value of update_kappa is FALSE, then   A Aw r  is updated to impose the constraints 
  
   
    
1
2A A 1
A A2
A
A A
d ln w r2.5bohr
1.75bohr 1 r
dr1 r

       
   
 (85) 
which are illustrated in Figure 2. 
 
Figure 2. Illustration of exponential decay constraints applied to  A Aw r  in the buried atom tails. 
The red curves are not drawn to scale. 
 i) Constraint preventing buried tails from becoming too diffuse: Analogous to the DDEC3 
method,14  A AG r  is computed to make sure the tails of buried atoms do not become too diffuse. 
In the DDEC6 method, we set 
   wavgA A A Ar r     (86) 
instead of the DDEC3 expression for  A Ar . The constraints 
 
 
   A AII lowerA A A A A
A
dG r
r r G r 0
dr
      (87) 
       2lower 1A A A Ar 1.75 bohr 1 r      (88) 
      
cutoffr
2II
A A A A A A A
0
G r r 4 r dr 0       (89) 
are imposed by minimizing the following optimization functional 
  
    
 
     
2
2A A A AII II II II II
A A A A A A A A A
0 A A
G r r
h G r r r 4 r dr
2 r
  
      
 
 
   (90) 
where  IIA Ar  and 
II
A  are Lagrange multipliers enforcing constraints (87) and (89), 
respectively.14   II A Ah G r  is a convex functional with the unique minimum:14 
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     
   
   
II II
A A A AII II lower
A A A A A A A A A A A
A A
d r 2 r
G r r r r r
dr r
  
         
 
. (91) 
 A robust and rapidly converging iterative algorithm was used to compute   A AG r . In 
each iteration, an estimate of II
A  is used to compute the estimate 
     wavg IIA A A A A A AG r r r    .  (92) 
Then, constraint (87) is enforced by recursively setting  
         lowerA A A A A A A A A AG r min G r ,G r r exp r r    . (93) 
beginning with the second radial shell and continuing outward until the last radial shell. To 
complete one iteration, II
A  is computed via Eq. (89). A scheme is required to generate a new 
II
A  
estimate for the next iteration. Since  II
A  is a monotonically increasing function of 
II
A , 
II
A  should 
be increased (decreased) when II
A 0   (
II
A 0  ). Convergence is achieved when 
II
A  is less than 
some zero tolerance (e.g., 10-10 electrons).  The update scheme we used contained the same 
sequence of steps described in Section 2.6, except II
A , 
II
A , and  A Ar  replace 
I
A ,
I
A , and 
 avgA AY r . Specifically, this update scheme determines upper and lower bound values, evaluates 
the midpoint, fits these three points to a parabola whose root is used as the fourth point, and linearly 
interpolates to find a corrector point. Then, the new upper and lower bound values are identified, 
and a new iteration is performed until convergence. Because this algorithm cuts the size of the 
search domain by better than half in each iteration, it is mathematically guaranteed to always 
converge in a few iterations. 
 ii) Constraint preventing buried tails from becoming too contracted:  A AH r  is then 
computed to make sure the tails of buried atoms do not become too contracted. Specifically, the 
constraints 
 
 
   A AIII upperA A A A A
A
dH r
r r H r 0
dr
      (94) 
 
   
1
upper
A A 2
A A
2.5 bohr
r
1 r

 
 
  (95) 
      
cutoffr
2III
A A A A A A A
0
H r G r 4 r dr 0       (96) 
are imposed by minimizing the following optimization functional 
  
    
 
     
2
2A A A AIII III III III III
A A A A A A A A A
A A0
H r G r
h H r r r 4 r dr
2G r
  
      
 
 
   (97) 
where  IIIA Ar  and 
III
A  are Lagrange multipliers enforcing constraints (94) and (96), 
respectively.    III A Ah H r  is a convex functional: 
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   
   
 
2 dirac
2 III
A A A
A A
A A A A
4 r r rh
0
G rH r H r
  
 
 
. (98) 
The unique minimum is  
   
   
   
III III
A A A AIII III upper
A A A A A A A A A
A A
d r 2 r
H r G r 1 r r
dr r
  
      
 
. (99) 
In practice,  A AH r  can be easily found by starting with the initial estimate    
est
A A A AH r G r  
and enforcing constraint (94) by recursively setting 
         est est est upperA A A A A A A A A AH r max H r ,H r r exp r r     (100) 
beginning with the second radial shell and continuing outward until the last radial shell. Finally, 
 A AH r  is normalized to satisfy constraint (96): 
   
   
   
cutoff
cutoff
r
2
A A A A
est 0
A A A A r
2est
A A A A
0
G r 4 r dr
H r H r
H r 4 r dr





. (101) 
The updated atomic weighting factor is 
   A A A Aw r H r . (102) 
 Comments on these exponential tail constraints: Constraint (87) preventing the tails of 
buried atoms from becoming too diffuse is the same for the DDEC3 and DDEC6 methods. The 
DDEC6 method adds constraint (94) to prevent the tails of buried atoms from becoming too 
contracted. The limiting exponent of 2.5 bohr-1 corresponds to wA(rA) in the buried tail being cut 
in half for an rA increase of 0.277 bohr  (0.147 Å). There is no reason for wA(rA) to decrease more 
rapidly than this in the buried tail. The integrals of the optimization functionals hI,II,III in Eqs. (65)
, (90), and (97) have similar forms, except that a square root appears in the denominator of the first 
integral in hI,II but not in hIII. This exponent in the denominator of the first integral of the 
optimization functional is called the reshaping exponent.14 A reshaping exponent 1/ 2   is used 
in the optimization functional hII (Eq. (90)) that enforces constraint (87) preventing tails of buried 
atoms from becoming too diffuse.14 A reshaping exponent 1/ 2   is also used in the optimization 
functional hI (Eq. (65)) that reshapes the conditioned reference ion densities. The value 1/ 2   is 
appropriate for these cases, because it shifts electron density from the tail region into the 
intermediate region where atoms interface.14 A reshaping exponent 1   is used in the optimization 
functional hIII (Eq. (97)) that enforces constraint (94) preventing tails of buried atoms from 
becoming too contracted. Eq. (100) implementing constraint (94) adds electron density to the tail 
region thereby requiring density to be removed during renormalization. Removing electron density 
during renormalization with 1   is ill-behaved, because this will completely deplete the electron 
density in the buried tail region due to    A A A Aw r / w r 1

 when  A Aw r 1. Using 1   
avoids this problem. 
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6b. If the value of update_kappa is TRUE, then  A  and   A Aw r  are updated by setting 
  old valA A A Amax 0, N u     (103)  
     A Ar fixedA A A Aw r e w r

 . (104) 
where old
A  is the value of A   before the update is applied. This process corresponds to 
minimizing the functional 
 
 
 
   A ADDEC6 3 3 valA A A A Afixed
A AA A U
r
F r ln d r r r d r N
w r
 
        
 
    (105) 
where  r  and  A  are Lagrange multipliers enforcing constraints (8) and (38), respectively. 
During this process, the values of   fixedA Aw r  do not change. Consequently, the curvature 
  
 
2
A A2 DDEC6 3
A
A A A
r
d F d r 0
r
 
  
 
 
   (106) 
for any  A Ar 0  . This positive definite curvature indicates a convex optimization landscape 
with a unique solution. For an atom without any overlaps (i.e., isolated atomic ion limit), Au 0  
and the converged  A Ar  is independent of A . Therefore, when uA is negligible (e.g., 
7
Au 10

) we set A 0   to avoid division by zero in Eq. (103). 
 
7. The charge cycle number if incremented by +1, and the calculation returns to # 1 above to start the 
next charge cycle. 
2.8 Computational Speed and Convergence Robustness 
 DDEC charge and spin partitioning use a cutoff radius (e.g., 5 Å) to achieve a computational cost 
that scales linearly with increasing number of atoms in the unit cell after the initial electron and spin 
density grids have been generated.14, 68 When combined with a linearly scaling quantum chemistry 
program (e.g., ONETEP), this provides computationally efficient charge analysis even for systems 
containing thousands of atoms in the unit cell.69, 70 Figure 3 plots the wall time for computing DDEC3 and 
DDEC6 NACs, atomic multipoles, and electron cloud decay exponents for the NaCl crystal (ambient 
pressure) as a function of the number of atoms in the unit cell. The unit cells containing 16 and 54 atoms 
were constructed by forming 2×2×2 and 3×3×3 supercells, respectively, that were used as input for 
computing the density grid files in VASP. This calculation utilized a volume of 2×10-3 bohr3 per grid point. 
The wall time in Figure 3 begins when the CHARGEMOL program is first entered prior to reading the VASP 
density grid files and continues until the moment after the computed NACs, atomic multipoles, and 
electron cloud decay exponents have been written to the net_atomic_charges.xyz file. As expected, Figure 
3 shows the required wall time depends linearly on the number of atoms in the unit cell. Even though the 
computation was run on a single processor core, only six minutes were required for DDEC6 charge 
analysis of the unit cell containing 54 atoms. This was only one-fifth of the time required for DDEC3 
charge analysis of the same material. Much larger times are required for DDEC3 or DDEC6 calculations 
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reading in Gaussian basis set coefficients (e.g., GAUSSIAN 09 generated .wfx files), because in such cases 
the density grids must be explicitly computed within the CHARGEMOL program. 
 
Figure 3: The computational cost of DDEC3 and DDEC6 charge partitioning scales linearly with 
increasing system size. Computation for NaCl crystal (ambient pressure) performed with serial Fortran 
CHARGEMOL program executed on a single processor core in Intel Xeon E5-2680v3 on the Comet 
supercomputing cluster at the San Diego Supercomputing Center.  
Table 3: Number of charge cycles to convergence for selected systems 
 DDEC3 DDEC6 
NaCl crystal (ambient pressure) 107–109a 7a 
TiO solid 130 7 
Mo2C slab with K adatom 87
b 7 
Fe2O3 solid 173
b 7 
Zn nicotinate MOF 75 7 
water molecule 37 7 
DNA decamer 83 7 
linear Li2O molecule 52 7 
Na3Cl (P4mmm crystal) 62
c, 75d 7c,d 
Fe4O12N4C40H52 noncollinear 
single molecule magnet 
90a 7 
Cs@C60 51
e 7e (18f) 
a For unit cells containing 2, 16, and 54 atoms. b From reference 14. c Using 10 frozen Na core electrons. d 
Using 2 frozen Na core electrons. e Using 46 frozen Cs core electrons. f Using 54 simulated frozen Cs core 
electrons by treating 8 of the 9 PAW valence electrons as core. 
 The main difference in computational cost between DDEC3 and DDEC6 arises from the number 
of charge cycles required for convergence. In fact, the electron partitioning scheme is the only 
computational difference between DDEC3 and DDEC6. As shown in Table 3, more charge cycles are 
required for DDEC3 convergence than for DDEC6 convergence. For all materials we studied, fewer than 
200 DDEC3 charge cycles were required.14 For all materials, seven DDEC6 charge partitioning steps are 
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required. More than one DDEC6 charge cycle per charge partitioning step is required only when the 
core
A AN N   constraint is binding, because in this case  A  must be iterative computed. For Cs@C60 with 
54 simulated frozen core electrons, 18 DDEC6 charge cycles were required to complete the seven charge 
partitioning steps. All other materials we studied converged in seven DDEC6 charge cycles. It is gratifying 
that the extra accuracy of DDEC6 compared to DDEC3 comes with a reduced computational cost. 
 Our overall objective is to develop an atomic population analysis method with characteristics 
suitable for use as a default method in popular quantum chemistry programs. This requires the method to 
maximize broad applicability and minimize failure. The algorithm should converge rapidly and reliably 
to a unique solution with low dependence on the basis set choice. The assigned NACs, ASMs, and other 
AIM properties should be chemically consistent, accurately describe electron transfer directions, and 
correlate to experimental data for reference materials.  
 Existing atomic population analysis methods are not well-suited for use as a default method in 
quantum chemistry programs: (1) Mulliken6 and Davidson-Löwdin7 population analyses do not have any 
mathematical limits as the basis set is systematically improved toward completeness, and they are not 
directly applicable to plane-wave basis sets.8 (2) Bader’s quantum chemical topology has many 
theoretically desirable properties, but it can lead to non-nuclear attractors that produce undefined NACs.44 
(3) Electrostatic potential fitting methods (e.g., ESP,17 Chelp,18 Chelpg,19 REPEAT20) do not have good 
conformational transferability and assign unreasonable charge values to some buried atoms.20, 71-74 
Including constraints (e.g., RESP20, 71 methods) improves this, but the form of these constraints is flexible 
leading to numerous possible charge values. Simultaneous fitting across multiple conformations is an 
another possible solution, but this requires computing electron distributions for many different system 
geometries.74 Also, nonporous systems do not possess a surface outside which to fit the electrostatic 
potential. (4) The original HD28 method, which is based on neutral reference atom densities, usually 
underestimates NAC magnitudes.14, 25, 29, 58 While the IH method improves the NAC magnitudes,29 it 
exhibits the bifurcation problem shown in Figure 1. (5) The CM5 method adds an empirical correction to 
the HD NACs, but it does not self-consistently update the HD ASMs.25, 26 As shown in Section 5.8 below, 
this causes the CM5 NACs and ASMs to be inconsistent with each other in some materials. (6) Because 
APT21 and Born effective charges23 require computing system response properties (via perturbation theory 
or atomic displacements), they are not well-suited for use as a default atomic population analysis method. 
(7) Among existing methods, NPA is probably the closest to a reasonable and broadly applicable atomic 
population analysis method that could be used as a default in quantum chemistry programs.8 Recently, the 
NPA and related Natural Bond Orbital (NBO) and Adaptive Natural Density Partitioning (ANDP) 
methods have been extended to periodic materials.11, 75 Although NPA is a dramatic improvement over 
the Mulliken method, NPA is not strictly a functional of   r  and retains some explicit basis set 
dependence.8  In plane-wave calculations, the natural atomic orbitals are found by constructing an 
auxiliary localized basis set onto which the plane-waves are projected.11 This creates a small charge 
spillage if the plane-wave and localized basis sets do not span exactly the same function spaces.11  
 The DDEC6 method is an appealing approach, because it is an explicit functional of the electron 
and spin distributions with no explicit basis set dependence. There is, therefore, no need to create an 
auxiliary localized basis set when computing DDEC6 charges in plane-wave calculations. As shown by 
the extensive tests presented in this article, the DDEC6 method achieves an extremely broad range of 
applicability across diverse material classes. It converges rapidly with a computational cost scaling 
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linearly with increasing number of atoms in the unit cell. Using five fixed conditioning steps ensures 
robust convergence to a unique solution. As shown in Section 2.3 above, the DDEC6 method alleviates 
the bifurcation or ‘runaway charges’ problem exhibited by earlier DDEC and IH methods. As shown in 
Section 5.8.3 below, the DDEC6 NACs and ASMs achieve good chemical consistency. Therefore, 
DDEC6 is well-suited for use as a default charge assignment method in popular quantum chemistry 
programs. Actually incorporating DDEC6 into popular quantum chemistry programs will require 
additional work. For example, it might be desirable to implement DDEC6 on the same integration grid 
already used in the respective quantum chemistry program. 
2.9 Summary of changes between DDEC3 and DDEC6 methods 
 Table 4 lists the six differences between the DDEC3 and DDEC6 methods. First, the DDEC6 
method uses fixed reference ion charge values rather than self-consistently updating them as in the DDEC3 
method. Second, the DDEC6 method uses c=4 and 1   to yield a fixed number of charge partitioning 
steps with DDEC6
equiv 1/ 5  . In contrast, the DDEC3 method uses a self-consistent iterative scheme with c=1 
and 
DDEC3 3 /14   to yield DDEC3
equiv 3/17  . Third, the DDEC6 method uses a weighted spherical average 
in place of the simple spherical average used in the DDEC3 method. Fourth, the DDEC6 method 
incorporates constraints to make the conditioned reference ion densities monotonically decreasing and to 
integrate to ref
AN . Fifth, the DDEC6 method adds a constraint to ensure the buried tails of  A Aw r  do not 
decay too quickly. Both the DDEC3 and DDEC6 methods include the same constraint to ensure the buried 
tails of  A Aw r  do not decay too slowly. These constraints make the buried tail of  A Aw r  decay 
exponentially with increasing rA. Sixth, we have now computed a complete reference ion library for 
elements 1 to 109 (Section 3). 
 Figure 4 compares DDEC3 to DDEC6 atomic dipole magnitudes in atomic units. The left panel 
contains a set of materials comprised almost entirely of surface atoms. This is the same set of materials 
for which DDEC3 and DDEC6 NACs are compared in Section 5.6. The right panel contains the following 
dense materials: TiCl4 crystal, SrTiO3 surface slab, Pnma NaCl3 crystal (2 frozen Na core electrons), 
P4mmm Na2Cl crystal (2 frozen Na core electrons), natrolite, NaF surface slab, Mo2C surface with K 
adatom, Cmmm Na2Cl crystal (2 frozen Na core electrons), Pd crystal with interstitial H atom, Pd3Hf 
crystal with interstitial H atom, Pd3In crystal with interstitial H atom, Pd3V crystal with interstitial H atom. 
(These structures are described in more detail in Section 5.) The slopes of the best fit lines constrained to 
have an intercept of (0,0) were 1.0462 (1.0222) with R-squared correlation coefficient = 0.9263 (0.9496) 
for the surface atom materials (dense materials). This shows the atomic dipole magnitudes are about 2–
5% larger in magnitude for DDEC3 compared to DDEC6. These small atomic multipoles allow DDEC6 
NACs to approximately reproduce  V r  surrounding a material. 
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Table 4. List of differences between DDEC3 and DDEC6 methods 
  DDEC3 DDEC6 
1 reference ion charge 
iteratively set to AIM 
charge: ref
A Aq q  
non-iteratively set based 
on a special 
partitioning: ref 2,ref
A Aq q  
2 
how spherical 
averaging is 
incorporated 
c=1, 3 /14  , 
DDEC3
equiv 3/17   
c=4, 1  , 
DDEC6
equiv 1/ 5   
3 
type of spherical 
average used 
simple weighted 
4 
constraints applied to 
each conditioned 
reference ion density 
— 
monotonically 
decreasing with 
increasing rA and 
integrates to 
ref ref
A A AN z q    
5 
tail constraints applied 
to wA(rA) during 4th 
and later charge cycles 
tails of buried atoms 
decay no slower than 
exp(-1.75 rA) 
tails of buried atoms 
decay no slower than 
exp(-1.75 rA) and no 
faster than exp(-2.5 rA) 
6 reference ion library 
originally incomplete, 
now a completed seta 
completed set 
a As originally published, the DDEC3 method required explicit computation of each reference ion which led to 
termination of calculations where a required reference ion was not precomputed. We recommend using the new 
equations (131)–(132) together with the explicitly computed reference ion ranges in Table 8 to complete this library 
for the DDEC3 method. Accordingly, the DDEC3 and DDEC6 methods use the same reference ion library. 
 
 
Figure 4: Comparison of DDEC3 to DDEC6 atomic dipole magnitudes. Left: Materials comprised almost 
entirely of surface atoms. Right: Dense materials comprised mainly of buried atoms. 
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 Why are the DDEC6 atomic dipole magnitudes slightly smaller on average than those for the 
DDEC3 method? The atomic dipole magnitude, A, can be written as 
 
 
 
  3A A A A A A
r
ˆw r r 1 r d r
W r
  
      
  
 .  (107) 
One strategy to slightly reduce A  is to make the assigned   A Ar  slightly less diffuse without 
significantly altering    r W r . Because the integral contributions in Eq. (107) are proportional to Ar , 
minimizing the contributions for large Ar  values will decrease A . The DDEC6 anions are typically less 
diffuse than the DDEC3 anions, because DDEC6 uses a partially localized reference ion charge (
ref 2,ref
A Aq q ) instead of the AIM charge used as reference (
ref
A Aq q ) in DDEC3. A second strategy for 
minimizing A  is to make    r W r  as close to 1 as feasible in the bonding regions where atoms 
overlap. The integral contributions in Eq. (107) do not depend on  A Aw r  in regions where atoms do not 
overlap significantly, because    A Aw r W r  in those regions. The weighted spherical average, 
 wavgA Ar , weights more heavily the regions where atom overlaps are substantial. Thus,  
wavg
A Ar  makes 
   r W r  as close to 1 as feasible specifically within the regions where atom overlaps are substantial. 
This is precisely those regions where integral contributions to A  can be suppressed. For this reason, using 
 wavgA Ar  substantially outperforms the simple spherical average,  
avg
A Ar , for the purpose of 
minimizing A . This reduction in A  also causes the NACs to more accurately reproduce  V r  
surrounding the material. 
 Table 5 summarizes computational tests for six different DDEC algorithms. The column labeled 
‘Simple spherical average’ uses an algorithm identical to the DDEC6 method, except  avgA Ar  is used in 
place of  wavgA Ar . The performance of this algorithm is substantially worse than DDEC6 but still an 
improvement over DDEC3. The column labeled ‘Convex functional’ uses the charge partitioning 
functional of Eq. (37). The Convex functional also did not perform as well on average as DDEC6. The 
columns labeled ‘4 charge partitioning steps’ and ’10 charge partitioning steps’ use an algorithm identical 
to the DDEC6 method but stop after 4 and 10 charge partitioning steps, respectively, instead of the 7 
charge partitioning steps used in the DDEC6 method. The overall performance of the ‘4 charge 
partitioning steps’ and ‘10 charge partitioning steps’ algorithms were similar to that of the DDEC6 
method. Specifically, results for about half of the materials are improved upon going from 7 to 4 charge 
partitioning steps, while results for the other half of the materials are improved upon going from 7 to 10 
charge partitioning steps. We chose 7 charge partitioning steps for the DDEC6 method, because it offers 
a suitable compromise. 
 The overall performance of each method was scored based on twelve computational tests: 
1. Squared correlation coefficient (R2) between computed NACs and core-electron binding energy 
shifts for the Ti-containing solids described in Section 5.3.2. 
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2. The slope for a plot analogous to Figure 4 (left panel). A smaller slope (considered better) 
indicates smaller A  for the test set containing mostly surface atoms. 
3. The slope for a plot analogous to Figure 4 (right panel). A smaller slope (considered better) 
indicates smaller A  for the test set comprising dense materials. 
4. The NAC of Mg in crystalline MgO. A NAC closer to ~1.7 was considered better.  
5. The NAC of Ru in crystalline Li3RuO2. A NAC closer to ~0.1 was considered better. 
6. The NAC of P in the H2PO4- molecular ion. A NAC closer to ~1.5 is considered better. 
7. The NAC of Li in linear Li2O. A NAC closer to ~0.87 is considered better. 
8. The NAC of H in the H2O molecule. A NAC closer to ~0.37 is considered better. 
9. The NAC of Cl in the high-pressure Imma Na2Cl crystal. A NAC closer to -1.35 is considered 
better. 
10. The NAC of H in the H2 molecule (triplet state, 50 pm constrained bond length, CISD/aug-cc-
pvqz). A NAC closer to zero is better. 
11. The Li3 molecule dipole error (atomic units) quantified as A  for the NAC model minus A  for 
the DFT-computed electron distribution (PBE+D376/aug-cc-pvtz optimized geometry and 
electron distribution). An error closer to zero is better. 
12.  The time in minutes required to perform charge analysis on the NaCl crystal supercell containing 
54 atoms running on a single processor core in Intel Xeon E5-2680v3 on the Comet 
supercomputing cluster at SDSC. This is the total wall time from program start to program 
finish, including the input file reading, core electron partitioning, valence electron partitioning, 
computation of multipole moments, output file printing, etc. 
The target values for tests 4 to 9 were chosen based on comparisons to Bader charges (dense solids) and 
charges that would more closely reproduce the electrostatic potential (molecules). 
 NACs are often used to construct force-fields for classical molecular dynamics and Monte Carlo 
simulations. For these applications, the NACs should approximately reproduce the molecular electrostatic 
potential (MEP). Conformational transferability is important for the construction of flexible force-fields. 
Table 6 compares the accuracy of the DDEC6 and Convex functional methods for reproducing the 
electrostatic potential of various conformations of carboxylic acids, Li2O molecule, and Zn-nicotinate 
metal-organic framework. For these tests, we used the same set of molecular conformations as described 
in Section 5.5. Results listed under the ‘carboxylic acids’ column in Table 6 are the averages over five 
carboxylic acids. When NACs were optimized specifically for each molecular conformation,  V r  was 
described most accurately using the Convex functional for the carboxylic acids and most accurately by 
the DDEC6 method for the Li2O molecule and Zn-nicotinate MOF. When the conformation averaged and 
low-energy conformation NACs were used to construct point-charge models for every system 
conformation, the DDEC6 method reproduced  V r  most accurately for all three types of materials. This 
shows the DDEC6 NACs are more accurate than the Convex functional NACs for reproducing  V r  
across multiple system conformations. In summary, the DDEC6 NACs have better overall performance 
than the Convex functional NACs. 
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Table 5. Performance of different DDEC algorithms compared to DDEC6. Bold numbers indicate a result 
better than DDEC6. Italic numbers indicate a result worse than DDEC6. Numbers neither bold nor italic 
are within ±0.01 with respect to DDEC6 and are considered to be the same as the DDEC6 values. 
 
DDEC6 
(7 steps) 
DDEC3 
4 charge 
partitioning 
steps 
10 charge 
partitioning 
steps 
Simple 
spherical 
average 
Convex 
functional 
R2 for Ti solids 0.704 0.360 0.739 0.671 0.704 0.718 
slope [R2] for atomic 
dipoles (surface atoms) 
1.000 
[1.000] 
1.046 
[0.926] 
1.119 
[0.825] 
0.956 
[0.980] 
1.041 
[0.955] 
1.061 
[0.944] 
slope [R2] for atomic 
dipoles (solids) 
1.000 
[1.000] 
1.022 
[0.950] 
1.122 
[0.950] 
0.943 
[0.987] 
0.995 
[0.995] 
1.011 
[0.987] 
Mg NAC (for MgO) 1.465 2.012 1.312 1.508 1.473 1.436 
Ru NAC (for Li3RuO2) -0.083 -0.172 0.193 -0.149 -0.195 -0.088 
P NAC (for H2PO4-) 1.622 1.800 1.656 1.586 1.682 1.673 
Li NAC (for Li2O) 0.902 0.984 0.864 0.914 0.927 0.912 
H NAC (for water) 0.395 0.417 0.418 0.381 0.410 0.414 
Cl NAC (Imma Na2Cl) -1.628 -2.439 -1.972 -1.492 -1.679 -1.809 
H NAC (H2 triplet) ±0.021 ±0.503 ±0.004 ±0.040 ±0.019 ±0.009 
Li3 dipole error 0.645 0.900 0.420 0.666 0.771 0.635 
minutes (NaCl 54 
atoms) 6.6 34.6 6.0 7.6 6.6 7.8 
       
Score for the method 0 -12 0 0 -7 -5 
 
Table 6: Comparison of accuracy for representing the electrostatic potential across multiple conformations 
of carboxylic acids, Li2O molecule, and Zn-nicotinate MOF. The first column lists the source of the NACs 
used to model the electrostatic potential across the various conformations. The reported values are the 
RMSE in kcal/mol averaged across all conformations. For each comparison, the best value is shown in 
boldface type. 
 
NACs 
carboxylic acids Li2O molecule Zn-nicotinate MOF 
DDEC6 
Convex 
functional 
DDEC6 
Convex 
functional 
DDEC6 
Convex 
functional 
conformation 
specific 
1.06 0.98 5.76 5.80 2.99 3.31 
conformation 
averaged 
1.32 1.38 6.48 6.56 3.13 3.49 
low energy 
conformation 
1.42 1.52 7.17 7.36 3.39 3.84 
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2.10 Exact for isolated atomic ion limit 
 The isolated atomic ion limit corresponds to spatially separated and negligibly overlapping atomic 
ions, such as occurs when each atomic ion is ~10 Å or more from all other atoms. It is the only situation 
for which an exact   A Aw r  is uniquely defined. Specifically, in the isolated atomic ion limit, the atomic 
weighting factors should equal the spherical average of each isolated density:    avgA A A Aw r r . 
 Consider the specific example of a periodic cubic array with Na and F ions at alternating vertices. 
By symmetry, the atomic dipole, quadrupole, and octapole moments are zero. Since atomic hexadecapole 
moments are the leading non-zero atomic multipoles, the atomic electron distributions are approximately 
(but not exactly) spherically symmetric. Thus, in this idealized example, the total electron density can be 
approximated as the sum of individual spherical ion densities: 
   avgA ANaF array
A,L
r r   .  (108) 
We consider two limiting cases: (a) a periodic array having a 20 Å distance between nearest Na atoms and 
(b) the PBE-optimized low energy crystal structure having 2.27 Å between nearest Na atoms.  
 There are two possible strategies for the IH method: (i) use reference ions for the isolated ions 
without charge compensation (as done when the IH method was introduced29) or (ii) use reference ions 
that mimic the ion shapes in condensed crystals by including charge compensation effects (as done in later 
modifications of the IH method32, 59, 61, 63, 77). If choice (i) is made, the reference ion shapes will match the 
ions in example (a). If choice (ii) is made, the reference ion shapes will match the ions in example (b). 
Due to charge compensation and electrostatic screening effects, anions in the condensed phase are more 
contracted than their isolated gas-phase counterparts. Therefore, the IH method must choose which of 
these two limits to reproduce. Moreover, to yield    avgA A A Aw r r  the IH reference ions would also 
need to be computed using a similar exchange-correlation theory and basis set as used to study the material 
of interest. 
 The DDEC6 method accurately reproduces both limits, because the reference ion densities are 
conditioned to the material of interest. In the isolated atomic ion limit (structure (a)), 
           
A
DDEC6 cond ref ref ref avg
A A A A A A A A Ar
w r r r ,q r r r         and additional conditioning steps do not 
alter  DDEC6A Aw r . Because the DDEC6 method derives   DDEC6A Aw r  from partitions of  r  (i.e., a 
conditioning process), the DDEC6 method returns    avgA A A Aw r r  in the isolated atomic ion limit even 
when the DDEC6 reference ions are computed using a different exchange-correlation theory, different 
basis sets, and different local chemical environment than used in the system of interest! In the optimized 
crystal geometry (structure (b)), the symmetry makes the atomic dipole, quadrupole, and octapole 
moments zero. Consequently,    avgA A A Ar r   which implies         
A
A
22
r
r
r W r r W r 0     
. Since   DDEC6A Aw r  are computed via conditioning steps that make    
Ar
r W r 1  , this means the 
conditioning process combined with the crystal symmetry makes    r W r 1  . This gives 
     DDEC6 avgA A A A A Ar w r r   . Thus, the DDEC6 method accurately recovers the nearly exact limit for 
both structures (a) and (b). 
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 Now consider the NACs for structures (a) and (b). Since the atoms are fully separated in structure 
(a), the computed Bader, DDEC6, HD, and ISA NACs were the same within an integration tolerance. In 
this fully separated atomic ion limit, the results depend only on the exchange-correlation theory used to 
generate the electron distribution. For structure (a), the atomic charge magnitudes were 1.00 (Hartree-
Fock method), 0.56 (HSE0678 functional), and 0.58 (PBE functional). Now consider the PBE-optimized 
low-energy crystal structure having 2.27 Å between nearest Na atoms. Analysis of experimental data 
shows the NaF crystal is mostly ionic.79 The computed HD (0.28) and ISA (0.48) atomic charge 
magnitudes are too small chemically. The Bader (0.86) and DDEC6 (0.85) atomic charge magnitudes are 
more reasonable. Thus, even when considering these simple NaF structures, some key advantages of 
DDEC6 over the HD and ISA methods are apparent. 
2.11 Electrostatic potential expansion: Atomic multipole moments and charge penetration terms 
 In this section, we review the basic principles of expanding the electrostatic potential,  V r , into 
atomic contributions. AIM methods provide a formally exact expansion of  V r  by partitioning the total 
electron distribution  r  into atomic electron distributions,   A Ar : 
   A A
A,L
V r V r  (109) 
 
 
   A A 3A AA A A A A A A
A A A A
rz q
V r d r B r C r
r r r r

    

  (110) 
where  A AB r  and  A AC r  are terms due to atomic multipoles (AMs) and penetration of the atom’s 
electron cloud, respectively.13, 51, 80, 81 Outside  A Ar , the charge penetration term  A AC r  vanishes 
reducing  A AV r  to a multipole expansion.82 Although Eq. (110) is formally exact for all AIM methods, in 
practice  A AB r  and  A AC r  are truncated at some finite orders leading to approximate  V r  
expansions.80, 81, 83 Therefore, AIM methods providing more rapidly converging  V r  expansions are 
more convenient for constructing force-fields. For constructing flexible force-fields, the AIM NACs 
should preferably have good conformational transferability. Alternative expansions of  V r  and system 
multipole moments based on distributed multipole analysis and Gaussian density functions are given in 
the related literature.48-50, 52, 53 
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Figure 5: Relationship between atomic shape and traceless atomic quadrupole eigenvalues. (This image 
uses a modification of a free image of a sphere from 
 http://www.kidsmathgamesonline.com/images/pictures/shapes/sphere.jpg.) 
 
 For each system, we computed atomic multipoles up to quadrupole order using well-known 
formulas. Atomic dipoles, 
  3A A A A Ar r d r     (111) 
A A    (112) 
are the leading component of  A AB r . Atomic quadrupoles have the form 
  3T A A A AQ T r d r     (113) 
where T is a second degree polynomial. The five linearly independent quadrupole components can be 
expressed as (i)   A A AT X X Y Y    for Qxy, (ii)   A A AT X X Z Z    for Qxz , (iii) 
  A A AT Y Y Z Z    for Qyz,, (iv)  
2
A AT X X   for 2xQ , (v)  
2
A AT Y Y   for 2yQ , and (v) 
   
2 2
A A AT 3 Z Z r    for 2 23z rQ  , where  A A A AR X ,Y ,Z  is the nuclear position. The traceless 
atomic quadrupole tensor, 
AQ  , is defined by  
2
A A A AT r r r / 3    , where   is the identity tensor. The 
three eigenvalues of 
AQ  are independent of molecular orientation and coordinate system, and they sum 
to zero. Figure 5 illustrates the relationship between atomic shape and traceless atomic quadrupole 
eigenvalues. For a spherical atom, all three quadrupole eigenvalues are zero. However, three zero 
quadrupole eigenvalues does not mean the atom is necessarily spherical, because such an atom could have 
non-zero dipole or higher order multipole (e.g., octapole) moments that indicate deviation from spherical 
symmetry. An oblate spheroidal density has one negative and two equal positive quadrupole eigenvalues. 
A prolate spheroidal density has one positive and two equal negative quadrupole eigenvalues. An 
ellipsoidal density can have three unequal quadrupole eigenvalues.  
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 For finite clusters, molecules, and ions, the total dipole moment,     , is given by  
A A A
A A
q R     .   (114) 
Therefore, a charge model including both NACs and atomic dipoles reproduces   exactly to within a grid 
integration toleration. A point-charge only model includes the first term in Eq. (114) but neglects the 
atomic dipole terms. Unless a point-charge only model is explicitly defined to reproduce   (or higher 
order multipole) exactly, it will generally reproduce   (or higher order multipole) only approximately 
except in cases where   (or higher order multipole) is zero by symmetry.84 (The general idea to constrain 
atom-centered point charges to exactly reproduce the molecular dipole moment is impossible for planar 
molecules placed in an electric field perpendicular to the molecule’s plane. For this reason, we abandon 
the idea to constrain atom-centered point charges to exactly reproduce the system’s dipole moment.) The 
total pth order multipole of a finite cluster, molecule, or ion can be expressed as a sum over NACs and 
atomic multipoles up to pth order.80, 85  
 Spherical cloud penetration,  avgA AC r , is the leading term in  A AC r : 
     avg non sphericalA A A A A AC r C r C r
   (115) 
     
A
2avg avg
A A A A A A
A Ar
1 1
C r r 4 r dr
r r
  
      
 
 .   (116) 
Eq. (116) is the well-known result arising from basic electrostatic principles. The tail of  avgA Ar  decays 
approximately exponentially with increasing Ar : 
  AravgA Ar e
  a b  for min_fit A cutoffr r r   (117) 
Inserting (117) into (116) yields, 
  AravgA A 2
A
4 2
C r e 1
r
    
 
a b
b b
.  (118) 
To determine the parameters a  and b  for each atom, the CHARGEMOL program performed a linear least 
squares fit of Ara b  to   avgA Aln r  over the range min_fitr  = 2 Å to cutoffr  = 5 Å.14 The R-squared 
correlation coefficient for this linear regression was usually > 0.99 indicating a nearly exact fit. Previous 
studies have used different variations of exponential or Gaussian decaying densities (sometimes multiplied 
by polynomials in rA) or exponential damping of the 1/r or multipole potential to provide approximations 
of charge penetration energies.53, 86-90 
 A charge model’s accuracy for reproducing  V r  can be quantified by the root mean-squared 
error (RMSE) in the electrostatic potential quantified over a chosen a set of grid points.14, 18-20, 72, 91, 92 The 
specific method we used to compute RMSE is detailed in previous work and includes a constant potential 
adjustment to equalize the average electrostatic potentials (over the chosen set of grid points) of the charge 
model and full electron distribution.14, 20 The charge model may include point charges, dipoles and/or 
higher order multipoles, spherical cloud penetration, and/or aspherical cloud penetration terms. The 
relative root mean squared error (RRMSE) is the RMSE for the charge model divided by the RMSE of a 
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null charge model having   A AV r 0 .17, 20, 72, 73, 93 The RMSE and RRMSE were computed over a 
uniform grid of points lying between surfaces defined by inner   and outer  times the van der Waals (vdW) 
radii. We set    inner outer, 1.4,2.0    for nonperiodic materials and    inner outer, 1.3,20.0    for periodic 
materials.72, 73, 93 For three-dimensional materials containing only nanopores (e.g., MOFs, zeolites), 
outer 20.0   is sufficiently large that the RMSE grid points span the entire pores. We used the same UFF 
vdW radii as Campana et al.20  (REPEAT program) which are listed in the Supporting Information of 
Watanabe et al.72 
3. Calculation and tabulation of reference ion densities 
3.1 DFT calculation of the reference ions 
  
Table 7. Basis function composition of universal Gaussian basis set (UGBS). 
𝛼 Type 
of shell 
 𝛼 Type of 
shell 
 𝛼 Type of 
shell 
0.021494 SPDF  3.320117 SPDF  512.858511 SPDF 
0.044157 SPDF  6.820958 SPDF  1053.633557 SPDF 
0.090718 SPDF  14.013204 SPDF  2164.619772 SPDF 
0.186374 SPDF  28.789191 SPDF  4447.066748 SPD 
0.382893 SPDF  59.145470 SPDF  9136.201616 SPD 
0.786628 SPDF  121.510418 SPDF  18769.716020 SP 
1.616074 SPDF  249.635037 SPDF    
 
 The DDEC6 method utilizes the same library of reference ions as the DDEC3 method. As 
explained in earlier publications, these reference ions are computed using the PW9194 functional near the 
complete basis set limit using a fourth-order Douglas-Kroll-Hess relativistic Hamiltonian with spin-orbit 
coupling and a spherical shell of compensating charge for the charged oxidation states.13, 14 The uncharged 
oxidation state (i.e., neutral atom) for each element did not employ any compensating charge. These 
calculations use the Gaussian nuclear model of Visscher and Dyall.95 Fully relaxed all-electron 
calculations were performed. Table 7 lists the universal Gaussian basis set we used for all elements atomic 
number 1 to 109, which is an even-tempered basis set with a constant ratio of 2.054... between adjacent 
exponents in this series.13 For anions, the radius of the spherical shell of compensating charge and the 
value of the compensating charge are simultaneously optimized to minimize the anion’s total energy.13 
The anion calculations were performed in GAUSSIAN 09 using the conductor-like polarizable continuum 
model (CPCM)96. For cations of charge +q, the radius of the spherical shell of compensating charge is 
fixed at the average radius of the q outermost occupied Kohn-Sham orbitals of the neutral atom, and the 
compensating charge value is fixed at -q.13 For each reference ion, a series of calculations for different 
spin states were run and the lowest energy spin state was selected. For anions, this required independent 
optimization of the charge compensation radius and compensating charge value for each spin state. 
Wavefunction stability analysis was performed on each reference ion (GAUSSIAN 09 keyword stability = 
opt) to make sure the lowest energy ground state was obtained. An ultrafine pruned grid with 99 radial 
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shells or finer grid (e.g., unpruned grid with 300 radial shells) with 590 angular points per radial shell was 
used for integrating the exchange-correlation potential. 
 Table 8 lists explicitly computed reference ions for each element. Some of these reference ions 
were computed by Manz and Sholl.13, 14 We have extended and refined the list of explicitly computed 
reference ions to compile a complete set for all elements atomic number 1 to 109. In Table 8, the lower 
and upper bounds were set to include oxidation states -2 to +2 for every element, plus all oxidation states 
from the minimum to the maximum known oxidation states for each element, plus one oxidation state 
more positive than the maximum known oxidation state for each element if the maximum known oxidation 
state was ≤ +8, plus one oxidation state more negative than the minimum known oxidation state for each 
element. The list of known oxidation states for each element was taken from Wikipedia.org on 28 October 
2014,97 which includes numerous additions and corrections to the table of Greenwood and Earnshaw.98 
Since no data was available for element 109, we set its range of explicitly computed reference ions (-2 to 
9) similar to element 108. The lower (
lower
Aq ) and upper (
upper
Aq ) bounds for each of these elements will 
not be modified upon the discovery of new oxidation states for any of these elements, because the set of 
explicitly computed reference ions provided here already covers a wide range and NACs are typically less 
extreme than oxidation states. In Section 3.3 below, we provide an algorithm for implicitly extending this 
library to all possible charge states without requiring explicit computation of any more reference ions. 
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Table 8. Explicitly computed reference ions. 
Atomic 
number 
Atomic 
symbol 
Lower 
bound 
Upper 
bound  
Atomic 
number 
Atomic 
symbol 
Lower 
bound 
Upper 
bound  
Atomic 
number 
Atomic 
symbol 
Lower 
bound 
Upper 
bound 
1 H -2 1  38 Sr -2 3  75 Re -4 8 
2 He -2 2  39 Y -2 4  76 Os -3 9 
3 Li -2 2  40 Zr -2 5  77 Ir -4 9 
4 Be -2 3  41 Nb -2 6  78 Pt -3 7 
5 B -2 4  42 Mo -3 7  79 Au -2 6 
6 C -5 5  43 Tc -4 8  80 Hg -2 5 
7 N -4 6  44 Ru -3 9  81 Tl -2 4 
8 O -3 3  45 Rh -2 7  82 Pb -5 5 
9 F -2 2  46 Pd -2 7  83 Bi -4 6 
10 Ne -2 2  47 Ag -2 5  84 Po -3 7 
11 Na -2 2  48 Cd -2 3  85 At -2 8 
12 Mg -2 3  49 In -2 4  86 Rn -2 7 
13 Al -2 4  50 Sn -5 5  87 Fr -2 2 
14 Si -5 5  51 Sb -4 6  88 Ra -2 3 
15 P -4 6  52 Te -3 7  89 Ac -2 4 
16 S -3 7  53 I -2 8  90 Th -2 5 
17 Cl -2 8  54 Xe -2 9  91 Pa -2 6 
18 Ar -2 2  55 Cs -2 2  92 U -2 7 
19 K -2 2  56 Ba -2 3  93 Np -2 8 
20 Ca -2 3  57 La -2 4  94 Pu -2 9 
21 Sc -2 4  58 Ce -2 5  95 Am -2 8 
22 Ti -2 5  59 Pr -2 5  96 Cm -2 9 
23 V -2 6  60 Nd -2 5  97 Bk -2 5 
24 Cr -3 7  61 Pm -2 4  98 Cf -2 5 
25 Mn -4 8  62 Sm -2 4  99 Es -2 5 
26 Fe -3 7  63 Eu -2 4  100 Fm -2 4 
27 Co -2 6  64 Gd -2 4  101 Md -2 4 
28 Ni -2 5  65 Tb -2 5  102 No -2 4 
29 Cu -2 5  66 Dy -2 5  103 Lr -2 4 
30 Zn -2 3  67 Ho -2 4  104 Rf -2 5 
31 Ga -2 4  68 Er -2 4  105 Db -2 6 
32 Ge -5 5  69 Tm -2 4  106 Sg -2 7 
33 As -4 6  70 Yb -2 4  107 Bh -2 8 
34 Se -3 7  71 Lu -2 4  108 Hs -2 9 
35 Br -2 8  72 Hf -2 5  109 Mt -2 9 
36 Kr -2 3  73 Ta -2 6      
37 Rb -2 2  74 W -3 7      
 
 We emphasize that this fixed reference ion library forms part of the definition of the DDEC6 
method, and we intend that the DDEC6 method always be used with this fixed reference ion library. This 
definition is motivated by practical considerations. First, requiring the reference ions to be converged 
using the same basis set family as employed in the quantum mechanical calculation of the system’s total 
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electron density distribution is not optimal. For example, an atom-centered basis set for a large cluster of 
water molecules (e.g., aug-cc-pvtz) is more complete than the same family of atom-centered basis set (e.g., 
aug-cc-pvtz) applied to a single isolated atom. Consequently, requiring the aug-cc-pvtz basis set to be 
used for each isolated reference ion would be requiring the reference ions to be converged using a less 
complete basis set than that used for the polyatomic system. Therefore, we believe the most appropriate 
approach is to compute the reference ions near the complete basis set limit.  
 Second, it is impractical to require the reference ions to be converged using the same exchange-
correlation (XC) theory as used in the quantum mechanical calculation of the system’s total electron 
density distribution. Converging the reference ions is a tricky and time-consuming process that is best 
completed off-line rather than on-the-fly at the beginning of a charge partitioning calculation. Aside from 
the nearly impossible task of optimizing the reference ions separately for each of the countless different 
XC theories, there are theoretical motivations for using a single fixed reference ion library. Consider a 
situation in which the same material M is studied with two different XC theories called XC1 and XC2. 
Suppose we construct some quantitative measure of similarity between two electron distributions and use 
it to quantify (a) how similar the electron distribution of the material M computed with XC1 is to the 
electron distribution of the material M computed with XC2 and (b) how similar a reference ion library 
(containing the chemical elements in M) computed with XC1 is to a reference ion library computed with 
XC2. There are three possibilities: (i) XC1 and XC2 give much more similar electron distributions for the 
reference ions than they do for the material M, (ii) XC1 and XC2 give much more similar electron 
distributions for the material M than they do for the reference ions, and (iii) XC1 and XC2 give electron 
distributions of comparable similarity for the material M and the reference ions. In case (i), XC1 and XC2 
give similar reference ion densities compared to their different electron distributions for the material M, 
so in this case we can confidently use the XC1 reference ions to analyze the electron distribution of 
material M computed via either XC1 or XC2. In case (ii), XC1 and XC2 give similar electron distributions 
for the material M compared to their different reference ion densities, so in this case the use of two 
different reference ion sets (i.e., XC1 and XC2) would introduce an artificial difference in NACs for the 
material that reflects more the change in reference ion sets than the change in the material’s electron 
distribution. Accordingly, in case (ii), we would be better off to choose one of the reference ion sets (e.g., 
XC1) and use it consistently to analyze the material’s electron distribution computed via either XC1 or 
XC2. In case (iii), where the changes in reference ion densities between XC1 and XC2 are of comparable 
magnitude to the changes in the material’s electron density, it cannot be determined a priori whether using 
a fixed reference ion library (i.e., using XC1 reference ions to analyze the material’s electron distribution 
computed with either XC1 or XC2) or a variable reference ion library (i.e., using the same XC functional 
to compute the reference ions as was used to compute the material’s electron distribution) is better. While 
cases (i) and (iii) are not decisive, case (ii) clearly favors using a fixed reference ion library computed 
with one XC functional irrespective of the XC functional used to compute the material’s electron 
distribution. Therefore, we believe the most appropriate approach is to define the reference ions using a 
specific XC theory (i.e., PW91) irrespective of the XC theory employed in the quantum mechanical 
calculation of the system’s total electron density distribution. 
 Table S1 compares the calculated to the experimental ground spin states for the neutral atoms. 
With seven exceptions (Ti, V, Zr, Ce, W, Pt, and Cm) in the transition metals having closely spaced energy 
levels, the PW91 method reproduces the correct ground spin states. (A similar comparison is not possible 
for the charged ions. Because the computed reference ions include charge compensation effects, they 
cannot be compared to experiments on isolated ions.) During DDEC6 charge and spin partitioning, the 
spin densities of the reference ions is not utilized as input. Therefore, the particular spin state of each 
reference ion matters only to the extent that it effects the spherically averaged electron distribution of each 
reference ion. Table S2 compares the second radial moment of the reference ion electron distribution (aka 
‘electronic spatial extent’) for each of these seven elements in the +1, 0, and -1 charge states. For the 
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neutral atoms (i.e., 0 charge state), the electronic spatial extents are listed both for the experimental and 
PW91 low energy spin states. All calculations were performed using the PW91 method near the complete 
basis set limit as described above. The +1 and -1 charge states used the charge compensation scheme 
described above. Examining Table S2, the electronic spatial extents for the experimental and PW91 spin 
states of each element were more similar to each other than to either the +1 or -1 charge states. Because 
the difference in electronic spatial extent between the experimental and PW91 spin states was 
comparatively small, the reference ions computed using the PW91 low energy spin states are a reasonable 
approximation. 
 As demonstrated by the extensive results in this article, the overall performance of the PW91 
reference ions is superb within the DDEC6 method. However, we do sympathize with the desire to remove 
the density functional approximation and compute the reference ions exactly. We do not believe it would 
be a useful activity to repeat the calculation of the reference ions using other density functional 
approximations. Rather, we believe the best path forward is to use the PW91 reference ions until it is 
possible to circumvent density functional approximations altogether and compute the reference ions nearly 
exactly using high-level all-electron relativistic (including spin-orbit coupling) multi-reference 
configuration interaction (or similar) methods near the complete basis set limit using a similar charge-
compensation model with wave-function stability analysis. 
3.2 Core reference densities 
 DDEC analysis is always performed using an effective all-electron density. When the quantum 
mechanical computation of a material’s electron distribution is done using effective core potentials 
(pseudo-potentials) in place of some core electrons, reference core densities are used to add these missing 
core electrons back into the system at the start of DDEC analysis.  For each atom in the material, the 
reference core density with the same number of core electrons substituted by the pseudo-potential is added 
to the pseudo-valence density output from the quantum chemistry calculation to account for all electrons 
in each atom. For calculations using frozen core electrons rather than pseudo-potentials, both the frozen 
core electrons and the valence electrons are always included during DDEC analysis. The projector 
augmented wave (PAW) method is an example of an all-electron frozen core method.99, 100 Finally, DDEC 
analysis can be performed on all-electron densities in which all electrons (core and valence) were fully 
relaxed during the quantum chemistry calculation. 
 In cases where the frozen or missing core electron densities are available from the quantum 
chemistry program (e.g., PAW calculations from VASP or GAUSSIAN 09 generated wfx files), these are 
used to construct the total electron distribution,  r . In other cases, the reference core densities 
described below are used. 
 Table 9 lists the reference core densities available for each element. These were extracted from the 
corresponding Kohn-Sham orbitals of each element’s neutral reference atom. The same neutral reference 
atom was used here as described in Section 3.1 above. For each element, the average radius  
    3i iir * r r rd r     (119) 
of each Kohn-Sham orbital in the neutral reference atom was computed. The sets of core reference 
densities for each element were then assembled by starting with the closed subshell having smallest 
i
r  
(i.e., the 1s subshell) and successively adding closed subshells having the next larger 
i
r . In this manner, 
the Kohn-Sham orbitals not included in the reference core density always had larger 
i
r  than those 
included in the reference core density. This process was used to generate the full set of reference core 
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densities for each element. For example, the Pt element contains the follow sets of core electrons: 2, 4 , 
10 , 12 , 18 , 28 , 30 , 36 , 46 , 60 , 62 , and 68 which are built up by including successive subshells in the 
series 1s22s22p63s23p63d104s24p64d104f145s25p6. Interestingly, the core electron filling order is not 
identical for some elements. For example, Cs and Ba (which have no 4f electrons) fill the 5s2 core electrons 
immediately after the 4d10 electrons, while elements with atomic number ≥ 70 (which have a filled 4f14 
subshell) fill the 4f14 core electrons immediately after the 4d10 electrons and before the 5s2 core electrons. 
This is because the 4d10 electrons have a smaller average radius than the 5s2 electrons. Partially filled 
subshells were always treated as valence electrons. Thus, for atomic numbers 57–69, neither any of the 4f 
electrons nor the 5s2 or 5p6 subshells were included as core electrons, because the 4f subshell was only 
partially filled and the 5s2 and 5p6 orbitals had a larger average radius than the 4f valence orbitals. A 
similar situation occurs for elements 89–101, which have a partially filled 5f subshell. 
 
Table 9. List of reference core densities available (954 total). 
Atomic 
number 
Atomic symbol Core electrons 
1–2 H,He – 
3–10 Li,Be,B,C,N,O,F,Ne 2 
11–18 Na,Mg,Al,Si,P,S,Cl,Ar 2,4,10 
19–30 K,Ca,Sc,Ti,V,Cr,Mn,Fe,Co,Ni,Cu,Zn 2,4,10,12,18 
31–36 Ga,Ge,As,Se,Br,Kr 2,4,10,12,18,28 
37–48 Rb,Sr,Y,Zr,Nb,Mo,Tc,Ru,Rh,Pd,Ag,Cd 2,4,10,12,18,28,30,36 
49–54 In,Sn,Sb,Te,I,Xe 2,4,10,12,18,28,30,36,46 
55–56 Cs,Ba 2,4,10,12,18,28,30,36,46,48,54 
57–69 La,Ce,Pr,Nd,Pm,Sm,Eu,Gd,Tb,Dy,Ho,Er,Tm 2,4,10,12,18,28,30,36,46 
70–80 Yb,Lu,Hf,Ta,W,Re,Os,Ir,Pt,Au,Hg 2,4,10,12,18,28,30,36,46,60,62,68 
81–86 Tl,Pb,Bi,Po,At,Rn 2,4,10,12,18,28,30,36,46,60,62,68,78 
87–88 Fr,Ra 2,4,10,12,18,28,30,36,46,60,62,68,78,80,86 
89–101 Ac,Th,Pa,U,Np,Pu,Am,Cm,Bk,Cf,Es,Fm,Md 2,4,10,12,18,28,30,36,46,60,62,68,78 
102–109 No,Lr,Rf,Db,Sg,Bh,Hs,Mt 2,4,10,12,18,28,30,36,46,60,62,68,78,92,94,100 
 
 Only the spherically averaged reference ion and reference core densities are utilized in DDEC 
analysis. Therefore, these reference densities can be expressed in the form: 
 
pair 2
Ai
3 210
rref 2p
A A p,i A
p 0 i 1
r C r e

 
    (120) 
The summation from i = 1 to 210 represents the number of distinct overlap pairs that can be constructed 
from the 20 different  values listed in Table 7: 
number of pair
(20)(20 1)
210
2

      (121) 
The summation from p = 0 to 3 occurs, because the basis set contains s to f functions (Table 7). The product 
of two s basis functions generates a p = 0 term, and the product of two f basis functions generates a p = 3 
term. Only the even (i.e., 2p) powers of rA occur in Eq. (120), because the product of two basis functions 
generating an odd power (e.g., product of s and p basis functions) always spherically averages to zero. 
The  p,iC  values for each reference ion and reference core density were computed using an in-house 
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Fortran program that analyzed the first-order density matrices of the reference ions generated by 
GAUSSIAN 09. 
 Tests were performed to make sure these reference core densities were computed correctly. We 
checked that:  
 a) Each reference core density integrated to the correct number of core electrons: 
   
2ref ref
A A A A A
0
n r 4 r dr

    (122) 
 b) The average radius  
m
avg m
m ref
r
r
n
    (123) 
based on the mth radial moment  
   
2 mm ref
A A A A
0
r r 4 r dr


     (124) 
increased with increasing m = -1, 1, 2, 3. 
 c) For each element, the root-mean-squared radius 
core avg
rms 2r r  of the core reference density 
increased with increasing number of core electrons. 
3.3 Constraints applied to the reference ion densities 
 We wrote a program to check whether the DFT-computed reference ion densities are 
monotonically decreasing with increasing radius. The program compared the spherically averaged 
reference ion densities on 100 radial shells equally spaced between 0 and 5 Å. All of the 944 reference 
ion densities were already monotonically decreasing for density values ≥ 10-3 e/bohr3. However, a few 
exceptions occurred for smaller density values. Five reference ions (He-2, He-1, Ne-2, Ne-1, Ar-2) had 
monotonicity exceptions for densities ≥ 10-4 e/bohr3; these are light noble gases that do not want to be in 
anionic states. No change in the number of exceptions occurred for densities ≥ 10-6 e/bohr3. Eight 
additional reference ions (Cl+6, Ru+8, Te+4, Te+5, I+5, I+6, Os+8, and U+5) had monotonicity exceptions for 
densities ≥ 10-7 e/bohr3; these are all highly charged cations. The number of exceptions increased for 
smaller density values, with a total of 109 individual reference ions exhibiting monotonicity exceptions 
for densities ≥ 10-10 e/bohr3; all of these exceptions were for anions and cations. None of the neutral atoms 
exhibited any monotonicity exceptions at all for density values all the way out to the 5 Å cutoff radius. 
Our results are consistent with the general belief that isolated neutral atoms have a monotonically 
decreasing spherically averaged electron density near the complete basis set limit.101, 102 
 A second property of reference ions deserves special consideration. At first one might expect the 
electron density will not increase anywhere if electrons are removed from the system. However, multi-
reference single and double-excitation configuration interaction calculations with a nearly complete basis 
set showed the Ne+1 atom has a slightly higher electron density near its nucleus than the neutral Ne atom 
does.103 Our PW91 calculations with a charge-compensated Ne+1 ion show the same trend of a slightly 
higher electron density near its nucleus than for the neutral Ne atom. Similar situations occur for many of 
the other reference ions. To understand how this unusual feature of reference ions could affect results, we 
examine the optimization landscape curvature for iterative Hirshfeld-like partitioning (Eq. (34)). When 
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adding an electron to the reference ion leads to a decrease in the electron density near its nucleus, this 
decrease in electron count near the nucleus will have to be offset by a corresponding increase in electron 
count farther from the nucleus where the electron density is smaller. For example, if adding an electron to 
the reference ion decreases the electron count near the nucleus by   electrons, then the number of electrons 
farther from the nucleus will have to increase by 1 . Because the second term in Eq. (34) is proportional 
to    ref ref ref refA A A A A Ar ,q r ,q  , moving added electrons away from the nucleus makes this contribution 
to the curvature more negative. In extreme cases, this could potentially make the optimization landscape 
curvature nearly zero (i.e., nearly flat optimization landscape) or even negative.  
 A positive optimization landscape curvature is desirable to facilitate convergence. The 
optimization landscape curvature can be improved by smoothing the reference ion densities. Here, 
 ref refA A Ar ,q  represents the quantum-mechanical computed (i.e., pre-smoothed) reference ion density, and 
 ref refA A Ar ,q  represents the smoothed reference ion density. The reference ions are smoothed by applying 
the following series of constraints.14 Both the pre-smoothed and smoothed reference ion densities integrate 
to the correct number of electrons: 
   
cutoffr
2ref ref ref ref
A A A A A A A A
0
n z q r ,q 4 r dr     .  (125) 
The smoothed reference ion density decreases monotonically with increasing Ar   
 ref refA A A
A
r ,q
0
r



 (126) 
where 
ref
Aq  is the reference ion charge. The smoothed reference ion density increases as electrons are 
added to the reference ion: 
 ref refA A A
ref
A
r ,q
0
q



 (127) 
The electron density added to each smoothed reference ion with decreasing 
ref
Aq  decreases monotonically 
with increasing Ar :  
 2 ref refA A A
ref
A A
r ,q
0
q r
 

 
 (128) 
Without constraint (128), it would be possible to add electrons in the function  ref refA A Ar ,q  only to large 
Ar  values as 
ref
Aq  decreases, which might correspond to the buried tail regions of atoms in dense materials. 
As discussed above, this would add large negative terms to the optimization landscape curvature that 
would be detrimental to convergence stability. Constraint (128) ensures that smoothed reference ion 
density changes also occur at smaller Ar  values as 
ref
Aq  varies, and this ensures the smoothed reference 
ion changes also affect regions near the atomic nuclei. Moving some of the added electrons nearer the 
nucleus where   ref refA A Ar ,q  is larger increases the optimization landscape curvature and hence the 
convergence stability. These constraints are analogous to those used in the DDEC3 method,14 except the 
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notation has been changed here to reflect the fact that the reference ion charge (
ref
Aq  ) is not the same as 
the AIM charge ( Aq ) in the DDEC6 method. To avoid division by zero errors, we also constrained   
 ref ref 16A A Ar ,q 10 atomicunits   (129) 
for A cutoffr r  . 
 These constraints were enforced as following. First, we corrected the electron density of 
 ref refA A Ar ,q  in the first radial shell (i.e., the radial shell with smallest rA) to give the correct total number 
of electrons, where the volume of each radial shell was computed analytically. Then, we initialized the 
smoothed reference ion density with the estimate    ref ref ref refA A A A A Ar ,q r ,q   . Then, we enforced 
constraint (126) by recursively setting  
      ref ref ref ref ref refA A A A A A A A A Ar ,q min r r ,q , r ,q      (130) 
starting with the second radial shell and continuing outward to the last radial shell. (In general, the distance 
between adjacent radial shells, Ar 0  , could be different for different radial shells, but for simplicity 
we utilized a constant Ar .) Then  ref refA A Ar ,q  was normalized to ensure it integrated to the correct total 
number of electrons, 
ref ref
A A An z q   , subject to constraint (129). Constraints (127) and (128) were then 
enforced according to a previously published procedure: “The density of the neutral atom is unchanged 
during this process. (i) First, density is added to the -1 anion or removed from the +1 cation as necessary 
to make the density difference with respect to the neutral atom monotonically decreasing with increasing 
rA. (ii) Then, the [smoothed] reference ion densities are normalized .... Steps (i) and (ii) are repeated until 
[the smoothed reference density] converges for the -1 and +1 ions. After the smoothed -1 anion and +1 
cation reference densities are determined, a similar process is applied to the -2 and +2 ions. Specifically, 
density is added to (removed from) to the -2 anion (+2 cation) to make the density difference with respect 
to the -1 anion (+1 cation) monotonically decreasing with increasing rA. The -2 and +2 ion densities are 
then normalized .... These last two steps are repeated until [the smoothed reference density] converges for 
the -2 and +2 ions. Next, the process is applied to the -3 and +3 ions, and so forth until all of the reference 
densities have been smoothed ....” (Manz and Sholl,14 page S3) 
 In the rare event 
ref
Aq  exceeds the range of explicitly computed reference ions listed in Table 8 for 
that element, the smoothed reference ion density is computed by scaling proportional to the number of 
electrons 
   
ref
ref ref upper ref upperA A
A A A A A A Aupper
A A
z q
r ,q q r ,q
z q
 
    
 
 (131)  
   
ref
ref ref lower ref lowerA A
A A A A A A Alower
A A
z q
r ,q q r ,q
z q
 
    
 
. (132) 
Eqs. (131)–(132) ensure the reference ion library is complete in the sense that all needed reference ions 
are available within the library. There is, therefore, no reason for any DDEC6 charge partitioning 
calculation to terminate for lack of reference ion availability. The three justifications for Eqs. (131)–(132) 
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are: (A) Cations more positively net charged than 
upper
Aq  are likely to be found only as isolated gas-phase 
atomic ions, and for isolated atoms the assigned AIM electron distribution is independent of the reference 
ion density. (B) Anions more negatively net charged than 
lower
Aq  are unlikely to be found, because for free 
atomic ions these electrons would be unbound and in compounds these electrons would tend to be unbound 
or captured by other atoms in the material. (C) Highly positively charged and highly negatively charged 
buried atoms are likely to approach the limits of the tail constraint (Eq. (85)) that reduces the dependence 
of wA(rA) on the precise form of the reference ion densities. Eqs. (131)–(132) automatically satisfy 
constraints (125)–(128). 
 In practice, the above constraints are first applied to integer values of 
ref
Aq . For non-integer 
ref
Aq , 
linear interpolation between the two nearest integers is used: 
         ref ref floor ref ref floor ref floor ref floorA A A A A A A A A A A A Ar ,q 1 q q r ,q q q r ,q 1          (133) 
 floor refA Aq floor q  (134) 
This linear interpolation ensures that constraints (125)–(129), (131), and (132) also hold for non-integer 
ref
Aq . 
4. Computational details 
4.1 Quantum chemistry calculations 
 We performed periodic quantum chemistry calculations using VASP104, 105 software. Our VASP 
calculations used the projector augmented wave (PAW) method99, 100 to perform all-electron frozen-core 
calculations including scalar relativistic effects with a plane-wave basis set cutoff energy of 400 eV. 
Calculations specifying “2 frozen Na core electrons” or “10 frozen Na core electrons” used PAWs for the 
Na atom including 2 or 10 frozen core electrons, respectively. For all systems, the number of k-points 
times the unit cell volume exceeded 4000 Å3. This is enough k-points to converge relevant properties 
including geometries and AIM properties (NACs, ASMs, etc.). Except for the solid surfaces in Section 
5.7, geometry optimizations relaxed both the unit cell vectors and ionic positions. The solid surface 
calculations used the DFT-optimized bulk lattice vectors and relaxed the ionic positions. Where noted, 
experimental crystal structures or other geometries from the published literature were used. A 
Prec=Accurate (~0.14 bohr) electron density grid spacing was used. Bader NACs were computed using 
the program of Henkelman and coworkers.56 
 We performed non-periodic quantum chemistry calculations using GAUSSIAN 09106 software. ESP 
NACs were computed in GAUSSIAN 09 using the Merz-Singh-Kollman scheme.17, 93 
4.2 Ewald summation 
 In the periodic materials, the Ewald summation method of Smith, including NACs and (optionally) 
atomic dipoles, was used to compute electrostatic potentials for RMSE calculations.107 This Ewald 
summation separates the Coulomb potential into a short-range portion summed in real space and a long-
range portion summed in reciprocal space: 
     short range long rangeV r V r V r     (135) 
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     
 (136) 
We set the Ewald summation convergence parameter to  E / 10Å   . Enough real space replications 
of the unit cell were included such that every point in the reference unit cell was surrounded by at least 
E3 /   real space distance in all directions: 
 
    
h hmax
i 2
h i
E i i h h i h
v v3
L ceil max
v v v v v v
  
  
       
 . (137) 
This corresponds to an  E A Aerfc r / r  cutoff of    E / 3 erfc 3  = 6.9×10-7 bohr-1. The reciprocal lattice 
vectors are defined by  
 
 
h j
i
i h j
v v
u 2 , h i j
v v v

   
 
 . (138) 
The reciprocal space summation encompassed integer multiples bi of the corresponding reciprocal lattice 
vectors 
1 1 2 2 3 3k b u b u b u    (139) 
2k k k    (140) 
to yield the long-range portion of the electrostatic potential 
        
maxmax max
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 (141) 
where Ar  in Eq. (141) is computed using    1 2 3L ,L ,L 0,0,0 . The term    1 2 3b ,b ,b 0,0,0  is 
excluded from the sum in Eq. (141). unit _cellV  is the unit cell volume. Our reciprocal space cutoff 
 
    
h hmax
i E 2
h i
i i h h i h
u u
b ceil 4 max
u u u u u u
  
   
       
 (142)  
includes at least all reciprocal space vectors having  
E0 k 4   . Noting that each term in the 
reciprocal space term includes   2 2Eexp k 4    as a multiplier, our reciprocal space cutoff corresponds 
to     2 2 6Eexp k 4 exp 4 3.5 10       . Because it is a short-range effect, spherical charge 
penetration can be included entirely in the real space summation using the analytic potential of Eq. (118)
. While the spherical cloud penetration effect is small over grid points used to compute RMSE, it becomes 
increasingly important for smaller rA values. 
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5. Results and discussion 
 A diverse materials set was carefully selected to evaluate the accuracy of our new charge 
partitioning method. To test whether the DDEC6 method consistently performs better than the DDEC3 
method, we included many systems for which the DDEC3 method was originally tested.14 In addition, we 
study many new materials carefully selected for their ability to make falsifiable tests of a charge 
assignment method’s ability to describe electron transfer: (a) compressed sodium chloride crystals of 
unusual stoichiometries, (b) Li-containing and dilithiated transition metal oxide and sulfide crystals,26 (c) 
endohedral fullerenes, (d) Ti-containing solids, and (e) electrostatic potential comparisons across a wider 
range of small molecules, a large biomolecule, and porous solids. One of the most frequent concerns about 
charge assignment methods is that it is difficult to compare them directly to experimental data. Therefore, 
we included many materials having strong experimental data. These comparisons to experimental data 
allow our Results and Discussion to be viewed not only as applications of the DDEC6 method but also as 
performance tests. 
5.1 Compressed sodium chloride crystals with unusual stoichiometries 
 We were first motivated to improve upon the DDEC3 method by a series of calculations on sodium 
chloride crystals having unusual stoichiometries. Specifically, we computed NACs for the ten high-
pressure crystal structures reported by Zhang et al.108 and the ambient-pressure NaCl structure shown in 
Figure 6. We generated the electron density in VASP using the PBE109 functional and (a) the experimental 
x-ray diffraction geometries108 for the ten high-pressure crystals and (b) the PBE-optimized geometry for 
the ambient-pressure Fm3m-NaCl. As shown in Table 10 and Figure 7, the DDEC3 NAC for at least one 
Na atom is larger than +1.0 for the following cases: (a) 1.311 for Na(3) atoms in Cmmm-Na2Cl crystal at 
180 GPa, (b) 1.235 for Na(1) and 1.295 for Na(2) atoms in Cmmm-Na3Cl2 crystal at 280 GPa, (c) 1.219 
for Na atoms in Imma-Na2Cl crystal at 300 GPa, (d) 1.035 for Na(1) and 1.108 for Na(2) atoms in P4/m-
Na3Cl2 crystal at 140 GPa, (e) 1.063 for Na(1) atoms in P4/mmm-Na2Cl crystal at 120 GPa, (f) 1.078 for 
Na(1) atoms in Pm3-NaCl7 crystal at 200 GPa, (g) 1.136 for Na atoms in Pm3m-NaCl crystal at 140 GPa, 
(h) 1.140 for Na atoms in Pm3n-NaCl3 crystal at 200 GPa, and (i) 1.011 for Na atoms in Pnma-NaCl3 
crystal at 40 GPa. Because a neutral sodium atom has one electron in its valence shell, an AIM-based 
NAC for a sodium atom in sodium-containing solids should ideally be ≤ +1.0. (Non-AIM-based NACs 
such as APT, Born effective, and ESP charges are not expected to have this property.) A Na NAC greater 
than +1.0 would indicate that some electrons from the closed [Ne] core are donated to other atoms, but 
such a donation should be energetically unfavorable under chemically relevant conditions due to the high 
ionization energy of closed shell configurations. (For comparison, the ionization energy of a Ne atom is 
21.56 eV.110) Based on these results, we concluded that the DDEC3 method overestimates atomic charge 
magnitudes in some materials. If ten Na core electrons are frozen, the DDEC3 NACs for the Na atoms are 
constrained to be  ≤ +1.0 as shown in Table 10, but this is not a satisfactory solution because we want 
NACs to be approximately independent of the number of frozen core electrons. 
 This observation led us to explore numerous potential modifications to the DDEC method, which 
after testing dozens of potential modifications culminated in the DDEC6 method. As shown in Table 10 
and Figure 7, the DDEC6 NACs have the expected behavior being ≤ +1.0 for each of the Na atoms. 
Moreover, the DDEC6 NACs were nearly insensitive to whether 2 or 10 frozen Na core electrons were 
used. 
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Figure 6. Sodium chloride crystal structures. The lines mark the unit cell boundaries. 
 Bader’s quantum chemical topology41-43 cannot be used to compute NACs for some of these 
materials, because it assigns compartments not belonging to any atom (or to multiple atoms 
simultaneously) in the following cases: (a) Cmmm-Na2Cl crystal at 180 GPa irrespective of the number 
of frozen Na core electrons, (b) P4/m-Na3Cl2 crystal at 140 GPa irrespective of the number of frozen Na 
core electrons, (c) P4/mmm-Na3Cl crystal at 140 GPa when using 10 frozen Na core electrons, and (d) 
P4/mmm-Na2Cl crystal at 120 GPa when using 10 frozen Na core electrons. Bader compartments for these 
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four materials are detailed in Table 11. As it should be, the assignment of these Bader compartments was 
based on the full (i.e., valence + (frozen) core) electron density, not simply the valence density or the 
valence pseudodensity. At first, one might propose each non-nuclear attractor could be assigned to one of 
the nearby atoms, but this is not satisfactory because in some cases such an assignment cannot be made 
without destroying the crystalline symmetry. For example, the P4/mmm-Na2Cl crystal at 120 GPa 
(modeled with 10 frozen Na core electrons) contains one non-nuclear attractor whose closest atoms are 
the two equivalent Na(3) atoms; therefore, it is impossible to assign this non-nuclear attractor to one of 
the closest atoms without breaking the crystal symmetry. Alternatively, one could propose to divide the 
electron density and/or volume of each non-nuclear attractor amongst the nearby atoms in a way that 
preserves the system’s symmetry, but it is not presently clear whether this could be done in a way that 
preserves most of the important properties of the Virial compartments. Specifically, each of the Bader 
compartments satisfies the Virial theorem and behaves as an open quantum system, but divided pieces of 
such compartments may not.41, 43 It might be possible that divisions of a non-nuclear attractor could be 
made that satisfy the net zero flux condition (and Virial theorem) over each division volume but not the 
local zero flux condition in the bounding surfaces, but it is not presently clear whether such a partitioning 
would always have a unique definition even if constrained to preserve the system’s symmetry. 
 
Figure 7: Largest magnitude Na atomic charges in compressed sodium chloride crystals. These were 
computed using 2 frozen Na core electrons. Based on chemical arguments, at least 10 electrons should be 
assigned to each Na atom. The DDEC3 method gives many Na atom charges > 1, which indicates some 
electrons are not assigned to the correct atom. The DDEC6 method fixes this problem.  
 In materials for which there is a one-to-one correspondence between Bader compartments and 
atoms (i.e., no non-nuclear attractors), the Bader NACs are computed by integrating the number of 
electrons over each compartment. In such cases, the Bader method often yields reasonable NACs for dense 
ionic solids. Examining Table 10, the DDEC6 and Bader NACs using 2 frozen Na core electrons exhibited 
similar trends for all of the sodium chloride crystals where the Bader NACs were defined. Of particular 
interest, the Cl NAC was significantly more negative than -1.0 for some of the materials. The Bader NACs 
were more sensitive than the DDEC6 NACs to whether 2 or 10 frozen Na core electrons were used. For 
example, in Imma-Na2Cl crystal at 300 GPa the DDEC6 NAC for the Cl atom was -1.628 (2 frozen Na 
core electrons) and -1.570 (10 frozen Na core electrons) compared to the Bader Cl NAC of -1.351 (2 
frozen Na core electrons)  and -0.633 (10 frozen Na core electrons). The reason for this larger sensitivity 
of the Bader NACs on the number of frozen core electrons is that according to an integration routine now 
used in popular Bader analysis programs the frozen core electrons are assigned wholly to the host atom 
while non-frozen electrons crossing into neighboring Bader compartments are divided amongst several 
atoms.56 This artifact could be removed by partitioning all electrons (i.e., both frozen and non-frozen) 
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according to their density in each of the Bader compartments, yet even so the sensitivity of the number of 
Bader compartments on the number of frozen core electrons (e.g., P4/mmm-Na3Cl crystal at 140 GPa and 
P4/mmm-Na2Cl crystal at 120 GPa) would persist. Alternatively, one could choose a small number of 
frozen core electrons to ensure the amount of frozen core electron density spilling into neighboring 
compartments is negligible. Consequently, Bader NACs with 2 frozen Na core electrons are more reliable 
than those with 10 frozen Na core electrons. 
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Table 10. DDEC and Bader net atomic charges of sodium chloride crystals. 
Atom 
type 
Number 
of atoms 
DDEC3 a DDEC6 a Bader a 
Cmmm-Na2Cl crystal at 180 GPa 
Na(1) 2 0.392  (0.319) 0.316 (0.334) d 
Na(2) 2 0.566  (0.592) 0.547 (0.563) d 
Na(3) 4 1.311  (1.000) 0.849 (0.842) d 
Cl(1) 4 -1.790  (-1.455) -1.281 (-1.290) d 
Cmmm-Na3Cl2 crystal at 280 GPa 
Na(1) 2 1.235  (1.000) 0.954 (0.891) 0.780  (0.560) 
Na(2) 4 1.295  (1.000) 0.871 (0.866) 0.643  (0.291) 
Cl(1) 4 -1.912  (-1.500) -1.348 (-1.311) -1.033  (-0.571) 
Imma-Na2Cl crystal at 300 GPa 
Na(1) 8 1.219  (1.000) 0.814 (0.785) 0.676  (0.317) 
Cl(1) 4 -2.439  (-2.000) -1.628 (-1.570) -1.351  (-0.633) 
P4/m-Na3Cl2 crystal at 140 GPa 
Na(1) 4 1.035  (1.000) 0.808 (0.777) d 
Na(2) 1 1.108  (1.000) 0.956 (0.902) d 
Na(3) 1 -0.461  (-0.396) -0.310 (-0.226) d 
Cl(1) 4 -1.197  (-1.151) -0.969 (-0.946) d 
P4/mmm-Na3Cl crystal at 140 GPa 
Na(1) 1 -0.237  (0.184) -0.246 (-0.202) 0.06 (d) 
Na(2) 2 0.465  (0.466) 0.477 (0.480) 0.531 (d) 
Cl(1) 1 -0.693  (-0.749) -0.709 (-0.758) -1.122 (d) 
P4/mmm-Na2Cl crystal at 120 GPa 
Na(1) 1 1.063   (1.000) 0.927 (0.889) 0.756 (d) 
Na(2) 1 -0.259  (-0.187) -0.242 (-0.201) 0.041 (d) 
Na(3) 2 0.541   (0.503) 0.487 (0.486) 0.511 (d) 
Cl(1) 2 -0.943  (-0.910) -0.830 (-0.830) -0.909 (d) 
Pm3-NaCl7 crystal at 200 GPab 
Na(1) 1 1.078 (1.000) 0.899 (0.874) 0.883 (0.652) 
Cl(1) 1 0.297 (0.260) 0.202 (0.196) 0.090  (0.088)  
Cl(2) 6 -0.229 (-0.210) -0.184 (-0.178) -0.162  (-0.123)  
Pm3m-NaCl crystal at 140 GPa 
Na(1) 1 1.136  (1.000) 0.966 (0.916) 0.862  (0.673) 
Cl(1) 1 -1.136  (-1.000) -0.966 (-0.916) -0.862  (-0.673) 
NaCl crystal at ambient pressurec 
Na(1) 1 0.981  (0.978) 0.859 (0.848) 0.840  (0.829) 
Cl(1) 1 -0.981  (-0.978) -0.859 (-0.848) -0.840  (-0.829) 
Pm3n-NaCl3 crystal at 200 GPab 
Na(1) 2 1.140 (1.000) 0.962 (0.909) 0.913 (0.653)  
Cl(1) 6 -0.380 (-0.333) -0.321 (-0.303) -0.304 (-0.218)  
Pnma-NaCl3 crystal at 40 GPa b 
Na(1) 4 1.011 (1.000) 0.842 (0.853) 0.815 (0.770) 
Cl(1) 4 -0.718 (-0.709) -0.590 (-0.597) -0.530 (-0.501) 
Cl(2) 4 0.105 (0.101) 0.054 (0.055) -0.030 (-0.028) 
Cl(3) 4 -0.398 (-0.392) -0.307 (-0.311) -0.255 (-0.242) 
a Values listed for 2 frozen Na core electrons; values in parentheses for 10 
frozen Na core electrons. b Similar Bader NACs were reported previously in 
reference 108. c Na charge of 1.05 computed with IH/R3 all-electron reported 
previously in reference 63. d Bader NACs cannot be reported because Bader 
analysis yields more compartments than atoms (see Table 11)  
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Table 11. Bader compartment populations for crystals with non-nuclear attractors 
Compartment 
type 
Number of 
compartments 
Enclosed 
atom 
Number of 
electrons a 
Population for Cmmm-Na2Cl crystal at 180 GPa 
1 2 Na(1) 10.416  (10.425) 
2 2 Na(2) 10.326  (10.437) 
3 4 Na(3) 10.260  (10.637) 
4 4 Cl(1) 18.116  (17.623) 
5 2 none 0.253  (0.308) 
6 2 none 0.252  (0.308) 
population for P4/m-Na3Cl2 crystal at 140 GPa 
1 4 Na(1) 10.222  (10.392) 
2 1 Na(2) 10.197  (10.340) 
3 1 Na(3) 10.616  (10.543) 
4 4 Cl(1) 17.955  (17.752) 
5 1 none 0.456  (0.544) 
population for P4/mmm-Na3Cl crystal at 140 GPa 
1 1 Na(1) 10.940  (10.655) 
2 2 Na(2) 10.469  (10.507) 
3 1 Cl(1) 18.122  (17.871) 
4 4 none              (0.115) 
population for P4/mmm-Na2Cl crystal at 120 GPa 
1 1 Na(1) 10.244  (10.326) 
2 1 Na(2) 10.959  (10.655) 
3 2 Na(3) 10.489  (10.486) 
4 2 Cl(1) 17.909  (17.776) 
5 1 none             (0.495) 
a Values listed for 2 frozen Na core electrons; values in parentheses for 10 
frozen Na core electrons. 
5.2 Representing electron transfer between atoms in dense solids 
5.2.1 Metal oxides and sulfides 
 We now study electron transfer between atoms in the dense solids shown in Figure 8. While we 
were testing modifications of the DDEC method for the sodium chloride crystals, Wang et al.26 pointed 
out a related problem with the DDEC3 method. Specifically, when DDEC3 NACs are compared for a 
series of transition metal oxide solids with and without Li atoms, the DDEC3 NACs on the transition 
metal atoms exhibit a trend that does not match chemical expectations. As shown in Table 12, the DDEC3 
NAC on the Co atom is lower in crystalline CoO2 than in LiCoO2. In contrast, the Bader, CM5, and HD 
NACs on the Co atom are higher for crystalline CoO2 than for LiCoO2. To assess which trend is correct, 
Wang et al. plotted isosurfaces of the electron density difference between CoO2 and LiCoO2 using the 
M06L111 functional and found a slight increase in electron density around the Co and O atoms upon Li 
addition to CoO2 to create LiCoO2.
26 Thus, the Bader, CM5, and HD methods predict the correct charge 
transfer direction between these two materials, but the DDEC3 method predicts the wrong charge transfer 
direction between these two materials.26 For reasons clearly explained in prior publications, charge 
transfer magnitudes predicted by the HD method are usually much too small.14, 25, 29, 58 In Table 12, we 
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compare NACs computed using the PBE optimized geometries and electron distributions. For DDEC3, 
the previously reported M06L results are also listed for comparison.26 As shown in Table 12 (PBE results) 
and Wang et al.26 (M06L results), the CM5 and Bader methods predict a decrease of the transition metal 
NAC upon lithiation for the solids TiS2 → LiTiS2, LiTi2O4 → Li2Ti2O4, Mn2O4 → LiMn2O4, while the 
DDEC3 method predicts an increase for all except LiTi2O4
 → Li2Ti2O4. Assuming these materials 
behavior similar to the CoO2 material, a decrease in the transition metal NAC upon lithiation is chemically 
expected. Thus, we employed these materials as a test set to evaluate the performance of potential 
modifications to the DDEC method when developing the DDEC6 method. In addition, we studied the 
Li3RuO2 crystal suggested to us by Ayorinde Hassan. Charge partitioning for the Li3RuO2 crystal is 
challenging due to the large proportion of Li atoms and the nearly neutral Ru atoms, because the neutral 
Li and Ru reference atoms are much more diffuse than the cationic ones leading to large sensitivity of the 
reference ion densities on the reference ion charges. As shown in Table 12, the DDEC6 algorithm yields 
reasonable NACs for all of these materials. Only for TiS2 → LiTiS2 is there a small increase from 1.32 to 
1.38 in the transition metal DDEC6 NAC upon lithiation. For all of these materials, the Bader and DDEC6 
methods give similar Li NACs, while the CM5 and HD methods gave substantially smaller Li NACs.  
 
Figure 8: Unit cells used to model metal oxide and sulfide solids. The lines mark the unit cell boundaries. 
Atoms are colored by element: Li (green), O (red), S (yellow), Ti (light blue), Co (dark blue), Mn 
(magenta), Ru (beige). 
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Table 12. Average HD, CM5, DDEC3, DDEC6, and Bader charges of Li, transition metal (TM), and nonmetal atoms. NACs shown are for the 
PBE optimized geometries and electron densities. 
 HD CM5 DDEC3 DDEC6 Bader 
crystal Li TM anion Li TM anion Li TM anion Li TM anion Li TM anion 
LiCoO2 0.11 0.34 -0.23 0.49 0.73 -0.61 1.03 (1.00a) 1.47 (1.45a) -1.25 (-1.23a) 0.87 1.07 -0.97 0.88 1.22 -1.05 
CoO2 — 0.35 -0.18 — 0.80 -0.40 — 1.14 (1.23a) -0.57 (-0.62a) — 1.12 -0.56 — 1.39 -0.69 
LiTiS2 0.07 0.40 -0.23 0.27 0.79 -0.53 0.98 (0.97a) 1.67 (1.48a) -1.33 (-1.23a) 0.86 1.38 -1.12 0.89 1.48 -1.18 
TiS2 — 0.43 -0.21 — 0.86 -0.43 — 1.06 (1.06a) -0.53 (-0.53a) — 1.32 -0.66 — 1.61 -0.80 
Li2Ti2O4 0.11 0.56 -0.34 0.46 1.16 -0.81 1.05 (1.00a) 2.17 (2.10a) -1.61 (-1.55a) 0.89 1.65 -1.27 0.89 1.57 -1.23 
LiTi2O4 0.16 0.64 -0.36 0.48 1.31 -0.78 1.03 (1.00a) 2.33 (2.32a) -1.42 (-1.41a) 0.90 1.94 -1.19 0.91 1.84 -1.15 
LiMn2O4 b 0.17 0.34 -0.21 0.53 0.84 -0.55 0.99 (1.00a) 1.56 (1.95a) -1.03 (-1.23a) 0.86 1.23 -0.83 0.89 1.59 -1.02 
Mn2O4 — 0.36 -0.18 — 0.88 -0.44 — 1.24 (1.47a) -0.62 (-0.73a) — 1.25 -0.63 — 1.69 -0.85 
Li3RuO2 0.11 0.31 -0.32 0.33 0.58 -0.79 0.83 -0.18 -1.15 0.72 -0.08 -1.04 0.82 0.12 -1.30 
a NACs from reference 26 using M06L optimized geometries and electron distributions. b LiMn2O4 has a spinel structure that undergoes a charge-
ordering transition as shown in experiments;112-114 the PBE functional shows charge disproportionation between the Mn sites (i.e., a charge-
ordered phase) while the M06L functional gives equal NACs on all Mn sites26 (i.e., a high-temperature phase without charge ordering). 
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5.2.2 Palladium-containing crystals 
 As additional examples of charge transfer in solids, we studied an interstitial H atom in Pd, Pd3V, 
Pd3In, and Pd3Hf crystals, plus Pd3V with no interstitial H atom. Manz and Sholl previously studied these 
materials with the DDEC2, DDEC3, and Bader methods,14 and we used their geometries and PW91 
electron densities to now compute the HD, CM5, and DDEC6 NACs. (These geometries are representative 
local energy minima, not necessarily global energy minima.14) Interestingly, the HD and CM5 NACs are 
negative for V, In, and Hf atoms and positive for Pd atoms, even though the Pauling scale 
electronegativity54 of Pd (2.20) is greater than V (1.63), In (1.78), and Hf (1.3). The Bader, DDEC3, and 
DDEC6 NACs followed the Pauling scale electronegativity trends with a negative average Pd NAC and 
positive X NACs following the expected trend Hf > V > In. All methods gave slightly negative to nearly 
neutral H NACs within the range -0.32 and +0.02. 
 
Table 13. Average NACs for Interstitial H in Ordered Pd3X Alloys. 
Material 
H chargea  Pd chargea  X chargea 
Bader DDEC3 DDEC6 HD CM5  Bader DDEC3 DDEC6 HD CM5  Bader DDEC3 DDEC6 HD CM5 
H in Pd -0.04 -0.25 -0.05 -0.13 -0.12  0.00 0.01 0.00 0.004 0.004  n.a. n.a. n.a. n.a. n.a. 
Pd3V n.a. n.a. n.a. n.a. n.a.  -0.35 -0.10 -0.15 0.02 0.02  1.04 0.31 0.44 -0.06 -0.06 
H in Pd3V -0.22 -0.32 -0.14 -0.15 -0.13  -0.34 -0.09 -0.14 0.03 0.02  1.04 0.32 0.44 -0.06 -0.06 
H in Pd3In -0.05 -0.18 -0.05 -0.11 -0.09  -0.21 -0.08 -0.07 0.06 0.16  0.64 0.27 0.22 -0.16 -0.47 
H in Pd3Hf -0.05 0.02 -0.01 -0.10 -0.09  -0.53 -0.31 -0.23 0.08 0.08  1.58 0.92 0.69 -0.22 -0.22 
 a Bader and DDEC3 NACs are from reference 14. 
 
 Why did the HD and CM5 methods yield negative NACs for the V, In, and Hf atoms? It is well-
known that isolated neutral atoms usually become more contracted upon going from left to right within 
the same subshell of a periodic table row due to the increasing nuclear charge that contracts the subshell. 
(Deviations from this trend can occur where electron configurations deviate from the Aufbau principle, 
such as Pd through Cd.) Moreover, atoms usually become slightly more diffuse or remain about the same 
size down a periodic table column. Accordingly, an isolated neutral Hf atom is more diffuse than an 
isolated neutral Pd atom. The Pauling scale electronegativity will usually follow the opposite trend, with 
the Pauling scale electronegativity increasing left to right within the same subshell of a periodic table row 
and decreasing down a periodic column except where electron configurations deviate from the Aufbau 
principle. Because the neutral Hf reference atom is more diffuse than the neutral Pd reference atom, during 
HD partitioning the Hf atoms steal electrons from the more electronegative Pd atoms. Thus, in this case, 
the HD method predicts the wrong charge transfer direction. The CM5 method adds a correction to the 
HD NACs, but this correction is zero between two transition metal atoms.25 Consequently, the HD and 
CM5 NACs are identical for Pd3V. In the other materials, there is a non-zero CM5 correction between the 
main-group elements H and In and the other elements, which causes the CM5 NACs to slightly differ 
from the HD NACs. 
 To avoid this problem, the DDEC3 and DDEC6 methods include a constraint that forces wA(rA) 
for tails of buried atoms to decay at least as fast as exp(-1.75rA/bohr).
14 Second, the DDEC6 method sets 
the reference ion charge for each atom in the material to a weighted average of a stockholder type charge 
partitioning and a smoothed localized charge partitioning. This ensures the reference ion charge resembles 
the charge in the local vicinity of the atom in order to prevent atoms from becoming too diffuse or too 
contracted. This makes DDEC6 NACs more accurately describe the true charge transfer direction. 
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5.2.3 Magnesium oxide 
 Table 14 compares six different charge assignment methods for (MgO)n molecules (n = 1 to 6) and 
crystalline MgO. Geometries of the (MgO)n molecules and their  HD, CM5, and DDEC3 NACs and dipole 
moments were taken from Wang et al.26 These geometries (Figure 9) were built by removing Mg and O 
atoms from a rigid (MgO)6 cluster, rather than optimizing the geometries with DFT.
26 Following Wang et 
al.,26 we computed electron distributions for the (MgO)n clusters in GAUSSIAN 09 using the M06L 
functional and def2-TZVP115 basis set. The geometry and electron distribution of crystalline MgO were 
optimized in VASP using the PBE functional. 
 
Figure 9. Molecular electrostatic potential (MEP) of the six (MgO)n molecules (n=1 to 6) studied. The 
MEP is shown on the 0.0004 electrons/bohr3 density contour with a MEP scale ranging from -0.78 volts 
(red) to 0.78 volts (blue). The numbers appearing beside the terminal Mg atoms are their DDEC6 NACs. 
 Based on the much lower Pauling scale electronegativity of Mg (1.31) than O (3.44), a substantial 
transfer of electrons from Mg to O is expected. A simple chemical argument suggests that as the central 
Mg atom is surrounded by more oxygen anions, electrostatic stabilization of the central Mg cation by the 
oxygen anions should increase, thereby stabilizing more electron transfer from the central Mg atom to the 
adjacent oxygen atoms. This simple chemical argument predicts an increase in the central Mg atom NAC 
as the number of adjacent O atoms increases. Examining Table 14, only the DDEC3 method consistently 
followed this trend. The trend for terminal Mg NACs can be inferred from the electrostatic potential 
values. As shown in Figure 9, the electrostatic potential and DDEC6 NACs are most positive near the 
terminal Mg atoms following the trend MgO > (MgO)3 > (MgO)4 > (MgO)2  > (MgO)5 > (MgO)6. 
 As shown in Table 14, the Mg NAC in bulk MgO followed the trend DDEC3 (2.01) > Bader (1.70) 
> DDEC6 (1.47) > CM5 (0.77) > HD (0.33). The DDEC3 NAC of 2.01 for bulk MgO is similar to some 
recent high-resolution diffraction experiments and their interpretations in terms of fully ionized Mg+2 and 
O2- ions.116, 117 However, the situation is not as straightforward as it first appears, because (i) charge 
partitioning in the experimentally measured electron distribution depends on model definitions used to 
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assign NACs and (ii) the low-order structure factors in simple cubic crystals (e.g., MgO and NaCl) have 
low sensitivity to the amount of charge transfer.26, 63, 116, 117 Zuo et al. used a convergent beam electron 
diffraction technique to improve the resolution of the low-order structure factors and concluded the 
crystal’s electron distribution is consistent with fully ionized Mg2+ and O2- ions,116 but this does not rule 
out other interpretations.   
Table 14. Comparison of different charge assignment methods for (MgO)n molecules and crystalline MgO. 
The NAC methods are listed from smallest to largest NAC magnitudes in bulk MgO. For the DDEC6 
method, M represents NACs only, D represents the inclusion of atomic dipoles, and SCP represents the 
inclusion of the spherical charge penetration term. 
    Moleculea  
Method MgO (MgO)2 (MgO)3 (MgO)4 (MgO)5 (MgO)6 Bulk MgO 
 NAC of central Mg 
HD 0.59 0.69 0.56 0.42 0.28 0.15 0.33 
CM5 0.79 0.97 0.93 0.88 0.82 0.77 0.77 
DDEC6 0.99 1.45 1.57 1.60 1.61 1.61 1.47 
Bader 1.18 1.54 1.65 1.62 1.57 1.48 1.70 
DDEC3 1.00 1.55 1.72 1.76 1.79 1.84 2.01 
ESP 0.89 1.16 1.04 0.96 0.58 -1.72 b 
 Dipole moment in a.u. MAE 
full density 2.71 2.32 1.39 1.70 0.48 1.97 0.00 
HD 1.87 1.97 1.28 2.08 0.88 1.98 0.35 
ESP 2.82 2.74 1.87 2.13 1.12 2.43 0.42 
CM5 2.51 2.54 1.91 2.47 1.51 2.61 0.56 
DDEC6        
M 3.14 3.18 2.37 2.49 1.68 2.91 0.87 
D 2.71 2.32 1.39 1.70 0.48 1.97 0.00 
DDEC3 3.17 3.31 2.48 2.57 1.79 3.08 0.97 
Bader 3.71 3.39 2.46 3.09 1.63 3.77 1.25 
RMSE in kcal/mol (RRMSE) Average RMSE 
ESP 2.81(0.10) 5.40 (0.23) 4.59 (0.24) 5.16 (0.27) 4.96 (0.27) 3.79 (0.21) 4.45 
CM5 3.98 (0.15) 6.50 (0.28) 4.77 (0.25) 5.90 (0.31) 6.12 (0.33) 5.28 (0.29) 5.43 
HD 9.27 (0.35) 10.05 (0.43) 6.06 (0.32) 5.99 (0.31) 4.90 (0.26) 4.01 (0.22) 6.71 
DDEC6         
M 4.25 (0.16) 7.24 (0.31) 6.75 (0.35) 7.70 (0.40) 7.77 (0.42) 6.58 (0.36 ) 6.71 
M + SCP 4.63 (0.17) 7.40 (0.32) 6.98  (0.36) 7.82 (0.41) 7.98 (0.43) 6.78 (0.37) 6.93 
D 1.31 (0.05) 2.60 (0.11) 2.87 (0.15) 2.86 (0.15) 3.09 (0.17) 3.03 (0.16) 2.63 
D + SCP 0.86 (0.03) 1.55 (0.07) 1.67 (0.09) 1.61 (0.08) 1.74 (0.09) 1.70 (0.09) 1.52 
DDEC3 4.44 (0.17) 8.48 (0.36) 7.52 (0.39) 8.48 (0.44) 8.42 (0.45) 7.08 (0.39) 7.40 
Bader 9.10 (0.34) 9.26 (0.40) 10.81 (0.56) 12.87 (0.67) 14.20 (0.76) 14.11 (0.77) 11.73 
a NACs for the HD, CM5, and DDEC3 methods for the (MgO)n molecules are from reference 26. b ESP NAC cannot be reported for bulk 
MgO, because there are no surface atoms. 
 
 These tests on (MgO)n and bulk MgO illustrate some possible compromises between matching the 
chemical state trends on the one hand and the electrostatic potential trends on the other hand. Dipole MAE 
followed the trend HD (0.35) < ESP (0.42) < CM5 (0.56) < DDEC6 (0.87) < DDEC3 (0.97) < Bader 
(1.25). Electrostatic potential RMSE (kcal/mol) followed the trend ESP (4.45) < CM5 (5.43) < HD, 
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DDEC6 (6.71) < DDEC3 (7.40) < Bader (11.73). Although the ESP method gave low dipole MAE and 
electrostatic potential RMSE, we do not recommend the ESP method for assigning NACs, because the 
ESP NACs of the central Mg atom fluctuated erratically from 1.16 for (MgO)2 to -1.72 for (MgO)6. 
Because the Bader point charges had the highest dipole moment MAE and the highest average electrostatic 
potential RMSE, we do not recommend Bader NACs for use in force-field point charge models for 
classical atomistic simulations. Choosing between the remaining four point charge methods (i.e., HD, 
CM5, DDEC3, and DDEC6) is complicated by the fact that dipole MAE and electrostatic potential RMSE 
followed a different trend than the central Mg atom NAC. On the basis of the central Mg atom NAC 
increasing monotonically from MgO molecule to (MgO)6 molecule to bulk MgO, the DDEC3 method 
would be preferable, but the DDEC3 method gave the largest dipole MAE and average electrostatic 
potential RMSE among these four charge assignment methods. The HD and CM5 methods had 
comparatively low dipole MAE and average electrostatic potential RMSE, but yielded low values of 0.33 
(HD) and 0.77 (CM5) for the Mg NAC in bulk MgO. Results for the DDEC6 method were intermediate 
for central Mg NAC, dipole MAE, and average electrostatic potential RMSE.  
 Finally, Table 14 investigates effects of atomic dipoles and spherical charge penetration. Including 
atomic dipoles for any AIM method (e.g., HD, DDEC6, Bader, DDEC3), eliminates the dipole prediction 
error to within a grid integration tolerance (e.g., ~0.01). Because the dipole moment of a spherical charge 
distribution is zero, the spherical charge penetration term has no effect on the computed dipoles. Including 
DDEC6 atomic dipoles decreased the average RMSE from 6.71 to 2.63 kcal/mol. Although the spherical 
charge penetration term slightly increased the average RMSE at the DDEC6 (M+SCP) level, it 
dramatically reduced the average RMSE to 1.52 kcal/mol at the DDEC6 (D+SCP) level. Notably, the 
DDEC6 (D+SCP) average RMSE was ~3 times lower than any of the point charge models. 
5.2.4 Materials containing four or more different elements 
 Table 15 lists the Spearman rank coefficient between DDEC6 NACs and Pauling scale 
electronegativity for the materials in this paper containing four or more different elements, except the 
substituted carboxylic acids studied in Section 5.5.1. (For the substituted carboxylic acids, a separate 
comparison based on the ’ substituent constants is presented in Section 5.5.1 to verify the chemical 
meaning of the DDEC6 NACs.) For each material, the average DDEC6 NAC was computed for each 
element. Nine of the 14 materials had a Spearman rank coefficient of 1.00. A Spearman rank coefficient 
of 1.00 indicates the average DDEC6 NACs followed exactly the same order as the element 
electronegativities. The remaining five materials had Spearman rank coefficients between 0.60 and 0.94, 
indicating the average DDEC6 NACs followed approximately but not exactly the same order as the 
element electronegativities. These results show DDEC6 NACs usually (but not always) follow Pauling 
scale electronegativity trends. The exceptions are not to be regarded as a deficiency of either the DDEC6 
NACs or the Pauling scale electronegativities, because element electronegativities can only describe the 
usual direction of electron transfer. The specific direction of electron transfer is affected by the chemical 
environment. For example, while electrons are usually transferred from carbon to the more electronegative 
oxygen, experiments show carbon monoxide is an exception with electron transfer from oxygen towards 
carbon.118 Boron monofluoride is another exception with electrons transferred from fluorine towards 
boron.119 Furthermore, multivalent cations can sometimes acquire a positive NAC greater than that of less 
electronegative monovalent cations, because the multivalent cations may acquire a NAC greater than +1. 
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For example, the multivalent P, Al, and Si atoms in B-DNA and natrolite acquired higher NACs than the 
monovalent Na atoms. 
Table 15. Spearman rank coefficient quantifying the ordering relationship between average DDEC6 NACs 
for each element and the Pauling scale electronegativities. 
Material Elements 
Spearman rank 
coefficient 
B-DNA C, H, N, Na, O, P 0.94 
Cu2 pyridine complex C, Cu, H, N 1.00 
CuBTC C, Cu, H, O 0.80 
Fe4O12N4C40H52 noncollinear SMM C, Fe, H, N, O 1.00 
Formamidea C, H, N, O 0.60 
IRMOFb C, H, O, Zn 1.00 
lp-MIL-53 Al, C, H, O  1.00 
Mn12-acetate SMM
c C, H, Mn, O 1.00 
Natrolite Al, H, Na, O, Si 0.60 
ZIF8 C, H, N, Zn 1.00 
ZIF90 C, H, N, O, Zn 0.90 
Zn nicotinated C, H, N, O, Zn 1.00 
Zr bisperoxy complex C, H, N, O, Zr 1.00 
Zr puckered bare complex C, H, N, Zr 1.00 
a Formamide geometry optimized with B3LYP/6-311++G**. b IRMOF x-ray structure. c Mn12-acetate 
single molecule magnet geometry optimized with PBE/LANL2DZ. d Zn nicotinate geometry optimized 
with PBE/planewave.  
5.3 Comparison to spectroscopic results for various materials 
5.3.1 Net atomic charges extracted from high resolution diffraction experiments 
 Extracting NACs from high-resolution diffraction data is not straightforward, but it can be done 
using approximations and models. In ‘Kappa refinement’, the high-resolution diffraction data is first fit to 
a multipolar model117, 120, 121 to determine atomic coordinates, thermal parameters, and an electron density 
map and then refit to a spherical pseudoatom model122, 123 to determine the NACs. In Kappa refinement, 
the spherical pseudoatoms have the form      core val 3 valat A A A A A Ar r n p r     , where  
val
A Ap r  is the 
normalized shape function of the valence density of the neutral reference atom.122 The two primary 
limitations of Kappa refinement are that the pseudoatom densities do not necessarily sum to the correct 
total density  r  and the shape functions for the charged atoms are represented as expanded or 
contracted versions of the neutral atoms.14 Here, we revisit two examples for which DDEC3 and 
experimentally extracted NACs were compared in reference 14: the formamide and natrolite structures 
shown Figure 10. We refer the reader to the earlier publications for a discussion of the experimental details 
and analysis.14, 15, 123, 124 The same geometries and electron distributions are used in this work as in 
reference 14. 
 As shown in Table 16, both the DDEC3 and DDEC6 NACs follow a trend similar to the 
experimentally extracted NACs for natrolite, except the DDEC3 NACs on all atoms except Na are 
63 
 
significantly higher in magnitude than the experimentally extracted ones. For all atoms, the DDEC6 NACs 
are slightly lower in magnitude than the DDEC3 NACs, leading to an overall better agreement between 
the DDEC6 and experimentally extracted NACs. Only for the Na atom, which was fixed to a value of 1.00 
in the experimental analysis,124 is the experimentally extracted NAC closer to the DDEC3 value than the 
DDEC6 value. 
 
Figure 10. Formamide and natrolite structures. The lines in natrolite indicate the unit cell boundaries. 
Figure reproduced with permission from reference 14. © ACS 2012. 
Table 16. Experimental and theoretical natrolite 
NACs. DDEC3 and DDEC6 results computed 
using the PBE-optimized geometries.  
 High res. 
XRDa 
DDEC3b DDEC6 
Si1 1.84 ± 0.12 2.172 1.772 
Si2 1.65 ± 0.10 2.207 1.760 
Al 1.51 ± 0.11 2.067 1.762 
O1 -0.90 ± 0.05 -1.227 -1.036 
O2 -1.21 ± 0.05 -1.318 -1.103 
O3 -1.03 ± 0.05 -1.337 -1.094 
O4 -1.07 ± 0.05 -1.320 -1.110 
O5 -0.87 ± 0.05 -1.113 -0.913 
Na 1.00 1.000 0.896 
Ow -0.59 ± 0.03 -0.926 -0.862 
H1 0.24 ± 0.03 0.446 0.408 
H2 0.36 ± 0.03 0.435 0.405 
a High resolution XRD data from reference 124. b DDEC3 NACs from reference 14. 
 Table 17 summarizes experimentally extracted and computed NACs for formamide. Theoretical 
charges were computed using the B3LYP125, 126 functional with aug-cc-pvtz127 basis set. The high-
resolution x-ray diffraction results were extracted using fully optimized radial factors for all atoms.123 
Maximum absolute differences from the experimentally extracted NACs are 0.07 (NPA), 0.11 (DDEC3), 
0.12 (DDEC6), 0.13 (IH), 0.17 (ESP), 0.22 (ISA), 0.64 (HD), and 0.96 (Bader). The DDEC6, ESP, 
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DDEC3, and ISA point charge dipoles were within ±5% of the full wavefunction value of 1.55. Errors for 
the other point charge dipoles were -6% (IH), +23% (NPA), and +66% (Bader). Of course, when atomic 
dipoles are included, all of the AIM methods (Bader, DDEC3, DDEC6, HD, IH, and ISA) yield the exact 
dipole moment to the integration grid precision. The accuracy of the point charge models for reproducing 
the electrostatic potential followed the trend ESP > DDEC6 > DDEC3 > ISA > IH > NPA > HD > Bader. 
When atomic dipoles were included, the RMSE for the DDEC6 method decreased from 0.74 to 0.49 
kcal/mol. When the spherical charge penetration term was included, the RMSE values for the DDEC6 
method were unchanged (within a computational tolerance of 0.01 kcal/mol) at 0.74 (M + SCP) and 0.49 
(D + SCP), indicating a negligible impact of spherical charge penetration over the RMSE grid points. 
 
Table 17. Experimental and theoretical formamide NACs. Dipoles in atomic units. RMSE in kcal/mol. 
  High res. XRDa Baderb DDEC3b DDEC6 M (D)d ESPb HDb IHb ISAb NPAb 
O -0.55 ± 0.04 -1.149 -0.557 -0.506 -0.562 -0.304 -0.537 -0.593 -0.605 
N -0.78 ± 0.07 -1.183 -0.788 -0.662 -0.923 -0.136 -0.862 -0.911 -0.808 
C 0.51 ±  0.08 1.469 0.624 0.519 0.680 0.139 0.644 0.726 0.534 
H1 0.39 ± 0.03 0.411 0.352 0.329 0.389 0.128 0.360 0.389 0.394 
H2 0.40 ± 0.03 0.426 0.369 0.313 0.429 0.133 0.377 0.407 0.388 
H3 0.03 ±0.03 0.026 0.000 0.007 -0.012 0.040 0.018 -0.019 0.096 
          
 Dipole momentc 2.57 1.59 1.53 (1.55) 1.57 1.13 1.46 1.62 1.91 
 RMSE 9.85 0.85 0.74 (0.49) 0.58 3.32 1.43 0.99 3.13 
  RRMSE 0.89 0.08 0.07 (0.04) 0.05 0.30 0.13 0.09 0.28 
a From reference 123. b Bader, DDEC3, ESP, HD, IH, ISA, and NPA NACs are from reference 14. c Dipole moment of the 
B3LYP/aug-cc-pvtz wavefunction was 1.55. d M denotes point charge (monopole) model; D denotes the inclusion of atomic 
dipoles. 
 
5.3.2 Correlations between NACs and spectroscopically measured core electron binding energy 
shifts 
 The core electron binding energy shift is defined as the binding energy of a particular core orbital 
level for an atom-in-a-material compared to the same core orbital level for an atom of the same element 
in a reference compound.128-133 Core electron binding energies can be measured using x-ray photoelectron 
spectroscopy (XPS) or x-ray absorption near edge structure (XANES). Several key factors affect core 
electron binding energy shifts.128-133 First, a change in the valence electron population of this atom affects 
its core electron binding energy, because more valence electrons cause electrostatic shielding of the 
nuclear charge and a decrease in the core electron binding energy.128-132 Second, the core electron binding 
energy is directly affected by the electrostatic potential exerted on this atom by the other atoms in the 
material: lots of anions nearby will decrease the core electron binding energy and lots of cations nearby 
will increase the core electron binding energy.128-132 Third, the core electron binding energy is affected by 
relaxation in which the electrons rearrange to partially fill the hole left by the ejected photoelectron.129, 
131-133 Various simple model equations have been developed to correlate core electron binding energy 
shifts to easily computed chemical descriptors such as (a) the NAC of the atom emitting the photoelectron, 
(b) the electrostatic potential exerted on the atom emitting the photoelectron by all the other atoms in the 
material (as computed using electron distributions or simple point charge models), (c) quantum 
mechanically computed electrostatic potential near the nucleus of the atom emitting the photoelectron, (d) 
orbital eigenvalues (aka ‘orbital energies’) computed using the Hartree-Fock or other quantum chemistry 
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methods for chemical models of the initial and final states, and (e) two-electron integrals describing 
exchange and electrostatic interactions between valence and core orbitals.128-132  
Table 18. R-squared correlation coefficients between 
NACs and spectroscopically measured core electron 
binding energies. NAC methods ordered from highest to 
lowest average R-squared correlation coefficient. 
 
Ti 
compounds 
Mo 
compounds 
Fe 
compounds 
HD 0.795 0.987 0.819 
DDEC6 0.704 0.978 0.868 
Bader 0.727 0.911 0.817 
DDEC3 0.360 0.977 0.905 
CM5 0.345 0.898 0.747 
 
Table 19. Experimental Ti 2p3/2 core electron binding energies (eV) measured by x-ray 
photoelectron spectroscopy and theoretically computed NACs. Compounds ordered from 
lowest to highest average binding energy. 
solid 
2p3/2 binding 
energy (eV)a ICSD 
code 
Ti net atomic charge 
lower 
limit 
upper 
limit 
Bader CM5 DDEC3 DDEC6 HD 
Ti 453.66 454.14 44872 0.00 0.00 0.00 0.00 0.00 
TiB2 454.14 454.50 78848 1.30 1.53 1.74 1.36 0.44 
TiO 454.88 455.33 56612 1.50 0.87 2.16 1.29 0.35 
TiN 455.66 456.00 105128 1.59 1.20 2.59 1.61 0.42 
BaTiO3 458.28 458.71 99737 2.13 1.42 2.55 2.20 0.72 
TiCl4 458.36 458.71 280981 1.90 0.95 1.27 1.45 0.56 
PbTiO3 458.43 458.78 165498 2.12 1.39 2.48 2.16 0.63 
CaTiO3 458.57 459.00 163662 2.01 1.48 2.61 2.26 0.75 
SrTiO3 458.57
 459.00 b 2.09 1.45 2.64 2.26 0.72 
TiO2 458.64 459.33 39166 2.08 1.47 2.53 2.28 0.72 
a XPS values from reference 133. b SrTiO3 was geometry optimized using PBE. 
 Here, we are most interested in correlations between core electron binding energy shifts and NACs 
that occur for some crystalline materials.134-138 We now consider a series of Ti, Mo, and Fe compounds as 
examples. Table 18 summarizes linear correlations between core electron binding energies and NACs. 
The HD, DDEC6, and Bader methods gave reasonable performance (i.e., R-squared ≥ 0.704) for all three 
elements, while the DDEC3 and CM5 methods performed poorly (i.e., R-squared ≤ 0.360) for the Ti 
compounds. Overall, the strength of the correlation between NACs and core electron binding energies 
followed the trend HD > DDEC6 > Bader > DDEC3 > CM5. Table 19 summarizes details for the Ti-
containing solids. NACs were computed using the PBE electron distributions for the experimental 
geometries defined by the ICSD codes in Table 19, except for SrTiO3 which was geometry optimized. 
The poor correlation of the DDEC3 method for the Ti-containing solids was primarily due to high NACs 
for TiO, TiN, and TiB2 and a lower NAC for TiCl4 than for TiO. 
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Table 20 summarizes results for the Mo-containing solids. NACs were computed using the PBE 
electron distributions for the experimental geometries defined by the ICSD codes in Table 20. For 
structures listing two ISCD codes, both crystal structures were included in the correlation to the 
experimental K-edge energy. Li et al. measured these K-edge energies using XANES.138 The K-edge 
energy is correlated to the binding energy of the K-shell (i.e., 1s) core electrons.131, 139 Our analysis and 
correlation for these Mo-containing solids is identical to that of Li et al.138 using DDEC3 and Bader NACs, 
except we have extended it to DDEC6, CM5, and HD NACs.  
Table 20. Experimental K-edge energy (eV) of molybdenum-containing compounds and average Mo NAC 
computed by various charge assignment methods. Compounds ordered from lowest to highest K-edge 
energy. 
solid 
K-edge 
energy(eV)a 
ICSD code 
average Mo net atomic charge 
Badera CM5 DDEC3a DDEC6 HD 
Mo 20005.3 41513 (Fm-3m) 0 0 0 0 0 
MoS2 20006.5 
43560(R3mH), 
95570(P63/mmc) 
1.09, 
1.09 
0.75, 
0.71 
0.23, 
0.21 
0.58, 
0.53 
0.26, 
0.25 
Mo2C 20006.9 43322(Pbcn) 0.66 0.39 0.57 0.44 0.19 
MoO2 20011.0 152316(P121/c1) 1.88 1.21 1.78 1.65 0.58 
Rb2MoO4 20013.5 24904(C12/m1) 2.13 1.36 2.12 1.92 0.80 
MoO3 20013.7 
151751(Pnma), 
152312(Pbnm) 
2.36, 
2.29 
1.62, 
1.63 
2.38, 
2.36 
2.27, 
2.23 
0.82, 
0.80 
a From reference 138. 
 
Figure 11. Left: Correlation between Fe oxidation state and average Fe DDEC6 NAC for Fe, Fe2SiO4, 
Fe2O3, Fe3O4, and Fe3Si solids. Right: Correlation between 2p3/2 core electron binding energy (as measured 
using XPS) and average Fe DDEC6 NAC for these materials.  
Figure 11 shows linear regression plots between the average Fe DDEC6 NACs and the oxidation 
state (left panel) and the 2p3/2 core electron binding energy (right panel). NACs were computed using the 
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PBE electron distributions based on the following geometries: Fe (NAC is zero due to symmetry), Fe2SiO4 
(PBE-optimized geometry of anti-ferromagnetic spinel phase14), Fe2O3 (PBE-optimized geometry of anti-
ferromagnetic phase14), Fe3O4 (PBE-optimized geometry of anti-ferrimagnetic phase
14), and Fe3Si 
(experimental crystal structure140). Our analysis for Fe-containing solids is similar to that of Manz and 
Sholl14 using DDEC3 NACs, except we have extended it to DDEC6, CM5, HD, and Bader NACs. 
5.4 Reproducing the electrostatic potential in one system conformation 
 As embodied in Eqs. (109)–(110), all AIM methods yield a formally exact representation of the 
electrostatic potential in the form of a polyatomic multipole expansion with charge-penetration terms. For 
conciseness, it is desirable to have this polyatomic multipole expansion converge rapidly with most of the 
electrostatic potential described by the leading-order terms. Many force-fields used in classical molecular 
dynamics and Monte Carlo simulations use point-charge models to estimate the electrostatic interaction 
energies between chemical species.62, 141, 142 These types of force-fields can be parameterized using NACs 
and optionally atomic multipoles computed via quantum chemistry calculations. To be suitable for this 
purpose, we desire the DDEC6 NACs to approximately reproduce the electrostatic potential surrounding 
a material.  
Table 21. Accuracy of fitting the electrostatic potential. (Values in parentheses include spherical cloud 
penetration.) The best values for a point charge model are shown in boldface type. Values at M+SCP, D, 
or D+SCP are shown in boldface type if they are equal to or better than the best point charge model value. 
     RMSE (kcal/mol)   RRMSE  
material geom XC basis set DDEC3a DDEC6 DDEC3a DDEC6 
    M D M (M+SCP) D (D+SCP) M D M (M+SCP) D (D+SCP) 
B4N4 DFTb PW91 6-311+G* 0.26 0.33 0.17 (0.19) 0.35 (0.35) 0.08 0.10 0.05 (0.05) 0.10 (0.10) 
BN tube DFTb PW91 planewave 8.81 2.40 5.91 (5.94) 1.11 (1.09) 2.13 0.58 1.43 (1.44) 0.27 (0.26) 
BN sheet DFT PBE planewave 0.07 0.07 0.07 (0.07) 0.07 (0.07) 0.64 0.64 0.64 (0.61) 0.64 (0.61) 
formamide DFTc B3LYP aug-cc-pvtz 0.85 0.40 0.74 (0.74) 0.49 (0.49) 0.08 0.04 0.07 (0.07) 0.04 (0.04) 
1p-MIL-53(Al) XRDd PW91 planewave 1.57 0.59 1.46 (1.47) 0.60 (0.58) 0.80 0.30 0.74 (0.75) 0.30 (0.30) 
IRMOF-1  XRDe PW91 planewave 0.83 0.44 0.86 (0.86) 0.26 (0.24) 0.39 0.20 0.40 (0.40) 0.12 (0.11) 
IRMOF-1  DFTf PW91 planewave 0.65 0.58 0.82 (0.81) 0.28 (0.27) 0.27 0.24 0.33 (0.33) 0.12 (0.11) 
ZIF-8 DFTf PW91 planewave 0.88 0.72 0.85 (0.81) 0.79 (0.76) 0.57 0.47 0.56 (0.53) 0.52 (0.50) 
ZIF-90 DFTf PW91 planewave 0.81 0.84 1.03 (0.97) 0.93 (0.88) 0.12 0.12 0.15 (0.14) 0.14 (0.13) 
Zn-nicotinate DFT PBE planewave 0.82 0.44 0.90 (0.89) 0.41 (0.40) 0.46 0.25 0.51 (0.51) 0.23 (0.23) 
water DFT B3LYP 6-311++G** 1.31 0.80 1.16 (1.16) 0.88 (0.88) 0.14 0.08 0.12 (0.12) 0.09 (0.09) 
H2PO4- DFT M06L aug-cc-pvtz 2.16 0.41 1.65 (1.65) 0.49 (0.49) 0.17 0.03 0.13 (0.13) 0.04 (0.04) 
DNA DFT PBE planewave 13.91 13.79 12.67 (12.68) 12.77 (12.77) 0.59 0.58 0.54 (0.54) 0.54 (0.54) 
a DDEC3 data (except BN sheet, formamide, Zn-nicotinate, water, H2PO4-, and DNA) is from reference 14. bFrom reference 13. 
cFrom reference 14. dFrom reference 143. eFrom reference 144. fFrom reference 72.  
 In this section, we compare the accuracy of the DDEC3 and DDEC6 NACs for reproducing the 
electrostatic potential surrounding a single geometric conformation. Table 21 lists 13 materials including 
small molecules and ion, a large biomolecule, several metal-organic frameworks, a nanosheet, and a 
nanotube. This represents several kinds of materials often encountered in classical molecular dynamics or 
Monte Carlo simulations.62, 71, 141, 145 For each material, the same electrostatic potential grid point files 
were used to compute the DDEC3 and DDEC6 RMSE values. The DDEC6 NACs reproduced the 
electrostatic potential better than the DDEC3 NACs in 8 of these systems. This shows the DDEC6 NACs 
are a slight improvement compared to the DDEC3 NACs for reproducing the electrostatic potential 
surrounding a material. Including DDEC6 atomic dipoles improved the RSME by > 0.4 kcal/mol for the 
BN nanotube, lp-MIL-53(Al), IRMOF-1 (XRD and DFT geometries), Zn-nicotinate, and H2PO4
-. This 
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shows that overall including atomic dipoles produces a modest improvement in the RMSE accuracy. 
Adding spherical charge penetration at the monopole or dipole levels (i.e., M+SCP and D+SCP) had no 
significant effect for these materials.  
Table 22. Commonly used 3-site water models listed in alphabetical order. 
model O-H distance (Å) H-O-H angle (°) H NAC O NAC 
SPCa 1.00 109.47 0.41 -0.82 
SPC/Eb 1.00 109.47 0.4238 -0.8476 
TIP3Pc 0.9572 104.52 0.417 -0.834 
TIPSd 0.9572 104.52 0.40 -0.80 
a From reference 146. b From reference 147. c From reference 148. d From reference 149. 
 
Figure 12. Left: B-DNA decamer (CCATTAATGG)2, the lines mark the unit cell boundaries. Right: 
Correlation between DDEC6, CHARMM, and AMBER force-field NACs for all atoms excluding the 
bound water molecules and added Na+ atoms. The black line has a slope of 1 and intercept of 0. 
CHARMM27 NACs from Foloppe and Mackerell.150 AMBER4.1 NACs from Cornell et al.151 
 
 Water is the most abundant solvent in biology and chemical processing. Because water is vital to 
life on earth, it plays a key role in nearly all health applications. Water also plays a key role in 
environmental, weather, and climate change processes. Consequently, water is the most important 
molecule for molecular modeling in general. Because many classical atomistic molecular dynamics and 
Monte Carlo simulations will use DDEC6 NACs for non-water molecules combined with a well-
established commonly used water model for the water solvent, it is desirable for the DDEC6 NACs for 
the water molecule to be approximately consistent with those of commonly used water models. Lee et al. 
computed NACs for large unit cells of simulated bulk water (~2500 atoms with PBE functional and large 
psinc basis sets) and showed the DDEC/cc2 (qH = 0.3915, qO = -0.783) and DDEC3 (qH = 0.402, qO = -
0.804) results are similar to common 3-site water models.69, 70 Table 22 lists commonly used 3-site water 
models that have been optimized to reproduce various properties of bulk water in classical atomistic 
simulations.146-149 For comparison, DDEC6 results for the isolated water molecule with B3LYP/6-
311++G** optimized geometry and electron distribution are qH = 0.3953, qO = -0.7906. A recent study by 
Farmahini et al. computed DDEC3 NACs to study changes in the hydrophobicity/hydrophilicity of 
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nanoporous silicon carbide-derived carbon upon fluorine doping.152 These results show the DDEC 
methods are well-suited for studying water molecules. 
 The B-DNA decamer (CCATTAATGG) structure was obtained from a neutron diffraction 
experiment performed by Arai et al. (PDB ID: 1WQZ).153 The 25 H2O molecules in the crystal structure 
are from the solvent and are hydrogen-bonded to the B-DNA as shown in Figure 12. We added a Na+ ion 
next to each phosphate group, following previous studies to simulate the B-DNA being in a real solution. 
154 We optimized the positions of the Na+ ions in VASP while keeping the experimental B-DNA structure 
fixed. We used the PBE functional with a planewave cutoff energy of 400 eV. The left panel of Figure 12 
shows the optimized B-DNA decamer including the Na+ ions and hydrogen-bonded water molecules. The 
right panel of Figure 12 compares the DDEC6 NACs to the CHARMM27 and AMBER4.1 forcefield 
NACs for DNA. There is some scatter in the data, but the overall correlation between DDEC6 and force-
field NACs is good with R-squared correlation coefficients of 0.93 (CHARMM27) and 0.91 
(AMBER4.1). The phosphorus NAC was 1.5150 for CHARMM compared to 1.166151 for AMBER, with 
the DDEC6 value of 1.38 in-between. Recent articles by Lee et al. studied applications of DDEC NACs 
to atomistic simulations of large biomolecules including a comparison of force-fields based on AMBER 
and DDEC NACs for several large proteins.69, 70 
5.5 Reproducing the electrostatic potential across multiple system conformations for constructing 
flexible force-fields 
 For some applications, the preferred strategy is to use NACs from quantum chemistry calculations 
to build an electrostatic model in flexible force-fields for classical molecular dynamics and Monte Carlo 
simulations. Gas adsorption and diffusion in porous crystalline materials is a common example.62 The 
simulations of large biomolecules is another common example.150 For these applications, flexibility of the 
material may play a key role.155 Thus, it is important for the NACs to simultaneously have good 
conformational transferability and approximately reproduce the electrostatic potential around the material. 
This is a challenging criterion, because NACs directly fit to the electrostatic potential (without additional 
fitting criteria) often have poor conformational transferability.71, 74 
5.5.1 Carboxylic acids 
 
Figure 13. Structures and molecular electrostatic potentials (MEPs) of the low energy conformations 
(B3LYP/6-311++G** level of theory) of 4-X-substituted bicyclo[2,2,2]octane-1-carboxylic acids: X = (a) 
–H, (b) –OH, (c) –CO2C2H5, (d) –Br, and (e) –CN. The MEP is shown on the 0.0004 electrons/bohr3 
density contour with a MEP scale ranging from -1.6 volts (red) to 1.6 volts (blue). The electrostatic 
potential is negative near the oxygen, bromine, and nitrogen atoms and postive near the proton of the 
carboxylate group. 
 In a previous publication, Manz and Sholl studied the accuracy of HD, DDEC3, ISA, IH, NPA, 
and ESP NACs for reproducing the electrostatic potential across various conformations of the five 4-X-
substituted bicyclo[2,2,2]octane-1-carboxylic acids shown in Figure 13.14 They found the ESP NACs 
reproduce the electrostatic potential as accurately as possible when optimized individually for each 
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conformation, but have low conformational transferability.14 When using a conformationally averaged set 
of NACs to reproduce the electrostatic potential across the various conformations of each molecule, the 
ESP NACs performed slightly better than the DDEC3 NACs.14 When using NACs from the low energy 
conformation to reproduce the electrostatic potential across the various conformations of each molecule, 
the DDEC3 NACs performed slightly better than the ESP NACs.14 The DDEC3 NACs also had excellent 
conformational transferability.14 
 We now show these desirable properties are further improved by the DDEC6 NACs. The 
B3LYP/6-311++G** optimized geometries and electron distributions from reference 14 are used. Table 
23 summarizes the fragment charges for each of these charge assignment methods, where the weighted 
sum as defined by Manz and Sholl14 is: 
  bonds
N
frag A
A
q 0.75 q   (143) 
where qA is the NAC for atom A and Nbonds is the number of bonds in the shortest chain connecting the 
atom to the substituent group. The purpose of this weighted sum is to smooth out the effects of the NACs, 
where all of the atoms in the substituent group are weighted by qA and those not in the substituent group 
receive a diminished weight that tends towards zero as the atom is far removed from the substituent group.  
Roberts and Moreland determined ' substituent constants using experimentally measured acid 
dissociation constants.156 As shown in Table 23, the HD NACs were most closely correlated to the ' 
values, where the R-squared correlation coefficient is that for linear regression: qfrag = a0 + a1'.14 The 
DDEC6 NACs showed the second strongest correlation to the ' values, with an R-squared correlation 
coefficient of 0.90 for the weighted sum in Eq. (143). This shows the DDEC6 NACs captured the 
important chemical trend among the substituent groups. 
Table 23. Fragment charges for the low energy conformation. NAC methods ordered from highest to 
lowest R-squared correlation coefficient for weighted sum. 
    substituent net chargeb   weighted sum of  eq (143)b 
X σ'a HD DDEC6 DDEC3 ISA IH NPA ESP  HD DDEC6 DDEC3 ISA IH NPA ESP 
H 0.000 0.03 0.05 0.04 -0.01 0.07 0.21 -0.02  -0.01 -0.04 -0.03 0.02 -0.06 -0.20 -0.01 
OH 0.283 -0.08 -0.22 -0.25 -0.31 -0.25 -0.29 -0.33  -0.05 -0.12 -0.12 -0.09 -0.15 -0.34 -0.10 
CO2
C2H5 
0.297 -0.03 -0.02 -0.02 -0.07 0.06 0.02 -0.04  -0.04 -0.10 -0.08 -0.04 -0.09 -0.29 -0.02 
Br 0.454 -0.1 -0.23 -0.25 -0.29 -0.11 -0.02 -0.19  -0.07 -0.17 -0.16 -0.15 -0.13 -0.30 -0.18 
CN 0.579 -0.16 -0.17 -0.16 -0.25 -0.12 -0.02 -0.31  -0.11 -0.16 -0.14 -0.10 -0.16 -0.32 -0.10 
R2 corr. coef. 0.92 0.54 0.44 0.51 0.26 0.17 0.44   0.93 0.90 0.81 0.71 0.69 0.59 0.47 
a From reference 156. b DDEC3, ESP, HD, IH, ISA, and NPA NACs are from reference 14. 
 We now consider accuracy of these charge assignment methods for reproducing the electrostatic 
potential across various system conformations. As shown in Table 24, the conformational transferability 
of the charge assignment methods from best to worst ordered IH >  NPA > DDEC6 > DDEC3 > ISA > 
HD. The excellent conformational transferability of IH charges and poor conformational transferability of 
ISA charges have also been shown in prior work.14, 64, 65 Table 25 compares the electrostatic potential 
RMSE and RRMSE values averaged across all molecular conformations for each of the point charge 
models using (a) NACs optimized individually for each conformation, (b) conformation averaged NACs, 
and (c) the low energy conformation NACs. DDEC6 values at the M+SCP (individually optimized for 
each conformation and using the low energy conformation), D (individually optimized for each 
conformation), and D+SCP (individually optimized for each conformation) levels are also shown for 
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comparison. As expected, the ESP NACs reproduced the electrostatic potential most accurately among all 
point charge models optimized individually for each conformation. Although the DDEC6 NACs gave 
significantly higher RMSE and RRMSE values than the ESP NACs, the DDEC6 RMSE and RRMSE 
values including atomic dipoles (e.g., D and D+SCP) were approximately the same as those for ESP NACs 
optimized individually for each conformation. When using the conformation averaged NACs, ESP NACs 
still yielded the best overall results with the DDEC3 and DDEC6 NACs not far behind. When using NACs 
from the low energy conformation, the DDEC6 method provided the best overall results. 
Table 24. Assessment of the conformational transferability of 
different charge assignment methods. NAC methods ordered 
from highest to lowest conformational transferability. 
 Mean unsigned deviation of NACsa 
Substituent: H Br CN OH Ester 
Conformations: 4 4 4 8 16 
IH 0.002 0.002 0.002 0.003 0.002 
NPA 0.004 0.004 0.004 0.006 0.006 
DDEC6 0.005 0.005 0.005 0.007 0.006 
DDEC3 0.007 0.007 0.007 0.010 0.008 
ISA 0.015 0.015 0.016 0.025 0.016 
HD 0.038 0.057 0.051 0.045 0.041 
a Mean unsigned deviations of NACs for the DDEC3, HD, 
IH, ISA, and NPA are from reference 14. 
 Finally, we considered the 25 conformations of the –OH substituted carboxylic acid generated by 
the ab initio molecular dynamics (AIMD) calculations of Manz and Sholl at 300 K (Nosé thermostat).14 
Following AIMD calculations in VASP using the PW91 functional with D2 dispersion corrections, Manz 
and Sholl computed the electron distributions and electrostatic potentials in GAUSSIAN 09 using the 
B3LYP/6-311++G** level of theory for each geometry.14 We use these same geometries, electron 
distributions, and electrostatic potentials here. Our purpose here is to see how the DDEC6 NACs perform 
compared to the previously reported results14 for the DDEC3, ESP, HD, IH, ISA, and NPA methods. As 
shown in Table 26, the DDEC6 NACs had lower electrostatic potential RMSE and RRMSE values across 
these AIMD conformations than any of the other six charge assignment methods when using either the 
low energy NACs or the conformation averaged NACs from Table 25. In summary, all of these tests for 
substituted carboxylic acids show the DDEC6 NACs have desirable properties for constructing flexible 
force-fields: (a) reproduce chemical trends, (b) good conformational transferability, and (b) reasonable 
accuracy for reproducing the electrostatic potential across various system conformations. 
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Table 25. Average RMSE and RRMSE values for charge assignment methods. NAC methods listed in 
alphabetical order. The best values for a point charge model are shown in boldface type. Values at M+SCP, 
D, or D+SCP are shown in boldface type if they are equal to or better than the best point charge model. 
a RMSE and RRMSE for the DDEC3, ESP, HD, IH, ISA, and NPA are from reference 14. 
 
 
 
 
 
 Avg. RMSE (kcal/mol)a  Avg. RRMSEa 
Substituent  H Br CN OH Ester  H Br CN OH Ester 
NACs optimized separately for each conformation 
DDEC3 0.81 1.15 0.87 0.89 0.77  0.13 0.18 0.10 0.13 0.10 
DDEC6            
      M 0.90 1.17 1.04 1.16 1.02  0.14 0.18 0.12 0.16 0.13 
      M + SCP 0.89 1.16 1.03 1.15 1.01  0.14 0.18 0.11 0.16 0.13 
      D 0.33 0.87 0.37 0.47 0.38  0.05 0.13 0.04 0.07 0.05 
      D + SCP 0.32 0.88 0.37 0.48 0.38  0.05 0.13 0.04 0.07 0.05 
ESP 0.49 0.93 0.38 0.48 0.42  0.07 0.14 0.04 0.07 0.04 
HD 2.85 3.26 3.67 3.73 3.27  0.41 0.48 0.40 0.51 0.41 
IH 1.12 2.49 1.60 1.35 1.05  0.18 0.38 0.18 0.20 0.14 
ISA 0.73 1.45 0.74 0.71 0.70  0.11 0.22 0.08 0.10 0.09 
NPA 1.71 3.23 2.56 1.94 2.98  0.25 0.49 0.29 0.27 0.31 
Conformation averaged NACs 
DDEC3 1.27 1.48 1.29 1.40 1.25  0.18 0.22 0.14 0.19 0.16 
DDEC6 1.21 1.41 1.31 1.38 1.27  0.18 0.21 0.14 0.19 0.16 
ESP 1.10 1.36 1.00 1.37 1.38  0.15 0.20 0.11 0.19 0.14 
HD 2.88 3.31 3.70 3.71 3.31  0.41 0.50 0.41 0.50 0.42 
IH 1.48 2.65 1.84 1.75 1.39  0.23 0.41 0.21 0.25 0.18 
ISA 1.33 1.81 1.31 1.57 1.43  0.18 0.26 0.14 0.21 0.18 
NPA 2.12 3.47 2.86 2.42 3.71  0.30 0.52 0.32 0.33 0.38 
All conformations use NACs from low energy conformation 
DDEC3 1.39 1.61 1.38 1.73 1.44  0.19 0.23 0.15 0.24 0.18 
DDEC6            
      M 1.31 1.49 1.35 1.63 1.34  0.18 0.22 0.15 0.22 0.17 
      M + SCP 1.30 1.49 1.44 1.62 1.33  0.18 0.22 0.15 0.22 0.17 
ESP 1.49 1.73 1.26 2.12 1.91  0.19 0.24 0.13 0.28 0.20 
HD 2.97 3.24 3.68 3.74 3.31  0.42 0.48 0.41 0.51 0.42 
IH 1.55 2.61 1.85 1.98 1.48  0.23 0.40 0.21 0.28 0.19 
ISA 1.46 1.97 1.41 1.98 1.74  0.19 0.29 0.15 0.27 0.21 
NPAa 2.23 3.50 2.93 2.57 4.05  0.31 0.52 0.32 0.35 0.42 
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Table 26. Average RMSE (kcal/mol) and RRMSE values for geometries of the –OH substituted carboxylic 
acid generated using ab initio molecular dynamics. NAC methods listed in alphabetical order. The best 
values are shown in boldface type.  
 DDEC3a DDEC6 ESPa HDa IHa ISAa NPAa 
Using the low energy conformation NACs of Table 25 
RMSE 2.51 2.17 3.23 4.38 2.55 3.04 3.65 
RRMSE 0.27 0.23 0.35 0.47 0.27 0.33 0.39 
Using the conformation averaged NACs of Table 25 
RMSE 2.08 1.88 2.11 4.31 2.11 2.44 3.39 
RRMSE 0.23 0.20 0.23 0.47 0.23 0.26 0.37 
a From reference 14. 
5.5.2 Li2O molecule 
 Wang et al. compared several charge assignment methods for the Li2O molecule constrained to 
bent angles of 90, 100, … 170° with bond lengths and electron distributions at each of these angles 
optimized using the M06L functional and def2-TZVP basis set.26 They found the CM5 NACs closely 
reproduced the Li2O dipole moment while the DDEC3 NACs significantly overestimated the Li2O dipole 
moment.26 In symmetric non-linear conformations of Li2O, the NACs that exactly reproduce the molecular 
dipole moment are uniquely defined (aka ‘Dipole charge’).26 Here, we revisit this example to study in 
greater depth relationships between NACs, molecular dipole moments, electrostatic potential RMSE and 
RRMSE, and atomic dipole moments.  
Table 27 summarizes computed NACs for each of the geometries studied by Wang et al.26 plus the 
global low energy conformation using the M06L/def2-TZVP level of theory. The global low energy 
conformation is a linear molecule corresponding to a 180° angle. The Dipole charge cannot be computed 
for this low energy conformation, because its molecular dipole is zero irrespective of the NAC. For all of 
the charge assignment methods except the Bader method, the NAC increased monotonically as the angle 
increased. (For the Bader method, the increase was almost monotonic.) In order of smallest to largest Li 
NACs, the charge assignment methods were HD < CM5 < Dipole charge < NPA, ESP < DDEC6, Bader 
< DDEC3.  
Table 27. Li NAC for different Li–O–Li angles in singlet Li2O molecules using various charge models. 
NAC methods listed in alphabetical order. 
a Except for the linear molecule, NACs for the HD, CM5, DDEC3, ESP, NPA, and Dipole charge methods 
are from reference 26. b Cannot be determined because the dipole moment is zero and the molecule is linear 
and symmetric. 
 Li net atomic chargea (geom opt) 
180  Angle  90 100 110 120 130 140 150 160 170 
Bader 0.83 0.85 0.85 0.86 0.86 0.86 0.86 0.87 0.86 0.87 
CM5 0.55 0.56 0.57 0.58 0.59 0.60 0.60 0.61 0.61 0.62 
DDEC3 0.83 0.88 0.92 0.94 0.96 0.97 0.98 0.98 0.98 0.98 
DDEC6 0.77 0.80 0.83 0.85 0.87 0.88 0.89 0.90 0.90 0.90 
Dipole charge 0.59 0.59 0.60 0.60 0.60 0.61 0.62 0.64 0.65 b 
ESP 0.61 0.63 0.65 0.67 0.70 0.74 0.79 0.83 0.86 0.87 
HD 0.39 0.40 0.40 0.41 0.41 0.42 0.42 0.43 0.43 0.44 
NPA 0.78 0.79 0.80 0.81 0.83 0.84 0.85 0.85 0.86 0.86 
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To further understand these trends, Table 28 summarizes the electrostatic potential RMSE and 
RRMSE, dipole moment mean absolute error (MAE), and the mean unsigned deviation (MUD) from the 
conformation averaged NAC. From best to worst conformational transferability, the charge assignment 
methods ordered Bader > Dipole charge, HD > CM5, NPA > DDEC6 , DDEC3 > ESP. From best to worst 
accuracy in reproducing the dipole moment, the methods ordered Dipole charge > CM5 > ESP > HD > 
NPA > DDEC6 > Bader > DDEC3. For the RMSE and RRMSE, HD performed the worst of all the charge 
assignment methods, and DDEC3 performed the second worst. Among the different point charge models, 
the ESP NACs provided the lowest RMSE and RRMSE when the NACs were optimized separately for 
each molecular conformation. 
Table 28. Average electrostatic potential RMSE (kcal/mol), RRMSE, dipole moment MAE in atomic 
units, and conformational transferability of Li2O for various charge assigment methods. Charge 
assignment methods listed in alphabetical order. 
 
conformation 
averaged 
NACs 
NACs optimized 
separately for each 
conformation 
NACs from the 
lowest energy 
conformation 
 
dipole 
moment 
MAE 
NAC 
conformational 
transferability 
(MUD)  RMSE RRMSE RMSE RRMSE RMSE RRMSE  
Bader 6.46 0.25 6.30 0.25 7.18 0.28  0.63 0.01 
CM5 6.92 0.29 6.90 0.29 6.31 0.26  0.07 0.03 
DDEC3 8.01 0.31 7.55 0.30 9.09 0.36  0.80 0.05 
DDEC6          
      M 6.48 0.26 5.76 0.23 7.17 0.28  0.59 0.05 
      M + SCP a a 5.85 0.23 7.19 0.28  0.59 0.05 
      D b b 1.43 0.06 b b  0.00 0.05 
      D + SCP b b 1.20 0.05 b b  0.00 0.05 
Dipole charged 6.68 0.29 6.62 0.28 c c  0.00 0.02 
ESP 5.55 0.23 4.40 0.18 7.27 0.28  0.19 0.11 
HD 11.40 0.48 11.49 0.48 10.72 0.44  0.50 0.02 
NPA 6.10 0.24  5.56 0.22 7.03 0.28  0.53 0.03 
a Not computed. b Not computed, because the variation in the molecular conformation affects the orientation 
of the atomic dipoles. c Dipole charges cannot be determined, because the dipole moment of the lowest energy (i.e., 
linear) conformation is zero irrespective of the NAC values. d Since no Dipole charges were available for the linear 
molecule, these represent values for the nine non-linear conformations. 
Across all of the accuracy measures listed in Table 28, the following overall trends were observed: 
(a) the NPA, DDEC6, CM5, and Bader NACs performed better than the DDEC3 NACs, (b) the NPA 
NACs performed better than the DDEC6 NACs, (c) across the subset of accuracy measures where the 
Dipole charges were defined, they performed as good as or better than the CM5 and DDEC3 NACs, and 
(d) all other comparisons between NAC methods yielded mixed results, with better performance for at 
least one accuracy measure and worse performance for at least one accuracy measure. 
For comparison, Table 28 also lists DDEC6 results including spherical charge penetration and 
atomic dipoles. Adding spherical charge penetration to the point charges had negligible effect on the 
results. However, adding spherical charge penetration to the DDEC6 point charges plus atomic dipoles 
decreased the conformation specific RMSE to 1.20 kcal/mol, which was dramatically better than any of 
the point charge only models. 
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What conclusions can be drawn from these results? We can definitely say the HD NACs were too 
small in magnitude and the DDEC3 NACs were too large in magnitude for this material.26 We can also 
say the Dipole charge is a limited concept, because it cannot be computed for some molecular 
conformations. Overall, this example illustrates some of the compromises involved in designing a general-
purpose charge assignment method: (a) The molecular dipole moment can be reproduced exactly using a 
point charge plus atomic dipole model, but this makes the model more complicated than a point charge 
only model. (b) Fitting the electrostatic potential directly to a point charge model for each conformation 
leads to comparatively low RMSE values, but this degrades the conformational transferability as 
demonstrated by the ESP results. (c) The electrostatic potential can be more accurately reproduced by a 
(truncated) multipole model with charge penetration terms (e.g., D+SCP), but this results in more 
complicated force-field terms. 
5.5.3 Zn-nicotinate metal-organic framework 
 Figure 14 shows the Zn-nicotinate MOF. This structure is comprised of one-dimensional pore 
channels having an approximately square cross-section. The electrostatic potential is most positive near 
the atomic nuclei and becomes most negative near the pore centers. In Figure 14, a contour of electrostatic 
potential isovalue is displayed as a green surface. 
 To assess the effects of framework flexibility on the Zn-nicotinate MOF, we performed an AIMD 
calculation in VASP. This AIMD simulation used a planewave cutoff energy of 400 eV, the PAW method, 
and PBE functional for 1200 fs with a time step of 1 fs. (Electronic energies were converged to 10-4 eV 
and a PREC = Normal grid was used.) A canonical ensemble at T = 300 K was simulated using a Nosé 
thermostat157. An initial run using a Nosé-mass setting SMASS = 0.03 exhibited unreasonably large 
temperature fluctuations (~1000K maximum temperature fluctuation), so the Nosé mass was set using 
SMASS = 0.005 and exhibited reasonable temperature fluctuations that preserved the MOF’s chemical 
integrity. A period of ~250 fs was allowed for thermal equilibration. Twenty-one conformations were used 
for the subsequent charge analysis: the DFT-optimized minimum energy geometry and 20 AIMD 
conformations corresponding to time steps 250, 300, 350, ... 1200. For each of these conformations, the 
valence and total all-electron densities and electrostatic potential were generated in VASP using single-
point (fixed-geometry) calculations with a PREC = Accurate grid.  
 Electrostatic potential fitting NACs were calculated using the REPEAT method and associated 
software code by Campaña, Mussard, and Woo.20 For the REPEAT method, NACs were fit outside 
surfaces defined by γR=1.0 and 1.3 times the atomic vdW radii. As previously noted, REPEAT NACs are 
highly sensitive to the particular value of this vdW multiplier γR.20, 72, 73 Campaña et al.20 recommended 
the value γR =1.0.  Chen et al. recommended the value γR =1.3.73  
 Table 29 summarizes electrostatic potential RMSE and RRMSE values averaged over all 21 
system conformations. These were computed on a uniform grid defined by an inner vdW multiplier of 1.3 
and an outer vdW multiplier limited only by the pore size.72 When using the conformation averaged NACs 
and the conformation specific NACs, the REPEAT method produced a more accurate representation of 
the electrostatic potential than the DDEC6 NACs. By definition, electrostatic potential fitting methods 
(such as REPEAT) should produce a more accurate representation of the electrostatic potential than other 
types of atom-centered point charge models when using the conformation specific NACs. Including 
atomic dipoles in the conformation specific NACs dramatically lowered the DDEC6 RMSE from 2.99 to 
0.55 kcal/mol, which was even better than the REPEAT values for both γR =1.0 and 1.3. This means that 
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for reproducing the electrostatic potential of a rigid framework, the DDEC6 method including atomic 
dipoles sometimes outperforms the REPEAT NACs. As shown in Table 29, including the spherical charge 
penetration term had negligible effect. When using the low energy conformation NACs, REPEAT with γR 
=1.0 yielded the lowest RMSE and RRMSE values. For the low energy conformation NACs, the DDEC6 
RMSE and RRMSE values were between the REPEAT values using γR = 1.0 and 1.3.  
Table 29. Average RMSE (kcal/mol) and RRMSE of Zn-nicotinate 
metal-organic framework at 21 different structural conformations. 
The values in parentheses include spherical charge penetration effects. 
 DDEC6 REPEAT 
(γR=1.0) 
REPEAT 
(γR=1.3)  M (M+SCP) D (D+SCP) 
 Using the conformation averaged NACs 
RMSE 3.13 a 1.05 1.01 
RRMSE 0.49 a 0.22 0.20 
 Using the conformation specific NACs 
RMSE 2.99 (3.00) 0.55 (0.47) 0.65 0.60 
RRMSE 0.47 (0.47) 0.10 (0.09) 0.11 0.10 
 Using the low energy conformation NACs 
RMSE 3.39 (3.38) a 2.34 3.56 
RRMSE 0.53 (0.53) a 0.40 0.66 
a Not computed, because the variation in the molecular 
conformation affects the orientation of the atomic dipoles. 
 
 
Figure 14. The geometry-optimized Zn-nicotinate MOF with one-dimensional pore channels. The lines 
mark the unit cell boundaries. The pore cross-sections are approximately square. The green surface 
corresponds to an electrostatic potential isovalue. The electrostatic potential becomes more negative closer 
to the pore centers and more positive closer to the atomic nuclei. Atom colors: C (gray), N (blue), O (red), 
Zn (orange), H (pink). 
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 Table 30 summarizes information about the conformational transferability of the NACs. The 
DDEC6 NACs had excellent conformational transferability with a MUD ≤ ~0.01 for each atom type. 
Moreover, the max and min DDEC6 NACs for each atom type differed by < 0.1e. The REPEAT method 
had better conformational transferability with γR =1.0 than with γR =1.3. For γR =1.0,  three of the atom types 
exhibited fluctuations > 0.5 e as measured by the difference between max and min NACs. For γR =1.3, the Zn NAC 
varied from -0.49 to 1.38 across the different conformations, and two of the other atom types also exhibited 
fluctuations > 1e. With the exception of atom type O(1), all of the min and max values of the DDEC6 NACs were 
between the min and max values of the REPEAT NACs using γR =1.3. With the exception of atom types C(6), 
O(1), and O(2), all of the min and max values of the DDEC6 NACs were between the min and max values of the 
REPEAT NACs using γR =1.0. 
Table 30. Average, maximum, minimum, and mean unsigned deviation of NACs for each atom type in 
Zn-nicotinate using DDEC6 and REPEAT methods. 
atom 
type 
DDEC6  REPEAT (γR =1.0)  REPEAT (γR =1.3) 
avg max min MUD  avg max min MUD  avg max min MUD 
C(1) -0.12 -0.10 -0.14 0.01  -0.16 0.08 -0.36 0.09  -0.14 0.34 -0.50 0.18 
C(2) -0.06 -0.05 -0.08 0.01  -0.06 0.17 -0.23 0.07  0.03 0.56 -0.20 0.11 
C(3) -0.02 0.00 -0.04 0.01  0.05 0.25 -0.14 0.07  -0.04 0.32 -0.42 0.13 
C(4) 0.08 0.10 0.05 0.01  0.14 0.33 -0.19 0.09  0.03 0.40 -0.42 0.17 
C(5) 0.09 0.14 0.06 0.01  0.19 0.50 -0.05 0.11  0.20 0.77 -0.33 0.21 
C(6) 0.56 0.58 0.52 0.01  0.37 0.51 0.20 0.06  0.26 0.59 0.04 0.13 
H(1) 0.09 0.10 0.07 0.01  0.04 0.16 -0.03 0.03  0.10 0.26 -0.04 0.07 
H(2) 0.10 0.11 0.08 0.00  0.03 0.11 -0.03 0.03  0.00 0.22 -0.37 0.08 
H(3) 0.12 0.13 0.11 0.01  0.09 0.20 -0.04 0.04  0.05 0.28 -0.18 0.09 
H(4) 0.12 0.14 0.11 0.00  0.08 0.18 0.00 0.03  0.12 0.30 -0.07 0.07 
N -0.23 -0.21 -0.25 0.01  -0.37 -0.10 -0.63 0.11  -0.23 0.47 -0.68 0.24 
O(1) -0.56 -0.53 -0.58 0.01  -0.39 -0.28 -0.49 0.04  -0.23 0.05 -0.51 0.13 
O(2) -0.53 -0.50 -0.56 0.01  -0.41 -0.32 -0.51 0.03  -0.37 -0.21 -0.65 0.07 
Zn 0.74 0.76 0.70 0.01  0.80 0.91 0.54 0.08  0.47 1.38 -0.49 0.33 
 What are the implications of these results for developing force-fields to reproduce the electrostatic 
potential surrounding materials? If the goal is to reproduce the electrostatic potential as accurately as 
possible surrounding a rigid material using an atom-centered point-charge model without regard for the 
chemical meaning of those NACs, then methods such as ESP,17 Chelp,18 or Chelpg19 for molecular systems 
or REPEAT20 for periodic materials or the Wolf-summation technique of Chen et al.73 are preferable, 
because these methods minimize RMSE without regard for the chemical meaning of the NACs. If the goal 
is to produce chemically meaningful NACs that reproduce the electrostatic potential as accurately as 
possible surrounding a rigid material, the DDEC6 method is preferable with or without including atomic 
dipoles, because this method assigns atomic electron distributions to resemble real atoms and reproduce 
the electrostatic potential. For constructing flexible, non-reactive force-fields, NACs based on the low-
energy structure or an average across multiple system conformations can be used. Depending on the 
material and computational details, either the DDEC6, REPEAT20 (or its extension to simultaneously fit 
multiple conformations74), ESP,17 Chelp,18 Chelpg,19 or Wolf-summation technique73 may yield the more 
accurate flexible force-field NACs. 
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5.6 Systems comprised almost entirely of surface atoms 
 Figure 15 compares DDEC6 to DDEC3 NACs for the same materials comprised almost entirely 
of surface atoms that were previously used by Manz and Sholl to prepare a similar plot comparing 
DDEC/c2 to DDEC3 NACs.14 We used the same geometries and electron density files as reference 14. 
These materials were: (a) B4N4 cluster, (b) BN nanotube, (c) h-BN sheet, (d) formamide (PW91 exchange-
correlation functional with 6-311++G** and planewave basis sets), (e) the metal-organic frameworks 
IRMOF-1 (DFT-optimized and x-ray diffraction geometries), MIL-53(Al), ZIF-90, ZIF-8, Zn-nicotinate 
(PW91 optimized geometry), and CuBTC, (f) ZrN4C52H72 organometallic complex, (g) ZrO4N4C52H72 
organometallic complex, (h) [GdI]+2 (SDD and planewave basis sets), (i) the MgI, MoI, SnI, TeI, and TiI 
molecules using both SDD and planewave basis sets, (j) [Cr(CN)6]
3-, (k) the ozone singlet and triplet spin 
states using the PW91, B3LYP, CCSD, SAC-CI, and CAS-SCF exchange-correlation theories, (l) ozone 
+1 cation doublet (PW91, B3LYP, and CCSD methods), (m) the Fe4O12N4C40H52 noncollinear single 
molecule magnet, and (n) [Cu2N10C36H52]
2+ spin triplet. As shown in Figure 15, the DDEC6 NACs follow 
a trend similar to the DDEC3 NACs for materials comprised almost entirely of surface atoms, but the two 
charge measures provide statistically significant differences. 
 
Figure 15. Comparison of DDEC3 and DDEC6 NACs for systems comprised almost entirely of surface 
atoms. The black line has a slope of 1 and an intercept of 0. 
5.7 Solid surfaces 
 A general purpose method for assigning NACs should yield reasonable results for both surface 
and buried atoms. This is significant, because some methods for assigning NACs such as DDEC/c1, 
DDEC/c2, ISA, REPEAT, ESP, etc. do not work well for buried atoms.13, 14, 66, 71, 72 Here, we show the 
DDEC6 method continues to give reasonable results for three solid surfaces already studied with the 
DDEC3 method: a K adatom on a Mo2C (110) surface, the NaF(001) surface, and the SrTiO3(100) 
surface.14 The K adatom on a Mo2C (110) surface slab geometry is from Han et al.,
158 and for this material 
we used the same PBE-generated electron distribution and DDEC3 NACs as Manz and Sholl14. We 
optimized the NaF(001) and SrTiO3(100) surface slab geometries and electron distributions using the PBE 
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functional at the PBE-optimized NaF and SrTiO3 bulk lattice constants and used these to compute DDEC3 
and DDEC6 NACs. 
Figure 16 shows the geometries of these three surface slabs and compares the DDEC6 and DDEC3 
NACs. For all three materials, the general trends displayed by the DDEC6 and DDEC3 NACs were 
similar, except the DDEC3 NACs were larger in magnitude than the DDEC6 NACs. For all three of these 
solid surfaces, the DDEC6 method gave similar (but not identical) NACs for the surface and buried atoms 
of the same element. This shows the DDEC6 method analyzes surface and buried atoms on a consistent 
basis.  
 
Figure 16:  DDEC6 (and DDEC3 in parentheses) NACs of top: K adatom on a Mo2C (110) surface; center: 
NaF(001) slab; bottom: SrTiO3(100) slab. 
Table 31 compares the NACs and atomic multipoles for the SrTiO3 slab to those of the bulk 
material. SrTiO3 is comprised of alternating SrO and TiO2 layers. The trends in atomic dipoles were 
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similar for the DDEC3 and DDEC6 methods. All of the atomic dipoles in the bulk material were zero due 
to symmetry. In the surface slab, each atom had a non-zero atomic dipole parallel to the direction of the 
surface plane. In both the bulk and slab materials, the 2 2x yQ   quadrupolar component was zero for all atoms 
except the O atoms in the TiO2 planes. Half the oxygen atoms in each TiO2 plane had a positive value for 
the 2 2x yQ   quadrupolar component and the other half had a negative value. Because the surface breaks the 
crystal symmetry along the z-axis, the Sr and Ti atoms, which had 2 23z r
Q 0

  in the bulk material, acquired 
non-zero 2 23z r
Q

 moments in the surface slab. 
Table 31. DDEC6 NACs and multipole moments (in a.u.) for SrTiO3(100) and Bulk SrTiO3
a. DDEC3 
NACs and multipole moments shown in parentheses.  
Layer Atom NAC 𝜇𝑧 2 2x yQ   2 23z rQ   
1 O -1.260 (-1.479) 0.111 (0.193) 0.000 (0.000) -0.302 (-0.083) 
1 Sr 1.443 (1.722) -0.050 (-0.154) 0.000 (0.000) 0.349 (0.003) 
2 O -1.266 (-1.534) -0.036 (-0.039) ±0.145 (±0.254) 0.107 (0.183) 
2 Ti 2.236 (2.648) -0.007 (-0.010) 0.000 (0.000) -0.065 (-0.075) 
3 O -1.253 (-1.534) 0.020 (0.027) 0.000 (0.000) -0.265 (-0.435) 
3 Sr 1.505 (1.932) 0.005 (-0.018) 0.000 (0.000) 0.018 (0.009) 
4 O -1.265 (-1.562) 0.002 (0.001) ±0.143 (±0.245) 0.128 (0.213) 
4 Ti 2.253 (2.686) 0.001 (-0.002) 0.000 (0.000) -0.021 (-0.022) 
Bulk  O (Sr) -1.250 (-1.541) 0.000 (0.000) 0.000 (0.000) -0.287 (-0.474) 
Bulk O (Ti) -1.250 (-1.541) 0.000 (0.000) ±0.144 (±0.237) 0.144 (0.237) 
Bulk Sr 1.488 (1.927) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 
Bulk Ti 2.262 (2.696) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 
a For all atoms, 𝜇𝑥 = 𝜇𝑦 = 𝑄𝑥𝑦 = 𝑄𝑥𝑧 = 𝑄𝑦𝑧 = 0.000. 
 
Table 32: DDEC and Bader NACs for SrTiO3 crystal at 
ambient pressure. Results shown using the following 
number of frozen core electrons: (12) Ti, (28) Sr, and (2) O.  
Atom 
type 
DDEC3 DDEC6 Bader IH/R3a 
O -1.541 -1.250 -1.162 -1.43 
Ti 2.696 2.262 2.091 2.69 
Sr 1.927 1.488 1.394 1.62 
a IH results from reference 63 using the R3 reference ions. 
 
Table 33: DDEC and Bader NACs for NaF crystal at ambient pressure. 
Atom 
type 
DDEC3a DDEC6a Badera IH/R3b 
Na 1.014  (1.000) 0.853 (0.877) 0.855  (0.798) 1.05 
F -1.014  (-1.000) -0.853 (-0.877) -0.855  (-0.798) -1.05 
a  Values listed for 2 frozen Na core electrons; values in parenthesis for 10 frozen Na 
core electrons. b IH results from reference 63 using the R3 reference ions. 
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Table 32 and Table 33 compare DDEC3, DDEC6, Bader, and IH/R3 NACs for bulk NaF and 
SrTiO3, respectively. We used PBE optimized geometries and electron distributions to compute the 
DDEC3, DDEC6, and Bader results. For these materials, the NAC magnitudes followed the trend DDEC3, 
IH/R3 > DDEC6, Bader. 
5.8 Collinear and non-collinear magnetic materials 
 For both the collinear and non-collinear magnetic systems described below, DDEC6 ASMs were 
computed with the method of Manz and Sholl68 using the DDEC6 atomic electron distributions and the 
recommended value spin = 0.5. Integrations were performed over 100 uniformly spaced radial shells up 
to a cutoff radius of 5 Å.  
5.8.1 Collinear magnetism 
 
Figure 17. Comparison of DDEC3 and DDEC6 atomic spin moments for systems with collinear 
magnetism. The black line has a slope of 1 and an intercept of 0. 
  
Figure 18. Left: Atomic structure of Mn12-acetate single molecule magnet. Mn type 1 (blue), Mn type 2 
(red), Mn type 3 (yellow). In the minimum energy conformations, the Mn ASM vectors are perpendicular 
to the plane of the page. Middle: Computed spin-orbit coupling potential energy surface. Right: 
Comparison of DDEC6 NACs computed with LANL2DZ and planewave basis sets. 
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 Figure 17 compares DDEC6 to DDEC3 ASMs for all of the collinear magnetic materials studied 
in the article by Manz and Sholl14 that introduced the DDEC3 method: [Cr(CN)6]
3- spin quartet, 
[Cu2N10C36H52]
2+ spin triplet, anti-ferromagnetic CuBTC metal-organic framework, anti-ferromagnetic 
Fe2O3 crystal, anti-ferromagnetic Fe2SiO4 crystal, anti-ferrimagnetic Fe3O4 crystal (PBE functional and 
PBE+Ueff  (Ueff = 4.0 eV) functionals), Fe3Si crystal, [GdI]
+2 using both SDD and planewave basis sets, 
the MgI, MoI, SnI, TeI, and TiI molecules using both SDD and planewave basis sets, and the ozone triplet 
spin state and the ozone +1 cation doublet spin state using the PW91, B3LYP, and CCSD exchange-
correlation theories. The same geometries, electron distributions, and spin distributions were used as input 
for DDEC6 analysis as were previously used for DDEC3 analysis14. As shown in Figure 17, the DDEC6 
and DDEC3 ASMs are essentially identical. This follows the observation that ASMs are usually less 
sensitive than NACs to the choice of atomic population analysis method.14, 68, 159  
Table 34.Comparison of DDEC6 ASMs for Mn atoms in the Mn12-acetate single molecule magnet to prior 
experiments and computations. Our computed magnetic anisotropy barrier is also compared to prior 
experiments and computations. 
Atom Type 
DDEC6 
PBE 
Planewave 
DDEC6 
PBE 
LANL2DZ 
experiments 
Pederson 
Khanna 
PBEb 
 Atomic Spin Moment 
Mn type 1 -2.80 -2.56 -2.34±0.13a -2.6 
Mn type 2 3.82 3.63 3.79±0.12a 3.6 
Mn type 3 3.81 3.57 3.69±0.14a 3.6 
 Magnetic Anisotropy Barrier 
 59.5  60–62c 55.6–55.8 
a Polarized neutron diffraction experiments of Robinson et al.160 bPederson and Khanna using 
integration of the spin density over spheres of 2.5 bohr radius to compute the ASMs.161 cFort et al.162 
 As an additional example, we consider the Mn12-acetate (formula unit Mn12C32H56O48) single 
molecule magnet illustrated in Figure 18 (left panel). Mn12-acetate is one of the most widely studied of all 
single molecule magnets since its synthesis and discovery by Lis.163-165 We performed calculations in 
GAUSSIAN 09 using the PBE functional with LANL2DZ166 basis sets and in VASP using the 
PBE/planewave method. Experiments support a conceptual model with an S = 10 and SZ = 10 ground 
state.167  Accordingly, we set SZ=10 as a constraint on the GAUSSIAN 09 and VASP electron and spin 
distributions we computed. In VASP, we optimized the atomic positions and used the experimental lattice 
parameters of Farrell et al.168 (Cambridge Structural Database ID: BESXAA). In GAUSSIAN 09, we used 
an isolated molecule and optimized the atomic positions. As shown in Table 34, the DDEC6 ASMs 
computed using the PBE functional with both LANL2DZ and planewave basis sets were in good 
agreement with Robinson et al.’s160 polarized neutron diffraction experiments and Pederson and 
Khanna’s161 PBE computations. ASMs on all atoms except Mn atoms were almost negligible in magnitude 
(i.e., ≤ 0.033 (planewave) and ≤ 0.077 (LANL2DZ)), which agrees with the experimental finding that 
“there is no evidence for net [magnetic] moments on the oxygen atoms”160. The magnetic anisotropy 
barrier of a single molecule magnet is the energy required to flip the magnetic moment orientation relative 
to the molecular structure.164 We computed this barrier by performing 62 single-point spin-orbit coupling 
calculations in VASP, where the electron and spin distributions were kept constant while the magnetic 
direction was rotated (by varying the SAXIS parameter in VASP). A 1×1×2 Monkhorst-Pack k-point mesh 
83 
 
was used with Fermi smearing (smearing width = 0.05 eV) and a spherical gradient field cutoff (i.e., 
GGA_COMPAT = .FALSE.) and one-center PAW charge densities stored using LMAXMIX = 6. As 
shown in Figure 18 (middle panel), the spin-orbit coupling potential energy surface had global energy 
minima at the poles and a global energy maximum at the equator with no other local energy minima or 
maxima. This yielded a magnetic anisotropy barrier of 5.13 meV (59.5 K), which is in good agreement 
with Fort et al.’s162 experimental value of 60–62 K and Pederson and Khanna’s computed value of 55.6–
55.8 K161. As shown in Figure 18 (right panel), DDEC6 NACs computed with the LANL2DZ basis set are 
nearly identical to those computed using the planewave basis set. This shows the DDEC6 NACs are not 
overly sensitive to the basis set choice. 
5.8.2 Noncollinear magnetism 
 The left panel of Figure 19 shows the globally minimized geometry and non-collinear magnetic 
structure of the Fe4O12N4C40H52 noncollinear single molecule magnet. We computed DDEC6 NACs and 
the atomic spin magnetization vectors  AM  for this material using the same electron and spin 
magnetization density files as reference 68. As shown in the center panel, the DDEC6 NACs followed a 
similar trend and magnitude as the DDEC3 NACs reported in reference 14. The atomic spin magnitudes 
are the magnitudes of the atomic spin magnetization vectors: A AM M . As shown in the right panel, 
the DDEC6 atomic spin magnitudes were virtually identical to the DDEC3 values. The total wall time 
from CHARGEMOL program start (before input file reading) to end (after output printing finished) was 16.3 
minutes for this calculation run on a single processor core in Intel Xeon E5-2680v3 at the Comet 
supercomputing cluster. This works out to 8.7 seconds per atom. This calculation utilized a volume of 
2.9×10-3 bohr3 per grid point. These results demonstrate that DDEC6 is well-suited for quantifying NACs 
and atomic spins in non-collinear magnets. 
 
Figure 19. Left: Fe4O12N4C40H52 noncollinear single molecule magnet structure reproduced with 
permission from reference 68 (© ACS 2011). The arrows show the magnitude and direction of the atomic 
spin magnetization vectors on each atom. The atomic spin magnitudes are small on all atoms except the 
four iron atoms. Center: Comparison of DDEC3 and DDEC6 net atomic charges. Right: Comparison of 
DDEC3 and DDEC6 atomic spin magnitudes. The black lines have a slope of 1 and an intercept of 0. 
5.8.3 Quantifying the consistency between assigned NACs and ASMs 
 An AIM method should preferably yield chemically consistent NACs and ASMs. For a special 
type of system, the consistency between assigned NACs and ASMs can be quantitatively measured. 
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Consider a single neutral atom or a +1 atomic cation having only one easily removable electron. For 
convenience, we refer to these atoms or atomic ions as containing only one labile electron. Next, consider 
an uncharged host system containing only deeply bound electrons that are paired. If we combine the atom 
or atomic ion having one labile electron with the host system having paired electrons to form a weakly or 
ionically bound endohedral complex, a portion of the labile electron’s density may be transferred to the 
host system’s atoms. Since there is only one labile electron in a background of strongly held effectively 
paired electrons (in the endohedral and host system atoms) and (optionally) strongly held like-spin 
unpaired electrons (in the endohedral atom), the labile electron’s spin cannot be locally cancelled by any 
other electrons in the system. In this case, the amount of electron density transferred from the endohedral 
atom to the host system should equal the amount of spin magnetization density transferred from the 
endohedral atom to the host system. This leads to the following quantification of consistency 
   total endohedral total endohedral
charge transferred to host spin magnetization transferred to host
q NAC M ASM       (144) 
where totalq 0  is the total system charge (in atomic units), totalM 0  is the system’s total spin magnetic 
moment (in atomic units), and NACendohedral and ASMendohedral are the assigned NAC and ASM of the 
endohedral atom in the endohedral complex. In the ideal case, 0 , because the single labile electron 
should transfer equal amounts of spin magnetization and negative charge to the host. This condition should 
also be fulfilled in situations where a weakly bound endohedral atom has approximately zero labile 
electrons. It is not necessarily fulfilled in cases where the number of labile electrons exceeds one, because 
in such cases the multiple labile electrons might be transferred into orbitals of opposing spins leading to 
physically different amounts of transferred spin magnetization and transferred negative charge. Nor should 
it be fulfilled in cases where a strong covalent bond forms between the endohedral atom and the host. 
 
Figure 20. Endohedral complexes used to test the charge and spin transfer consistency. The N, Xe, and Cs 
atoms are approximately centered in the C60 cage. The Li, Eu, and Am atoms attract to one side of the C60 
cage. The sizes of the endohedral atoms are not drawn to scale. 
 As specific examples, we consider the Li@C60, N@C60, Cs@C60, Xe@C60, [Eu@C60]
+1, and 
[Am@C60]
+1 endohedral fullerenes. The C60 host has only deeply held paired electrons.
169 (Experiments 
show C60 has a first ionization energy of 6.4–7.9 eV, an electron affinity of approx. 2.6–2.8 eV, and a first 
optical transition of approx. 3.2 eV.170-173)  These complexes were chosen as examples, because they span 
a wide range from light to heavy elements having zero to one labile electrons. The Li and Cs elements 
have a nominal s1 valence configuration; this outer s-electron is donated to the Li@C60 and Cs@C60 
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systems as the labile electron. The Eu+1 and Am+1 elements have a nominal f7s1 valence configuration; the 
half-filled f-shell is tightly held while the outer s-electron is donated to the [Eu@C60]
+1 and [Am@C60]
+1 
systems as the labile electron. (Spectroscopic experiments show Eu in  Eu@C60 is in the +II oxidation 
state, meaning the seven f electrons remain bound to the Eu atom.174, 175) Because Xe is a noble gas 
element, the Xe@C60 system has no labile electrons. Spectroscopic experiments show that in N@C60, the 
endohedral N atom has a quartet spin state analogous to the isolated N atom.176 This can be explained by 
the high electronegativity of the N atom, which retains its three unpaired electrons. Thus, we consider 
none of the electrons in N@C60 to be labile. 
 We optimized the geometries and electron distributions of these endohedral fullerenes in VASP 
using the PBE functional with the PAW method and a 400 eV plane-wave cutoff. A 20Å × 20Å × 20Å 
cubic unit cell was used. The positions of all atoms in the system were optimized until the forces on every 
atom were negligible. Due to the almost spherical nature of the C60 enclosure, only the equilibrium 
displacement of the endehedral atom from the cage’s center should be considered significant. Therefore, 
we did not attempt multiple initial geometries with different angular variations in the endohedral atom’s 
position. Figure 20 displays the optimized geometries. In Table 35, the optimized offset is the distance of 
the endohedral atom from the center of the C60 group. (The center of the C60 group was computed by 
averaging the (x, y, z) coordinates of the carbon atoms.) The N, Xe, and Cs atoms were located at the 
center of the C60 group (within a computational tolerance). The central position of the N atom and quartet 
spin state agree with electron paramagnetic resonance (EPR) and electron-nuclear double resonance 
(ENDOR) experiments.176 As reviewed by Popov et al., a wide variety of spectroscopic experiments show 
the noble gas atom in Ng@C60 complexes (Ng = He, Ne, Ar, Kr, or Xe) resides at the cage’s central 
position.177 The Cs@C60 geometry optimization converged to an energy minimum having a centrally 
located Cs atom, even though the calculation was started using a non-zero offset of 0.46 Å. This shows 
the central Cs position is at least a local (and perhaps global) energy minimum. In the optimized structures, 
the Li, Eu, and Am ions were displaced by > 1 Å from the center. Our calculated offset for Li@C60 is in 
good agreement with previous computational studies.178, 179 Prior calculations on neutral Eu@C60 and 
Am@C60 complexes also indicate an off-center position.
180-182    
Table 35: Computed NACs and ASMs for the enclosed atom in endohedral doped bucky-balls 
system 
optimized 
offset (Å) 
total 
unpaired 
electrons 
HD CM5 Bader DDEC6 
NAC ASM NAC NAC ASM NAC ASM 
Li@C60 1.52 1 0.323 0.002 0.566 0.899 0.000 0.903 -0.001 
N@C60 0.06 3 0.137 2.816 0.118 0.013 2.886 0.142 2.854 
Xe@C60 0.01 0 0.293 0.000 0.304 0.092 0.000 0.316 0.000 
Cs@C60 0.02 1 0.404 0.002 1.468 0.917 -0.001 1.057
a 
(1.000b) 
-0.002a 
(-0.002b)  
[Eu@C60]
+1 1.10 8 0.542 7.501 1.050 1.566 6.879 1.368 7.515 
[Am@C60]
+1 1.19 8 0.608 7.355 1.049 1.579 6.545 1.318 7.390 
mean absolute inconsistency: 0.601 0.386 0.302 0.147 
a Using 46 frozen Cs core electrons. b Using 54 simulated frozen Cs core electrons by treating 8 of the 9 
PAW valence electrons as core. 
86 
 
 In Table 35, the mean absolute inconsistency between the assigned NACs and ASMs is quantified 
as the average of the absolute value of  for the six materials. Because CM5 is a correction to the HD 
NACs, the CM5 method utilized the HD ASMs. Among the four methods, the HD NACs and ASMs were 
the most inconsistent with an average inconsistency of 0.6 electrons. The DDEC6 NACs and ASMs were 
the most consistent with an average inconsistency of 0.15 electrons. The CM5 and Bader methods had 
intermediate performance. Because the HD and DDEC6 ASMs were nearly the same, the poor 
performance of the HD method must have been due to its inaccurate NACs. 
 Examining the DDEC6 results in Table 35, ~1 electron was transferred from the Li and Cs atoms, 
leaving a Li+1 or Cs+1 cation in the center having negligible unpaired spin. The CM5 NAC of 1.468 for the 
Cs atom seems too high, because this implies removal of some of its outer core electrons. The HD, CM5, 
and DDEC6 methods all gave ~0.3 electrons transferred in the Xe system, but the Bader method gave ~0.1 
transferred electrons in this material. All four methods gave the least amount of electron transfer for the 
N system compared to other systems. In the Eu and Am cationic systems, ~0.5 electrons were transferred 
from the endohedral metal atom to the C60 host to give a NAC of ~1.5 and an ASM of ~7.5 for the 
endohedral metal atom. Overall, these results demonstrate reasonable consistency between the assigned 
DDEC6 NACs and ASMs.  
6. Conclusions 
  The main utility of net atomic charges (NACs) is they concisely convey important information 
about the electron distribution in materials. Due to the continuous nature of the electron cloud in a material, 
there is some flexibility in how to partition the total electron distribution among atoms-in-materials. In 
this article, we introduced a new and improved method, called DDEC6, for defining atoms-in-materials 
and computing NACs in periodic and non-periodic materials. Our method can be applied with equal 
validity to small and large molecules, ions, porous and non-porous solids, solid surfaces, nanostructures, 
and magnetic and non-magnetic materials irrespective of the basis set type used. This broad applicability 
makes it ideally suited for use as a default atomic population analysis method in quantum chemistry 
programs. The DDEC6 NACs are well-suited both for understanding charge-transfer in materials and for 
constructing flexible force-fields for classical atomistic simulations of materials. 
 A key advantage of our approach is that it includes a complete set of charge-compenstated 
reference ions for elements atomic number 1 to 109. To the best of our knowledge, this is the first complete 
reference ion library that has been computed for these elements. This is important, because approaches 
that compute the reference ions on-the-fly at the beginning of charge partitioning sometimes terminate 
with the error message that one or more reference ions could not be converged. Our fully computed 
reference ion library eliminates this problem. 
 We used a scientific engineering design approach to achieve nine performance goals: (1) the total 
electron distribution is partitioned among the atoms by assigning exactly one electron distribution to each 
atom, (2) core electrons remain assigned to the host atom, (3) NACs are formally independent of the basis 
set type because they are functionals of the total electron distribution, (4) the assigned atomic electron 
distributions give an efficiently converging polyatomic multipole expansion, (5) the assigned NACs 
usually follow Pauling scale electronegativity trends, (6) NACs for a particular element have good 
transferability among different conformations that are equivalently bonded, (7) the assigned NACs are 
chemically consistent with the assigned atomic spin moments, (8) the method has predictably rapid and 
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robust convergence to a unique solution, and (9) the computational cost of charge partitioning scales 
linearly with increasing system size. 
 The DDEC6 method clearly improves over the DDEC3 method. We recommend the DDEC3 
method be completely replaced with the DDEC6 method. The DDEC6 method alleviates the bifurcation 
or ‘runaway charges’ problem that occurs for some materials with earlier DDEC and Iterative Hirshfeld 
methods. The earlier DDEC and Iterative Hirshfeld methods sometimes have non-convex optimization 
functionals leading to non-unique solutions that depend on the starting conditions. For the H2 triplet 
molecule with a constrained bond length of 50 pm, the DDEC3 method yielded NACs of +0.5 and -0.5. 
These NACs are unphysical, because they break the molecular electron density’s symmetry. For this 
molecule, the DDEC6 NACs were +0.02 and -0.02, which reflects a magnification of integration error. 
For some materials, the DDEC3 NACs were too large in magnitude leading to core electrons being 
assigned to the wrong atom. For example, in compressed sodium chloride crystals some of the Na NACs 
were > +1. The DDEC6 method fixes this problem by making the following modifications relative to the 
DDEC3 method: (a) computing the electron population in a localized compartment surrounding each atom 
and using this localized population as one of the factors to determine a non-iterative reference ion charge 
for charge partitioning, (b) using a weighted spherical average to improve the effect of spherical averaging 
during charge partitioning, (c) constraining the atomic weighting factor wA(rA) to decay no faster than 
exp(-2.5rA) in an atom’s buried tail, and (d) using five conditioning steps instead of    
1
some _ ref avg
A A
 
   
when constructing  A Aw r  . For some materials, these improvements led to better correlations to: (i) core 
electron binding energy shifts (e.g., the studied Ti-containing compounds), (ii) electrostatic potentials 
(e.g., the Li2O molecule), and (iii) charge-transfer properties (e.g., the studied metal oxide and sulfide 
solids). Finally, the DDEC6 method is more computationally efficient than the DDEC3 method. For all 
materials, the DDEC6 method converges in exactly seven charge partitioning steps. For materials where 
the constraint core
A AN N   is not binding, only one DDEC6 charge cycle per charge partitioning step is 
required. 
 We now summarize the main results of our computational tests. For a series of high-pressure 
sodium chloride crystals with unusual stoichiometries, we found the DDEC3 method sometimes gives 
NACs in excess of +1.0 for the Na atoms and Bader’s quantum chemical topology sometimes yields non-
nuclear attractors while the DDEC6 method exhibits neither of these problems. As pointed out by Wang 
et al.26, the DDEC3 method predicts the incorrect electron transfer sign for the transition metal atom for 
the delithiation of solid LiCoO2 to CoO2. The DDEC6 method fixes this problem. For several Pd-
containing alloys, we compared the electron transfer direction predicted by element electronegativities to 
computed NACs: the Bader, DDEC3, and DDEC6 NACs followed the Pauling scale electronegativity 
trends while the HD and CM5 NACs did not. For (MgO)n (n = 1 to 6) clusters, we found the DDEC6 
method exhibits overall better performance than DDEC3 for reproducing the electrostatic potential and 
dipole moments. For natrolite, the DDEC6 NACs were  smaller in magnitude than the DDEC3 NACs. For 
this material, the DDEC6 NACs were closer to NACs extracted from high-resolution diffraction data using 
Kappa refinement (with the exception of the Na atom which was not refined). DDEC3 and DDEC6 were 
both in excellent agreement with formamide NACs extracted from high-resolution diffraction data using 
spherical atom refinement. For a series of Ti-containing compounds, core-electron binding energy shifts 
were approximately linearly correlated to the DDEC6, HD, and Bader NACs but not to the DDEC3 and 
88 
 
CM5 NACs. All five charge assignment methods gave reasonably good correlations between core electron 
binding shifts and computed NACs for the Mo-containing and Fe-containing compounds. For 13 materials 
studied at the low energy conformation, the DDEC6 NACs reproduced the electrostatic potential slightly 
better than the DDEC3 NACs in 8 of the 13 materials. A detailed study across various conformations of 
Li2O, five carboxylic acids, and the Zn-nicotinate MOF showed the DDEC6 NACs have excellent 
conformational transferability and are ideally suited for constructing flexible force-fields to approximately 
reproduce the electrostatic potential across various system conformations. For a series of systems 
comprised almost entirely of surface atoms, the DDEC6 and DDEC3 NACs exhibited similar trends with 
some statistically significant differences in NAC values. Tests of three solid surfaces (K adatom on a 
Mo2C (110) surface, NaF(001) slab, and SrTiO3(100) slab), showed the DDEC6 method maintains a 
consistent treatment of surface and buried atoms. Finally, we examined materials with collinear and non-
collinear magnetism and found the DDEC6 atomic spin moments (ASMs) are essentially identical to the 
DDEC3 ASMs. For the Mn12-acetate single molecule magnet, the computed DDEC6 ASMs were in 
excellent agreement with previous experiments160 and computations161. We computed the spin-orbit 
coupling potential energy surface for this material and found the resulting magnetic anisotropy barrier 
(5.13 meV) to be in excellent agreement with previous experiments162 and computations161. For six 
endohedral fullerenes containing one labile electron, the consistency between assigned NACs and ASMs 
was quantified for the Hirshfeld, CM5, Bader, and DDEC6 methods. Among these four methods, the 
DDEC6 method gave the most consistent agreement between assigned NACs and ASMs. 
 In closing, we note the DDEC6 atomic electron and spin distributions,     A A A Ar ,m r , can be 
used as the basis for computing additional AIM descriptors besides NACs and ASMs. A convenient 
method for computing bond orders based on DDEC6 partitioning has been developed by one of us (TAM) 
and will be described in a forthcoming publication. We have efficiently parallelized the computation of 
DDEC6 NACs, ASMs, and bond orders using OpenMP parallelization directives for Fortran. This 
parallelization will be the subject of a latter publication by us. Our parallelized code for computing 
DDEC6 NACs, ASMs, and bond orders is currently available in the CHARGEMOL program distributed via 
ddec.sourceforge.net.183 
Acknowledgments: Supercomputing resources were provided by the Extreme Science and Engineering 
Discovery Environment (XSEDE). XSEDE is funded by NSF grant OCI-1053575. XSEDE project grant 
TG-CTS100027 provided allocations on the Trestles and Comet clusters at the San Diego Supercomputing 
Center (SDSC) and the Stampede cluster at the Texas Advanced Computing Center (TACC). 
† Electronic supplementary information (ESI) available: Summary of alternative charge partitioning 
algorithms considered; summary of integration routines; iterative algorigthm for computing the convex 
functional NACs; and .xyz files (which can be read using any text editor or the free Jmol visualization 
program downloadable from jmol.sourceforge.net) containing geometries, net atomic charges, atomic 
dipoles and quadrupoles, fitted tail decay exponents, and atomic spin moments. 
7. References 
1. A. J. Shusterman and L. M. Hoistad, Teaching chemistry with electron density models. 2. Can 
atomic charges adequately explain electrostatic potential maps? Chem. Educator, 2001, 6, 36-40. 
2. E. Gouaux and R. MacKinnon, Principles of selective ion transport in channels and pumps, 
Science, 2005, 310, 1461-1465. 
89 
 
3. S. A. Clough, Y. Beers, G. P. Klein and L. S. Rothman, Dipole-moment of water from Stark 
measurements of H2O, HDO, and D2O, J. Chem. Phys., 1973, 59, 2254-2259. 
4. S. J. Skinner and J. A. Kilner, Oxygen ion conductors, Mater. Today, 2003, 6, 30-37. 
5. W. D. Price, R. A. Jockusch and E. R. Williams, Is arginine a zwitterion in the gas phase? J. Am. 
Chem. Soc., 1997, 119, 11988-11989. 
6. R. S. Mulliken, Electronic population analysis on LCAO-MO molecular wave functions. 1, J. 
Chem. Phys., 1955, 23, 1833-1840. 
7. G. Bruhn, E. R. Davidson, I. Mayer and A. E. Clark, Lowdin population analysis with and without 
rotational invariance, Int. J. Quant. Chem., 2006, 106, 2065-2072. 
8. A. E. Reed, R. B. Weinstock and F. Weinhold, Natural-population analysis, J. Chem. Phys., 1985, 
83, 735-746. 
9. J. A. Montgomery, M. J. Frisch, J. W. Ochterski and G. A. Petersson, A complete basis set model 
chemistry. VII Use of the minimum population localization method, J. Chem. Phys., 2000, 112, 6532-
6542. 
10. J. D. Thompson, J. D. Xidos, T. M. Sonbuchner, C. J. Cramer and D. G. Truhlar, More reliable 
partial atomic charges when using diffuse basis sets, PhysChemComm, 2002, 5, 117-134. 
11. B. D. Dunnington and J. R. Schmidt, Generalization of natural bond orbital analysis to periodic 
systems: applications to solids and surfaces via plane-wave density functional Theory, J. Chem. 
Theory Comput., 2012, 8, 1902-1911. 
12. A. E. Reed, L. A. Curtiss and F. Weinhold, Intermolecular interactions from a natural bond orbital, 
donor-acceptor viewpoint, Chem. Rev., 1988, 88, 899-926. 
13. T. A. Manz and D. S. Sholl, Chemically meaningful atomic charges that reproduce the electrostatic 
potential in periodic and nonperiodic materials, J. Chem. Theory Comput., 2010, 6, 2455-2468. 
14. T. A. Manz and D. S. Sholl, Improved atoms-in-molecule charge partitioning functional for 
simultaneously reproducing the electrostatic potential and chemical states in periodic and nonperiodic 
materials, J. Chem. Theory Comput., 2012, 8, 2844-2867. 
15. E. D. Stevens, J. Rys and P. Coppens, Quantitative comparison of theoretical calculations with 
experimentally determined electron-density distribution of formamide, J. Am. Chem. Soc., 1978, 100, 
2324-2328. 
16. J. L.Staudenmann, P. Coppens and J. Muller, Electron-distribution in superconducting alloys. 1. 
Analysis of V3Si at room-temperature, Solid State Commun., 1976, 19, 29-33. 
17. B. H. Besler, K. M. Merz and P. A. Kollman, Atomic charges derived from semiempirical methods, 
J. Comput. Chem., 1990, 11, 431-439. 
18. L. E. Chirlian and M. M. Francl, Atomic charges derived from electrostatic potentials - a detailed 
study, J. Comput. Chem., 1987, 8, 894-905. 
19. C. M. Breneman and K. B. Wiberg, Determining atom-centered monopoles from molecular 
electrostatic potentials - the need for high sampling density in formamide conformational-analysis, J. 
Comput. Chem., 1990, 11, 361-373. 
20. C. Campana, B. Mussard and T. K. Woo, Electrostatic potential derived atomic charges for 
periodic systems using a modified error functional, J. Chem. Theory Comput., 2009, 5, 2866-2878. 
21. J. Cioslowski, A new population analysis based on atomic polar tensors, J. Am. Chem. Soc., 1989, 
111, 8333-8336. 
22. A. Milani, M. Tommasini and C. Castiglioni, Atomic charges from IR intensity parameters: theory, 
implementation and application, Theor. Chem. Acc., 2012, 131, 1139: 1-17. 
23. P. Ghosez, J. P. Michenaud and X. Gonze, Dynamical atomic charges: The case of ABO3 
compounds, Phys. Rev. B, 1998, 58, 6224-6240. 
24. W. Zhong, R. D. King-Smith and D. Vanderbilt, Giant LO-TO splittings in perovskite 
ferroelectrics, Phys. Rev. Lett., 1994, 72, 3618-3621. 
90 
 
25. A. V. Marenich, S. V. Jerome, C. J. Cramer and D. G. Truhlar, Charge Model 5: an extension of 
Hirshfeld population analysis for the accurate description of molecular interactions in gaseous and 
condensed phases, J. Chem. Theory Comput., 2012, 8, 527-541. 
26. B. Wang, S. H. L. Li and D. G. Truhlar, Modeling the partial atomic charges in inorganometallic 
molecules and solids and charge redistribution in lithium-ion cathodes, J. Chem. Theory Comput., 2014, 
10, 5640-5650. 
27. C. F. Guerra, J. W. Handgraaf, E. J. Baerends and F. M. Bickelhaupt, Voronoi deformation density 
(VDD) charges: assessment of the Mulliken, Bader, Hirshfeld, Weinhold, and VDD methods for charge 
analysis, J. Comput. Chem., 2004, 25, 189-210. 
28. F. L. Hirshfeld, Bonded-atom fragments for describing molecular charge-densities, Theor. Chim. 
Acta, 1977, 44, 129-138. 
29. P. Bultinck, C. Van Alsenoy, P. W. Ayers and R. Carbo-Dorca, Critical analysis and extension of 
the Hirshfeld atoms in molecules, J. Chem. Phys., 2007, 126, 144111:1-9. 
30. D. Geldof, A. Krishtal, F. Blockhuys and C. Van Alsenoy, An extension of the Hirshfeld method 
to open shell systems using fractional occupations, J. Chem. Theory Comput., 2011, 7, 1328-1335. 
31. T. Verstraelen, P. W. Ayers, V. Van Speybroeck and M. Waroquier, Hirshfeld-E partitioning: AIM 
charges with an improved trade-off between robustness and accurate electrostatics, J. Chem. 
Theory Comput., 2013, 9, 2221-2225. 
32. D. E. P. Vanpoucke, P. Bultinck and I. Van Driessche, Extending Hirshfeld-I to bulk and periodic 
materials, J. Comput. Chem., 2013, 34, 405-417. 
33. D. Ghillemijn, P. Bultinck, D. Van Neck and P. W.Ayers, A self-consistent Hirshfeld method for 
the atom in the molecule based on minimization of information loss, J. Comput. Chem., 2011, 32, 1561-
1567. 
34. T. C. Lillestolen and R. J. Wheatley, Redefining the atom: atomic charge densities produced by an 
iterative stockholder approach, Chem. Commun., 2008, 5909-5911. 
35. T. C. Lillestolen and R. J. Wheatley, Atomic charge densities generated using an iterative 
stockholder procedure, J. Chem. Phys., 2009, 131, 144101: 1-6. 
36. B. J. Gellatly and J. L. Finney, Calculation of protein volumes - an alternative to the Voronoi 
procedure, J. Mol. Bio., 1982, 161, 305-322. 
37. M. Thomas, M. Brehm and B. Kirchner, Voronoi dipole moments for the simulation of bulk phase 
vibrational spectra, Phys. Chem. Chem. Phys., 2015, 17, 3207-3213. 
38. R. F. Nalewajski and R. G. Parr, Information theory, atoms in molecules, and molecular similarity, 
Proc. Natl. Acad. Sci. U.S.A., 2000, 97, 8879-8882. 
39. R. G. Parr, P. W. Ayers and R. F. Nalewajski, What is an atom in a molecule? J. Phys. Chem. A, 
2005, 109, 3957-3959. 
40. C. F. Matta and R. F. W. Bader, An experimentalist's reply to "What is an atom in a molecule?", 
J. Phys. Chem. A, 2006, 110, 6365-6371. 
41. R. F. W. Bader, Molecular fragments or chemical bonds, Acc. Chem. Res., 1975, 8, 34-40. 
42. R. F. W. Bader, P. J. MacDougal and C. D. H. Lau, Bonded and nonbonded charge concentrations 
and their relation to molecular-geometry and reactivity, J. Am. Chem. Soc., 1984, 106, 1594-1605. 
43. R. F. W. Bader, Everyman's derivation of the theory of atoms in molecules, J. Phys. Chem., A 
2007, 111, 7966-7972. 
44. W. L. Cao, C. Gatti, P. J. MacDougall and R. F. W. Bader, On the presence of nonnuclear attractors 
in the charge-distributions of Li and Na clusters, Chem. Phys. Lett., 1987, 141, 380-385. 
45. R. F. W. Bader, T. A. Keith, K. M. Gough and K. E.Laidig, Properties of atoms in molecules - 
additivity and transferability of group polarizabilities, Mol. Phys., 1992, 75, 1167-1189. 
46. S. G. Dale, A. Otero-de-la-Roza and E. R. Johnson, Density-functional description of electrides, 
Phys. Chem. Chem. Phys., 2014, 16, 14584-14593. 
91 
 
47. V. Luana, P. Mori-Sanchez, A. Costales, M. A. Blanco and A. M. Pendas, Non-nuclear maxima 
of the electron density on alkaline metals, J. Chem. Phys., 2003, 119, 6341-6350. 
48. T. J. Giese and D. M. York, Contracted auxiliary Gaussian basis integral and derivative evaluation, 
J. Chem. Phys., 2008, 128, 064104: 1-6. 
49. A. J. Stone, Distributed multipole analysis, or how to describe a molecular charge-distribution, 
Chem. Phys. Lett., 1981, 83, 233-239. 
50. R. J. Wheatley, Gaussian multipole functions for describing molecular charge-distributions, Mol. 
Phys., 1993, 79, 597-610. 
51. S. Cardamone, T. J. Hughes and P. L. A. Popelier, Multipolar electrostatics, Phys. Chem. Chem. 
Phys., 2014, 16, 10367-10387. 
52. A. J. Stone, Distributed multipole analysis: stability for large basis sets, J. Chem. Theory Comput., 
2005, 1, 1128-1132. 
53. D. M. Elking, G. A. Cisneros, J. P. Piquemal, T. A. Darden and L. G. Pedersen, Gaussian multipole 
model (GMM), J. Chem. Theory Comput., 2010, 6, 190-202. 
54. Electronegativity, In CRC Handbook of Chemistry and Physics, 87th ed.; D. R. Lide , Ed. CRC 
Press: Boca Raton, Florida, 2006; p 9.83. 
55. L. Pauling, The nature of the chemical bond. IV. The energy of single bonds and the relative 
electronegativity of atoms, J. Am. Chem. Soc., 1932, 54, 3570-3582. 
56. W. Tang, E. Sanville and G. Henkelman, A grid-based Bader analysis algorithm without lattice 
bias, J. Phys. Condens. Matter, 2009, 21, 084204:1-7. 
57. A. E. Clark, J. L. Sonnenberg, P. J. Hay and R. L. Martin, Density and wave function analysis of 
actinide complexes: what can fuzzy atom, atoms-in-molecules, Mulliken, Lowdin, and natural population 
analysis tell us? J. Chem. Phys., 2004, 121, 2563-2570. 
58. E. R. Davidson and S. Chakravorty, A test of the Hirshfeld definition of atomic charges and 
moments, Theor. Chim. Acta, 1992, 83, 319-330. 
59. T. Bucko, S. Lebegue, J. Hafner and J. G. Angyan, Improved density dependent correction for the 
description of London dispersion forces, J. Chem. Theory Comput., 2013, 9, 4293-4299. 
60. K. Finzel, A. M. Pendas and E. Francisco, Efficient algorithms for Hirshfeld-I charges, J. Chem. 
Phys., 2015, 143, 084115: 1-6. 
61. T. Bucko, S. Lebegue, J. G. Angyan and J. Hafner, Extending the applicability of the Tkatchenko-
Scheffler dispersion correction via iterative Hirshfeld partitioning, J. Chem. Phys., 2014, 141, 034114: 1-
17. 
62. Q. Yang, D. Liu, C. Zhong and J.-R. Li, Development of computational methodologies for metal-
organic frameworks and their application in gas separations, Chem. Rev., 2013, 113, 8261-8323. 
63. D. E. P. Vanpoucke, I. Van Driessche and P. Bultinck, Reply to 'Comment on "Extending 
Hirshfeld-I to bulk and periodic materials"', J. Comput. Chem., 2013, 34, 422-427. 
64. T. Verstraelen, E. Pauwels, F. De Proft, V. Van Speybroeck, P. Geerlings and M. Waroquier, 
Assessment of atomic charge models for gas-phase computations on polypeptides, J. Chem. Theory 
Comput., 2012, 8, 661-676. 
65. T. Verstraelen, P. W. Ayers, V. Van Speybroeck and M. Waroquier, The conformational 
sensitivity of iterative stockholder partitioning schemes, Chem. Phys. Lett., 2012, 545, 138-143. 
66. P. Bultinck, D. L. Cooper and D. Van Neck, Comparison of the Hirshfeld-I and iterated 
stockholder atoms in molecules schemes, Phys. Chem. Chem. Phys., 2009, 11, 3424-3429. 
67. P. Bultinck, P. W. Ayers, S. Fias, K. Tiels and C. Van Alsenoy, Uniqueness and basis set 
dependence of iterative Hirshfeld charges, Chem. Phys. Lett., 2007, 444, 205-208. 
68. T. A. Manz and D. S. Sholl, Methods for computing accurate atomic spin moments for collinear 
and noncollinear magnetism in periodic and nonperiodic materials, J. Chem. Theory Comput., 2011, 7, 
4146-4164. 
92 
 
69. L. P. Lee, D. J. Cole, C.-K.Skylaris, W. L. Jorgensen and M. C. Payne, Polarized protein-specific 
charges from atoms-in-molecule electron density partitioning, J. Chem. Theory Comput., 2013, 9, 2981-
2991. 
70. L. P. Lee, N. G. Limas, D. J. Cole, M. C. Payne, C. K. Skylaris and T. A. Manz, Expanding the 
scope of density derived electrostatic and chemical charge partitioning to thousands of atoms, J. Chem. 
Theory Comput., 2014, 10, 5377-5390. 
71. C. I. Bayly, P. Cieplak, W. D. Cornell and P. A. Kollman, A well-behaved electrostatic potential 
based method using charge restraints for deriving atomic charges - the RESP model, J. Phys. Chem., 1993, 
97, 10269-10280. 
72. T. Watanabe, T. A. Manz and D. S. Sholl, Accurate treatment of electrostatics during molecular 
adsorption in nanoporous crystals without assigning point charges to framework atoms, J. Phys. Chem. C, 
2011, 115, 4824-4836. 
73. D. L. Chen, A. C. Stern, B. Space and J. K. Johnson, Atomic charges derived from electrostatic 
potentials for molecular and periodic systems, J. Phys. Chem. A, 2010, 114, 10225-10233. 
74. A. Gabrieli, M. Sant, P. Demontis and G. B. Suffritti, Partial charges in periodic 
systems:  improving electrostatic potential (ESP) fitting via total dipole fluctuations and multiframe 
approaches, J. Chem. Theory Comput., 2015, 11, 3829-3843. 
75. T. R. Galeev, B. D. Dunnington, J. R. Schmidt and A. I. Boldyrev, Solid state adaptive natural 
density partitioning: a tool for deciphering multi-center bonding in periodic systems, Phys. Chem. Chem. 
Phys., 2013, 15, 5022-5029. 
76. S. Grimme, J. Antony, S. Ehrlich and H. Krieg, A consistent and accurate ab initio parametrization 
of density functional dispersion correction (DFT-D) for the 94 elements H-Pu, J. Chem. Phys., 2010, 132, 
154104: 1-20. 
77. T. A. Manz, Comment on "Extending Hirshfeld-I to bulk and periodic materials", J. Comput. 
Chem., 2013, 34, 418-421. 
78. A. V. Krukau, O. A. Vydrov, A. F. Izmaylov and G. E. Scuseria, Influence of the exchange 
screening parameter on the performance of screened hybrid functionals, J. Chem. Phys., 2006, 125, 
224106: 1-5. 
79. Z. W. Su and P. Coppens, On the calculation of the lattice energy of ionic-crystals using the 
detailed electron-density distribution. 1. Treatment of spherical atomic distributions and application to 
NaF, Acta Cryst. Sect. A, 1995, 51, 27-32. 
80. D. S. Kosov and P. L. A. Popelier, Atomic partitioning of molecular electrostatic potentials, J. 
Phys. Chem. A, 2000, 104, 7339-7345. 
81. D. M. Elking, L. Perera and L. G. Pedersen, HPAM: Hirshfeld partitioned atomic multipoles, 
Comput. Phys. Commun., 2012, 183, 390-397. 
82. A. Volkov, T. Koritsanszky and P. Coppens, Combination of the exact potential and multipole 
methods (EP/MM) for evaluation of intermolecular electrostatic interaction energies with pseudoatom 
representation of molecular electron densities, Chem. Phys. Lett., 2004, 391, 170-175. 
83. M. A. Spackman, The use of the promolecular charge density to approximate the penetration 
contribution to intermolecular electrostatic energies, Chem. Phys. Lett., 2006, 418, 158-162. 
84. J. M. Gruschus and A. Kuki, Partial charges by multipole constraint - application to the amino-
acids, J. Comput. Chem., 1990, 11, 978-993. 
85. K. E. Laidig, General expression for the spatial partitioning of the moments and multipole 
moments of molecular charge-distributions, J. Phys. Chem., 1993, 97, 12760-12767. 
86. B. Wang and D. G. Truhlar, Including charge penetration effects in molecular modeling, J. Chem. 
Theory Comput., 2010, 6, 3330-3342. 
87. D. Das, K. P. Eurenius, E. M. Billings, P. Sherwood, D. C. Chatfield, M. Hodoscek and B. R. 
Brooks, Optimization of quantum mechanical molecular mechanical partitioning schemes: Gaussian 
93 
 
delocalization of molecular mechanical charges and the double link atom method, J. Chem. Phys., 2002, 
117, 10534-10547. 
88. G. A. Cisneros, S. N. I. Tholander, O. Parisel, T. A. Darden, D. Elking, L. Perera and J. P. 
Piquemal, Simple formulas for improved point-charge electrostatics in classical force fields and hybrid 
quantum mechanical/molecular mechanical embedding, Int. J. Quant. Chem., 2008, 108, 1905-1912. 
89. P. N. Day, J. H. Jensen, M. S. Gordon, S. P. Webb, W. J. Stevens, M. Krauss, D. Garmer, H. Basch 
and D. Cohen, An effective fragment method for modeling solvent effects in quantum mechanical 
calculations, J. Chem. Phys., 1996, 105, 1968-1986. 
90. M. A. Freitag, M. S. Gordon, J. H. Jensen and W. J. Stevens, Evaluation of charge penetration 
between distributed multipolar expansions, J. Chem. Phys., 2000, 112, 7300-7306. 
91. S. Van Damme, P. Bultinck and S. Fias, Electrostatic potentials from self-consistent Hirshfeld 
atomic charges, J. Chem. Theory Comput., 2009, 5, 334-340. 
92. S. R. Cox and D. E. Williams, Representation of the molecular electrostatic potential by a net 
atomic charge model, J. Comput. Chem., 1981, 2, 304-323. 
93. U. C. Singh and P. A. Kollman, An approach to computing electrostatic charges for molecules, J. 
Comput. Chem., 1984, 5, 129-145. 
94. J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R. Pederson, D. J. Singh and C. 
Fiolhais, Atoms, molecules, solids, and surfaces - applications of the generalized gradient approximation 
for exchange and correlation, Phys. Rev. B, 1992, 46, 6671-6687. 
95. L. Visscher and K. G. Dyall, Dirac-Fock atomic electronic structure calculations using different 
nuclear charge distributions, At. Data. Nucl. Data Tables, 1997, 67, 207-224. 
96. D. M. York and M. Karplus, A smooth solvation potential based on the conductor-like screening 
model, J. Phys. Chem. A, 1999, 103, 11060-11079. 
97. List of oxidation states of the elements.  
http://en.wikipedia.org/wiki/List_of_oxidation_states_of_the_elements (October 28, 2014),  
98. N. N. Greenwood and A. Earnshaw, Chemistry of the Elements., 2nd ed.; Butterworth-Heinemann: 
Oxford, 1997; pp 27-28. 
99. P. E. Blochl, Projector augmented-wave method, Phys. Rev. B, 1994, 50, 17953-17979. 
100. G. Kresse and D. Joubert, From ultrasoft pseudopotentials to the projector augmented-wave 
method, Phys. Rev. B, 1999, 59, 1758-1775. 
101. H. Weinstein, P. Politzer and S. Srebrenik, Misconception concerning electronic density 
distribution of an atom, Theor. Chim. Acta, 1975, 38, 159-163. 
102. A. M. Simas, R. P. Sagar, A. C. T. Ku and V. H. Smith, The radial charge-distribution and the 
shell structure of atoms and ions, Can. J. Chem., 1988, 66, 1923-1930. 
103. P. W. Ayers, R. C. Morrison and R. K. Roy, Variational principles for describing chemical 
reactions: Condensed reactivity indices, J. Chem. Phys., 2002, 116, 8731-8744. 
104. J. Hafner, Ab-initio simulations of materials using VASP: density-functional theory and beyond, 
J. Comput. Chem., 2008, 29, 2044-2078. 
105. G. Kresse and J. Furthmuller, Efficient iterative schemes for ab initio total-energy calculations 
using a plane-wave basis set, Phys. Rev. B, 1996, 54, 11169-11186. 
106. M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, G. 
Scalmani, V. Barone, B. Mennucci, G. A. Petersson, H. Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. 
F. Izmaylov, J. Bloino, G. Zheng, J. L. Sonnenberg, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. 
Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, J. A. J. Montgomery, J. E. 
Peralta, F. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov, T. Keith, R. 
Kobayashi, J. Normand, K. Raghavachari, A. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, N. 
Rega, J. M. Millam, M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, 
R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. Martin, K. 
94 
 
Morokuma, V. G. Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S. Dapprich, A. D. Daniels, O. 
Farkas, J. B. Foresman, J. V. Ortiz, J. Cioslowski and D. J. Fox, Gaussian 09, Gaussian, Inc.: Wallingford 
CT, 2010. 
107. W. Smith, Point multipoles in the Ewald summation (revisited), CCCP5 Newsletter, 1998, 46, 18-
30. 
108. W. W. Zhang, A. R. Oganov, A. F. Goncharov, Q. Zhu, S. E. Boulfelfel, A. O. Lyakhov, E. 
Stavrou, M. Somayazulu, V. B. Prakapenka and Z. Konopkova, Unexpected stable stoichiometries of 
sodium chlorides, Science, 2013, 342, 1502-1505. 
109. J. P. Perdew, K. Burke and M. Ernzerhof, Generalized gradient approximation made simple, Phys. 
Rev. Lett., 1996, 77, 3865-3868. 
110. Ionization Energies of Atoms and Atomic Ions, In CRC Handbook of Chemistry and Physics, 87th 
ed.; D. R. Lide, Ed. CRC Press: Boca Raton, Florida, 2006; p 10.203. 
111. Y. Zhao and D. G. Truhlar, A new local density functional for main-group thermochemistry, 
transition metal bonding, thermochemical kinetics, and noncovalent interactions, J. Chem. Phys., 2006, 
125, 194101: 1-18. 
112. A. Yamada and M. Tanaka, Jahn-Teller structural phase-transition around 280K in LiMn2O4, 
Mater. Res. Bull., 1995, 30, 715-721. 
113. J. Rodriguez-Carvajal, G. Rousse, C. Masquelier and M. Hervieu, Electronic crystallization in a 
lithium battery material: columnar ordering of electrons and holes in the spinel LiMn2O4, Phys. Rev. Lett., 
1998, 81, 4660-4663. 
114. A. Paolone, P. Roy, G. Rousse, C. Masquelier and J. Rodriguez-Carvajal, Infrared spectroscopy 
investigation of the charge ordering transition in LiMn2O4, Solid State Commun., 1999, 111, 453-458. 
115. F. Weigend and R.Ahlrichs, Balanced basis sets of split valence, triple zeta valence and quadruple 
zeta valence quality for H to Rn: design and assessment of accuracy, Phys. Chem. Chem. Phys., 2005, 7, 
3297-3305. 
116. J. M. Zuo, M. OKeeffe, P. Rez and J. C. H. Spence, Charge density of MgO: implications of precise 
new measurements for theory, Phys. Rev. Lett., 1997, 78, 4777-4780. 
117. J. M. Zuo, Measurements of electron densities in solids: a real-space view of electronic structure 
and bonding in inorganic crystals, Rep. Prog. Phys., 2004, 67, 2053-2103. 
118. W. L. Meerts, F. H. Deleeuw and A. Dymanus, Electric and magnetic-properties of carbon-
monoxide by molecular-beam electric-resonance spectroscopy, Chem. Phys., 1977, 22, 319-324. 
119. F. Fantuzzi, T. M. Cardozo and M. A. C. Nascimento, Nature of the chemical bond and origin of 
the inverted dipole moment in boron fluoride: a generalized valence bond approach, J. Phys. Chem. A, 
2015, 119, 5335-5343. 
120. N. K. Hansen and P. Coppens, Electron population analysis of accurate diffraction data. 6. Testing 
aspherical atom refinements on small-molecule data sets, Acta Crystallogr. Sect. A, 1978, 34, 909-921. 
121. Y. A. Abramov, A. V. Volkov and P. Coppens, On the evaluation of molecular dipole moments 
from multipole refinement of X-ray diffraction data, Chem. Phys. Lett., 1999, 311, 81-86. 
122. P. Coppens, T. N. Guru-Row, P. Leung, E. D. Stevens, P. J. Becker and Y. W. Yang, Net atomic 
charges and molecular dipole moments from spherical-atom x-ray refinements, and the relation between 
atomic charge and shape, Acta Crystallogr. Sect. A, 1979, 35, 63-72. 
123. E. D. Stevens, Low-temperature experimental electron-density distribution of formamide, Acta 
Crystallogr. Sect. B, 1978, 34, 544-551. 
124. N. E. Ghermani, C. Lecomte and Y. Dusausoy, Electrostatic properties in zeolite-type materials 
from high-resolution x-ray diffraction: the case of natrolite, Phys. Rev. B, 1996, 53, 5231-5239. 
125. A. D. Becke, Density-functional thermochemistry. 3. The role of exact exchange, J. Chem. Phys., 
1993, 98, 5648-5652. 
95 
 
126. P. J. Stephens, F. J. Devlin, C. F. Chabalowski and M. J. Frisch, Ab-initio calculation of vibrational 
absorption and circular-dichroism spectra using density-functional force-fields, J. Phys. Chem., 1994, 98, 
11623-11627. 
127. T. H. Dunning, Gaussian-basis sets for use in correlated molecular calculations. 1. The atoms 
boron through neon and hydrogen, J. Chem. Phys., 1989, 90, 1007-1023. 
128. U. Gelius, P. F. Heden, J. Hedman, B. J. Lindberg, R. Manne, R. Nordberg, C. Nordling and K. 
Siegbahn, Molecular spectroscopy by means of ESCA, Physica Scripta, 1970, 2, 70-80. 
129. U. Gelius, Binding energies and chemical shifts in ESCA, Physica Scripta, 1974, 9, 133-147. 
130. W. L. Jolly and W. B. Perry, Estimation of atomic charges by an electronegativity equalization 
procedure calibrated with core binding-energies, J. Am. Chem. Soc., 1973, 95, 5442-5450. 
131. D. Briggs (Ed.), Handbook of X-Ray and Ultraviolet Photoelectron Spectroscopy, Heyden: 
London, 1977; pp 53-77. 
132. M. Cardona and L. Ley (Eds.), Photoemission in Solids I. General Principles, Springer-Verlag: 
Berlin, 1978; Vol. 26; pp 60-75,165-195. 
133. J. F. Moulder, W. F. Stickle, P. E. Sobol and K. D. Bomben, Handbook of X-ray Photoelectron 
Spectroscopy, Physical Electronics Inc.: Eden Prairie, Minnesota, 1995; pp 1-261. 
134. J. C. Carver, G. K. Schweitzer and T. A. Carlson, Use of x-ray photoelectron spectroscopy to study 
bonding in Cr, Mn, Fe, and Co compounds, J. Chem. Phys., 1972, 57, 973-982. 
135. J. Wong, F. W. Lytle, R. P. Messmer and D. H. Maylotte, K-edge absorption-spectra of selected 
vanadium compounds, Phys. Rev. B, 1984, 30, 5596-5610. 
136. S. P. Cramer, T. K. Eccles, F. W. Kutzler, K. O. Hodgson and L. E. Mortenson, Molybdenum x-
ray absorption-edge spectra - chemical state of molybdenum in nitrogenase, J. Am. Chem. Soc., 1976, 98, 
1287-1288. 
137. M. J. Guittet, J. P. Crocombette and M. Gautier-Soyer, Bonding and XPS chemical shifts in ZrSiO4 
versus SiO2 and ZrO2: charge transfer and electrostatic effects, Phys. Rev. B, 2001, 63, 125117: 1-7. 
138. L. W. Li, M. R. Morrill, H. Shou, D. G. Barton, D. Ferrari, R. J. Davis, P. K. Agrawal, C. W. Jones 
and D. S. Sholl, On the relationship between Mo K-edge energies and DFT computed partial charges, J. 
Phys. Chem. C, 2013, 117, 2769-2773. 
139. D. C. Koningsberger and R. Prins (Eds.) X-Ray Absorption: Principles, Applications, Techniques 
of EXAFS, SEXAFS and XANES, John Wiley & Sons: New York, 1988; pp 1-673. 
140. Y. Zuxiang, Rock Miner. Anal., 1984, 3, 231-238. 
141. B. R. Brooks, C. L. Brooks, A. D. Mackerell, L. Nilsson, R. J. Petrella, B. Roux, Y. Won, G. 
Archontis, C. Bartels, S. Boresch, A. Caflisch, L. Caves, Q. Cui, A. R. Dinner, M. Feig, S. Fischer, J. Gao, 
M. Hodoscek, W. Im, K. Kuczera, T. Lazaridis, J. Ma, V. Ovchinnikov, E. Paci, R. W. Pastor, C. B. Post, 
J. Z. Pu, M. Schaefer, B. Tidor, R. M. Venable, H. L. Woodcock, X. Wu, W. Yang, D. M. York and M. 
Karplus, CHARMM: the biomolecular simulation program, J. Comput. Chem., 2009, 30, 1545-1614. 
142. J. M. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman and D. A. Case, Development and testing 
of a general amber force field, J. Comput. Chem., 2004, 25, 1157-1174. 
143. T. Loiseau, C. Serre, C. Huguenard, G. Fink, F. Taulelle, M. Henry, T. Bataille and G. Ferey, A 
rationale for the large breathing of the porous aluminum terephthalate (MIL-53) upon hydration, Chem. 
Eur. J., 2004, 10, 1373-1382. 
144. H. Li, M. Eddaoudi, M. O'Keeffe and O. M. Yaghi, Design and synthesis of an exceptionally stable 
and highly porous metal-organic framework, Nature, 1999, 402, 276-279. 
145. D. Golze, J. Hutter and M. Iannuzzi, Wetting of water on hexagonal boron nitride@Rh(111): a 
QM/MM model based on atomic charges derived for nano-structured substrates, Phys. Chem. Chem. 
Phys., 2015, 17, 14307-14316. 
146. H. J. C. Berendsen, J. P. M. Postma, W. F. von Gunsteren and J. Hermans, Intermolecular Forces. 
Reidel: Dordrecht, Holland, 1981; p 331. 
96 
 
147. H. J. C. Berendsen, J. R. Grigera and T. P. Straatsma, The missing term in effective pair potentials, 
J. Phys. Chem., 1987, 91, 6269-6271. 
148. W. L. Jorgensen, J. Chandrasekhar, J. D. Madura, R. W. Impey and M. L. Klein, Comparison of 
simple potential functions for simulating liquid water, J. Chem. Phys., 1983, 79, 926-935. 
149. W. L. Jorgensen, Quantum and statistical mechanical studies of liquids. 10. Transferable 
intermolecular potential functions for water, alcohols, and ethers - application to liquid water, J. Am. 
Chem. Soc., 1981, 103, 335-340. 
150. N. Foloppe and A. D. MacKerell, All-atom empirical force field for nucleic acids: I. Parameter 
optimization based on small molecule and condensed phase macromolecular target data, J. Comput. 
Chem., 2000, 21, 86-104. 
151. W. D. Cornell, P. Cieplak, C. I. Bayly, I. R. Gould, K. M. Merz, D. M. Ferguson, D. C. Spellmeyer, 
T. Fox, J. W. Caldwell and P. A. Kollman, A 2nd generation force-field for the simulation of proteins, 
nucleic-acids, and organic-molecules, J. Am. Chem. Soc., 1995, 117, 5179-5197. 
152. A. H. Farmahini, D. S. Sholl and S. K. Bhatia, Fluorinated carbide-derived carbon: more 
hydrophilic, yet apparently more hydrophobic, J. Am. Chem. Soc., 2015, 137, 5969-5979. 
153. S. Arai, T. Chatake, T. Ohhara, K. Kurihara, I. Tanaka, N. Suzuki, Z. Fujimoto, H. Mizuno and N. 
Niimura, Complicated water orientations in the minor groove of the B-DNA decamer d(CCATTAATGG)2 
observed by neutron diffraction measurements, Nucleic Acids Res., 2005, 33, 3017-3024. 
154. T. Tsukamoto, Y. Ishikawa, M. J. Vilkas, T. Natsume, K. Dedachi and N. Kurita, Density-
functional theoretical study on hydrated DNA duplex: Effect of hydrating water molecules on HOMO 
distribution in DNA, Chem. Phys. Lett., 2006, 429, 563-569. 
155. F.-X. Coudert, Responsive Metal-Organic Frameworks and framework materials: under pressure, 
taking the heat, in the spotlight, with friends, Chem. Mater., 2015, 27, 1905-1916. 
156. J. D. Roberts and W. T. Moreland, Electrical effects of substituent groups in saturated systems - 
reactivities of 4-substituted bicyclo [2.2.2]octane-1-carboxylic acids, J. Am. Chem. Soc., 1953, 75, 2167-
2173. 
157. S. Nose, A unified formulation of the constant temperature molecular-dynamics methods, J. Chem. 
Phys., 1984, 81, 511-519. 
158. J. W. Han, L. W. Li and D. S. Sholl, Density functional theory study of H and CO adsorption on 
alkali-promoted Mo2C surfaces, J. Phys. Chem. C, 2011, 115, 6870-6876. 
159. E. Ruiz, J. Cirera and S. Alvarez, Spin density distribution in transition metal complexes, Coord. 
Chem. Rev., 2005, 249, 2649-2660. 
160. R. A. Robinson, P. J. Brown, D. N. Argyriou, D. N. Hendrickson and S. M. J. Aubin, Internal 
magnetic structure of Mn-12 acetate by polarized neutron diffraction, J. Phys. Condens. Matter, 2000, 12, 
2805-2810. 
161. M. R. Pederson and S. N. Khanna, Magnetic anisotropy barrier for spin tunneling in Mn12O12 
molecules, Phys. Rev. B, 1999, 60, 9566-9572. 
162. A. Fort, A. Rettori, J. Villain, D. Gatteschi and R. Sessoli, Mixed quantum-thermal relaxation in 
Mn-12 acetate molecules, Phys. Rev. Lett., 1998, 80, 612-615. 
163. T. Lis, Preparation, Structure, and Magnetic-properties of a dodecanuclear mixed-valence 
manganese carboxylate, Acta Crystallogr. Sect. B, 1980, 36, 2042-2046. 
164. M. N. Leuenberger and D. Loss, Quantum computing in molecular magnets, Nature, 2001, 410, 
789-793. 
165. K. M. Mertes, Y. Suzuki, M. P. Sarachik, Y. Myasoedov, H. Shtrikman, E. Zeldov, E. M. 
Rumberger, D. N. Hendrickson and G. Christou, Mn-12-acetate: a prototypical single molecule magnet, 
Solid State Commun., 2003, 127, 131-139. 
166. P. J. Hay and W. R. Wadt, Abinitio effective core potentials for molecular calculations - potentials 
for K to Au including the outermost core orbitals, J. Chem. Phys., 1985, 82, 299-310. 
97 
 
167. A. Caneschi, D. Gatteschi, R. Sessoli, A. L. Barra, L. C. Brunel and M. Guillot, Alternating-current 
susceptibility, high-field magnetization, and millimeter band EPR evidence for a ground s = 10 state in 
[Mn12O12(CH3COO)16(H2O)4].2CH3COOH.4H2O, J. Am. Chem. Soc., 1991, 113, 5873-5874. 
168. A. R. Farrell, J. A. Coome, M. R. Probert, A. E. Goeta, J. A. K. Howard, M. H. Lemee-Cailleau, 
S. Parsons and M. Murrie, Ultra-low temperature structure determination of a Mn-12 single-molecule 
magnet and the interplay between lattice solvent and structural disorder, CrystEngComm, 2013, 15, 3423-
3429. 
169. S. Guha and K. Nakamoto, Electronic structures and spectral properties of endohedral fullerenes, 
Coord. Chem. Rev., 2005, 249, 1111-1132. 
170. A. Rosen and B. Wastberg, Calculations of the ionization thresholds and electron-affinities of the 
neutral, positively and negatively charged C60 follene-60, J. Chem. Phys., 1989, 90, 2525-2526. 
171. D. M. Cox, D. J. Trevor, K. C. Reichmann and A. Kaldor, C60La - a deflated soccer ball? J. Am. 
Chem. Soc., 1986, 108, 2457-2458. 
172. J. R. Heath, R. F. Curl and R. E. Smalley, The UV absorption-spectrum of C60 
(buckminsterfullerene) - a narrow-band at 3860 angstroms, J. Chem. Phys., 1987, 87, 4236-4238. 
173. S. H. Yang, C. L. Pettiette, J. Conceicao, O. Cheshnovsky and R. E. Smalley, UPS of 
buckminsterfullerene and other large clusters of carbon, Chem. Phys. Lett., 1987, 139, 233-238. 
174. L. Moro, R. S. Ruoff, C. H. Becker, D. C. Lorents and R. Malhotra, Studies of metallofullerene 
primary soots by laser and thermal-desorption mass-spectrometry, J. Phys. Chem., 1993, 97, 6801-6805. 
175. T. Inoue, Y. Kubozono, S. Kashino, Y. Takabayashi, K. Fujitaka, M. Hida, M. Inoue, T. Kanbara, 
S. Emura and T. Uruga, Electronic structure of Eu@C60 studied by XANES and UV-VIS absorption 
spectra, Chem. Phys. Lett., 2000, 316, 381-386. 
176. N. Weiden, H. Kass and K. P. Dinse, Pulse electron paramagnetic resonance (EPR) and electron-
nuclear double resonance (ENDOR) investigation of N@C60 in polycrystalline C60, J. Phys. Chem. B, 
1999, 103, 9826-9830. 
177. A. A. Popov, S. F. Yang and L. Dunsch, Endohedral Fullerenes, Chem. Rev., 2013, 113, 5989-
6113. 
178. T. Aree, T. Kerdcharoen and S. Hannongbua, Charge transfer, polarizability and stability of Li-
C60 complexes, Chem. Phys. Lett., 1998, 285, 221-225. 
179. D. Tomanek and Y. S. Li, Ionicity of the M-C60 bond in M@C60 endohedral complexes, Chem. 
Phys. Lett., 1995, 243, 42-44. 
180. M. V. Ryzhkov, A. L. Ivanovskii and B. Delley, Electronic structure and stabilization of C60 
fullerenes encapsulating actinide atom, Nanosystems: Physics, Chemistry, Mathematics, 2014, 5, 494–
508. 
181. S. Suzuki, M. Kushida, S. Amamiya, S. Okada and K. Nakao, Density functional study on 
geometry and electronic structure of Eu@C60, Chem. Phys. Lett., 2000, 327, 291-298. 
182. A. V. Krisilov, I. V. Nechaev, A. L. Kotova, K. S. Shikhaliev, V. E. Chernov and B. A. Zon, The 
role of the encapsulated atom in the vibrational spectra of La@C60-Lu@C60 lanthanide endofullerenes, 
Comput. Theor. Chem., 2015, 1054, 100-108. 
183. T. A. Manz and N. Gabaldon Limas, Chargemol program for performing DDEC analysis, version 
3.4, December 2015, ddec.sourceforge.net. 
  S1 
Electronic Supplementary Information for 
DDEC6: A Method for Computing Even-Tempered Net Atomic Charges in 
Periodic and Nonperiodic Materials 
Thomas A. Manz* and Nidia Gabaldon Limas 
Department of Chemical & Materials Engineering, New Mexico State University, Las Cruces, 
New Mexico, 88003-8001. 
*E-mail: tmanz@nmsu.edu 
Contents 
1. Additional Tables 
2. Summary of Charge Partitioning Alternatives Evaluated 
3. Integration Routines Employed 
4. Computational Algorithm for Convex Functional 
 
  
  S2 
1. Additional Tables 
Table S1. Calculated and experimental ground spin state multiplicities of the neutral atoms. 
Elements with different calculated and experimental values are shown in boldface type. 
Atomic 
number 
Atomic 
symbol 
Calc. Exp.a  
Atomic 
number 
Atomic 
symbol 
Calc. Exp.a  
Atomic 
number 
Atomic 
symbol 
Calc. Exp.a 
1 H 2 2  38 Sr 1 1  75 Re 6 6 
2 He 1 1  39 Y 2 2  76 Os 5 5 
3 Li 2 2  40 Zr 5 3  77 Ir 4 4 
4 Be 1 1  41 Nb 6 6  78 Pt 1 3 
5 B 2 2  42 Mo 7 7  79 Au 2 2 
6 C 3 3  43 Tc 6 6  80 Hg 1 1 
7 N 4 4  44 Ru 5 5  81 Tl 2 2 
8 O 3 3  45 Rh 4 4  82 Pb 3 3 
9 F 2 2  46 Pd 1 1  83 Bi 4 4 
10 Ne 1 1  47 Ag 2 2  84 Po 3 3 
11 Na 2 2  48 Cd 1 1  85 At 2 2 
12 Mg 1 1  49 In 2 2  86 Rn 1 1 
13 Al 2 2  50 Sn 3 3  87 Fr 2 2 
14 Si 3 3  51 Sb 4 4  88 Ra 1 1 
15 P 4 4  52 Te 3 3  89 Ac 2 2 
16 S 3 3  53 I 2 2  90 Th 3 3 
17 Cl 2 2  54 Xe 1 1  91 Pa 4 4 
18 Ar 1 1  55 Cs 2 2  92 U 5 5 
19 K 2 2  56 Ba 1 1  93 Np 6 6 
20 Ca 1 1  57 La 2 2  94 Pu 7 7 
21 Sc 2 2  58 Ce 3 1  95 Am 8 8 
22 Ti 5 3  59 Pr 4 4  96 Cm 7 9 
23 V 6 4  60 Nd 5 5  97 Bk 6 6 
24 Cr 7 7  61 Pm 6 6  98 Cf 5 5 
25 Mn 6 6  62 Sm 7 7  99 Es 4 4 
26 Fe 5 5  63 Eu 8 8  100 Fm 3 3 
27 Co 4 4  64 Gd 7 9  101 Md 2 2 
28 Ni 3 3  65 Tb 6 6  102 No 1 1 
29 Cu 2 2  66 Dy 5 5  103 Lr 2 b 
30 Zn 1 1  67 Ho 4 4  104 Rf 3 b 
31 Ga 2 2  68 Er 3 3  105 Db 4 b 
32 Ge 3 3  69 Tm 2 2  106 Sg 7 b 
33 As 4 4  70 Yb 1 1  107 Bh 6 b 
34 Se 3 3  71 Lu 2 2  108 Hs 5 b 
35 Br 2 2  72 Hf 3 3  109 Mt 4 b 
36 Kr 1 1  73 Ta 4 4      
37 Rb 2 2  74 W 7 5      
aExperimental data from references 1 and 2. bExperimental data not available or not conclusive. 
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Table S2. Electronic spatial extent (square bohr) of selected reference ions in the +1, 0, and -1 
charge states. These are for the seven elements where the PW91 and experimental low energy spin 
states differ for the neutral atoms. The +1 and -1 charge states used the charge compensation 
scheme described in the main text. Reference ion calculations performed with the PW91 functional 
near the complete basis set limit as described in the main text . 
 
+1 
cation 
neutral 
(exp. low 
energy spin) 
neutral 
(PW91 low 
energy spin) 
-1 
anion 
Ti 25.4 46.1 42.4 70.5 
V 24.1 43.5 39.8 65.3 
Zr 43.5 64.1 60.8 90.4 
Ce 68.9 91.9 92.0 126.6 
W 52.9 68.7 66.0 88.6 
Pt 49.1 61.6 59.9 76.9 
Cm 72.3 97.3 97.9 145.4 
 
2. Summary of Charge Partitioning Alternatives Evaluated 
 We now briefly summarize some of the alternatives investigated during the course of 
developing the DDEC6 method. This section’s purpose is to point out strategies we tried that did 
not perform well or that did not result in systematic improvements. This information is important 
to avoid duplicative efforts that could result if investigators retried these strategies without 
realizing they have already been tried. 
 Achieving good general purpose charge assignment is a balancing act of competing 
demands: (a) core electrons assigned to the host atom, (b) NACs with good conformational 
transferability, (c) chemically meaningful NACs that describe electron transfer trends (and core 
electron binding energy shifts in some materials), and (d) an efficiently converging polyatomic 
multipole expansion that reproduces the material’s electrostatic potential. Hence, the term ‘even-
tempered’ in this article’s title. To approximately correlate with spectroscopic core electron 
binding energy shifts in transition metal compounds, the assigned atomic charge distributions 
should not be too delocalized. To give NACs that approximately reproduce molecular dipole 
moments and the electrostatic potential surrounding a material, the assigned   A Ar  should 
resemble their spherical averages,   avgA Ar . To achieve good conformational and chemical 
transferability among similar materials, it is preferable for the assigned   A Ar  to resemble real 
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atoms. This can be achieved by optimizing   A Ar  to resemble reference ion densities. 
Therefore, we believe the most straightforward approach to achieving an even-tempered charge 
assignment method involves three components: (a) integrating the electron density in the local 
vicinity of each atomic nucleus (where ‘vicinity’ refers to positions close to the volume of space 
dominated by that atom), (b) optimizing   A Ar  to resemble their spherical averages, and (c) 
optimizing   A Ar  to resemble a set of reference ions. 
 Following these general principles, we tested a large number of new charge assignment 
algorithms. For various reasons, some of these charge assignment algorithms worked much better 
than others. Of all the algorithms we tested, the algorithm with the best overall performance was 
selected to be the DDEC6 method. We now briefly describe the other algorithms we tested. 
 In some schemes, we defined a localized net atomic charge as 
  
  
 
m
A Aloc 3
A A Am
B B
B,L
w r
q z r d r
w r
  

   (S1) 
where  A Aw r  is a DDEC-style atomic weighting factor combining a reference density and 
(optionally) spherical averaging with (optionally) exponential tail constraints. Different values of 
m > 1 were investigated. In each charge partitioning iteration, ref
Aq   was set equal to some linear 
combination of loc
Aq , Aq  , 
HD
Aq , and (optionally) other factors. The 
loc
Aq  and Aq  were then updated 
in each iteration and iterated to convergence. This type of scheme does not work well, because in 
materials like boron nitride the cation is more diffuse than the anion leading to loc
A Aq q  resulting 
in increased NAC magnitude when any 
loc
Aq  is included in 
ref
Aq . (These larger NAC magnitudes 
degraded the quality of fitting the electrostatic potential in materials like the BN sheet and 
nanotube.) We tried to counterbalance this by mixing in a fraction of 
HD
Aq  (which usually has 
HD
A Aq q ), but this did not produce consistently good results across a wide range of materials. 
We also tried variations where 
ref
Aq  was set to whichever was smaller in magnitude, 
loc
Aq  or Aq . 
We also tried variations in which 
ref
Aq  was adjusted for each atom until 
loc
A Aq q . We also tried 
various schemes in which 
ref
Aq  was adjusted for each atom until 
loc
Aq  preferably lay between 
HD
Aq   
and Aq  (or between 0 and Aq ), subject to the condition that 
ref
Aq  should differ from Aq  by no more 
than a preset allowance (‘trust radius’). In fact, we publically released one such scheme called 
DDEC4 in the CHARGEMOL 3.1 version released on ddec.sourceforge.net September 29, 2014. 
(This version computed the DDEC3 NACs by default, but contained the option to compute DDEC4 
NACs instead.) Nevertheless, our further testing revealed more advantageous approaches, which 
resulted in the DDEC4 algorithm being abandoned. 
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 After extensive trials, we finally realized that continuously updating loc
Aq  and 
ref
Aq  is 
inherently problematic. Specifically, some of the atoms get greedy and continuously take electrons 
from the other atoms. To our surprise, we found the difference  loc
A Aq q  can remain nearly constant 
in some materials (e.g., TiO solid) over a large number of iterations in which Aq  changes by a 
total of >0.5 electrons. This means that a continuously updated loc
Aq  does not provide a reliable 
reference value to prevent atoms from becoming greedy. We briefly tried setting loc
Aq  equal to the 
Bader charge, but abandoned this strategy due to the presence of non-nuclear attractors in some 
materials.  
 We also tested more aggressive buried tail constraints in which    A A AP r w r  was 
constrained to decay exponentially with increasing Ar  in the atom’s buried tail, where  AP r  was 
a polynomial of Ar . We tested a few different polynomials  AP r  chosen to reproduce the limits 
 AP r 0 1   and    
p
A AP r r    with p > 1. (The DDEC4 method briefly mentioned above 
contained this type of tail constraint.) After extensive testing, we concluded the extra complexity 
of  AP r  did not appreciably improve results across a wide range of materials, so we reverted to 
the simpler strategy of constraining just  A Aw r  to decay exponentially in the atom’s buried tail. 
We also tried various schemes for computing the decay exponents applied to  A Aw r . Ultimately, 
we decided to use a strategy similar to that used in the DDEC3 method plus the addition of a 
constraint to prevent  A Aw r  from becoming too contracted. 
 We also tested strategies in which 
ref
Aq  was set equal to a linear combination of  Aq , 
first _ loc
Aq  
(i.e., 
loc
Aq  computed in the first charge partitioning iteration) , 
second_loc
Aq  (i.e., 
loc
Aq  computed in the 
second charge partitioning iteration),  
loc
Aq  (computed in the current charge cycle), 
HD
Aq , and the 
net atomic charge computed from the iterative-Hirshfeld like partitioning using the conditioned or 
unconditioned charged reference ion. After extensive testing, we could not attribute any tangible 
benefit to the continuous updating of ref
Aq  in each charge cycle, so we finally replaced this kind of 
strategy with a fixed ref
Aq  value. 
 Finally, after deciding to use a fixed 
ref
Aq  value for all charge cycles, we tested various 
schemes for computing the target 
ref
Aq  value. We tested a scheme similar to the DDEC5 method 
(see description next paragraph), except 
1,Stock 1,Loc 1,ref 2,Stock 2,Loc 2,ref
A A A A A Aq ,q ,q ,q ,q ,q   were computed 
based on the conditioned reference densities instead of the unconditioned reference densities. We 
also tried schemes that employed various combinations based on both the conditioned and 
unconditioned reference densities. Using conditioned reference densities to compute 
1,Stock 1,Loc 1,ref 2,Stock 2,Loc 2,ref
A A A A A Aq ,q ,q ,q ,q ,q  worsened the performance. We also tested schemes in which 
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the ratio of 1,Stock
Aq  to 
1,Loc
Aq  to form 
1,ref
Aq  was set different than the ratio of 
2,Stock
Aq  to 
2,Loc
Aq  to form 
2,ref
Aq . However, we did not notice any appreciable improvements and so decided on the simpler 
scheme of keeping these two ratios the same. We also investigated variations of this ratio before 
settling on the value used in the DDEC5 and DDEC6 methods. 
 One of the schemes we developed with fixed ref
Aq  was called the DDEC5 method. This 
method used        
1
cond wavg
A A A A A Ar r r
 
     with one conditioning step (i.e., c = 1) and 
1/ 3   to yield 
DDEC5
equiv 1/ 4  . This method used the same formula for  
wavg
A Ar  and the same 
reference ion charges (and  condA Ar ) as the DDEC6 method. DDEC5 also applied the same 
exponential decay constraints on  A Aw r   in the fourth and later charge cycles as the DDEC6 
method. DDEC5 also applied the constraint val
AN 0 . We publically released DDEC5 in the 
CHARGEMOL 3.2.1 version released on ddec.sourceforge.net August 12, 2015. (This version 
computed the DDEC3 NACs by default, but contained the option to compute DDEC5 NACs 
instead.) While the DDEC5 method performed well, it did not have a provably convex 
optimization functional or provably unique solution. We also extensively tested one algorithm with 
the same form as DDEC5, except using two conditioning steps (i.e., c = 2) and 1/ 2   to yield 
equiv 1/ 4  . This algorithm did not converge for the ozone+1 B3LYP system. This led us to 
believe the DDEC5 method might not converge for some materials, due to its optimization 
functional not being provably convex. Desiring a proof of unique convergence, we then developed 
the Convex functional and later the DDEC6 method that have proven unique solutions.  
 We also tested schemes similar to those described above, but differing in parameter values 
such as the localization exponent m, the precise formulation of the  A Aw r  tail constraints, etc. 
We also tested a few schemes that are quite different from those described above. A few additional 
schemes computed loc
Aq  based on atom-atom overlap populations (computed via various schemes) 
instead of based on Eq. (S1) above. However, these were more computationally expensive than 
Eq. (S1), and we did not discern any performance improvements compared to Eq. (S1). We also 
tried schemes in which the AIM charge distribution  A Ar   was computed by using linear 
combinations of      A Ar w r / W r  and        
m m
A A B B
B,L
r w r / w r   with m > 1 or other 
localization schemes instead of   
m
A Aw r .  
 While this list is not comprehensive of all of the charge partitioning algorithms we tested, 
it provides a general idea of the types of charge partitioning schemes we tested. In the end, we 
settled on the DDEC6 charge partitioning method, because it provided consistently good results 
across a wide range of material types. 
 In addition, we performed a large number of tests regarding optimization of the 
computational cost. In addition to computational tests on various materials, we developed iteration 
  S7 
calculus with associated algebraic models (solved analytically) and finite difference numerical 
models (solved in spreadsheets) that accurately predicted and described the convergence 
performance of various computational algorithms. We used these mathematical models to derive 
the optimal parameters leading to fast and robust convergence. Using this iteration calculus, we 
designed efficient convergence accelerators (see Section 4.2.3 below) that optimize the 
convergence speed for self-consistent schemes. Our computational tests confirmed the 
theoretically derived optimal parameters and performance improvements associated with these 
convergence accelerators. These improvements ultimately led to the number of required charge 
cycles being reduced from <200 for the DDEC3 method to 7 for the DDEC6 method. We believe 
that 7 charge cycles is close to the minimum of what can be used to consistently obtain accurate 
results. 
3. Integration Routines Employed 
3.1 General Overview 
 In the limit of an arbitrarily fine grid spacing and sufficiently large cutoff radii, the 
converged DDEC6 properties should be independent of the specific choice of integration routine. 
The choice of integration routine primarily effects the computational efficiency and precision. The 
optimal integration routine depends on the type of input information available. A uniformly spaced 
grid is a convenient choice for quantum chemistry calculations using planewave basis sets, because 
this type of grid naturally lends itself to computing the electron and spin density grids via Fourier 
transform from the planewave coefficients. In general, using a uniformly spaced grid for charge 
partitioning is convenient when the quantum chemistry program (VASP, ONETEP, GPAW, etc.) used 
to generate the electron and spin distributions also uses this same grid type. A uniformly spaced 
grid is not the most computationally efficient choice for quantum chemistry calculations using 
Gaussian basis sets. For quantum chemistry calculations using Gaussian basis sets, 
computationally efficient atom-centered overlapping3 and non-overlapping4 grid types have been 
extensively described in the literature. Nevertheless, we used a uniformly spaced grid for all 
DDEC6 calculations described in this work. This was motivated by the fact that atom-centered 
overlapping and non-overlapping grids have not yet been programmed into the CHARGEMOL 
program used to compute the DDEC6 properties. 
 When using uniformly spaced grids, it is sometimes best to integrate core-like and valence-
like electron distributions separately. Here, the term core-like electron distribution refers to an 
electron distribution concentrated near atomic nuclei. Core-like electron distributions can have 
extremely high density values near atomic nuclei. The term valence-like electron distribution refers 
to an electron distribution that has a significant fraction of its electrons in the atomic valence 
regions without extreme density spikes near the atomic nuclei. Unless special precautions are 
taken, the extreme density spikes near atomic nuclei in core-like electron distributions can lead to 
inaccurate integration of the number of core-like electrons. Using an extremely fine uniform grid 
to integrate the core-like electron distribution is one possible strategy, but this strategy would be 
too computationally expensive and impractical. Instead, we integrate the core-like and valence-
like electron distributions separately. Then we correct the core-like density grid to force it to 
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integrate to the correct number of core-like electrons. With this correction in place, accurate 
integrations over the core-like density grid can be performed. The following section describes 
details of this core grid correction. 
 During DDEC analysis of VASP PAW quantum chemistry calculations, the precision of 
integrating valence-like electron distributions was improved using the valence occupancy 
correction and all-electron spin density approximation described in the Supporting Information 
Section E (pages S9–S10) of Manz and Sholl.5 
 During DDEC analysis of GAUSSIAN 09 generated wfx files, the precision of integrating 
electron and spin distributions and multipole moments was improved using the valence occupancy 
corrections described in the Supporting Information Section F (pages S10–S11) of Manz and 
Sholl.5 In the present work, we made two additional improvements in computational efficiency. 
First additional improvement in computational efficiency: Each Gaussian basis set product has the 
general form        1 2 3 20 0 0 0X X Y Y Z Z exp r r     . Here,  0 0 0 0r X ,Y ,Z  represents 
the center of the Gaussian basis set product. The powers  1 2 3, ,  are non-negative integers. To 
improve computational efficiency, we sorted all Gaussian basis set products into blocks where 
Gaussian basis set products in each block shared the same   and 0r . The  20exp r r  ,
 0X X ,  0Y Y , and  0Z Z  terms were computed only once for each block at each grid 
point. This produced computational savings by avoiding recomputing these terms for every 
Gaussian basis set product within each block. Second additional improvement in computational 
efficiency: We added a grid interpolation scheme to increase the computational efficiency of 
generating valence, core, and spin density grids from Gaussian basis set coefficients. This grid 
interpolation decreases the computational cost by approximately a factor of five with negligible 
impact on the computational precision. Specifically, we used a set of grids explicitly including 
every nth grid point along each lattice direction, with n = 1 (finest), 2, 3, 4, 6, 8, or 12 (coarsest). 
The finest grid (i.e., n = 1) had a uniform spacing of ~0.14 bohr. Each Gaussian basis set product 
was assigned to one of these grids according to how diffuse it was. Specifically, a Gaussian basis 
set product proportional to  20exp r r   was assigned to grids according to the following 
scheme:  
(1) If  > 5 (atomic units), the Gaussian basis set product was assigned to the core-like density 
grid with analytic integration to compute the occupancy corrections. This grid had a 
uniform spacing of ~0.14 bohr. 
(2) If 5 0.4    (atomic units), the Gaussian basis set product was assigned to the n=1 
valence density grid. This grid had a uniform spacing of ~0.14 bohr. 
(3) If 
 
22
i i 1
0.16 0.16
n n 
     (atomic units), the Gaussian basis set product was assigned to the 
in  valence density grid, where in 2,3,4,6,8 . The Gaussian basis set product was 
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assigned to the n=12 (coarsest) valence density grid if  0.16 /144    (atomic units). This 
scheme scales the coarseness of the grid in the exact same manner that   scales. This 
means the ‘relative coarseness’ of the grid remains approximately constant independent of 
the   value. 
The valence and spin density contributions for each Gaussian basis set product were computed on 
the corresponding assigned nth grid. For each Gaussian basis set product, a renormalization factor 
of up to ±5% was applied to ensure it integrated to the proper value over the grid.5 After all 
Gaussian basis set products were computed over the corresponding grids, the coarser grids were 
interpolated back onto the finer grids in the following order: (a) the n = 12 grid was interpolated 
back onto the n = 6 grid, (b) the n = 8 grid was interpolated back onto the n = 4 grid, (c) the n = 6 
grid was interpolated back onto the n = 3 grid, (d) the n = 4 grid was interpolated back onto the n 
= 2 grid, (e) the n = 3 grid was interpolated back onto the n = 1 grid, and (f) the n = 2 grid was 
interpolated back onto the n = 1 grid. This has the effect of interpolating the n = 12 grid onto the 
n = 1 grid by first interpolating the n = 12 grid onto the n = 6 grid, then interpolating the n = 6 grid 
onto the n = 3 grid, and finally interpolating the n = 3 grid onto the n = 1 grid. By the sequence of 
steps (a) to (f), all of the coarser grids were finally interpolated onto the n = 1 grid. A linear 
interpolation was used in each of steps (a) to (f). Such a linear interpolation yields the same integral 
of each Gaussian basis product over the coarser and finer grids. 
 In this work, we used a 5 Å cutoff radius for  A Aw r , which means  A Ar 0   for Ar > 5 
Å. For all charge distributions depending only on Ar  (i.e., spherically symmetric distributions), we 
used 100 radial shells evenly spaced between 0 and 5 Å. 
3.2 Core Electron Partitioning with Core Grid Correction 
3.2.1 Overview 
 Core electron partitioning with core grid correction assigns core-like electron distributions, 
  coreA Ar , that integrate to yield the exact analytic number of core-like electrons for each atom 
 core 3 coreA A A Ar d r N  . (S2) 
 
Here, 
core
AN  refers to the exact analytic number of core-like electrons that have been included in 
the core-like electron distribution,  core r . In general, this depends upon the specific density grid 
setups not the chemical states of atoms. For example, a Mg atom could have 
core
AN  set to 0, 2, 10, 
or other values, depending on how many core-like electrons were written to the core density grid. 
 Core grid correction is not necessary to compute accurate NACs. (When comparing NACs 
computed with to without this core grid correction, the NACs typically change by up to ~0.002 e 
due to integration artifacts arising from the finite grid spacing.) For example, the paper introducing 
the DDEC3 method did not use core grid correction.5 The primary reason for including core grid 
correction is that it allows   A Ar  to be integrated to yield NA without worrying about errors in 
the integrated number of core-like electrons. This is critical for evaluating quantities that are 
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nonlinear functionals of   A Ar . Bond orders quantify the number of electrons exchanged 
between two atoms. Because the exchange interaction is a nonlinear functional of the electron 
density, integrals for computing bond orders must be based on  A Ar  not just the atomic valence 
density  valA Ar . This requires that  A Ar  integrate to the correct number of electrons—hence 
the need for a core grid correction. 
 If an atomic nucleus falls directly on a grid point, the density at that grid point may be very 
high. During integration, the number of electrons contributed by a pixel is calculated as the electron 
density at that pixel times the pixel volume. For a pixel centered on an atomic nucleus, the average 
electron density in the volume occupied by the pixel is less than the electron density exactly at the 
nuclear position. Therefore, grid points centered directly at atomic nuclei will produce integration 
errors if the density is taken to be that at the nuclear position. This error can be removed by 
estimating and using the average density for each pixel volume in place of the point density at the 
nuclear position. 
3.2.2 Design Criteria 
a) The core-like density assigned to each atom should integrate to the correct number of core-like 
electrons within a specified convergence tolerance (e.g., 10-5 e). For example, if a calculation 
is performed with 2 core electrons in Mg, the assigned core density for this atom should 
integrate to between 1.99999 and 2.00001 e. This is done by correcting the core density for 
pixels with the highest core density (i.e., the nuclear cusps). 
b) The core grid correction should never produce a negative core-like electron density for any 
grid point. 
c) For a particular atom, the core grid correction should not change the relative ordering of grid 
point core-like densities. Specifically, if grid point 1 contains a higher core-like density 
assigned to atom A than grid point 2, then after the correction is applied this should still be the 
case. 
d) Because nuclear cusps contribute most of the integration error, the core grid correction should 
be localized to those grid points with the highest core-like densities (i.e., those closest to atomic 
nuclei). 
e) The core grid correction should not interfere with the exponential decay constraint applied to 
the   coreA Aw r . Recall that atomic core densities decay at least as fast as exp(-2rA) where rA 
is in bohr. This constraint is applied during the core partitioning. Consider two grid points near 
nucleus A such that grid point 1 is closer to nucleus A than grid point 2. Then, 
      core coreA 2 A 1 2 1w r w r exp 2 r r      (S3) 
where 1r  and 2r  are the distances from grid points 1 and 2, respectively, to nucleus A. 
3.2.3 Iterative Algorithm 
 Two separate sets of iterations are performed: (i) a first set of iterations to determine a pre-
corrected  coreA Aw r  and (ii) a second set of iterations to correct the core-like electron density grid 
to yield the correct number of core-like electrons for each atom.  
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3.2.3.1 Iterations to determine a pre-corrected  coreA Aw r  
 For atoms having no core-like electrons assigned to the core grid (e.g., if core
AN  < 10
-10), the 
assigned  coreA Aw r  and  
core,avg
A Ar  are set to zero. For all remaining atoms, the following 
sequence of steps is performed starting with the initial estimate    core refA A A A Aw r r ,q 0  .  
a) For each grid point: 
   core coreA A
A,L
W r w r  (S4) 
b) The spherical average core density is computed for each atom, 
 
 
 
 
A
core
A Acore,avg core
A A core
r
w r
r r
W r
     (S5) 
c) If  core core,avg 3 5A A A AN r d r 10
    for every atom and at least five prior core iterations have 
been performed, the calculation is considered converged and exits. Otherwise, the calculation 
continues. 
d) Starting with    core core,avgA A A Aw r r  as the initial guess,  
core
A Aw r  is updated to satisfy 
constraint (S3) by recursively setting 
        core core coreA A A A A A A Aw r min w r ,w r r exp 2 r      (S6) 
beginning with the second radial shell and continuing outward to the last radial shell. The 
calculation then repeats the sequence of steps b) to d) until it converges and exits in step c). 
3.2.3.2 Iterations to correct the core density grid 
 For atoms having no core-like electrons assigned to the core grid (e.g., if core
AN  < 10
-10), the 
assigned  coreA Aw r  and  
core,avg
A Ar  are set to zero. For all remaining atoms, the following 
sequence of steps is performed to correct the core grid. 
a) In each correction iteration i, a real variable AK  is computed for each atom using the following 
equations 
 
 
 
 
core
A Acore corei
A A corei i
i
w r
r r
W r
     (S7) 
 
     
core core 3
A A A Ai
A 3 2i
core 3 core
A A A Ai i
N r d r 0.25
K min ,
r d r max
  
   
   
   
  


  (S8) 
where  coreA i max  is the largest value of  
core
A A i
r  over the set of all grid points. 
b)  core r  is updated by 
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 
 
  
core
A Acore i
A A i 1 2
core
A A Ai i
r
r
1 2K r


 
 
 (S9) 
   core coreA Ai 1 i 1
A,L
r r
 
   .  (S10) 
c)  core,avgA Ar  is updated by 
 
 
 
 
A
core
A Acore,avg corei
A A corei 1 i 1
i r
w r
r r
W r 
    (S11) 
d) If  core core,avg 3 5A A A Ai 1N r d r 10


    for every atom, the calculation is considered converged 
and exits. Otherwise, the calculation continues. 
e) Starting with    core core,avgA A A Ai 1 i 1w r r    as the initial guess,  
core
A A i 1
w r

 is updated to satisfy 
constraint (S3) by recursively setting 
        core core coreA A A A A A Ai 1 i 1 i 1w r min w r , w r exp 2 r       (S12) 
beginning with the second radial shell and continuing outward to the last radial shell. 
f)  coreW r  is updated: 
   core coreA Ai 1 i 1
A,L
W r w r
 
  (S13) 
The calculation then repeats the sequence of steps a) to f) until it converges and exits in step 
d). 
3.2.4 Proof this Iterative Algorithm Satisfies the Design Criteria 
a) The iterative scheme converges to the desired solution. Proof: Near the solution, we have  
 
  
core core 3
A A A Ai
A 3i
core 3
A A Ai
N r d r
K
r d r
 




 and   
2
core
A A Ai i
K r 1  (S14) 
Therefore, we can expand Eq. (S9) as a Taylor series to give 
   
 
  
  
core core 3
3A A A Acore core corei
A A A A A A3i 1 i icore 3
A A Ai
N r d r
r r r residual
r d r

  
   
       
  
  


 (S15) 
Integrating Eq. (S15) yields 
 core 3 coreA A A Ai 1r d r N residual    (S16) 
which shows  core 3A A Ai 1r d r  converges to 
core
AN . Combining Eqs. (S9) and (S16) gives 
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 
  
core
A A 3 corei
A A
2
core
A A Ai i
r
d r N residual
1 2K r
 
 
  
  
 
  (S17) 
which shows the left side of Eq. (S17) converges to core
AN . This can only be true if A
i
limK 0


, because otherwise  coreA A ir  would increase ( AilimK 0  ) or decrease ( AilimK 0  ) without 
bound. With Eq. (S8) this means 
 core 3 coreA A A Aiilim r d r N    (S18) 
   
A
core core
A A A A iK 0
i
lim r r

    (S19) 
so the iterative process converges to the desired solution. 
b) The corrected core density is nonnegative at every grid point. Proof: The minimum of the 
factor   
2
core
A A Ai i
1 2K r   occurs when 
A i
K 0  and for the grid point    coreA A ir max . 
From Eq. (S8), it follows   
2
core
A A Ai i
K r 0.25  . Therefore,  
  
2
core
A A Ai i
1 2K r 1/ 2   . Examining Eq. (S9), this means  coreA A i 1r 0  . 
c) For a particular atom, the correction does not change the relative ordering of grid point core 
densities. Proof: Consider the function 
 
2
s
s
1 2Ks
 

   (S20) 
which has the derivative 
 
3/2
2
d 1
ds 1 2Ks



  (S21) 
 s  is a monotonically increasing function of s over the range 2Ks 0.5 . Because Eq. (S9) 
has the functional form  s , the relative ordering of grid point core densities is preserved for 
each atom. 
d) The correction is localized to those grid points with the highest core densities (i.e., those closest 
to atomic nuclei). Proof: Combining  
   core coreA Ai i
A,L
r r     (S22) 
with Eq. (S10) gives 
     
  
core core core
A Ai 1 i i 2
coreA,L
A A Ai i
1
r r r 1
1 2K r

 
 
     
  
 
  (S23) 
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Consider the function 
   
2
1
g s s 1 s s
1 2Ks
 
     
 
   (S24) 
which has the derivative 
 
3/2
2
dg 1
1
ds 1 2Ks
 

.  (S25) 
dg
0
ds
  if and only if K = 0 or s=0. Moreover,  g s  is a monotonically increasing (when K > 
0) or decreasing (when K < 0) function of s  over the range 2Ks 0.5 . For small s,  g s  
expands a Taylor series to 
 
 
3 3
2
max
0.25
g s Ks residual s residual
s
     (S26) 
The inequality on the right-most side of Eq. (S26) arises from Eq. (S8). Due to the cubic 
dependence of  g s  on s for small s, the points with largest  coreA A ir  dominate the core 
correction for atom A. These points are typically located close to nucleus A. 
e) The correction does not interfere with the exponential decay constraint applied to   coreA Aw r
. Consider two grid points near nucleus A such that grid point 1 is closer to nucleus A than grid 
point 2. From Eq. (S9),  
 
 
 
 
  
  
2
corecore core
A A 2A 1 A 1 i ii 1 i
2core core
core
A 2 A 2i 1 i A A 1i i
1 2K rr r 1
ln ln ln
2r r 1 2K r


             
             
 (S27) 
case 1: AK 0 . In this case, the last term in Eq. (S27) increases 
 
 
core
A 1 i 1
core
A 2 i 1
r
ln
r


 
 
 
 
 so the core 
density increase performed during the core grid correction does not cause 
 
 
core
A 1 i 1
core
A 2 i 1
r
ln
r


 
 
 
 
 to 
be   2 1exp 2 r r  . 
case 2: AK 0 . This occurs when the core density grid assigns too much core density to atom 
A. This can be due to a nucleus falling directly on a grid point, in which case 
 
 
core
A 1 i 1
core
A 2 i 1
r 0
ln
r


  
 
 
 
 is too high and Eq. (S27) appropriately decreases it. Alternatively, this 
case can arise if the assigned core density is too diffuse for any reason. The lowering of 
 coreA 1 i 1r 0    together with constraint (S3) corrects the problem of too much core density 
being assigned to this atom. 
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3.2.5 What features cause this scheme to converge rapidly and robustly? 
a) The correction is localized to regions with highest  coreA Ar  where typically 
   A Aw r W r 1 . This makes corrections for different atoms almost independent of each 
other. 
b) The relative ordering of core density values for an atom is preserved. This ensures a smooth 
behavior.  
c) Convergence is rapid near the solution, as evidenced by the Taylor series expansion in Eqs. 
(S15) and (S16). 
d) Examining Eqs. (S8) and (S9), the density changes are bounded by 
 
 
core
A A i 1
core
A A i
r1
2
r3


 

 (S28) 
The extreme values occur for the grid point corresponding to  coreA i max  when 
  
3
core 3
A A Ai
r d r  is dominated by  
core
A i
max  such that 
     
3 3
core 3 core
A A A A pixeli i
r d r max V      (where pixelV  is the pixel volume) and under the 
condition that  core core 3A A A AiN r d r   is large. Under these conditions, AK 0  gives the 
limiting behavior 
   
   
    
    
   
core
A Acore i
A A i 1 2
core
A A2 icore
A A i
core
A A i
r max
r max
0.25
1 2 r max
r max
2 r max


 
 

 
. (S29) 
Under these conditions, AK 0  gives the limiting behavior 
   
   
     
    
    
   
core
A Acore i
A A i 1
core core
2A A A pixeli core
A A3 icore
A A pixeli
core
A A i
r max
r max
N r max V
1 2 r max
r max V
r max
3


 
 
 



(S30) 
e) Noting that  
20
2 1024 , this means about 20 iterations are required to increase a grid point 
density by a factor of 103. Noting that  
13
3 1262.665 , this means about 13 iterations are 
required to decrease a grid point density by a factor of 103. Because the approach to 
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convergence is smooth and the core density assigned to each grid point is never off by more 
than a factor of 106, this means convergence is always achieved in fewer than 40 iterations. In 
practice, convergence is nearly always achieved in fewer than 20 iterations. 
4. Computational Algorithm for Convex Functional 
4.1 Iterative Algorithm 
 The complex functional was optimized using the following procedure. First, ref
Aq  was 
computed in the first two charge cycles as described in Section 2.5 of the main text. Second, the 
conditioned reference ion density,  condA Ar , was computed in the third charge cycle as described 
in Section 2.6 of the main text.  
 The fourth charge cycle used the following procedure to compute the fixed reference 
density 
   fixed_ refA A A Ar H r   (S31) 
in the Convex functional. First, we computed 
       
A
cond cond
A A A A r
r r r / r      . (S32) 
Then,  A Ar , is reshaped to form  A AG r  exactly as described in item i) in Section 2.7 of the 
main text. Then,  A AG r  is reshaped to form  A AH r  exactly as described in item ii) of Section 
2.7 of the main text.  
 The fifth (i.e., i 5 ) and latter charge cycles form an iterative process to achieve a self-
consistent solution. The fifth charge cycle starts with the following initial estimates: 
   5 fixed_ refA A A Aw r r , 
5
A 0  , and 
5
AC 1 . These are refined to self-consistency using the 
following sequence of steps in the fifth and latter charge cycles: 
1. In the first loop over grid points and atoms, the following sum is computed at each grid 
point: 
   B B
B,L
W r w r    (S33) 
2. In the second loop over grid points and atoms, the following quantities are computed: 
       A A A Ar w r r W r    (S34) 
   
A
avg
A A A A r
r r     (S35) 
  3A A AN r d r    (S36) 
 
 
 
 
 A A A A 3A A A A
w r w r
u 2 1 1 r d r
W r W r
   
         
   
   (S37) 
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All of these quantities except   A Ar  are stored. 
3. If the AN  and   avgA Ar  changes between successive charge cycles were less than 10-5e 
and 10-5e/bohr3, respectively, for each atom two consecutive times in a row then the 
calculation is considered converged. Starting with the 10th charge cycle, the calculation 
breaks at this point if it is considered converged. If it is not converged or the charge cycle 
is less than 10, the calculation proceeds to # 4 below. 
4. At the end of the ith charge cycle  i 5  , the updated atomic weighting factors are given 
by 
     
i 1
Ai 1 i fixed _ ref avg
A A A A A A Aw r C e r r
      (S38) 
 where 
   i 1 i valA A A Amax 0, Ncon /t us       (S39) 
if 7
Au 10
 , and i 1A 0
   if 7Au 10
 . The constant appearing in Eq. (S39) affects only 
the convergence speed and robustness without affecting the converged solution. The 
approximately optimal value of 32 4  is derived in SI Section 4.2 below. The 
convergence accelerator, i
AC , minimizes the number of required charge cycles without 
changing the converged solution. For i 6 , 
   
         
i 1
A
i 1
A
fixed _ ref avg
A A A Ai
fixed _ ref avg i
A A A A A A
e r r
C
2 2 e r r 2 1 w r




 

    
.  (S40) 
As explained in SI Section 4.2 below, this form of the convergence accelerator maximizes 
the convergence speed. The convergence accelerator equals one when the calculation 
converges.  
 After generating  i 1A Aw r

 for each atom, the calculation returns to step #1 above and starts 
the next (i.e.,  i 1 ) charge cycle using  i 1A Aw r

 as the new estimate for  A Aw r  in Eq. (S33). 
This iterative process is continued until the calculation satisfies the convergence criteria and breaks 
in step #3 above.  
 We now show that convergence of  AN  and    avgA Ar  can occur only if  A  are also 
converged. Following Manz and Sholl,5 we define 
 
 
   
  
 A A A A B B 3AAB AB 2
LB
w r w r w rN
J r d r
W r W r
 
     
 
 
 .  (S41) 
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The 
L
 in Eq. (S41) accounts for periodic images (if any) of atom B. For a process in which 
  avgA Ar  are converged, changes in   A Aw r  can arise only from changes in  A . For such a 
process,  
A A A AB B
A A B
d dN d J d       (S42) 
Inserting Eq. (S41) into (S42) and rearranging gives 
 
   
  
 
2 A A B B 3
A A A B 2
A A B,L
w r w r1
d dN d d r d r 0
2 W r
  
        
  
  
   . (S43) 
If  AN  are converged, then both sides of Eq. (S43) are identically zero. For every pair of atoms 
A and B, this requires either  
2
A Bd d 0     or else the AB overlap integral in Eq. (S43) is zero. 
Thus, for any sets of atoms with non-zero overlaps,  Ad 0   when  AdN 0 . For an atom 
without any overlaps (i.e., isolated atomic ion limit), Au 0  and the converged  A Ar  is 
independent of A . Therefore, when uA is negligible (e.g., 
7
Au 10
 ) we set A 0  . For all other 
atoms,  
2
A Bd d 0     when  AdN 0 . Therefore,  AN  cannot be converged between 
successive charge cycles unless  A  are converged between successive charge cycles. Therefore, 
  A Aw r  are converged in the DDEC6 method if and only if  AN  and    avgA Ar  are 
converged. 
4.2 Derivation of Optimal Convergence Parameters 
4.2.1 Derivation of the form of uA in Eq. (S37) 
 The careful reader will observe the quantity uA appearing in Eq. (S37) has a different form 
than the quantity uA appearing in Eq. (84) of the main text. During DDEC6 charge cycles, 
 A Are

 
is multiplied by a fixed term (i.e.,  fixedA Aw r  ). In contrast, when optimizing the Convex functional, 
 A Ar  affects  
avg
A Ar  which in turn affects  A Aw r .  For generality, we consider a an atomic 
weighting factor of the form 
       A
1
convex fixed _ ref avg
A A A A A Aw r e r r
     (S44) 
where 0 1    . Note that 1/ 2   for the Convex functional described in Section 4.1 above. 
Inserting Eq. (S44) into Eq. (12) of the main text and rearranging yields 
          A A
A
1/
ravg fixed _ ref
A A A A r
r e r r / W r

 
    .  (S45) 
Case 1: When    W r r , changes in  convexA Aw r  tend to be absorbed by the other atoms. In 
this case, taking the partial derivative of Eq. (S45) yields 
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 
 
 
 
B B
avg avg
A A A A
A A r
r r
r

  
    
.  (S46) 
 
 
 
 
B B
convex convex
A A A A
A A r
w r w r
r

 
    
 (S47) 
Case 2: At the other extreme, where changes in  convexA Aw r  are not absorbed by the other atoms, 
then 
 
 
 
     
 
 
 
 
 
 
B B
3A
A A A
A A A Ar
A A A A 3
A
A A
N
w r r W r d r
r r
w r r w r
1 d r
r W r W r

  
     
  
     


. (S48) 
Taking the partial derivative of Eq. (S44) with the help of Eq. (S45) yields 
 
 
 
 
B B
convex convex
A A A A
A A r
w r w r
r

 
    
.  (S49) 
Substituting Eq. (S49) into (S48) gives 
 
 
 
 
 
 
 
B B
convex
A Aconvex 3A
A A A
A A r
r w rN 1
w r 1 d r
r W r W r

   
          
 . (S50) 
Cases 1 and 2 can be combined by noting that case 1 dominates when    convexA Aw r W r , and 
case 2 dominates when    convexA Aw r W r . Assuming a linear interpolation where 
 
 
convex
A Aw r
1
W r
 
  
 
 is the fraction assigned to case 1 and 
 
 
convex
A Aw r
W r
 is the fraction assigned to 
case 2 yields: 
 
 
 
 
 
 
 
 
 
B B
convex convex
A A A Aconvex 3A
A A A A
A A r
r w r w rN 1
u w r 1 1 d r
r W r W r W r

    
               
 . (S51) 
The safest approach corresponds to setting uA to its approximate upper bound. (This corresponds 
to estimating  A Ar  changes as conservatively as possible to minimize overshoot.) This explains 
the basis for the form of uA appearing in Eq. (S37). 
4.2.2 Derivation of the constant value in Eq. (S39) 
 To derive this constant, we construct a convergence model in which the error at charge 
cycle i is characterized by  
val
A ii
N    (S52) 
where i   is some positive number. Substituting Eq. (S52) into (S39) yields 
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i 1 i
A A i Acons t / u
    . (S53) 
During charge cycle i+1, this change in A  impacts  A Aw r  only through the 
 A Are

  prefactor 
and not through the  avgA Ar   term, because the  
avg
A Ar  term will be impacted only during the 
i+2 and subsequent charge cycles. From Eq. (S44), the change in  convexA Aw r  at constant 
 avgA Ar  is 
 
 
   
 
avg
A B BA
convex
A A convex
A A
A A r , r
w r
w r
r
 
 
   
. (S54) 
Comparing Eqs. (S54) and (S47) gives 
 
 
   
 
 
 avg A B B B BA
convex convex
A A A A
A A A Ar , r r
w r w r
r r
  
    
           
. (S55) 
 Combining Eqs. (S39) and (S55), the impact of the A  change felt during the i+1 charge 
cycle is 
 
   
    
avg
A B BA
i 1 iA
A A A A i
A A r , r
cons t
N
r r
r

 
 
        
 .  (S56) 
Thus, neglecting the  avgA Ar  changes, the error during charge cycle i+1 will be 
 i 1 i ons t1 c     .  (S57) 
Applying once more, 
   
2
i 2 i 1 icons t1 1 cons t          . (S58) 
Combining Eqs. (S53) with (S57) and (S58) yields 
 i 2 i 1A A i Acons t cons / ut1
           (S59) 
 
2i 3 i 2
A A i Acons t cons t1 / u
         . (S60) 
Therefore, the sum of A   changes over three successive charge cycles is 
   
2i 3 i
A A i Acons t cons t cons1 t1 1 / u
            
 
   . (S61) 
 The key to deriving an appropriate value for the constant is to note that eventually the 
 avgA Ar  changes will kick in and effect  A Aw r . A reasonable value of the constant will 
correspond to the sum of A   changes over three successive charge cycles not overshooting the 
eventual 
val
AN  changes even when including the eventual effects of changing  
avg
A Ar  on  A Aw r
. Since the eventual 
val
AN  change is uA times the A  change, the non-overshoot condition derived 
from Eq. (S61) is 
   
2
1 1cons t cons t c s 1n 1o t        
 
. (S62) 
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The approximately optimal constant corresponds to the equality condition. Solving Eq. (S62) 
yields 
3
3 2
1 1 1
const   
  
.  (S63) 
For 1/ 2   , we have 3const 2 4 0.41259...    
 We performed computational tests (using model systems in spreadsheet) with different   
values and different constant values, which verified Eq. (S63) yields nearly optimal convergence 
performance. With the constant value from Eq. (S63), the system converges rapidly with highly 
damped overshoot if the val
AN 0   constraint is binding. Using 1/ 2  , 
3const 2 4 0.41259...   , and the convergence accelerator described in Section 4.2.3, 
convergence to 10-5 electrons is achieved in approximately 20 total charge cycles for the Convex 
functional. 
4.2.3 Derivation of the optimal convergence accelerator 
 When using an atomic weighting factor of the form shown in Eq. (S44), the spherical 
average atomic density,  avgA Ar , is computed based on the  A Aw r  that used the prior  
avg
A Ar . 
This causes the situation that if the estimate for  avgA Ar  in charge cycle i is too large (small), the 
new estimate for  avgA Ar  in charge cycle i+1 will also be too large (small). In general, therefore, 
it will take many charge cycles to work off errors in the estimated   avgA Ar . The higher the 
proportion of spherical averaging (i.e., the smaller the   value) in  A Aw r , the more pronounced 
this problem will be. 
 This problem can be solved using a convergence accelerator. A convergence accelerator 
causes changes in the estimated   avgA Ar  to take effect in fewer charge cycles, thereby allowing 
the calculation to be converged in fewer charge cycles. All feasible functional forms of a 
convergence accelerator become linear as the change to   avgA Ar  becomes relatively small. 
Therefore, we choose the linear form 
        i 1 i i i 1A A A A A A A Aw r r m r r       (S64) 
where m is a constant and  
       
 i 1
A
1
i fixed _ ref avg
A A A A A A i
r e r r
     . (S65) 
 We begin by defining a set of variables that quantify the approach to convergence: 
      i avg avgA A A A A Ai convergedy1 r ln r r    (S66)  
      i i convergedA A A A A Ay2 r ln w r w r  (S67) 
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where  avgA A ir  is the value of  
avg
A Ar  computed during charge cycle i, and  
avg
A A converged
r  and 
 convergedA Aw r  are the final converged values of  
avg
A Ar  and  A Aw r , respectively. Combining 
Eqs. (S65) and (S66) yields 
        i converged iA A A A A Aln r r 1 y1 r    .    (S68) 
According to Eq. (S44), 
   converged convergedA A A Ar w r     (S69) 
In regions where atom-atom overlaps are significant (i.e.,    A Aw r W r ), the spherical 
average computed during charge cycle i (i.e.,  avgA A ir ) is proportional to  
i
A Aw r : 
  
  
avg
A A i
i
A A
ln r
1
ln w r
 


 . (S70) 
From Eq. (S70), it directly follows that 
     i i iA A A A A Ay1 r y2 r r      (S71) 
where  iA Ar  quantifies the approach to convergence. 
 Computational tests on real systems studied with the CHARGEMOL program, as well as 
numerical model systems studied in spreadsheet, showed that convergence in the fewest number 
of charge cycles is achieved when the constant m is set to the largest value giving non-oscillatory 
convergence. For steady non-oscillatory convergence, the errors are reduced to a nearly constant 
fraction between successive charge cycles: 
 
 
i
A A
i 1
A A
r
f
r



. (S72) 
Dividing Eq. (S64) by  convergedA Ar  and taking the log of both sides in the limit of small  Ar  
yields: 
            i 1 i i i 1A A A A A A A Ar 1 r m 1 r r         . (S73)  
Substituting Eq. (S72) into (S73) gives 
            2 i 1 i 1 i 1 i 1A A A A A A A Af r 1 f r m 1 f r r             (S74) 
which simplifies to the characteristic equation 
    2f 1 m 1 f m 1 0      . (S75) 
 Solving Eq. (S75) gives 
        
2 2
1 m 1 1 m 1 4m 1
f
2
      
 .  (S76) 
The limiting value of f occurs when the discriminant (i.e., quantity under square root) is zero: 
     
2 2
1 m 1 4m 1 0      (S77) 
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which yields 
 
2
1
m
1
 


.  (S78) 
Substituting Eq. (S78) into (S76) yields the limiting value of f: 
f 1   . (S79) 
 We chose the following form for our convergence accelerator: 
 
     
 
       
 
   
i 1
A
i 1
A
2 2 1
2 fixed _ ref avg
A A A Ai 1
A A 1
fixed _ ref avg i
A A A A A A
e r r
w r
1 a e r r a w r


 

 
 

   
  (S80) 
where 0 a 1    is a constant. We chose this form, because it has the key advantage of 
guaranteeing   i 1A Aw r 0
  . For small  iA Ar , dividing both sides of Eq. (S80) by  
converged
A Aw r
and simplifying as a perturbation series in  iA Ar  gives the leading order result 
      i iA A A Af r r 1 a      . (S81) 
Substituting Eq. (S79) into (S81) and solving gives the optimized convergence accelerator 
parameter 
1
a 1 

 . (S82) 
 Notably, the rate of convergence is practically independent of the material. The largest 
number of charge cycles required to converge the NACs and   avgA Ar  within 
convergence_threshold e and e/bohr3, respectively, is  
   Aln convergence _ threshold ln q
ch arge _ cycles 4 2
ln(f )
 
     (S83) 
where qA is the maximum NAC error on the fourth charge cycle. convergence_threshold is the 
error on the (last -2)th charge cycle. Two final charge cycles are required to demonstrate the NAC 
and   avgA Ar changes between successive charge cycles are below the convergence_threshold 
two times in a row. The first four and last two charge cycles are thus added in Eq. (S83). We used 
convergence_threshold = 10-5 e and e/bohr3 on the NACs and   avgA Ar , respectively. A 
reasonable approximation is that the NACs on the fourth charge cycle are within ~±0.2 e of the 
final NACs. Substituting into Eq. (S83) with f 1 1/ 2   yields charge_cycles ≤ 14. Indeed, more 
than 99% of the materials studied in this paper converged within 14 charge cycles when using the 
Convex functional with the convergence accelerator. 
 We performed an extensive set of computational tests confirming all aspects of the theory 
described above. These computational tests included both tests on real materials using the 
CHARGEMOL code as well as numerical finite difference models in spreadsheet. All aspects of the 
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above theory were doubly confirmed (i.e., both for the real materials and for the finite difference 
models), including:  
1. The errors between successive charge cycles follows a nearly constant ratio f. 
2. We compared f values for m = 0 and the optimal m value (i.e., also a = 0 and the optimal a 
value) for both   = 1/2 and 1/3. All of the computational results were in precise agreement 
with Eq. (S76). In these cases, the number of charge cycles required for convergence 
closely followed Eq. (S83). 
3. As m and a are decreased below their optimal values, the calculation takes more charge 
cycles to converge. As m and a are increased above their optimal values, the calculations 
do not converge in fewer charge cycles. As m and a are increased to unreasonably large 
values (i.e., many times larger than their optimal values) the calculations begin to oscillate 
notably. 
4.2.4 Convergence speed of spin partitioning 
 Finally, we note that the DDEC spin partitioning method6 follows a similar 
convergence law as that noted above for the Convex functional. Specifically, the spin partition 
method uses 
spin 1/ 2   which utilizes a geometric average between  
avg
A Am r  and  
proportional
A Am r
.6 The DDEC spin partitioning method uses an optimized convergence algorithm that achieves 
convergence as rapidly as feasible.6 For the same reasons as described above, the DDEC spin 
partitioning method converges at the same rate for all materials with a constant error fraction 
between successive spin cycles. Theoretical analysis shows the optimal f value depends only on 
  independent of the particulars of the optimization scheme. Specifically, the analog of Eq. (S79) 
is 
spin spinf 1    . (S84) 
Using 
spin 1/ 2  , this means the ASM errors on spin cycle i+1 are only about 29% as large as the 
errors on spin cycle i. We confirmed this prediction using numerous computational tests on real 
collinear and non-collinear magnetic materials. For both collinear and non-collinear magnetism, 
the required number of spin cycles follows this analog of Eq. (S83): 
   A
spin
ln spin _ threshold ln M
spin _ cycles 1 1
ln(f )
 
     (S85) 
where AM  is the maximum ASM error on the first spin cycle. In Eq. (S85), the first +1 accounts 
for the first spin cycle. spin_threshold is the error on the (last -1)th spin cycle. A final spin cycle is 
required to demonstrate the ASM changes are below the spin_threshold; this accounts for the 
second +1 appearing in Eq. (S85). For spin partitioning, we used a spin_threshold of 5×10-5 e with 
spin 1/ 2  . Substituting these values into Eq. (S84) yields 
spin _ cycles 9 .  (S86) 
Indeed, all of the collinear and non-collinear magnetic materials we have examined to date 
followed Eq. (S86). Although in the end we decided to go with the DDEC6 (seven fixed charge 
partitioning steps) rather than the self-consistent Convex functional for the charge partitioning, 
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this convergence theory still fully applies to the self-consistent spin partitioning used in the 
DDEC6 method. Thus, a key advantage of our methodology is that both the charge and spin 
partitioning converge within a small number of cycles for all materials. 
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