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Abstract 18 
Uncertainty in simulating water resource systems (WRSs) makes it difficult to assess how 19 
effective different water management decisions will be. Uncertainty in simulation models can 20 
undermine the credibility of simulation and optimization studies and the uptake of their 21 
results. We identify different sources of uncertainty in WRS models and find that structural 22 
uncertainty (i.e. around definition of interrelationships within the system) and contextual 23 
uncertainty (i.e. around definition of the system boundaries) are rarely considered when 24 
simulating and optimizing WRSs. We propose a methodology to quantify the effects of 25 
structural and contextual uncertainties on the estimated performance of optimized water 26 
management decisions and demonstrate that they have a significant impact on a real-world 27 
case study of a pumped-storage system in the UK. To the best of the authors’ knowledge this 28 
is the first study to consider the impact of these types of uncertainty on optimized operating 29 
policies and their simulated performances. Our main finding is that, of all the considered 30 
uncertainties, the assumptions made about context – specifically around the level of 31 
cooperation between neighbouring water companies – had the greatest impact on 32 
performance estimates. This is important because few WRSs exist in isolation, yet discussion 33 
of the effects that a given definition of the system boundaries have on the 34 
simulation/optimization results is uncommon. We also highlight the significance of 35 
adequately considering aleatory uncertainty when evaluating performance estimates – 36 
something that few studies do – and present a simple technique to justify the sample size used 37 
for the evaluation of optimization results.  38 
  39 
1 Introduction  40 
Models and model-based optimization are widely used to support decision making in water 41 
resource management. Within the broad area of water resource management, this study will 42 
focus on the optimization of reservoir operations (Yakowitz, 1982; Yeh, 1985; Hiew et al., 43 
1989; Labadie, 2004; Rani and Moreira, 2009). Reservoir operation optimization typically 44 
refers to identifying the operational decisions (or the operating policies to make those 45 
decisions based on the system conditions, such as reservoir storage or time of year) that 46 
achieve optimal values of certain objectives (for example, reliability of water supply) . 47 
Objectives are evaluated using a numerical model that simulates the interaction between 48 
decisions and forcing inputs (for example, demands and reservoir inflows) over time. 49 
Optimization can be particularly beneficial in systems of interconnected reservoirs, where 50 
even a relatively small increase in system complexity can make the definition of effective 51 
operating policies far from trivial (Moss et al., 2016). Another difficulty in making 52 
operational decisions is the need for balancing multiple conflicting objectives, which 30% of 53 
large dams face worldwide (ICoLD, 2003). When multiple objectives exist, the aim of 54 
optimization is not to find a single optimal operating policy, but rather to characterise the 55 
possible trade-offs within a set of candidate policies (Cohon and Marks, 1975; Haimes and 56 
Hall, 1977; Guariso et al., 1986; Kasprzyk et al., 2013; Reed and Kollat, 2013).  57 
Although reservoir operation optimization methods have been extensively studied in the 58 
scientific literature, their application in practice is limited and many authors over time have 59 
pointed out a disconnect between research and practice in this field (Yeh, 1985; Simonovic, 60 
1992; Labadie, 2004; Brown et al., 2015). The first attempt to survey the uptake of reservoir 61 
optimization tools (Rogers and Fiering, 1986) revealed that the uncertainty present in the 62 
underpinning simulation models contributed to a significant lack of trust in the end results of 63 
the optimization process. In a more recent survey on the perception of uncertainty by water 64 
managers, Höllermann and Evers (2017) found that the uncertainty around boundary 65 
conditions, which is an example of what we will later define as contextual uncertainty, was 66 
the source of uncertainty of highest concern for practitioners. In the context of a climate 67 
change impacts study, Mahmoud et al. (2009) found that stakeholders did not trust the study 68 
results if they were not convinced by the system conceptualization underlying the simulation 69 
models used in the assessment. In order to increase the credibility and hence the use of 70 
optimization results in practice, we believe that it is essential to understand to what extent 71 
optimized solutions will maintain their estimated level of performance in the face of the 72 
uncertainties that unavoidably affect the simulation model used during optimization.  73 
A common conceptual classification of uncertainties affecting simulation models 74 
distinguishes between aleatory and epistemic uncertainty (Walker et al., 2003; Beven et al., 75 
2017). Aleatory uncertainty arises from intrinsic random variability in the system, such as 76 
variability in weather conditions. It is typically considered irreducible, but it can be well 77 
characterised statistically. Epistemic uncertainty instead can be defined as the uncertainty that 78 
is attributable to a lack of historical observations (Beven et al., 2017), which results in a lack 79 
of understanding about the system, its properties and its expected behaviour (Walker et al., 80 
2003) and is difficult to characterise in statistical terms. Examples are the uncertainty in the 81 
projected magnitude of a flood event with return period exceeding the length of historical 82 
time series, or the uncertainty in the subsurface properties of a catchment, which are typically 83 
not observable. Epistemic uncertainty is in principle reducible, even if this may be difficult to 84 
do in practice. Below we discuss how aleatory and epistemic uncertainties affect WRS 85 
simulation models, and we review the techniques that have been used to address them within 86 
optimization studies. 87 
Practically unavoidable in WRSs is the variability in hydrological forcing, such as inflows 88 
into reservoirs, which was the main focus of the earliest water management studies (Maass et 89 
al., 1962). A common practice in the field is to assume that inflows are aleatory and 90 
stationary processes, although the validity of the stationarity assumption is highly debated 91 
(Milly et al., 2008; Montanari and Koutsoyiannis, 2014), and represent them by fitting a 92 
statistical model to the historic data (see for example Matalas (1967) for an early application 93 
and Vogel (2017) for a recent review of the available techniques).  Reservoir operation is 94 
then stochastically optimized under this statistical model, for example via Stochastic 95 
Dynamic Programming (e.g. (Stedinger et al., 1984; Nardini et al., 1992; Castelletti et al., 96 
2012)) or by generating a synthetic sequence of forcing for which the operations are 97 
deterministically optimized (Koutsoyiannis and Economou, 2003). The more densely 98 
sampled the statistical model (either by using a high-resolution discretization grid for 99 
Stochastic Dynamic Programming or by generating a long sequence of synthetic forcing), the 100 
longer the optimization will take. Hence, it is good practice to keep the sample size limited 101 
during the optimization process and then re-evaluate the optimized operations over an 102 
expanded sample, so to get a more reliable estimate of their performances (Mortazavi et al., 103 
2012). Similar considerations apply to other system variables that can be regarded as aleatory 104 
uncertainties, such as water demand and evaporation from reservoir surfaces, which are often 105 
modelled using similar statistical models to inflows (Donkor et al., 2014). 106 
As for epistemic uncertainties, we distinguish four types: parametric, objective, structural and 107 
contextual. Parameters are constant values in a model, typically identified through 108 
measurement or calibration (Walker et al., 2003). The measurement and calibration processes 109 
not being exact, it results in a certain amount of uncertainty in parameter values, which is in 110 
principle reducible by further measurement and testing. However, in WRS simulation and 111 
particularly for long-term evaluation of WRS performance, it is typically necessary to use 112 
conceptual parameters that do not relate to specific physical quantities but instead 113 
encapsulate and simplify complex and diverse phenomena. Examples are trend parameters 114 
that summarise long-term changes in water demand or in inflow statistics as a consequence of 115 
climate change. In recent years, several studies have investigated the robustness of WRS 116 
management solutions to epistemic uncertainty in parameters, either by including sampling of 117 
the uncertain parameter space in the re-evaluation of optimized operating policies (Kasprzyk 118 
et al., 2012; Herman et al., 2014) or by directly incorporating the sampling of uncertain 119 
parameters into the optimization process (Trindade et al., 2017; Watson and Kasprzyk, 2017). 120 
Another source of epistemic uncertainty is the choice and formulation of model outcomes 121 
(Walker et al., 2003) such as, in the case of WRS optimization, the metrics of system 122 
performance (or objectives hereafter). It is well known that similar formulations (for example, 123 
vulnerability vs reliability) of the same objective (for example, water supply) may yield 124 
different suggested operations (Hashimoto et al., 1982). A further difficulty is that the 125 
decision-makers themselves may not be aware of their true preferences until they are able to 126 
visualise operating policies and their respective objectives in the context of the trade-offs 127 
available to them (Kasprzyk et al., 2013). Unlike parametric uncertainty, which can be 128 
characterised by random sampling within a defined range of plausible parameter values, the 129 
geometry of the plausible objective space is more challenging to define. Recently, Quinn et 130 
al. (2017) presented a method to investigate the effects of competing formulations of 131 
uncertain objectives on multi-objective optimization results. This method creates different 132 
framings of the WRS management problem using different objective formulations, where 133 
each framing is regarded as a single sample in the space of uncertain objectives. By 134 
application to a hydropower reservoir system in Vietnam, Quinn et al. (2017) found that the 135 
choice of objective has a significant impact on how effective an operating policy would be 136 
considered.  137 
Another source of uncertainty, and a key focus of this study, is model structural uncertainty. 138 
We use the definition of (Walker et al., 2003), who suggests that model structural uncertainty 139 
is uncertainty about “the behaviour of the system and the interrelationships among its 140 
elements”. Examples in WRS management might include the type of statistical model used to 141 
describe aleatory variables or the omission of processes that are poorly understood or 142 
unsupported by data, such as pump failures. The effects of structural uncertainty on the 143 
prediction of environmental or socio-economic variables has been relatively well studied, for 144 
example in hydrological (Clark et al., 2008), water quality (Beck, 1987), ecological (Ayala et 145 
al., 2014) and water distribution system (Hutton and Kapelan, 2015) modelling. However, to 146 
the best of the authors’ knowledge, it has not yet been considered in any detail for its impact 147 
on optimized solutions of WRS management problems. Instead, the structural choices 148 
underlying simulation models used in this field often seem to be guided by a lack of data or 149 
knowledge, or by the need to make a certain optimization method applicable 150 
(computationally tractable), rather than their appropriateness (Giuliani et al., 2015b).  151 
Finally, we list a source of uncertainty that is rarely considered in WRS modelling: 152 
contextual uncertainty. (Walker et al., 2003) defines it as the uncertainty about “the 153 
boundaries of the system to be modelled”. Since few WRS exist in isolation, a certain degree 154 
of contextual uncertainty is unavoidable, just like in the modelling of any open system 155 
(Dooge, 1973). Typical examples of contextual uncertainties in WRS modelling include 156 
aggregating demand nodes beyond the chosen system boundary, and assuming cooperation 157 
between multiple operators in the same system. We focus on this last element specifically 158 
because it is common for optimization studies to assume that if multiple infrastructures are 159 
present in the same system their operations are perfectly coordinated, However, in reality 160 
there often are different operators that either do not coordinate their decisions or do so 161 
through ad hoc discussions rather than formal rules that can be represented within a 162 
simulation model (Giuliani et al., 2015a). Central to this point, a growing number of studies 163 
have demonstrated that cooperation in water systems is a critically important factor in 164 
improving operational decisions (Tilmant and Kinzelbach, 2012; Anghileri et al., 2013; 165 
Giuliani and Castelletti, 2013; Marques and Tilmant, 2013; Wu et al., 2016). 166 
Our study makes three contributions. Firstly, we introduce and assess a workflow to measure 167 
the impact of model structural and contextual uncertainties on the estimated performance of 168 
WRS management solutions obtained by optimization. The workflow enables modellers to 169 
assess whether optimization results are robust to uncertainty in their underlying simulation 170 
models. It transfers the ‘rival framings’ framework, presented by (Quinn et al., 2017), to 171 
address the relevance of structural and contextual modelling choices in estimating the 172 
performance of the solutions of a multi-objective optimization problem. Secondly, our study 173 
demonstrates the value of this workflow in a specific case study of a two-reservoir pumped 174 
storage system. In this application we answer the question “What is the extent to which the 175 
performances of optimized reservoir operating policies change upon re-evaluation under a 176 
simulation model that makes different modelling choices?” or, more simply: “How 177 
worse/better off can performances be when optimized under a modelling choice that turns out 178 
to be incorrect?”. As we later discuss, the conclusions we draw from this case study 179 
application are, in varying degrees, generalizable to other types of WRS optimization 180 
problems. Thirdly, we test the importance of aleatory uncertainty in the re-evaluation of 181 
optimized operating policies. Previous studies (e.g. Mortazavi et al. (2012)) suggested that 182 
optimal solutions obtained by using insufficient realisations of aleatory uncertainties (e.g. 183 
short climate records) can be severely flawed. Recent studies (Kasprzyk et al., 2013; Herman 184 
et al., 2014; Quinn et al., 2017) have used expanded sampling strategies to better account for 185 
aleatory uncertainty when re-evaluating optimization results. Here, we will present and apply 186 
a simple approach to justify the chosen sample size for re-evaluation.  187 
The paper is organised as follows. In Section 2 we introduce our workflow to quantify the 188 
impact of structural and contextual uncertainty on estimates of performance of optimized 189 
operating policies. In Section 3 we describe our case study model, the formulation and 190 
experimental setup for the optimization problem (complemented by the full set of model 191 
equations in the Appendix) and introduce our technique to determine the adequate sample 192 
size for re-evaluation. In Section 4 we present the results of applying our methodology to the 193 
case study model and in Section 5 we discuss the implications and generalizability of these 194 
results.  195 
2 Methodology 196 
Modelling choices are often made under significant uncertainty. In a sense, there is a 197 
hierarchy among these uncertainties. We draw on Walker [2003] to describe this hierarchy. 198 
The choice of the context and of the objectives typically come first, and is determined by a 199 
range of factors, from institutional constraints to data availability, and the very question that 200 
the decision maker wishes to ask. Within a given model context, different model structures 201 
may be selected. Each model structure will have its own set of parameters. Each of these 202 
levels may have many sub-levels, for example the choice to use an autoregressive model for 203 
synthetic streamflow generation then leads to the choice of the lag in that model. As 204 
discussed in the introduction, uncertainty sources may be introduced at any of these levels. 205 
We would suggest that, depending on the strength of statistical justification, any of these 206 
sources of uncertainty may be regarded as aleatory or epistemic. In the face of so much 207 
complexity, we follow the philosophy that once a choice is made for every source of 208 
epistemic uncertainty, one hypothesis of the real system is created and the residual aleatory 209 
uncertainty can be represented by Monte Carlo simulations.  210 
Our methodology leverages this philosophy to study the impact of, in our case, structural and 211 
contextual uncertainties on WRS optimisation results. To this end, we use a workflow built 212 
on the ‘Rival Framings’ framework introduced by (Quinn et al., 2017). In this workflow, each 213 
rival framing is a plausible hypothesis for formulating the WRS management problem. In 214 
Quinn et al. (2017), each framing uses different formulations of the objectives with no 215 
changes in the underlying simulation model. In our study, each framing makes different 216 
choices about some elements of the simulation model structure and the context. Figure 1 217 
presents this workflow.  218 
The first step is to define the rival framings, as depicted in Figure 1a. During this step, 219 
uncertainties are identified and characterised. For example, in Quinn et al. (2017) the sources 220 
of uncertainty are the objectives, which are characterised by a set of different options for their 221 
formulation. In our case, the sources of uncertainty are some of the assumptions underlying 222 
the model structure (for example, whether to include pump failures) and context (for 223 
example, whether the two water companies that manage the two reservoirs in the WRS 224 
coordinate their operations). Each framing will then consist of a unique set of modelling 225 
choices relating to these uncertain assumptions. Ideally, the range of considered framings 226 
should fully represent the uncertain space under investigation. In our case, this means that 227 
they should capture the uncertain assumptions in the modelling process that either the 228 
decision-maker(s) or the modeller(s) are sceptical about or wish to study their exposure to, in 229 
line with the second and sixth principles of best practice in collaborative modelling 230 
(Langsdale et al., 2013): “all stakeholder representatives participate early and often to 231 
ensure that all their relevant interests are included” and “the model addresses questions that 232 
are important to the decision makers and stakeholders”. This step can also be mapped into 233 
the ‘identify uncertainties’ stage in the XLRM framework presented by (Lempert et al., 2003) 234 
and demonstrated in (Lempert et al., 2006; Kasprzyk et al., 2013). The remaining stages of 235 
that framework – identify decision ‘levers’ (L), map actions to outcomes (R) and define 236 
performance metrics (M) – should then be followed to formulate a relevant simulation model 237 
of the system and thus create an appropriate management problem. As suggested by 238 
(Mahmoud et al., 2009), it is important to interact with the decision maker(s) throughout the 239 
modelling process since their trust in the model outcomes increases with their trust in the 240 
underlying system conceptualization. 241 
Next, as depicted in Figure 1b, decision variables are optimized under each framing, which 242 
results in a set of (approximate) Pareto optimal solutions (hereafter, a set of Pareto solutions) 243 
for each framing. In our case study, the decision variables are not the operational decisions 244 
(reservoir releases and pumped inflows) directly, but rather the parameters defining the 245 
operating policies that will be used to compute those decisions based on the WRS state (we 246 
discuss this in more detail in the case study section and Appendix 1). A set of Pareto 247 
solutions are those whose performance in any objective can only be improved with a 248 
corresponding reduction in performance in one or more of the remaining objectives. In order 249 
to account for aleatory uncertainties (e.g. in our problem the streamflow, demand and 250 
potential evaporation time series) we use Monte Carlo simulation for the calculation of the 251 
objective function values against a set of possible realisations of those uncertainties. For the 252 
multi-objective search, we use the Borg multi-objective evolutionary algorithm (MOEA) 253 
since it has been shown to perform very effectively for multi-objective reservoir operation 254 
problems (Salazar et al., 2016). The key working principle of Borg is to blend a range of 255 
heuristic optimization approaches, balancing them to adapt as the search progresses. 256 
However, any optimization tool capable of robustly solving stochastic, multi-objective 257 
formulations could be used here.  258 
The key step in the Rival Framings workflow is the use of an independent re-evaluation of 259 
the optimized solutions under different candidate framings (Figure 1c). This is effectively 260 
testing how stable the estimated performances and trade-offs are to the assumptions made in 261 
the framing used for optimization. As in the optimization step, we use Monte Carlo 262 
simulation to estimate the objective values under aleatory uncertainty. Because the aim of this 263 
step is to show the stability of estimated performances, it is important that the approximation 264 
error from the Monte Carlo simulation be small enough to enable meaningful comparisons 265 
between different sets of simulations. Previous studies that performed a re-evaluation step of 266 
stochastic optimization results have often used a larger sample size than the one used for 267 
optimization, so to reduce approximation error in the re-evaluation (for example, (Kasprzyk 268 
et al., 2013; Herman et al., 2014; Giuliani et al., 2015b; Quinn et al., 2017)). Here, we 269 
propose linking the re-evaluation sample size with the decision-maker’s sensitivity to 270 
differences in objective values. For example, if the decision-maker is only sensitive to 271 
differences in cost greater than 10 £/day, we should choose a sample size such that the 272 
approximation error in the objective calculation is, at a maximum, 10 £/day. Further 273 
increasing the sample size would be unnecessary, given that the decision-maker would not 274 
discriminate between solutions with cost differences lower than 10 £/day. In the experimental 275 
setup section, we will provide a simple technique to implement this idea and derive an 276 
adequate sample size for given value of the decision-maker’s sensitivity. 277 
Finally, the results of the re-evaluation step can be visualised through an objective-objective 278 
plot (shown on the left in Figure 1d), where the performances in the framing used for 279 
optimization are plotted against the performances in the framing used for re-evaluation 280 
(Quinn et al., 2017). If the points lie along the bisector (the x=y line), there is no difference in 281 
performance between the two framings. If instead the points deviate from the bisector, then 282 
the choice of the framing impacts performance estimates. The larger the deviations from the 283 
bisector, the less robust the solutions are to the modelling choices underpinning the different 284 
framings. Given that it is the deviations from the x=y line that are critical to assessing 285 
robustness, we propose a simpler visualisation (shown on the right in Figure 1d), which 286 
shows the cumulative distribution function (CDF) of these deviations. In this plot, if the 287 
performances in the framing used for optimization are similar to the performances in the re-288 
evaluation framing, the CDF would follow the x=0 line. Again, such a result would mean the 289 
modelling choices that distinguish the two framings have minimal impact on optimized 290 
performances. If instead the CDF lies to the left of the x=0 line (as in the case of the red 291 
triangles in Figure 1d), then the framing used for optimization is estimating lower objective 292 
values (i.e. more desirable, if we assume all objectives are to be minimized) than in the 293 
framing used for re-evaluation – i.e. solutions perform worse upon re-evaluation with respect 294 
to what suggested by optimization. If the CDF lies to the right (blue squares) then solutions 295 
perform better upon re-evaluation – i.e. the estimates of performance produced by 296 
optimization are conservative and likely to be exceeded if the assumptions underpinning the 297 
optimization model are wrong. Obviously, the latter situation is preferable than the former, 298 
although we would suggest that both outcomes are not satisfying as they reveal a significant 299 
amount of uncertainty. Similarly, we would expect decision-makers to be most concerned by 300 
sets of Pareto solutions that exhibit the widest variation in performance, such as the black 301 
circles in Fig. 1d, since pinning down the expected performance of a given solution under 302 
uncertainty will be difficult. Overall, these CDF plots provide decision makers with an 303 
indication of how stable individual solutions, and whole sets of Pareto solutions, are likely to 304 
be under different sources of uncertainty. This both enables them to select solutions from a 305 
set of Pareto solutions with characterised robustness and directs them towards sources of 306 
uncertainty whose monitoring and reduction will reduce the variability in performance 307 
estimates the most.  308 
 309 
Figure 1. The rival framings workflow used in this study to estimate the impact of model 310 
structure and contextual uncertainties on the performance of optimized WRSs management 311 
solutions.  312 
3 Case Study and experimental set-up 313 
3.1 Description of case study and simulation model 314 
Figure 2 depicts the water system used in this study to demonstrate our workflow. It is a 315 
simplified version of a two-reservoir system in the South West of the UK (labelled as S1 and 316 
S2 in Figure 2), with a pumped storage element to provide a supply of water in dry weather 317 
(to S1). The system is partly shared between two different water companies, reservoir S1 318 
being the system element used by both companies. This reservoir is used by Company 1 to 319 
support downstream abstraction during low river flows for around 400,000 people (demand 320 
node D1 in Figure 2). While company 2 uses it to complement releases from S2 in supplying 321 
around 150,000 people (D2). The two reservoirs are moderately sized (relative to other large 322 
UK reservoirs, that have an average of 1377 Ml, (EA, 2017)) with storage capacities in the 323 
order of 20,000 megalitres (Ml) (S1) and 5000 Ml (S2). Both reservoirs must make 324 
environmental compensation releases, in addition S1 is occasionally required to deliver larger 325 
releases for downstream fisheries. Besides ensuring a reliable supply to D1 and D2, and 326 
delivering environmental compensation releases, the reservoirs’ operation also aims at 327 
minimising pumping costs. 328 
The two companies that operate the system liaise regularly, particularly regarding pumped 329 
storage operation, which is constrained by control curves and has operated in eight years 330 
since 1995. In simulation exercises for strategic and long-term planning, the two companies 331 
do not jointly model the system, instead making agreed conservative assumptions about each 332 
other’s operation (described in the following section). Decision procedures are negotiated, 333 
and individual decisions are made cooperatively in either emergency situations or as periods 334 
of dry weather extend, informed by wider system considerations such as regional demand. 335 
Hence, for simulation purposes, the definition of system boundaries and the degree of 336 
cooperation assumed in the model of this system is a good example of contextual uncertainty.  337 
  338 
Figure 2. A schematic showing the main components and flows of the two-reservoir system 339 
used as a case study. Two companies operate half of the system each, with one reservoir (S1) 340 
as a shared resource. Company 1 takes the release and abstraction decisions uR1,S1, uS1,R1 and 341 
qD1 with the aim of supplying D1, while Company 2 makes the release decisions uS1,D2 and 342 
uS2,D2 to supply D2. Reservoir inflows are described by IS1 and IS2, and river streamflows by 343 
IR1 and IR2. 344 
In our simulation model, we use ‘operating policies’ to represent the decision-making 345 
behaviour of the reservoir operators. Operating policies are parameterised functions that take 346 
the system’s state variables as inputs (for example, reservoir storages and inflows) and return 347 
operational decisions as outputs (i.e. the three releases denoted by uS1,R1, uS1,D2 and uS2,D2, and 348 
the pumped flux uR1,S1 in Figure 2). As further explained in the next section, the choice of 349 
whether to use one operating policy to produce all operational decisions at once, or a separate 350 
policy for each reservoir, depends on the assumed degree of cooperation in the model. In 351 
either case, the parameters of the operation policies are the decision variables in our 352 
optimization problem. This approach to reservoir operation optimization is common in the 353 
water resource systems literature, e.g. (Guariso et al., 1986; Oliveira and Loucks, 1997; 354 
Koutsoyiannis and Economou, 2003; Quinn et al., 2017) and is a specific instance of the 355 
more general ‘direct policy search’ approach to dynamic systems optimization (Rosenstein 356 
and Barto, 2001). For the parameterised functions, it is quite common to use universal 357 
approximators because they should be sufficiently flexible to approximate the (unknown) 358 
optimal operating policy under any given scenario. For example, artificial neural networks 359 
(Pianosi et al., 2011) and radial basis function networks (Giuliani et al., 2015b) have both 360 
been applied in this field – we use the latter here. The reservoirs’ mass balance equations and 361 
model forcing inputs (i.e. reservoir inflows, evaporation losses and water treatment work 362 
demands) are resolved at a daily time-step. A mathematical description of the simulation 363 
model, including the operation policies, can be found in Appendix 1. The model forcing 364 
inputs are generated synthetically using statistical models trained on historical data. We 365 
describe this process in detail in Appendix 2. The model is coded in the C programming 366 
language and parallelised with the Open MPI library, which enables highly efficient 367 
simulation runs.  368 
3.2 Definition of modelling choices and framings 369 
The model structure and contextual uncertainties considered in our rival framings 370 
methodology are summarized in Figure 3. These uncertainties lead to different possible 371 
modelling choices for generating inflows, demand and evaporation, and for representing 372 
pump failures, fisheries releases and the level of cooperation between the two companies. In 373 
this study, we consider each modelling choice as a binary option. For the inflow, demand, 374 
evaporation and fisheries releases, the binary choice is between a more sophisticated or less 375 
sophisticated representation of the process. For the pump breaks and cooperation between 376 
companies, the choice is between including them in the model or not. While we recognise 377 
that limiting our study to such binary choices may reduce some of the nuances in our 378 
interpretation, we believe it is useful to assess how important the choice is before 379 
investigating it in detail: if the exclusion of a process has no impact on the results, it is 380 
unlikely that the specific formulation of that process will matter. Then, we combine these 381 
binary choices to formulate 8 progressively more complex framings. In the following 382 
paragraphs, we briefly describe these sources of uncertainty and associated modelling 383 
choices, while further mathematical details are provided in Appendix 2. 384 
 385 
Figure 3. The set of rival framings used in this study. Each row indicates a different framing 386 
and the modelling choices associated with it. AR(1)/AR(2) describes the type of 387 
autoregressive statistical model used to generate the input (with lag of 1 day or 2 388 
respectively). Fisheries releases may occur in September or year-round (except Spring). 389 
Company cooperation indicates that all objectives (and decisions) in the system are optimized 390 
together while non-cooperation indicates that each company’s objectives (and decisions) are 391 
optimized separately.  392 
Pump breaks. Based on communication with operators at the two water companies, there is 393 
significant uncertainty associated with pump failures resulting from pump breaks. They occur 394 
infrequently, for unique reasons and in unique ways. Based on the authors’ interactions with 395 
the operators of this and other water systems in the UK, pump failures account for some of 396 
the largest operational failures that water suppliers face and are a key cause of the 397 
practitioners’ scepticism about the value of simulation models, which typically neglect them. 398 
Uncertainty in modelling pump failures exists around both the choice of the statistical 399 
distribution of occurrence, severity and duration of failures (structural uncertainty) and the 400 
choice of the parameters of those distributions (parametric uncertainty). For the purpose of 401 
this study, we limit the choice in our framings to whether to include pump failures or not. 402 
While this may simplify the aforementioned uncertainties, it will at least indicate whether 403 
including pump failures in the WRS model significantly affects the optimization results or 404 
not. When pump breaks are included, we chose to represent both their duration and the 405 
duration between consecutive breaks by a Poisson distribution because this is commonly used 406 
for characterising failure frequency in systems with electronic components (Weiss, 1956).  407 
Inflow, demand and evaporation. The characterisation of reservoir inflow uncertainty dates 408 
to early works in the field (Maass et al., 1962) and has been an active field of research since 409 
(Fiering and Bund, 1971; Hirsch, 1979; Salas et al., 2005; Rajagopalan et al., 2010; Herman 410 
et al., 2016). Here we assume that inflows are stationary and thus, using the definitions set 411 
out in our introduction, they can be fully represented through statistical models (see Vogel 412 
(2017) for a discussion of the non-stationary case). This representation introduces a source of 413 
aleatory uncertainty but also of parametric uncertainty (associated with the parameters of the 414 
statistical model) and structural uncertainty (associated with the choice and form of the 415 
statistical model). The latter is particularly significant when the quality and quantity of 416 
historic data that can be used to fit the statistical model is low, as in our case. Here we 417 
consider two possible model structures to generate inflows: both are periodic autocorrelated 418 
(AR) models (Salas and Obeysekera, 1982) but with different lags (of 1 and 2 days). Further 419 
details on the AR models and their calibration from historical data are given in Appendix 2. 420 
As for demand and evaporation, we note that many techniques that address inflow uncertainty 421 
may broadly be applied to these variables too, as demonstrated by the similarity between the 422 
methods described in (Donkor et al., 2014) for statistical modelling of water demand and 423 
those described in the references above for statistical modelling of inflows. Hence, we also 424 
use lag-1 and lag-2 AR models for evaporation and demand (see Appendix 2). 425 
Fisheries releases. Reservoir S1 is occasionally required by the UK Environment Agency to 426 
make a large release over a few days to support downstream fisheries. Predicting when such 427 
request may occur is difficult because it depends on the decision made by an external 428 
stakeholder, the Environment Agency, who acts according to conditions and demands (for 429 
example, downstream water quality and pressure from the fisheries’ owners) that occur 430 
outside the boundaries of the WRS under study. This problem of how to represent forcing 431 
inputs driven by the behaviour of external stakeholders is rather common in WRSs modelling 432 
and makes the fisheries releases a good example of contextual uncertainties. In their 433 
simulation exercises for long-term planning, Company 1 assumes that fisheries releases may 434 
only occur over a period in September, since this is the most common time of year for them 435 
to occur. However, the historic data shows that the releases have also occurred at many other 436 
times of the year, apart from the Spring period. In this study we thus characterise this 437 
uncertainty by starting the fisheries releases on a random day inside a feasible time window, 438 
which is either limited to September (as in the Company’s assumption) or expanded to the 439 
entire year except Spring (as in the historic data). Once the starting date has been randomly 440 
selected, the overall volume of water released is fixed (the historic data shows that the total 441 
volume released each year is relatively constant) and distributed over a period of random 442 
duration between 3 and 15 days (the historic data determines these limits).  443 
Representation of company cooperation. The last modelling choice we consider is how to 444 
represent cooperation between the two companies when making release or pumping 445 
decisions. We include this choice because previous studies (e.g. (Tilmant and Kinzelbach, 446 
2012; Anghileri et al., 2013; Giuliani and Castelletti, 2013; Marques and Tilmant, 2013; Wu 447 
et al., 2016)) demonstrated that model assumptions about coordination between connected 448 
reservoirs can dramatically impact the performance of optimized reservoir operations. We 449 
note that the current situation is that the two companies coordinate their operations but do so 450 
on a case-by-case basis accounting for conditions in the wider water resources system of 451 
which the two reservoirs are part. For these reasons it is difficult to formalise their current 452 
coordination of operations into a set of mathematical equations. On the other hand, in the 453 
simulation models that the two companies use for long-term planning, these elements of 454 
cooperation are represented by a set of conservative assumptions about the other company’s 455 
operations, which is a precaution deemed acceptable as the system is typically in surplus. In 456 
order to capture the uncertainty around the assumed level of cooperation in modelling this 457 
system, we thus define two extreme scenarios: a ‘non-cooperative’ modelling scenario and a 458 
‘cooperative’ one. In the ‘cooperative’ modelling scenario the model simulates the entire 459 
two-reservoir system as one WRS (as depicted in Figure 2), and the optimization produces 460 
one operation policy that returns all the release and pumping decisions simultaneously. In the 461 
‘non-cooperative’ modelling scenario, instead, two separate operation policies are produced, 462 
each controlling the company’s own decisions independently from the other. The two 463 
separate simulation models used to optimize the two policies are shown in Figure 4. The 464 
model of Company 1, shown on the left, makes the conservative assumption that Company 2 465 
will always draw as much water as possible from reservoir S1, i.e. uS1,D2 is equal to the 466 
maximum licensed. Conversely, the model of Company 2, on the right, assumes that they will 467 
always be able to draw their licensed volume from reservoir S1. We note that whilst these 468 
two scenarios capture the two possible extremes of modelling the system, the actual operation 469 
varies somewhere between, depending on the nature of the situation.  470 
 471 
 472 
Figure 4. Schematic of the two separate simulation models used in the ‘non-cooperative’ 473 
modelling scenario.  474 
3.3 Optimization and re-evaluation 475 
Both the optimization and re-evaluation steps of our methodology (Figure 1 (b) and (c)) 476 
require calculation of the objectives via Monte Carlo simulation. We have already defined the 477 
operator’s objectives broadly: each company aims to reduce both deficits in supply and the 478 
cost of pumping. This gives four objectives: the average daily deficit in supply for company 1 479 
(JD1) and for company 2 (JD2); and the average daily pumping cost for company 1 (J£1) and 480 
company 2 (J£2). The mathematical details of the objectives formulation are given in 481 
Appendix 1. Quinn et al. (2017) has demonstrated that the objective formulation is important 482 
and that, for example, the optimal operations can be different even just for a change in the 483 
temporal statistic used to aggregate costs, e.g. the mean, the worst case or another distribution 484 
quantile. However, this is not the focus of our study and so we will not explore the impact of 485 
using different objective function formulations. For each objective we will take simulated 486 
daily costs and average them across both the simulation period and the Monte Carlo 487 
realisations, as shown in Figure 5 and summarised in equation (1):  488 
𝐽" = 1𝐾&1𝑇&𝑔),"+ ,θ, 𝑝)+, 𝐼)+/0)12 ,3+12 	(1) 489 
where i is the objective index (running from 1 to 4 in our case), k is the index of the Monte 490 
Carlo realisations, t is the time index (day); g are the daily costs of operation (i.e. supply 491 
deficits at the two demand nodes and daily pumping costs for the two companies), q are the 492 
searched for parameters of the operation policy, p and I are uncorrelated and autocorrelated 493 
forcing respectively, T is the length (days) of the simulation period and K is the number of 494 
runs in the Monte Carlo simulation. In the optimization step, we aim to find the set of q 495 
vectors that is the set of Pareto solutions between the 4 objectives. We use the Borg MOEA 496 
(Hadka and Reed, 2013) to solve the optimization problem since it has been shown to be 497 
highly effective for reservoir operation optimization problems based on direct policy search 498 
(Salazar et al., 2016). 499 
 500 
Figure 5. The Monte Carlo simulation process behind evaluating the objectives associated 501 
with a given operation policy. k is the index for the Monte Carlo ensemble member, and t is 502 
the index for the time-step. 503 
As anticipated above, the Monte Carlo simulation requires specification of the ensemble size 504 
K and of the simulation length T – together the ‘sample size’. A given sample size will have 505 
an associated approximation error in the objective values. As the sample size tends to infinity, 506 
the approximation error should reduce to zero. Thus, for a given operation policy, the 507 
approximation error at a given sample size can be quantified as the difference between an 508 
objective value at that sample size and the objective value at an infinite sample. Given the 509 
high computational efficiency of our simulation code, we approximate the objective value at 510 
an infinite sample by the objective value at a very large sample size (4*107 days, coming 511 
from K = 400 and T = 100,000). We can then monitor the trajectory of approximation errors 512 
at other sample sizes. An example for the water deficit objective of company 2 is given in 513 
Figure 6.  514 
 515 
 516 
Figure 6. (Black lines) approximation error of 132 random policies evaluated over simulation 517 
periods of independent and increasingly large sample sizes. (Red line) the 99th percentile of 518 
these errors at each given sample size. (Blue line) an example of how to start with the 519 
sensitivity of the decision maker for this objective (0.11Ml/d) and determine an appropriate 520 
sample size (1.2*107 days). Approximation errors are defined as the absolute difference 521 
between the objective function value at a given sample size and the value at the largest 522 
sample size possible (in this case, 4*107 days). 523 
During the optimization step, smaller sample sizes will result in less accurate objective 524 
evaluations (as is clear from Figure 6) but speedier computation, thus enabling more function 525 
evaluations during optimization. A vast literature on ‘noisy optimization’ indeed shows that 526 
optimization algorithms can often find good solutions in spite of approximate objective 527 
values (Fitzpatrick and Grefenstette, 1988; Miller and Goldberg, 1996; Smalley et al., 2000; 528 
Yun et al., 2010). Salazar et al. (2017) provide an extensive discussion and computational 529 
experiments to demonstrate the complex trade-off between objective approximation and 530 
optimization efficacy. Additionally, using the Borg MOEA requires specification of an 531 
‘epsilon’ value, which is the minimum difference in objective value that must be exceeded 532 
for the optimizer to consider one solution to outperform another. Kasprzyk et al. (2012) show 533 
that this epsilon value should reflect the minimized likelihood of one solution being selected 534 
over another due to approximation error for the given sample size.    535 
During re-evaluation, we must ensure that simulation results have approximation errors 536 
smaller than the decision-maker’s ‘sensitivity’, i.e. their ability to discriminate between 537 
different solutions. As exemplified by the blue line in Figure 6, we can start from the pre-538 
specified sensitivity of the decision maker and calculate the sample size that would guarantee 539 
approximation errors below that sensitivity. With this approach and assuming sensitivities of 540 
0.17 Ml/day for JD1, 0.11Ml/day for JD2, £9/day for J£1 and £1.3/day for J£2, we obtain here a 541 
required sample size of K = 400, T = 30,000, i.e. 1.2*107 days (the plots equivalent to the 99th 542 
percentile in Figure 6 for all objectives and all framings are given in Appendix 3, Figure 543 
A3.1). Because our simulation model is computationally highly efficient, for the optimization 544 
step we simply use the same sample size as in the re-evaluation step. Consistent with the 545 
interpretation of epsilon values given by (Kasprzyk et al., 2012), we set epsilons to the 546 
decision maker sensitivities given above. 547 
With epsilon values specified, the last tuning parameter to be specified for running Borg 548 
MOEA is the maximum number of function evaluations. To make this choice, we repeat the 549 
optimization process multiple times with different seeds to determine an appropriate number 550 
of function evaluations to produce a stable hypervolume. A hypervolume indicates the 551 
volume of objective space that is captured by a set of Pareto solutions, as described in 552 
(Knowles and Corne, 2002). An example plot, for framing 8, can be found in Appendix 3, 553 
Figure A3.2. This allows us to conclude that an optimization process with 105 iterations 554 
should be more than satisfactory. 555 
Finally, for framings that include no cooperation between companies, we need to implement 556 
the following small adjustments to the workflow, to account for the specifics of our case 557 
study: 558 
• In the optimization step. Each company has its own model and its own operation 559 
policy that is completely independent from the other company’s model and policy. 560 
This results in two separate optimizations for a single framing, one for each company 561 
(i.e. separate optimizations of the two models depicted in Figure 4). Hence there is no 562 
trade-off between Company 2’s objectives and Company 1’s, given that every 563 
operational solution for Company 1 is compatible with every operational solution for 564 
Company 2 (and vice versa). We note that, while this may not be true in reality, it is 565 
the result of the assumptions made under the non-cooperation modelling choice.  566 
• In the re-evaluation step. The policies developed under the cooperative modelling 567 
choice use as inputs the state variables from the entire system (i.e. storage at both 568 
reservoirs, demands, and all uncontrolled flows). Under the non-cooperation choice, 569 
instead, the system is de-coupled, thus it would be impossible to simulate a policy 570 
developed in the cooperative case under a non-cooperative assumption since certain 571 
inputs to that policy are simply not represented in the two de-coupled models. For 572 
example, a policy that depends on the storage in reservoir S2 could not be simulated 573 
by the model in the left panel of Figure 4. Consequently, in the re-evaluation step we 574 
can only re-evaluate policies in the cooperative framings. Note that non-cooperative 575 
policies can instead be simulated in the cooperative framings since they control 576 
different release variables and both policies’ input data are represented in the coupled, 577 
cooperative model. 578 
4 Results 579 
As anticipated in the Methodology section, our key result is a comparison of the 580 
performances of a set of Pareto solutions as estimated in the optimization step and in a re-581 
evaluation step where different model framings are used. We show the results of this 582 
comparison for each of the four objectives, and for each combination of Pareto solutions and 583 
framings, in Figure A3.3 of Appendix 3. The majority of the subplots in this Figure show 584 
large deviations from the x=0 line, which means that the different modelling choices made in 585 
the 8 framings have a large impact on estimated objective values. For simplicity of 586 
illustration, we discuss in detail the results for a specific objective (the mean deficit in the 587 
water supply for Company 2, JD2) and re-evaluation framing (8), shown in Figure 7. 588 
Figure 7 shows the cumulative distribution function (CDF) of the differences between the JD2 589 
estimates under the framings used for optimization (from 1 to 8) and under framing 8. The 590 
variability in estimated performance for the non-cooperative framings (1, 2, 3, 4 - red lines) is 591 
noticeably larger than for the cooperative ones (5 ,6, 7, 8 - blue lines) – indicated by the 592 
larger spread over the x-axis. We also see a clear difference between the framings that use an 593 
AR(1) model for generating synthetic forcing during optimization (framings 1, 2, 5, 6 - lines 594 
with circles) and the ones that use an AR(2) model (3, 4, 7, 8 – no circles). In fact, the CDFs 595 
of the AR(1) framings are more commonly positive, meaning that the objective values 596 
typically improve when re-evaluated using an AR(2) model, i.e. that using the AR(1) 597 
synthetic generator provides a conservative estimate of performances. The differences 598 
attributable to other modelling choices (i.e. pump failures and fisheries releases) are far 599 
smaller. While the details of these results are specific to objective JD2 and framing 8, the 600 
conclusions of which modelling choices make a significant difference are similar across all 601 
cases, as we show in the expanded results plots in Appendix 3, Figure A3.3. 602 
  603 
Figure 7.  A cumulative distribution function of the differences between the JD2 objective 604 
values estimated in the optimization step (under framings 1 to 8) and the JD2 values re-605 
evaluated under framing 8. Blue lines indicate non-cooperative framings and red lines 606 
indicate cooperative framings. Results are obtained with a sample size of 1.2*107 days for 607 
both optimization and re-evaluation.  608 
To offer a more detailed interpretation of the impact of contextual uncertainty, we further 609 
analyse two of the eight sets of Pareto solutions shown in Figure 7: framing 4 (i.e. a non-610 
cooperative framing) and 8 (i.e. a cooperative framing). From each of these two sets, we 611 
extract the subset of solutions that form the set of Pareto solutions between the objectives 612 
deficit in water supply for company 2 (JD2)  and pumping costs for company 1 (J£1) . The 613 
objective values of these subsets are shown in Figure 8 as red points (framing 4) and black 614 
points (framing 8). From this figure we see that there is an area in which the red points are 615 
higher than the black points, i.e. an area where solutions optimized under framing 8 perform 616 
systematically better than those optimized under framing 4 in terms of water deficit (JD2), 617 
while being equal in terms of pumping costs (J£1 between 300 and 1000 £/d). Thus, it is clear 618 
that optimizing under framing 4 simply does not allow access to part of the objective trade-619 
off space that could instead be accessed if optimizing under framing 8. This effect is due to 620 
the non-cooperative assumption made in framing 4, given that it is persistent across all non-621 
cooperative framings: if a set of policies optimized in any non-cooperative framing is 622 
evaluated under any cooperative framing, they will always lose access to this section of the 623 
objective subspace, which is instead accessible to all sets of policies optimized under any 624 
cooperative framing.  625 
 626 
Figure 8. (Red points) estimated performances of the set of Pareto solutions optimized under 627 
framing 4 and re-evaluated using framing 8. Only policies that lie on the trade-off between 628 
the pump costs for company 1 (X-axis) and deficit for company 2 (Y-axis) are shown for 629 
clarity. (Black points) the same but with the Pareto set of operation policies optimized in 630 
framing 8. 631 
The results in Figure 7 were obtained by using a very large sample size (1.2*107 days) in both 632 
optimization and re-evaluation. Using such a large sample size to re-evaluate optimized 633 
solutions is not common as the majority of studies in this field use simulation periods of few 634 
years or decades – with some exceptions such as (Kasprzyk et al., 2013; Herman et al., 2014; 635 
Quinn et al., 2017). Hence, we thought it helpful to repeat our analysis using a smaller sample 636 
size of 104 days, which corresponds to a more typical simulation length of 30 years. We 637 
present a sample of the results so obtained in Figure 9, again for objective JD2 and re-638 
evaluation in framing 8. From this Figure, it seems that all sources of uncertainty are 639 
influential. However, a closer inspection of the results shows that even the estimates of 640 
performance for framing 8 vary from optimization to re-evaluation (i.e. the CDF deviates 641 
from the x = 0 line). Since the only difference from optimization and re-evaluation here is the 642 
Monte Carlo sample used for simulation, we can attribute the differences in estimated 643 
performance to approximation errors from the small sample size. Therefore, we expect that 644 
Figure 9 shows the combined influence of both modelling choices and approximation errors. 645 
Inspecting these results in their entirety (Figure A3.4 in Appendix 3), shows that there is no 646 
discernible pattern to the influence of different uncertainties, signifying that the role of 647 
aleatory uncertainty is possibly as large as that of modelling choices. 648 
 649 
 650 
Figure 9. The same as Figure 7 but with an optimization and re-evaluation sample size of 651 
1.1*104 days (i.e. 30 years).  652 
5 Discussion 653 
The key aim of this study was to measure the impact of model structural and contextual 654 
uncertainties on the estimated performance of water management decisions obtained by 655 
optimization. Our key result is that, in our case study, the assumption about the level of 656 
cooperation between water companies has a greater impact on estimating objective values 657 
than any other modelling choice. Our estimates of performance vary largely with this 658 
assumption, as shown in Figure 7, and if we model either company separately from the other, 659 
the benefit of optimization is hindered by the inaccessible trade-off space, as shown in Figure 660 
8. This confirms what other studies have found, i.e. that cooperation in decision-making is 661 
both impactful and beneficial (Tilmant and Kinzelbach, 2012; Anghileri et al., 2013; Giuliani 662 
and Castelletti, 2013; Marques and Tilmant, 2013; Wu et al., 2016). It is important to note 663 
that this occurs even though the assumptions made in the non-cooperative scenario about 664 
each company’s operations are compatible and seemingly conservative. In company 2’s 665 
simulation model, it is assumed that they can take as much water as they want from the other 666 
company’s reservoir (S1), while in company 1’s model it is assumed that company 2 will take 667 
as much as they can from S1. These assumptions expose company 2 to an over-reliance on S1 668 
and results in company 1 over-abstracting from the river in their pumped storage operations, 669 
caused by their conservative assumptions about company 2. In turn, this two-reservoir system 670 
that we have modelled is part of a larger inter-connected water resource system. Therefore, it 671 
is possible that even the most robust results we present here are themselves subject to a 672 
similar amount of uncertainty if one considered the larger system. In general, few water 673 
systems exist in isolation and thus these contextual uncertainties likely impact the results of 674 
many optimization studies. Beven and Alcock (2012) have suggested that the choice of 675 
system boundaries is crucial in making predictions about environmental systems, here we 676 
have shown that the same is also true for a coupled human-environmental system. 677 
Another conclusion from our results is that the objective values are quite sensitive to the 678 
choice of the autoregressive synthetic generators (Figure 7). In Appendix 3, Figure A3.3, the 679 
complete set of CDF plots show that the performance estimates of policies optimized under 680 
framings 5 and 6 (AR1, cooperative) nearly always improve or stay the same when re-681 
evaluating in framings 7 and 8 (AR2, cooperative). This implies that the AR(1) generator 682 
leads to more conservative estimates. That including just one additional autocorrelation lag 683 
term impacts the operational performance corroborates the conclusions found in (Tejada-684 
Guibert et al., 1995): that small changes in the statistical characterisation of input forcing can 685 
have large operational impacts. 686 
An encouraging result is the seeming lack of importance of the choice of including pump 687 
failures, a factor that is often mentioned by practitioners as critically missing in simulation 688 
models. For example, in Figure 7 we see only a small translational shift in the CDF between 689 
framings 1 (no breaks, non-cooperative) and 2 (breaks, non-cooperative), and between 690 
framings 5 (no breaks, cooperative) and 6 (breaks, cooperative). This indicates that, while 691 
pump breaks do reduce performance, the choice of the optimal policy is unlikely to change. 692 
This is because, in the event of a pump failure, there is little that can be done in terms of the 693 
operational decisions available in the model to tackle the failure. We expect this result to be 694 
generalisable since it would require a level of redundancy not usually present in water 695 
resources systems to alter the conclusion. The authors hope that more studies will include this 696 
rarely considered source of uncertainty on the basis that it may help to build a case that 697 
excluding asset failures in a simulation model is not a reason to reject optimized operational 698 
policies.  699 
In Figure 9, we show that approximation errors can lead to falsely attributing differences in 700 
objective values to (in our case) structural/contextual uncertainty. Despite this, the use of an 701 
expanded sample for re-evaluation of optimization results is the exception and not the rule in 702 
this field (examples of using expanded re-evaluation samples are (Kasprzyk et al., 2013; 703 
Herman et al., 2014; Giuliani et al., 2015b; Quinn et al., 2017)) and studies where a 704 
simulation period of 20-30 years (or even less) is used to demonstrate the efficacy of a new 705 
optimization algorithm are not unusual. For our case study, Figure 6 shows that this 706 
simulation length is far too short to produce accurate objective estimates, and Figure 9 (and 707 
the expanded results shown in Appendix 3, Figure A3.4) show that, with a 30-year re-708 
evaluation period, there are seemingly many significant differences between framings, which 709 
could be misattributed to structural/contextual uncertainty if we were not aware of how much 710 
approximation error was present in the objective value estimates.  711 
6 Conclusion 712 
In this paper we formally investigated the impacts of model structural uncertainty and of 713 
contextual uncertainty on optimization results through application to a two-reservoirs system. 714 
Our results revealed four key findings, three about the impact of uncertainty and one around 715 
the importance of re-evaluation: 716 
1. Cooperation between operators is often assumed in water resources models. We find 717 
that this assumption and thus the definition of the system boundaries (i.e. the model’s 718 
context) had the most significant impact on estimated objective values and trade-offs. 719 
2. The model structural uncertainty that had the most significant impact was around the 720 
level of temporal persistence (auto-correlation) in the forcing inputs. Our results 721 
suggest that even minor differences in the statistical formulation of forcing generators 722 
can significantly impact performance estimates. One implication of this result is that 723 
the common simplification of using an AR(1) model for generating forcing inputs (as 724 
is often done to reduce the problem’s dimensionality for stochastic dynamic 725 
programming) may not always be a suitable assumption. 726 
3. Other modelling choices, such as whether to introduce pump failures or not, had much 727 
less impact. This result is encouraging since it shows that simplifying assumptions in 728 
simulation models do not always affect optimization results significantly and hence 729 
simulation-optimization models can be operationally useful even if they are not a 730 
perfect picture of the real-world. 731 
4. Recreating results by re-evaluation on a shorter (30 year) simulation period produced 732 
dramatically different conclusions – this shows that insufficiently accounting for 733 
aleatory uncertainty (i.e. intrinsic random variability) can lead to misleading results. 734 
Our findings highlight why it is important to consider structural and contextual uncertainties 735 
in water resources system optimization.  Re-evaluation under uncertainty enables decision-736 
makers test how ‘optimal’ their optimization results really are, and thus identify the 737 
modelling choices that merit careful consideration. It can also identify simplifying 738 
assumptions that, although seemingly unrealistic, can be acceptable for the purpose of 739 
operation optimization. 740 
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Appendix 1: Simulation and operation of the water resource system 754 
Simulation 755 
The model dynamics are simulated at a daily time-step through the following two mass 756 
balance equations 757 
(1) SS2,t+1 = SS2,t + IS2,t – uS2,D2,t – ES2,t – wS2,t – envS2,t 758 
(2) SS1,t+1 = SS1,t + IS1,t – uS1,D2,t – uS1,R,t + uR,S1,t – ES1,t – wS1,t – envS1,t 759 
where Sk,t is the storage at time t for reservoir k; Ik,t, Ek,t, wk,t and envk,t are natural inflow, 760 
evaporation, spills and compensation flow (released to meet downstream ecological flow 761 
requirements) respectively; and uk,j,t are controlled flows along a link between two nodes (k,j) 762 
at time t. These controlled flows include the abstractions from the two reservoirs to the 763 
demand nodes and the abstraction from the river that is pumped back into reservoir S1 (see 764 
Figure 2 in the main manuscript). Evaporation fluxes are computed by multiplying the 765 
reservoir surface areas by the unit evaporation rate. Reservoir surface areas at each time step 766 
are calculated from storages using the available storage-elevation curves and the unit 767 
evaporation rate (assumed equal for both reservoirs) is taken from Robinson et al. (2016). 768 
Spills are calculated by imposing the hard constraint that storages at the following time-step 769 
(left hand side of Eq (1)-(2)) should never exceed the reservoir capacities, hence they are 770 
either equal to zero or to the excess volumes generated by all other terms on the right-hand 771 
side of Eq (1)-(2). Environmental compensation flows are equal to prescribed values that are 772 
constant over the year (1 Ml/day for S1 and 5 Ml/day for S2) plus occasional fish releases. 773 
Controlled fluxes are calculated via a set of operating rules, further explained below, and 774 
subject to a range of licensing and operational constraints.  775 
The aim of the system operation is to reliably supply water while reducing pumping costs. 776 
This leads to formulating four ‘daily costs’, all to be minimised, shown in equations (3 - 6)  777 
(3) Deficit for Company 1: g1,t = max(dD1 - IR2,t + uR,S1,t - uS1,R,t - qD1,t ,0) 778 
(4) Deficit for Company 2: g2,t = max(dD2,t - uS1,D2,t - uS2,D2,t ,0) 779 
(5) Cost for Company 1: g3,t = cd1*qD1,t + crs1*uR,S1,t 780 
(6) Cost for Company 2: g4,t = cs1d2*uS1,D2,t 781 
where dD2,t is the time-varying demand for water treatment works 2, dD1 is the constant 782 
demand for water treatment works 1, pD1 is the minimum flow required after abstraction at 783 
point D1, and cy is the pumping costs associated with a given flow along link y. These daily 784 
costs are then translated into four objectives by taking their averages over time and over a 785 
Monte Carlo simulation ensemble, as discussed in the experimental setup section of the main 786 
manuscript. 787 
Operation policy 788 
Of the variables in equations (1 - 2), the controlled fluxes ui,j,t are the decision variables that 789 
the operators have control over, and which determine the performance of operations. To 790 
determine their values, we formulate an ‘operation policy’, i.e. a function that takes system 791 
state variables at the current time-step as inputs, and returns the decision variables for that 792 
time-step as outputs. For the policy, we use a Radial Basis Function Network (RBFN) in the 793 
formulation originally described in Broomhead and Lowe (1988). We visualize a single 794 
evaluation of an operation policy (as would occur every time-step) in Figure A1.1. 795 
  796 
Figure A1.1. A schematic showing a single evaluation of an operation policy for a given time 797 
step. This process takes the system states at a given time-step as inputs (normalized between 798 
their maximum and minimum possible values) and returns normalized outputs that are then 799 
scaled to specify abstractions from reservoirs and rivers in the system. 800 
The process inside the ‘Radial basis functions’ step is given by equation (7) below: 801 
(7) Yp,t = 𝑎8 +	∑ 𝑏<,8𝑞<><12 , where 𝑞< = 	𝑒𝑥𝑝,−𝑐< ∑ (𝑑D,< −	𝑋D,))FGD12 / 802 
where X is the vector of the network inputs (with M=6 in our case), and a (output biases), b 803 
(output weights), c (inverse variances) and d (centres) are the network parameters, which all 804 
together form the parameter vector θ used in Figures 1 and 4, N is the number hidden nodes 805 
in the network, and Yp,t is the network output that, after de-normalisation, becomes up,t. In our 806 
application we follow the rule-of-thumb described by Heaton (2008) – that the number of 807 
hidden nodes should lie between the number of inputs and the number of outputs – and use 808 
N=5. 809 
  810 
Appendix 2: Synthetic generation of forcing inputs 811 
The Table below lists the stochastic variables that appear in the water resource system model 812 
and the model used for their synthetic generation.  813 
Variables Model used for synthetic generation 
Inflows: IR1, IR2, IS1, IS2 Periodic logarithmic autoregressive model 
Demands: dD2 Periodic autoregressive model 
Unit Evaporation: ue Periodic autoregressive model 
Pump failures Poisson duration of breaks and between 
breaks 
Fisheries release: pfish Uniform probability of occurrence (over 
either September or whole year, depending 
on the framing) and duration 
 814 
Periodic autocorrelated variables (inflows, demands or potential evaporation) are 815 
generated at each time-step following the equation: 816 
Xt = µt exp(Yt)  817 
in the logarithmic case (i.e. reservoir inflows) and 818 
Xt = µt + Yt 819 
otherwise (demand and evaporation) where Xt represents the autocorrelated variable (I, d or 820 
ue), µt is the periodic component and Yt the autocorrelated component.  821 
The periodic component µt is given by the equation: 822 
µt = b1 + b2 sin(λ1π ft) + b3 cos(λ1 π ft) + … + bN-1 sin(λ(N-1)/2 π ft) + bN.cos(λ(N-1)/2 π ft) 823 
where ft = (t mod P)/P with P = 365 represents the time of the year, the coefficients λ1, λ2, … 824 
, λ(N-1)/2 represent the harmonic frequencies characterising the modelled variable and the 825 
coefficients b1, b2, …, bN are the amplitudes of those frequencies. In our application we use 826 
two harmonics for the inflows (annual and biannual) and hence set N = 5, λ1 = 2 and λ2 = 4; 827 
two harmonics for the demands (annual and weekly), i.e. N = 5, λ1=2 and λ2=2P/7; and one 828 
harmonic (annual) for the evaporation, i.e. N = 3, λ1=2. Once the harmonic frequencies have 829 
been set, the coefficients b1, b2, …, bN are found using least-squares fitting of the historic 830 
data. 831 
The autocorrelated component Yt is given by the equation: 832 
Yt = a0 + a1.Yt-1 + a2.Yt-2 + … + aL.Yt-L + εt, 833 
where a0 is the expected value of Yt and the coefficients a1, a2, …, aL represent the lagged 834 
correlations and ε represents the ‘innovation’ (a normal random variable). The number of lag 835 
terms (L) takes the value 1 or 2 depending on the framing. For given L, the coefficients a1, a2, 836 
…, aL are determined by a least-squares fitting of historic data using. Since ε is correlated 837 
across variables, we transform uncorrelated random normal numbers by the Cholesky 838 
decomposition of the variance-covariance matrix of ε (found from the historic data) to create 839 
correlated normal variables, as described in (Gentle, 2009). 840 
Pump failures are generated using two Poisson distributions, one describing the duration 841 
between breaks and one describing the duration of each break. The expected duration 842 
between breaks is 300 days for uS1,D2 and uR,S1, and 800 days for uS2,D2. The expected 843 
duration of a break is 3 days for uS1,D2 and uR,S1, and 5 days for uS2,D2. We note that, although 844 
uS2,D2 is not a pumped flow, pump failures represent any failure to use the pipe, thus we 845 
suggest that a failure to use this link is possible (albeit less likely). We assume that, as a 846 
direct dam release, uS1,R is always possible.  847 
Fisheries releases are assumed to happen at most once a year. The release event must occur 848 
in a certain time window that, depending on the framing, either covers the all year (except 849 
Spring) or spans over September only. Each day in this window has an equal chance of being 850 
the beginning of the fisheries release. Once the first release day has been randomly extracted, 851 
the release duration may last from 3 to 14 days (this duration is also randomly selected). The 852 
specified volume (900 Ml) is then uniformly released over the duration of the release. 853 
  854 
Appendix 3: Supporting results 855 
Pre-optimization 856 
As established in Section 3.3, an appropriate sample size needs to be selected to ensure that  857 
the ‘approximation error’ in each objective is smaller than the sensitivity of the decision 858 
maker to variations in that objective. In Figure 6 we demonstrate how to determine the 859 
sample size for one objective in one framing. In Figure A3.1 we show these plots for all 860 
objectives and all framings. To create this figure, we evaluated 132 random operating policies 861 
over increasingly large sample sizes for simulation and recorded their objective values. We 862 
then recorded the absolute difference between an objective value at a given sample size and 863 
the objective value at the largest sample size (1.2*107 days), this difference  is the 864 
‘approximation error’. The lines in this plot indicate the 99th percentile (across the 132 865 
random policies) of the approximation error for a given framing. These plots enable us to 866 
choose a sample size that limits the approximation error to a specified value (indicated by the 867 
dotted lines). There are 8 lines because we use 8 framings. From these plots we see that a 868 
sample size of 1.2*107 days is acceptable because the 99th percentile approximation error for 869 
all framings in all objectives is less than the decision maker’s sensitivity to variations in that 870 
objective. 871 
 872 
 873 
 874 
Figure A3.1. Each coloured line marks the trajectory of the 99th percentile of error for a 875 
given objective, in a given framing. The black dotted lines mark the selected sample size, 876 
K*T, (1.2*107) and the approximation error which we also define as the epsilon value. 877 
 878 
  879 
To determine how many function evaluations are required for the optimization process, it is 880 
important to find the point at which including more function evaluations will provide a 881 
negligible benefit.  To do this we performed optimization (in framing 8) 25 times, recording 882 
the objective values of the population of operating policies every 100 iterations of the 883 
optimization. These objective values are then normalized between 0 and 1. The hypervolume 884 
that is dominated by these objective values is plotted in the plot in Figure A3.2 below. This 885 
plot suggests that 105 function evaluations in the optimization process should be more than 886 
sufficient. 887 
 888 
Figure A3.2. The hypervolume trajectory of 25 optimization runs up to 105 Number of 889 
Function Evaluations (NFE), each with a different seed for the Borg MOEA and evaluated on 890 
forcing with different seeds. See (Salazar et al., 2016) for a more detailed discussion.  891 
 892 
 893 
 894 
Results 895 
Figure A3.3 presents the full results of the re-evaluation step of our proposed workflow. To 896 
create Figure A3.3, we take sets of Pareto solutions (where each solution is an operating 897 
policy of our reservoir system) that have been optimized to a given framing (as indicated by 898 
the legend) and re-evaluate them in other framings (as indicated by the row number). We then 899 
plot the Cumulative Distribution Function (CDF) of the differences in objective values (each 900 
column shows a different objective) between optimization and re-evaluation. This enables us 901 
to visualise how estimates of objective values change under different realizations of 902 
uncertainty, i.e. under framings that are different from those used in optimization. CDFs that 903 
lie to the right of the X=0 line perform better in the framing used for re-evaluation than in the 904 
framing used for optimization, and vice versa if they lie to the left of the X=0 line.  905 
 906 
 907 
Figure A3.3. CDFs of the difference between re-evaluation and calibration of an objective 908 
(positive indicates improvement on re-evaluation and negative indicates deterioration). Each 909 
line indicates the framing number as given in the legend, cooperative framings are shown in 910 
blue and non-cooperative in red. 911 
 912 
Figure A3.4 shows the same as Figure A3.3 but using a smaller (30 year, 104 days) sample 913 
size. This figure should be contrasted with Figure A3.3 to show that there are no consistent 914 
patterns when a small sample size is used – the differences between framings appear to be 915 
random (as opposed to the consistency seen in Figure A3.3). 916 
 917 
Figure A3.4. Same as in Figure A3.3 but using a much shorter (30 year) simulation length in 918 
both optimization and re-evaluation.  919 
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