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Abstract
Human activity recognition (HAR) is used to support older adults to live independently in their own homes. Once activities 
of daily living (ADL) are recognised, gathered information will be used to identify abnormalities in comparison with the rou-
tine activities. Ambient sensors, including occupancy sensors and door entry sensors, are often used to monitor and identify 
different activities. Most of the current research in HAR focuses on a single-occupant environment when only one person is 
monitored, and their activities are categorised. The assumption that home environments are occupied by one person all the 
time is often not true. It is common for a resident to receive visits from family members or health care workers, representing 
a multi-occupancy environment. Entropy analysis is an established method for irregularity detection in many applications; 
however, it has been rarely applied in the context of ADL and HAR. In this paper, a novel method based on different entropy 
measures, including Shannon Entropy, Permutation Entropy, and Multiscale-Permutation Entropy, is employed to investigate 
the effectiveness of these entropy measures in identifying visitors in a home environment. This research aims to investigate 
whether entropy measures can be utilised to identify a visitor in a home environment, solely based on the information col-
lected from motion detectors [e.g., passive infra-red] and door entry sensors. The entropy measures are tested and evaluated 
based on a dataset gathered from a real home environment. Experimental results are presented to show the effectiveness of 
entropy measures to identify visitors and the time of their visits without the need for employing extra wearable sensors to 
tag the visitors. The results obtained from the experiments show that the proposed entropy measures could be used to detect 
and identify a visitor in a home environment with a high degree of accuracy.
Keywords Human activity recognition · Independent living · Activities of daily living · Multi-occupancy · Ambient 
assisted living · Shannon entropy · Permutation entropy · Multiscale-permutation entropy · Visitor detection
1 Introduction
The older adult population, aged 65 or over, in developed 
countries, has increased dramatically over the last few dec-
ades. This is having serious effects on the healthcare sector, 
with the cost of their care expected to increase enormously 
over the coming years (Aicha et al. 2012). Moreover, the 
number of people living alone at home and the number of 
single-occupancy homes are also increasing worldwide 
(Gochoo et al. 2017; Tan et al. 2017). Most older adults 
have requirements for long-term care, and also need con-
tinuous assistance in their activities of daily living (ADLs). 
However, the majority of older adults prefer to remain in 
their own homes rather than in care homes to maintain their 
independence (Tan et al. 2018). Therefore, home environ-
ments equipped with an appropriate sensor network, referred 
to as Intelligent Environments or Smart Homes, are utilised 
to support older adults to live independently in their own 
homes. To be able to support independent living, it is essen-
tial to recognise routine ADL and distinguish any abnor-
mality with the recognised activities. This would require 
accurate and reliable human activities recognition (HAR) 
(Aicha et al. 2012, 2017).
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So far, research related to recognising ADLs has focused 
only on single occupancy environments, in which it is 
assumed that only a single person (i.e., the main resident) 
is present in the home (Najar et al. 2019; Hao et al. 2018; 
Nait Aicha et al. 2013). Nevertheless, it is very likely that 
the real home environments are occupied by more than one 
person (Singla et al. 2010; Mokhtari et al. 2018; Roy et al. 
2016; Ghosh et al. 2020). For example, it is likely that older 
adults will receive visits from family members or healthcare 
workers (referred to as a multi-occupancy environment). 
Visiting is considered as one of the most important activi-
ties for older adults living alone at home (Hu et al. 2017). 
Because multi-occupancy scenarios are far more realistic, 
therefore, it is essential to identify human activities in the 
presence of visitors while visitors are not expected to wear 
any specialised devices to distinguish their activities (Alem-
dar and Ersoy 2017; Benmansour et al. 2017).
Different types of sensors are utilised to identify a visitor 
in a home environment. Most research works to date have 
considered video cameras and wearable sensors to develop 
HAR systems in multi-occupancy environments. Video 
cameras have the property of allowing the identification of 
different people moving around the house, but this can be 
considered as a violation of their privacy (Benmansour et al. 
2017). In contrast, other researchers have utilised wearable 
sensors such as RFID to identify and detect multi-occupancy 
ADLs (Attal et al. 2015; Mohamed et al. 2017b; Hao et al. 
2018). Such devices can provide adequate information about 
the locations of occupiers in a multi-occupancy home envi-
ronment. Although, using wearable sensors is impractical: 
especially if they are used for long periods. They may for-
get to wear these sensors or may take them off when they 
become uncomfortable (Hu et al. 2017; Patel et al. 2012). 
Further, due to improved privacy and reduced cost of equip-
ment, recognising human activities based on ambient sen-
sors is a preferred option (Yang et al. 2014).
Identification of visitors in a home environment using 
ambient sensors is the challenge addressed in this paper. 
Identifying visitors and the time of the visits (such as health-
care visitors) is essential for healthcare management (Hu 
et al. 2017). It is important to develop a system with the 
ability to identify the exact time of a visit without the need 
for visitors to be asked to carry a tag or wearable device 
to identify them. This research aims to investigate whether 
entropy measures, including Shannon Entropy (ShEn), 
Permutation Entropy (PerEn), and Multiscale-Permutation 
Entropy (MPE), can be used to identify visitors in a home 
environment.
The main contributions of this paper are summarised as 
follows:
• A novel entropy-based method is proposed for visitor 
detection in a home environment, solely based on infor-
mation gathered from low-cost, non-intrusive ambient 
sensors.
• The paper investigates whether entropy measures can be 
used as a useful measure for identifying visitors and visit-
ing time without the need for employing extra wearable 
sensors to tag the visitors.
• In this paper, the main door sensor is used along with 
entropy measures to confirm the time and duration of the 
visit.
• Testing and evaluating the proposed entropy measures 
using dataset gathered from real home environments rep-
resenting ADL for a multi-occupancy.
The rest of this paper is organised as follows: The related 
work in the context of activity recognition in multi-occu-
pancy is presented in Sect.  2. In Sect.  3, the proposed 
method for identifying visitors (time of visit) in a home envi-
ronment based on different entropy measures are presented. 
The details of different entropy measures are described in 
Sect. 4, followed by a description of the experimental setup 
and robust analysis in Sect. 5. Finally, pertinent conclusions 
are drawn in Sect. 6.
2  Related work
Ambient sensors such as passive infrared sensors (PIR) or 
door entry sensors cannot differentiate who has triggered 
them (Benmansour et al. 2015; Hu et al. 2017). Therefore, 
identifying activities in a multi-occupancy environment only 
based on ambient sensors has proven to be difficult, if not 
impossible (Alemdar and Ersoy 2017; Benmansour et al. 
2017). Therefore, the use of wearable sensors, visual sen-
sors, and video cameras has become the norm to monitor 
ADLs in a multi-occupancy environment (Eldib et al. 2015). 
However, a few studies focusing on the detection of visits in 
a home environment based on PIR sensors only (Aicha et al. 
2012; Petersen et al. 2012; Nait Aicha et al. 2013). Several 
research works have been carried out on detecting and iden-
tifying multi-occupancy and monitoring activities by using 
different techniques and algorithms (Li et al. 2020; Lapointe 
et al. 2020; Tran and Zhang 2020). These techniques are 
classified into two main categories, which are statistical 
techniques and computational intelligence techniques.
Most of the research which has been conducted in the 
context of activity recognition in multi-occupancy has used 
statistical techniques, including the Hidden Markov Model 
(HMM) (Alemdar and Ersoy 2017; Han et al. 2004; Mur-
phy 2012; Eldib et al. 2015), Naive Bayes Classifier (NBC) 
(Benmansour et al. 2016) and the conditional random field 
(CRF) (Hsu et al. 2010). These techniques are utilised to 
detect relationships between temporal data generated by 
the sensors and identify the pattern of the user. Aicha et al. 
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(2014), the researchers proposed an unsupervised method for 
detecting visits as abnormal activity in the homes of older 
adults. They utilised a method based on a Markov Modu-
lated Multidimensional non-homogeneous Poisson Process 
(M3P2) to model daily and weekly characteristics, as well 
as to distinguish between regular and irregular visits in a 
home environment. The results obtained from the research 
demonstrate that the M3P2 method performs better than the 
Markov Modulated Poisson Process (MMPP). They also 
state that the performance of M3P2 in terms of precision was 
64%, while the performance of MMPP was 56%. However, 
the proposed model generates a high false alarm rate, which 
reduces the precision.
A relatively new research work by Aicha et al. (2017) 
has proposed a new model based on MMPP, which is an 
unsupervised method that models regular activity patterns 
and detects visits in homes of older adults living alone. The 
authors tested and evaluated the proposed method based on 
the data gathered from two apartments using different sensor 
networks. The researchers show that the proposed approach 
can detect visits in a home environment with a precision of 
84.2%. The only issue, however, with this method is the dif-
ficulty in processing a large amount of low-level data such as 
the data gathered from ambient sensory devices. Nait Aicha 
et al. (2013) investigated the challenge of detecting multi-
occupancy in a home environment with different sensor 
networks using HMM. The authors evaluated the proposed 
model based on data gathered from a binary sensor in a liv-
ing lab. Similarly, in Aicha et al. (2012), the comparison 
between an NBC and an HMM in detecting a visitor in the 
office of a supervisor equipped with a video camera and 
binary sensors is investigated. Whereas these methods dem-
onstrate a promising result, there are some constraints to the 
study; however, since the collected data was limited to only 
one room and the number of sensors used was small.
As an alternative to statistical methods, computational 
intelligence techniques, such as support vector machine 
(SVM) (Petersen et al. 2012; Hu et al. 2017), and deep con-
volutional neural network (DCNN) (Tan et al. 2018), are 
widely utilised to recognise the ADLs in a multi-occupancy 
environment. A study reported in Tan et al. (2018) has used 
a novel Red Green Blue (RGB) activity image-based on a 
DCNN classifier for the unobtrusive recognition of multi-
occupancy activities. They have used a labelled open data-
set gathered by PIR sensors and temperature sensors in a 
Cairo testbed, which is one of the datasets from the Centre 
of Advanced Studies in Adaptive Systems (CASAS) group 
at Washington State University (Minor et al. 2017). It is 
also reported that the dataset is pre-processed with a sliding 
window, RGB activity image conversion steps, and activity 
segmentation. However, the authors also suggested that fur-
ther work is required to classify more intertwined and more 
complex activities using real-life long-term multi-occupancy 
activity recognition.
Petersen et al. (2012), SVM has been utilised to identify 
the periods where visitors are present in the home. They have 
used dwell time, the number of transitions between main 
living places (dining room, kitchen, living room, and bath-
room), and the number of sensor firings as features in the 
SVM. The proposed model was tested and evaluated based 
on data gathered from only motion sensors in a living lab. 
However, the authors motioned that the proposed method 
still has some limitations. For instance, visitors in the study 
were only daytime visitors and they did not record overnight 
visits. Nevertheless, the presence of overnight visits in the 
home would be incredibly important to identify from both a 
socialisation perspective and to effectively model multiple 
individuals in the home. The approach, therefore, requires to 
be generalised for the case where visitors remain in the home 
overnight (Petersen et al. 2012). Likewise, the researchers in 
Hu et al. (2017) proposed a system based on SVM to detect 
visitors in the home environment using wearable devices 
and an ambient sensor network. They tested and evaluated 
the proposed method based on data gathered from a real-life 
healthcare system. The results obtained from the proposed 
method show that the method can correctly detect 58%–83% 
of visits in a home environment. However, the main chal-
lenge facing the authors is that the used dataset is not fully 
annotated.
Several other techniques are utilised to identify and detect 
activities in multi-occupancy environments. Recently, some 
research works have focused on indoor detection, either in 
algorithms or system developments, of a single person in 
a multi-occupancy environment (Nguyen et al. 2020; Shen 
et al. 2017; Zhao et al. 2018; Huang et al. 2016, 2019). Ben-
mansour et al. (2017) investigated the challenge of model-
ling multi-occupancy activities. Specifically, they explored 
different models based on HMM, known as CL-HMM, to 
attempt to deal with cooperative activities and parallel activ-
ities in a multi-occupancy environment. The authors have 
tested evaluated the proposed model based on a CASAS 
multi-occupancy dataset1.
Some other research works have addressed the chal-
lenge of identifying multi-occupancy activities utilising 
wearable sensors (Attal et al. 2015; Mohamed et al. 2017a) 
or video sensors (Schumitsch et al. 2005; Han et al. 2004). 
For example, in Mokhtari et al. (2018), bluetooth low 
energy (BLE) technology is used with wearable sensors 
for resident localisation and activity labelling in a multi-
occupancy environment. The idea of the research was to 
automatically label the activities of multi-occupancy in 
a smart home, as captured by activity sensors. The BLE 
1 Available from: http://ailab .eecs.wsu.edu/casas /
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device is used as a tag for multi-occupancy to identify 
and detect activities in a home environment. The authors 
evaluated the proposed method based on a dataset gathered 
from a real home environment. The results obtained from 
the study show that the proposed method can achieve high 
accuracy, but that forgetting to wear the tag is the main 
issue with this method that greatly reduces the accuracy. 
Likewise, Wang et al. (2011), investigated the challenge of 
recognising multi-occupancy activities utilising wearable 
sensors in a home. The idea of this research was to study 
two probabilistic temporal models; the Coupled Hidden 
Markov Model (CHMM) and factorial conditional ran-
dom Field (FCRF), to model and classify multi-occupancy 
activities. The proposed model was tested and evaluated 
using a dataset gathered by two subjects over two weeks. 
The results obtained by utilising these two models showed 
that CHMM performs better than FCRF. Nevertheless, the 
authors also highlight some limitations of the proposed 
study in terms of the dataset, which was collected in a 
mock scenario, rather than being conducted in a real home 
environment.
The majority of the proposed visitor detection methods 
in a home environment are too simplistic and thus gener-
ate a high false alarm rate. For example, without signifi-
cant training, the possible observation sequences consistent 
with a particular activity might not be recognised utilising 
an HMM or SVM (Kim et al. 2009). A method with a high 
false-alarm rate may not be suitable for reliably detecting 
visitors in a home environment. In order to reduce the false-
alarm rate, the user’s behaviour requires to be identified and 
detected accurately. This can be achieved by using an appro-
priate technique, such as an entropy measure, which enables 
analysis to detect visiting time in a home environment with 
a high degree of accuracy.
According to the conducted literature review, the pro-
posed method in this paper, based on different entropy 
measurement analysis of data collected by ambient sensors, 
has not yet been applied to multi-occupancy detection. The 
details of why this can be considered as an important alter-
native method are presented in the next section.
3  Methodology
This paper proposes a method for distinguishing activities 
in a multi-occupancy home environment solely based on the 
information collected from motion detectors [e.g., passive 
infra-red (PIR)] and door entry sensors. Since the resident’s 
activity is expected to be different when there is a visitor in 
the same environment, the activity scenarios gathered from 
sensors are utilised to show normal activities (single-resi-
dent) and abnormal activities (multi-occupancy) patterns. 
The challenge for this study is to avoid using human tracking 
devices or any type of tagging sensors. Standard statistical 
measures such as activity count and sensors activation can 
be used as a measure of multiple occupants; however, they 
are incapable of distinguishing the level of activities and 
visitors. For example, our earlier work has demonstrated that 
the maximum sensor activation is not sufficiently reliable 
enough to detect the visitors (Howedi et al. 2019). Therefore, 
techniques such as entropy measures are showing promise in 
terms of indicating changes and/or disorders in a resident’s 
activity pattern in a home environment (Langensiepen and 
Lotfi 2017). Entropy can be utilised as a measure of disorder 
or irregularity in data. Therefore, entropy measures can be 
used to identify and detect a visitor in a home environment 
with a single occupant.
A schematic diagram of the proposed visit detection 
framework is shown in Fig. 1, which is composed of three 
processing stages.
Fig. 1  A schematic diagram of the proposed visit detection (time of visit) framework
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– In the first stage, sensor data representing ADLs in a multi-
occupancy environment is gathered based on PIR motion 
detectors. The required numerical features to be utilised 
for computing the input vector sequences of the entropy 
measures are extracted from the raw data.
– In the second stage, different entropy measures are applied 
to the extracted vector sequence from the raw data to detect 
the presence of a visitor in a single home environment, 
represented as an abnormality in the extracted activity pat-
terns. Then, the standard deviation of entropy measures is 
calculated and utilised to detect and identify whether there 
is a visitor in the home environment.
– In the third stage, opening and closing the main entry door 
to the home environment is used to confirm the time of the 
visit.
In the next section, the description of applied entropy meas-
ures is presented.
4  Entropy measures
The concept of entropy was proposed in the nineteenth century 
by Clausius (1850). It is a powerful tool to measure the degree 
of disorder or irregularities in a system (Rényi et al. 1961). 
Entropy is utilised in many fields of science, including statisti-
cal mechanics, information theory, neural networks, taxonomy, 
and mathematical linguistics (Borowska 2015). If the degree 
of randomness is low, the system will become organised, while 
high disorder in the data will give higher entropy values. To 
evaluate the relevance of entropy measures in ADL, differ-
ent kinds of entropy measures, including Shannon Entropy 
(ShEn), Permutation Entropy (PerEn), and Multiscale-Permu-
tation Entropy (MPE), are utilised in this paper. These three 
entropy measures are more relevant for measuring the com-
plexity in time series of data gathered from an Intelligent Envi-
ronment (Morabito et al. 2012). Some of the entropy measures 
are less relevant to the hypothesis of the research presented 
here. These three entropy measures are selected, and as it is 
shown that some entropy measures are more relevant and they 
perform better. An explanation of these entropy measures is 
briefly provided below:
4.1  Shannon entropy
Shannon Entropy (ShEn) was initially proposed by Shannon 
(1948) to measure the degree of uncertainty in data associated 
with the occurrence of the result.
For a given time series A = {a(i) ∶ i = 1, 2,… ,N} , the 
ShEn is defined as:
where p(ai) are the probabilities of acceptance by the ran-
dom variable A that takes the values ai . The entropy of vari-
able A is a measure of the expected randomness obtained 
through the measurement of the values in variable A. A 
higher entropy value is obtained by more uncertainty in the 
data and is more challenging to predict (Borowska 2015).
4.2  Permutation entropy
Permutation Entropy (PerEn) was introduced by Bandt and 
Pompe (2002). It is based on the measure of the relative 
frequencies of ordinal patterns and combines the concept 
of Shannon Entropy with ordinal pattern analysis through 
estimation of the related frequencies of the ordinal patterns 
obtained from time-series (Morabito et al. 2012). There are 
two parameters, embedding dimension m and time delay  , 
which must be defined to calculate the PerEn. The following 
is a description of the procedure for the PerEn-based algorithm 
as provided in Bandt and Pompe (2002).
For vector sequences, the m-dimensional delay embedding 
vector at time i is defined as:
where m is the embedding dimension and  is time delay. 
The vector Am
i
 has a permutation  = (r0r1 … rm−1) if it 
satisfies:
where 0 ≤ ri ≤ m − 1 and ri ≠ rj.
There are m! permutations  of order m, which are consid-
ered as a possible order kind of m different numbers. For each 
permutation  , the relative frequency is determined by:
The permutation entropy (PerEn) of the m dimension is then 
defined as:
The maximum value of PerEn(m) is log(m!) where all pos-
sible permutations appear with the same probability. There-

















a(i), a(i + ),… , a(i + (m − 2)), a(i + (m − 1))
]
(3)a(t + r0) ≤ a(t + r1) ≤ ⋯ ≤ a(t + rm−1)
(4)p() =
Number{t|t ≤ N − (m − 1),Am
i
has type }
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A numerical example is provided below explaining steps 
required to calculate entropy measures.
4.3  Multiscale‑permutation entropy
The Multiscale-Permutation Entropy (MPE) was pro-
posed by Aziz and Arif (2005), which has been utilised 
as an efficient method to measure complexity over a range 
of scales. In MPE analysis, the entropy of the multiple 
coarse-grained time series at each scale is computed by the 
PerEn (Wu et al. 2012; Vakharia et al. 2015). The follow-
ing procedure explains the MPE calculation, as described 
in Aziz and Arif (2005).
For a given time series A = {a(i) ∶ i = 1, 2,… ,N} , mul-
tiple coarse grained time series are converted by taking the 
mean of the data points inside non-overlapping windows 
of length s. The coarse grained time series y(s)
j
 is defined 
by utilising the following equation:
where s represents the scale factor. The length of each 
coarse-grained time series is equal to the length of the origi-
nal time series divided by the scale factor s.
The Permutation Entropy, as described in the previous 
sub-section, is calculated for each coarse-grained time 
series. The PerEn values for each scale factor are then 
plotted as a function of the scale factor. Therefore, MPE 
can be defined by:
4.4  Numerical example
Given a time series A = {4, 7, 9, 10, 6, 11, 3} . The ShEn is 
calculated as:
To calculate PerEn for the same series, the parameters of 
the parameter m and  are required to be defined. Thus, the 
algorithm for PerEn measure is impacted by the selection of 
these values. When m and  are too small, the algorithm may 
not work, as there are too few distinct states. On the other 
hand, too large of an m and  is also unsuitable for detecting 
the dynamical changes in data. Therefore, it is motioned that 
the PerEn with m = 3 and  = 1 may be the most appropri-
ate choice (Bandt and Pompe 2002; Li et al. 2013). In this 






a(i), 1 ≤ j ≤
N
s
(8)MPE = PerEn(m, , y(s)j )
(9)
ShEn = −[(4 log2 4 + 7 log2 7 + 9 log2 9 + 10 log2 10
+ 6 log2 6 + 11 log2 11 + 3 log2 3)] ≈ 2.68
the parameters m, and  are 3, and 1 respectively. There will 
be five embedding vectors, as follows:
There are six (3!) possible permutations of dimension 3, 
which are denoted as:
The probability of each permutation is defined as:
The permutation entropy (PerEn) of dimension 3 is than 
calculated as:
The Normalised Permutation Entropy (NPE) is then calcu-
lated by:
In order to calculate MPE, firstly the coarse grained time 
series y(s)
j
 is defined for the time series A as:

























1 = {0, 1, 2}
2 = {0, 2, 1}
3 = {1, 0, 2}
4 = {1, 2, 0}
5 = {2, 0, 1}



























(4 + 7 + 9 + 10 + 6 + 11 + 3) = 25
(14)MPE = PerEn(m, , y(s)j ) ≈ 0.98
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5  Experimental setup
In this section, the data source used for this work is 
described, followed by entropy measures that are used 
for visitor detection in a home environment. Finally, the 
results and robustness analysis are presented.
5.1  Data sources
The dataset used for this research is a dataset publicly shared 
through the University of California Irvine (UCI) Machine 
Learning Repository (Dheeru and Taniskidou 2017). For the 
data collection, motion sensor, pressure sensor on a sofa, 
a magnetic sensor on the fridge door, an electric sensor 
measuring microwave usage, and a main door entry sensor 
are used. A sample of the dataset is shown in Table 1. The 
motion sensors are usually utilised to track the movement 
of a resident representing the resident of a specific area at 
home. They measure infrared light radiating from objects 
in its field of view. Therefore, they can sense motion, and 
they are used to detect whether a human (or pet animal) has 
moved in or out of the sensors range. Placing the PIR sensors 
in the right location is essential to capture and monitor the 
resident’s movements in different areas. While the door entry 
sensors are utilised to detect the open and close status of the 
door. Due to privacy, cost issues, and ethical concerns, these 
sensors are the most widely used for ADL monitoring, as 
they allow people to live normally without feeling restrained 
by the technology.
The dataset comprises information regarding the ADLs 
performed by two users daily in their own homes. Moreover, 
the ADL dataset comprises 35 days of fully labelled data. 
It is explained by three text files. The first file is a descrip-
tion, which describes these data in terms of the number of 
rooms in the home and the number of sensors installed in 
the home. The second file relates to sensors events (features) 
and includes information in the data such as the date, start 
time and end time, the location of sensors in the home, and 
the sensor types. The final file is the activities of daily liv-
ing (labels) which include activities together with the start 
time and the end time of each activity. The total number of 
data samples is 2337 samples, which representing ADLs 
performed by two users daily in their own homes for 35 days.
The visitor comes at 11:00 am and 7:00 pm. However, 
there are some variations within the times and periods of 
the visits. For example, on some days, the visitor comes 1 h 
early or late. In this investigation, only motion sensors repre-
senting the resident in an area of the home and door sensors 
are utilised, as these sensors track the resident’s interaction 
in different locations in the house. For more details about the 
usage of this aforementioned dataset, readers are referred to 
our previous work (Howedi et al. 2019).
5.2  Entropy measures for visitor detection
Once the sensor data is gathered from a home environment, 
the daily behaviour features for occupancy are computed. 
Features include the start time for entering each room in 
the house, the duration spent in each room, and the sensor 
activation per hour (transition between the rooms). The input 
of any entropy measure should be as a vector sequence (time 
series), as described earlier in Sect. 4. Therefore, to make the 
dataset appropriate for entropy measures, the gathered data-
set is converted to a set of data points equally spaced in time, 
which is dependent on the calculation period of the entropy 
Table 1  A sample of the gathered dataset for a multi-occupancy 
Activities of Daily Living, solely based on the information collected 
from ambient sensors














































Table 2  A sample activity data used to compute the pre-processed 
input sequence vector for the entropy measures
Start time Duration 
(min)
Location Encoded 
number of each 
location
15:00:33 8 Living room 7
15:08:57 1 Corridor 11
15:09:00 3 Bathroom 3
15:09:00 3 living room 7
15:12:12 1 Corridor 11
15:13:10 15 Kitchen 1
15:28:00 1 Corridor 11
15:29:33 30 Bedroom 5
15:59:17 1 Corridor 11
16:00:00 22 Living room 7
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measures. ShEn, PerEn and MPE are utilised to measure the 
abnormality in the patterns of daily routines when the sam-
ple data is mostly representing normal activities. To obtain 
the entropy value, the daily activity sequence is encoded by 
replacing each location (room) with an odd number from 
1–11 (e.g. Kitchen = 1, bathroom = 3,… , corridor = 11 ). 
The encoded daily activity sequence is then utilised as an 
input for entropy measures.
To explain the process of how the vector sequence is 
obtained from the dataset, a step-by-step example is pro-
vided below. Firstly, the needed numerical features to be uti-
lised for computing the vector sequences are extracted from 
the dataset. Then, the daily activity sequence is encoded 
by replacing each location (room) with an odd number, as 
shown in Table 2. Finally, the features extracted from the 
raw data are used with the encoded daily activities as input 
vector sequences to the entropy measures. The entropy 
measures are calculated every hour, which means that there 
are 60 samples per hour. This period is from 15:00 to 16:00, 
so the vector sequence AN , which consists of a 60 sample 
equally spaced in time, is then defined as:
It is obvious from the given vector sequence A that the 
time spent in each room (duration) is represented as a rep-
etition of the same number. The values of entropy measures 
will be computed every hour by repeating the same step. 
AN =[7, 7, 7, 7, 7, 7, 7, 7
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
Duration
, 11, 3, 3, 3, 11, 1,… ,
5, 5, 5, 5, 5, 5, 5, 5, 5, 11]
Once more than one sensor is activated at the same time, 
only the value of one sensor will be considered (i.e., the first 
activated sensor) to compute the input vector sequences, as 
shown in Table 2. For instance, given that both sensors of 
the bathroom and living room are active at a particular time, 
the first activated sensor is considered to be utilised in the 
vector sequence AN . The values of the parameter embed-
ding dimension m and time delay  , which are required to 
compute PerEn, are set as 3 and 1, respectively. The ShEn, 
PerEn, and MPE are applied to the generated data vector 
sequence to measure the normal/abnormal patterns and the 
degree of variance between the measurements in consecutive 
days to detect the multi-occupancy patterns. A comparison 
between these measures is shown in Fig. 2.
After the entropy measures are calculated every hour, the 
average values of daily pattern and threshold, based on the 
standard deviation of the resident data in conjunction with 
different entropy measures for an interval of 24 h, are utilised 
to detect the visitor’s presence in the home environment, as 
shown in Fig. 3. The threshold value is selected based on the 
standard deviation that changes over time and not as a fixed 
value (e.g., the value of the threshold for this experiment was 
0.075, changing over time as shown in Fig. 3).
5.3  Results and discussion
The proposed method is based on the hypothesis that the 
values of entropy measures are higher than a nominal value 
when a visitor is present in the home environment. There-
fore, to detect the visitor in a home environment, the values 
Fig. 2  Comparison of Shannon Entropy (ShEn), Permutation Entropy (PerEn), and Multiscale-Permutation Entropy (MPE) measures based on 
1-h time periods. The figure also shows that ShEn, PerEn, and MPE present similar patterns
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of MPE for each day in Fig. 3 were compared with the upper 
boundaries of the standard deviation to see which days 
exceeded these boundaries. Figure 4 illustrates the visiting 
time in each day based on the values of entropy measures, 
according to a comparison of them with the upper standard 
deviation boundaries in Fig. 3.
In Fig. 4a–c it can be observed that there are two peaks 
in the values of entropy measure on days 1, 3, and 5, which 
demonstrate that the visitor’s presence was accurately 
Fig. 3  The results obtained by applying Multiscale-Permutation Entropy (MPE) for seven days of the dataset to identify visiting time based on 
1-h time periods. The figure also illustrates the standard deviation boundaries and the average value of MPE for seven days
Fig. 4  Multiscale-Permutation Entropy (MPE) values representing 
the visiting time each day compared with the standard deviation: a–c 
there are two bumps in the multiscale-permutation entropy values, 
which indicate that the visitor was present twice on days 1, 3, and 
5; and d the MPE values are zero (no peaks in the entropy values), 
which indicates non-visiting on days 2, 4, 6, and 7
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detected at those times. However, Fig. 4d shows that no visi-
tor was present on days 2, 4, 6 and 7 since there are no peaks 
in the entropy values (the entropy values were zero). It can 
be noted that the visitor came twice a day, three days a week, 
which means that visitor presence was detected accurately 
in the home environment.
To evaluate the performance of the ShEn, PerEn and MPE 
measures, first, the dataset is manually classified as visitor or 
non-visitor based on the periods of 1 h. As can be observed 
from Table 3, there are 8 events indicated as visitor and 160 
events indicated as the normal activities of the occupancy 
(non-visitor). The first row shows that both PerEn and MPE 
measures successfully detect the visitor in 7 out of 8 events 
and fails for one event. However, the ShEn measure detects 
a visitor in 2 out of 8 and fails for 6 events. The second row 
demonstrates that PerEn and MPE measures successfully 
detect non-visitor in 160 and 159 events, respectively. In 
contrast, the ShEn measure detects a non-visitor in 152 of 
160 and fails for 8 events.
The classification performances of ShEn, PerEn, and 
MPE are measured by utilising a confusion matrix. There 
are four possible outcomes for detecting a visitor in a home 
environment when represented as a multi-occupancy envi-
ronment, which are defined as follows:
– True Positive (TP): a dataset that includes a visitor, and 
this is correctly detected as a visitor’s presence in the 
home environment.
– False Positive (FP): a dataset does not include a visitor 
but is incorrectly detected as the presence of a visitor in 
a home environment.
– True Negative (TN): a dataset does not include the pres-
ence of a visitor, and is correctly detected as non-visitor.
– False Negative (FN): a dataset includes the presence of 
a visitor but is incorrectly detected as a non-visitor.
The classification performances of ShEn, PerEn and MPE 
measures are evaluated using:






Precision also referred to as Positive Predictive Value (PPV).
The results presented in Table 4 represents the classification 
performance of ShEn, PerEn and MPE when the calculation 
period of entropy measures was 1 h. Clearly, the results of 
Sensitivity, PPV, and F-score indicate that the PerEn and 
MPE outperform ShEn by approximately 62%. The results 
related to the false positive rate demonstrate that MPE 
achieves a very good performance compared with ShEn and 
PerEn since it indicates a perfect false positive rate, which 
means that all the non-visitor events were detected as a non-
visitor event. The PerEn and MPE also show a high detec-
tion rate, of 87.5%, whereas the ShEn measure achieves a 
detection rate of 25%, which means that the ShEn has a 75% 
false-negative rate for visitor detection.
(17)False Positive Rate (FPR) =
FP
FP + TN






(20)Negative Predictive Value (NPV) =
TN
TN + FN





TP + TN + FP + FN
Table 3  Detection accuracy 
of ShEn,PerEn, and MPE 
measures
Events Total samples Detected Not Detected
ShEn PerEn MPE ShEn PerEn MPE
Visitor 8 2 7 7 6 1 1
Non-visitor 160 152 159 160 8 1 0
Table 4  The classification results of ShEn, PerEn, and MPE when the 
computational time is performed based on 1-h time periods
Results (%) ShEn PerEn MPE
Sensitivity 25 87.5 87.5
Specificity 95 99.3 100
False positive rate 5 0.62 0
False negative rate 75 12.5 12.5
Positive predictive value 20 87.5 95
Negative predictive vale 96 99.3 99.3
F-score 22.2 87.5 93.3
Accuracy 85 98.8 99.1
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5.4  Robust analysis
To evaluate the robustness of the proposed ShEn, PerEn, 
and MPE measures for visitor detection, the main door 
sensor is used along with entropy measures to confirm the 
visitor presence time. As the visitors enter and exit the home 
through the main door, the door sensor is utilised to confirm 
the time of visits; this will increase the performance evalua-
tion of the proposed entropy measures. In general, the door 
opening or closing does not necessarily mean that a visitor 
Fig. 5  The time confirmation of 
visits using a door sensor with 
entropy measures: a–c MPE 
values representing visiting 
times on days 1, 3, and 5, and 
the time is confirmed using the 
door sensor
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is present in the home environment, as the door might be 
opened by the main occupant, e.g., in response to a post-
man or a neighbour. Thus, the presence of visitors cannot 
be detected only by using the main door sensor. Therefore, 
entropy measures are used to detect the visitor, and then the 
door sensor is utilised to confirm the time of the visit.
Figure 5 shows the confirmation of the visiting time each 
day based on entropy values and using a door sensor. The 
best results are obtained when the computational time of 
entropy measures is performed based on 1-h intervals; the 
door entry sensor is used to confirm the time of visits in this 
case. It is depicted in Fig. 5a that the main door was opened 
six times in one day, but the visitor came twice on that day. 
This means that the main occupant might have caused the 
other door’s events. Whilst the entropy measures can detect 
the visitor based on 1-h periods, they do not specify the 
exact time of the visit. For example, in Fig. 5c, the visitor 
came twice on a day 5, at around 10:00 am and 6:00 pm, 
without knowing the specific time of the visit. Therefore, 
the door sensor is used to confirm the time of the visits. On 
this day, it can be confirmed from the door sensor data that 
the visitor came at 10:00 am and stayed in the home until 
10:38 am, and then came at 6:28 pm until 7:10 pm.
In summary, the entropy measures are powerful tools to 
detect abnormality (here, multi-occupancy) in behaviour 
when the sample data is mostly representing normal activi-
ties (here, single-occupancy). This also confirms the pos-
sibility that the abnormality detection by entropy measures 
can be confirmed with door sensors data, particularly for 
identifying the exact visiting times.
5.5  Comparison with existing modelling techniques
Considering the literature review carried out for this 
research, the most commonly utilised approaches for detect-
ing a visitor in a home environment are SVM and MMPP. 
Therefore, to evaluate the proposed methods carried out 
in this research, the results obtained by applying ShEn, 
PerEn, and MPE entropy measures are compared to other 
approaches that achieve the same goal, such as SVM, Indoor 
Mobility (IM), and MMPP.
The same dataset used in this research with the same fea-
tures is applied to the SVM model to detect a visitor in a 
home environment. Moreover, the same dataset is applied 
to the IM measure, which is a measure to calculate the fre-
quency of movement from room to room in a home envi-
ronment. For more details about this measure, readers are 
referred to Chernbumroong et al. (2014). The ShEn, PerEn, 
and MPE are also compared with the MMPP model pro-
posed in another study for visitor detection in the homes of 
older adults living alone (Aicha et al. 2017). The authors 
used a dataset collected from binary sensors, which were 
gathered by the researchers, and they did not use any public 
dataset to evaluate the proposed method. The comparison 
between the classification performance of ShEn, PerEn, 
and MPE and the existing SVM, IM, and MMPP has been 
made for accuracy, precision, recall, and F-score, as shown 
in Table 5.
According to the results achieved, the PerEn and MPE 
entropy measures are considerably better for visitor detec-
tion in a home environment compared to other approaches. 
The PerEn and MPE produce an overall accuracy of 98.8% 
and 99.1%, respectively. This also confirms that PerEn and 
MPE entropy measures are suitable for visitor detection.
Based on the results presented in Table 5, it can be argued 
that the proposed entropy measures outperformed other the 
state-of-the-art approaches. It can also be confirmed that the 
entropy measures are considered as a new approach to detect 
the visitor in a home environment.
6  Conclusions
This paper has investigated a means of detecting a visitor 
in a single-occupancy home environment (represented as a 
multi-occupancy environment) based on different entropy 
measures using ambient sensors. The proposed method is 
based on the hypothesis that the values of entropy measures 
are higher than a nominal value when a visitor is present in 
the home environment, which is represented as an abnormal-
ity in behaviour when the sample data mostly represents 
normal activities. The threshold, based on the standard 
deviation of the resident data in conjunction with entropy 
measures (ShEn, PerEn, and MPE), is applied to detect when 
the visitor is present in the home environment.
When the entropy values of each day exceed the standard 
deviation, then the event is associated with the presence of 
a visitor. To evaluate the robustness of the proposed entropy 
measures, a door entry sensor is used along with entropy 
measures to confirm the time and duration of the visitor 
in the home environment. The experimental results show 
that the PerEn and MPE measures perform much better 
Table 5  Comparison of the accuracy, precision, recall, and F-score 
for ShEn, PerEn, and MPE with the existing methods SVM, IM, and 
MMPP
Methods Accuracy (%) Precision (%) Recall (%) F-score (%)
ShEn 85 20 25 22.2
PerEn 98.8 87.5 87.5 87.5
MPE 99.1 95 87.5 93.3
SVM 82.2 70.8 72.8 71.3




78.6 75.2 78.4 76.5
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than ShEn with an overall accuracy of 98.8%, 99.1%, and 
85% respectively. The conclusion drawn by this research 
is that the PerEn and MPE measures are shown to be the 
best entropy measures in detecting visitors in a home envi-
ronment based on data gathered from the ambient sensor. 
Furthermore, it is shown that the PerEn and MPE measures 
outperform ShEn measure, which confirms that entropy 
measures could be used to detect the visitor in a home envi-
ronment. This is a preferred alternative solution compared 
with using wearable sensors or visual cameras with associ-
ated privacy concerns.
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