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Abstract
We introduce symplectic structures on “Lie pairs” of (real or complex) Lie algebroids as
studied by Chen, Stie´non, and the second author in [4], encompassing homogeneous symplectic
spaces, symplectic manifolds with a g-action, and holomorphic symplectic manifolds. We
show that to each such symplectic Lie pair are associated Rozansky–Witten-type invariants
of three-manifolds and knots, given respectively by weight systems on trivalent and chord
diagrams.1
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1 Introduction
In [29], Rozansky and Witten defined finite-type invariants of 3-manifolds associated to hyper-Ka¨hler
manifolds, by constructing weight systems on trivalent graphs.
Weight systems are linear functionals on the C-vector space generated by all trivalent diagrams,
subject to the so-called AS and IHX relations (see [2, 6]). They enable the construction of finite-type
invariants of integral homology 3-spheres by precomposing them with a “universal” finite-type
invariant such as the LMO invariant [16], associating to each integral homology 3-sphere a linear
combination of trivalent diagrams.
Shortly after [29], Kontsevich [13] and Kapranov [10] realized that the construction extended to
a broader context and that, in particular, the hyper-Ka¨hler metric was not required: a holomorphic
symplectic manifold was sufficient. See [30, 11, 26] for further references about Rozansky–Witten
invariants. Kapranov [10] showed moreover that the whole construction relied on a single cohomology
class—the Atiyah class of the underlying complex manifold—measuring the obstruction to the
existence of a holomorphic connection.
Atiyah classes attracted much attention in the last decade (see for example [27, 21, 28]). Recently,
Chen, Stie´non, and the second author [4] defined a notion of Atiyah class for a pair of (real or
complex) Lie algebroids A ⊂ L over a manifold M (a Lie pair, in short) and for an A-module
E → M , generalizing the original case of complex manifolds [1], the Atiyah–Molino class for
connections transverse to a foliation [24, 31, 9], and the obstruction to the existence of invariant
connections on homogeneous spaces [33, 32, 7].
The present paper is a natural follow-up of [4]. We introduce symplectic structures on Lie pairs
and show that, as in Kapranov’s work on holomorphic symplectic manifolds, a symplectic Lie pair
induces a weight system on trivalent diagrams. Given a Lie pair A ⊂ L with a symplectic structure
ω ∈ Γ(Λ2(L/A)∗), the constructed weight system takes values in the Lie algebroid cohomology of
A with trivial coefficients, and sends trivalent diagrams with 2k vertices to H2k(A). Unlike in the
holomorphic symplectic case, where L/A and A are the holomorphic and antiholomorphic tangent
bundles, it is in general not possible to extract numerical invariants in a canonical way from the
weights in H2k(A).
Recently, the Rozansky–Witten theory was studied from the viewpoint of categorified algebraic
geometry by Kapustin and Rozansky [12]. An AKSZ-type construction of a sigma model underlying
a symplectic Lie pair and its connections with derived geometry will be studied elsewhere.
The paper is organized as follows. In Section 2, we recall some basic facts and fix the notation.
In Section 3, we introduce symplectic structures on Lie pairs, provide some examples, and explain
the meaning of such a structure on the groupoid level. In Section 4, we adapt the classical notions
and results about symplectic connections to the context of symplectic Lie pairs, and use these to
build a totally symmetric Atiyah cocycle. In Section 5, we construct the announced weight systems,
essentially following Rozansky and Witten [29], Kapranov [10], and Sawon [30].
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2 Preliminaries
We fix here some terminology and notation that will be used throughout the paper.
A Lie algebroid over K (with K = R or C) is a K-vector bundle L→M over a smooth manifold
M , together with a bundle map ρ : L → TM ⊗R K called the anchor, and a bracket [·, ·] on the
sections of L, such that
[l1, f l2] = f [l1, l2] + ρ(l1)(f)l2
for all l1, l2 ∈ Γ(L) and f ∈ C∞(M)⊗R K. In that case, ρ seen as a map of sections is a morphism
of Lie algebras.
An L-connection on a K-vector bundle E →M is a K-bilinear map
∇ : Γ(L)× Γ(E)→ Γ(E)
such that
∇fle = f∇le and ∇l(fe) = f∇le+ ρ(l)(f)e
for all l ∈ Γ(L), e ∈ Γ(E) and f ∈ C∞(M) ⊗R K. The curvature of ∇ is the bundle map
R : L⊗ L→ End(E) defined on sections by
R(l1, l2) = ∇l1∇l2 −∇l2∇l1 −∇[l1,l2]
for all l1, l2 ∈ Γ(L). An L-connection is flat if its curvature identically vanishes. A vector bundle
E →M together with a flat L-connection is called an L-module, and the connection itself is called
a representation of L.
A Lie pair is a pair (L,A) of Lie algebroids over the same manifold, with A a Lie subalgebroid
of L. We denote l 7→ l the canonical projection L→ L/A. Although it is not an L-module in general,
the quotient L/A is automatically an A-module with connection ∇A defined by ∇Aa l = [a, l] for all
a ∈ Γ(A) and l ∈ Γ(L).
Let (E,∇A) be an A-module, and let Ωk(A,E) = Γ(ΛkA∗ ⊗ E) denote the E-valued k-forms on
A, k ≥ 0. There is a differential ∂A on the complex Ω•(A,E) which extends the flat connection ∇A
seen as a map Ω0(A,E)→ Ω1(A,E). It is defined by
(2.1)
(∂Aη)(a0, . . . , ak) =
k∑
i=0
(−1)i∇Aai(η(a0, . . . , aˆi, . . . , ak))
+
∑
i<j
(−1)i+jη([ai, aj ], a0, . . . , aˆi, . . . , aˆj , . . . , ak),
for all η ∈ Ωk(A,E) and a0, . . . , ak ∈ Γ(A). It gives rise to the Lie algebroid cohomology H•(A,E)
of A with coefficients in E. When the A-module E is the trivial line bundle M × K with action
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∇Aa f = ρ(a)(f), the differential ∂A is written dA : Ω•(A) → Ω•+1(A), and the corresponding Lie
algebroid cohomology is denoted by H•(A).
Note also that if (E,∇A) is an A-module, then E⊗k ⊗ (E∗)⊗l is naturally an A-module, for all
k, l ≥ 0. The associated flat connection, still denoted by the same symbol ∇A, is defined by
∇Aa f = ρ(a)(f),〈∇Aa , e〉 = ρ(a)(〈, e〉)− 〈,∇Aa e〉 , (2.2)
for all f ∈ C∞(M)⊗R K,  ∈ Γ(E∗), and e ∈ Γ(E), and then extended by derivations.
Given an A-module (E,∇A) and an L-connection ∇ on E extending the A-action in the
sense that ∇ae = ∇Aa e for all a ∈ Γ(A) and e ∈ Γ(E), it follows [4, Theorem 16] that the 1-form
R∇E ∈ Ω1(A, (L/A)∗ ⊗ End(E))
defined by
R∇E (a)(l, e) =
(∇a∇l −∇l∇a −∇[a,l]) e,
for all a ∈ Γ(A), l ∈ Γ(L), and e ∈ Γ(E), is ∂A-closed. Moreover, the cohomology class
αE ∈ H1(A, (L/A)∗ ⊗ End(E))
that it induces is independent of the chosen connection ∇ extending the A-action, and is called the
Atiyah class of E.
The construction of αE applies in particular to the A-module L/A to give the Atiyah class
αL/A of the Lie pair (L,A).
The Atiyah class measures the obstruction to finding an A-compatible L-connection on E in the
sense of [4], i.e., an L-connection on E extending the A-action and such that R∇E = 0. Geometrically,
its significance is described by Proposition 2.1 below. To state it, let us first introduce some notation.
Assume that in a Lie pair (L,A) over R, L integrates to a Lie groupoid ΓL and A to a wide closed
Lie subgroupoid ΓA. (A subgroupoid of a Lie groupoid is said to be wide if it is on the same base
manifold, and closed if it is a closed embedded submanifold.) The corresponding “homogeneous
space” ΓL/ΓA was first considered in [18]. By [22, Sec. 3], ΓL/ΓA is a smooth (Hausdorff) manifold
such that ΓL → ΓL/ΓA is a submersion. The source map s : ΓL → M of ΓL induces a surjective
submersion J : ΓL/ΓA →M , and the left translations in ΓL naturally induce a left action on ΓL/ΓA.
By a fibrewise affine connection on ΓL/ΓA, we mean a smooth map
∇ : Γ(kerT (J))⊗ Γ(kerT (J))→ Γ(kerT (J))
such that
∇fXY = f∇XY and ∇X(fY ) = X(f)Y + f∇XY
for all X,Y ∈ Γ(kerT (J)) and f ∈ C∞(ΓL/ΓA). This is just a smooth collection of affine connections
on the J-fibers. The connection is said to be invariant if it is invariant under the action of ΓL on
ΓL/ΓA.
Proposition 2.1 ([15]). Let ΓL be a Lie groupoid and ΓA be a wide closed s-connected Lie
subgroupoid, with Lie algebroids L and A, respectively. Then there is a one-to-one correspondence
between A-compatible L-connections on L/A and fibrewise affine connections on ΓL/ΓA. In particular,
the Atiyah class αL/A of the Lie pair (L,A) vanishes if and only if there exists an invariant fibrewise
affine connection on ΓL/ΓA.
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See also [14] for a similar result in the sense of formal neighborhoods.
In the case of pairs of Lie algebras (g, h), the relation between bilinear maps
∇ : g× g/h→ g/h
such that
∇z = adz and ∇z∇x −∇x∇z −∇[z,x] = 0
for all x ∈ g, z ∈ h, and invariant connections on a corresponding homogeneous space G/H is
well-known since the 60’s, see [33, 32, 7], and more recently [3].
As in the Lie algebra case, for Lie algebroids, a statement similar to Proposition 2.1 holds,
concerning the Atiyah class of any A-module E in relation to the existence of invariant fibrewise
connections on a natural vector bundle over ΓL/ΓA associated to E [15].
For a permutation σ of {1, . . . , n}, we define a linear transformation τσ permuting the n
components of a tensor product according to σ:
τσ : V1 ⊗ · · · ⊗ Vn → Vσ(1) ⊗ · · · ⊗ Vσ(n) (2.3)
v1 ⊗ · · · ⊗ vn 7→ vσ(1) ⊗ · · · ⊗ vσ(n)
where the vector bundles Vi will be clear from the context (see Subsections 4.3 and 5.2). Explicit
permutations will be written in canonical form. For example, for a set of five elements, the notations
(143)(25) and (12) respectively represent the permutations(
1 2 3 4 5
4 5 1 3 2
)
,
(
1 2 3 4 5
2 1 3 4 5
)
.
3 Symplectic Lie pairs
Definition 3.1. A presymplectic structure on a Lie algebroid L is a dL-closed 2-form Ω ∈
Γ(Λ2L∗) with constant rank. The pair (L,Ω) is then called a presymplectic Lie algebroid.
Remark 3.2. Any Lie algebroid L gives rise to a Lie bialgebroid [20] (L,L∗) by endowing L∗
with the trivial Lie algebroid structure. This defines a Courant algebroid structure [17] on L⊕ L∗.
Theorem 6.1 (together with Remark (1) following it) in the latter reference shows that a 2-form
Ω ∈ Γ(Λ2L∗) on a Lie algebroid L is presymplectic in the sense of Definition 3.1 if and only if
D = {(l, ξ) | ξ = Ω[(l)}
is a Dirac structure on L⊕ L∗, where Ω[ : L→ L∗ is the induced bundle map corresponding to Ω.
Definition 3.3. A symplectic structure on a Lie pair (L,A) is a non-degenerate 2-form ω ∈
Γ(Λ2(L/A)∗) such that dL(p∗ω) = 0, where p : L → L/A is the canonical projection. The triple
(L,A, ω) is then called a symplectic Lie pair.
Proposition 3.4. Let L be a Lie algebroid. There is a bijection between presymplectic structures
on L and symplectic Lie pairs (L,A, ω).
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Proof. The kernel ker Ω of a 2-form Ω ∈ Γ(Λ2L∗) is defined by ker Ω = {v ∈ L | ιvΩ = 0}. Obviously,
if ω is a symplectic structure on a Lie pair (L,A), then Ω = p∗ω is a presymplectic structure on L
with kernel equal to A.
Conversely, let Ω ∈ Γ(Λ2L∗) be a presymplectic structure on L, and let A = ker Ω. Since Ω has
constant rank, its kernel A has constant rank as well. And the closedness of Ω yields
0 = (dLΩ) (a, a′, l)
= ρ(a) (Ω(a′, l))− ρ(a′) (Ω(a, l)) + ρ(l) (Ω(a, a′))
− Ω([a, a′], l) + Ω([a, l], a′)− Ω([a′, l], a)
= −Ω([a, a′], l)
for all a, a′ ∈ Γ(A), l ∈ Γ(L), which implies [Γ(A),Γ(A)] ⊂ Γ(A). Hence, A is a Lie subalgebroid
of L. Since A = ker Ω, the form Ω descends as a 2-form ω on L/A such that Ω = p∗ω. We have
dL(p∗ω) = dLΩ = 0, and therefore (L,A, ω) is a symplectic Lie pair.
The two constructions are obviously inverse of each other.
The most obvious examples of presymplectic structures are of course the regular presymplectic
manifolds.
Proposition 3.5. The regular presymplectic forms on a manifold M are in bijection with the
presymplectic structures on the Lie algebroid TM .
In the next three subsections, we describe a few other examples.
3.1 Holomorphic symplectic manifolds
Let (X,ω) be a holomorphic symplectic manifold, i.e., let X be a complex manifold and ω ∈ Ω2,0(X)
be a closed non-degenerate holomorphic (2, 0)-form. Note that for a (2, 0)-form, closed actually
implies holomorphic, since d = ∂ + ∂ and ∂ω ∈ Ω3,0(X), ∂ω ∈ Ω2,1(X).
Consider the complex Lie algebroids L = TX ⊗ C ∼= T 1,0X ⊕ T 0,1X and A = T 0,1X. Then ω is
a 2-form on L with kernel A, and dω = 0 is equivalent to dLω = 0. Hence (L, ω) is a presymplectic
Lie algebroid. Equivalently, (L,A, ω′) is a symplectic Lie pair, where ω′ ∈ Γ(Λ2(L/A)∗) is ω seen as
a 2-form on L/A ∼= T 1,0X.
Proposition 3.6. Let X be a complex manifold. There is a bijection between the holomorphic
symplectic structures on X and the symplectic structures on the Lie pair (TX ⊗ C, T 0,1X).
The Lie pair (L,A) associated to a complex manifold X as above has a structure of matched
pair of Lie algebroids [23]: L decomposes, as a vector bundle, as the direct sum L = B ⊕ A of
two Lie subalgebroids A and B. In that case, L/A ∼= B is again a Lie algebroid, endowed with a
representation of A (i.e., a flat A-connection ∇A on B), and a similar statement holds for L/B.
Matched pairs will be denoted by L = B on A.
A symplectic structure on the Lie pair (B on A,A) induced from a matched pair is a 2-form on
B which is dB-closed and A-invariant: ω ∈ Γ(Λ2B∗) such that dBω = 0 and ∂Aω = 0. Here, ∂A is
the Chevalley–Eilenberg differential on Ω•(A,Λ•B∗) induced from ∇A (see Eq. (2.1) and (2.2)).
In the case of the Lie pair (L,A) associated to a complex manifold X, we have A = T 0,1X and
B = T 1,0X. Hence,
Γ(Λ•B∗) = Ω•,0(X) and Ω•(A,Λ•B∗) = Ω•,•(X),
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and the operators dB and ∂A are respectively
dB = ∂ : Ω•,0(X)→ Ω•+1,0(X),
∂A = ∂ : Ω•,•(X)→ Ω•,•+1(X).
3.2 (Pre)symplectic manifolds with a g-action
Given a Lie algebra g, a g-action on a manifold M gives rise [23, Example 5.5] to a matched pair of
Lie algebroids TM on (M o g) where M o g is the transformation Lie algebroid of the g-action.
Recall that, for a g-action φ : g→ Γ(TM), the transformation Lie algebroid M o g is, as a vector
bundle, the trivial bundle M × g over M . Its anchor is ρ(x,X) = φ(X)x. Its Lie bracket is defined
on constant sections as the pointwise Lie bracket, and then extended to all sections by linearity and
by the Leibniz rule.
The Lie bracket on the matched pair TM on (M o g) is defined by
[v1 +X1, v2 +X2] = ([v1, v2] + [φ(X1), v2]− [φ(X2), v1]) + [X1, X2],
for all constant sections X1, X2 ∈ Γ(M o g) and all vector fields v1, v2 ∈ Γ(TM).
According to the previous subsection, a symplectic structure on the Lie pair (TM on (Mog),Mog)
is a Lie algebroid closed 2-form on TM which is (M o g)-invariant, i.e., a g-invariant symplectic
form on M :
Proposition 3.7. Let M be a manifold with a g-action. There is a bijection between the g-invariant
symplectic structures on M and the symplectic structures on the Lie pair (TM on (M o g),M o g).
This result can be generalized to Lie pairs with a g-action, as we explain below.
Assume that a Lie algebra g acts on a Lie algebroid L by derivations, in the sense that there
exists a Lie algebra homomorphism φ : g→ End(Γ(L)) such that
φ(X)([l1, l2]) = [φ(X)l1, l2] + [l1, φ(X)l2] (3.1)
for all l1, l2 ∈ Γ(L) and X ∈ g. This is equivalent to asking for a representation ∇ of M o g on L
acting by derivations, in the sense that for all constant sections X ∈ Γ(M o g) (with corresponding
element X ∈ g), the map φ(X) = ∇X satisfies Eq. (3.1).
Given such an action, one can form a matched pair L′ = L on (M og) as follows. The Lie bracket
is defined for constant sections X1, X2 ∈ Γ(M o g) and for any l1, l2 ∈ Γ(L) by
[l1 +X1, l2 +X2] = ([l1, l2] +∇X1 l2 −∇X2 l1) + [X1, X2],
and extended by linearity and the Leibniz rule. The anchor is defined as the sum of the anchors of
L and M o g. This is the most general matched pair L on (M o g) with trivial (i.e., vanishing on
constant sections) representation of L on M o g, or in other words, the most general semi-direct
product of L and M o g.
Assume now that (L,A) is a Lie pair, and that ∇ is an action of M o g on L by derivations,
which preserves A. By this, we mean that ∇XΓ(A) ⊂ Γ(A) for all X ∈ Γ(M o g). Then we have a
new Lie pair (L′ = L on (M o g), A′ = A on (M o g)), and the following result holds.
Proposition 3.8. Let (L,A) be a Lie pair. There is a bijection between the g-invariant symplectic
structures on (L,A) and the symplectic structures on the Lie pair (L on (M o g), A on (M o g)).
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3.3 Homogeneous symplectic spaces
Proposition 3.9. Let G/H be a homogeneous space with H connected. Let g and h be the Lie
algebras of G and H, respectively. The G-invariant symplectic structures ω on G/H are in bijection
with the symplectic structures Ω on the Lie pair (g, h). In the correspondence, Ω is the value of ω at
the base point eH.
We describe now an important subclass of homogeneous symplectic spaces.
In [25], Pikulin and Tevelev characterise the (covers of) adjoint orbits of semisimple Lie groups
which admit invariant linear connections.
Theorem 3.10 ([25, Theorem 1]). Let G be a connected semisimple Lie group over the field K = R
or C, and let X cover the adjoint orbit Ad(G)x, x ∈ g. Let x = xs + xn be the Jordan decomposition
in g, z(xs) = z⊕ g1 ⊕ · · · ⊕ gm the decomposition of the centralizer of xs into a sum of the center
z and of simple ideals gk, and denote xn = x1n + · · ·+ xmn , where xkn ∈ gk, k = 1, . . . ,m. Then X
admits an invariant linear connection if and only if, for each k = 1, . . . ,m, the following implication
is true:
xkn 6= 0⇒ gk ' sp(2nk,K), nk ∈ N and xkn is a highest root vector in gCk .
The adjoint orbit Ad(G)x of a nilpotent element x (i.e., with Jordan decomposition x = xn)
is called a nilpotent orbit (see [5, 8]). Every nilpotent orbit of a semisimple Lie group, being
equivariantly diffeomorphic to a coadjoint orbit, is a homogeneous symplectic space. Hence, it
defines a symplectic Lie pair as in Proposition 3.9. Moreover, recall from Proposition 2.1 that the
Atiyah class of the Lie pair associated to a homogeneous space vanishes if and only if the latter
space admits invariant affine connections.
Hence, Theorem 3.10 above provides us with a wealth of examples of symplectic Lie pairs with
non-vanishing Atiyah class.
For example, among the nilpotent orbits of real simple Lie groups, only the orbits of highest root
vectors of the symplectic groups Sp(2n,R) admit invariant connections, and thus have vanishing
Atiyah class.
3.4 Groupoid picture
In the case of Lie algebroids over R, symplectic structures on Lie pairs correspond to fibrewise
symplectic forms on the corresponding homogeneous spaces of Lie groupoids, if the latter exist.
More precisely, assume that in a Lie pair (L,A), L integrates to a Lie groupoid ΓL and A to a
closed Lie subgroupoid ΓA. Recall from Section 2 that, by [22, Sec. 3], ΓL/ΓA is then a smooth
(Hausdorff) manifold such that ΓL → ΓL/ΓA is a submersion. The quotient ΓL/ΓA is fibered over
M by a surjective submersion J : ΓL/ΓA →M induced by the source map s : ΓL →M , and there
is a natural ΓL-action on ΓL/ΓA induced from the left-translations in ΓL. We call a fibrewise
differential k-form on ΓL/ΓA a smooth section of the bundle Λk((kerT (J))∗) over ΓL/ΓA, i.e., a
smooth collection of de Rham differential k-forms on the J-fibers.
Theorem 3.11. Let ΓL be a Lie groupoid and ΓA a wide closed s-connected Lie subgroupoid, with
Lie algebroids L and A, respectively. There is a bijection between symplectic structures on (L,A)
and ΓL-invariant fibrewise symplectic structures on ΓL/ΓA.
We first prove a lemma which will readily imply the theorem.
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Denote by s, t : ΓL → M the source and target maps of ΓL, and take the convention that
g1, g2 ∈ ΓL are composable as g1 · g2 if t(g1) = s(g2). We consider bisections of ΓL as sections h of
s such that t ◦ h is a diffeomorphism of M , and denote the composition of two bisections, or of a
bisection and a groupoid element, by ?. For a bisection h of ΓL, denote by
Ih : ΓL → ΓL : g 7→ h ? g ? h−1 = h
(
(t ◦ h)−1(s(g))) · g · (h((t ◦ h)−1(t(g))))−1
the conjugation by h. It preserves the unit submanifold and sends s-fibers to s-fibers, so its differential
at the unit manifold induces an adjoint action Adh : L→ L over (t ◦ h)−1 : M →M .
Recall that the kernel of a k-form α on a vector bundle E is the set kerα = {e ∈ E | ιeα = 0},
where ιe is the contraction by e.
Lemma 3.12. Let ΓL be a Lie groupoid and ΓA a wide closed Lie subgroupoid, with Lie algebroids
L and A, respectively. Let α be a k-form on L. Then the left-invariant k-form on ΓL corresponding
to α descends to a fibrewise k-form α on ΓL/ΓA if and only if
(1) A ⊂ kerα, and
(2) Ad∗h α = α for all bisections h of ΓA.
If ΓA is s-connected, then the conditions boil down to
(1’) A ⊂ kerα ∩ ker dLα.
When conditions (1) and (2) are satisfied, then α is dL-closed if and only if α is closed.
Proof. Denote pi : ΓL → ΓL/ΓA the projection. The left-invariant k-form α˜ on ΓL corresponding to
α [34, pp. 166–167] will descend to a fibrewise k-form on ΓL/ΓA if and only if
(a) at each point g ∈ ΓL, α˜g descends to Tpi(g)(ΓL/ΓA), and
(b) for two different points g and g′ in the same pi-fiber, α˜g and α˜g′ descend to the same form.
Condition (a) is equivalent to kerT (pi) ⊂ ker α˜. Since kerTg(pi) = Tt(g)(Lg)(At(g)) and ker α˜g =
Tt(g)(Lg)(kerαt(g)) for all g ∈ ΓL, the latter is equivalent to A ⊂ kerα, which is condition (1) of
the Lemma.
When A ⊂ kerα, condition (b) is equivalent to R∗hα˜ = α˜ for all bisections h of ΓA. Using the
left-invariance of α˜, the condition becomes Ad∗h α = α. This proves that α˜ descends to ΓL/ΓA if
and only if (1) and (2) hold.
Now, the right-translation Rexp(tZ) is the flow of the left-invariant vector field Z˜ corresponding
to Z ∈ Γ(A). Hence, if R∗hα˜ = α˜ for all bisections h of ΓA, then LZ˜ α˜ = 0 and thus LZα = 0
for all Z ∈ Γ(A). (L denotes the Lie derivative.) Using the Cartan formula, we get iZdLα =
LZα− dLiZα = 0 for all Z ∈ Γ(A), that is, A ⊂ ker dLα. When ΓA is s-connected, the converse is
also true: A ⊂ ker dLα implies R∗hα˜ = α˜ for all bisections h of ΓA, since the group of bisections is
generated by the exponentials [19, Proposition 1.5.8]. This proves the equivalence of (1) and (2)
with (1’) in the s-connected case.
To prove the last assertion of the Lemma, assume that conditions (1) and (2) are satisfied. From
[34, pp. 166–167], α is dL-closed if and only if α˜ is closed. Since pi is a surjective submersion and
α˜ = pi∗α, we have that dα˜ = 0 if and only if dα = 0.
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Proof of Theorem 3.11. Let ω be a symplectic structure on (L,A). Then dL(p∗ω) = 0 and therefore
A ⊂ ker(p∗ω) ∩ ker dL(p∗ω), and by Lemma 3.12 the left-invariant 2-form p˜∗ω descends to a closed
ΓL-invariant 2-form α = p∗ω on ΓL/ΓA. This form is everywhere non-degenerate since it is so on
the unit space and it is ΓL-invariant.
Conversely, let α be a ΓL-invariant closed non-degenerate fibrewise 2-form on ΓL/ΓA. Consider
the left-invariant 2-form pi∗α on ΓL and denote by Ω the corresponding 2-form on L. Then by
Lemma 3.12, A ⊂ ker Ω and dL(Ω) = 0, and by non-degeneracy A = ker Ω. Hence there exists a
unique non-degenerate 2-form ω on L/A with p∗ω = Ω and thus dL(p∗ω) = 0.
The two constructions are clearly inverses of each other.
4 Atiyah classes
In the next two subsections, we adapt to Lie pairs some well-known notions and results about
connections and symplectic connections on manifolds. In the third subsection, we use these to show
some properties of the Atiyah class of a symplectic Lie pair, analogous to those found by Kapranov
[10] for holomorphic symplectic manifolds.
4.1 Connections
Let (L,A) be a Lie pair.
Definition 4.1. Let ∇ be an L-connection on L/A.
1. Its torsion and curvature tensors T : L⊗L→ L/A and R : L⊗L→ End(L/A) are defined
on sections by
T (l1, l2) = ∇l1 l2 −∇l2 l1 − [l1, l2],
R(l1, l2) = ∇l1∇l2 −∇l2∇l1 −∇[l1,l2],
for all l1, l2 ∈ Γ(L).
2. The connection is said
(a) to extend the A-action if T descends to a map
T : L/A⊗ L/A→ L/A,
(b) and to be A-compatible if in addition R descends to a map
R : L/A⊗ L/A→ End(L/A).
In other words, a connection ∇ is A-compatible if and only if
T (a, l) = ∇al − [a, l] = 0,
R(a, l) = ∇a∇l −∇l∇a −∇[a,l] = 0,
(4.1)
for all a ∈ Γ(A) and l ∈ Γ(L).
Lie pairs and A-compatible connections were introduced in [4] in terms of the two conditions in
(4.1). If there existed a quotient ΓL/ΓA integrating L/A, and if ∇ induced a ΓL-invariant fibrewise
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affine connection ∇ on ΓL/ΓA, then the restriction of its torsion and curvature tensors to the unit
manifold M ⊂ ΓL/ΓA would be the tensors T and R, respectively. The definition of A-compatibility
in Definition 4.1 results from the observation that the two conditions in (4.1) may be seen as the
obstructions to the existence of those tensorial objects.
It follows from [15] that the existence of these objects is a sufficient condition for the existence
of ∇. However, in what follows, we will be interested in the case where A-compatible connections
do not exist, as only this case may lead to non-trivial weight systems.
Connections extending the A-action always exist [4, Lemma 12], and so do torsion-free connections:
Proposition 4.2. Let ∇ be an L-connection on L/A extending the A-action. Then, there exists
a unique L-connection ∇′ on L/A extending the A-action which is torsion-free and such that φ
is antisymmetric. Here, φ : L ⊗ L → L/A is the bundle map defined on sections by φ(l1, l2) =
∇l1 l2 −∇′l1 l2.
Proof. Let ∇′ be any other L-connection on L/A extending the A-action and let T , T ′ be the
respective torsions of ∇, ∇′. Let φ be as defined in the statement. Then φ(l1, l2) − φ(l2, l1) =
T (l1, l2)− T ′(l1, l2). Hence we have{
T ′ = 0
φ is antisymmetric
⇔ φ = 12T ⇔ ∇
′
l1 l2 = ∇l1 l2 −
1
2T (l1, l2).
4.2 Symplectic connections
Let (L,A) be a Lie pair and ω ∈ Γ(Λ2(L/A)∗) be a non-degenerate two-form.
Definition 4.3. An L-connection on L/A extending the A-action is said to be symplectic with
respect to ω if it is torsion-free and ω is parallel, i.e., if T = 0 and ∇ω = 0. Here,
(∇l1ω)(l2, l3) = ρ(l1)
(
ω(l2, l3)
)− ω(∇l1 l2, l3)− ω(l2,∇l1 l3)
for all l1, l2, l3 ∈ Γ(L).
Notice that since symplectic connections ∇ extend the A-action, we have
∇aω = (∂Aω)(a) (4.2)
p∗(∇aω) = ιadL(p∗ω) (4.3)
for all a ∈ Γ(A).
Proposition 4.4. 1. There exists a symplectic L-connection on L/A if and only if dL(p∗ω) = 0.
2. When dL(p∗ω) = 0, the set of symplectic connections on the symplectic Lie pair (L,A, ω) is
an affine space over Γ(S3((L/A)∗)).
Proof. A direct computation shows that, for any torsion-free L-connection ∇ on L/A and for all
l1, l2, l3 ∈ Γ(L),
dL(p∗ω)(l1, l2, l3) = (∇l1ω)(l2, l3) + (∇l2ω)(l3, l1) + (∇l3ω)(l1, l2).
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Hence, if there exists a symplectic connection, then dL(p∗ω) = 0. Conversely, assume dL(p∗ω) = 0.
Let ∇ be a torsion-free connection on L/A and set
∇′l1 l2 = ∇l1 l2 + S(l1, l2)
with S : L/A⊗ L/A→ L/A defined by
S(l1, l2) =
1
3(ω
[)−1
(
ιl2∇l1ω + ιl1∇l2ω
)
.
Here, ω[ : L/A→ (L/A)∗ is the bundle map associated to ω. From Eq. (4.3), it follows that ∇aω = 0
for all a ∈ Γ(A). Hence, S is well-defined. It is then easy to check that ∇′ is still torsion-free and
that ∇′ω = 13dL(p∗ω) = 0. Hence, ∇′ is a symplectic connection. This proves point 1.
Let now ∇ be a symplectic L-connection on L/A and ∇′ an L-connection on L/A extending
the A-action. Since they both extend the A-action, their difference ∇ − ∇′ defines a tensor
φ ∈ Γ((L/A)∗ ⊗ (L/A)∗ ⊗ L/A). Then ∇′ is torsion-free if and only if φ ∈ Γ(S2((L/A)∗)⊗ L/A).
And since ∇ω = 0, the condition ∇′ω = 0 is equivalent to
(4.4)
0 = (∇l1ω)(l2, l3)− (∇′l1ω)(l2, l3)
= −ω(φ(l1, l2), l3) + ω(φ(l1, l3), l2)
= −(id⊗ id⊗ ω[)(φ)(l1, l2, l3) + (id⊗ id⊗ ω[)(φ)(l1, l3, l2),
i.e., to ψ = (id⊗ id⊗ ω[)(φ) being in Γ((L/A)∗ ⊗ S2((L/A)∗)). Hence, ∇′ is symplectic if and only
if ψ ∈ Γ(S3((L/A)∗)). This proves point 2.
4.3 Symmetries of the Atiyah cocycle
Let (L,A) be a Lie pair. The curvature
R(l1, l2)l3 = ∇l1∇l2 l3 −∇l2∇l1 l3 −∇[l1,l2]l3 (4.5)
of an L-connection ∇ on L/A extending the A-action vanishes on A ∧A. Hence, restricting its
first argument to A defines a 1-form
R∇ ∈ Ω1(A, (L/A)∗ ⊗ (L/A)∗ ⊗ L/A)
by R∇(a)(l1, l2) = R(a, l1)l2 for all a ∈ Γ(A) and l1, l2 ∈ Γ(L). This 1-form on A is ∂A-closed [4,
Theorem 16], and is called the Atiyah cocycle associated to ∇. The induced 1-cohomology class
αL/A = [R∇] ∈ H1(A, (L/A)∗ ⊗ (L/A)∗ ⊗ L/A) is, moreover, independent of the connection and is
called the Atiyah class of the Lie pair (L,A).
Let ω ∈ Γ(Λ2(L/A)∗) be a non-degenerate two-form. Using the isomorphism ω[ : L/A→ (L/A)∗
induced by ω, R∇ defines another 1-form
R˜∇ ∈ Ω1(A, (L/A)∗ ⊗ (L/A)∗ ⊗ (L/A)∗)
by R˜∇ =
(
id⊗ id⊗ω[) ◦R∇.
It was proved in [4, Proposition 55] that in fact αL/A ∈ H1(A,S2((L/A)∗)⊗ L/A). Below, we
give another proof of that result and show that, as in the holomorphic symplectic case [29, 10],
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the image of the 1-cocycle R˜∇ (not only the cohomology class) is completely symmetric if ∇ is
symplectic. This stems from the fact that the curvature of a symplectic connection acts by symplectic
endomorphisms.
Let τ(12), τ(23) : ((L/A)∗)⊗3 → ((L/A)∗)⊗3 be, respectively, the swapping of the first and last
two components (see (2.3) in Section 2).
Lemma 4.5. Let ∇ be an L-connection on L/A extending the A-action. Then,
(1)
[
R˜∇ − τ(23) ◦ R˜∇
]
is independent of ∇ if ∂Aω = 0;
(2) R˜∇ − τ(23) ◦ R˜∇ = ∂A(−∇ω) if dL(p∗ω) = 0;
(3) R∇ − τ(12) ◦R∇ = ∂A(T ).
Proof. First notice that if E and F are two A-modules, and f : E → F is an A-module map, then
f∗ : Ω•(A,E)→ Ω•(A,F ) is a cochain map. Now the map ω[ : L/A→ (L/A)∗ is an A-module map
since ∂Aω = 0. Indeed, we have ∇Aa ◦ ω[ − ω[ ◦ ∇Aa = ∂Aa ω for all a ∈ Γ(A). Here, ∇A is extended
as in Eq. (2.2).
Moreover, if ∇′ is another L-connection on L/A extending the A-action then, writing φ = ∇−∇′,
we get R∇ −R∇′ = ∂Aφ [4, Theorem 16(b)].
It follows from the two foregoing paragraphs that, if ∂Aω = 0, the cohomology class of R˜∇ =
(id⊗ id⊗ ω[) ◦R∇ is independent of ∇. Since τ(23) is also an A-module map, the same holds for
R˜∇ − τ(23) ◦ R˜∇, proving the first item.
Actually, we have
(4.6)
(R˜∇ − τ(23) ◦ R˜∇)− (R˜∇
′ − τ(23) ◦ R˜∇
′
) = (R˜∇ − R˜∇′)− τ(23) ◦ (R˜∇ − R˜∇
′
)
= (id− τ(23))(id⊗ id⊗ ω[)(∂Aφ)
= ∂A((id− τ(23))(id⊗ id⊗ ω[)(φ))
= ∂A(−∇ω +∇′ω),
where the last step follows from (4.4).
Now, if ω is closed, there exists a symplectic connection ∇′, for which the curvature R′ (see
Eq. (4.5)) is thus a symplectic endomorphism:
ω(R′(l1, l2)l3, l4) + ω(l3, R′(l1, l2)l4) = 0, (4.7)
for all l1, l2, l3, l4 ∈ Γ(L). Taking l1 ∈ Γ(A), Eq. (4.7) yields R˜∇′ − τ(23) ◦ R˜∇′ = 0. Inserting this
last equation and ∇′ω = 0 in Eq. (4.6), we get R˜∇ − τ(23) ◦ R˜∇ = ∂A(−∇ω) for any ∇ extending
the A-action. This proves the second item.
Let us now prove the last item. The curvature of ∇ satisfies the algebraic Bianchi identity
R(l1, l2)l3 − T (l1, T (l2, l3))− (∇l1T )(l2, l3) + cycl. perm. = 0.
Taking l3 = a ∈ Γ(A) yields R(a, l1)l2−R(a, l2)l1 = (∇aT )(l1, l2), i.e., R∇−τ(12) ◦R∇ = ∂A(T ).
The following Theorem directly follows from items (2) and (3) of the previous Lemma.
Theorem 4.6. Let (L,A, ω) be a symplectic Lie pair, and ∇ an L-connection on L/A extending
the A-action. Then,
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(1) the Atiyah class2 α˜L/A = [R˜∇] of (L,A, ω) lies in H1(A,S3((L/A)∗)), and
(2) when ∇ is symplectic, the 1-cocycle R˜∇ itself has totally symmetric image.
To conclude this section, we quote a result from [4] which we will need in the next section. The
result is the cocycle version of the fact that the Atiyah class αL/A is a kind of Lie bracket which
turns L/A[−1] into a Lie algebra object in the bounded derived category of U(A)-modules (see
[28, 14] for more information about that interpretation). Denote by R2 : L/A⊗ L/A→ A∗ ⊗ L/A
the bundle map defined by R2(b1, b2)(a) = R∇(a)(b1, b2) for all a ∈ Γ(A) and b1, b2 ∈ Γ(L/A).
Theorem 4.7 ([4, Corollary 71]). Define a 2-form ψ ∈ Ω2(A, ((L/A)∗)⊗3 ⊗ L/A) by setting, for
all b1, b2, b3 ∈ Γ(L/A),
ψ(b1, b2, b3) = dR2(b1, R2(b2, b3))c+ dR2(R2(b1, b2), b3)c+ dR2(b2, R2(b1, b3))c .
Here, the notation dR2(b1, R2(b2, b3))c ∈ Ω2(A,L/A) means taking the wedge product on A-forms
and the composition “as written” on the (L/A)∗-parts, i.e.,
dR2(b1, R2(b2, b3))c(a1, a2) = R∇(a1)(b1, R∇(a2)(b2, b3))−R∇(a2)(b1, R∇(a1)(b2, b3))
for all a1, a2 ∈ Γ(A) and b1, b2, b3 ∈ Γ(L/A).
Then ψ is a coboundary, i.e., ψ = ∂Aφ for some φ ∈ Ω1(A, ((L/A)∗)⊗3 ⊗ L/A).
5 Weight systems
In this section, we follow Rozansky and Witten [29], Kapranov [10], and Sawon [30] to build, from
any symplectic Lie pair (L,A, ω), a weight system on trivalent diagrams with values in the Lie
algebroid cohomology of A.
5.1 Trivalent diagrams
This subsection contains a recollection of notions about trivalent diagrams. We refer to Bar-Natan
[2] for more information and references about the subject. We briefly introduce trivalent graphs and
two notions of orientation on them. We then follow Kapranov [10] to compare the two notions of
orientation.
Definition 5.1. A trivalent graph is a (possibly disconnected) finite graph having only trivalent
vertices.
We will need two different, but equivalent, notions of orientation of a trivalent graph, one called
linear orientation and the other cyclic orientation. Both are defined by equivalence relations, which
we describe now.
Definition 5.2. 1. A representative of a linear orientation of a trivalent graph is a pair
composed of an orientation of the edges and a linear ordering of the vertices (Fig. 5.1).
2We also call Atiyah class the composition α˜L/A = (id⊗ id⊗ ω[) ◦ αL/A of αL/A with the A-module morphism
id⊗ id⊗ ω[.
14
2. Two linear orientation representatives differing on n edges and by a permutation σ of the
ordering of the vertices are considered equivalent if (−1)n = sign(σ).
3. A linear orientation of a trivalent graph is an equivalence class of linear orientation
representatives.
Definition 5.3. 1. A representative of a cyclic orientation of a trivalent graph is the data,
at each vertex, of a cyclic ordering (i.e., in a planar representation of the graph around
that vertex, a choice of clockwise or anticlockwise ordering) of the three flags at that vertex
(Fig. 5.1).
2. Two cyclic orientation representatives are considered equivalent if they differ at an even
number of vertices.
3. A cyclic orientation of a trivalent graph is an equivalence class of cyclic orientation repre-
sentatives.
Figure 5.1: Representatives of a cyclic (on the left) and a linear (on the right) orientations of the Θ
graph.
Remark 5.4. When representing a trivalent diagram in the plane, if no orientation is specified, by
default it is assumed to have the cyclic orientation defined by the anticlockwise ordering at each
vertex.
It is readily seen that a trivalent graph always satisfies 3 #{vertices} = 2 #{edges}. Since its
number of vertices is thus even, the order of a graph may be defined as half the number of vertices.
A flag is a pair comprising a vertex and one of the three edges attached to that vertex.
Let us borrow some more notation from [10, Sec. 5.2] (see also the references therein).
1. For a finite set S, denote by RS the real vector space generated by the elements of S, and by
det(S) the top exterior power of RS .
2. For a trivalent graph γ, denote by V (γ), E(γ), F (γ) the sets of vertices, edges and flags of γ.
Let Fv(γ) be the set of the three flags with vertex v, and F e(γ) be the set of the two flags
with edge e.
With this notation, the choice of a direction (i.e., of a non-zero element) in the 1-dimensional space
det(Fv(γ)) is a choice of cyclic ordering at the vertex v, and similarly a direction in det(F e(γ)) is
an orientation of the edge e.
Since a cyclic orientation is the choice of a cyclic ordering at each vertex (i.e., a direction in
det(Fv(γ)) for every vertex v), two sets of choices being equivalent if the directions differ at an even
number of vertices, we obtain the following Lemma.
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Lemma 5.5. A cyclic orientation on a graph γ is a choice of direction in the 1-dimensional
space ⊗
v∈V (γ)
det(Fv(γ)).
Similarly, a linear orientation is the choice of a linear ordering on the set V (γ) of vertices and an
orientation of each edge (that is, a direction in det(F e(γ)) for every edge e), up to the equivalence
relation of Definition 5.2. Hence,
Lemma 5.6. A linear orientation is a choice of direction in the 1-dimensional space
det(V (γ))⊗
⊗
e∈E(γ)
det(F e(γ)).
The following result is proved in [10, Lem. 5.3.2] (see also [30, p. 20]).
Proposition 5.7. The linear and the cyclic orientations coincide. More precisely, for every trivalent
graph γ, there is a canonical identification of 1-dimensional vector spaces
det(V (γ))⊗
⊗
e∈E(γ)
det(F e(γ)) ∼=
⊗
v∈V (γ)
det(Fv(γ)),
i.e., a canonical correspondence between the linear and cyclic orientations.
Following the proof in the two foregoing references, let us briefly show how to compute one
orientation from the other. Consider a trivalent graph γ of order k.
We will show that both sides of the isomorphism of Proposition 5.7 are canonically isomorphic to
a third 1-dimensional space, namely det(V (γ))⊗ det(F (γ)), and will exhibit explicit isomorphisms.
The first of these isomorphisms is the linear map
α :
⊗
v∈V (γ)
det(Fv(γ))→ det(V (γ))⊗ det(F (γ))
defined as follows. Choose a linear ordering on the set of vertices, so that they are numbered
v1, . . . , v2k. Then set
α
 ⊗
v∈V (γ)
dv
 = (v1 ∧ . . . ∧ v2k)⊗ (dv1 ∧ . . . ∧ dv2k)
for all dv ∈ det(Fv(γ)), v ∈ V (γ). The map α is an isomorphism since the subspaces RFv(γ) are in
direct sum in RF (γ). Since dvi ∧ dvj = −dvj ∧ dvi and vi ∧ vj = −vj ∧ vi for all i, j = 1, . . . , 2k, it is
clear that α is independent of the chosen ordering of the vertices.
To construct the second isomorphism, define
β :
⊗
e∈E(γ)
det(F e(γ))→ det(F (γ))
as follows. Choose a linear ordering on the set of edges, so that they are numbered e1, . . . , e3k. Then
set
β
 ⊗
e∈E(γ)
de
 = de1 ∧ . . . ∧ de3k
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for all de ∈ det(F e(γ)), e ∈ E(γ). Again, the map β is an isomorphism since the subspaces RF e(γ)
are in direct sum in RF (γ). And since dei ∧ dej = dej ∧ dei for all i, j = 1, . . . , 3k, the map β is
independent of the chosen ordering on E(γ).
Now the map
(id⊗β−1) ◦ α :
⊗
v∈V (γ)
det(Fv(γ))→ det(V (γ))⊗
⊗
e∈E(γ)
det(F e(γ))
is the isomorphism in Proposition 5.7.
Example 5.8. Concretely, consider the following diagram γ with the cyclic orientation given by
the default anticlockwise ordering at each vertex,
.
We label the flags f1, . . . , f12 and the vertices v1, . . . , v4 as follows
.
The cyclic orientation on γ thus corresponds to the direction given by the following element
(5.1)(f1 ∧ f2 ∧ f3)⊗ (f4 ∧ f5 ∧ f6)⊗ (f7 ∧ f8 ∧ f9)⊗ (f10 ∧ f11 ∧ f12)
in
⊗
v∈V (γ) det(Fv(γ)).
Applying α to this element, we get
(v1 ∧ v2 ∧ v3 ∧ v4)⊗ (f1 ∧ f2 ∧ f3 ∧ f4 ∧ f5 ∧ f6 ∧ f7 ∧ f8 ∧ f9 ∧ f10 ∧ f11 ∧ f12).
Applying id⊗β−1, we arrive at3
(v1 ∧ v2 ∧ v3 ∧ v4)⊗
(
(f1 ∧ f8)⊗ (f4 ∧ f2)⊗ (f11 ∧ f3)⊗ (f7 ∧ f5)⊗ (f6 ∧ f12)⊗ (f9 ∧ f10)
)
.
Hence, in this case, the correspondence between the cyclic and linear orientations is
! ,
3Here, in a similar way to what we did in Eq. 5.1, for the ease of presentation we represented an element of the
unordered tensor product
⊗
e∈E(γ) det(F
e(γ)) as d1⊗d2⊗· · ·⊗d3k for some di ∈ det(F ei ), by choosing an arbitrary
linear ordering e1, e2, . . . , e3k on the set of edges.
17
where on the left we have the implicit anticlockwise ordering at each vertex, and on the right a
corresponding representative of the linear orientation. C
These two equivalent notions of orientation will both be needed, as the linear orientation is more
adapted to the construction of weight systems, while the cyclic orientation is better suited for the
definition of the IHX and AS relations.
5.2 Weight systems
We first recall the definition of a weight system on trivalent diagrams [2, 29, 6]. Denote by T
(respectively, Tn) the linear span (over K) of all trivalent diagrams (respectively, all trivalent diagrams
of order n).
Definition 5.9. Let V be a vector space over K. A V -valued T -weight system of order n is a
linear map wn : Tn → V satisfying
(1) the AS relation: wn
 −
 = 0,
(2) the IHX relation: wn
 − +
 = 0,
where, by and in the AS relation, we mean two diagrams which are identical outside a disk
and as in the picture inside the disk, and similarly for the IHX relation.
The diagrams above are taken with their default cyclic orientation given by the anticlockwise
ordering at each vertex. Moreover, only trivalent vertices appear. Any apparent tetravalent vertex is
not a vertex.
Our aim is, from (L,A, ω) and for each positive integer k such that 2k < rk(A), to construct an
H2k(A)-valued T -weight system of order k.
The idea of the construction is very simple and closely follows [29, 10] in the holomorphic
symplectic case: to each vertex is associated a copy of the fully symmetric Atiyah class α˜L/A. The
edges are then used to contract all the (L/A)∗ parts of these copies with the help of the inverse ω−1 of
the symplectic form. After complete antisymmetrization, the result is a scalar-valued A-cohomology
class. To describe precisely the procedure and the way the orientation fits in, let us introduce the
notion of γ-admissible transformation of ((L/A)∗)⊗6k, for a trivalent diagram γ.
Let γ be a trivalent diagram of order k. A set of “admissible” permutations of the 6k components
of the tensor product ((L/A)∗)⊗6k is associated to γ in the following way. Each such permutation
will be defined by the following choices:
(C1) a linear orientation representative of the orientation of γ, i.e.,
(a) a linear ordering v1, . . . , v2k of the vertices,
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(b) an orientation of each edge e, given by a linear ordering f1(e), f2(e) of the flags of that
edge;
(C2) a linear ordering e1, . . . , e3k of the edges;
(C3) a linear ordering f1(v), f2(v), f3(v) of the flags at each vertex v.
From (C1)a and (C3), one gets a linear ordering
f1(v1), f2(v1), f3(v1), f1(v2), f2(v2), f3(v2), . . . , f1(v2k), f2(v2k), f3(v2k)
of the flags of γ, and from (C1)b and (C2), one gets a second linear ordering
f1(e1), f2(e1), f1(e2), f2(e2), . . . , f1(e3k), f2(e3k)
of the flags of γ. Together, these orderings define a permutation σγ of {1, . . . , 6k} sending the first
one to the second. It is given by
σγ =  ◦ ν−1,
where ν and  are the bijections defined by
ν : F (γ)→ {1, . . . , 6k} : fi(vj) 7→ 3(j − 1) + i
 : F (γ)→ {1, . . . , 6k} : f i(ej) 7→ 2(j − 1) + i.
Each such permutation defines a linear automorphism piγ of ((L/A)∗)⊗6k by piγ = τσγ (see (2.3) in
Section 2).
Definition 5.10. The transformations piγ of ((L/A)∗)⊗6k obtained from the choices (C1), (C2)
and (C3) above are called the γ-admissible transformations of ((L/A)∗)⊗6k.
In Theorem 5.12, we will build the weight associated to a symplectic Lie pair (L,A, ω) and
a trivalent diagram γ as a composition of three objects canonically associated to (L,A, ω) and
γ, without any further choice of orientation representatives. To this end, we make the following
definition.
Definition 5.11. The set of all γ-admissible transformations is denoted by Adm(γ). A transfor-
mation Πγ of ((L/A)∗)⊗6k is canonically associated to γ by
Πγ =
1
|Adm(γ)|
∑
piγ∈Adm(γ)
piγ .
We can now state and prove the main theorem, generalizing [29, Section 3.4] and [10, Theorem
5.4, first part].
Theorem 5.12. Let (L,A, ω) be a symplectic Lie pair. For each k ∈ N, there is a canonical
T -weight system
w(L,A,ω),k : Tk → H2k(A)
of order k, defined on diagrams γ of order k by
(5.2 )w(L,A,ω),k(γ) =
(
ω−1
)⊗3k ◦Πγ ◦ (α˜L/A)Y2k .
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Proof. Let γ be a trivalent diagram of order k.
Step 1. We first define a candidate w(γ) ∈ Ω2k(A) for a cocycle representing w(L,A,ω),k(γ).
Let ∇ be a symplectic connection on (L,A, ω). Pick a choice of admissible transformation
piγ ∈ Adm(γ), and consider the composition
(5.3)w(γ) =
(
ω−1
)⊗3k ◦ piγ ◦ (R˜∇)∧2k ,
where (R˜∇)∧2k is considered as a map from Λ2kA to ((L/A)∗)⊗6k, piγ as a map from ((L/A)∗)⊗6k
to itself, and (ω−1)⊗3k as a map from ((L/A)∗)⊗6k to the trivial line bundle M ×K.
Since R˜∇ is a cocycle, and since ω−1 and piγ are A-module maps, we have ∂A(w(γ)) = 0. Hence,
w(γ) descends to an element of H2k(A), which we denote by
(5.4)w(γ) =
(
ω−1
)⊗3k ◦ piγ ◦ (α˜L/A)Y2k .
Step 2. We show that w(γ) is independent of the choice of γ-admissible transformation piγ .
Since
(
ω−1
)⊗3k lies in Γ (S3k ((L/A)⊗2)), and since the values of (R˜∇)∧2k lie in the subbundle(
S3((L/A)∗)
)⊗2k, it is clear that (5.3) is independent of the choices (C2) and (C3), respectively.
Similarly, if two γ-admissible transformations piγ and pi′γ only differ by (C1)a, i.e., by a permutation
σ of the vertices, then pi′γ = piγ ◦ pi with pi being the transformation permuting by σ the ((L/A)∗)⊗3-
components of ((L/A)∗)⊗6k. But
(5.5)pi ◦ (R˜∇)∧2k = (−1)sign(σ)(R˜∇)∧2k.
On the other hand, if piγ and pi′γ only differ by (C1)b, then pi′γ = pi ◦ piγ with pi swapping the two
components of, say, a number n of ((L/A)∗)⊗2-components. The antisymmetry of ω−1 then yields
(5.6)
(
ω−1
)⊗3k ◦ pi = (−1)n (ω−1)⊗3k .
This proves that (5.3) is independent of the choice (C1) of orientation representative.
Overall, this shows that (5.3) and (5.4) are independent of the choice of piγ ∈ Adm(γ), so that
we may average over all such choices to get w(L,A,ω),k(γ) as a composition (5.2) of three objects
canonically associated to (L,A, ω) and γ.
Step 3. We prove the AS and IHX relations.
That the AS relations holds follows from Eq. (5.5) and (5.6): a change of orientation of γ induces
a change of sign of w(L,A,ω),k(γ).
Assume that three trivalent diagrams γI , γH , and γX are identical except in some disk containing
two vertices, where they respectively look like the three diagrams in the definition of the IHX relation
(Definition 5.9). The I, H, and X parts (i.e., the parts inside the disks) are assumed to have the
default anticlockwise ordering at their vertices, and each vertex outside the disk is assumed to have
the same cyclic ordering in all three diagrams. As a result, the three diagrams each come with a
fixed cyclic orientation representative.
To compute the IHX relation, we need to show that
w(γI)− w(γH) + w(γX)
is a coboundary in Ω2k(A). To compute each part, we need to find an admissible transformation for
each of the graphs γI , γH , and γX . Those transformations stem from choices (C1)–(C3), which we
make as follows.
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Choice of (C1): Choose a linear orientation representative for γI such that the first two vertices
v1 and v2 are respectively the vertices at the top and the bottom of the I part, and such
that the edge connecting them is oriented from top to bottom. Choose linear orientation
representatives for γH and γX such that all parts common to all three diagrams (i.e., the
vertices v3, . . . , v2k and the orientations of all edges except the central edge in the disks) agree
in γI , γH and γX . Then the remaining parts are fixed, up to a simultaneous swapping of v1
and v2 and flipping of the orientation of the central edge, and are given by
, , .
Choice of (C2): Put as first edge the central edge of each disk and have the same ordering for the
remaining edges in all three diagrams.
Choice of (C3): Choose the orderings of the flags inside the disks as shown below.
, , .
Pick any ordering for the flags at the vertices outside the disks, with the constraint that these
orderings coincide in all three diagrams γI , γH , and γX .
With these choices, we can decompose the value of the weight system on γI as a pairing between
two contributions: (
ω−1
)⊗3k ◦ piI ◦ (R˜∇)∧2k = 〈β, δI〉.
Here,
• δI is an ((L/A)∗)⊗4-valued 2-form on A representing the contribution of the vertices 1 and 2
and of the oriented central edge connecting them;
• β is an (L/A)⊗4-valued (6k − 2)-form on A (actually, a (6k − 2)-cocycle) representing the
contribution of the rest of the diagram;
• the pairing 〈·, ·〉 is the wedge product on the A-forms and the pairing on their values.
Let us describe δI more precisely. We label the six flags of I as follows
.
Since δI represents the contribution of two vertices and one edge, it will be formed from
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(1) two copies of the Atiyah cocycle: R˜∇ ∧ R˜∇ ∈ Ω2(A, ((L/A)∗)6),
(2) one copy of ω−1, which we will choose to be in first position: ω−1 ⊗ id⊗4 : ((L/A)∗)6 →
((L/A)∗)4, and
(3) a permutation pi of the six flags of diagram I sending the ordering given by (C1)a and (C3)
to the ordering given by (C1)b, (C2), and the additional requirement that “the four legs of
the I part oriented North-East, North-West, South-West, and South-East should be identified
with the components 1, 2, 3, and 4, respectively, of ((L/A)∗)⊗4 in the value of δI” (thus after
contracting with ω−1).
The permutation pi thus sends the ordering f1, f2, f5, f6, f3, f4 to the ordering f5, f6, f1, f2, f3, f4.
Hence, we have pi = (13)(24).
We obtain
δI =
(
ω−1 ⊗ id⊗4) ◦ τ(13)(24) ◦ (R˜∇ ∧ R˜∇)
=
(
ω−1 ⊗ id⊗4) ◦ τ(13)(24) ◦ (id⊗ id⊗ ω[ ⊗ id⊗ id⊗ ω[) ◦ (R∇ ∧R∇)
=
(
ω−1 ⊗ id⊗4) ◦ (ω[ ⊗ id⊗ id⊗ id⊗ id⊗ ω[) ◦ τ(13)(24) ◦ (R∇ ∧R∇)
=
(
Tr⊗ id⊗3 ⊗ ω[
)
◦ τ(13)(24) ◦
(
R∇ ∧R∇) .
At the last line, Tr : L/A⊗ (L/A)∗ →M ×K is the canonical pairing and we used the identity
Tr = ω−1 ◦
(
ω[ ⊗ id
)
: L/A⊗ (L/A)∗ →M ×K.
Recall that ω−1 : (L/A)∗∧(L/A)∗ →M×K is defined by (ω−1)] = (ω[)−1. Here (ω−1)] : (L/A)∗ →
L/A : α 7→ ιαω−1 and ω[ : L/A→ (L/A)∗ : v 7→ ιvω.
Now, we can check that
〈δI , b1 ⊗ b2 ⊗ b3 ⊗ b4〉 = ω
(
dR2(R2(b1, b2), b3)c , b4
)
for all b1, b2, b3, b4 ∈ Γ(L/A), where the notation is taken from Theorem 4.7.
Similarly, and with the same requirement about the ordering of the four legs of the diagrams,
the value of the weight system on γH and γX can be computed by 〈β, δH〉 and 〈β, δX〉 where
δH =
(
ω−1 ⊗ id⊗4) ◦ τ(15234) ◦ (R˜∇ ∧ R˜∇)
= −
(
Tr⊗ id⊗3 ⊗ ω[
)
◦ τ(15234) ◦
(
R∇ ∧R∇)
and
δX =
(
ω−1 ⊗ id⊗4) ◦ τ(13)(25) ◦ (R˜∇ ∧ R˜∇)
=
(
Tr⊗ id⊗3 ⊗ ω[
)
◦ τ(13)(25) ◦
(
R∇ ∧R∇) .
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Assembling the three parts, we compute, for all b1, b2, b3, b4 ∈ Γ(L/A),
〈δI − δH + δX , b1 ⊗ b2 ⊗ b3 ⊗ b4〉
= ω
(
dR2(R2(b1, b2), b3)c − (−dR2(b1, R2(b2, b3))c) + dR2(b2, R2(b1, b3))c , b4
)
= 〈ω ◦ (ψ × id), b1 ⊗ b2 ⊗ b3 ⊗ b4〉
=
〈
∂A (ω ◦ (φ⊗ id)) , b1 ⊗ b2 ⊗ b3 ⊗ b4
〉
where ψ and φ are defined in Theorem 4.7.
Since β is a cocycle, this proves that
w(γI)− w(γH) + w(γX) = 〈β, δI − δH + δX〉
= ∂A 〈β, (ω ◦ (φ⊗ id))〉
is a coboundary. Hence, the IHX relation is satisfied by w.
5.3 Chord diagrams
As in the classical case of Rozansky–Witten invariants, the construction above easily extends to
weight systems on chord diagrams—yielding knot invariants—starting from a symplectic Lie pair
(L,A, ω) and an A-module E (or a collection E1, . . . , En thereof, to get link invariants). We only
sketch the proof here.
Definition 5.13. A chord diagram of order n is an oriented circle together with n chords (i.e.,
n unordered pairs of points on the circle, all points being distinct) up to orientation preserving
diffeomorphisms of the circle.
Chords are represented by dashed lines, as in
, .
Note that the first diagram has an isolated chord, i.e., a chord not crossed by any other. We will
denote C (respectively, Cn) the linear span (over K) of all chord diagrams (respectively, of order n).
Definition 5.14. Let V be a vector space over K. A V -valued weight system of order n is a
linear map wn : Cn → V satisfying
(1) the 1T relation: wn vanishes on diagrams having an isolated chord;
(2) the 4T relation:
wn
 − − +
 = 0.
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As before, let ∇ be an L-connection on E extending the A-action. Its curvature defines an
A-cocycle R∇ ∈ Γ(A∗⊗ (L/A)∗⊗End(E)) representing the Atiyah class αE of E. Let D be a chord
diagram with k chords and choose an origin (not at a vertex) on the oriented circle so that the
vertices are ordered v1, . . . , v2k.
Associate to each vertex a copy of R∇ and take their tensor product, i.e., consider the element
R∇ ⊗ · · · ⊗R∇ in Γ
(
(A∗ ⊗ (L/A)∗ ⊗ End(E))⊗2k
)
. Compose the End(E) parts from left to right
and then take the trace of the result. Contract the (L/A)∗ parts with ω−1 along the chords, using
the ordering coming from the choice of origin. The result is an element of Γ((A∗)⊗2k) which we
project to the exterior product Γ(Λ2kA∗).
The proof that this gives a weight system goes along the same lines as that of Theorem 5.12
and uses two main ingredients, in addition to the total symmetry of the Atiyah class of L/A. The
first ingredient is (the cocycle version of) the fact that the Atiyah class of an A-module E makes
E[−1] a module over the Lie algebra object L/A[−1] in the derived category of U(A)-modules [4,
Sec. 2.5.5 and Thm. 45]. Here, U(A) is the universal enveloping algebra of the Lie algebroid A.
This is used to prove the 4T relation. To get the 1T relation as well, one needs to project this
almost-weight system to the space of weight systems. This only uses the Hopf algebra structure
of the space C/Span 〈4T 〉 of chord diagrams modulo the 4T relations, and is thus identical to the
metric Lie algebra case [2, Sec. 3.2.2 and Ex. 3.16].
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