A novel algorithm for coding gray level alpha planes in object-based video is presented. The scheme is based on segmentation in multiple layers. Different coders are specifically designed for each layer. In order to reduce the bit rate, cross-layer redundancies as well as temporal correlation are exploited. Coding results show the superior efficiency of the proposed scheme compared with MPEG-4.
INTRODUCTION
In MPEG-4 object-based video the shape and the transparency of video objects are represented by gray level alpha plane sequences, allowing composition of multiple objects. Shape coding has been studied intensively [1] , resulting in the adoption of Context-based Arithmetic Encoding (CAE) into MPEG-4 [2] . The Digital Straight Line Segments Coder (DSLSC) [3, 4] was recently proposed as a very efficient alternative to CAE. Although the use of transparency is desirable for smooth composition, little documented work has been aimed at efficient coding of the transparency information [5, 6] . In MPEG-4 transparency is coded with the same techniques used for texture (i.e. luminance and chrominance), namely the Shape Adaptive Discrete Cosine Transform (SA-DCT). Since the characteristics of texture and alpha planes are very different, a coder designed for alpha plane should increase the efficiency.
In this work several new strategies for coding the transparency of video objects are presented. This includes a segmentation of the source data in multiple layers, and novel algorithms to encode the different layers. The segmentation scheme is described in Section 2. The schemes for coding the different layers are described in Sections 3 and 4. Results compared with MPEG-4 are reported in Section 5. Conclusive remarks are given in Section 6.
PROPOSED ARCHITECTURE
The composition of video objects is shortly described. (2) Note that the background layer Lo is the complement of the binary shape layer, indicated as Lo. The coding flow is depicted in Fig. 1 . First, the binary shape is directly encoded with DSLSC [3, 4] . In order to exploit the correlation between layers, L255 is encoded referencing Lo, and Lint is encoded referencing both Lo and L255, as described in the following sections. Implementation details can be found in [7] .
CODING THE OPAQUE LAYER
The opaque layer L255 is encoded using the knowledge of the background Lo, as illustrated in Fig. 1 [8] . Opaque blocks are implicitly encoded in the classification process described above. No additional information is required for these blocks.
Coding eroded blocks
The optimal radius (opt is coded for each ER block. Blocks are processed in raster scan order. A differential scheme is employed. For each ER block the candidate prediction blocks are, in the given order: the block above, the block to the left, and the block in the up-right position. The first available candidate which is ER is selected as prediction block. If there are no ER candidates, (opt is simply coded by a log2(N,) bits representation of its index in the ordered set S,, indicated as i(Copt, S,). If a prediction block is found, (opt is encoded differentially with respect to the optimal radius cp of the prediction block. The difference between the indexes A, = i(0opt) S,) -i(cEp S,), is coded using the VLC defined in Table 2 .
Coding skipped blocks
Skipped blocks could not be approximated as an erosion of the shape Lo. The procedure described above is iterated for decreasing block sizes; each skipped block (level 1) is divided in 4 sub-blocks; the sub-blocks are also classified as TR, OP, ER or SK and coded as described above. Any skipped sub-blocks (level 2) is divided again, and so on. The iteration stops at the desired level. In our implementation we used 4 levels, can be encoded with any lossless/lossy image coding scheme, e.g. MPEG-4 SA-DCT, adaptive quantization [6] (optional) followed by lossless/lossy shape adaptive BMF [9] , with shape given by the support of M2.
Reconstruction of the layer Lint
M2 is decoded, giving the approximation M'2; interpolating the removed rows and columns from the remaining ones the full size matrix M2 is reconstructed. The transparency levels are reconstructed as
Finally, a simple low pass linear filter is applied.
2.3. Extensuions
A more precise reconstruction is obtained augmenting the model by adding a third variable: the three dimensional matrix M3 is constructed in similar way as in (4) by considering, beside do and d255, also a third variable representing the orientation of the pixels in Lint with respect to the other two layers.
If a higher quality is desired, the obtained reconstruction of a(Lint) is utilized as prediction for further coding. The MPEG-4 SA-DCT scheme is utilized to encode the prediction error. Although the current implementation provides only intra coding, inter coding should be considered since it is reasonable to expect high correlation between matrixes obtained from consecutive alpha plane frames.
Quantization and context-based coding
The a levels are quantized in the spatial domain and then coded with context-based arithmetic encoding. The idea was introduced in [5] , refined in [6] , and it is here further extended by inserting it in the proposed three layer architecture: hence it applies only to the pixels in Lint; the quantization is the same implemented in [6] ; more efficient context-based arithmetic encoding is obtained by using the (shape adaptive modified version of the) BMF coder [9] . Inter coding is achieved by sharing the statistics of the arithmetic encoder over a number of consecutive frames. [7] . In the future, the impact of the proposed techniques on the overall rate-distortion performance in object-based video should also be evaluated, i.e. taking also into account coding of texture information.
