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Nomenclature
Liste des variables
x, y, z = Coordonnées spatiales
xi = Coordonnées spatiales
t = Temps
u = Champ de vitesse turbulent
ui = Composantes du champ de vitesse turbulente
u, v, w = Composantes du champ de vitesse turbulente
ul = Champ de vitesse associé aux structures de grande échelle
us = Champ de vitesse associé aux structures de petite échelle
u = Champ de vitesse moyen
uc = Champ de vitesse de convection
uj = Vitesse du jet en sortie de tuyère
ua = Vitesse du jet sur l’axe u(x, y = 0)
ubulk = Champ porteur de vitesse
D = Diamètre de la tuyère
DT = Diamètre de sortie de la trompe à air
ζ = Champ de vitesse aléatoire
E = Spectre d’énergie de Von karman-Pao
k = Nombre d’onde
kt = Energie cinétique turbulente
kc = Nombre d’onde de coupure
kmin = Nombre d’onde minimum modélisé
kmax = Nombre d’onde maximum modélisé
Lη = Echelle de longueur de Kolmogorov
ν = Viscosité cinématique
ε = Taux de dissipation
L = Echelle de longueur intégrale
αL = Facteur de calibration en longueur
ατ = Facteur de calibration en temps
N = Nombre de modes turbulents
An = Amplitude du nième mode
kn = Nombre d’onde du nième mode
ωn = Pulsation du nième mode
ϕn = Phase du nième mode
σn = Direction du nième mode
CK = Constante de Kolmogorov
Lcp = Longueur du co^ne potentiel
τc = Echelle caractéristique de temps
δ = Epaisseur de couche limite
δθ = Epaisseur de quantité de mouvement
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6D1/2 = Diamètre de développement du jet
τ = Décalage temporel
ξi = Séparation spatiale dans la iième direction
r = Vecteur de séparation, r =
√
ξ2j
Rij = Fonction de corrélation de vitesse
ω = Vecteur vorticité
ωi = Composantes de la vorticité
ωs = Taux de dissipation spécifique
Indices
i, j = Direction
n = Mode
l = Structures tourbillonnaires de grande échelle
s = Structures tourbillonnaires de petite échelle
Acronymes
APE = Acoustic Pertubation Equations
CAA = Computational AeroAcoustics
CFD = Computational Fluid Dynamics
CPU = Central Processing Unit
DNS = Direct Numerical Simulation
ECL = Ecole Centrale de Lyon
FWH = Ffowcs Williams et Hawkings
KS = Kinematic Simulation
KSIM = Kinematic Simulation Inertial range Model
KSSM = Kinematic Simulation Swweping Model
LDA = Laser Doppler Anemometry
LES = Large Eddy Simulation
LMFA = Laboratoire de Mécanique des Fluides et d’Acoustique
LTS = Liebherr Aerospace Toulouse
OASPL = Overall Sound Pressure Level
PSD = Densité spectrale de puissance
RANS = Reynolds Averaged Navier Stokes
RPM = Random Particle Mesh Method
SEM = Synthetic Eddy Method
SNGR = Stochastic Noise Generation and Radiation
THI = Turbulence Homogène Isotrope
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Introduction
Contexte industriel et enjeux
Liebherr Aerospace fait partie intégrante du groupe familial Liebherr qui emploie près de 35 000 per-
sonnes réparties sur plus de cent sites à travers le monde. Implanté dans le domaine de l’équipement
aéronautique, Liebherr Aerospace produit des systèmes de traitement d’air, des systèmes de commande
de vol ainsi que des systèmes hydrauliques et des trains d’atterrissage destinés à tout type d’appareils,
avions ou hélicoptères, qu’ils soient civils ou militaires, moyen ou long courriers. Si ces équipements
permettent de garantir la sécurité des passagers, certains d’entre eux contribuent également à améliorer
leur confort. Parmi ceux-ci, les systèmes de traitement d’air sont chargés de l’alimentation des cabines
en air conditionné dont les réglages en température et en humidité sont cruciaux pour le bon confort de
l’équipage et des passagers.
Les systèmes de traitement d’air permettent de prélever de l’air, de le refroidir, de l’assécher et de le
distribuer à l’intérieur des appareils une fois conditionné. Ils assurent également le maintien de la tem-
pérature au niveau souhaité et la régulation de la pression dans l’avion. En pratique, de l’air chaud haute
pression est tout d’abord prélevé gra^ce à deux prises de pression situées sur les étages compresseurs du
moteur. Il est ensuite rendu respirable en passant dans les packs de conditionnement qui vont le refroi-
dir et l’assécher. L’air très froid résultant de ce processus est ensuite mélangé à de l’air provenant de
la cabine dans la chambre de mélange pour lui permettre d’atteindre la température souhaitée. Lors de
certaines phases de vol, lorsqu’il est nécessaire de réchauffer l’air à injecter en cabine ; l’opération de
chauffage est réalisée en aval de la chambre de mélange en utilisant de l’air chaud prélevé en amont des
packs de conditionnement d’air.
L’ACARE (Advisory Council for Aeronautics Research in Europe) impose des objectifs stricts aux
avionneurs sur le plan environnemental : 50% d’émissions de CO2 en moins - 80% concernant les émis-
sions d’oxyde d’azote NOx - à l’horizon 2020. Liebherr Aerospace cherche donc à optimiser ses produits
afin de les rendre plus économes en énergie. Avec l’émergence des avions dits "plus électriques", Lieb-
herr Aerospace a notamment développé un pack électrique de conditionnement d’air dont le schéma de
principe est montré sur la figure 1. L’une des innovations dont il est doté se situe au niveau de l’échan-
geur qui assure l’étape de pré-refroidissement de l’air. Pendant les phases de vol, l’air froid nécessaire
au bon fonctionnement de cet échangeur est directement prélevé à l’extérieur de l’avion. En revanche,
lors des phases au sol et notamment les phases de maintenance, il n’est plus possible de profiter de la
pression dynamique et l’écoulement d’air froid doit e^tre forcé. Au sein du pack électrique, une trompe à
air remplace le ventilateur généralement utilisé pour engendrer cet écoulement d’air froid. Le principe de
ce dispositif, qui est illustré sur la figure 2, est le suivant : de l’air chaud haute pression est récupéré sur
les étages compresseurs du moteur puis acheminé et rejeté à travers une tuyère primaire dans un conduit
secondaire - la trompe à air - dont le diamètre est approximativement 5 fois supérieur à celui de la tuyère
primaire. Ce dispositif peut ainsi e^tre assimilé à un jet subsonique confiné dans un conduit. L’arrivée
d’air chaud haute pression dans un milieu au repos a pour conséquence la création par entra^ınement d’un
écoulement froid au secondaire de la trompe ; ce qui permet ainsi, sans apport d’énergie, d’assurer le
fonctionnement de l’échangeur à air situé en amont de la sortie du jet primaire ainsi que le refroidisse-
ment des deux moteurs électriques.
En plus de la contrainte énergétique, les équipementiers aéronautiques doivent également faire face aux
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contraintes imposées en termes de réduction de bruit. En effet, à l’horizon 2020, l’ACARE a fixé un ob-
jectif de réduction de 10 dB autour des aéroports, soit une division par 10 de la puissance sonore et une
division par 2 de la nuisance ressentie par les riverains. Les constructeurs aéronautiques font donc des
efforts considérables pour rendre leurs produits plus silencieux. Or, les trompes à air implantées sur les
packs électriques contribuent directement au bruit émis par les avions lors des phases de maintenance.
Il est donc important de comprendre et d’e^tre capable de prédire le rayonnement acoustique qu’elles
produisent afin de proposer, si besoin est, des solutions appropriées de réduction de bruit.
E1, E2 : Echangeurs
C : Condenseur
EE : Extracteur d’eau
Entrée d’air dynamique
Entrée d’air
E1
Trompe
Moteur électrique
Moteur électrique
Compresseur
Compresseur
Turbine
E2
C
EE
Sortie d’air froid
FIGURE 1 – Schéma de principe du pack électrique de climatisation.49
Air chaud haute pression
Air
libre
Circuit
froid
Création écoulement froid
FIGURE 2 – Principe de création de l’écoulement d’air foid à l’aide d’une trompe à air.
Objectifs de la thèse
L’objectif principal de la thèse est de développer un outil numérique prédictif de l’acoustique rayonnée
en sortie des trompes à air. Naturellement, cet outil doit e^tre adapté au contexte industriel de Liebherr
Aerospace. Il doit permettre de simuler des configurations 3D complexes tout en conservant des cou^ts
de calculs relativement bas. Il est donc basé sur une méthodologie hybride. LTS réalise couramment des
simulations RANS afin de dimensionner ses machines énergétiques. Il a donc été décidé de baser l’outil
sur les compétences de LTS en matière de calculs stationnaires de trompe à air. En considérant que la
configuration d’intére^t - un jet subsonique confiné - écarte l’utilisation de méthodes semi-empiriques
statistiques comme celle proposée par Tam & Auriault103 qui est utile pour la prédiction du bruit de jets
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libres, il a été décidé de baser la méthodologie sur les méthodes stochastiques. En partant d’un écoule-
ment stationnaire RANS, un modèle stochastique génère un champ de vitesse instationnaire à bas cou^t
permettant le calcul de termes sources à forcer directement dans les équations de la propagation acous-
tique - i.e dans notre cas, les équations d’Euler car elles sont adaptées à la modélisation de la propagation
en milieu confiné et inhomogène. Le parcours menant à l’aboutissement du travail est jalonné de plu-
sieurs sous-étapes :
• Le choix du modèle stochastique est crucial car il impose directement la qualité de la turbulence
générée et donc des termes sources à injecter dans les équations de la propagation acoustique.
Quel modèle stochastique choisir pour étudier la configuration d’intére^t ? Ou, le cas échéant, quel
modèle concevoir pour permettre une modélisation réaliste de la turbulence ?
• L’outil numérique prédictif est basé sur le forçage des équations de la propagation acoustique par
un terme source. Dans un premier temps, l’outil numérique permet il de reproduire le rayonne-
ment acoustique d’un jet libre subsonique ? L’outil est-il robuste ou sensible aux variations des
paramètres stochastiques ?
• La configuration étudiée n’offre que très peu de références auxquelles se comparer. Une cam-
pagne d’essai permettant la mise au point d’une base de données aéroacoustiques nécessaire à
la validation de l’outil final sera réalisée. Elle permettra de mieux comprendre les phénomènes
aérodynamiques et acoustiques en présence. Quel est l’impact des parois du conduit sur le déve-
loppement du jet primaire ? Quelles sont les différences entre le rayonnement acoustique des jets
libres et confinés ?
Organisation du mémoire
Le chapitre 1 propose une revue bibliographique présentant un panel non-exhaustif de méthodes stochas-
tiques permettant la génération de champs de vitesse instationnaires. Plusieurs domaines d’applications
sont couverts : de l’étude de la diffusion de particules à l’aéroacoustique en passant par l’initialisation de
turbulence en entrée de calculs instationnaires. Ce chapitre permet de mettre en lumière les deux grandes
familles de méthodes stochastiques qui, par inspiration mutuelle, se sont développées en parallèle depuis
l’idée initiale de Kraichnan.56 Cette étude bibliographique permet d’une part, de jauger les points forts et
faibles de chacune des méthodologies et d’autre part, de comprendre ce qui a conduit à développer une
nouvelle méthode hybride dans le cadre de cette thèse.
Le modèle stochastique de génération de la turbulence développé dans le cadre de ce travail est introduit
dans la première partie du chapitre 2. Il est basé sur l’hypothèse de sweeping selon laquelle les structures
turbulentes de petite échelle sont advectées par celles de plus grande échelle. Ce phénomène est connu
comme étant l’un des mécanismes fondamentaux de décorrélation du champ de vitesse turbulente et
il est suspecté de jouer un ro^le significatif dans le processus d’émissions sonores d’un jet subsonique.
La deuxième partie du chapitre 2 est consacrée à la validation de la méthode stochastique développée.
Au début de l’étude, les liens reliant l’acoustique - à l’extérieur - et l’aérodynamique - à l’intérieur -
du conduit de la trompe à air n’étaient pas définis, il a donc été décidé de valider le modèle développé
directement sur l’aérodynamique d’un jet libre subsonique en partant de l’hypothèse qu’une modélisation
réaliste des grandeurs aérodynamiques permettrait une prédiction correcte des spectres acoustiques en
champ lointain.
Le chapitre 3 aborde les techniques et outils numériques mis en oeuvre pour assurer la modélisation de
la propagation des ondes acoustiques. Le couplage entre le modèle stochastique et le code sAbrinA_v0
de l’Onera qui propose de résoudre les équations d’Euler en variables perturbées sous leur forme conser-
vative est présenté. Ce couplage permet d’accéder au rayonnement acoustique en champ proche, i.e à
l’intérieur de la trompe à air et à proximité de sa sortie. Les sources acoustiques engendrées par les
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configurations étudiées (jets subsoniques) n’étant pas de fortes amplitudes, seuls les termes linéaires
sont conservés dans le jeu d’équations à résoudre. La formulation choisie est ensuite validée par la réa-
lisation de cas tests simples visant à vérifier les capacités du propagateur numérique à préserver les
caractéristiques multi-polaires du rayonnement d’une source acoustique donnée et à prendre en compte
correctement les effets de réfraction du^s à la présence d’un champ porteur inhomogène. Pour des rai-
sons de réduction des cou^ts de calcul, une méthode intégrale est utilisée pour accéder au rayonnement
acoustique en champ lointain. Dans le cadre de cette thèse, la formulation fréquentielle de l’analogie de
Ffowcs Williams et Hawkings, implémentée dans le code MIA, est couplée avec sAbrinA_v0 pour obtenir
le rayonnement acoustique en champ lointain.
L’outil numérique prédictif présenté dans le chapitre 3 est d’abord appliqué à la configuration d’un jet
libre subsonique dans le chapitre 4 afin de valider le couplage entre le modèle stochastique et le code
sAbrinA_v0. Le jet libre Φ80 à nombre de Mach M= 0.72 est choisi étant donné le volume de données de
référence disponible à l’Onera. Une simulation stationnaire RANS de la configuration fournie par l’Onera
permet de générer le champ de vitesse turbulente à l’aide de la méthode stochastique introduite dans le
chapitre 2. Le champ instationnaire généré permet ainsi de former les termes sources non-linéaires de
forçage des équations d’Euler linéarisées rappelés dans le chapitre 3. L’acoustique en champ lointain est
obtenue par l’analyse du champ de pression perturbée directement issu de sAbrinA_v0. Dans un deuxième
temps, une étude d’influence concernant différents paramètres du modèle stochastique est réalisée afin
de jauger leur importance relative et la sensibilité de la méthodologie à leur variation.
La configuration du jet subsonique confiné est abordée dans le chapitre 5. Ce cas n’ayant été que très peu
étudié expérimentalement des points de vue aérodynamique et acoustique, une campagne d’essai a été
organisée de manière à permettre la construction d’une base de données autorisant la validation de l’outil
final. Ces résultats expérimentaux sont relatés dans la première partie du chapitre 5. L’outil numérique
validé dans les chapitres précédents est ensuite appliqué au cas d’un jet subsonique confiné à M=0.8
en partant d’un calcul stationnaire RANS d’une géométrie réelle de trompe à air fourni par Liebherr
Aerospace.
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Chapitre 1
Processus de génération d’un champ de
vitesse turbulente
1.1 Introduction
Du fait de son caractère instationnaire et aléatoire, le bruit généré par des écoulements turbulents est parti-
culièrement complexe à prédire. De nombreuses études sur le bruit de jet, d’abord expérimentales62, 91–93
puis numériques,2, 10, 14, 21, 22 ont vu le jour depuis les années 60. L’amélioration rapide des moyens in-
formatiques lors des dix dernières années a entra^ıné une augmentation significative du nombre d’études
numériques. Parmi ces dernières, on peut distinguer deux types d’approche distincts. D’un coté les mé-
thodes de résolution dites directes gra^ce auxquelles il est possible de calculer, à l’aide d’une unique
simulation, les champs aérodynamique et acoustique. Parmi ces méthodes, nous citerons la DNS (Direct
Numerical Simulation) qui permet de résoudre les équations de Navier Stokes sans l’utilisation d’un mo-
dèle additionnel de turbulence dit de sous maille ; et la LES (Large Eddy Simulation) qui permet quant à
elle d’étudier les structures tourbillonnaires de grande échelle et de modéliser les plus petites par l’ajout
d’un modèle de sous maille. Le cou^t de calcul occasionné par ces approches constitue leur principal
inconvénient, les rendant difficilement envisageables dans un cadre industriel (design, optimisation,...).
Dans le but d’accomplir des simulations plus rapides, donc moins cou^teuses en temps CPU, des méthodes
dites hybrides sont apparues. Deux calculs doivent alors e^tre réalisés : un premier pour simuler les sources
acoustiques à l’aide d’une technique de CFD ; et un second se focalisant sur la propagation des ondes
acoustiques par un calcul CAA (Computational AeroAcoustics).
La méthodologie retenue dans le cadre de ce travail fait partie des méthodes hybrides. La technique
autorisant le calcul des sources acoustiques est une méthode stochastique qui permet la génération d’un
champ de vitesse turbulente sur la base d’un simple calcul stationnaire RANS. Avec ce type d’approche,
la qualité de la modélisation du rayonnement acoustique en champ lointain est directement conditionnée
par les caractéristiques du champ de vitesse instationnaire synthétisé.
Les méthodes stochastiques, initialement introduites par Kraichnan,56 constituent des outils peu chers
permettant la génération de champs instationnaires turbulents respectant certaines propriétés prédéfinies.
Depuis cette idée proposée en 1970, différentes méthodes stochastiques de génération de turbulence ont
été développées et utilisées à des fins diverses et variées. Dans le domaine de la diffusion particulaire,
elles permettent de générer facilement et rapidement une turbulence homogène isotrope servant de milieu
turbulent de propagation aux particules étudiées. En aéroacoustique, elles ont été utilisées à la construc-
tion artificielle de termes sources à injecter dans les équations de la propagation acoustique, comme
par exemple lors d’investigations concernant la prédiction du bruit de jet ou de profil. Certains modèles
stochastiques ont également été mis au point pour construire des fluctuations de vitesses permettant l’ini-
tialisation de la turbulence en entrée de domaines de calculs instationnaires.
Dans ce chapitre, nous présentons un panel aussi exhaustif que possible de méthodes stochastiques exis-
tantes permettant la construction de champs de vitesse instationnaires turbulents. L’ensemble de ces
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méthodes peut e^tre divisé en deux grandes familles distinctes. La première rassemble les approches ba-
sées sur une décomposition en modes de Fourier du champ de vitesse turbulente. La seconde regroupe,
quant à elle, les méthodes reposant sur le filtrage, spatial ou temporel, d’un champ aléatoire.
1.2 Modèles basés sur une décomposition en modes de Fourier
Les modèles constituant cette famille de méthodes sont basés sur l’hypothèse que le champ instation-
naire turbulent se décompose en une somme de modes de Fourier. Ils sont notamment utilisés lors de la
génération de champs instationnaires nécessaires à l’étude de diffusion de particules en milieu turbulent.
L’aéroacoustique a également été l’un des domaines moteurs de leur développement.
1.2.1 Etude de la diffusion particulaire : création de la Kinematic Simulation (KS)
Les méthodes stochastiques de génération de la turbulence sont nées dans le cadre de l’étude de la
diffusion particulaire. L’idée initiale était alors de synthétiser une turbulence homogène isotrope (THI)
servant de milieu de propagation aux particules étudiées.
1.2.1.1 L’idée initiale de Kraichnan
Intéressé par l’étude de la diffusion d’une particule dans un milieu turbulent isotrope incompressible et
stationnaire, Kraichnan56 est le premier à avoir généré un champ de vitesse turbulente stochastique. Il
fait alors l’hypothèse que le champ de vitesse turbulente peut se décomposer en une somme de N modes
de Fourier en chaque point de l’espace :
u (x, t) =
N∑
n=1
[v(kn) cos (kn · x + ωnt) + w(kn) sin (kn · x + ωnt)] (1.1)
avec
v(kn) = ζn ∧ kn (1.2)
w(kn) = ξn ∧ kn (1.3)
ζn et ξn sont choisis selon une distribution gaussienne, tout comme ωn qui est définie selon une loi
de probabilité gaussienne de déviation standard ω0 (la fréquence angulaire associée à k0). kn est choisi
de manière isotrope sur une sphère de rayon ‖kn‖. Les relations (1.2) et (1.3) permettent de garantir
l’incompressibilité du champ synthétisé car elles imposent kn ·v(kn) = 0 et kn ·w(kn) = 0. L’amplitude
de chacun des modes de Fourier est directement reliée à un spectre d’énergie imposé. Dans le cadre de
modélisations 3D, Kraichnan teste trois spectres d’énergie E(k) destinés à associer une énergie propre à
chacun des n modes :
E1(k) =
3
2
u′20 δ(k − k0) (1.4)
E2(k) = 16(2/π)
1/2u′20 k
4k−50 exp(−2k2/k20) (1.5)
E3(k) = u
′2
0 δ(k − k0) (1.6)
avec
kt =
3u′20
2
=
∫
∞
0
E(k)dk (1.7)
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où u′0 est la valeur RMS de la vitesse turbulente dans l’une des directions de l’espace. Les trois approches
sont radicalement différentes. Lors de l’utilisation des spectres (1.4) et (1.6), Kraichnan considère que
l’intégralité de l’énergie cinétique turbulente est comprise dans un Dirac associé au vecteur d’onde k0.
Dans le cas de l’équation (1.5), l’énergie cinétique turbulente est répartie selon une gaussienne de dé-
viation standard k0/2. Chaque composante de Fourier a donc une énergie qui lui est propre et qui est
fonction de son nombre d’onde kn.
On peut noter que la formulation (1.1) permet, par construction, la stricte conservation de l’énergie
cinétique turbulente injectée dans le calcul, i.e de l’énergie supportée par la discrétisation en modes de
Fourier :
N∑
n=1
E(kn)∆kn
Elle permet de générer une THI et est toujours utilisée pour l’étude de la diffusion ou du déplacement
relatif d’une paire de particules dans un milieu turbulent. Parmi les nombreux travaux illustrant cette
méthode, nous pouvons citer ceux de Fung et al.,40 Thomson & Devenish,107 Osborne et al.,77 où encore
Favier et al.36 Ces derniers ont notamment tenté d’utiliser un spectre d’énergie issu d’une simulation
DNS. Thomson & Devenish107 et Osborne et al.,77 quant à eux, n’utilisent que la partie inertielle du
spectre d’énergie. Le choix de la pulsation ωn dans l’équation (1.1) est à déterminer en fonction de la
configuration étudiée. Favier et al.36 ont ainsi montré que la pulsation de Kolmogorov est la plus adaptée
à l’étude des faibles nombres d’onde alors que le choix de ωn ≈ knuc semble plus approprié pour les
nombres d’onde élevés.
1.2.1.2 KSIM : Kinematic Simulation Inertial Range Model
En s’appuyant sur les travaux de Kraichnan,56 Fung et al.40 puis Fung et Vassilicos41 ont proposé d’en-
richir le contenu spectral des signaux de vitesses obtenus par la Kinematic Simulation classique (KS).
Dans le cadre de la KSIM, l’expression du champ des vitesses turbulentes est fournie par :
u(x, t) =
Mθ∑
m=1
Nk∑
n=1
Pω∑
p=1
(
amnp ∧ k̂mn
)
cos (kmn · x + ωnpt)
+
(
bmnp ∧ k̂mn
)
sin (kmn · x + ωnpt)
(1.8)
avec k̂mn = kmn/kn. amnp et bmnp sont choisis aléatoirement sur une sphère de rayon kn. Dans l’équa-
tion (1.8), chaque mode spatial kn est associé à un nombre Pω de modes temporels liés aux pulsations
ωnp choisies aléatoirement selon une distribution gaussienne centrée sur ε1/3k2/3n . Pour chaque mode
spatial kn, Mθ directions sont tirées aléatoirement pour définir les kmn. On peut remarquer que fixer Mθ
et Pω à 1 revient à utiliser la KS classique à travers l’équation (1.1). Pour calculer l’amplitude des modes,
Fung et al. utilisent le spectre d’énergie suivant :
Es(k, ω) = E(k)
e
(ω−ε1/3k2/3)2
2ǫ2/3k4/3√
2πǫ1/3k2/3
Pour un k donné, l’énergie E(k) est répartie entre les Pω modes temporels et on a :
E(k) =
∫ +∞
−∞
Es(k, ω)dω
Le spectre d’énergie E(k) utilisé représente le domaine inertiel :
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E(k) = CKε
2/3k−5/3
1.2.1.3 KSSM : Kinematic Simulation Sweeping Model
Fung et al.40 ont également mis au point une version alternative de la KS proposant de prendre en compte
l’effet de sweeping, phénomène selon lequel les structures du domaine inertiel sont convectées par les
structures les plus énergétiques. En effet, ce processus est un mécanisme fondamental de décorrélation
du champ de vitesse turbulente dans certains cas25, 75, 80, 109 (notamment celui du jet libre subsonique).
Pour ce faire, ils divisent le champ de vitesse turbulente u en deux parties : l’une provenant des structures
tourbillonnaires de grande échelle ul et l’autre associée à celles de petite échelle us :
u(x, t) = ul(x, t) + us(x, t) (1.9)
Ils introduisent alors un nombre d’onde de coupure kc définissant une frontière entre les deux échelles
de la turbulence. Lorsque 1 ≤ n < Nc, le mode associé à kn contribue à ul. Pour Nc ≤ n ≤ N , le
mode lié à kn contribue à us. L’évolution temporelle de la turbulence est dépendante des interactions
non-linéaires entre les différents modes et de l’advection des structures turbulentes de petite échelle par
celles de grande échelle. Ils définissent alors le champ de vitesse associé aux structures de grande échelle
comme suit :
ul (x, t) =
Nc−1∑
n=1
[
(an ∧ k̂n) cos (kn · (x− ζn(kn, t))) + (bn ∧ k̂n) sin (kn · (x− ζn(kn, t)))
]
(1.10)
Le spectre de von Kármán est utilisé pour calculer l’amplitude des modes. ζn est un déplacement aléa-
toire pour la composante associée à kn. Il est induit par une vitesse d’advection aléatoire gaussienne Wkn
tel que :
ζn(kn, t) =
∫ t
0
Wkn(t′)dt′
où Wkn est un champ de vecteurs de moyenne temporelle nulle et < W2kn(x, t) >=< u
2
ln(x, t) >.
L’hypothèse de sweeping est prise en compte par la résolution de l’équation (1.11) pour les structures de
petite échelle :
∂us
∂t
= − ul · ∇us︸ ︷︷ ︸
advection
− [(us · ∇)ul + (ul · ∇)us + 1/ρ∇p]︸ ︷︷ ︸
decorrélation
(1.11)
Fung et al. ont été contraint de négliger le terme de décorrélation impliquant le champ de pression p, ce
dernier n’étant pas calculable facilement. Ainsi, us au point x est égal à sa valeur à un temps antérieur au
point X duquel un point matériel a été advecté en x. Considérant qu’il possède une fréquence angulaire
ωn, us peut donc e^tre approximé par la relation (1.12) :
us (x, t) =
N∑
n=Nc
[
(an ∧ k̂n) cos (kn · X− ωnt) + (bn ∧ k̂n) sin (kn · X− ωnt)
]
(1.12)
où ωn est la pulsation de Kolmogorov et X est la trajectoire suivie par un point matériel advecté par les
structures de grande échelle :
X = x(t)−
∫ t
0
ul(xl(t
′), t′)dt′
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En procédant de la sorte, l’hypothèse d’incompréssibilité n’est plus vérifiée. En effet, l’équation (1.11)
introduit de la divergence dans le champ de vitesse généré. En prenant la divergence du champ des
vitesses turbulentes, le terme (an ∧ k̂n) · ∇(kn ·X) est non nul. Pour remédier à ce problème, Fung et al.
ont proposé de rendre les nombres d’onde kn dépendant du temps. Pour que le champ u vérifie∇·u = 0,
ils imposent alors (cf. Annexe A de Fung et al.40) :
∂kni
∂t
= −knj
∂ulj
∂xk
(x, t′)
∂xk
∂xi
(t′)
La KS classique ou la KSIM, de par leur simplicité, sont souvent préférées à la KSSM, très peu utilisée
en raison de la complexité de sa mise en oeuvre.
1.2.2 Développement dans le domaine de l’aéroacoustique
L’aéroacoustique a été l’un des domaines moteurs du développement des méthodes stochastiques. Le plus
souvent, le champ de vitesse synthétisé permet de calculer des termes sources acoustiques qui sont par
la suite injectés dans les équations de la propagation acoustique. Les principales avancées sont rappelées
dans cette section.
1.2.2.1 Hypothèse de turbulence gelée
Au début des années 90, Karweit et al.52 ont repris et adapté l’idée initiale de Kraichnan56 pour géné-
rer un champ instationnaire servant de milieu de propagation à une onde acoustique. Ils écrivent que,
dans le cadre d’une turbulence homogène isotrope (THI), la distribution des vitesses turbulentes peut se
décomposer en une intégrale de Fourier :
u(x) =
∫ +∞
−∞
[
A(k)eiϕ(k)σ(k)
]
ei(k·x)dk
où A(k) et σk sont respectivement l’amplitude et la direction associées à chaque nombre d’onde. Or,
u(x) doit e^tre un nombre réel, il vient :
u(x) = 2
∫ +∞
0
[A(k)σ(k)] cos (k · x + ϕ(k)) dk (1.13)
Il est possible d’approcher l’intégrale (1.13) en décomposant le champ des vitesses en une somme finie
de N modes de Fourier spatiaux :
u(x) = 2
N∑
n=1
An cos (kn · x + ϕn)σn (1.14)
De manière à produire une turbulence isotrope, les nombres d’onde kn sont choisis aléatoirement sur une
sphère de rayon ‖kn‖ = kn. La méthode de détermination des angles (φn, θn) définissant les nombres
d’onde kn, ainsi que des phases ϕn de chacun des N modes est détaillée dans le chapitre 2. La condition
d’incompressibilité impose kn · σn = 0. La direction σn est donc systématiquement perpendiculaire à
kn et définie par un unique angle αn. L’amplitude An du nième mode est reliée à un spectre d’énergie
E(kn) par la relation (1.15).
An =
√
E(kn)∆k (1.15)
avec ∆k le pas de discrétisation spectrale. Le principal inconvénient de cette méthode est que le champ
turbulent isotrope généré est gelé par construction.
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1.2.2.2 Dégel de la turbulence
Partant des travaux de Karweit et al., Bechara et al.12 sont les premiers à utiliser les méthodes sto-
chastiques pour calculer des termes sources acoustiques à injecter dans les équations d’Euler. Mettre en
oeuvre une telle méthodologie nécessite la modélisation de l’évolution temporelle de la turbulence. Pour
une turbulence homogène, Béchara et al. proposent de tirer aléatoirement M champs turbulents par la
relation (1.14). L’hypothèse est faite que les M tirages, deux à deux indépendants, constituent une série
temporelle. En chaque point de l’espace, le champ de vitesse u(x,t) résultant est donc un bruit blanc
local. Une cohérence temporelle est artificiellement imposée à ces signaux de vitesse en les filtrant dans
l’espace fréquentiel par une fonction gaussienne centrée sur une fréquence locale f0 caractéristique de
la turbulence. Le signal temporel filtré v(x, t) est donc obtenu par convolution du signal u(x, t) avec la
fonction filtre g(t) :
v(x, t) = u(x, t)⊗ g(t)
F [v(t)] = F [u(t)⊗ g(t)]
v̂(f) = û(f)ĝ(f)
La fonction g(f) utilisée est définie par :
ĝ(f) = e−(f − f0)
2/
(
a2f20
)
avec f0 = ε/kt. Cette approche, appliquée par la suite par Omais et al.76 à l’étude du bruit de jets sub-
soniques cylindriques, permet de modéliser de manière satisfaisante les échelles de longueur intégrales
de l’écoulement. La cohérence spatiale du champ synthétisé est ainsi correctement reproduite. En re-
vanche, sa faiblesse principale réside dans le fait que les effets de convection des structures turbulentes
ne sont pas pris en compte. Ainsi, il n’est pas possible de reproduire correctement l’évolution tempo-
relle des termes sources à injecter dans les équations d’Euler. Bailly & Juvé7–9 décident alors d’intégrer
la caractéristique temporelle de la turbulence directement dans la génération du champ turbulent u et y
incorporent également un terme convectif, matérialisé par le terme uct permettant la modélisation de la
convection des structures turbulentes :
u (x, t) = 2
N∑
n=1
An cos [kn · (x− uct) + ϕn + ωnt]σn (1.16)
La méthode de détermination de kn, ϕn, An et σn, désignant respectivement le nombre d’onde, le dé-
phasage, l’amplitude et la direction du nième mode est expliquée dans le chapitre 2. ωn est la pulsation
du nième mode pour laquelle plusieurs modèles ont été testés : la pulsation d’Heisenberg définie par
ωn = (2kt/3)
1/2kn et la pulsation de Kolmogorov définie par ωn = C1/2K ε
1/3k2/3n avec CK la constante
universelle de Kolmogorov.43 On peut mentionner que, plus récemment, Gloerfelt et al.43 ont essayé de
diminuer la cohérence spatio-temporelle du champ généré en utilisant une formulation en cos et sin pour
calculer u :
u (x, t) =
N∑
n=1
An cos (kn · (x− tuc) + ϕn + ωnt) an
N∑
n=1
An sin (kn · (x− tuc) + ϕn + ωnt) bn
(1.17)
sans que les résultats obtenus sur le plan acoustique ne diffèrent de ceux obtenus par Bailly & Juvé.7
Gloerfelt et al. rappellent également l’importance de réaliser plusieurs simulations stochastiques indé-
pendantes afin de moyenner les résultats numériques. Dans ce cadre, ils proposent de tirer arbitrairement
les pulsations ωn selon la loi de probabilité gaussienne (1.18), de manière à augmenter la statistique :
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P (ωn) =
1
ω0
√
2π
e
−
(ω−ω0)
2
2ω2
0 (1.18)
la pulsation caractéristique ω0 désignant la pulsation de Kolmogorov.
La modélisation de l’évolution temporelle de la turbulence est nettement améliorée lors de l’utilisation de
ce type de méthode. Néanmoins, comme l’ont montré Batten et al.,11 le problème principal de cette ap-
proche réside dans le fait que la vitesse de convection uc et les pulsations ωn doivent e^tre des constantes
de l’espace afin d’éviter une décorellation du champ turbulent lorsque t tend vers l’infini. Ce qui a pour
conséquence, ajouté au fait que le champ synthétisé n’est constitué que de fonctions cos et sin, que le
champ de vitesse reste parfaitement cohérent dans le temps. Les termes sources ainsi construits ont donc
tendance à entra^ıner une surestimation de l’amplitude des spectres acoustiques. Ultérieurement, plusieurs
études24, 97 ont proposé des améliorations pour cette méthode. En 2010, Casalino & Barbarino24 ont no-
tamment revu le processus de génération des paramètres stochastiques afin de rendre le champ de vitesse
moins cohérent d’un point de vue spatial. Pour obtenir chacun des angles définissant les directions de kn
et σn, ainsi que la phase ϕn, un champ aléatoire r˜ uniformément distribué dans [−1; 1] est filtré spatia-
lement à chaque noeud i du volume source par une fonction gaussienne elliptique K faisant intervenir
les échelles de longueur intégrales locales :
R˜i =
∫
V
K(xj , xi)r˜jdV
avec
K(xj , xi) = exp
−c1 3∑
k=1
(
xjk − xik
Lik
)2
où Lik est l’échelle de longueur intégrale selon la direction k au noeud i et c1 un paramètre de réglage
du modèle. Le filtrage est ainsi appliqué pour chaque mode et chaque angle, en chaque point du volume
source. Le champ synthétisé est utilisé pour calculer le terme source de l’équation issue de l’analogie
acoustique de Howe.48 Casalino & Barbarino24 ont ainsi étudié le bruit du profil NACA 0012 pour
différents écoulements à nombre de Mach compris entre 0.1 et 0.2. Les spectres acoustiques obtenus
sont en bon accord avec les résultats expérimentaux, notamment à M=0.2.
1.2.2.3 Apport de la convection inhomogène
La dépendance temporelle et l’incorporation des effets de convection ont été traitées différemment par
Billson et al..16 Dans le cadre de leur étude, ils intègrent directement un filtre temporel dans l’expression
du champ des vitesses turbulentes qu’ils définissent comme suit :
um(x) = aum−1/2(x) + bvm(x) (1.19)
Dans l’équation (1.19), le champ de vitesse um(x) à l’itération m est une somme de deux termes. Le
terme "convecté" fait intervenir le champ de vitesse à l’itération précédente (m− 1) qui a été advecté
par le champ moyen. En d’autres termes, um−1/2 est obtenu par résolution de l’équation d’advection
(1.20) :
um−1 =⇒ ∂ (ρu)
∂t
+
∂ (ρuju)
∂xj
= 0 =⇒ um−1/2 (1.20)
Dans l’équation (1.19), le champ "aléatoire" vm est une somme de N modes de Fourier spatiaux comme
définie par l’équation (1.14). vm est régénéré à chaque itération, ce qui en fait un bruit blanc local de
moyenne statistique nulle. Dans l’équation (1.19), a = exp(−∆t/τ) permet d’imposer la décorrélation
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temporelle souhaitée, τ étant le temps caractéristique de la simulation correspondant à la durée nécessaire
pour que la fonction d’autocorrélation soit réduite à 1/e. Le temps τ dépend directement des variables
de transport fournies par le calcul RANS :
τ = fτ
kt
ε
où fτ est un facteur pouvant e^tre calibré à partir de données numériques ou expérimentales. Le choix
de b =
√
(1− a2) permet une conservation de l’énergie cinétique turbulente en milieu kt-homogène.
Il est à noter que la résolution numérique de l’équation (1.20) augmente significativement le cou^t de
calcul. De plus, une attention particulière doit e^tre portée sur la sortie des structures hors du domaine de
calcul. L’ensemble des termes sources, qui contient des dérivées spatiales des termes croisés en vitesse,
doit e^tre lissé et ramené progressivement à 0 avant la sortie du domaine afin d’éviter une production de
bruit parasite. Cette méthode permet une modélisation satisfaisante des échelles intégrales de longueur
et de temps caractéristiques de l’écoulement étudié. Néanmoins, la conservation de l’énergie cinétique
turbulente qui est, par construction, la base des méthodes en modes de Fourier est remise en question
par cette approche. En effet, du fait de la résolution de l’équation d’advection (1.20), le signal de vitesse
um en un point de l’espace dépend en partie de la turbulence ba^tie depuis des points situés en amont
où les conditions d’écoulement sont différentes. Si kt varie spatialement, l’énergie injectée en début
de calcul ne peut pas e^tre exactement restituée par le champ stochastique. Billson et al.17, 18 et plus
récemment Dembinska26 ont également constatés que le champ turbulent synthétisé u peut présenter
des discontinuités temporelles. Ils ont ainsi modifiés la formulation (1.19) en la portant à l’ordre 2 afin
de lisser u et ainsi éviter les discontinuités handicapantes pour le calcul des dérivées temporelles de
l’équation d’advection :
um(x) = aum−1/2(x) + b
(
vm(x) + vm−1(x)
) (1.21)
avec a = exp(−∆t/τ) et b = fA
√
(1− a2). fA est un paramètre permettant de contro^ler l’énergie
cinétique turbulente de la turbulence synthétisée.
1.2.2.4 Extension à la turbulence anisotrope
Billson et al.18 ont adapté un modèle, initialement proposé par Smirnov et al.,96 permettant de rendre
anisotrope le champ aléatoire v défini dans l’équation (1.19). Partant de l’hypothèse que pour tout écou-
lement anisotrope défini dans un système de coordonnées xyz donné, le tenseur des contraintes de Rey-
nolds τ ij est symétrique, il existe un système de coordonnées xyz∗ dit principal dans lequel le tenseur
des contraintes est diagonal. Ce tenseur τ∗ij , contenant les valeurs propres de τij sur sa diagonale, peut
e^tre construit de la manière suivante :
τ ∗ = RTτR
où les colonnes de la matrice R sont les vecteurs propres de τij et l’exposant (.)T fait référence à la
transposée de R qui est la matrice de passage du système de coordonnées xyz vers xyz∗. En normalisant
τij , il est possible d’accéder aux coefficients d’anisotropie de l’écoulement. La trace de τ étant égale à
−2ρkt, on peut former le tenseur adimensionné des contraintes de Reynolds a :
a =
−3τ
2ρkt
On a donc, dans le système de coordonnées principal xyz∗ :
a∗ = RT aR
Le degré d’anisotropie est indépendant du système de coordonnées choisi. Les composantes diagonales
de a∗ sont donc les coefficients d’anisotropie de l’écoulement étudié.
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Ainsi, en choisissant un modèle pour le tenseur des contraintes anisotrope τij - comme par exemple le
modèle développé par Shih et al.94 - il est possible d’en extraire les coefficients d’anisotropie en calculant
a∗ et d’imposer ce degré d’anisotropie au champ de vitesse v dont le tenseur des contraintes Ti = Ti∗
est isotrope par construction. Ceci est réalisé en deux étapes. Dans un premier temps, Ti∗ est rendu
anisotrope par le tenseur a∗ dans le référentiel principal de τij . Le tenseur des contraintes Ta∗ hérite
donc de l’anisotropie de τ ∗ :
Ta∗ = a∗Ti∗ =
(−3τ ∗
2ρkt
)(−2ρkt
3
I
)
= τ ∗
avec I, la matrice identité. Le tenseur anisotrope dans le référentiel d’étude xyz est ensuite retrouvé par :
Ta = RTa∗RT
En pratique, Billson et al.18 transpose le champ isotrope vi défini par la relation (1.14) dans le référentiel
principal de τ ij :
vi∗(x∗) = 2
N∑
n=1
An cos (k∗n · x∗ + ϕn)σ∗n
avec k∗n = RTkn et σ∗n = RTσn. Le champ anisotrope va∗ dans le référentiel principal est obtenu par :
va∗(x∗) = (a∗)1/2vi∗(x∗) = 2
N∑
n=1
An cos (ka∗n · x∗ + ϕn)σa∗n (1.22)
avec
σa∗n = (a
∗)1/2σ∗n
et l’hypothèse d’incompréssibilité ka∗n · σa∗n = 0 impose la modification suivante :
ka∗n = (a∗)−1/2k∗n
Le champ de vitesse anisotrope va dans le référentiel d’étude est ensuite obtenu par la relation suivante :
va(x) = Rva∗(x∗)
Des études ultérieures26, 76 ont montré que l’ajout de la caractéristique anisotrope au champ de vitesse
synthétisé n’avait que très peu d’incidence sur le rayonnement acoustique de jets subsoniques.
1.2.3 Application à l’initialisation de turbulence en entrée de calculs instationnaires
De part le faible cou^t de calcul qu’elles occasionnent, les méthodes en modes de Fourier sont souvent
choisies pour initialiser la turbulence en entrée de domaine de calculs instationnaires : soit dans le cadre
de calculs directs,4 soit à l’interface entre simulations stationnaires et instationnaires.53, 54
1.2.3.1 Méthode par transformée de Fourier inverse
Lee et al.64 choisissent d’imposer un profil de vitesse moyen en entrée du domaine de calcul - le plan yz
présenté sur la figure 1.1 - auquel ils superposent un champ turbulent stochastique f ′(y, z, t) qui, par me-
sure de simplicité, se propage dans la direction de l’écoulement x. Ils font l’hypothèse que l’écoulement
turbulent est homogène selon les directions y et z.
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x
y
z Sens de l’écoulement
FIGURE 1.1 – Schéma du domaine de calcul instationnaire.
Le spectre d’énergie Eff imposé à l’entrée du domaine de calcul dépend de la fréquence et des nombres
d’onde transversaux ky et kz . Le point de départ du modèle est le calcul des coefficients de Fourier,
définis par :
f̂(ky, kz , ω, t) =
√
Eff (ky , kz, ω)e
iΦr(ky,kz,ω,t)
où Φr est le facteur de phase, dépendant de ω, ky , kz . La dépendance de Φr au temps t permet de
casser la périodicité du signal. La variable t représente ici un élément parmi un ensemble de réalisations.
Concrètement, Φr varie d’un ∆Φr aléatoire une seule fois pendant l’intervalle de temps Tr prédéfini. Ce
phénomène est montré sur la figure 1.2.
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FIGURE 1.2 – Variations temporelles aléatoires des phases Φr. Chaque courbe représente différente réalisation de
Φr fonction de la fréquence et des nombres d’onde ky et kz .64
Le signal de vitesse turbulente f ′(y, z, t) est ensuite reconstruit en sommant les transformées de Fourier
inverse sur ky et kz des coefficients f̂(ky, kz , ω, t) sur toutes les fréquences. Lee et al.64 ont validé cette
méthode en étudiant l’évanouissement de la turbulence synthétisée par une simulation DNS. Les pro-
priétés statistiques de la turbulence ainsi obtenues sont en bon accord avec les données expérimentales.
Néanmoins, il est nécessaire de laisser la turbulence générée se développer sur une distance suffisamment
longue pour que l’écoulement devienne réaliste d’un point de vue physique.73 Ce problème a par ailleurs
été étudié par Na & Moin73 qui ont mis au point une méthode permettant de réduire la longueur de transi-
tion nécessaire au développement de la turbulence synthétisée. L’idée est d’utiliser en entrée de domaine
un plan de vitesse totale Uj extrait d’un calcul DNS validé au préalable. Le champ de vitesse fluctuante
uj(x, y, z) dans le plan d’entrée en x = x0 est obtenu par soustraction d’un profil de vitesse moyen
unidimensionnel uj de la configuration étudiée - dans le cadre de l’étude de Na et Moin, ils utilisent le
profil de couche limite de Spalart99 - au champ total :
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uj(x0, y, z) = Uj(x, y, z) − uj(y) (1.23)
Les coefficients ûj(kx, y, kz) sont calculés par transformée de Fourier selon des directions x et z :
ûj = ‖ûj‖eiΦ (1.24)
Ces coefficients sont ensuite renormalisés par des nombres aléatoires αu compris entre [0.8; 1.2] en
gardant la phase Φ inchangée. Ce processus a pour but de limiter les effets de périodicité du^s au recyclage
du plan initial de vitesse :
û′j = αu(kx, y, kz)ûj = ‖û′j‖eiΦ
Le signal de vitesse dans l’espace physique u′j est formé par transformée de Fourier inverse de û′j et est
superposé au profil moyen. Il est ensuite injecté dans le domaine de calcul en utilisant l’hypothèse de
turbulence gelée de Taylor (1.25) :
x = uct (1.25)
A chaque itération, un nouveau jeu de coefficients aléatoires αu est utilisé à la renormalisation des coef-
ficients de Fourier obtenus par la relation (1.24).
1.2.3.2 Initialisation de couche limite
La méthode développée par Sandham et al.90 propose de générer un champ de vitesse d’entrée adapté à
la modélisation de couches limites. Les propriétés de la turbulence variant selon la région de la couche
limite, cette méthode propose de différencier le champ de vitesse selon son positionnement dans sa partie
interne ou externe. Le champ de vitesse de la partie interne est alors constitué de structures allongées
longitudinales alors que celui de la partie externe est formé de tourbillons 3D :{
uint = c1,0y
+e−y
+/y+p,0 sin (ω0t) cos (β0z +Φ0)
vint = c2,0
(
y+
)2
e−(y
+/y+p,0)
2
sin (ω0t) cos (β0z +Φ0)
uext =
3∑
j=1
c1,jy/yp,je
−y/yp,j sin (ωjt) cos (βjz +Φj)
vext =
3∑
j=1
c2,j (y/yp,j)
2 e−(y/yp,j)
2
sin (ωjt) cos (βjz +Φj)
avec j = 0, 1, 2, 3 représentant l’indice des modes associés. y+ est liée à la coordonnée y par y+ =
ρwyuτ/νw et les coefficients ci,j sont des constantes de calibration. βj , ωj et Φj représentent respecti-
vement le nombre d’onde dans la direction de l’envergure, la pulsation et la phase du mode j . Tous les
paramètres du modèle sont dépendants du cas étudié et Sandham et al. en livrent plusieurs jeux en fonc-
tion du cas d’étude.90 Les composantes de vitesse dans la 3ième direction wint et wext sont enfin déduites
de l’hypothèse d’incompréssibilité qui entra^ıne la divergence nulle du champ de vitesse synthétisé.
1.2.3.3 Injection de structures synthétiques
De manière à réduire les cou^ts de calcul lors de simulations d’écoulements instationnaires, il est possible
de réaliser un calcul RANS et de résoudre les équations de la LES uniquement dans certaines régions
d’intére^t. Ainsi, il devient nécessaire d’imposer la turbulence en entrée des domaines régis par la LES.
La SEM (Synthetic Eddy Method) proposée par Jarrin et al.50, 51 a été développée dans cette optique.
La surface d’entrée S du domaine régi par la LES est discrétisée par un nombre fini de point S =
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{x1, x2, ..., xs}. Une bo^ıte de co^té [xi,min, xi,max] pour chaque direction i est alors créée autour de S,
avec :
xi,min = min(xi − σ(x))
xi,max = max(xi + σ(x))
où σ(x) est une échelle de longueur caractéristique de l’écoulement. Cette boite contient N structures
tourbillonnaires tel que N = max(VB/σ3) ce qui assure une densité constante de structures à l’intérieur
de la boite dont le volume est noté VB. La SEM décrit la vitesse ui en un point de l’espace comme
la superposition d’une vitesse moyenne ui et d’une fluctuation de vitesse définie comme la somme des
contributions des N structures tourbillonnaires présentes dans le domaine :
ui = ui +
1√
N
N∑
k=1
aijε
k
j fσx(x− xk) (1.26)
où les xk et εkj sont respectivement la position et l’intensité (aléatoirement égale à -1 ou 1) de la kime
structure tourbillonnaire. (aij) représente la décomposition de Cholesky des contraintes de Reynolds :

√
R11 0 0
R21/a11
√
R22 − a221 0
R31/a11 (R32 − a21a31)/a22
√
R33 − a231 − a232

aij permet de déterminer l’amplitude des fluctuations de vitesse à l’aide du tenseur des contraintes de
Reynolds Rij estimé à partir d’un calcul RANS SST réalisé au préalable. fσ(x − xk) représente la
distribution spatiale de vitesse associée au tourbillon k et s’écrit :
fσ =
√
VBσ
−3f
(
x− xk
σ
)
f
(
y− yk
σ
)
f
(
z− zk
σ
)
avec f une fonction de la forme :
f(x) =

√
3
2
(1− |x|) si x < 1
0 si x ≥ 1
Le dernier paramètre à définir est l’échelle de longueur caractéristique σ. Pour cela, on utilise la formule
suivante :
σ = max
{
min
{
k
3/2
t
ε
, κδ
}
,∆
}
avec κ = 0.41, ∆ = max {∆x,∆y,∆z}, le taux de dissipation ε = Cµktω et δ est l’épaisseur de la
couche limite. Les structures tourbillonnaires sont convectées à la vitesse uc. Dans le cadre de Jarrin et
al.,51 la vitesse moyenne de l’écoulement est utilisée pour uc. L’évolution de la position des tourbillons
se fait en utilisant l’hypothèse de turbulence gelée de Taylor (1.27) :
xk(t+ dt) = xk(t) + ucdt (1.27)
avec dt le pas de temps de la simulation numérique. Dès que le tourbillon k sort de la boite initiale, une
nouvelle structure est générée en entrée avec une intensité aléatoire εkj = ±1. La méthode a notamment
été testée en donnée d’entrée d’un calcul LES de couche limite par Aubard et al.3
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1.3 Modèles basés sur le filtrage d’un champ aléatoire
L’autre famille de méthodes stochastiques de génération de champs de vitesse turbulente est basée sur
le filtrage, qui peut e^tre temporel ou spatial, d’un bruit blanc. Comme pour les méthodes basées sur les
modes de Fourier, l’aéroacoustique a grandement contribué à l’essor de ce type de modèles.
1.3.1 Approche basée sur une équation de Langevin
L’approche basée sur une équation de Langevin a été initialement proposée par Careta et al.23 dans le
but de produire des champs de vitesses 2D possédant des caractéristiques statistiques spatio-temporelles
réalistes. Cette approche a notamment été développée par Dieste & Gabard28 pour étudier le bruit d’inter-
action fan/turbulence.27–29 Dans le cadre de ce type de méthodes, les lignes de courant de l’écoulement
étudié sont d’abord discrétisées au regard du pas de temps de la simulation et de la vitesse de l’écoule-
ment moyen, comme montré sur la figure 1.3. Des particules portant la fonction de courant sont ensuite
affectées aux noeuds sur ces lignes de courant.
i = 1
i = imax(j)
j = jmax
j = 1
U
∆tU
ti ti+1
i
∆As
j
FIGURE 1.3 – Schéma représentant la discrétisation des lignes de courant tiré de [32].
L’algorithme d’évolution temporelle peut e^tre considéré comme une suite d’étapes successives de convec-
tion et de décorrélation. A chaque itération, les particules sont avancées au noeud suivant sur leur ligne
de courant respective puis une équation de Langevin, modélisant le processus de décorrélation, est réso-
lue à chaque noeud. Le point de départ de cette méthode est le calcul de la fonction de courant, réalisé
par un filtre spatial dont le noyau est directement lié soit aux fonctions de corrélation soit au spectre
d’énergie que l’on souhaite imposer. En s’inspirant des travaux de Careta et al.,23 de Marti et al.70 puis
plus récemment de Siefert & Ewert95 et Ewert et al.,32, 34 Dieste & Gabard écrivent, pour la fonction de
courant ψ :
ψ(x, t) =
∫ ∫
As
G(|r− r′|)U(r′)dr′ (1.28)
avec r′ la trajectoire de la particule le long de sa ligne de courant et U un champ stochastique de moyenne
temporelle nulle - <U(r,t)>=0 - qui est un bruit blanc spatial : < U(r1, t)U(r2, t) >= δ(r2 − r1). G une
fonction filtre et As est le domaine source. Le champ bidimensionnel u est ensuite obtenu par la relation
(1.29) :
u = ∇× ψ =
(
∂ψ
∂y
,−∂ψ
∂x
)
(1.29)
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Le noyau de la fonction filtre G est construit de telle manière qu’il permet d’imposer soit le tenseur des
corrélations Rij souhaité au travers de la relation (1.30), soit le spectre d’énergie par (1.31) :
G(r) =
1√
2π
∫ +∞
0
R̂(k)1/2J0(kr)dk (1.30)
G(r) =
1√
π
∫ +∞
0
(
E(k)
k
)1/2
J0(kr)dk (1.31)
Dans l’équation (1.28), le champ stochastique U nécessaire au calcul de u est obtenu par résolution d’une
équation de Langevin.
1.3.1.1 Modèle de Langevin d’ordre 1
L’évolution temporelle du champ stochastique U peut e^tre assimilé à un processus d’Ornstein-Uhlenbeck
représenté par une équation de Langevin :
D0
Dt
U = −αU + βζ (1.32)
où l’opérateur D0/Dt représente la dérivée particulaire ∂/∂t+uc ·∇ et ζ est un bruit blanc stationnaire
de moyenne temporelle nulle avec
< ζ(r1, t1)ζ(r2, t2) >= δ(r1 − r2)δ(t1 − t2)
Dans le référentiel lagrangien se mouvant à la vitesse uc, l’équation (1.32) devient :
∂
∂t
U(r′(r0, t)) = −αU(r′(r0, t)) + βζ(r′(r0, t)) (1.33)
avec r = r2−r1 et r′ la trajectoire de la particule suivie. Pour s’assurer que le processus reste stationnaire,
son énergie < U(t)2 > est supposée constante au cours du temps. Cette condition impose :
β =
√
2α < U20 >
avec U0 = U(0) la condition initiale de vitesse. α doit quant à lui e^tre fixé à 1/τ afin d’imposer une
décoréllation temporelle en exp(−t/τ) du champ des vitesses turbulentes, τ étant l’échelle de temps de
l’écoulement. L’équation (1.32) devient donc :
D0
Dt
U = −1
τ
U +
√
2
τ
< U20 >ζ (1.34)
Le champ de vitesse généré à partir de l’équation (1.34) vérifie les propriétés suivantes :
< U(r, t) = 0 >, < U(r1, t1)U(r2, t2) >=< U
2
0 > δ(r − tUc) exp(−t/τ)
Le champ aléatoire des vitesses turbulentes U est continu mais le fait que le bruit blanc ζ puisse fluctuer
rapidement en temps peut poser problème lors du calcul de ∂U/∂t et devenir source de bruit parasite.
Un modèle de Langevin d’ordre 2, initialement proposé par Krasnoff & Peskin,57 peut e^tre utilisé pour
remédier à ce problème. Il permet ainsi de "lisser" les signaux temporels de U .
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1.3.1.2 Modèle de Langevin d’ordre 2
L’équation de Langevin généralisée est de la forme :
D0
Dt
U = −αU +W
Le terme source W est désormais continu et corrélé avec U . Son évolution temporelle est régie par une
équation de Langevin :
D0
Dt
W = −α′W + β′ζ
avec ζ le buit blanc défini en (1.33), indépendant de U et de W . Le caractère stationnaire de W conduit
à nouveau à la condition :
β′ =
√
2α′ < U20 >
avec α′ = γ. La condition initiale impose également :
W0 =
1
τ
U0 +
√
γ
τ
ξ
avec ξ une variable gaussienne aléatoire de moyenne nulle et de variance égale à 1. Le modèle de Lan-
gevin d’ordre 2 est donc le système à deux équations suivant :
D0
Dt
U = −1
τ
U +W
D0
Dt
W = −γW +
√
2γ < W 20 >ζ
(1.35)
où γ = (1/τd − 1/τ) avec τd une échelle de temps additionnelle (voir Krasnoff & Peskin57). Le modèle
d’ordre 2 permet de rendre le terme W continu et ainsi de lisser le champ des vitesses turbulentes U et
d’assurer que sa dérivée en temps est bornée.
1.3.1.3 Implémentation numérique
La méthode utilisée par Dieste & Gabard28 est très proche de celle proposée par Ewert et al.32 (chapitre
(1.3.2.2)). Le domaine source As est divisé en N éléments fluides Sn. Chacun de ces éléments suit une
trajectoire r′(r0, t) partant de r0. La matrice jacobienne associée est J =
∣∣dr′/dr∣∣. Le champ U est
construit tel que < U20 >= 1, où < . > désigne la moyenne temporelle. En intégrant l’équation (1.33)
sur l’élément fluide Sn, il vient :
∂
∂t
Un = −αUn + βζn (1.36)
avec ζn la moyenne de la source aléatoire ζ sur l’élément fluide Sn :
ζn(t) =
∫
Sn
ζ(r′(r0, t))Jdr0 (1.37)
Pour Un, on a également :
Un(t) =
∫
Sn
U(r′(r0, t))Jdr0
L’équation de Langevin du modèle d’ordre 1 est résolue numériquement par l’équation (1.38)79 :
Un(t+∆t) =
(
1− ∆t
τ
)
Un(t) + ∆tWn(t) (1.38)
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De la me^me manière, le système d’équations du modèle d’ordre 2 peut e^tre résolu numériquement pour
l’élément de fluide Sn79 par le système suivant :
Un(t+∆t) =
(
1− ∆t
τ
)
Un(t) + ∆tWn(t)
Wn(t+∆t) = (1− γ∆t)Wn(t) +
√
2γ∆t < W 20 >ζn(t)
(1.39)
avec ζn(t) obtenu par la relation (1.37) et
Wn(t) =
∫
Sn
W (r′(r0, t))Jdr0 (1.40)
En utilisant ce type de méthodes, Dieste & Gabard28 ont étudié le bruit d’interaction fan/turbulence. Ils
ont validé le modèle en comparant leurs résultats aux solutions analytiques fournies par Amiet.1 Ils ont
testé 3 spectres d’énergie différents pour construire leur fonction filtre G à partir de l’équation (1.30) :
les spectres de von Kármán, Liepmann et un spectre gaussien.
1.3.2 La méthode Random Particle Mesh (RPM)
Klein et al.55 ont introduit une méthode d’initialisation de turbulence en entrée de domaine de calculs
LES par filtrage d’un champ aléatoire. Basée sur cette approche, la méthode appelée RPM - pour Random
Particle Mesh - développée par Ewert,31, 33 revient à filtrer spatialement un bruit blanc afin de reproduire
exactement les corrélations spatiales du champ turbulent.
1.3.2.1 Obtention du champ de vitesse u
Comme lors de l’utilisation des méthodes type Langevin, on fait l’hypothèse que le champ ui dérive
d’une fonction de courant ψ(xi, t) portée par des particules réparties sur des lignes de courant discréti-
sées. Dans le cas de simulations 2D, les fluctuations de vitesse sont calculées par la relation (1.41) :
ui = ǫij
∂ψ
∂yj
(1.41)
Il nous faut déterminer la fonction de courant ψ nécessaire au calcul des ui. ψ est obtenue par filtrage
spatial d’un bruit blanc qui prend la forme d’un produit de convolution :
ψ(x, t) =
∫ ∫
As
Â(x)G0(|x− x′|, ls(x′))U(x′)dx′ (1.42)
avec  G
0 noyau du filtre normalisé afin que ψ(x, t)ψ(x, t) = 1 pour Â = 1
U bruit blanc filtré
As le domaine source
Pour la modélisation d’une turbulence gelée, on a
U(x, t) = 0 (1.43)
U(x, t)U(x + r, t) = δ(r) (1.44)
D0
Dt
U = 0 (1.45)
Il est ensuite nécessaire de construire le noyau du filtre normalisé G0. Dans le cadre de modélisations
1D, l’équation (1.42) devient :
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ψ(x, t) =
∫
∞
−∞
Â(x′)G0(x− x′)U(x′)dx′ (1.46)
en faisant l’hypothèse que G0 est une fonction réelle et paire. La fonction de corrélation de la fonction
de courant ψ s’écrit alors
Rψψ(r) =
∫
∞
−∞
Â2(ξ)G0(r − ξ)G0(ξ)dξ
On note R0ψψ la version normalisée de cette fonction de corrélation :
R0ψψ(r) =
∫
∞
−∞
G0(r − ξ)G0(ξ)dξ (1.47)
qui n’est rien d’autre que le produit de convolution du noyau du filtre avec lui me^me. La transformée de
Fourier spatiale de la fonction de corrélation (1.47) nous amène à
R˜0ψψ(k) =
(
G˜0 (k)
)2
Il suffit donc de prendre
G0(r) = exp
(
−π
2
r2
l2s
)
pour obtenir une fonction de corrélation gaussienne à un coefficient
√
2 près
R0ψψ(r) = exp
(
−π
4
r2
l2s
)
L’extension à des cas 2D ou 3D est directe, on obtient
R0ψψ(r) = exp
(
−π
4
|r|2
l2s
)
basé sur le noyau suivant :
G0(r) = exp
(
−π
2
|r|2
l2s
)
(1.48)
La prise en compte de la convection par l’écoulement moyen (équation (1.45)) conduit à une fonction de
corrélation définie par :
R0ψψ(r) = exp
(
−π
4
(r− u0τ)2
l2s
)
Le principal atout de cette méthode est qu’elle permet de reproduire exactement les corrélations spatiales
dans l’écoulement. En revanche, lors de la discrétisation des lignes de courant, Ewert fait l’hypothèse que
pour tout x, uc(x) = u(x), ce qui n’est pas vérifié dans certain cas et notamment celui du jet subsonique.
On peut noter que Mesbah a proposé des variantes de la RPM71
1.3.2.2 Implémentation numérique de la RPM
On se place ici dans un cas 2D. ψ(x, t) est définie par une fonction intégrale continue à travers l’équation
(1.42). En pratique, on approxime ψ(x, t) par une somme finie :
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ψ(x, t) =
∑
i,j
Gij(x)ri,j(t) (1.49)
où le domaine source As est découpé en M sous domaines ∆Aij , l’amplitude Â du filtre est inclue dans
son noyau, Gi,j(x) = G(x,x′i,j) = Â(x′i,j)G0(x,x′i,j). (i, j) sont les indices des sous domaines de As
comme montré sur la figure 1.3. ri,j est une variable aléatoire définie par
ri,j(t) =
∫ ∫
∆Aij
U(x′, t)dx′
En prenant la moyenne du bruit blanc sur le domaine ∆Aij telle que < Uij >= rij/∆Aij , l’équation
(1.49) devient finalement :
ψ(x, t) =
∑
i,j
Gij(x) < Uij > ∆Aij (1.50)
Si l’on fait tendre la taille des sous domaines vers 0, alors < Uij >→ Uij et les équations (1.50) et
(1.49) sont une approximation consistante de l’équation (1.42). En théorie, la sommation de l’équation
(1.50) doit se faire sur tous les sous domaines du domaine de calcul complet, et ce pour chaque point.
La convection est modélisée de la me^me manière que pour les méthodes se basant sur une équation de
Langevin. A partir d’un champ moyen RANS, on calcule des lignes de courant. Puis on détermine le
domaine source qui s’appuie sur ces lignes de courant. Des particules sont introduites sur ces lignes de
courant, espacées d’un pas de temps constant, généralement plus grand que le pas de temps de la CAA.
La figure 1.3 permet de visualiser le domaine ∆Aij à partir duquel est calculé l’équation (1.50). Chaque
particule transporte une valeur gelée de rij qui est tirée aléatoirement lors de l’introduction de la parti-
cule dans le domaine source. L’algorithme complet comprend au final trois étapes :
• à chaque pas de temps CAA, les particules sont convectées sur leur ligne de courant respective
jusqu’au noeud suivant.
• lorsqu’une variable sort du domaine source, on réinjecte une nouvelle particule en entrée de do-
maine à laquelle on affecte une valeur aléatoire de rij .
• on filtre spatialement le champ aléatoire par l’équation (1.49) et on interpole cette variable sur la
grille CAA. Cette étape d’interpolation engendre une augmentation significative du cou^t de calcul.
1.3.2.3 Paramétrage du noyau du filtre à partir du champ RANS
Les paramètres ls et Â intervenant dans l’équation (1.50) sont déterminés à partir du champ RANS. Il
vient, pour l’echelle de longueur caractéristique :
ls = cl
k
3/2
t
ε
Ewert choisit cl = 0.54 à partir des travaux de Bailly & Juvé.7 On peut noter que si le calcul RANS
disponible est basé sur un modèle de turbulence kt − ω, il vient :
ls =
cl
Cµ
k
1/2
t
ω
≈ 6k
1/2
t
ω
Pour calculer l’amplitude du filtre Â, on s’intéresse à la fonction de corrélation Rψψ :
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Rψψ(r, τ) = R̂ exp
[
− t
τs
− π (r− ucτ)
2
4l2s
]
Pour un problème à n dimensions, Ewert31 montre que :
R̂ =
4l2skt
3π(n − 1)
Or, on a également
Rψψ(r, τ) =
∫ ∫
Â2(ξ)G0(r − ξ)G0(ξ)dξ
Il vient immédiatement que
Rψψ(0, 0) =
∫ ∫
Â2(ξ)G0(ξ)2dξ = R̂ (1.51)
Dans le cadre d’une configuration 2D, le calcul de l’équation (1.51) en négligeant la dépendance spatiale
de Â impose :
Â =
√
4
3π
k
1/2
t ≈ 0.651k1/2t
1.3.2.4 Dégel de la turbulence
Plus récemment, Ewert et al.32 ont proposé une méthode permettant le dégel de la turbulence modélisée.
Le volume source est divisé en N volumes de contro^le de centre xck englobant une masse de fluide δmk .
Chaque volume contient une particule. La fonction de courant selon la direction i est obtenue par une
somme pondérée sur les N particules présentes dans le domaine source :
ψi(x, t) ≈ Â(x)
N∑
k=1
G (x− xck)
rik(t)
ρ0(xck)
(1.52)
Dans le modèle initial, les valeurs aléatoires rik était simplement advectées le long des lignes de courant.
Désormais, une équation de Langevin (1.53) est résolue pour obtenir l’évolution temporelle des rik :
∂rik
∂t
= − 1
τs
rik +
√
2
τs
sik (1.53)
avec sik un bruit blanc qui a les propriétés suivantes :{
< sik(t) > = 0
< sik(t)sjl(t+ τ) > = δmkδ(τ)δikδjl
Il est possible de résoudre numériquement l’équation de Langevin (1.53) par l’équation (1.54)79 :
rik(t+∆t) =
(
1− ∆t
τs
)
rik(t) +
(
2δmk∆t
τs
)1/2
sik(t) (1.54)
Pour un problème à n dimensions, on peut montrer qu’une fonction de courant ψi calculée par l’équation
(1.52) a pour fonction de corrélation :
Rψψ(x, r, τ) =
Â(x)Â(x+ r)
ρ0
lns︸ ︷︷ ︸
R̂
exp
[
−|τ |
τs
− π |r− ucτ |
2
4l2s
]
δij
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Les récentes améliorations apportées par Ewert et al.32 leur ont permis d’obtenir des résultats convain-
cants concernant le bruit occasionné par le bord de fuite du profil NACA0012 en écoulement à M=0.17
ainsi que lors de l’étude de bruit de jet libre subsonique axisymétrique74, 95
1.4 Conclusions de l’étude bibliographique
Depuis le milieu des années 70, de nombreux modèles stochastiques de génération de turbulence ont été
développés à des fins diverses et variées. La multitude des modèles développés prouve que ces méthodes
sont encore d’actualité et qu’elles permettent, dans certains cas, de générer de la turbulence à bas cou^t et
ainsi d’éviter l’utilisation de méthodes directes. Les nombreuses similitudes présentées par les modèles
listés dans ce chapitre mettent clairement en lumière le fait que toutes ces méthodes ont été développées
en parallèle en s’inspirant respectivement les unes des autres. La configuration finale que l’on souhaite
étudier dans le cadre ce travail est celle d’un jet subsonique confiné en conduit. L’étude de cette confi-
guration nécessite un modèle stochastique capable de reproduire de manière réaliste les caractéristiques
statistiques du jet qui sont étroitement liées aux sources acoustiques. Ceci implique, une modélisation
correcte des échelles intégrales de longueur et de temps dans l’écoulement. De plus, la localisation des
sources acoustiques est un facteur déterminant pour modéliser correctement le rayonnement acoustique
d’un jet étant donné qu’elle influe en partie sur sa directivité. Il est donc important que le modèle choisi
autorise une préservation de la distribution spatiale d’énergie cinétique turbulente imposée initialement
par le calcul stationnaire RANS. Enfin, l’hypothèse étant faite que la complexité de la géométrie étudiée
- et notamment la présence d’un coude en amont de la sortie de la tuyère primaire - pourrait engendrer
un écoulement fortement 3D non axisymétrique, la méthode stochastique doit permettre de réaliser des
calculs 3D tout en conservant un cou^t de calcul qui l’avantage devant les méthodes directes. Les modèles
listés dans ce chapitre ne permettent pas de respecter l’ensemble de ces exigences, il a donc été décidé
de développer une nouvelle méthode stochastique en s’inspirant des modèles existants.
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Chapitre 2
Élaboration d’un nouveau modèle
stochastique
2.1 Introduction
Dans le cadre de ce travail, le choix de la méthode stochastique à utiliser pour générer la turbulence est
important car de celui-ci va dépendre la qualité des termes sources calculés et ainsi la force de prédiction
de l’outil final.
Dans un premier temps, le champ instationnaire synthétisé u doit pouvoir reproduire certaines grandeurs
caractéristiques statistiques d’un champ de vitesse turbulente comme les fonctions de corrélations spatio-
temporelles Rij de vitesse dans l’écoulement ; ces dernières étant intrinsèquement liées aux grandeurs
spatiales et à l’évolution temporelle des sources acoustiques. La reproduction des corrélations purement
spatiales Rij(x, r, 0) assure la bonne modélisation des longueurs de cohérence des structures turbulentes
dans l’écoulement, i.e des échelles de longueur intégrales. La plupart des formulations présentées dans
le chapitre précédent permettent cette restitution. C’est le cas notamment des formulations en somme de
modes de Fourier7, 76 qui assurent une modélisation satisfaisante de ces grandeurs moyennant un nombre
suffisant de modes et un nombre d’onde maximal modélisé kmax suffisamment élevé. Les méthodes
par filtrage spatial d’un champ aléatoire - utilisées par Careta et al.,23 Dieste & Gabard27, 28 ou encore
Ewert et al.31–33 - permettent, par construction, d’imposer localement la fonction de corrélation spatiale
à travers le noyau de la fonction filtre. Plus récemment, Casalino & Barbarino24 ont tenté d’allier les
deux approches de manière à améliorer la restitution des caractéristiques spatiales par les méthodes
à injection de modes de Fourier. Mais, comme l’ont montré Rubinstein & Zhou,88, 89 le bruit de jet
est également fortement influencé par les variations temporelles des fonctions de corrélations spatio-
temporelles Rij(x, r, τ) de vitesse. La méthode utilisée dans ce travail doit ainsi permettre de prédire
correctement l’évolution temporelle des sources acoustiques, ce dont sont incapables les méthodes à
injection de modes de Fourier. Pour se faire, le champ aléatoire construit doit subir une décorrélation
temporelle exponentielle.16 Billson et al.16 choisissent ainsi de filtrer directement leur champ aléatoire
par l’équation (1.19). Cette étape leur permet de contro^ler le temps caractéristique de corrélation et ainsi
d’imposer directement la décorrélation souhaitée. De la me^me manière, les formulations s’appuyant sur
l’équation de Langevin, par ailleurs très proche de l’équation (1.19) proposée par Billson, permettent
cette modélisation. De manière à améliorer la modélisation du processus de décorrélation du champ de
vitesse, Fung et al.40 ont développé une version de la Kinematic Simulation basée sur l’effet de sweeping,
qui désigne l’advection des structures turbulentes du domaine inertiel par celles de plus grande échelle.
Cet effet de sweeping est l’un des mécanismes fondamentaux de décorrélation temporelle du champ de
vitesse. Plus récemment, Siefert & Ewert95 ont pu intégrer une modélisation du sweeping à la RPM.
Autre facteur important, la méthode retenue ne doit en aucun cas affecter la répartition spatiale d’énergie
cinétique turbulente kt fournie par le calcul stationnaire RANS. Cette condition permet de s’assurer
de la disposition spatiale des points les plus énergétiques. Ainsi, dans le cadre du jet subsonique, les
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sources acoustiques les plus énergétiques sont situées dans la couche de cisaillement et dans la zone
située à la fin du co^ne potentiel. Ce point constitue l’atout majeur des formulations en modes de Fourier
qui permettent, par construction, une conservation de l’énergie cinétique turbulente injectée à partir des
spectres d’énergie. En revanche, la méthode de type Billson et al. ne permet pas cette restitution en
milieu non-homogène car la prise en compte des effets de convection modifie la cartographie d’énergie
cinétique turbulente kt, affectant ainsi la localisation des sources acoustiques.
La modélisation de la convection des structures est également un point crucial de la méthode et l’une des
pistes principales d’amélioration du modèle. Billson et al.,16 par la construction de l’équation d’advection
et Ewert31 lors de la discrétisation des lignes de courant, considèrent que l’advection des structures se
fait par le champ moyen, ce qui n’est pas vrai dans le cas d’un jet où la vitesse de convection uc varie
dans l’écoulement et est différente de la vitesse moyenne, comme l’ont mis en avant expérimentalement
Fleury et al.39 Ces derniers reportent une vitesse uc(x) de l’ordre de 0.6ua(x) au centre de la couche
de cisaillement, où ua(x) est la vitesse sur l’axe à l’abscisse x. Bailly & Juvé7 intègrent la convection
directement dans l’expression de la vitesse turbulente. En revanche, leur modèle ne permet pas d’imposer
une vitesse de convection variable sous peine d’entra^ıner une décorrélation complète du champ turbulent
lorsque t tend vers l’infini.11
La configuration du jet confiné n’étant pas nécessairement axisymétrique, la méthodologie utilisée doit
également e^tre applicable sur des configurations 3D complexes. La question du cou^t de calcul se pose
donc naturellement. Le code étant destiné à un usage industriel et majoritairement dans le cadre d’avant-
projets, le temps de simulation doit e^tre réduit au maximum. On observe des disparités quant aux temps
de simulation induits par chacune des méthodes. Certaines étapes des simulations sont très lourdes, à
l’image des calculs des transformées de Fourier et de leurs inverses lors de simulations de type Béchara
et al.12, 76 ou de l’étape de filtrage spatial du champ stochastique.31 Ces opérations impliquent toutes deux
un nombre important de calculs d’intégrales. Ce problème a par ailleurs été reporté comme particulière-
ment contraignant dans les travaux récents de Dieste & Gabard28 ainsi que de Casalino & Barbarino.24
Cette raison a notamment poussé Ewert à développer la FRPM (Fast Random Particle Mesh method) en
lieu et place de la RPM. La résolution de l’équation d’advection permettant à Billson et al.16 de modéli-
ser la convection est également cou^teuse. A l’inverse, l’atout principal des modèles en modes de Fourier
est qu’ils permettent un calcul direct et explicite du champ de vitesse turbulente.
Comme il l’a été annoncé dans le chapitre 1, aucune des méthodes existantes ne permet de respecter 100%
des points de ce cahier des charges, une nouvelle approche stochastique basée sur l’effet de sweeping a
donc été développée dans le cadre de cette thèse.
2.2 Présentation du modèle stochastique
2.2.1 Processus de génération d’un champ instationnaire basé sur l’effet de sweeping
La nouvelle méthode permet la synthèse de champs instationnaires de vitesse. Le processus de génération
de ces champs de vitesse repose sur l’hypothèse de sweeping - hypothèse selon laquelle les structures
tourbillonnaires de petite échelle sont advectées par celles de grande échelle. La prise en compte de cette
hypothèse dicte donc d’imposer une séparation entre les échelles de la turbulence. En suivant l’idée de
Fung et al.,40 le champ turbulent de vitesse u est divisé en deux parties respectivement liées aux structures
de grande (indice l) et petite (indice s) échelle :
u(x, t) = ul(x, t) + us(x, t) (2.1)
Le champ ul est calculé en utilisant la méthode de Bailly & Juvé7 qui dérive directement du modèle
originel de Kraichnan56 alors que le champ us est obtenu par une approche modifiée de type Billson
et al.16 Le point de départ à la construction des champs ul et us est de définir localement un spectre
d’énergie. En considérant l’hypothèse de turbulence homogène isotrope, le spectre de von Kármán-Pao,
qui dépend des variables de transport locales kt et ε, est imposé en tout point de l’espace. L’équation
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(2.2) rappelle l’expression du spectre d’énergie de von Kármán-Pao :
E(k) = αE (εLe)
2/3 (kLe)
−5/3 fL (kLe) fη (kLη)Le (2.2)
où Le, correspondant approximativement à l’échelle de longueur associée au nombre d’onde auquel
intervient le maximum local d’énergie,5 est reliée à l’échelle de longueur intégrale locale L par la relation
Le = L/0.747 ; L étant définie par :
L = αL(2/3kt)
3/2ε−1 (2.3)
et Lη = (ν3/ε)1/4représente l’échelle de longueur de Kolmogorov, caractéristique des structures turbu-
lentes les plus fines existantes dans l’écoulement. Dans l’équation (2.3), le choix du facteur de calibration
αL a toujours été sujet à débat, notamment dans le domaine de l’aéroacoustique où ce coefficient est uti-
lisé comme variable d’ajustement des niveaux des spectres acoustiques en champ lointain. Dans le cadre
de ce travail, la paramétrisation de αL sera discutée dans la section 2.3.3.1. Dans l’équation (2.2), fL
et fη sont des fonctions normalisées. La fonction fL contro^le la partie la plus énergétique du spectre
d’énergie alors que la fonction fη représente la portion à laquelle intervient la dissipation. Les fonctions
fL et fη sont définies comme suit :
fL (kLe) =
 kLe√
1 + (kLe)
2
17/3
fη (kLη) = exp
[
−2 (kLη)2
] (2.4)
La fonction fL définie dans la relation (2.4) tend vers l’unité pour kLe >> 1 et varie proportionnellement
à (kLe)4 lorsque kLe << 1. Inversement, la définition de fη mène à fη → 0 pour kLη << 1. Dans
le domaine inertiel, le spectre de Kolmogorov en -5/3 est retrouvé. Dans l’équation (2.2), la constante
αE est fixée à 1.2/α−2/3L . Le spectre de von Kármán-Pao est tracé sur la figure 2.1 pour des valeurs
arbitraires du taux de dissipation ε et de l’énergie cinétique turbulente kt.
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FIGURE 2.1 – Spectre de von Kármán-Pao montrant les contributions respectives de ul et us.
Comme le montre la figure 2.1, la séparation entre grande et petite échelle est introduite en imposant
un nombre d’onde de coupure kc. L’hypothèse de sweeping correspondant à l’advection des structures
turbulentes du domaine inertiel par les tourbillons les plus énergétiques,95 kc est paramétré localement
pour e^tre situé juste après le nombre d’onde associé au maximum d’énergie, au début de la portion du
spectre dont la pente est proportionnel à k−5/3 :
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kc = 1.8ke =
1.8
Le
(2.5)
On peut remarquer que la relation (2.5) n’est qu’une notation dans la mesure où il n’y a pas de rap-
port 2π entre le nombre d’onde et la longueur caractéristique Le. Le spectre d’énergie est discrétisé
par N modes de nombre d’onde kn distribués linéairement entre un nombre d’onde minimum kmin et
un nombre d’onde maximum kmax. Il est à noter que des distributions logarithmiques fournissant une
meilleure discrétisation du spectre E dans le domaine des petits nombres d’onde ont également été tes-
tées dans les références [7,12] sans montrer de différences notoires avec les résultats obtenus à l’aide de
distributions linéaires. On peut remarquer que pour des écoulements inhomogènes, le nombre d’onde de
coupure kc varie spatialement. Dans ce cas, le pas de discrétisation ∆k étant constant, les nombres de
modes respectivement liés aux structures de grande échelle Nl et petite échelle Ns = N −Nl fluctuent
également. En revanche, l’intervalle [kmin; kmax] est fixé pour tout le domaine de calcul.
2.2.1.1 Calcul du champ de vitesse ul lié aux structures de grande échelle
En partant de l’expression proposée par Bailly & Juvé,7 le champ de vitesse ul associé aux structures
turbulentes de grande échelle est décomposé en une somme de Nl modes de Fourier :
ul (x, t) = 2
Nl∑
n=1
An cos (kn (x− uct) + ωnt+ ϕn)σn (2.6)
où An =
√
E(kn)∆kn est l’amplitude du nième mode, ba^tie à partir du spectre de von Kármán-Pao.
kn et ϕn sont respectivement le nombre d’onde et la phase du nième mode. kn est défini par les coor-
données suivantes (kn, φn, θn) précisées sur la figure 2.2. L’hypothèse d’incompréssibilité du champ de
vitesse impose kn · σn = 0. La direction du nième mode σn, par conséquence perpendiculaire à kn, est
entièrement définie par l’angle αn.
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FIGURE 2.2 – Géometrie du nombre d’onde du nième mode de vitesse de Fourier.
Le caractère isotrope de la turbulence modélisée conduit à tirer kn aléatoirement sur une sphère de rayon
‖kn‖ = kn. Les fonctions de densité de probabilités résultantes pour les paramètres φn, θn et αn sont
indiquées dans le tableau 2.1. L’hypothèse d’homogénéité de la turbulence imposée à l’écoulement mène
à sélectionner ϕn aléatoirement entre [0; 2π]. Des détails sont donnés quant à l’obtention des lois de
probabilité dans l’Annexe A.
Dans l’équation (2.6), la vitesse de convection uc et la pulsation ωn doivent impérativement e^tre des
constantes de l’espace afin d’éviter une décorrélation totale du champ turbulent synthétisé lorsque t
tend vers l’infini.11 ul étant défini localement, uc permet de modéliser le déplacement des structures
turbulentes vers l’aval de l’écoulement. Dans le cadre de l’application du modèle à un jet subsonique, uc
est fixé à 0.6uj correspondant à la vitesse moyenne des structures turbulentes relevée expérimentalement
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Variables Fonctions de probabilité Intervalles
φn P (φn) = 1/(2π) 0 ≤ φn ≤ 2π
ϕn P (ϕn) = 1/(2π) 0 ≤ ϕn ≤ 2π
αn P (αn) = 1/(2π) 0 ≤ αn ≤ 2π
θn P (θn) = (1/2) sin(θn) 0 ≤ θn ≤ π
TABLE 2.1 – Fonctions de densité de probabilités pour les paramètres stochastiques.
au centre de la couche de cisaillement,39 où uj représente la vitesse du jet en sortie de tuyère. ωn est
la fréquence angulaire du nième mode pour laquelle la pulsation de Kolmogorov, définie par la relation
(2.7), a été choisie. Ce choix est le plus approprié pour décrire le comportement des modes situés dans
le domaine des petits nombre d’onde36 et fournit de meilleurs résultats que les simulations utilisant la
pulsation d’Heisenberg.5, 43 Afin d’empe^cher les variations spatiales de ωn, une valeur moyenne du taux
de dissipation < ε > permet de calculer les pulsations de Kolmogorov associées à chacun des modes
turbulents, < . > désignant la moyenne sur l’ensemble des points les plus énergétiques, i.e tous les points
dont l’énergie cinétique est supérieure à une valeur seuil fixée au préalable kt > kthreshold :
ωn = C
1/2
k < ε >
1/3 k
2/3
n (2.7)
Le terme ul peut donc e^tre formé explicitement à chaque pas de temps de la simulation numérique. On
peut remarquer que, par construction, ul permet de préserver localement l’énergie cinétique turbulente
allouée aux structures de grande échelle :
1
2
uliuli =
Nl∑
n=1
A2n =
Nl∑
n=1
E(k)∆k ≈
∫ kc
kmin
E(k)dk
2.2.1.2 Calcul du champ de vitesse us lié aux structures de petite échelle
Fung et al.40 décrivent l’évolution temporelle du champ de vitesse us associé aux structures du domaine
inertiel comme résultant de l’association de processus d’advection et de décorrélation. Pour un milieu au
repos, ils écrivent :
∂us
∂t
= − ul · ∇us︸ ︷︷ ︸
advection
− [(us · ∇)ul + (ul · ∇)us + 1/ρ∇p]︸ ︷︷ ︸
decorrelation
(2.8)
Dans l’équation (2.8), la pression p ne pouvant e^tre explicitée, Fung et al. décident de négliger le terme
de décorrélation. Dans le cadre de ce travail, la construction du champ de vitesse us lié aux structures
turbulentes de petite échelle peut également e^tre vue comme l’association d’étapes d’advection et de
décorrélation. A une itération donnée m, le champ us, calculé à l’aide d’une approche modifiée de type
Billson et al.,16 est défini par le filtre temporel suivant :
ums (x) = a (x)u
m−1/2
s (x) + b (x) ζ (x) (2.9)
Dans l’équation (2.9), ums est la combinaison d’un "terme advecté" a (x)um−1/2s (x) et d’un "terme aléa-
toire" b (x) ζ (x) assurant le processus de décorrélation. Contrairement aux travaux de Billson et al.16, 18
qui résolvent une équation d’advection en variables conservatives pour obtenir um−1/2s , le "champ ad-
vecté" est désormais le champ us à l’itération précédente, advecté par le champ de vecteur ubulk + ul,
où ubulk est un champ porteur de vitesse. En d’autres termes, um−1/2s est obtenu en résolvant l’équation
d’advection (2.10) qui permet d’assurer la modélisation de l’effet de sweeping :
um−1s =⇒
∂us
∂t
+
(
ubulk + u
m−1
l
) · ∇us = 0 =⇒ um−1/2s (2.10)
39
40
Dans le cadre du jet, ubulk peut e^tre choisi constant et égal à 0.6uj , ce qui est une bonne approximation de
la vitesse des structures turbulentes dans la couche de cisaillement. On peut également décider d’imposer
ubulk = u pour prendre en compte les effets de cisaillement de l’écoulement moyen sur la turbulence
générée. Dans le cadre de l’étude de Fung et al.,40 l’écoulement moyen étant nul, us était simplement
advecté par le champ de vitesse ul. Quoi qu’il en soit, le choix de ubulk sera discuté dans la section 2.3.5.
Dans l’équation (2.10), le "terme aléatoire" ζ est une somme de Ns modes de Fourier spatiaux :
ζ(x) = 2
N∑
n=Nl+1
An cos (kn · x + ϕn)σn (2.11)
où les paramètres stochastiques An, kn, ϕn et σn sont calculés de la me^me manière que dans la sec-
tion 2.2.1.1 pour la construction de ul, excepté qu’ils sont régénérés à chaque itération temporelle. En
conséquence, ζ est une séquence temporelle de champs indépendants deux à deux constituant localement
un bruit blanc de moyenne temporelle nulle. Ce terme assure donc la décorrélation progressive de us.
D’un co^té, la définition de a = e−t/τc dans l’équation (2.9) garantit une décorrélation exponentielle du
champ de vitesse selon une échelle temporelle caractéristique τc = ατkt/ε, ατ étant un facteur de cali-
bration. De l’autre co^té, b =
√
1− a2 permet la conservation de l’énergie cinétique turbulente en milieu
kt−homogène.
2.2.2 Description de l’implémentation numérique de l’algorithme
Le calcul est initialisé en calculant le champ ul(x, t0) et en imposant us(x, t0) = ζ(x, t0). Pour une
meilleure compréhension du fonctionnement de l’algorithme, les différentes étapes menant à la forma-
tion du champ de vitesse u sont rappelées. A chaque itération m,
• Le champ uml est le premier à e^tre généré (équation (2.6)).
• Le champ de vitesse um−1s lié aux structures de petite échelle à l’itération précédente est advecté
par le champ de vecteur (ubulk + um−1l ) afin d’obtenir u
m−1/2
s (équation (2.10)).
• Le bruit blanc ζ est généré (équation (2.11)).
• Le terme ums est calculé et le champ instationnaire turbulent um est formé par l’équation (2.1).
• uml est stocké dans le but de résoudre l’équation d’advection (2.10) à l’itération suivante. ums est
également nécessaire au calcul de um+1/2s .
2.3 Reproduction des corrélations spatio-temporelles
Le modèle présenté dans la section 2.2 est testé sur la configuration d’un jet subsonique afin de vérifier sa
capacité à générer un champ de vitesse turbulente reproduisant les propriétés statistiques aérodynamiques
de l’écoulement. Les fonctions de corrélations de vitesse Rij définies par :
Rij(x, r, τ) =
ui(x, t)uj(x+ r, t+ τ)√
ui(x, t)2
√
uj(x+ r, t+ τ)2
(2.12)
sont étudiées. Le jet choisi est le jet froid subsonique Φ80 à nombre de Mach M=0.72, ce qui correspond
à une vitesse de jet en sortie de tuyère uj = 250m.s−1. Le diamètre de la tuyère est D = 80 mm.
Les résultats numériques sont comparés aux données expérimentales obtenues par Fleury et al.39 lors de
mesures effectuées à l’école Centrale de Lyon sur des jets libres subsoniques à nombres de Mach 0.6 et
0.9 dont le diamètre de la tuyère est égal à 50 mm.
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2.3.1 Simulation stationnaire RANS du jet libre froid Φ80
Les grandeurs moyennes et variables de transport servant de données d’entrée au modèle stochastique
sont fournies par un calcul stationnaire RANS de l’écoulement réalisé avec le code elsA de l’Onera. Le
modèle de turbulence utilisé est un modèle standard kt − ε. De nombreux résultats concernant le jet
Φ80 sont disponibles à l’Onera comprenant des données issues de campagnes expérimentales conduites
à la soufflerie CEPRA 19, des calculs LES72 où des calculs stochastiques.58–60, 63, 76 Le diamètre de
la tuyère est D = 80 mm et la vitesse de l’écoulement en sortie de tuyère est uj = 250 m.s−1
(M=0.72). L’évolution du diamètre de développement du jet D1/2 le long de l’axe du jet - i.e défini
tel que u(x = 0, y = D1/2/2) = ua/2, est présentée sur la figure 2.3 a). La solution stationnaire est en
bon accord avec les résultats expérimentaux obtenus par Fleury et al.39 Les me^mes conclusions peuvent
e^tre tirées de l’évolution de l’épaisseur de quantité de mouvement δθ approximée depuis les données
RANS et tracée sur la figure 2.3 b). Ainsi le développement du jet Φ80 est correctement prédit par la
simulation RANS.
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FIGURE 2.3 – a) Evolution du diamètre de développement du jet D1/2 le long de l’axe x. b) Evolution de l’épais-
seur de quantité de mouvement δθ le long de l’axe du jet.
Des profils radiaux de la vitesse axiale moyenne u sont représentés en différentes positions longitudinales
sur la figure 2.4 et sont en bon accord avec le profil classique de vitesse en tangente hyperbolique défini
par la relation (2.13) :
u
ua
= 0.5
(
1− tanh
[
D
8δθ
(
2y
D
− D
2y
)])
(2.13)
2.3.2 Mise en oeuvre des calculs
Une étude de validation est menée dans la couche de cisaillement du jet sur des grilles 2D afin d’étudier
la manière dont le champ instationnaire reproduit les fonctions de corrélations de vitesse Rij . Dans cette
section, seules les composantes longitudinale et radiale du champ de vitesse turbulente sont considérées
et calculées à partir des spectres de von Kármán-Pao 3D. Les résultats de validation sont présentés
principalement en deux points localisés au centre de la couche de cisaillement, le long de l’axe y =
0.5D. Le schéma de la figure 2.5 présente les points étudiés dans cette section. Au point P1, une grille
cartésienne régulière de 161 × 61 points est utilisée avec ∆x = ∆y = 1 mm. Selon la relation de
dispersion acoustique k = ω/c, cette résolution spatiale permet de supporter un nombre d’onde maximal
kmax de 1000 m−1 sans écoulement. Cette résolution spatiale permet de supporter 75% de l’énergie du
spectre de von Kármán-Pao.
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FIGURE 2.4 – Profils radiaux de la vitesse axiale moyenne u en différentes positions longitudinales comparés à la
loi de similarités donnée dans l’équation (2.13).
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P1 (2D, 0.5D) P2 (6.5D, 0.5D)
0.5D
FIGURE 2.5 – Position des deux points étudiés dans ce chapitre.
Les nombres d’onde kn sont ainsi tirés entre kmin = 1 et kmax = 1000 m−1. Pour ce qui est du point P2,
un maillage de 181×81 points de pas d’espace ∆x = ∆y = 2 mm est utilisé. Ainsi, les nombres d’onde
kn sont sélectionnés dans l’intervalle [1; 500] m−1. Au point P2, plus de 85% de l’énergie du spectre de
von Kármán-Pao est injectée dans le calcul. Le pas de temps ∆t est fixé à 2.10−6 s au point P1 contre
4.10−6 s au point P2. Dans chacun des cas, 100 modes permettent la discrétisation des spectres de von
Kármán-Pao. Ce choix permet de maintenir le caractère aléatoire de l’écoulement en conservant un co^ut
de calcul faible.5, 43 30 000 itérations temporelles constituent une simulation et les résultats présentés
sont obtenus en moyennant 10 simulations afin d’augmenter la statistique. La vitesse moyenne issue
du calcul stationnaire u est choisie pour le champ porteur ubulk intervenant dans l’équation (2.10) car
cela permet d’intégrer dans la modélisation les effets de l’écoulement moyen sur la turbulence générée,
et notamment les effets de cisaillement. Il est à noter cependant que l’étude de validation a également
été réalisée pour le cas où ubulk = 0.6uj (cf. section 2.3.5). Le coefficient de calibration ατ est fixé
à 1 en accord avec la litterature.16, 26 L’équation (2.10) est résolue par l’utilisation du schéma temporel
de Runge-Kutta à 6 sous-étapes optimisé dans l’espace fréquentiel proposé par Bogey & Bailly19 et un
schéma de discrétisation spatiale optimisé de type DRP sur 11 points à l’ordre 4. Un filtrage explicite et
optimisé sur 11 points est également appliqué pour éviter les oscillations maille à maille. La condition
de rayonnement de Tam & Dong104 est imposée en entrée du domaine de calcul alors que la condition
de sortie de fluide est utilisée pour les autres conditions aux limites.
2.3.3 Etude des échelles de longueur
Dans un premier temps, on s’intéresse aux fonctions de corrélations spatiales de vitesse, i.e Rij(x, r, 0),
afin de vérifier que les longueurs de cohérence du champ turbulent instationnaire synthétisé sont correc-
tement reproduites, ces dernières étant intrinsèquement liées aux dimensions des structures turbulentes.
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2.3.3.1 Choix du facteur de calibration αL
Le choix du facteur de calibration αL intervenant dans l’équation (2.3) est encore sujet à débat dans le
cadre des études aéroacoustiques. De nombreuses valeurs de αL peuvent e^tre trouvées dans la littéra-
ture.16, 26, 76 Par exemple, le choix αL = (2/3)3/2 = 0.544 a été fait par Billson et al.16 et Dembinska26
alors que Omais et al.76 ont choisi αL = 0.13. Dans le cadre d’études aéroacoustiques, les méthodolo-
gies basées sur le calcul de termes sources à partir de champs de vitesse stochastiques mènent souvent à
une surestimation des niveaux des spectres acoustiques en champ lointain.7, 12, 16, 26 Diminuer αL a pour
conséquence immédiate d’abaisser les niveaux des spectres acoustiques en champ lointain si bien que ce
coefficient est souvent utilisé comme une variable d’ajustement de ces niveaux. L’influence de αL sur le
spectre de von Kármán-Pao pouvait e^tre attendue. En effet, αL pilote ke et par conséquent la distribution
entre les modes de Fourier de l’énergie cinétique turbulente kt injectée dans la simulation. La figure 2.6
montre le spectre de von Kármán-Pao tracé en un point donné pour différentes valeurs de αL.
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FIGURE 2.6 – Influence du facteur de calibration αL sur le spectre de von Kármán-Pao.
Lorsque kmax est constant, changer le facteur de calibration αL modifie non seulement la proportion
d’énergie injectée dans la simulation mais également la définition des modes les plus énergétiques. De-
vant ces résultats, il apparait alors primordial de calculer une valeur physique de αL - valeur qui dépend
de la configuration étudiée. Fleury et al.39 ont montré expérimentalement que, dans le cadre des jets
subsoniques, l’échelle de longueur intégrale Liii dans la direction i au centre de la couche de cisaillement
est approximativement égale à 2δθ . En approximant l’épaisseur de quantité de mouvement δθ à partir de
la simulation RANS :
δθ =
∫ δ
0
u
ua
(
1− u
ua
)
dy
, il est possible de tracer le ratio entre 2δθ et (2/3kt)3/2/ε, ou en d’autres termes une estimation de la
valeur du facteur αL. L’évolution de ce quotient le long du centre de la couche de cisaillement est tracée
sur la figure 2.7. Le ratio est ainsi proche de 1 le long de l’axe y = 0.5D. En conséquence, αL est
fixé à 1 dans le cadre de ce travail. Cette valeur sera conservée lors de l’application du modèle à des
configurations de jets froids subsoniques dont le nombre de Mach est compris entre 0.6 et 0.9.
2.3.3.2 Résultats numériques
Le coefficient de corrélation spatiale Rii(x, r, 0) est étudié au point P1. Les isocontours de Rii(x, r, 0)
sont représentés sur la figure 2.8 et comparés à ceux obtenus par Fleury et al.39 La taille et l’étirement
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FIGURE 2.7 – Evolution du ratio entre 2δθ et (2/3kt)3/2/ε le long de l’axe y = 0.5D.
des motifs de R11(x, r, 0) et R22(x, r, 0) sont en bon accord avec les résultats expérimentaux. L’incli-
naison du motif de R11(x, r, 0), mise en lumière par Fleury et al.39 et reportée comme étant due aux
effets de l’écoulement moyen, est reproduite. La direction principale de R11 est approximativement de
θ = 19o par rapport à l’axe du jet contre θ = 18o pour Fleury et al.39 Des erreurs numériques notables
apparaissent en entrée du domaine sur les isocontours de R11(x, r, 0) et R22(x, r, 0). Elles sont dues à
l’influence de la condition aux limites en entrée du domaine, la grille de calcul étant restreinte.
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FIGURE 2.8 – Isocontours de R11(x, r, 0) ((a) et c)) et R22(x, r, 0) ((b) et d)). En haut : Fleury et al.. En
bas : Simulations. La distance r =
√
ξ21 + ξ
2
2 . Les répartition des niveaux est (0.05,0.2,0.4,0.6,0.8) pour R11
et (0.1,0.2,0.4,0.6,0.8) pour R22.
L’évolution de Rii(x, r, 0) le long de l’axe y = 0.5D est tracée sur la figure 2.9 a). Les données numé-
riques sont en bon accord avec les résultats expérimentaux39 obtenus à M=0.9. En particulier, R11 et R22
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atteignent zéro pour les points les plus distants de P1. En répétant cette opération pour différents points
situés entre x = 2D et x = 10D au centre de la couche de cisaillement, il est possible d’accéder, à partir
de R11, à l’échelle de longueur intégrale L(j)11 le long de la jième direction par la relation (2.14) :
L
(j)
11 =
1
2
∫ +∞
−∞
R11(x, xj , 0)dxj (2.14)
L’évolution de l’échelle de longueur intégrale L(1)11 au centre de la couche de cisaillement est représentée
sur la figure 2.9 b). Me^me si L(1)11 est surestimé d’approximativement 25% - et ceci est en partie du^ au fait
que les effets 3D ne sont pas pris en compte ici - la croissance linéaire de L(1)11 le long de l’axe y = 0.5D
est correctement simulée. On peut remarquer que la qualité de la modélisation des échelles de longueur
intégrales conforte la valeur de αL = 1 calculée dans la section 2.3.3.1.
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FIGURE 2.9 – a) Evolution de Rii(x, r, 0) au centre de la couche de cisaillement. Le point de référence est P1 b)
Evolution de l’échelle de longueur intégrale adimensionnée L(1)11 /D au centre de la couche de cisaillement.
2.3.4 Etude des échelles temporelles
Les fonctions de corrélations spatio-temporelles de vitesse Rij(x, r, τ) sont étudiées au point P2. Les
motifs de Rii(x, r, τ) obtenus pour différentes valeurs du décalage temporel τ sont représentés sur la fi-
gure 2.10. Comme pour les résultats de référence39 montrés sur la figure 2.11, l’atténuation deRii(x, r, τ)
avec l’augmentation de τ est clairement remarquable.
Le déplacement des motifs de corrélation en fonction du décalage temporel τ est tracé sur la figure 2.12.
La position du maximum de R11(x, r, τ) en fonction du décalage temporel τ le long de l’axe y = 0.5D
est correctement modélisée, la courbe numérique étant parfaitement identique à celle mesurée expéri-
mentalement.39 En outre, la pente de la courbe présentée sur la figure 2.12, correspondant à la vitesse
moyenne de convection des structures turbulentes au point P2, est exactement reproduite et égale à 0.6ua.
Le modèle développé prend donc correctement en compte la modélisation de la convection des structures
turbulentes au centre de la couche de cisaillement.
Le processus de décorrélation du champ de vitesse est également étudié au point P2. L’atténuation des
fonctions R11(x, r, τ) et R22(x, r, τ) en fonction de τ est d’abord étudiée dans un référentiel Eulérien
sur la figure 2.13 a).
Les courbes montrent que R11 et R22 suivent la me^me loi de décroissance, proche de celle mesurée expé-
rimentalement pour R11. Les données expérimentales39 montrent plus de disparités entre la décroissance
de R11 et celle de R22. En particulier, la courbe d’atténuation de R22 décro^ıt plus vite que celle de R11.
Ce phénomène n’est pas reproduit par cette approche. L’atténuation des fonctions de corrélations dans un
référentiel Lagrangien se déplaçant à la vitesse uc est représentée sur la figure 2.13 b), i.e Rii(x, ucτ, τ)
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FIGURE 2.10 – A gauche : R11(x, r, τ). A droite : R22(x, r, τ). Le point de référence est P2. Les motifs sont
montrés pour différents décalages temporels : (a) τ = 0 µs. (b) τ = 50 µs. (c) τ = 150 µs. (d) τ = 245 µs. Les
niveaux des isocontours sont (0.05,0.2,0.4,0.6,0.8).
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FIGURE 2.11 – A gauche : R11(x, r, τ) et à droite : R22(x, r, τ) obtenues par Fleury et al.39 Le point de référence
est P2. Les motifs sont montrés pour différentes valeur du décalage temporel : (a) τ = 0 µs. (b) τ = 50 µs. (c)
τ = 150 µs. (d) τ = 245 µs. Les niveaux des isocontours sont (0.05,0.2,0.4,0.6,0.8).
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FIGURE 2.12 – Déplacement du maximum de R11(x, r, τ) en fonction du décalage temporel τ . Le point de réfé-
rence est P2.
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FIGURE 2.13 – a) Processus de décorrélation du champ de vitesse dans un référentiel Eulérien au point P2. b) :
Processus de décorrélation du champ de vitesse dans un référentiel Lagrangien. Le point de référence est P2.
en fonction de τ . Les résultats sont cette fois en bon accord avec les courbes expérimentales. En appli-
quant le modèle développé dans le cadre de ce travail, la modélisation du processus de décorrélation du
champ instationnaire généré est plus précise lorsque que l’on se place dans un référentiel Lagrangien. Ce
résultat était attendu car l’équation (2.9), qui permet de calculer le champ us, peut e^tre assimilée à une
équation de Langevin écrite dans un référentiel Lagrangien. Ce type d’équation stipule que, pour une
variable U , le long d’une ligne de courant :
∂
∂t
U = −1
τ
U +
√
2
τ
ζ (2.15)
Lorsque l’équation (2.15) est résolue numériquement, elle montre des similarités avec l’équation (2.9) :
U(t+∆t) =
(
1− ∆t
τ
)
︸ ︷︷ ︸
DL1 de e−∆t/τ
U(t) +
√
2∆t
τ︸ ︷︷ ︸
DL1 de
√
1−e−2∆t/τ
ζ (2.16)
où DL1 désigne le développement limité d’ordre 1 pour les fonctions données autour de la valeur 0, i.e
quand τ >> ∆t.
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2.3.5 Discussion sur le choix de ubulk
Dans le cadre de l’étude de la configuration d’un jet subsonique, le choix a été fait d’imposer ubulk = u
car cela permet de modéliser les effets de cisaillement de l’écoulement moyen sur la turbulence générée.
Cependant, la configuration ubulk = uc = 0.6uj a également été testée. Les calculs présentés dans
la section 2.3.2 ont ainsi été reproduit à partir de cette hypothèse. Les isocontours du coefficient de
corrélation spatiale Rii(x, r, 0), étudiés au point P1, sont tracés sur la figure 2.14.
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FIGURE 2.14 – Isocontours de R11(x, r, 0) (a) et de R22(x, r, 0) (b). La répartition des niveaux est
(0.05,0.2,0.4,0.6,0.8) pour R11 et (0.1,0.2,0.4,0.6,0.8) pour R22. Les résultats ont été obtenus en fixant ubulk =
uc = 0.6uj .
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FIGURE 2.15 – Evolution de Rii(x, r, 0) au centre de la couche de cisaillement. Le point de référence est P1. Les
résultats ont été obtenus en fixant ubulk = uc = 0.6uj .
Les tailles respectives des motifs de R11(x, r, 0) et R22(x, r, 0) sont comparables aux résultats présentés
dans la section 2.3.3. Cependant, l’inclinaison du motif de R11(x, r, 0), observée lorsque ubulk = u,
n’est pas reproduite ici. Ce résultat confirme le fait que ce phénomène d’inclinaison est lié aux effets
de cisaillement qu’exerce l’écoulement moyen sur le champ turbulent. Il est à noter que des erreurs nu-
mériques notables apparaissent toujours en entrée du domaine à cause de la proximité de la condition
aux limites. L’évolution de Rii(x, r, 0) le long de l’axe y = 0.5D est tracée sur la figure 2.15 et com-
parée aux résultats obtenus pour la configuration avec ubulk = u. On peut ainsi noter que, hormis la
différence observée concernant l’inclinaison du motif de R11, les deux configurations ne présentent pas
de différences notables en termes d’échelles intégrales longitudinales. Les variations des fonctions de
corrélations spatio-temporelles de vitesse Rij(x, r, τ) pour différentes valeurs du décalage temporel τ
sont étudiées au point P2 et représentées sur la figure 2.16. L’atténuation de Rii(x, r, τ) avec l’augmenta-
tion de τ est clairement remarquable. Le déplacement des motifs de corrélation en fonction du décalage
temporel τ est tracé sur la figure 2.17. Une nouvelle fois, les résultats ne montrent pas de différences
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FIGURE 2.16 – Simulation avec ubulk = 0.6uj . A gauche : R11(x, r, τ) et à droite : R22(x, r, τ). Le point de
référence est P2. Les motifs sont montrés pour différentes valeur du décalage temporel : (a) τ = 0 µs. (b) τ = 50
µs. (c) τ = 150 µs. (d) τ = 245 µs. Les niveaux des isocontours sont (0.05,0.2,0.4,0.6,0.8).
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FIGURE 2.17 – Simulation avec ubulk = 0.6uj . Déplacement du maximum deR11(x, r, τ) en fonction du décalage
temporel τ . Le point de référence est P2.
avec ceux obtenus par la configuration ubulk = u. Ainsi, la vitesse moyenne de convection des struc-
tures turbulentes au point P2, est correctement reproduite et toujours égale à 0.6ua. Le processus de
décorrélation du champ de vitesse est étudié au point P2.
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FIGURE 2.18 – Simulation avec ubulk = 0.6uj . a) Processus de décorrélation du champ de vitesse dans un
référentiel Eulérien au pointP2. b) : Processus de décorrélation du champ de vitesse dans un référentiel Lagrangien.
Que ce soit dans le référentiel Eulérien sur la figure 2.18 a) ou dans le référentiel Lagrangien sur la figure
2.18 b), les résultats sont quasiment identiques à ceux présentés dans la section 2.3.4.
Dans le cadre de l’étude du jet subsonique, deux solutions sont envisageables concernant le choix du
champ porteur ubulk intervenant dans le calcul du champ de vitesse associé aux structures de petite
échelle : i) le champ de vitesse moyenne u imposé par le calcul stationnaire RANS, ii) la vitesse de
convection moyenne uc imposée aux structures de grande échelle à travers le calcul de ul. Les résultats
obtenus à l’aide de ces deux configurations ne montrent pas de différences significatives en terme de
corrélations spatio-temporelles du champ de vitesse turbulente au centre de la couche de cisaillement.
Cependant, imposer ubulk = u permet de prendre en compte une partie des effets de cisaillement de
l’écoulement moyen sur la turbulence générée. Dans le cadre de ce travail, le choix de ubulk = u est
donc conservé.
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2.4 Modélisation du jet subsonique entier
L’étude de validation des grandeurs aérodynamiques statistiques exposée dans la section 2.3 a montré
que le modèle développé et introduit dans la section 2.2 est capable de synthétiser une turbulence res-
pectant certaines propriétés. Dans le cadre de l’étude d’un jet subsonique, le champ instationnaire généré
reproduit les fonctions de corrélation de vitesse dans la couche de cisaillement et intègre les effets de
cisaillement imposés par l’écoulement moyen. La convection des structures turbulentes vers l’aval du
jet est également prise en compte correctement. Néanmoins, cette étude de validation a été effectuée en
réalisant des calculs 2D ne prenant en compte que les composantes longitudinale et radiale du champ
de vitesse turbulente. Dans le cadre de cette thèse, des champs instationnaires 3D sont nécessaires à
l’aboutissement de l’étude du jet subsonique confiné. Dans cette section, une modélisation 3D du jet
subsonique Φ80 complet est réalisé sur un maillage plus grossier que ceux utilisés précédemment dans
le chapitre, ce qui implique de diminuer le nombre d’onde maximal modélisé kmax. Dans un premier
temps, des grilles 2D équivalentes en taille et position à celles utilisées dans la section 2.3 sont extraites
de la simulation 3D afin de vérifier que les résultats obtenus précédemment sont toujours valables après
le passage à la 3D avec une résolution dégradée. Dans un deuxième temps, une discussion concernant la
conservation de l’énergie cinétique turbulente est menée.
2.4.1 Mise en oeuvre des calculs
Un maillage cartésien régulier 3D constitué de 519×108×108 points a été généré. Il s’étend jusqu’à 43D
dans la direction du jet et est compris entre −5.5D et 5.5D dans des directions y et z. A proximité de la
sortie de la tuyère, ∆x = ∆y = ∆z = ∆ = 5 mm, menant à un ratio ∆/D = 0.0625. Cette résolution
spatiale est maintenue jusqu’à x = 28D dans la direction longitudinale. Si l’on se réfère à la relation de
dispersion acoustique, ce maillage est capable de supporter un nombre d’onde maximum kmax = 200
m−1 ce qui constitue un bon compromis entre la qualité de la modélisation aérodynamique dans la plume
du jet et le cou^t de calcul (voir la section 2.4.2). Néanmoins, il est assumé que cette résolution mène à
une faible discrétisation des spectres de von Kármán à proximité de la sortie de la tuyère, kmax ayant été
réduit d’un facteur 5, passant de 1000 m−1 à 200 m−1 en comparaison à l’étude menée au point P1. Le
pas de temps ∆t est fixé à 8.10−6s et 100 modes discrétisent les spectres de von Kármán-Pao. Une zone
éponge est paramétrée en sortie du domaine de calcul à partir de la position longitudinale x = 20D afin
d’éviter la création d’ondes parasites lors de la convection des structures tourbillonnaires au travers de la
condition aux limites de sortie de domaine. La simulation est constituée de 20 000 itérations temporelles.
2.4.2 Vérification de la modélisation des fonctions de corrélation de vitesse
L’étude de validation concernant les fonctions de corrélation de vitesse a été conduite en 2D. Il est donc
primordial de vérifier que les résultats obtenus gra^ce au champ de vitesse synthétisé en 2D sont conservés
en simulant le champ turbulent 3D sur un maillage ne supportant qu’un nombre d’onde kmax réduit.
Pendant la simulation 3D, une grille 2D équivalente en taille et position à celle utilisée dans la section 2.3
pour l’étude du point P2 a été extraite pour calculer les fonctions de corrélation de vitesse. Les contours
de Rii(x, r, 0) sont tracés sur la figure 2.19. Les tailles et inclinaisons des motifs de corrélation sont
préservées en comparant avec la figure 2.10 a). Le déplacement du maximum de R11(x, r, τ) est tracé
en fonction du décalage temporel τ sur la figure 2.20. La diminution de la résolution a un impact visible
sur la modélisation de la vitesse de convection des structures turbulentes dans la couche de cisaillement,
passant de uc = 0.6uj à approximativement uc = 0.52uj . Le processus de décorrélation du champ de
vitesse est montré dans les référentiels Eulérien et Lagrangien sur la figure 2.21. Les résultats numériques
sont clairement affectés par le changement dans la paramétrisation mais le processus de décorrélation
n’est pas détruit, les résultats restant en bon accord avec ceux de la référence [39].
A la vue de ces résultats, on peut conclure que me^me si le champ instationnaire synthétisé est légèrement
atteint par la dégradation de la résolution du calcul et donc par la diminution du nombre d’onde maximal
52
53
-1.0 -0.5 -0.4 0.0 0.4 0.8 1.2-0.8
-0.4
0.0
0.4
0.8
ξ1/D
ξ 2
/D
a)
-1.0 -0.5 -0.4 0.0 0.4 0.8 1.2-0.8
-0.4
0.0
0.4
0.8
ξ1/D
ξ 2
/D
b)
FIGURE 2.19 – Le point de référence est P2. Isocontours de R11(x, r, 0) (a) et R22(x, r, 0) (b). Les répartition
des niveaux des isocontours est (0.05,0.2,0.4,0.6,0.8) pour R11 et (0.1,0.2,0.4,0.6,0.8) pour R22.
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FIGURE 2.20 – Déplacement du maximum de R11(x, r, τ) en fonction du décalage temporel τ . Le point de réfé-
rence est P2.
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FIGURE 2.21 – a) Processus de décorrélation dans le référentiel Eulérien au point P2. b) : Processus de décorré-
lation dans un référentiel Lagrangien se déplaçant à la vitesse uc. Le point de référence est P2.
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modélisé, le choix de kmax = 200 m−1 est un bon compromis entre la modélisation des grandeurs
aérodynamiques de l’écoulement et le temps de calcul.
2.4.3 Visualisation du champ stochastique généré
Une visualisation du champ de vecteurs vitesses dans le plan médian x − y est représentée sur la figure
2.22 a) pour t = 20 000∆t, temps permettant aux structures tourbillonnaires se mouvant à une vitesse de
0.6uj de traverser 5 fois le domaine de calcul. Les effets de l’écoulement moyen sur le champ turbulent
sont clairement visibles, en particulier dans la zone située après la fin du co^ne potentiel. On peut par
ailleurs noter que la représentation de ce champ de vecteurs montre des similarités avec celle montrée
par Billson et al.,17 notamment pour ce qui est de la stratification de l’écoulement. On définit le champ
de vorticité ω par ses trois composantes (ωx, ωy, ωz) selon les directions x, y et z :
∇× u =

ωx
ωy
ωz
 =

∂w
∂y
− ∂v
∂z
∂u
∂z
− ∂w
∂x
∂v
∂x
− ∂u
∂y

L’amplitude du champ de vorticité calculée à partir du champ de vitesse stochastique au temps t =
20 000∆t est tracée dans le plan médian xy sur la figure 2.23 a) puis dans des plans transverses yz
sur les figures 2.23 b) à 2.23 e). On peut remarquer que la taille du co^ne potentiel simulé par le calcul
stationnaire de type RANS - égale à Lcp = 6.8D - est conservée pendant le calcul stochastique. Une
activité tourbillonnaire intense est visible dans la couche de cisaillement et dans la zone située juste en
aval de la fin du co^ne potentiel. En revanche, l’amplitude du vecteur vorticité décroit rapidement après
x = 20D du fait de la présence de la zone éponge.
a)
b)
FIGURE 2.22 – Champ de vecteurs vitesse instantané dans le plan médian x − y obtenu a) dans le cadre de ce
travail et b) par Billson et al.18 lors de l’étude d’un jet subsonique à M=0.72.
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FIGURE 2.23 – Amplitude du champ de vorticité Ω dans a) le plan médian y− z, puis les plan transverse y− z b)
en x = 4D, c) en x = 6D, d) en x = 10D et e) en x = 14D. Les niveaux sont compris entre 150 et 450 s−1.
2.4.4 Etude de la cartographie d’énergie cinétique turbulente
Des profils radiaux de urms et vrms sont comparés aux courbes obtenues par Fleury et al.39 pour des jet
libres à M=0.6 et M=0.9 sur la figure 2.24. Dans le cadre de ce travail, les niveaux d’intensité turbulente
sont inférieurs aux résultats de référence.39 Sur la figure 2.24 a), on peut noter 35% de perte d’amplitude
au niveau du maximum des courbes entre les champs urms simulé et mesuré. De plus, le phénomène
d’anisotropie montré par les courbes expérimentales n’est pas reproduit par le modèle stochastique, les
profils numériques obtenus pour urms et vrms étant sensiblement identiques. Ce résultat était attendu car
la méthode développée n’intègre pas de modèle d’anisotropie. Alors que les profils numériques obtenus
en x = 4D et x = 5D se superposent, les courbes relevées en x = 2D et x = 3D ne suivent pas la
-4 -3 -2 -1 0 1 2 3 4 5
0.00
0.03
0.06
0.09
0.12
0.15
0.18
(
y − yD1/2
)
/δθ
u
rm
s/
u
j
a)
-4 -3 -2 -1 0 1 2 3 4 5
0.00
0.03
0.06
0.09
0.12
0.15
0.18
(
y − yD1/2
)
/δθ
v r
m
s/
u
j
b)
FIGURE 2.24 – a) urms/uj , b) vrms/uj . Résultats numériques : profil radial en x = 2D (), x = 3D (△), x = 4D
(∇), x = 5D (◦). Référence39 : profil d’intensité turbulente moyenné entre x = 2D et x = 5D pour des jets libres
froids à M=0.6 ( ) et M=0.9 ( )
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me^me loi de similarité. Ce phénomène est du^ à la résolution spatiale du maillage : avant x = 4D, les
structures turbulentes les plus énergétiques sont plus fines et donc associées à des nombres d’onde qui
peuvent e^tre du me^me ordre, voir plus grand, que le nombre d’onde maximal kmax choisi. Une proportion
plus faible d’énergie cinétique turbulente est donc supportée par l’intervalle [kmin, kmax]. A partir d’une
certaine position longitudinale x, ke devient tel que ke << kmax et la perte d’énergie à l’injection tend
vers une limite, les profils numériques peuvent alors devenir autosimilaires. On peut néanmoins noter
que l’allure générale des profils, incluant la position radiale associée au maximum d’intensité turbulente,
est correctement modélisée. Les me^mes conclusions peuvent e^tre tirées au regard de la figure 2.25 qui
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FIGURE 2.25 – Profils longitudinaux d’intensité turbulente le long de l’axe du jet y = 0.a) urms/uj , b) vrms/uj .
Résultats numériques (), référence39 : M=0.6 ( ), M=0.9 ( ).
représente l’évolution des intensités turbulentes le long de l’axe du jet. On peut remarquer que, dans
le cadre de la simulation, les niveaux de turbulence à l’intérieur du co^ne potentiel sont nuls. L’aniso-
tropie du champ de vitesse stochastique observée sur les figures 2.24 et 2.25 est vérifiée sur la figure
2.26 où les densités spectrales de puissance des trois composantes de vitesse u, v et w sont tracées en
différentes positions longitudinales comprises entre x = 2D et x = 7D du centre de la couche de ci-
saillement. La figure 2.26 révèle que les trois composantes de vitesse stochastique sont similaires en
terme de niveaux et de contenu fréquentiel. En suivant l’idée initiale de Smirnov et al.,96 Billson et
al.18 ont proposé une méthode permettant de prendre en compte le caractère anisotrope d’un écoulement
donné. Des études récentes26, 76 ont néanmoins montrées que l’anisotropie n’a que très peu d’effet sur le
rayonnement acoustique d’un jet libre subsonique.
Sur la figure 2.27, la cartographie de l’énergie cinétique turbulente kt reconstruite à partir du champ de
vitesse stochastique par la relation 1/2(u2 + v2 +w2) est comparée à la cartographie d’énergie injectée
au début du calcul à travers les spectres de von Kármán-Pao :
N∑
n=1
E(kn)∆kn.
Des différences notables entre ces cartographies peuvent e^tre relevées. Dans un premier temps, une por-
tion de l’énergie cinétique turbulente a été perdue pendant le calcul. Dans un deuxième temps, la zone
énergétique localisée en aval de la fin du co^ne potentiel s’étend davantage en aval sur la cartographie
provenant de la simulation. Néanmoins, la méthode développée est capable de reproduire les deux lobes
énergétiques, localisés dans la couche de cisaillement, qui caractérisent la cartographie 2D de l’énergie
cinétique turbulente d’un jet subsonique. De plus, la taille du co^ne potentiel reste inchangée après la
simulation. L’évolution de kt le long de l’axe y = 0.5D est montrée sur la figure 2.28 a). Malgré le fait
qu’une perte d’énergie - de 15% en x = 8D - intervient pendant la simulation, on peut tout de me^me
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FIGURE 2.26 – Densité spectrale de puissance des signaux de vitesse u ( ), v ( ) et w ( ) en diffé-
rentes positions longitudinales sur l’axe y = 0.5D.
noter que la position longitudinale correspondant au maximum d’énergie ainsi que la pente de décrois-
sance après x = 8D sont correctement restituées. Les me^mes conclusions peuvent e^tre tirées au regard
de la figure 2.28 b) qui présente des profils radiaux de kt en différentes abscisses x. Malgré la perte
d’énergie, la répartition spatiale des points les plus énergétiques et la décroissance d’énergie aux limites
de la plume du jet sont correctement modélisées. Ces résultats permettent, en assumant une légère perte
d’énergie pendant le calcul, de s’assurer que les sources acoustiques les plus énergétiques seront situées
dans la couche de cisaillement et dans la zone localisée en aval du co^ne potentiel. Cette perte d’éner-
gie est intrinsèque au modèle développé. L’équation (2.10) implique que, en un point donné, us dépend
d’une part d’une certaine quantité d’énergie locale et d’autre part de la turbulence construite depuis des
points situés en amont qui ne possèdent pas les me^mes conditions initiales. Ainsi, si l’énergie cinétique
turbulente n’est pas une constante de l’espace, l’énergie injectée ne peut e^tre exactement reproduite par
le champ turbulent généré. La perte d’énergie intervient donc pendant la résolution de l’équation (2.10)
à cause de l’inhomogénéité en énergie cinétique turbulente kt du milieu.
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FIGURE 2.27 – Cartographie d’énergie cinétique turbulente kt. a) injectée depuis les spectres de von Kármán-Pao,
b) reconstruite à partir du champ de vitesse stochastique en moyennant 12 000 itérations temporelles . Les niveaux
sont compris entre 0 et 1000 m2/s2.
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FIGURE 2.28 – Comparaison entre les énergies cinétiques turbulentes initiale et reconstruite. a) Profil le long
de l’axe y = 0.5D, b) Profils radiaux à différentes positions longitudinales x.( ) kt reconstruite, ( ) kt
injectée.
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2.4.5 Correction en énergie
A cause de l’inhomogenéité de l’écoulement moyen, la résolution de l’équation (2.10) entra^ıne une
perte d’énergie cinétique turbulente. Cette perte est à associer au calcul du champ de vitesse v, celui-
ci étant dépendant de modes convectés depuis des points situés plus en amont qui n’ont pas la me^me
énergie cinétique turbulente. Néanmoins, le champ aléatoire ζ est construit localement. Il porte ainsi la
proportion exacte d’énergie locale. En d’autres termes, la perte d’énergie serait évitée si us avait le me^me
poids énergétique que ζ. Afin d’éviter cette perte de kt, une correction adaptative a été testée : à chaque
itération temporelle, le champ de vitesse associé aux structures de petite échelle est renormalisé par la
relation (2.17) :
u′s =
‖ζ‖
‖us‖us (2.17)
Afin de tester ce processus de correction en énergie, le calcul 2D réalisé au point P2 et présenté dans
la section 2.3 a été réitéré en considérant que u = ul + u′s. Les profils radiaux de l’énergie cinétique
turbulente sont tracés sur la figure 2.29. Les courbes d’énergie reconstruites suivent les courbes d’énergie
initiale.
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FIGURE 2.29 – Profils radiaux de () l’énergie cinétique turbulente reconstruite après la correction en énergie et
( ) l’énergie injectée au début du calcul au travers des spectres de von Kármán Pao
0.0 0.4 0.8 1.2 1.6 2.0
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
R11
R22
R11 Fleury et al
R22 Fleury et al
τuj/D
R
1
1
R
2
2
a)
1.0 0.0 0.5
0.0
0.2
0.4
0.6
0.8
1.0
R11
R22
R11 Fleury et al
R22 Fleury et al
τuj/D
R
1
1
R
2
2
b)
FIGURE 2.30 – a) Processus de décorrélation du champ de vitesse dans un référentiel Eulérien au point P2 après
correction en énergie. b) Processus de décorrélation du champ de vitesse dans un référentiel Lagrangien après
correction en énergie. Le point de référence est P2.
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Les différences intervenant aux maxima d’énergie sont dues à la faible proportion d’énergie portée par
le terme croisé ul · us. Néanmoins, on peut remarquer sur la figure 2.30 que la modélisation de la décor-
rélation du champ de vitesse est détériorée par cette renormalisation, si bien que la cohérence temporelle
du champ est complètement détruite. Ceci est du^ au fait que le facteur de renormalisation est dépendant
de l’espace et du temps. Ses variations, trop brutales, entra^ınent une décorrélation totale du champ de
vitesse lorsque t est grand. Nous avons donc essayé de corriger le champ de vitesse turbulente en ampli-
tude pour que l’énergie supportée par le champ synthétisé soit égale à celle introduite en début de calcul.
Cette méthode n’ayant pas abouti, elle ne sera pas mise en oeuvre pour la suite du travail.
2.5 Conclusions du chapitre
La revue bibliographique réalisée dans le chapitre 1 et la considération de la géométrie à étudier nous
ont contraint à développer une nouvelle méthode de génération de turbulence qui a été présentée dans ce
chapitre. Ledit modèle, qui est à classer dans la famille des méthodes en modes de Fourier, est basé sur un
mécanisme fondamental de la décorrélation du champ de vitesse : l’effet de sweeping. Il allie la méthode
de Bailly & Juvé7 et une approche de type Billson et al.16 Cette méthode présente l’avantage d’e^tre
facilement implémentable numériquement et utilisable sur n’importe quelle géométrie 3D à partir du
moment qu’un calcul stationnaire de la configuration est disponible et que les hypothèses faites pour ba^tir
le modèle sont compatibles avec la configuration étudiée. Me^me si le cou^t de calcul qu’elle engendre la
rend toujours avantageuse par rapport aux méthodes directes, on peut néanmoins noter qu’il est supérieur
à celui qu’occasionnent les méthodes en modes de Fourier classiques du fait de la résolution de l’équation
d’advection (2.10). La méthode a été validée sur les grandeurs aérodynamiques statistiques d’un jet libre
subsonique. Elle est notamment capable de reproduire les corrélations spatio-temporelles de vitesse dans
l’écoulement. Elle prend correctement en compte la vitesse des structures turbulentes dans la couche de
mélange et intègre certains effets de l’écoulement moyen sur la turbulence générée, comme les effets de
cisaillement. En revanche, il n’a pas été possible, compte tenu de la construction du modèle développé,
d’imposer une conservation exacte de l’énergie cinétique turbulente kt. Néanmoins, la perte d’énergie
reste limitée et la distribution spatiale des points les plus énergétiques est tout de me^me conservée. Ce
modèle stochastique permet donc de générer une turbulence dont les caractéristiques spatio-temporelles
sont comparables à ce qui peut e^tre observé expérimentalement et qui devrait ainsi permettre de calculer
des termes sources réalistes pour les cas du jet libre et du jet confiné. On peut tout de me^me noter qu’une
étude en nombre de Mach pourrait e^tre réalisée afin de compléter le processus de validation du modèle.
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Chapitre 3
Stratégie et présentation des outils
numériques
3.1 Introduction
Pour une configuration d’écoulement donnée, l’obtention du rayonnement acoustique en champ lointain
impose l’utilisation de techniques numériques spécifiques. L’ensemble des méthodologies disponibles
basées sur les modèles stochastiques de génération de la turbulence et menant à l’obtention des signaux
acoustiques en champ lointain est résumé sur la figure 3.1. En partant d’un calcul stationnaire RANS,
le champ aérodynamique instationnaire de vitesse, qui permet ensuite de calculer des termes sources à
injecter dans les équations de la propagation acoustique, est fourni par le modèle stochastique présenté
et validé dans le chapitre 2.
AERODYNAMIQUE
STATIONNAIRE
AERODYNAMIQUE
INSTATIONNAIRE
CHAMP PROCHE
ACOUSTIQUE
CHAMP LOINTAIN
ACOUSTIQUE
Calcul
RANS
Calcul
stochastique
LEE
LEE
Méthodes
intégrales
Méthodes
intégrales
(1) (2) (3)
(2)
(2)
FIGURE 3.1 – Présentation des différentes méthodologies donnant accès au rayonnement acoustique. (1) Injection
des grandeurs moyennes aérodynamiques et des variables de transport, (2) Forçage par calcul d’un terme source
volumique et (3) Rayonnement de surfaces de contro^le.
Dans le cadre de cette thèse, différentes méthodologies sont utilisées pour accéder aux spectres acous-
tiques en champ lointain. La validation de l’outil numérique est effectuée sur le cas d’un jet libre sub-
sonique dans le chapitre 4. Pour ce cas, les équations d’Euler forcées par un terme source stochastique
sont résolues à chaque itération jusque dans le champ lointain afin d’accéder directement au rayonne-
ment acoustique. Le code utilisé est sAbrinA_v0 développé à l’Onera. Dans le chapitre 5, un cha^ınage
est réalisé entre les équations d’Euler - i.e le code sAbrinA_v0 - et une méthode intégrale afin d’effectuer
les calculs sur la configuration du jet subsonique confiné en conservant un cou^t de calcul raisonnable.
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Plus précisément, la propagation des ondes acoustiques en champ proche - i.e à l’intérieur du conduit et à
proximité de sa sortie - est obtenue par la résolution des équations d’Euler linéarisées alors que l’acous-
tique en champ lointain sera fournie par la formulation fréquentielle de l’analogie de Ffowcs Williams et
Hawkings implémentée dans le code MIA de l’Onera.
3.2 Propagation en champ proche
3.2.1 Présentation du code Euler sAbrinA_v0
Dans le cadre de ce travail, la modélisation de la propagation acoustique en champ proche est réalisée
avec le code Euler de l’Onera sAbrinA_v0.78, 82–86, 106 Il propose de résoudre les équations d’Euler com-
plètes ou linéarisées en variables perturbées et en formulation conservative sur des maillages structurés
multi-blocs. La discrétisation spatiale des équations d’Euler est réalisée à l’aide de schémas aux dif-
férences finies d’ordre élevé, pouvant e^tre ou non optimisés dans l’espace des nombres d’onde.105 Le
code comprend également un filtrage explicite. La discrétisation temporelle est assurée par un schéma de
Runge Kutta compact d’ordre 3. Le code est parallélisé à l’aide des librairies standards MPI (Message
Passing Interface). Il inclut les conditions aux limites usuelles que sont les conditions de réflexion par une
paroi solide, de non-réflexion, et de rayonnement en champ libre.46, 47, 83, 86 Plus de détails concernant le
code sAbrinA_v0 et sa méthodologie sous-jacente peuvent e^tre trouvés dans la littérature.83, 86
3.2.2 Formulation des équations d’Euler sous forme conservative
Dans le cadre de cette thèse, une version aménagée du code Euler sAbrinA_v0 de l’Onera est utilisée.
Cette dernière autorise le forçage des équations d’Euler par un terme source. La formulation des équa-
tions d’Euler en forme conservative implémentée dans sAbrinA_v0 est présentée dans cette section. Dans
le cas particulier d’un fluide parfait compressible et non soumis à des transferts de chaleur ou de masse,
la forme conservative des équations d’Euler, i.e les lois de conservation de la masse, de la quantité de
mouvement et de l’énergie, peut se mettre sous la forme suivante ∗ :
∂U
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
= 0 (3.1)
où U représente le vecteur solution (ρ, ρu, ρv, ρw, ρe)T et F, G et H font respectivement référence aux
vecteurs flux selon les directions x, y et z. e désigne l’énergie totale. Ces vecteurs sont donnés par les
expressions suivantes :
F =

ρu
ρu2 + p
ρuv
ρuw
u
(
1
2
ρu2k +
γ
γ − 1p
)

, G =

ρv
ρuv
ρv2 + p
ρvw
v
(
1
2
ρu2k +
γ
γ − 1p
)

, H =

ρw
ρuw
ρvw
ρw2 + p
w
(
1
2
ρu2k +
γ
γ − 1p
)

Dans l’équation (3.1), toutes les variables font références aux variables totales. On peut noter que l’hy-
pothèse de gaz parfait a permis de remplacer l’énergie totale e dans l’équation d’énergie, cette dernière
étant alors reliée à la pression par la relation (3.2) :
e =
u2k
2
+
1
γ − 1
p
ρ
(3.2)
∗. Par souci de commodité, le repère cartésien sera noté indifféremment (x, y, z) ou (x1, x2, x3) tout au long du manuscrit.
De me^me, les coordonnées du vecteur vitesse u seront notées (u, v, w) ou (u1, u2, u3)
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3.2.3 Formulation conservative des équations d’Euler en perturbations
Afin d’étudier les fluctuations de pression en champ lointain, il est préférable de travailler avec les équa-
tions d’Euler en perturbation qui nous donnent directement accès aux fluctuations des grandeurs aérody-
namiques. On considère ainsi que le champ total est séparé en deux parties distinctes : la première étant
associée à un champ dit porteur et la seconde étant liée aux fluctuations superposées à ce champ porteur.
Chacune des variables primitives est ainsi divisée en deux termes respectivement liés au champ porteur
(.) et aux fluctuations (.′) :
ρ = ρ0 + ρ
′ , ui = u0i + u
′
i , p = p0 + p
′
Une fois cette décomposition introduite dans (3.1), il est possible d’écrire le système d’équations sous la
forme suivante :[
∂U0
∂t
+
∂F0
∂x
+
∂G0
∂y
+
∂H0
∂z
]
+
[
∂U′
∂t
+
∂F′
∂x
+
∂G′
∂y
+
∂H′
∂z
]
= 0 (3.3)
avec, pour le champ porteur : U0 =
(
ρ0, ρ0u0, ρ0v0, ρ0w0,
1
2
ρ0u
2
k0 +
1
γ − 1p0
)T
et :
F0 =

ρ0u0
ρ0u
2
0 + p0
ρ0u0v0
ρ0u0w0
u0
(
1
2
ρ0u
2
k0 +
γ
γ − 1p0
)

, G0 =

ρ0v0
ρ0v0u0
ρ0v
2
0 + p0
ρ0v0w0
v0
(
1
2
ρ0u
2
k0 +
γ
γ − 1p0
)

,
H0 =

ρ0w0
ρ0w0u0
ρ0w0v0
ρ0w
2
0 + p0
w0
(
1
2
ρ0u
2
k0 +
γ
γ − 1p0
)

Pour les variables perturbées, on distingue les termes linéaires (indice l) des termes non linéaires (indice
nl). On peut ainsi écrire : 
U
′ = U′l +U
′
nl
F
′ = F′l + F
′
nl
G
′ = G′l +G
′
nl
H
′ = H′l +H
′
nl
(3.4)
avec, pour le vecteur solution U′ :
U
′
l =

ρ′
ρ′u0 + ρ0u
′
ρ′v0 + ρ0v
′
ρ′w0 + ρ0w
′
ρ0uk0u
′
k +
1
2
ρ′u2k0 +
1
γ − 1p
′

, U′nl =

0
ρ′u′
ρ′v′
ρ′w′
1
2
ρ0u
′2
k + ρ
′uk0u
′
k +
1
2
ρ′u′k2

(3.5)
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Pour le vecteur flux F′, il résulte de la décomposition (3.4) :
F
′
l =

ρ′u0 + ρ0u
′
2ρ0u0u
′ + p′ + ρ′u20
ρ′u0v0 + ρ0u
′v0 + ρ0u0v
′
ρ′u0w0 + ρ0u
′w0 + ρ0u0w
′
u′
(
1
2
ρ0u
2
k0 +
γ
γ − 1p0
)
+ u0
(
ρ0uk0u
′
k +
1
2
ρ′u2k0 +
γ
γ − 1p
′
)

F
′
nl =

ρ′u′
2ρ′u0u
′ + ρ′u′2
ρ′u′v0 + ρ
′u0v
′ + ρ0u
′v′ + ρ′u′v′
ρ′u′w0 + ρ
′u0w
′ + ρ0u
′w′ + ρ′u′w′
u′
(
ρ0u
′
kuk0 +
1
2
ρ′u2k0 +
γ
γ − 1p
′
)
+
(
u0 + u
′
)(
ρ′uk0u
′
k +
1
2
ρ0u
′2
k +
1
2
ρ′u′2k
)

De la me^me manière, on obtient pour le vecteur G′ :
G
′
l =

ρ′v0 + ρ0v
′
ρ′v0u0 + ρ0v
′u0 + ρ0v0u
′
2ρ0v0v
′ + p′ + ρ′v20
ρ′v0w0 + ρ0v
′w0 + ρ0v0w
′
v′
(
1
2
ρ0u
2
k0 +
γ
γ − 1p0
)
+ v0
(
ρ0uk0u
′
k +
1
2
ρ′u2k0 +
γ
γ − 1p
′
)

G
′
nl =

ρ′v′
ρ′v′u0 + ρ
′v0u
′ + ρ0v
′u′ + ρ′v′u′
2ρ′v0v
′ + ρ′v′2
ρ′v′w0 + ρ
′v0w
′ + ρ0v
′w′ + ρ′v′w′
v′
(
ρ0u
′
kuk0 +
1
2
ρ′u2k0 +
γ
γ − 1p
′
)
+
(
v0 + v
′
)(
ρ′uk0u
′
k +
1
2
ρ0u
′2
k +
1
2
ρ′u′2k
)

ainsi que pour le vecteur H′ :
H
′
l =

ρ′w0 + ρ0w
′
ρ′v0u0 + ρ0v
′u0 + ρ0v0u
′
2ρ0v0v
′ + p′ + ρ′v20
ρ′v0w0 + ρ0v
′w0 + ρ0v0w
′
w′
(
1
2
ρ0u
2
k0 +
γ
γ − 1p0
)
+ w0
(
ρ0uk0u
′
k +
1
2
ρ′u2k0 +
γ
γ − 1p
′
)

64
65
H
′
nl =

ρ′w′
ρ′w′u0 + ρ
′w0u
′ + ρ0w
′u′ + ρ′w′u′
ρ′w′v0 + ρ
′w0v
′ + ρ0w
′v′ + ρ′w′v′
2ρ′w0w
′ + ρ′w′2
w′
(
ρ0u
′
kuk0 +
1
2
ρ′u2k0 +
γ
γ − 1p
′
)
+
(
w0 + w
′
)(
ρ′uk0u
′
k +
1
2
ρ0u
′2
k +
1
2
ρ′u′2k
)

3.2.4 Simplification des équations d’Euler en forme conservative et variables perturbées
3.2.4.1 Formulation des équations d’Euler en variables perturbées
Dans un premier temps, on considère que le champ porteur est solution des équations d’Euler :
∂U0
∂t
+
∂F0
∂x
+
∂G0
∂y
+
∂H0
∂z
= 0 (3.6)
Dans ce cas précis, résoudre le système d’équations général (3.3) sur le champ total revient ainsi à
travailler sur le système d’équations sur les variables perturbées :
∂U′
∂t
+
∂F′
∂x
+
∂G′
∂y
+
∂H′
∂z
= 0 (3.7)
Le système d’équations (3.7) donnent directement accès aux variables perturbées en tenant compte d’un
champ porteur imposé en entrée du calcul. Dans le cadre de ce travail, il est ainsi possible d’imposer le
champ stationnaire issu du calcul RANS comme champ porteur puis d’étudier l’évolution des grandeurs
perturbées qui évoluent sur ce champ porteur. La propagation des ondes acoustiques est donc directement
fournie par le système d’équations (3.7).
3.2.4.2 Linéarisation des équations d’Euler en variables perturbées
Dans la littérature, les équations d’Euler sont souvent utilisées sous leur forme linéarisée lorsque la
théorie linéaire est valable. Les sources acoustiques engendrées par le type de configurations étudiées -
i.e jets subsoniques libres ou confinés - ne sont pas de forte amplitude, il est donc possible de négliger
les termes non-linéaires du système d’équations (3.7) et de modéliser l’évolution des champs perturbés
par le système d’équations (3.8) :
∂U′l
∂t
+
∂F′l
∂x
+
∂G′l
∂y
+
∂H′l
∂z
= 0 (3.8)
3.2.5 Equations en coordonnées curvilignes
Pour des raisons de géométrie ou de réduction du nombre de cellules, l’étude de jets libres ou confinés
peut nécessiter la conception de maillages curvilignes. Il est ainsi nécessaire de réaliser une transforma-
tion de coordonnées pour permettre la résolution du système d’équations (3.8) à l’aide des schémas aux
différences finies présentés dans la partie 3.2.7. Dans le système de coordonnées curvilignes (ξ, η, ϕ), le
premier membre du système d’équations (3.8) s’écrit :
∂U′l
∂t
+
(
∂F′l
∂ξ
∂ξ
∂x
+
∂F′l
∂η
∂η
∂x
+
∂F′l
∂ϕ
∂ϕ
∂x
)
+
(
∂G′l
∂ξ
∂ξ
∂y
+
∂G′l
∂η
∂η
∂y
+
∂G′l
∂ϕ
∂ϕ
∂y
)
+
(
∂H′l
∂ξ
∂ξ
∂z
+
∂H′l
∂η
∂η
∂z
+
∂H′l
∂ϕ
∂ϕ
∂z
)
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Les dérivées (dx, dy, dz) et (dξ, dη, dϕ) sont reliées entre elles de la manière suivante :
 dxdy
dz
 =

∂x
∂ξ
∂x
∂η
∂x
∂ϕ
∂y
∂ξ
∂y
∂η
∂y
∂ϕ
∂z
∂ξ
∂z
∂η
∂z
∂ϕ

 dξdη
dϕ
⇐⇒
 dξdη
dϕ
 =

∂ξ
∂x
∂ξ
∂y
∂ξ
∂z
∂η
∂x
∂η
∂y
∂η
∂z
∂ϕ
∂x
∂ϕ
∂y
∂ϕ
∂z

 dxdy
dz

On a donc l’égalité suivante :

∂x
∂ξ
∂x
∂η
∂x
∂ϕ
∂y
∂ξ
∂y
∂η
∂y
∂ϕ
∂z
∂ξ
∂z
∂η
∂z
∂ϕ

−1
=

∂ξ
∂x
∂ξ
∂y
∂ξ
∂z
∂η
∂x
∂η
∂y
∂η
∂z
∂ϕ
∂x
∂ϕ
∂y
∂ϕ
∂z
 (3.9)
Les matrices intervenant dans la relation (3.9) sont respectivement inverses. Or, une matrice A de dimen-
sion n est reliée à sa matrice inverse par :
A−1 =
1
det(A)
At
Il est ainsi possible d’écrire :

∂ξ
∂x
=
1
J
(
∂y
∂η
∂z
∂ϕ
− ∂y
∂ϕ
∂z
∂η
)
∂η
∂x
=
1
J
(
∂y
∂ϕ
∂z
∂ξ
− ∂y
∂ξ
∂z
∂ϕ
)
∂ϕ
∂x
=
1
J
(
∂y
∂ϕ
∂z
∂η
− ∂y
∂η
∂z
∂ϕ
)
∂ξ
∂y
=
1
J
(
∂z
∂η
∂x
∂ϕ
− ∂z
∂ϕ
∂x
∂η
)
∂η
∂y
=
1
J
(
∂z
∂ϕ
∂x
∂ξ
− ∂z
∂ξ
∂x
∂ϕ
)
∂ϕ
∂y
=
1
J
(
∂z
∂ϕ
∂x
∂η
− ∂z
∂η
∂x
∂ϕ
)
∂ξ
∂z
=
1
J
(
∂x
∂η
∂y
∂ϕ
− ∂x
∂ϕ
∂y
∂η
)
∂η
∂z
=
1
J
(
∂x
∂ϕ
∂y
∂ξ
− ∂x
∂ξ
∂y
∂ϕ
)
∂ϕ
∂z
=
1
J
(
∂x
∂ϕ
∂y
∂η
− ∂x
∂η
∂y
∂ϕ
)
(3.10)
J étant le déterminant jacobien fourni par la relation (3.11) :
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J =
∣∣∣∣∣∣∣∣∣∣∣∣
∂x
∂ξ
∂x
∂η
∂x
∂ϕ
∂y
∂ξ
∂y
∂η
∂y
∂ϕ
∂z
∂ξ
∂z
∂η
∂z
∂ϕ
∣∣∣∣∣∣∣∣∣∣∣∣
(3.11)
Assumant le fait que : 
∂
∂ξ
(
∂ξ
∂x
)
+
∂
∂η
(
∂η
∂x
)
+
∂
∂ϕ
(
∂ϕ
∂x
)
= 0
∂
∂ξ
(
∂ξ
∂y
)
+
∂
∂η
(
∂η
∂y
)
+
∂
∂ϕ
(
∂ϕ
∂y
)
= 0
∂
∂ξ
(
∂ξ
∂z
)
+
∂
∂η
(
∂η
∂z
)
+
∂
∂ϕ
(
∂ϕ
∂z
)
= 0
Après simplifications, le système d’équations (3.9) peut ainsi s’écrire :
∂U′l
∂t
+
∂Fc
∂ξ
+
∂Gc
∂η
+
∂Hc
∂ϕ
= 0 (3.12)
où l’indice < . >c désigne les flux curvilignes définis par :
Fc = F
′
l
∂ξ
∂x
+G′l
∂ξ
∂y
+H′l
∂ξ
∂z
Gc = F
′
l
∂η
∂x
+G′l
∂η
∂y
+H′l
∂η
∂z
Hc = F
′
l
∂ϕ
∂x
+G′l
∂ϕ
∂y
+H′l
∂ϕ
∂z
(3.13)
Le système d’équations (3.12) permet de résoudre (3.8) dans le référentiel de coordonnées curvilignes
(ξ, η, ϕ) en utilisant les schémas aux différences finies présentés dans la partie 3.2.7.
3.2.6 Forçage par un terme source
Dans le cadre de ce travail, les équations d’Euler linéarisées sont utilisées comme un opérateur linéaire
de propagation des ondes acoustiques. Pour cela, elles sont forcées par un terme source non-linéaire
formé à l’aide du champ stochastique instationnaire synthétisé par la méthode présentée et validée dans
le chapitre 2. De nombreuses références font état d’un tel procédé. Ewert & Schro¨der35 se servent ainsi
de la RPM pour générer un champ instationnaire qui leur permet de former le vecteur de Lamb
La = ω ∧ u
qu’ils utilisent alors comme terme de forçage des équations APE (Acoustic Pertubation Equation) ; les
équations d’Euler linéarisées filtrées pour ne garder que les contributions relatives à l’acoustique.35 Bo-
gey & Bailly20 imposent le terme Si sur les équations de quantité de mouvement :
Si = −
(
∂ρuiuk
∂xk
− ∂ρuiuk
∂xk
)
(3.14)
, le champ de vitesse étant fourni par un calcul DNS réalisé au préalable. Billson et al.16 résolvent quant
à eux les équations d’Euler linéarisées sous forme conservative faisant intervenir les moyennes de Favre
a˜ = ρa/ρ. Ils ajoutent également au vecteur S un terme source sur l’équation d’énergie :
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∂ρ′
∂t
+
∂ (ρuj)
′
∂xj
= 0
∂ (ρui)
′
∂t
+
∂
∂xj
(
u˜j (ρui)
′ + u˜i (ρuj)
′ − ρ′u˜iu˜j + p′δij
)
= − ∂
∂xj
ρ
(
u′iu
′
j − u′iu′j
)
∂ (ρe0)
′
∂t
+
∂
∂xj
(
h˜0 (ρuj)
′ + u˜j (ρh0)
′ − ρ′h˜0u˜j
)
= − ∂
∂xj
uiρ
(
u′iu
′
j − u′iu′j
)
Pour réussir à écrire le terme source sous cette forme, Billson et al.15 ont négligé les fluctuations de tem-
pérature et de densité intervenant dans le second membre. Leur formulation est strictement équivalente
en tant que système d’équations à celle proposée par Bogey & Bailly20 mais pas en tant qu’analogie
acoustique, les termes sources imposés n’étant pas les me^mes. Dans le cadre de cette thèse, le système
d’équations régissant l’évolution des variables perturbées est le suivant :
∂U′l
∂t
+
∂F′l
∂x
+
∂G′l
∂y
+
∂H′l
∂z
= S (3.15)
avec S le vecteur de forçage calculé à partir du champ de vitesse stochastique de la manière suivante :
S = β

0
− ∂
∂xk
(ρ0uuk)
− ∂
∂xk
(ρ0vuk)
− ∂
∂xk
(ρ0wuk)
0

(3.16)
L’expression de S engendre des termes sources quadripolaires lors de la formation de l’équation d’onde,
ce qui est adapté à la modélisation du bruit propre rayonné par la turbulence et donc adapté à l’étude du
bruit de jet. On peut noter que les termes sources introduit dans l’équation de quantité de mouvement
par la relation (3.16) correspondent à ceux injectés par Bogey & Bailly20 en considérant que ρ′ = 0 et
que le terme moyenné influe peu sur le résultat final.42 On peut également remarquer que par rapport aux
travaux de Bogey & Bailly,20 un coefficient β est introduit directement dans l’expression du terme source.
Cette constante, dont la valeur sera discutée dans le chapitre 4, permet de calibrer l’amplitude des termes
sources. Me^me si la formulation des équations d’Euler utilisée par Bogey & Bailly20 est formellement
équivalente à celle implémentée dans sAbrinA_v0, une étude de validation de la formulation choisie
est nécessaire afin de vérifier que l’opérateur de propagation est correctement reconstruit par le solveur
numérique. Des cas tests 2D sont ainsi réalisés dans la section 3.2.8 et les résultats sont comparés aux
solutions analytiques.
3.2.7 Implémentation numérique
3.2.7.1 Schéma de discrétisation spatiale
Les dérivées spatiales qui interviennent dans le système d’équations (3.9) sont calculées par un schéma
DRP (Dispersion Relation Preserving)105 sur 11 points qui est formellement d’ordre 4. Ce type de schéma
optimisé permet de minimiser l’erreur de dispersion, ce qui est intéressant pour des simulations aéroa-
coustiques. Les dérivés spatiales sont ainsi calculées par la relation suivante :
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∂f
∂x
(x) =
1
∆x
5∑
j=−5
ajf(x+ j∆x)
Les coefficients du schéma optimisé sont répertoriés dans le tableau 3.1. Les coefficients a−j son tels
que a−j = −aj et a0 est nul.
a0 a1 a2
0 0.87502577558482 -0.28944516727589
a3 a4 a5
0.09231030840505 -0.02152267755252 0.00260486879238
TABLE 3.1 – Valeurs des coefficients aj pour le schéma DRP sur 11 points d’ordre 4
3.2.7.2 Filtrage sélectif
Les schémas centrés présentés précédemment ne permettent pas la résolution des oscillations maille à
maille qui interviennent pour k∆x = π. Ces oscillations parasites peuvent ainsi apparaitre lorsqu’il
existe de forts gradients ou des discontinuités. De manière à dissiper ces oscillations maille à maille, un
filtrage sélectif optimisé d’ordre 4 est appliqué sur les hautes fréquences à chaque itération. La variable
filtrée est obtenue par l’opération suivante :
ffiltré(x) = f(x)− σdDf (x)
avec σd le coefficient de filtrage appartenant à l’intervalle [0, 1] et
Df =
5∑
j=−5
djf(x+ j∆x)
Les coefficients dj sont répertoriés dans le tableau 3.2. Les coefficients d−j son tels que d−j = −dj .
d0 d1 d2 d3 d4 d5
0.784955116 -0.035258656 -0.015315535 -0.003507906 -0.000350499 -0.000008997
TABLE 3.2 – Valeurs des coefficients dj pour la fonction de filtrage
3.2.7.3 Schéma d’avancement temporel
On utilise un schéma d’avancement temporel de Runge-Kutta optimisé à 3 sous étapes qui permet d’avan-
cer à l’itération (n+ 1) l’équation ∂f/∂t− F (f, t) = 0 sur la variable f par le procédé suivant :
fn+1 = fn +∆t
3∑
i=1
biK
i avec Ki = F
fn + i−1∑
j=1
aijK
j, tn + cj∆t

où ci =
i−1∑
j=1
aij . Pour de plus amples information, nous nous reporterons à la référence [83].
3.2.8 Validation de l’opérateur de propagation linéaire
L’opérateur de propagation, constitué par le membre de gauche de l’équation (3.15), doit e^tre capable de
conserver le caractère multipolaire d’une source imposée. Pour vérifier que c’est le cas, le rayonnement
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acoustique produit par des sources dipolaires et quadripolaires en absence d’écoulement est étudié et
comparé aux résultats obtenus par Bailly & Juvé,6 puis aux solutions analytiques. La formulation choisie
doit également permettre de prendre en compte les effets de réfraction du^s à la présence d’un écoulement
moyen. L’analyse de la prise en compte de la réfraction par le solveur est accomplie par l’étude d’une
distribution quadripolaire en écoulement. Dans chacun des trois cas, les simulations numériques sont
réalisées à partir d’un maillage cartésien régulier de 400 × 400 points tel que −200 < x, y < 200 m.
Le pas d’espace est constant et tel que ∆x = ∆y = 1 m. Le pas de temps est fixé à ∆t = ∆x/c0 de
manière à travailler avec un CFL égal à 1.
3.2.8.1 Etude d’une source dipolaire
Une distribution 2D dipolaire Fi est introduite dans un premier temps. Fi possède les caractéristiques
suivantes :

F1 = ε cos
( π
10
x
)
e−αy
2
sin (ωt)
F2 = 0
(x, y) ∈ [−5; 5] ×ℜ
(3.17)
L’amplitude ε de la source est fixée à 0.01, la fréquence angulaire à ω∆t = 2π/60 et α = (ln 2)/5. La
distribution dipolaire Fi est utilisée comme forçage des équations d’Euler linéarisées. On fixe ainsi :
S =

0
F1
F2
0
 (3.18)
Solution analytique pour la source dipolaire : La solution analytique concernant la configuration di-
polaire est donnée par le produit de convolution entre la source et la fonction de Green associée :
ρ′ = −F1 ⊗G. La fonction de Green est définie par :
G(x, t) =
∂
∂x
i
4c20
H
(1)
0 ((ω/c0)r) e
−iωt (3.19)
avec x, (x, y), r =
√
x2 + y2 et H(1)0 désigne la fonction de Hankel d’ordre 0 et du premier type.
La figure 3.2 représente les isocontours de pression instantanée au temps physique t = 640∆t. La
structure dipolaire du rayonnement acoustique est correctement résolue.
La cartographie de pression est identique à celles obtenues par Gréverie & Bailly45 et Bailly & Juvé.6
Les fluctuations de pression sur l’axe y = 0 à deux pas de temps distincts sont tracées sur la figure 3.3 et
comparées à la solution analytique. Les résultats sont en très bon accord.
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FIGURE 3.2 – Distribution dipolaireSi = Fi, isocontours de pression dans le domaine de calcul au temps physique
t = 640∆t a) obtenus avec sAbrinA_v0, b) obtenus par Gréverie & Bailly45 et Bailly & Juvé.6 Valeurs
positives comprises entre 0.001 et 0.011 Pa avec un pas de 0.001 Pa, Valeurs négatives.
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FIGURE 3.3 – Distribution dipolaire Si = Fi, profils de pression le long de l’axe y = 0 a) au temps physique
t = 560∆t et b) au temps physique t = 720∆t.
3.2.8.2 Etude d’une source quadripolaire
Dans un deuxième temps, une distribution 2D quadripolaire Tij est également étudiée. Tij , exprimée par
la relation :
Tij = ε
20
π
− cos( π20x) e−αy2 0
0 cos
( π
20
y
)
e−αx
2
 sin (ωt) (3.20)
est définie sur l’intervalle (x, y) ∈ [−10; 10] × ℜ. L’amplitude ε de la source est toujours fixée à 0.01,
la fréquence angulaire à ω∆t = 2π/60 et α = (ln 2)/5. Le forçage des équations d’Euler linéarisées se
fait désormais de la manière suivante :
S =

0
∂T1k/∂xk
∂T2k/∂xk
0
 (3.21)
Solution analytique pour la source quadripolaire : La solution analytique concernant la configuration
quadripolaire prend la forme d’une somme de produits de convolution :
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FIGURE 3.4 – Distribution quadripolaire Si = ∂Tij/∂xj , isocontours de pression dans le domaine de calcul au
temps physique t = 640∆t a) obtenus avec sAbrinA_v0, b) obtenus par Gréverie & Bailly45 et Bailly & Juvé.6
Valeurs positives comprises entre 0.001 et 0.011 Pa avec un pas de 0.001 Pa, Valeurs négatives.
ρ′ = −∂T11
∂x
∗ ∂G
∂x
− ∂T22
∂y
∗ ∂G
∂y
où la fonction de Green est définie par l’équation (3.19).
La figure 3.4 représente les isocontours de pression instantanée au temps physique t = 640∆t. La
structure quadripolaire du rayonnement acoustique est correctement résolue et identique à celles obtenues
par Gréverie & Bailly45 et Bailly & Juvé.6
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FIGURE 3.5 – Distribution quadripolaire Si = ∂Tij/∂xj , profils de pression le long de l’axe y = 0 a) au temps
physique t = 560∆t et b) au temps physique t = 720∆t.
Les fluctuations de pression sur l’axe y = 0 pour deux pas de temps distincts sont tracées sur la figure
3.5 et comparées à la solution analytique. Les résultats sont une nouvelle fois en très bon accord.
3.2.8.3 Etude d’une source quadripolaire en écoulement
Un autre cas test est réalisé afin de vérifier la prise en compte des effets de réfraction du^s à la présence
d’un écoulement moyen inhomogène. Pour cela, la distribution quadripolaire Tij définie précédemment
est placée dans un champ porteur : un écoulement moyen cisaillé constitué par un profil dimensionnel de
jet de Bickley à Mach 0.5 :
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u0
co
=
0.5
cosh2
[
(1 +
√
2)y/b
] (3.22)
avec b la demi-largeur du jet ici égale à 20. La figure 3.6 montre un instantané de pression dans le
domaine de calcul au temps t = 640/(1 +M)∆t. Me^me si la nature quadripolaire de la distribution est
conservée, la directivité est clairement affectée par la présence de l’écoulement moyen.
FIGURE 3.6 – Distribution quadripolaire Si = ∂Tij/∂xj en écoulement, isocontours de pression dans le domaine
de calcul au temps physique t = 640/(1+M)∆t a) obtenus avec sAbrinA_v0, b) obtenus par Gréverie & Bailly.45
Le nombre de Mach M=0.5. Valeurs positives comprises entre 0.001 et 0.011 Pa avec un pas de 0.001 Pa,
Valeurs négatives.
On remarque notamment la création d’un co^ne de silence en aval de l’écoulement et une focalisation des
ondes acoustiques sur l’axe en amont de la source. Les résultats sont similaires à ceux précédemment
validés par Gréverie & Bailly45 et Bailly & Juvé.6
3.2.8.4 Conclusions
Ces trois cas tests montrent que la formulation choisie des équations d’Euler permet non seulement de
conserver le caractère multipolaire d’une source donnée mais également de prendre correctement en
compte les effets de réfraction du^s à la présence d’un écoulement porteur. Ceci permet d’affirmer que
l’opérateur linéaire de propagation acoustique est correctement reconstruit numériquement.
3.3 Acoustique en champ lointain
Dans le cadre de l’étude de la configuration du jet confiné, le solver Euler sAbrinA_v0 permet d’accé-
der à la propagation des ondes acoustiques à l’intérieur et à proximité de la sortie de la trompe à air, où
l’écoulement est fortement inhomogène. Pour réduire le cou^t de calcul, les signaux acoustiques en champ
lointain sont obtenus par le cha^ınage entre sAbrinA_v0 et une analogie acoustique. Depuis la première
analogie acoustique proposée par Lighthill,65, 66 de nombreuses variantes ont vu le jour, parmi lesquelles
celles de Lilley67 , Doak30 , Ffowcs Williams et Hawkings37, 38 , Ribner87 ou encore Goldstein et Ro-
senbaum.44 Dans le cadre de ce travail, l’analogie de Ffowcks Williams et Hawkings dans le domaine
fréquentiel est utilisée. Celle-ci permet d’accéder aux signaux de pression en champ lointain à partir des
grandeurs instationnaires extraites d’une surface de reprise située en sortie de la trompe à air. Le code
FWH utilisé, nommé MIA, est développé à l’Onera et a déjà permis de prédire le bruit à large bande de
soufflante de turboréacteur.81 Cette section présente la formulation de l’analogie de FWH implémentée
dans MIA.
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3.3.1 Formulation fréquentielle de l’analogie de Ffowcs Williams et Hawkings
La formulation fréquentielle de l’analogie de Ffowcs Williams et Hawkings38 permet d’estimer le bruit
rayonné par un écoulement turbulent en présence de surfaces solides. L’idée sous-jacente derrière cette
analogie acoustique est de matérialiser la frontière fermée Σ qui se déplace à la vitesse uΣ par une
fonction f telle que 
f < 0, à l’intérieur de Σ
f = 0, sur Σ
f > 0, à l’extérieur de Σ (dans le fluide)
(3.23)
comme il l’est montré sur la figure 3.7.
f<0
Σ : f=0
f>0
Observateur
Source
O
p′(x, t+ r/c0)
u′(ξ, t)
r = x− ξ
FIGURE 3.7 – Représentation de la surface Σ pour le calcul de Ffowcs Williams et Hawkings.
L’une des hypothèses de cette formulation est que la surface Σ se déplace de manière rectiligne à une
vitesse constante uΣ, ce qui se matérialise par la propriété suivante pour la fonction f :
∂f
∂t
+ uΣ · ∇f = 0
La normale n à la surface est définie par :
∇f
|∇f | = n
La fonction f permet, en introduisant la fonction de Heavyside H , d’écrire les équations de conservation
de la masse et de la quantité de mouvement en tout point du domaine étudié, en outrepassant le problème
des discontinuités de ρ et de p dues à la présence de la surface solide. Pour la variable ρH(f), il vient :
∂
∂t
[
ρ′H(f)
]
+
∂
∂xj
[
ρ′H(f)
]
= ρ
(
uj − uΣj
) ∂f
∂xj
+ ρou
Σ
j δ(f)
∂f
∂xj
(3.24)
∂
∂t
[ρuiH(f)] +
∂
∂xj
[(
ρuiuj + c
2
0ρ
′δij − τij
)
H(f)
]
=
[
p′δij − τij + ρui
(
uj − uΣj
)]
δ(f)
∂f
∂xj
(3.25)
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où τij est le tenseur des contraintes visqueuses. En recombinant les équations (3.24) et (3.25) et en
négligeant les effets visqueux, on obtient l’équation de Ffowcs Williams et Hawkings :
(
∂2
∂t2
− c0 ∂
2
∂x2i
)(
H(f)ρ′
)
=
∂2
∂xi∂xj
(TijH(f))− ∂
∂xi
(Fiδ(f)) +
δ
δt
(Qδ(f)) (3.26)
avec 
Tij = ρuiuj + Pij − c20ρ′δij
Fi =
(
Pij + ρui(uj − uΣj )
) ∂f
∂xj
Q =
(
ρ0u
Σ
i + ρ(ui − uΣi )
) ∂f
∂xi
(3.27)
Dans l’équation (3.27), on néglige les effets visqueux. Le tenseur des contraintes visqueuses compres-
sible Pij est donc simplement égal à pδij. Le tenseur des contraintes de Lighthill Tij est un terme qua-
dripolaire, le terme Fi est dipolaire alors que Q est une contribution monopolaire. L’équation (3.26) est
généralement résolue en utilisant les fonctions de Green. Dans le cadre la thèse, cette résolution est faite
dans le domaine fréquentiel par la méthode de Lockard.68, 69 Cette formulation est valide du moment que
la vitesse de déplacement uΣ de la surface Σ est constante. Dans le cadre de cette étude, la surface Σ
sera une surface poreuse fixe en dehors de la trompe à air englobant les sources acoustiques, uΣ est donc
nulle. En passant dans le domaine fréquentiel, l’équation de FWH devient donc dans notre cas :
(
∂2
∂x2i
+ k2
)(
H(f)c20ρ̂
′(x, ω)
)
= − ∂
2
∂xi∂xj
(
T̂ij(x, ω)H(f)
)
+
∂
∂xi
(
F̂i(x, ω)δ(f)
)
−iωQ(x, ω)δ(f)
(3.28)
Pour résoudre l’équation d’Helmholtz (3.28), on la convolue avec une fonction de Green 3D spectrale en
espace libre :
G(x, ξ) =
− exp(−ikr)
4πr
qui relie la réponse du milieu à la position observateur x = (x, y, z) à une impulsion provenant de la
position source ξ = (ξ, η, ζ). Ce système de coordonnées est détaillé sur la figure 3.7. On obtient ainsi :
H(f)c20ρ̂
′(x, ω) = −
∫∫
f=0
Fi(ξ, ω)
∂G(x, ξ)
∂xi
dξ −
∫∫
f=0
iωQ(ξ, ω)G(x, ξ)dξ
−
∫∫∫
f>0
Tij(ξ, ω)
∂2G(x, ξ)
∂xi∂xj
dξ
Pour une surface poreuse fixe englobant l’ensemble des sources, la pression rayonnée en champ lointain
p′ = c20ρ
′ ne dépend que des intégrales surfaciques :
p̂′(x, ω) = −
∫∫
f=0
Fi(ξ, ω)
∂G(x, ξ)
∂xi
dξ −
∫∫
f=0
iωQ(ξ, ω)G(x, ξ)dξ (3.29)
En effet, le terme volumique est nul, voir négligeable, à l’extérieur de Σ. On peut remarquer que dans
l’équation (3.29), il n’est pas nécessaire de dériver en espace les champs instationnaires pour accéder à
la pression en champ lointain.
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3.4 Conclusions du chapitre
Les techniques numériques utilisées pour obtenir le rayonnement acoustique de la trompe à air en champ
lointain ont été introduites dans ce chapitre. Le couplage entre le modèle stochastique et les équations
d’Euler linéarisées implémentées dans le code sAbrinA_v0 a ainsi été présenté. Dans le cadre de l’étude
numérique du jet subsonique confiné, ce couplage permettra de calculer les sources et leur rayonnement
acoustique dans le champ proche, i.e à l’intérieur du conduit et à proximité de sa sortie. Le propagateur
linéaire numérique ainsi formé est capable de conserver la caractère multi-polaire d’une source donnée
et il prend correctement en compte les effets de réfraction dus à la présence d’un écoulement porteur
inhomogène. Une ou plusieurs surfaces de contro^le seront ensuite définies à l’extérieur de la trompe à
air. Les champs instationnaires sur ces surfaces seront enregistrés pendant la simulation de manière à les
utiliser en entrée du calcul FWH qui fournira quant à lui les signaux acoustiques aux observateurs situés
en champ lointain.
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Chapitre 4
Prédiction acoustique d’un jet libre froid
subsonique à M=0.72
4.1 Introduction
Le cha^ınage entre le modèle stochastique et le code Euler sAbrinA_v0 est validé sur un cas académique
connu. En effet, la configuration 3D du jet subsonique confiné n’a été que très peu étudiée dans la litté-
rature des points de vue aérodynamique et acoustique, n’offrant ainsi que peu de références auxquelles
se comparer. Dans un premier temps, l’outil prédictif numérique est donc appliqué au cas d’un jet libre
subsonique, configuration qui offre une base de données de validation importante. Ce chapitre expose
ainsi les résultats des simulations réalisées en appliquant l’outil prédictif au jet Φ80 déjà étudié dans le
chapitre 2.
4.2 Mise en oeuvre du calcul
4.2.1 Mise au point du maillage
Un maillage cartésien régulier 3D constitué de 361×284×184 points - soit près de 19 millions de noeuds
- est mis au point. Cette grille s’étend jusqu’à x = 29D dans la direction du jet et de −4D à 17D dans la
direction y, ce qui permet d’accéder directement au rayonnement acoustique en champ lointain. Dans la
direction transverse z, les limites du maillage sont comprises entre [−4D, 4D]. Il a été démontré dans le
chapitre 2 que le choix de kmax = 200 m−1 est un bon compromis entre une modélisation satisfaisante
des grandeurs aérodynamiques et la réduction du temps de calcul. Ce choix est conservé dans ce chapitre,
la résolution spatiale choisie en proximité de la sortie de la tuyère est donc ∆x = ∆ = 5 mm, ce qui
entra^ıne un ratio ∆x/D = 0.0625. Cette résolution spatiale est maintenue jusqu’à x = 20D dans la
direction longitudinale. Néanmoins, on peut noter que cette résolution mène à une faible discrétisation
des spectres de von Kármán en nombre d’onde à proximité de la sortie de la tuyère. De manière à
disposer de suffisamment de points pour discrétiser l’épaisseur des couches de cisaillement, la résolution
spatiale selon les directions y et z est fixée à ∆y = ∆z = 2.5 mm. Dans les directions y et z, cette
dernière est maintenue entre [−2.3D, 2.3D]. Un étirement progressif des mailles est mis en place entre
y = 2.3D et y = 4D. Une résolution spatiale permettant de supporter des fréquences de 9000 Hz - i.e
jusqu’à St= 3 - est ensuite maintenue en champ lointain jusqu’à la sortie du domaine. Dans le cas d’un
jet subsonique isotherme, 90% de la puissance acoustique est rayonnée pour des nombres de Strouhal
inférieurs à 3,13 le pas d’espace imposé en champ lointain permet ainsi une résolution fréquentielle
adaptée à la configuration étudiée. Une coupe du maillage dans le plan médian x− y et une autre dans le
plan transverse en x = D sont montrées sur la figure 4.1. Une zone éponge est paramétrée en sortie du
domaine de calcul à partir de la position longitudinale x = 16D afin d’éviter la création d’ondes parasites
lors de la convection des structures tourbillonnaires au travers de la condition aux limites de sortie de
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domaine. A partir de x = 20D, la taille de maille cro^ıt selon la direction longitudinale suivant une
progression géométrique de coefficient r = 1.05 afin d’améliorer l’efficacité de la dissipation numérique
artificielle.
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FIGURE 4.1 – Plan de coupe du maillage de calcul constitué de 361 × 284 × 184 points. Plan médian x − y (à
gauche) et plan y − z à proximité de la sortie de la tuyère en x = D (à droite).
4.2.2 Calcul stationnaire RANS
Les grandeurs moyennes et variables de transport servant de données d’entrée au modèle stochastique
sont fournies par le calcul stationnaire RANS k − ε de l’écoulement qui a déjà été utilisé et validé dans
le chapitre 2. On rappelle ici que le jet étudié est le jet froid axisymétrique Φ80 à M=0.72 et T = 280 K.
La pression ambiante est p∞ = 101315 Pa. De nombreux résultats concernant ce jet sont disponibles
à l’Onera. Cela comprend des données issues de campagnes expérimentales conduites dans la soufflerie
anéchoique CEPRA 19, des calculs LES72 ou des calculs stochastiques.58–60, 63, 76 La solution RANS est
interpolée sur le maillage présenté dans la section 4.2.1. La vitesse longitudinale u, l’énergie cinétique
turbulente kt et le taux de dissipation ε sont montrées dans le plan médian x− y sur la figure 4.2.
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FIGURE 4.2 – a) Champ de vitesse moyenne longitudinale u. Les niveaux sont compris entre 0 et 250 m.s−1. b)
Cartographie d’énergie cinétique turbulente kt. Les niveaux sont compris entre 0 et 1800 m2.s−2. c) Cartographie
du taux de dissipation ε. Les niveaux sont compris entre 0 et 1.5× 106 m2.s−3.
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4.2.3 Paramétrage du modèle stochastique
4.2.3.1 Modélisation de la turbulence
Les spectres de von Kármán-Pao sont calculés et discrétisés en chaque point du domaine de calcul par
N = 100 modes, valeur précédemment utilisée dans le cadre de l’étude de validation du modèle stochas-
tique exposée dans le chapitre 2. Dans le but de réduire le cou^t de calcul, Omais et al.76 et Gloerfelt et
al.5, 43 limitent l’application du modèle stochastique aux points du maillage où l’énergie cinétique turbu-
lente est supérieure à une valeur seuil prédéfinie. Cette technique n’est pas appliquée dans le cadre de
travail car la résolution de l’équation d’advection (2.10) impose de former le champ de vitesse stochas-
tique en tout point de l’espace. Les nombres d’onde associés aux N modes sont tirés linéairement entre
kmin = 2 m
−1 et kmax = 200 m−1 car, comme il l’a été montré dans le chapitre 2, ce choix constitue un
bon compromis entre la modélisation des grandeurs aérodynamiques et la réduction du temps de calcul.
Ce paramétrage entra^ıne un pas de discrétisation spectrale de ∆k = 2 m−1. En chaque point de l’espace,
le nombre d’onde de coupure kc est calculé par la relation (2.5) et permet de définir les nombres de
modes respectivement associés aux structures de grande Nl et petite échelle Ns. Pour les points situés à
proximité de la sortie de la tuyère, le nombre d’onde de coupure kc est bien souvent supérieur à kmax,
ce qui a pour effet de rendre Ns nul. De manière à conserver des modes de petite échelle en tout point
du maillage, un nombre minimal de modes de petite échelle Ns égale à 10 est introduit. En procédant
ainsi, si le calcul Ns renvoie une valeur inférieure à 10, Ns est systématiquement fixé à 10. Gloerfelt
et al.43 recommandent également de lisser la cartographie d’énergie cinétique par une fonction cubique
spatiale :
w˜(x) = 1−
(
ktmax − kt(x)
ktmax − klim
)3
(4.1)
où klim est une valeur seuil prédéfinie de manière à ramener l’énergie cinétique turbulente kt à zéro aux
limites de la plume du jet afin d’éviter des discontinuités spatiales du terme source. Néanmoins, leur
approche est différente de celle présentée dans ce travail. Dans le cas présent, la modélisation du swee-
ping par l’équation d’advection rend les discontinuités aux limites de la plume du jet moins marquées.
Aucun lissage n’est donc appliqué dans le cadre de ce travail, d’autant plus que ce procédé a tendance à
introduire des zones de stagnation aux limites de la plume du jet à cause de la résolution de l’équation
d’advection (2.10).
4.2.3.2 Paramétrage des champs ul et us
Pour le calcul de ul, la vitesse de convection uc et la pulsation ωn doivent e^tre des constantes de l’espace
afin d’éviter une décorrélation totale du champ turbulent synthétisé lorsque t tend vers l’infini.11 Pour ce
faire, uc est fixée à 0.6uj en accord avec la littérature39 et le calcul de la pulsation de Kolmogorov est
effectué en utilisant un taux de dissipation < ε > moyenné sur tous les points tels que kt > 900 m2.s−2,
valeur qui correspond approximativement à la moitié du maximum d’énergie cinétique turbulente observé
dans le domaine de calcul. Pour le calcul de us, le champ moyen de vitesse issu du calcul stationnaire u
est choisi pour ubulk dans l’équation (2.10) car cela permet de prendre en compte les effets de cisaillement
de l’écoulement moyen sur la turbulence générée (cf. section 2.3.5).
4.2.3.3 Paramétrage de la simulation
La simulation est réalisée sur 30 000 itérations temporelles avec un pas de temps de ∆t = 3.5× 10−6 s.
Le nombre de CFL basée sur la vitesse (uj + c0) résultant de ce choix est de 0.83. Selon le critère de
Shannon, ce paramétrage permet de modéliser une fréquence maximale de fmax = 142 857 Hz. Le temps
physique simulé par ce calcul est de 0.105 s, ce qui engendre une fréquence minimale fmin mesurée de
quelques dizaines de Hertz. Cette plage de fréquence permet de couvrir la zone d’intére^t du spectre qui se
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Paramètres de la turbulence
Paramètres Valeurs
Nombre de modes N 100
Intervalle modélisé [kmin, kmax] [2, 200]
kthreshold 900 m
2
.s−2
Paramètres de ul et us
Paramètres Valeurs
Vitesse de convection uc 0.6uj
Champ porteur ubulk u
Paramètres de la simulation
Paramètres Valeurs
Nombre d’itérations 30 000
Résolution spatial ∆ 5 mm
Pas de temps ∆t 3.5× 10−6 s
CFL 0.83
Paramètres du forçage par les termes sources
Paramètres Valeurs
Constante β 1
TABLE 4.1 – Paramètres du calcul du jet libre Φ80.
situe entre 200 et 10 000 Hz. Une trentaine d’heures sont nécessaires pour achever le calcul en parallèle
sur un calculateur de 252 processeurs.
4.2.3.4 Caractéristiques du forçage par les termes sources
Le calcul et l’injection des termes sources se fait à chaque itération à la première sous-étapes de l’algo-
rithme de Runge-Kutta. Me^me si le champ de vitesse stochastique est formé en tout point de l’espace,
le vecteur source S intervenant dans l’équation (3.15) n’est forcé qu’aux points où l’énergie cinétique
turbulente kt > 900 m2.s−2 correspondant approximativement à la moitié du maximum d’énergie ob-
servé dans le domaine de calcul. Ce choix permet non seulement de limiter le nombre de points sources
mais également d’éviter que des points peu énergétiques produisent du bruit numérique qui pourrait
parasiter les résultats acoustiques en champ lointain. La cartographie des points du maillage tels que
kt > kthreshold = 900 m
−1 est montrée sur la figure 4.3. L’expression du terme source définie dans la
section 3.2.6 intègre une constante dénotée β qui, dans un premier temps, est fixée à 1. L’ensemble des
paramètres utilisés est rappelé dans le tableau 4.1.
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FIGURE 4.3 – Cartographie dans le plan médian x− y des points d’injection du terme source S dans les équations
de quantité de mouvement - i.e tels que kt > 900 m2.s−2.
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4.3 Résultats acoustiques préliminaires
4.3.1 Visualisations du champ acoustique
La figure 4.4 montre un instantané du champ de pression perturbée p dans le plan médian x − y fourni
directement par le code sAbrinA_v0 au temps physique t = 0.105 s. La cartographie de pression est
superposée aux isocontours de l’amplitude de la vorticité ωm, définie par :
ωm =
√
ω2x + ω
2
y + ω
2
z
où les ωi sont les composantes de la vorticité selon les directions x, y et z définies dans le chapitre 2
et calculées à partir du champ de vitesse stochastique. Le rayonnement acoustique semble prendre sa
source dans une zone
FIGURE 4.4 – Instantané du champ de pression fluctuante dans le domaine de calcul superposée à un isocontour de
l’amplitude de la vorticité calculée à partir du champ de vitesse stochastique. Les niveaux de pression sont compris
entre [−500, 500] Pa. L’isocontour de vorticité correspond à la valeur Ωm = 2000 s−1.
qui est comprise entre x = 2D et x = 12D. Les ondes de Mach, censées se propager à θ = 45o, ne
sont pas clairement identifiables. Aucune longueur d’onde cohérente du rayonnement acoustique n’est
remarquable sur cette cartographie. Sur la figure 4.4, les niveaux de pression, tracés entre−500 et 500 Pa,
paraissent surestimés. Le forçage des équations de la LEE par un terme source non linéaire peut parfois
engendrer l’apparition et le développement d’ondes d’instabilités20 à partir de la couche de cisaillement.
Ce phénomène est du^ à l’excitation du terme croisé ∂u/∂y par le terme source. On peut remarquer que
l’écoulement résolu par sAbrinA_v0 ne présente pas de traces d’un tel phénomène.
4.3.2 Analyse des spectres acoustiques en champ lointain
Les signaux de pression en champ lointain sont directement obtenus par sAbrinA_v0. D’une durée phy-
sique de 0.98 s avec une fréquence d’échantillonnage de 1/10∆t, ils sont découpés en 20 échantillons
sur lesquels sont appliqués un fene^trage de Hanning. Les densités spectrales de puissance des signaux de
pression sont ensuite calculées par une méthode de type Welch en moyennant les 20 échantillons. Dans
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ce chapitre, les observateurs en champ lointain sont disposés sur un arc de rayon R = 10D = 80 cm
dont l’origine est le centre du plan de sortie de la tuyère, comme il l’est montré sur la figure 4.5.
x
y
r = 10D
θ
FIGURE 4.5 – Position de l’arc de microphones
L’angle θ observateur est défini par rapport à l’axe du jet. Les PSD obtenues pour 6 observateurs répartis
entre θ = 30o et θ = 80o par rapport à l’axe du jet avec un pas angulaire de 10o sont tracées sur la figure
4.6. Les résultats numériques sont comparés à des données expérimentales fournies par l’Onera obtenues
lors d’une campagne d’essais conduite dans la soufflerie anéchoique CEPRA 19.
Le bruit rayonné par le jet libre subsonique, modélisé par sAbrinA_v0, est surestimé en comparaison
aux mesures expérimentales. En effet, un écart d’approximativement 20 dB peut e^tre observé entre les
PSD numériques et expérimentales pour chaque observateur et à toutes les fréquences. En faisant le lien
avec la pression, l’amplitude des signaux de pression se révèle e^tre surestimée d’un facteur 10 à tous les
angles d’observation. Ce problème de surestimation a déjà été observé dans la littérature.16, 26 Billson
et al.,16 par exemple, ont obtenu une surestimation de l’OASPL d’environ 10 à 15 dB lors de leur pre-
mière simulation ; Dembinska et al.26 remarquèrent quant à eux plus de 15 dB d’écart avec les données
expérimentales lors de leur premier paramétrage. Ces résultats préliminaires confirment ainsi le fait que
les méthodologies basées sur le calcul d’un terme source à partir d’une méthode stochastique en modes
de Fourier mènent généralement à une surestimation du bruit rayonné par l’écoulement étudié. Com-
munément, ce problème est contourné en modifiant le paramétrage du facteur de calibration αL dans
l’équation (2.3). Or, il a été montré dans la section 2.3.3.1 que cette solution n’est pas envisageable étant
donné qu’elle impacte directement la manière dont l’énergie est distribuée parmi les modes de Fourier.58
Hormis le problème d’amplitude des spectres numériques, on peut noter que leur tendance générale est
correctement modélisée, notamment pour θ > 50o. Pour ces observateurs, la fréquence centrale et la
pente des spectres à haute fréquence jusqu’à la fréquence de coupure du maillage sont correctement pré-
dites. Pour θ < 50o, les PSD numériques sont quasiment plates, la me^me puissance est ainsi observée à
toutes les fréquences.
La figure 4.7 montre une comparaison entre les directivités numérique et expérimentale. On retrouve un
écart d’approximativement 20 dB à tous les angles. Néanmoins, la diminution de l’OASPL avec l’aug-
mentation de l’angle observateur θ est correctement reproduite, ce qui confirme le fait que les effets de
réfraction des ondes acoustiques par l’écoulement moyen inhomogène sont correctement pris en compte
par l’opérateur linéaire de propagation.
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FIGURE 4.6 – Densités spectrales de puissance des signaux de pression en champ lointain obtenues pour différents
observateurs localisés sur un arc de rayon r = 10D = 0.8 m.
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FIGURE 4.7 – Comparaison des OASPL en champ lointain (en r = 10D) entre les données expérimentales et les
résultats numériques obtenus avec le facteur de calibration β = 1. Les observateurs sont localisés sur un arc de
rayon r = 10D = 0.8 m.
4.4 Comparaison avec la formulation de Bogey & Bailly20
Le système d’équations proposé par Bogey & Bailly20 - présentant le me^me terme source que celui
présent dans cette étude et dont le processus de forçage a été précédemment validé20 - est implémenté
dans sAbrinA_v0. Ainsi, il est possible de comparer leur formulation avec celle déjà utilisée dans le code
sAbrinA_v0 afin de s’assurer que le problème ne provient pas du choix du jeu d’équations à résoudre.
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FIGURE 4.8 – Comparaison des densités spectrales de puissance des signaux de pression en champ lointain obte-
nues à partir de sAbrinA_v0 et de la formulation de Bogey & Bailly.20 Les observateurs sont localisés sur un arc
de rayon r = 10D = 0.8 m.
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Dans la référence [20], les équations d’Euler linéarisées sont écrites sous leur forme conservative :
∂ρ′
∂t
+
∂
∂xj
(
ρu′j + ρ
′uj
)
= 0
∂ρu′i
∂t
+
∂
∂xj
(
uj ρu
′
i + p
′δij
)
+
(
ρu′j + ρ
′uj
) ∂ui
∂xj
= Si
∂p′
∂t
+
∂
∂xj
(
ujp
′ + γpu′j
)
+ (γ − 1) p′∇ · u− (γ − 1) u′ · ∇ p = 0
(4.2)
avec S imposé sur les équations de quantité de mouvement par :
Si = −
(
∂ρuiuj
∂xj
− ∂ρuiuj
∂xj
)
Le calcul présenté dans la section 4.2 est simulé à nouveau en remplaçant les équations de la LEE
décrites dans le chapitre 3 par la formulation de Bogey & Bailly.20 Les densités spectrales de puissance
pour quatre des six observateurs présentés précédemment sont montrées sur la figure 4.8 et comparées
avec celles fournies par le calcul initial de la section 4.3. Que ce soit en termes de niveaux ou de contenu
spectral, les deux formulations fournissent des résultats identiques. Ce constat peut également e^tre fait
au regard des directivités fournies par les deux configuration sur la figure 4.9. Le problème d’amplitude
observé sur les spectres acoustiques dans la section 4.3 n’est donc pas lié à la formulation des équations
de la LEE qui a été retenue dans le cadre de la thèse.
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FIGURE 4.9 – Comparaison des OASPL en champ lointain (en r = 10D) obtenus à partir de sAbrinA_v0 et de la
formulation de Bogey & Bailly.20 Les observateurs sont localisés sur un arc de rayon r = 10D = 0.8 m.
4.5 Etude paramétrique
Très peu de paramètres du modèle stochastique peuvent e^tre potentiellement responsables de l’écart en
niveaux constaté sur les spectres acoustiques en champ lointain. Cependant, trois d’entre eux peuvent
tout de me^me e^tre identifiés comme tel. Afin de s’assurer que ce phénomène n’est pas du^ à l’un d’entre
eux, leur influence respective sur le rayonnement acoustique est analysée.
Dans un premier temps, l’influence du choix du nombre d’onde maximal modélisé est étudié (test 1).
Diminuer ou augmenter kmax change la quantité d’énergie injectée dans le calcul au travers des spectres
de von Kármán Pao et peut ainsi grandement modifier l’amplitude des spectres acoustiques en champ
lointain. Si le modèle est correctement construit, diminuer kmax ne devrait pas entra^ıner une baisse de
niveaux égale à toutes les fréquences mais affecter principalement les plus hautes ; les niveaux à basse
fréquence étant imposés majoritairement par les modes associés aux faibles nombres d’onde.
La mise en oeuvre du calcul prévoit un nombre d’onde minimal associé aux structures de petite échelle de
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manière à s’assurer que Ns ne soit jamais inférieur à 10 à proximité de la sortie de la tuyère. En revanche,
rien n’a été prévu pour Nl. Loin en aval de la sortie de la tuyère, le nombre d’onde de coupure peut e^tre
de l’ordre de quelques kmin ce qui restreint de manière importante le nombre de modes associés aux
structures de grande échelle. Cela peut entra^ıner des variations localisées importantes de l’amplitude de
ul qui pourraient poser problème lors de la résolution de l’équation d’advection (2.10). Une simulation
est lancée en introduisant un nombre d’onde minimal Nl (test 2).
Enfin, du fait des différences entre le modèle développé et celui de Bailly & Juvé, le lissage de l’énergie
cinétique turbulente kt n’avait pas été retenu lors de la mise en oeuvre du calcul préliminaire réalisé
dans la section 4.2. Une simulation avec lissage de kt est donc menée pour vérifier que le problème ne
provient pas de ce choix (test 3).
4.5.1 Test 1 : Influence du choix de kmax
L’objectif de ce test est de s’assurer que le choix de kmax ne conditionne pas entièrement les niveaux des
spectres acoustiques de sorte qu’il serait très difficile de les prédire de manière absolue. Si le modèle est
correctement construit, les niveaux des spectres acoustiques à basse fréquence doivent rester inchangés si
la valeur de kmax est diminuée. Seuls les niveaux aux hautes fréquences doivent e^tre affectés. A l’inverse,
travailler avec des grilles de plus en plus fines entra^ıne une meilleure discrétisation des spectres de von
Kármán-Pao, plus d’énergie est donc injectée dans le calcul. Dans ce cas, seule la résolution des spectres
à haute fréquence doit e^tre améliorée. Pour vérifier cela, un nouveau maillage de 202×220×120 points,
plus grossier que celui présenté dans la partie 4.2.1, est généré. Ses dimensions sont les me^mes que celles
de la grille précédente si ce n’est que la résolution spatiale dans la zone la plus raffinée est multipliée par
2. ∆x est donc égal à 1 cm ce qui conduit à un nombre d’onde maximal modélisé de kmax = 100 m−1.
La discrétisation spatiale dans le champ lointain reste quant à elle inchangée ; la fréquence de coupure de
maillage en champ lointain est donc approximativement 9000 Hz, soit St= 3. De manière à conserver le
me^me pas spectral ∆k que celui utilisé dans le calcul préliminaire, le nombre de modes N discrétisant
les spectres de von Kármán-Pao est fixé à 50.
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FIGURE 4.10 – Densités spectrales de puissance des signaux de pression en champ lointain obtenues avec kmax =
100 m−1 pour 2 observateurs localisés sur un arc de rayon r = 10D = 0.8 m.
Les densités spectrales de puissance de signaux de pression obtenus pour deux observateurs - à 45o et
80o - sont comparées à celles obtenues dans la section 4.3 sur la figure 4.10. Pour chacune des deux
positions, on observe que les niveaux correspondant au maximum des spectres restent inchangés alors
que l’écart de niveaux pour f > fcentral augmente progressivement avec f jusqu’à atteindre 4 dB à la
fréquence de coupure du maillage. Cette baisse de niveaux se répercute sur l’OASPL tracé sur la figure
4.11. A chaque angle, l’atténuation due au changement de résolution est comprise entre 1 et 2.5 dB alors
que l’intervalle des nombres d’onde modélisés a été divisé par 2. Ainsi, le choix de kmax ne peut pas
justifier les erreurs de prédiction des niveaux des spectres acoustiques observés dans la section 4.3.2.
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FIGURE 4.11 – OASPL en champ lointain (en r = 10D) obtenu avec kmax = 100 m−1. Les observateurs sont
localisés sur un arc de rayon r = 10D = 0.8 m.
4.5.2 Test 2 : Influence du nombre minimum de modes Nl
La fait qu’aucune valeur minimale n’ait été paramétrée pour Nl peut avoir des conséquences en aval
de la fin du co^ne potentiel. En effet, plus on se déplace en aval du co^ne, plus le nombre d’onde de
coupure kc calculé se rapproche de kmin, limitant ainsi grandement le nombre de modes associés aux
structures de grande échelle. Dans ces zones, peu de modes supporte l’énergie allouée à ces structures
et des discontinuités peuvent appara^ıtre au niveau de l’énergie qu’elles supportent. La quantité d’énergie
supportée par ul le long de l’axe y = 0.5D est montrée sur la figure 4.12 a). On peut remarquer que la
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FIGURE 4.12 – Evolution de kt associée aux modes de grande échelle le long de l’axe y = 0.5D a) sans valeur
minimale pour le nombre de modes Nl b) avec une valeur minimale pour Nl égale à 10.
décroissance en énergie après x = 8D se fait par plateau avec la diminution progressive du nombres
de modes liés aux structures de grande échelle. Le ∆E caractérisant le passage de plateau en plateau
augmente avec la position longitudinale x, les modes supportant d’autant plus d’énergie que leur nombre
diminue. Etant donné que ul intervient dans la convection de us, des variations brutales dans la vitesse de
convection des structures de petite échelle peuvent ainsi intervenir, introduire des discontinuités dans le
champ de vitesse stochastique et devenir brièvement la source d’un rayonnement acoustique parasite. La
figure 4.13 montre un instantané du terme source de l’équation de quantité de mouvement sur la vitesse
longitudinale u superposé à des plateaux correspondant au changement du nombre de modes associés aux
structures de grande échelle. L’un de ses plateaux est source de bruit. En effet, en (16D,D), une source
de bruit est localisée le long du plateau correspondant au passage de Nl = 3 àNl = 2. Contrairement aux
autres points sources, cette zone est remarquable car elle n’appara^ıt que brièvement (quelques dizaines
87
88
FIGURE 4.13 – Instantané du terme source de l’équation de quantité de mouvement le long de la direction x :
∂
∂xj
ρu1uj au temps t = 900∆t. Les niveaux sont inclus entre −2.5 × 10−5 et 2.5 × 10−5 kg.m−2.s−2.
Isocontours du nombre de modes associés aux structures de grande échelle Nl. Les niveaux sont entre 1 et 6 avec
un pas de 1.
d’itérations temporelles) et n’est pas convectée dans le domaine de calcul lorsque t varie. Pour remédier
à ce problème, un nombre minimal de modes Nl est introduit. Ce choix permet de lisser la décroissance
en énergie comme il l’est montré sur la figure 4.12 b) et ainsi d’éviter que ces discontinuités en énergie
puissent devenir source de bruit parasite. Le calcul réalisé dans la section 4.2 est reproduit en introduisant
un nombre minimal de modes pour Nl égal à 10, valeur déjà utilisée pour Ns. Malgré cette modification,
aucun changement n’est à noter sur les PSD des signaux de pression en champ lointain (figure 4.14) et
leur OASPL associé (figure 4.15) qui présente des écarts inférieurs à 1 dB. Cela signifie que les sources de
bruit remarquées sur la figure 4.13 n’interviennent que trop brièvement et trop rarement pour influencer
le rayonnement acoustique du jet. Elles ne sont donc pas la cause de l’écart en amplitude observé dans
la section 4.3.2 sur les spectres en champ lointain. Néanmoins, un nombre minimal de Nl=10 modes liés
aux structures de grande échelle est conservé pour la suite du travail.
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FIGURE 4.14 – Densités spectrales de puissance des signaux de pression en champ lointain obtenues après l’in-
troduction d’un nombre d’onde minimale de 10 modes liés aux structures de grande échelle pour 2 observateurs
localisés sur un arc de rayon r = 10D = 0.8 m.
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FIGURE 4.15 – OASPL en champ lointain (en r = 10D) obtenu après l’introduction d’un nombre d’onde minimale
de 10 modes liés aux structures de grande échelle. Les observateurs sont localisés sur un arc de rayon r = 10D =
0.8 m.
4.5.3 Test 3 : Influence du lissage de l’énergie cinétique kt
Le troisième paramètre à tester est le lissage de l’énergie cinétique turbulente par la fonction cubique
(4.1) préconisé par Gloerfelt et al.43 où ktmax est le maximum d’énergie cinétique turbulente relevé dans
le domaine de calcul et klim est une valeur seuil prédéfinie. Dans le cadre de la méthode de Bailly &
Juvé,7 ce processus permet d’éviter les discontinuités spatiales des termes sources aux limites du jet. Il
n’a pas été employé dans le calcul présenté dans la section 4.2 car la méthode utilisée dans le cadre de
cette thèse est différente de celle de Bailly & Juvé. Néanmoins, il est finalement testé devant le problème
d’écart en amplitude observé suite à la première simulation. Pour cela, le calcul présenté dans la section
4.2 est simulé à nouveau en lissant l’énergie cinétique turbulente provenant du calcul stationnaire par la
fonction (4.1) avec klim = 450 m2.s−2, ce qui correspond approximativement à ktmax/4. Conformément
à ce qui était attendu, ce procédé affecte directement la modélisation du rayonnement acoustique du jet,
moins d’énergie étant injectée dans le calcul. Les couples (kt, ε), et ainsi les spectres de von Kármán-Pao,
se trouvent modifiés en tous points de l’espace. Cela a pour conséquence une modification des niveaux
et de la distribution d’énergie parmi les fréquences des spectres montrés sur la figure 4.16.
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FIGURE 4.16 – Densités spectrales de puissance des signaux de pression en champ lointain obtenues après lissage
de kt pour 2 observateurs localisés sur un arc de rayon r = 10D = 0.8 m.
En effet, on peut remarquer que les niveaux des spectres aux basses fréquences sont plus lourdement
atténués que ceux aux hautes fréquences, déplaçant ainsi leur fréquence centrale. Une diminution de
l’ordre de 6 dB des niveaux globaux peut ainsi e^tre remarquée sur la figure 4.17 à chaque angle. Ainsi,
les niveaux globaux acoustiques dépendent du choix de klim. Il appara^ıt alors compliqué de prédire les
89
90
niveaux acoustiques globaux absolus en utilisant un tel procédé. De plus, pour ne pas modifier le rapport
du couple (kt, ε), rapport sur lequel repose le calcul de l’échelle de longueur intégral - et donc des
spectres de von Kármán-Pao - il faudrait envisager un lissage du taux de dissipation ε. Toujours est-il
que le procédé de lissage n’est pas responsable des 20 dB de décalage entre les amplitudes des spectres
numériques et expérimentaux.
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FIGURE 4.17 – OASPL en champ lointain (en r = 10D) obtenu après lissage de kt. Les observateurs sont localisés
sur un arc de rayon r = 10D = 0.8 m.
4.6 Analyse du champ Euler perturbé
Il a été prouvé que la méthode stochastique présentée dans le chapitre 2 prend correctement en compte
les effets de convection des structures turbulentes et du cisaillement du^ à la présence d’un écoulement
moyen inhomogène. De plus, le champ stochastique synthétisé possède des caractéristiques statistiques
aérodynamiques réalistes. Néanmoins, la réponse du champ de vitesse Euler - situé dans le membre de
gauche du système d’équations à résoudre - au forçage par un terme source stochastique doit e^tre étudiée
de manière à comprendre le problème d’amplitude intervenant sur les niveaux des spectres acoustiques
en champ lointain.
Premièrement, la manière dont le champ de vitesse perturbée assimile les effets de convection imposé
par le champ stochastique est analysée en étudiant des spectres nombre d’onde-fréquence k − f dans la
couche de cisaillement en utilisant une antenne 1D de microphones. Le point de référence est (5D, 0.5D)
et l’antenne linéique compte 117 capteurs uniformément répartis avec ∆x = 5 mm, sa longueur est donc
de 7.25D. Les signaux temporels sont divisés en 2 échantillons de manière à calculer une moyenne après
avoir appliqué un fene^trage de Hanning. La fréquence d’échantillonnage étant telle que fe = 1/10∆t,
le temps physique utilisé pour calculer les spectres k − f est de 750Te. Ces paramètres entra^ınent une
résolution en nombre d’onde de ∆k = 5 m−1, un pas fréquentiel ∆f = 19 Hz. Les spectres k − f
obtenus à partir des trois composantes du champ de vitesse stochastique déja validé sont tracés sur la
gauche de la figure 4.18. Chacun des spectres respectivement associés à u, v, et w présente deux pentes
principales. La première donne accès à la vitesse de convection des structures turbulentes - on trouve
ici uc = 0.55uj . Cette valeur est en accord avec celle trouvée lors de l’étude de validation du modèle
stochastique dans le chapitre 2 et avec celle obtenue par Fleury et al.39 qui ont montré que la vitesse
de convection des structures turbulentes dans la couche de cisaillement est approximativement égale à
uc = 0.6uj . L’erreur de modélisation est donc de 9%. La présence d’une autre pente, correspondant à
une vitesse de propagation infinie, est due au fait que les spectres k − f ont été calculés à partir d’une
antenne 1D de capteurs. Les perturbations arrivant perpendiculairement à cette antenne sont donc enre-
gistrées simultanément par tous les microphones, ce qui explique pourquoi sa pente est quasi-nulle - i.e
reliée à une vitesse de propagation infinie.
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FIGURE 4.18 – Spectres nombre d’onde-fréquencek−f sur les trois composantes de vitesse stochastique (colonne
de gauche) et perturbée (colonne de droitre). Le point de référence est (5D, 0.5D). Composante a) u1, b) u2, c)
u3. Les niveaux sont pris entre 0 et 80 dB sur la gauche et entre 0 et 100 dB sur la droite.
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Les spectres k − f obtenus à partir des trois composantes du champ de vitesse perturbée répondant
au forçage sont quant à eux tracés sur la droite de la figure 4.18. Ceux-ci ne présentent qu’une seule
pente principale. La vitesse de convection uc estimée à partir de ces spectres est de uc = 0.58uj , ce qui
correspond à une erreur de 5% en comparaison aux mesures de Fleury et al.39 Ainsi, le champ de vitesse
Euler hérite bien des caractéristiques de convection imposées par le champ stochastique.
Dans un deuxième temps, des capteurs localisés au centre de la couche de cisaillement, sur l’axe y =
0.5D, sont extraits de la simulation et les densités spectrales de puissance des trois composantes de
vitesse sont calculées de manière à comparer les niveaux et les contenus spectraux des champs de vitesse
stochastique et perturbé. Les PSD de la composante longitudinale de vitesse u sont montrées sur la figure
4.19 pour 4 microphones placés à x = 1.5D, 4D, 6.5D et 11.5D de la sortie de la tuyère.
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FIGURE 4.19 – Densité spectrale de puissance de la composante longitudinale de vitesse u1 le long de l’axe
y = 0.5D. a) x = 1.5D, b) x = 4D, c) x = 6.5D, d) x = 11.5D
A proximité de la sortie de la tuyère, les niveaux de la densité spectrale de puissance sont bas du fait de
la faible proportion d’énergie injectée dans la simulation à cause de la résolution spatiale imposée par
le maillage qui n’autorise pas une discrétisation suffisante des spectres de von Kármán-Pao. D’un co^té,
les niveaux de PSD du champ u stochastique augmentent de x = 1.5D à x = 6.5D puis se stabilisent
entre x = 6.5D et x = 11.5D. De l’autre coté, les niveaux des PSD du champ u perturbé augmente
constamment de x = 1.5D à x = 11.5D. En proximité de la sortie de la tuyère, les deux champs sont
comparables du point de vue du niveau et du contenu spectral. Puis, l’écart de niveaux entre les PSD des
champs stochastique et perturbé s’accroit avec la position longitudinale x et finit par atteindre 15 dB en
x = 11.5D. Malgré ce phénomène, on peut remarquer que les contenus fréquentiels des deux champs
sont identiques en tout point.
La figure 4.20 montre un instantané du terme source injecté dans l’équation de quantité de mouvement
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FIGURE 4.20 – Instantané du terme source de l’équation de quantité de mouvement le long de la direction x :
∂
∂xj
ρu1uj au temps t = 900∆t. Les niveaux sont inclus entre −0.00025 et 0.00025 kg.m−2.s−2. Isocon-
tours d’énergie cinétique turbulente kt provenant du calcul RANS. Les niveaux sont entre 450 et 1800 m2.s−2 avec
un pas de 450 m2.s−2.
sur u au temps physique t = 900∆t, superposé aux isocontours d’énergie cinétique turbulente kt prove-
nant du calcul stationnaire RANS. Les termes sources les plus énergétiques sont localisés dans les deux
lobes énergétiques caractérisant la cartographie d’un jet subsonique. Comme montré par Bechara et al.,
90% de la puissance acoustique d’un jet subsonique froid prend source entre x = 0 et x = 11D. Cette
propriété semble reproduite par la simulation, les sources acoustiques qui contribuent majoritairement au
rayonnement acoustique étant principalement localisées pour x < 11D. L’énergie cinétique turbulente
reconstruite à partir du champ de vitesse perturbée et calculée pendant la simulation est tracée sur la
figure 4.21 de manière à e^tre comparée à la cartographie provenant du calcul RANS. La cartographie
montre le développement de deux lobes énergétiques en aval du co^ne potentiel. Les niveaux sont bornés
entre kt = 0 et kt = 18 000 m2.s−2, soit près de 10 fois le niveau maximum relevé sur la cartographie
de l’énergie provenant du calcul stationnaire RANS. En moyennant le ratio entre l’énergie supportée par
le champ Euler et celle provenant du calcul RANS sur tous les points possédant une énergie cinétique
turbulente non nulle et qui sont situés entre x = 0 et x = 11D, on obtient un facteur d’amplification
moyen pour kt de 9.3 ; ce qui est cohérent avec le problème d’amplitude observé sur les spectres acou-
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FIGURE 4.21 – Cartographie de l’énergie supportée par le champ de vitesse perturbée et reconstruite pendant la
simulation. Les niveaux sont compris entre 0 et 18 000 m2.s−2.
93
94
-stiques en champ lointain, les signaux de pression y étant surestimés d’un facteur 10.
Le forçage des équations d’Euler linéarisées par un terme source formé à partir de la méthode stochas-
tique développée dans le cadre de la thèse entra^ıne un phénomène d’amplification des champs perturbés
qui répondent à ce forçage. Faute de pouvoir rectifier ce phénomène, un calcul est effectué en partant
d’une nouvelle hypothèse : au points où se situent les sources acoustiques les plus énergétiques, l’énergie
cinétique turbulente supportée par le champ de vitesse Euler doit e^tre égale - ou au moins du me^me ordre
de grandeur - que celle provenant du calcul RANS.
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FIGURE 4.22 – Densités spectrales de puissance des signaux de pression en champ lointain obtenues pendant
la simulation avec le terme source calibré avec β = 0.1. Différents observateurs localisés sur un arc de rayon
r = 10D = 0.8 m sont montrés entre θ = 30o et θ = 80o.
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4.7 Résultats acoustiques après calibrage du terme source
La simulation présentée dans la section 4.2.3 est réalisée une nouvelle fois en changeant la valeur du
facteur β intervenant dans l’expression du terme source (3.16). β est fixé à 1/10, valeur cohérente d’une
part avec les écarts observés lors du calcul initial en terme de vitesse perturbée (facteur 3.2) aux points où
se trouvent les sources les plus énergétiques et d’autre part avec l’écart noté sur la pression (facteur 10).
Les densités spectrales de puissance des signaux de pression aux 6 observateurs localisés respectivement
à θ = 30o, 40o, 50o, 60o, 70o et 80o sur un arc de rayon R = 10D à partir de la sortie de la tuyère
sont tracées sur la figure 4.22 et comparées aux données expérimentales fournies par l’Onera. On peut
remarquer que le problème d’amplitude est réglé pour tous les observateurs. Néanmoins, pour les angles
faibles, i.e pour θ < 50o, les spectres acoustiques expérimentaux ne sont pas correctement reproduits
par la simulation. Par exemple, pour les angles θ < 50o, les PSD issues de la simulation sont quasiment
plates et ne suivent pas l’évolution des PSD expérimentales. En revanche, la modélisation des spectres
acoustiques s’améliorent avec l’augmentation de θ. Pour les spectres obtenus à θ = 70o ou 80o, l’am-
plitude, la fréquence centrale et la pente à haute fréquence jusqu’à la fréquence de coupure du maillage
sont correctement reproduites. La figure 4.23 a) montre le bon accord entre les directivités numérique et
expérimentale, un écart maximum de l’ordre du décibel étant relevé entre les deux courbes. L’OASPL
diminue avec l’augmentation de l’angle observateur conformément à ce qui était attendu. L’évolution de
la fréquence centrale des spectres en fonction de θ est représentée sur la figure 4.23 b). En raison du
fait que les spectres numériques sont chahutés au niveau de leur maximum, la fréquence centrale a été
déterminée à l’intersection des pentes à basses et hautes fréquences. Pour θ < 50o, il n’est pas possible
de déterminer une fréquence centrale, les spectres étant quasiment plats. Pour θ > 50o, la figure 4.23 b)
confirme le bon accord entre la simulation et les données expérimentales.
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FIGURE 4.23 – Comparaison entre les données expérimentales et les résultats numériques obtenus avec β = 0.1
pour a) les OASPL en champ lointain et b) le Strouhal de pic des spectres. Les observateurs sont localisés sur un
arc de rayon r = 10D = 0.8 m.
4.8 Conclusions du chapitre
L’outil numérique développé pour prédire à terme le bruit rayonné par un jet froid subsonique confiné a
été appliqué dans un premier temps au cas d’un jet libre subsonique à M=0.72. Les premières simulations
ont montré que l’outil surestimait les signaux de pression en champ lointain d’un facteur 10. Une analyse
du champ Euler qui répond au forçage du terme source a révélé un phénomène d’amplification interve-
nant pendant le calcul. Ainsi, l’énergie cinétique turbulente supportée par le champ de vitesse perturbée
est en moyenne 10 fois supérieure à celle injectée au début du calcul dans la zone où 90% de la puissance
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acoustique du jet prend sa source. La raison de ce phénomène n’a pour l’instant pas pu e^tre identifiée.
Néanmoins, cela pourrait e^tre du^ au fait que le champ de vitesse stochastique n’est pas incompressible
à cause de la résolution de l’équation d’advection des structures de petite échelle qui introduit de la di-
vergence dans le champ. Il pourrait e^tre nécessaire d’imposer la divergence nulle en s’inspirant de la
méthode proposée par Fung et al.40 Quoi qu’il en soit, pluto^t que de modifier le paramétrage du modèle
stochastique, ce qui aurait pour conséquence d’altérer le contenu fréquentiel des spectres, il a été décidé
d’imposer à l’énergie cinétique turbulente supportée par le champ Euler d’e^tre égale - ou du me^me ordre
de grandeur - à celle injectée initialement en changeant la valeur de la constante β directement dans
l’expression du terme source. Les résultats issus de la simulation avec le terme source calibré montrent
un bon accord entre les spectres acoustiques numériques et expérimentaux pour des angles d’observation
supérieur à 50o en terme d’amplitude et de contenu fréquentiel. En revanche, pour les angles faibles, les
niveaux globaux des spectres sont reproduits mais pas leur contenu fréquentiel. Ceci semble indiquer
que la méthodologie mise en place est capable de prédire le bruit associés aux structures de petite taille
qui est dominant pour θ > 50o. En revanche, elle ne semble pas capable de modéliser le rayonnement du^
aux grosses structures cohérentes qui est prédominant pour θ < 50o.
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Chapitre 5
Prédiction acoustique d’un jet confiné
froid subsonique à M=0.8
5.1 Introduction
L’outil numérique de prédiction aéroacoustique, validé par l’étude du rayonnement acoustique d’un jet
libre subsonique à Mach 0.72 dans le chapitre 4, est appliqué dans ce chapitre à la configuration du jet
froid subsonique confiné. Cette configuration n’ayant été que très peu étudiée des points de vue aérody-
namique ou acoustique, expérimentale ou numérique, une campagne de mesures a été conduite dans la
soufflerie anéchoique du LMFA par les ingénieurs de l’école Centrale de Lyon.98 Les objectifs de ces
essais sont multiples. D’un point de vue aérodynamique, ils permettent entre autres d’évaluer l’impact
du confinement sur le développement du jet primaire et de comparer les profils de vitesse moyennée à
ceux caractérisant un jet libre. D’un point de vue acoustique, ils permettent la construction d’une base
de données nécessaire à la validation des résultats numériques issus de l’application de l’outil prédictif
à la configuration du jet confiné. La base de données élaborée à partir des mesures est présentée dans ce
chapitre : elle comprend des résultats aérodynamiques obtenus par anémométrie Laser Doppler (LDA)
à l’intérieur de la trompe et des mesures acoustiques en champ lointain pour les cas des jets froids sub-
soniques libre et confiné. Les résultats issus de l’application de l’outil prédictif au cas du jet subsonique
froid confiné à M=0.8 sont ensuite présentés et comparés à la base de données expérimentales.
5.2 Etude expérimentale du jet subsonique confiné
5.2.1 Présentation de la campagne de mesures
Les essais se sont déroulés en deux étapes. Les mesures acoustiques en champ lointain ont été menées
en juin 2011 et des mesures aérodynamiques par anémométrie Laser Doppler (LDA) ont été réalisées
entre décembre 2011 et janvier 2012. La campagne de mesures a été effectuée dans la grande chambre
anéchoique du laboratoire de mécanique des fluides et d’acoustique de l’école Centrale de Lyon. Les
dimensions de la salle de 10.3×8×7.6 m lui confèrent un volume de 630 m3. Le niveau de bruit de fond
est de 21 dBA et la fréquence de coupure de la salle est 80 Hz. Deux souffleries silencieuses sont asso-
ciées à cette chambre anéchoique : une veine subsonique qui permet d’obtenir des vitesses de soufflage
comprises entre 0 et 160 m/s (débit 15 kg/s, ventilateur centrifuge P = 350 kW) et une veine superso-
nique qui autorise un nombre de Mach maximal en sortie de M=1.7 (débit 1 kg/s, pression génératrice
=3.2 Bar, compresseur P = 450 kW). La campagne d’essai comprend des mesures aérodynamiques et
acoustiques sur un prototype de trompe à air réaliste fourni par Liebherr Aerospace. La figure 5.1 montre
un plan de coupe de la géométrie étudiée. Pour des raisons pratiques, une modification est apportée à la
géométrie initiale : la sortie du conduit primaire est ramenée dans le plan où débute la section cylindrique
de la trompe. Ainsi, le repère (O,x, y, z) est tel que le point O est au centre du plan de sortie de la buse
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primaire et le trièdre (x, y, z) est direct. x est dans le sens de l’écoulement, y est l’axe vertical passant
par O, et z est l’axe horizontal passant par O.
y
x
V0
V1VH3 VH6 V10 V15
L1
FIGURE 5.1 – Schéma de la trompe à air testée.
La figure 5.2 montre le dispositif mis en place pour monter et alimenter la trompe à air dans la grande
chambre anéchoique du LMFA. La tuyère de diamètre 18 mm, que nous appellerons "conduit primaire"
dans la suite des travaux, est alimentée par la veine supersonique de la soufflerie alors utilisée en fonc-
tionnement subsonique. La trompe à air, que nous appellerons quant à elle "conduit secondaire", est
alimentée par la veine subsonique de la chambre. En condition de fonctionnement normale, l’air est as-
piré par entra^ınement dans le conduit secondaire du fait de l’arrivée du fluide haute pression dans le
milieu au repos.
a)
Trompe à air
Alimentation
primaire
Veine
subsonique
Veine
supersonique
b)
FIGURE 5.2 – a) Injecteur primaire. b) Montage de la trompe à air dans la grande chambre anéchoique du LMFA.
Dans le cadre de la campagne d’essai, la géométrie du secondaire de la trompe en amont de la sortie
de la tuyère primaire peut engendrer des pertes de charge pouvant altérer le débit entra^ıné souhaité au
secondaire. Le raccordement du secondaire à la veine subsonique permet donc, si besoin est, d’utiliser le
ventilateur centrifuge pour corriger le débit aspiré.
5.2.2 Mise en place des mesures aérodynamiques par LDA
5.2.2.1 Rappel du principe de la mesure par anémométrie Laser Doppler
L’anémomètre laser à effet Doppler est une technique optique utilisée en mécanique des fluides pour
réaliser des mesures non-intrusives de vitesse turbulente. Le principe de fonctionnement de l’anémomètre
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est rappelé sur la figure 5.3. L’idée est de créer une figure d’interférence en faisant se croiser deux
faisceaux laser issus d’un me^me rayon. La séparation du rayon unique est réalisée à l’aide d’un miroir
semi-réfléchissant.
Mirroir semi-
reflechissant
LASER
Cellule
de Bragg
Photodétecteur
Volume de
mesure
Lentille
convergente
FIGURE 5.3 – Schéma rappelant le principe des mesures de vitesse par anémométrie Laser Doppler.
Le lieu des interférences est une zone ellipsoide de révolution appelée volume de mesure. Lorsque des
particules d’ensemencement traversent cette figure, elles diffusent de la lumière en traversant les franges
lumineuses. La fréquence fp de la lumière émise par une particule traversant le réseau est mesurée par
un photodétecteur. Connaissant la valeur de l’interfrange i qui dépend de l’angle des faisceaux incidents
et de la longueur d’onde de la source lumineuse, la vitesse de la particule up peut e^tre calculée à partir
de la mesure de fp par la relation suivante :
up = ifp (5.1)
Ce dispositif permet la mesure de la composante de vitesse normale aux franges d’interférence. On peut
néanmoins remarquer que travailler à partir de la formule (5.1) présente un point faible car le réseau
de franges généré est fixe. Le photodétecteur ne mesurant qu’une fréquence d’émission de lumière, il
est impossible de définir le sens de déplacement des particules. De plus, il est impossible de définir
la fréquence d’émission fp pour une particule stagnante. Afin de remédier à ce problème, une cellule
de Bragg est ajoutée sur le trajet de l’un des faisceaux. Ceci a pour conséquence d’altérer légèrement la
fréquence du rayon la traversant. En pratique, une cellule de Bragg contient un milieu transparent (liquide
ou solide) excité par des ultrasons. En traversant cette cellule, le laser est diffracté et sa fréquence est
légèrement modifiée. En conséquence, les franges créées dans le volume de mesure défilent à une vitesse
constante U . Ainsi, les particules ayant une fréquence d’émission égale à la fréquence de défilement des
franges ff sont immobiles et il est possible de déduire le sens de déplacement des particules selon le cas
où fp > ff ou fp < ff . Dans le cas où les franges défilent dans le sens inverse de l’écoulement, on a :
up = i (fp − ff )
5.2.2.2 Dispositif expérimental98
Dans le cadre de ce travail et afin de permettre des mesures par anémométrie Laser Doppler à l’intérieur
du conduit secondaire, la partie cylindrique de la trompe à air est remplacée par une section en verre.
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Propriétés Optical LDA-u Optical LDA-v,w
Longueur d’onde (nm) 514.5 488
Longueur focale (mm) 250 250
∆f rayons (MHz) 40 40
Nombre de franges 22 22
Interfrange 3.306 3.122
Demi-angle faisceau 4.463 4.483
∆x volume 0.07467 0.07082
∆y volume 0.07444 0.07061
∆z volume 0.9565 0.9034
TABLE 5.1 – Caractéristiques du volume de mesure.
Comme il l’est montré sur la figure 5.4, un cha^ssis spécifique est réalisé pour permettre le positionne-
ment de la sonde émission-réception d’anémométrie Laser. Une sonde Aerometrics à fibre optique 2
composantes est utilisée dans le cadre de ce travail. Le diamètre des faisceaux produits par cette sonde
de diamètre extérieure 60 mm est de 2.2 mm. L’écartement entre les faisceaux est de 38 mm. La distance
focale présentée par ce système optique est de 250 mm. En utilisant ce matériel, les caractéristiques du
volume de mesure obtenu sont rassemblées dans le tableau 5.1.
Plaques supports
permettant
d’orienter la sonde
LDA
FIGURE 5.4 – Montage de la sonde anémométrique LDA.
Le processeur Dantec modèle BSA F80 est utilisé pour réaliser l’analyse des signaux mesurés par le
photodétecteur. Cet outil possède les propriétés suivantes :
• fréquence Doppler maxi : 180 MHz
• largeur de bande maxi : 120 MHz
• largeur de bande mini : 0, 011 MHz
• résolution : 16 bits
• digitalisation sur 8 bits de 16 à 256 points
• option de synchronisation externe
• 4 entrées analogiques supplémentaires (possibilité de corréler les signaux de vitesse avec d’autres
grandeurs physiques)
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Le logiciel "BSAFlow" de la société Dantec est utilisé pour piloter l’analyseur de spectre de signaux
Doppler (BSAF80). La visualisation, le traitement statistique et la sauvegarde des fichiers de données
sont réalisés avec cet outil. Chaque point de mesure est moyenné sur 250 000 points (particules) ou
T=2 minutes. Un ensemencement de type "générateur de particules nébulisées d’huile d’olive" est utilisé
dans le cadre de cette étude. Pour l’écoulement primaire, l’injection des particules est faite en quatre
points dans la section de 310 mm au niveau du convergent bleu. Pour l’écoulement secondaire aspiré,
l’ensemencement est effectué à l’aide de trois cannes multi-trous dans la section de 560 mm au niveau
du convergent vert. Une photographie des ensemenceurs est présentée sur la figure 5.5.
FIGURE 5.5 – Photographie des ensemenceurs. L’un est connecté à la veine primaire via trois tubes d’injection en
paroi, l’autre à la veine secondaire via trois cannes d’injection multi-trous.
5.2.3 Mise en place place des mesures acoustiques en champ lointain
Les mesures acoustiques en champ lointain sont réalisées à l’aide de 13 capteurs PCB ICP 1/4” Type
377B01 (sensibilité de l’ordre de 3 mV/Pa) orientés vers la sortie de la trompe à air et disposés sur un arc
de cercle de rayon r = 2 m centré sur le sortie du conduit secondaire dans le plan z = 0. L’antenne de
microphones, montrée sur la figure 5.6, est située sur la rive gauche de la soufflerie. Afin d’éviter l’impact
direct de la turbulence, les microphones sont disposés entre 30o (microphone 1) et 150o (microphones 13)
avec un pas angulaire régulier de 10o. Les signaux délivrés par les capteurs sont échantillonnés avec un
analyseur PXI National Instrument piloté par Labview. Tous les signaux acoustiques sont échantillonnés
à 51 200 kHz. La durée d’enregistrement est de 100 s et 100 moyennes sont effectuées. La sensibilité de
chaque microphone est rappelée dans le tableau 5.2.3.
FIGURE 5.6 – Photographie de l’antenne de microphones.
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Microphone Position Sensibilités en mV/Pa
1 30o 2.72
2 40o 2.94
3 50o 2.86
4 60o 2.87
5 70o 2.95
6 80o 2.61
7 90o 2.62
8 100o 2.59
9 110o 2.28
10 120o 2.46
11 130o 2.85
12 140o 2.75
13 150o 1.99
TABLE 5.2 – Sensibilités des microphones utilisés.
5.2.4 Configurations d’essais
Lors de cette campagne d’essai, 3 configurations sont testées : le jet libre - i.e sans la trompe à air - dont
la configuration est présentée sur la figure 5.2 a) et que l’on notera JL ; la trompe à air d’origine qui
sera nommée TEA pour "trompe en aluminium" montrée sur la figure 5.7 ; puis la trompe présentant la
section en verre notée TEV ("trompe en verre") qui est illustrée sur la figure 5.4. Concernant les mesures
aérodynamiques qui se sont déroulées en janvier 2012, les profils de vitesse mesurés par anémométrie
Laser Doppler sont récapitulés sur la figure 5.1. Différentes notations sont introduites sur ce schéma : le
"V" désigne la mesure d’un profil vertical, le "VH" la captation de profils verticaux et horizontaux alors
que "L" fait référence à un profil longitudinal. Le chiffre indiqué directement après les lettres indique la
FIGURE 5.7 – Photographie de la configuration TEA ("trompe en aluminium").
position longitudinale à laquelle a été mesuré le profil. Par exemple, "V1" désigne la mesure d’un profil
vertical en x = 1D. Le profil V0, censé désigner le profil vertical de sortie de tuyère, n’a pas pu e^tre
mesuré pour des raisons pratiques. Il désigne donc le profil situé en x = D/2. Ces mesures de vitesse
sont réalisées sur la configuration TEV pour différentes vitesses en sortie du conduit primaire, de Mach
0.6 à Mach 0.9. Certains de ces profils ont également été mesurés sur la configuration jet libre (JL) à
Mach 0.8. Les profils mesurés sont récapitulés dans le tableau 5.3. Ils permettront notamment de pouvoir
comparer d’une part, le comportement du jet confiné avec celui du jet libre et d’autre part, le champ
de vitesse stochastique généré avec celui mesuré. Pour compléter l’étude, une mesure de l’évolution
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M=0.6 TEV M=0.8 TEV M=0.8 JL M=0.9 TEV
Evolution longitudinale L1 sur y = 0 • •
Profil vertical V0 en x = 0 •
Profil vertical V1 en x = 1D • • • •
Profil vertical/horizontal VH3 en x = 3D •
Profil vertical/horizontal VH6 en x = Lc • •
Profil vertical V10 en x = 10D •
Profil vertical V15 en x = 15D •
TABLE 5.3 – Configurations des mesures par anémométrie Laser Doppler.
longitudinale de la vitesse dans la couche de cisaillement du jet a été tentée (y = −9mm et z = 9mm).
Malheureusement, les taux d’acquisition dans ces profils sont insuffisants pour permettre de valider et de
présenter les mesures.
Concernant les mesures acoustiques en champ lointain réalisées en juin 2011, les 3 configurations sont
étudiées. Le tableau 5.4 permet de visualiser l’ensemble des mesures relevées. Elles devraient permettre
dans un premier temps de quantifier l’impact du remplacement de la section cylindrique par le tronçon en
verre. Enfin, elles permettront de comparer les rayonnements acoustiques des jets libre et confiné puis de
répondre aux questions suivantes : la présence de la trompe modifie t-elle complètement le rayonnement
du jet libre ? Y a t-il un effet d’amplification ? un effet de masquage ?
M=0.6 M=0.7 M=0.8 M=0.9
TEA • • • •
TEV • • • •
JL • • • •
TABLE 5.4 – Configurations des mesures acoustiques en champ lointain.
5.2.5 Régulation des écoulements
L’acquisition de la pression et de la température pour réguler le nombre de Mach est réalisée via un
module NI PXI réf. 4472 piloté par Labview. La fréquence d’échantillonnage est de 1 kHz. La régulation
de l’écoulement secondaire permet de mettre en évidence si les débits aspirés souhaités sont atteints ou
s’il est nécessaire de les forcer à cause des pertes de charge.
5.2.5.1 Régulation de l’écoulement primaire
Pour l’étalonnage du banc, l’entrée de conduit primaire et la sortie de la buse primaire sont instrumentées
d’une prise de pression totale et d’un thermocouple. Le montage est illustré sur la figure 5.8. Au niveau
des silencieux de la chambre sourde, l’entrée du conduit primaire est une section circulaire de diamètre
31 cm caractérisée par un nombre de Mach Mamont. La sortie de la buse primaire est quant à elle une
section circulaire de diamètre 18 mm caractérisée par un nombre de Mach Maval. Un étalonnage de ré-
férence est réalisé en pression et température en sortie de tuyère primaire (plan x = 0) en comparaison
des mesures en sortie de soufflerie (plan x = −2000 mm) avec le conduit rigide secondaire complet.
Pour des raisons de discrétion aérodynamique et acoustique, lors de toutes les mesures ultérieures, l’ins-
trumentation en sortie de buse primaire sera retirée. Le tableau 5.5 indique les relations entre Mamont
et Maval pour différents régimes de fonctionnement. uaspiration désigne la vitesse d’aspiration mesurée au
centre de la veine secondaire (section y = 125 mm en x = −750 mm). Cet étalonnage a été réalisé lors
des deux sessions d’essais de juin 2011 et janvier 2012 et les écarts relevés entre les deux ont été estimés
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inférieurs à 1%. La reproductibilité des conditions de fonctionnement du dispositif expérimental est donc
validée.
Prise de pression totale diam. 1
mm
Thermocouple gainé
FIGURE 5.8 – a) Vue de l’instrumentation en amont de la veine primaire (Mamont). b) Vue de l’instrumentation en
aval de la veine primaire en sortie d’ínjecteur (Maval)
Mamont Maval uaspiration (m/s)
0.205 0.202 7.74
0.312 0.306 11.98
0.410 0.403 15.65
0.510 0.504 19.5
0.608 0.601 23.3
0.704 0.701 27.1
0.804 0.798 30.53
0.909 0.904 34.2
TABLE 5.5 – Etalonnage de la veine d’essais.
Chariot de mesure du débit aspiré
FIGURE 5.9 – Vue du chariot utilisé pour la mesure du débit aspiré.
5.2.5.2 Régulation de l’écoulement secondaire
En condition de fonctionnement normal, l’air est aspiré dans le conduit secondaire. Une mesure du débit
aspiré est réalisée par intégration d’un profil de vitesse moyenne relevé en x = −750 mm dans la
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conduite circulaire. L’implantation du chariot supportant le tube de Pitot de diamètre 4 mm ayant permis
cette mesure est rappelée sur la figure 5.9. Nous avions la possibilité de compenser les pertes de charges
dans le conduit secondaire en utilisant le ventilateur de la soufflerie subsonique KCA. Ce procédé n’est
pas mis en oeuvre car les débits aspirés, tracés sur la figure 5.10, correspondent naturellement aux débits
d’aspiration souhaités. La précision de réglage du Mach est inférieure à 1%. Une fois ce réglage effectué,
nous avons constaté une stabilité quasi-parfaite dans le temps (écart sur une 1/2 journée inférieur à 1%).
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FIGURE 5.10 – Evolution du débit d’air aspiré dans le conduit secondaire en fonction de la vitesse du jet primaire.
5.2.6 Analyse des mesures aérodynamiques
5.2.6.1 Comparaison entre les configurations jet libre et jet confiné
Des mesures de vitesse ayant été réalisées sur la configuration "jet libre" à M=0.8, une comparaison
entre les écoulements libres et confinés est réalisée pour ce régime de fonctionnement. La longueur du
co^ne potentiel Lcp du jet confiné, estimée à partir de l’évolution longitudinale de la vitesse moyenne
au centre de la buse tracée sur la figure 5.11 a), est égale à 6.3D. On peut noter que trois mesures
ont été moyennées pour obtenir le profil de vitesse sur l’axe de la configuration TEV. Le premier effet
remarquable du confinement sur l’écoulement est donc un allongement du co^ne potentiel. En effet, pour
x/D
u
/u
j
0 5 10 15 20 25
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
JL, M=0.8
TEV, M=0.8
a)
x/D
u
r
m
s
/u
0 5 10 15 20 250.00
0.04
0.08
0.12
0.16
0.20
JL, M=0.8
TEV, M=0.8
b)
FIGURE 5.11 – Evolution a) des vitesses axiales moyennes u normalisées par leur maximum respectif et b) de
urms/u, le long de l’axe du jet.
la configuration "jet libre", Lcp est égale à 4.8D, ce qui est en très bon accord avec la longueur du co^ne
potentiel prédite par loi expérimentale de Lau et al.61 qui relie la longueur du co^ne potentiel d’un jet libre
à son nombre de Mach :
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Lcp/D = 4.2 + 1.1M
2 (5.2)
En considérant les caractéristiques des mesures, la loi de Lau et al61 prévoit Lcp = 4.9D, soit 2% de
différence avec la longueur du co^ne potentiel mesurée. Le taux de décroissance de la grandeur u/uj après
la fin du co^ne potentiel est près de deux fois inférieur pour le jet libre que pour le jet confiné - une pente de
-2.7% pour TEV entre [8D; 15D] contre -5% pour JL entre x = 5D et x = 11D. La figure 5.11 b) montre
que, indépendamment de la configuration, le taux de turbulence en sortie de la tuyère primaire approche
les 3%. En aval du co^ne potentiel, la distance de développement de la turbulence est supérieure pour la
configuration TEV. De plus, lorsque l’on s’éloigne du co^ne potentiel, le maximum de la grandeur urms/u
sur l’axe du jet confiné, qui désigne le rapport entre la valeur RMS de la composante longitudinale du
champ fluctuant et la valeur moyennée de la composante longitudinale de la vitesse, est supérieur à celui
observé pour le jet libre - 18% pour TEV contre 15% pour JL. Sur l’axe du jet, l’écoulement turbulent
confiné se développe sur une plus grande distance mais finit par e^tre plus turbulent que l’écoulement
libre. On peut remarquer que le profil expérimental ne s’étend que jusqu’à x = 17D, position à laquelle
se termine la portion de conduit en verre. La figure 5.12 montre, pour deux positions longitudinales di-
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FIGURE 5.12 – Profils radiaux de u. a) en x = 1D b) en x = 6D.
-fférentes, l’évolution radiale de la vitesse moyenne u pour les profils V1 et V6 afin de comprendre l’im-
pact du confinement sur le développement de la plume du jet. Pour chacun des deux profils, on observe
que le confinement a pour conséquence l’accélération du jet sur l’axe. En x = 1D, une augmentation de
la vitesse u sur l’axe du jet de l’ordre de 4% est observée. Cette augmentation se poursuit en aval et at-
teint 8.3% en x = 6D. Naturellement, dans le cadre de la configuration "jet confiné", on peut remarquer
la présence de l’écoulement entra^ıné au secondaire en dehors de la plume du jet primaire. L’évolution
de urms/u le long de ces deux profils radiaux est tracée sur la figure 5.13. Sur la figure 5.13 a), les
profils de urms/u du jet confiné et du jet libre sont similaires. Ces mesures ne permettent pas de mettre
en évidence une quelconque influence de la présence de la paroi sur le développement du jet confiné
dans la zone proche de la sortie de la tuyère primaire. Néanmoins, une étude plus approfondie sur les
taux d’entrainement les contenus spectraux des signaux de vitesse ainsi que sur le tenseur de Reynolds
permettrait peut e^tre d’identifier des différences entre les deux configurations. Néanmoins, l’impact de
la paroi sur le jet devient visible lorque l’on se déplace en aval de la sortie de la tuyère du jet primaire.
L’effet du confinement sur le développement de la turbulence est clairement identifié en x = 6D. Le
guidage par la conduite entra^ıne un rétrécissement de la plume du jet et la grandeur urms/u diminue
- l’écoulement confiné est donc, en ces points, moins turbulent que l’écoulement libre. En conclusion,
du point de vue du champ rms de la composante longitudinale de vitesse, l’écoulement confiné est donc
comparable à l’écoulement libre dans la zone proche de la sortie de la tuyère. Plus en aval, du fait de
l’élargissement du diamètre du jet, la paroi de la trompe affecte directement son développement : la dis-
tance de développement de la turbulence est allongée et l’écoulement confiné, d’abord moins turbulent
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que l’écoulement libre, finit par devenir plus turbulent après x = 10D.
y/D
u
r
m
s
/u
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.50.00
0.04
0.08
0.12
0.16
0.20
JL, M=0.8
TEV, M=0.8
a)
y/D
u
r
m
s
/u
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.50.00
0.04
0.08
0.12
0.16
0.20
JL, M=0.8
TEV, M=0.8
b)
FIGURE 5.13 – Comparaison des profils radiaux de la vitesse turbulente u entre la configuration jet libre et la
configuration jet confiné à M=0.8. a) x = 1D b) x = 6D.
Ce changement dans les caractéristiques est également illustré sur la figure 5.14 qui montre des profils
radiaux des vitesses moyenne et turbulente en différentes positions longitudinales. En x = 15D, le
mélange du jet confiné est loin d’e^tre achevé puisque la vitesse en y = 1.5D est encore 2.7 fois plus
faible que celle au centre de la veine. Cela confirme l’une des remarques précédentes selon laquelle la
distance nécessaire au jet confiné pour se développer est plus longue. On peut également remarquer que
la vitesse constante au centre de la veine jusqu’en x = 6D corrobore la longueur du co^ne potentiel
précédemment observée : Lcp = 6.3D.
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FIGURE 5.14 – Profils radiaux de a) la vitesses moyenne u b) la vitesse turbulente urms, pour différentes positions
longitudinales.
En x = D/2, le profil de urms/u n’est pas symétrique par rapport au centre de la tuyère, ce qui n’est
pas le cas pour les autres profils. Il n’est pas possible de dire si cela est du^ à un effet d’installation ou à
une erreur de mesure. Néanmoins, ce phénomène pourrait e^tre lié à la présence du coude en amont de
la sortie de la tuyère primaire. En effet, me^me si les profils verticaux en aval de V0 sont symétriques,
les profils horizontaux en x = 3D et x = 6D montrés sur la figure 5.16 de la section 5.2.6.2 montrent
une légère dissymétrie. La présence du coude pourrait engendrer un écoulement primaire tournant et
une perturbation pourrait ainsi se propager de manière hélicoidale dans la direction longitudinale. Une
autre mesure permet de donner du crédit à l’hypothèse selon laquelle ce phénomène est intrinsèquement
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associé à la tuyère : le profil radial V6 du jet libre montré sur la figure 5.13 b) présente également une
dissymétrie.
5.2.6.2 Influence de la géométrie secondaire amont sur l’écoulement
Pour les plans situés en x = 3D et x = 6D, des profils radiaux horizontaux ont également été enre-
gistrés pendant la campagne de mesures afin de comprendre si, malgré la complexité de la géométrie au
secondaire de la trompe en amont de la sortie de la tuyère primaire, le jet confiné peut e^tre considéré
comme axisymétrique. La figure 5.15 présente une comparaison des profils vertical et horizontal de vi-
tesse moyenne u. Dans chacun des deux plans d’intére^t, ces profils se superposent parfaitement. Hormis
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FIGURE 5.15 – Comparaison entre les profils radiaux verticaux et horizontaux de u. a) en x = 3D b) en x = 6D.
le phénomène de dissymétrie qui pourrait e^tre lié à la présence du coude, la me^me conclusion peut e^tre
faite au regard des tracés du rapport urms/u sur la figure 5.16. Ces résultats montrent que l’influence
de la géométrie amont, et notamment du coude de jonction entre les conduits primaire et secondaire qui
aurait pu créer un sillage turbulent, est faible pour les points situés en aval du plan x = 3D. On peut re-
marquer que, pour les z négatifs, les mesures horizontales en proche paroi ne sont pas accessibles. Ceci
est du^ au fait que les mesures laser sont compliquées dans cette zone à cause de la forme cylindrique
de la conduite en verre. En effet, l’incidence des rayons laser sur la courbe de la conduite ajoutée à la
présence de traces de particules ensemencées à la paroi rendent difficiles la convergence des rayons et
ainsi la création du volume de mesures.
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FIGURE 5.16 – Comparaison entre les profils radiaux verticaux et horizontaux de urms/u. a) en x = 3D b) en
x = 6D.
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5.2.6.3 Influence du nombre de Mach
En x = 1D, des mesures de vitesse axiale sont également réalisées pour des écoulements primaires à
nombre de Mach M=0.6 et M=0.9 afin de les comparer aux résultats à M=0.8. Une comparaison entre les
3 régimes de fonctionnement est représentée sur la figure 5.17. Sur la figure 5.17 a), chacune des courbes
de vitesse moyenne est normalisée par sa vitesse maximale respective. Les 3 profils se superposent. La
me^me remarque peut e^tre faite au regard des profils de urms/u pour les 3 régimes de fonctionnement sur
la figure 5.17 b). Les profils sont donc autosimilaires.
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FIGURE 5.17 – Profils en x = 1D : a) la vitesse axiale moyenne u/uj . Les courbes ont été adimensionnées par
leur maximum respectif. b) urms/u.
5.2.7 Analyse des mesures acoustiques en champ lointain
5.2.7.1 Comparaison entre les configurations jet libre et jet confiné
Les mesures réalisées à M=0.8 permettent de comparer les rayonnements acoustiques des configurations
"jet libre" (JL) et "trompe en verre" (TEV). La figure 5.18 présente les densités spectrales de puissance
obtenues pour des observateurs disposés en champ lointain en 4 angles distincts (θ = 30o, 60o, 90o et
120o) sur un arc de rayon r = 111D pour un écoulement en sortie de tuyère primaire à M=0.8. Pour
chacun des observateurs, les résultats provenant des essais de la configuration JL sont superposés à ceux
issus des mesures réalisées sur la configuration TEV. De prime abord, on peut noter la grande influence
de la trompe à air sur le champ acoustique en termes de niveaux mais également de contenus spectraux.
Pour les angles faibles, ici à θ = 30o, la présence de la paroi entra^ıne une diminution de 5dB de la
PSD au niveau de fréquence centrale fpic du spectre, qui reste inchangée par rapport à la configuration
JL, et d’environ 4dB pour les fréquences supérieures. Néanmoins, on observe une nette augmentation
des niveaux du rayonnement aux basses fréquences. Avec l’augmentation de l’angle d’observation θ, la
fréquence centrale des spectres de la configuration TEV se déplace vers les basses fréquences. Ainsi,
pour les grands angles, le jet confiné produit un rayonnement plus basse fréquence que le jet libre. A
θ = 120o, la fréquence centrale des spectres est réduite d’un facteur 10 entre les configurations TEV et
JL.
Pour le jet libre, les spectres acoustiques à 30o et 120o se superposent parfaitement aux spectres universels
empiriques proposés par Tam, Golebiowski & Seiner.101 Sur la figure 5.19 a), le spectre acoustique à
30o se superpose au spectre F et celui à 120o au spectre G, confirmant ainsi l’hypothèse selon laquelle
le bruit de jet résulte des contributions respectives de deux sources de bruit distinctes, l’une provenant
des structures cohérentes de grande échelle qui rayonnent dans une direction privilégiée comprise entre
θ = 30o et 50o, et l’autre liée au bruit aléatoire généré par les structures tourbillonnaires de plus petite
échelle qui est dominant pour θ > 50o. L’évolution de la fréquence de pic, et ainsi du nombre de Strouhal
109
110
102 103 104
20
30
40
50
60
70
80
TEV
JL 30o
f(Hz)
PS
D
(dB
/H
z)
102 103 104
20
30
40
50
60
70
80
TEV
JL 60o
f(Hz)
PS
D
(dB
/H
z)
102 103 104
20
30
40
50
60
70
80
TEV
JL 90o
f(Hz)
PS
D
(dB
/H
z)
102 103 104
20
30
40
50
60
70
80
TEV
JL 120o
f(Hz)
PS
D
(dB
/H
z)
FIGURE 5.18 – Densité spectrale de puissance des signaux acoustiques en champ lointain pour les configurations
JL et TEV à M=0.8. Les observateurs sont localisés sur un arc de rayon r = 111D = 2 m.
de pic Stpic, est tracée sur la figure 5.19 b). Deux régimes d’évolution de Stpic sont remarquables : Stpic
commence par augmenter entre θ = 30o et 60o puis diminue avec l’augmentation de θ après 60o. Ces
résultats sont ainsi cohérents avec ceux montrés par Tam et al.102 et semblent confirmer la thèse des
deux sources de bruit. Les spectres acoustiques obtenus pour la configuration du jet confiné montrent
la présence de modes de conduit à tous les angles d’observation. Ces modes de conduit résultent de
l’excitation large bande causée par le jet subsonique. Les fréquences respectives de ces modes de conduit
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FIGURE 5.19 – a) Superposition des spectres acoustiques à 30o et 90o de la configuration JL à M=0.8 avec les
spectres F et G. b)Variations du nombre de Strouhal du pic du spectre Stpic en fonction de l’angle d’observation θ
pour la configuration JL à M=0.8. Les observateurs sont localisés sur un arc de rayon r = 111D = 2 m.
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aux basses fréquences sont récapitulées dans le tableau 5.6. Elles sont comparées à celles approximées à
partir de la longueur de la trompe LT = 80 cm et de son diamètre de sortie DT = 12 cm en assimilant la
trompe à air à un conduit ouvert - i.e en considérant que le conduit est cylindrique sur toute sa longueur
et qu’il est complètement ouvert en amont de la sortie de la tuyère primaire :
fmodes =
nc0
2(LT + 0.8DT )
(5.3)
Pic 1 Pic 2 Pic 3 Pic 4 Pic 5 Pic 6
Fréquence EXP (Hz) 195 274 378 560 773 957
Fréquence conduit ouvert (Hz) 197 393 590 787 983
Identification modes de conduit (n) 1 2 3 4 5
Ecart (%) 0.9 3.9 5.1 1.7 2.7
TABLE 5.6 – Fréquence des modes de conduit observés avec la configuration TEV à M=0.8.
avec n un entier et c0 = 334 m.s−1 approximée à partir d’une moyenne en température entre Tamont et
Taval . Malgré l’approximation faite sur la géométrie, les modes de conduit sont clairement identifiables.
En effet, les écarts notés entre les fréquences expérimentales et analytiques sont faibles (un maximum
de 5.1% est remarqué). Néanmoins, le pic à f = 274 Hz ne correspond pas à un mode de conduit de la
trompe à air. Les fréquences analytiques de ces modes de conduit sont superposées aux PSD à 60o, 90o
et 120o sur la figure 5.20 a). Les directivités obtenues à partir de chacune des deux configurations sont
tracées sur la figure 5.20 b). Pour le jet libre comme pour le jet confiné, le niveaux maximum est observé
pour un angle d’observation θ = 40o. La présence de la trompe à air entra^ıne un effet de masquage et
une diminution des niveaux des spectres à tous les angles. Cette diminution est d’en moyenne 5.3 dB
avec un écart type de 0.4.
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FIGURE 5.20 – a) Superposition des fréquences des modes de conduit calculées à partir de la formule (5.3) avec les
PSD obtenues pour la configuration TEV à M=0.8 aux angles θ = 60o, 90o et 120o. b)Directivité en champ lointain
des configurations JL et TEV à M=0.8. Les observateurs sont localisés sur un arc de rayon r = 111D = 2 m.
5.2.7.2 Influence de la terminaison du conduit
La mise en place de la campagne de mesures de vitesse par LDV ayant contraint le remplacement de
la trompe en aluminium par une section en verre, il est nécessaire de vérifier que le changement de
matériaux n’affecte pas le rayonnement acoustique de la trompe à air. Pour cela, des mesures acoustiques
sont également réalisées à partir de la configuration "trompe en aluminium" TEA. Une comparaison des
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spectres acoustiques en champ lointain entre les configurations TEA et TEV à M=0.8 est représentée sur
la figure 5.21. Les points observateurs sont situés sur un arc de rayon r = 111D et son respectivement
associés aux 4 angles d’observation suivants : 30o, 60o, 90o et 120o. A tous les angles, nous notons peu
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FIGURE 5.21 – Densité spectrale de puissance des signaux acoustiques en champ lointain pour les configurations
TEV et TEA à M=0.8. Les observateurs sont localisés sur un arc de rayon r = 111D = 2 m.
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FIGURE 5.22 – Directivité en champ lointain des configurations TEV et TEA à M=0.8. Les observateurs sont
localisés sur un arc de rayon r = 111D = 2 m.
de différences entre les deux configurations, signe que la terminaison du conduit, qu’elle soit en alumi-
nium ou en verre, n’influence que faiblement le rayonnement acoustique. Cette conclusion est corroborée
par le fait que les directivités provenant des configurations TEV et TEA, tracées sur la figure 5.22 pour un
écoulement primaire à M=0.8, sont identiques. Néanmoins, des différences interviennent sur les niveaux
des premiers modes de conduit. La trompe en aluminium semble en effet atténuer l’amplitude de certains
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FIGURE 5.23 – Densité spectrale de puissance des signaux acoustiques en champ lointain pour les configurations
JL (à gauche) et TEV (à droite) à M=0.8. Les observateurs sont localisés sur un arc de rayon r = 111D = 2 m.
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modes : à 30o, on observe une diminution de près de 4 dB du niveau du mode 1. Cette réduction est de
2 dB à 60o.
5.2.7.3 Influence du nombre de Mach
Les mesures à différents nombres de Mach prévues dans la matrice d’essais permettent de comprendre
l’effet de la vitesse de l’écoulement en sortie de tuyère primaire sur l’évolution des niveaux et des conte-
nus spectraux des signaux acoustiques en champ lointain. Les configurations JL et TEV sont ainsi tes-
tées pour des écoulements primaires à M=0.6, 0.7, 0.8 et 0.9. La figure 5.23 présente l’évolution de ces
spectres acoustiques en fonction du nombre de Mach pour les différents observateurs présentés dans les
parties précédentes. La configuration JL est montrée sur la gauche et la configuration TEV, sur la droite.
Pour chacune des deux configurations, on constate une augmentation des niveaux des spectres acous-
tiques avec le nombre de Mach, conformément à ce qui était attendu. Pour le jet confiné, les modes de
conduit observés dans la section 5.2.7.1 sont présents à tous les nombres de Mach. L’augmentation des
niveaux des PSD pour chacune des configurations, JL et TEV, est clairement visible sur la figure 5.24 où
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FIGURE 5.24 – Directivité en champ lointain des configurations a) JL et b) TEA pour différents nombre de Mach.
Les observateurs sont localisés sur un arc de rayon r = 111D = 2 m.
est tracée l’évolution des directivités avec le nombre de Mach. Depuis les premières études aéroacous-
tiques sur le bruit de jet, il est connu que l’intensité acoustique d’un jet libre varie avec une puissance de
la vitesse en sortie de tuyère primaire. La plus célèbre loi en puissance est celle de Lighthill65 :
I ∝ u8j
qui stipule que l’intensité acoustique I varie avec uj élevée à la puissance 8. Plus récemment, Viswana-
than108 a écrit
I ∝ unj (5.4)
où l’exposant n est déterminé de manière empirique. Tam100 a également proposé une version sans
dimension de cette loi. La figure 5.25 montre les OASPL - qui peuvent s’écrire comme une fonction de
l’intensité acoustique I - obtenus à différents angles tracés en fonction du nombre de Mach en échelle
logarithmique. Pour chacune des 2 configurations, les données à chaque angle forment une droite, preuve
que I varie selon la loi décrite dans l’équation (5.4). La pente de ces droites donne accès à la valeur de
l’exposant n à chaque position angulaire. La valeur de n pour les configurations JL et TEV est reportée
sur la figure 5.26 a). On peut ainsi remarquer que, dans le cadre du jet libre, le choix n = 8 est une bonne
approximation pour les angles faibles, i.e entre θ = 30o et 70o , fene^tre angulaire pour laquelle l’écart
entre n(θ) et 8 est inférieur ou égal à 5%. Pour θ > 70o, l’exposant n diminue progressivement et est
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inferieur à 8 de 5 à 18%. L’évolution de n en fonction de θ
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FIGURE 5.25 – OASPL en fonction du nombre de Mach pour différents angles observateurs en champ lointain.
a) Configuration jet libre, b) Configuration jet confiné. Les observateurs sont localisés sur un arc de rayon r =
111D = 2 m.
observée pour le jet libre est ainsi cohérente avec celle montrée par Tam et al.102 qui justifie la présence
d’une "bosse" aux angles faibles par l’hypothèse des deux sources de bruit distinctes. On peut noter que,
dans le cadre de la trompe à air, l’intensité acoustique varie également selon une puissance de la vitesse
d’éjection (figure 5.25 b)). Dans ce cas, l’exposant n est égal à 7 : de θ = 30o à 80o, n(θ) appartient à
l’intervalle [7− 5%, 7 + 5%].
La trompe à air exerce également un effet de masquage acoustique sur le jet. L’atténuation de l’OASPL
due à la présence de la trompe à air est montrée sur la figure 5.26 b) pour chaque angle d’observation et
chaque nombre de Mach. On peut noter que l’efficacité de la trompe en tant que "masque acoustique"
augmente avec la vitesse en sortie de tuyère primaire, la réduction en OASPL augmentant avec le nombre
de Mach primaire. L’atténuation varie selon l’angle d’observation : elle est plus forte aux microphones
placés perpendiculairement au plan de sortie du conduit, entre θ = 70o et θ = 110o. En revanche, excepté
à 30o, l’atténuation minimale est obtenue pour les grands angles, i.e θ ≥ 140o.
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FIGURE 5.26 – a) Variation de l’exposant n de la loi de puissance en unj pour différents angles d’observateurs. b)
Réduction de l’OASPL due à la présence de la trompe à air pour différents nombre de Mach.
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5.3 Etude numérique du bruit de jet subsonique confiné
L’outil numérique prédictif est appliqué à un jet subsonique confiné à M=0.8, ce régime de fonctionne-
ment étant celui pour lequel le plus de données de référence sont disponibles. La géométrie utilisée est
identique à celle testée expérimentalement.
5.3.1 Calcul stationnaire RANS
Les grandeurs moyennes et les variables de transport utilisées comme données d’entrée du modèle sto-
chastique sont fournies par un calcul stationnaire RANS de l’écoulement réalisé par Liebherr Aerospace.
La simulation est accomplie avec le code commercial StarCCM+ à partir d’un maillage non-structuré de
5 millions de cellules montré sur les figures 5.27 et 5.28. On peut remarquer 30 à 35 mailles le long du
diamètre de la sortie de la buse primaire. Le modèle de turbulence utilisé est un modèle standard kt−ωs
SST de Menter. Comme lors
Zone de raffinement du
maillage
FIGURE 5.27 – Plan médian du maillage utilisé pour le calcul RANS sur la configuration du jet confiné à M=0.8.
30 à 35
cellules
FIGURE 5.28 – Raffinement du maillage au niveau de la sortie de la tuyère primaire.
de la campagne de mesures, le diamètre de la tuyère est D = 18 mm et le nombre de Mach caractérisant
l’écoulement en sortie de tuyère est M=0.8. La partie de la trompe située en amont de la sortie de la
tuyère primaire est également modélisée de manière à permettre la prise en compte de l’impact du coude
sur l’écoulement. Les cartographies de la vitesse longitudinale u, de l’énergie cinétique turbulente kt
ainsi que du taux de dissipation ε qui est reconstruit à l’aide de la formule (5.5) :
ε = Cµktωs (5.5)
avec Cµ = 0.09 et ωs est le taux de dissipation spécifique, sont montrées respectivement sur les figures
5.29, 5.30 et 5.31. On peut noter les faibles niveaux en énergie cinétique turbulente en amont de la sortie
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FIGURE 5.29 – Cartographie de la vitesse longitudinale u issue du calcul RANS à M=0.8 : plan médian (sur la
gauche), plan transverse en x = 5D (sur la droite). Les niveaux sont compris entre 0 et 270 m.s−1).
FIGURE 5.30 – Cartographie de l’énergie cinétique turbulente kt issue du calcul RANS à M=0.8 : plan médian
(sur la gauche), plan transverse en x = 5D (sur la droite). Les niveaux sont compris entre 0 et 900 m2.s−2.
FIGURE 5.31 – Cartographie du taux de dissipation ε issue du calcul RANS à M=0.8 : plan médian (sur la gauche),
plan transverse en x = 5D (sur la droite). Les niveaux sont compris entre 0 et 2.106 m2.s−3.
de la tuyère primaire ainsi que la présence d’une zone de recirculation au niveau du coude. L’évolution
de la vitesse longitudinale moyenne u est décrite sur la figure 5.32 où elle est comparée à celle moyennée
à partir de 3 mesures de vitesse axiale obtenues pendant la campagne d’essais à partir de la configuration
"trompe en verre" à M=0.8. La longueur du co^ne potentiel fournie par StarCCM+ est surestimée de 39% :
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j
FIGURE 5.32 – Evolution de la vitesse longitudinale moyenne u le long de l’axe du jet.
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la simulation indique Lcp = 8.8D contre 6.3D obtenue expérimentalement dans la section 5.2.7.1.
Cette conclusion était attendue car les calculs stationnaires ont tendance à surestimer la longueur du
co^ne potentiel des jets subsoniques. La vitesse axiale maximale relevée dans le co^ne potentiel diffère
de moins de 5% entre les données expérimentales et numériques. Les évolutions radiales de la vitesse
longitudinale sont tracées sur la figure 5.33 pour les positions x = D/2, D, 3D, 6D, 10D et 15D ;
correspondant aux profils mesurés par anémométrie laser Doppler lors de la campagne d’essais. Pour
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FIGURE 5.33 – Profils de u/ua en : a) x = D/2, b) x = 1D, c) x = 3D, d) x = 6D, e) x = 10D et f) x = 15D.
comparaison, les courbes ont été normalisées par la valeur de la vitesse sur l’axe du jet. En valeur abso-
lue, l’écart moyen entre les valeurs numériques et expérimentales de la vitesse longitudinale sur l’axe du
jet est de l’ordre de 3.4%. Exceptée la vitesse entra^ınée au secondaire de la trompe qui est sous estimée
par le calcul stationnaire pour tous les profils, le développement du jet semble correctement prédit par
starCCM+. Cette conclusion est corroborée par le bon accord - moins de 11% d’écart - entre les évo-
lutions numérique et expérimentale du diamètre de développement du jet D1/2 présentées sur la figure
5.34.
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FIGURE 5.34 – Evolution du diamètre de développementD1/2 du jet libre subsonique à M=0.8 le long de l’axe x.
5.3.2 Mise en oeuvre du calcul
5.3.2.1 Mise au point du maillage
Un maillage 3D structuré multi-blocs constitué d’environ 8 millions de noeuds est construit de manière
à appliquer l’outil prédictif. La figure 5.35 a) représente le plan médian xy de la grille. L’intérieur de
la trompe est maillé du plan de sortie de la tuyère primaire jusqu’au plan de sortie de la trompe à air en
x = 45D. La figure 5.35 b) montre un plan de coupe transverse yz du maillage situé à proximité de la
sortie de la tuyère primaire.
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FIGURE 5.35 – Plan de coupe du maillage pour le calcul du jet subsonique confiné à M=0.8. a) Plan médian x− y
et b) plan y − z à proximité de la sortie de la tuyère en x = 1D.
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Le maillage du plan de sortie de la trompe est extrudé vers l’extérieur dans la direction longitudinale x sur
17D soit près de 2.5 diamètres de sortie de trompe DT . Un étirement progressif géométrique des mailles
avec un coefficient de 3% est réalisé à partir de x = 54D jusqu’à la sortie du domaine. Le maillage, à
caractère polaire, est ensuite étendu radialement à partir de la lèvre de la trompe sur 4D - i.e 0.6DT -
avec une progression géométrique de 3%. Enfin, le maillage est extrapolé vers l’amont de la trompe sur
15D = 2.25DT . Cette grille s’étend jusqu’à x = 62D dans la direction du jet. La résolution spatiale est
fixée à ∆x = ∆ = 1 mm, ce qui entra^ıne un ratio ∆x/D = 0.056. Sans écoulement, ce choix permet la
modélisation d’un nombre d’onde maximal kmax = 1000 m−1. Le nombre d’onde maximal modélisé est
donc sensiblement différent de celui qui avait été choisi dans le chapitre 4. Néanmoins, ce choix permet
proportionnellement de supporter une quantité d’énergie similaire à celle injectée dans la simulation du
jet libre réalisée dans le chapitre 4, comme le montre la figure 5.36 sur laquelle sont tracés les spectres
de von Kármán-Pao au point le plus énergétique pour chacun des calculs stationnaires, libre et confiné.
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FIGURE 5.36 – Comparaison des spectres de von Kármán Pao au point le plus énergétique entre la configuration
du jet libre Φ80 et celle du jet confiné à M=0.8. kmax = 200 m−1 pour le jet libre contre kmax = 1000 m−1 pour
le jet confiné.
La figure 5.35 b) montre que, par construction, la densité du maillage augmente dans les coins du quadri-
latère central. La résolution spatiale la plus fine observée dans le domaine de calcul est ainsi de 0.63 mm.
Ce détail est important pour le choix du nombre de CFL. La résolution spatiale est maintenue jusqu’à
x = 54D. A l’extérieur, 3 points permettent de discrétiser l’épaisseur de la lèvre de la trompe. Une zone
éponge est paramétrée en sortie du domaine de calcul à partir de la position longitudinale x = 52D.
Ainsi, ajoutée à l’étirement progressif des mailles, elle permet d’éviter la création d’ondes parasites lors
de la convection des structures tourbillonnaires au travers de la condition aux limites de sortie de do-
maine. Une deuxième zone éponge est introduite au niveau de la sortie du jet primaire afin d’éviter que
les ondes acoustiques qui remontent l’écoulement ne viennent créer des réflexions parasites au niveau
de la condition aux limites d’entrée. La solution stationnaire obtenue dans la section 5.3.1 est interpolée
sur ce maillage. Le calcul RANS fourni par Liebherr Aerospace ne contient que les grandeurs station-
naires à l’intérieur de la trompe. En première approximation, les champs stationnaires à l’intérieur de
la trompe sont rendus axisymétriques et leurs valeurs observés au niveau du plan de sortie de la trompe
sont extrudées jusqu’à la sortie du domaine de manière à modéliser la propagation des ondes acous-
tiques à l’extérieur de la trompe. Cette transformation est illustrée sur la figure 5.37 pour la composante
longitudinale de vitesse u.
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FIGURE 5.37 – Extension des grandeurs stationnaires à l’extérieur de la trompe. Cartographie de la vitesse longi-
tudinale u.
5.3.2.2 Paramétrage du modèle stochastique
Les spectres de von Kármán-Pao sont calculés et discrétisés en chaque point du domaine de calcul par
N = 200 modes. Les nombres d’onde associés aux N modes sont tirés linéairement entre kmin = 5 m−1
et kmax = 1000 m−1 conformément au maillage construit dans la section 5.3.2.1, ce qui entra^ıne un pas
de discrétisation spectrale de ∆k = 5 m−1. Le nombre d’onde de coupure kc est toujours calculé par
la relation (2.5) et permet de définir les nombres de modes respectivement associés aux structures de
grande échelle Nl et petite échelle Ns. Conformément à ce qui a été montré dans le chapitre 4, un
nombre minimal de nombre de modes Nl et Ns égal à 10 est fixé. Cela évite que trop peu d’énergie ne
soit supportée par les modes de grande ou petite échelle. La vitesse de convection uc est fixée à 0.6uj , ce
qui correspond à une bonne approximation de la vitesse de convection des structures turbulentes dans la
couche de cisaillement du jet libre.39 Le calcul de la pulsation de Kolmogorov est effectué en utilisant un
taux de dissipation < ε > moyenné sur tous les points tels que kt > 450 m2.s−2, valeur correspondant
approximativement à la moitié du maximum d’énergie cinétique turbulente relevé dans le domaine de
calcul conformément à ce qui a été fait pour le jet libre dans le chapitre 4. En procédant de la sorte, la
vitesse de convection uc et la pulsation ωn intervenant dans le calcul de ul ne dépendent pas de l’espace.
Pour résoudre l’advection du champ de vitesse us par l’équation (2.10), le champ de vitesse moyen u
provenant du calcul RANS est choisi pour ubulk.
5.3.2.3 Caractéristiques du forçage par les termes sources
Le calcul des termes sources se fait à chaque itération temporelle. Conformément à ce qui a été réalisé
dans le chapitre 4, le vecteur source S n’est forcé dans les équations d’Euler linéarisées qu’aux points
où l’énergie cinétique turbulente kt > ktmax/2 = 450 m−1 car ce choix permet de limiter le nombre
de points sources. La cartographie des points sources est montrée sur la figure 5.38. La constante β
intervenant dans l’expression du terme source (3.16) est fixée à β = 0.1. Cette valeur, déjà utilisée pour
l’étude du jet libre dans le chapitre 4, est conservée car les essais ont montré d’importantes similitudes
entre la physique du jet libre et celle du jet confiné.
5.3.2.4 Paramétrage de la simulation
La simulation est réalisée sur 80 000 itérations temporelles. Le nombre de CFL utilisé dans le chapitre 4
est maintenu pour ce calcul. CFL=0.83 entra^ıne ainsi un pas de temps ∆t = 8.5×10−7 s. Ce paramétrage
permet de modéliser une fréquence maximale de fmax = 588 kHz. Le temps physique simulé par ce
calcul est de 0.068 s, ce qui engendre une fréquence minimale fmin mesurée de quelques dizaines de
Hertz. Cette plage de fréquence permet de couvrir la zone d’intére^t du spectre qui se situe entre 100 et
10 000 Hz. Vingt sept heures ont été nécessaires pour mener la simulation sur 480 processeurs parallèles.
121
122
FIGURE 5.38 – Cartographie dans le plan médian x−y des points d’injection du terme source S dans les équations
de quantité de mouvement - i.e tels que kt > 450 m2.s−2.
5.3.2.5 Paramétrage du calcul Ffowcs Williams et Hawkings
Les champs instationnaires sont enregistrés toutes les 10 itérations temporelles sur deux surfaces d’ex-
traction distinctes pendant le calcul afin de réaliser un calcul de type FWH qui fournira les signaux de
pression en champ lointain. Ces deux surfaces cylindriques concentriques sont représentées sur la figure
5.39. La première, Surf1 (en rouge), suit l’évasement de la conduite jusqu’au plan de sortie de la trompe
a)
b) c)
FIGURE 5.39 – a) Visualisation dans le plan médian x−y des surfaces d’extraction définies pour le calcul Ffowcs
Williams et Hawkings. b) Maillage de Surf1 et c) maillage de Surf2.
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à air. La distance de Surf1 à la paroi est de 1.2 cm, soit 1/10ième du diamètre de sortie du conduit
secondaire. En aval du plan de sortie de la trompe, le diamètre d1 = 14 cm est constant et la surface Surf1
est fermée en x = 46.5D. Elle coupe ainsi le sillage turbulent. La deuxième surface, Surf2 (en bleu), suit
également l’évasement de la conduite jusqu’au plan de sortie de la trompe. Dans cette zone, la distance
de Surf2 à la paroi est de 1.6 cm, soit approximativement 1/7ième du diamètre de sortie du conduit
secondaire. En aval du plan de sortie de la trompe à air, le diamètre d2 de Surf2 est constant et égal à 15 cm
ou 1.25 diamètre de sortie de conduit. Surf2 s’étend jusqu’à la sortie du domaine de calcul mais n’est pas
fermée au niveau du sillage. Seules les itérations de 20 000 à 80 000 sont conservées afin de supprimer
le transitoire du début de calcul. Un fene^trage de Hanning est appliqué aux 6000 échantillons afin de
rendre les signaux temporels pseudo-périodiques. En considérant qu’au moins 5 points par période sont
nécessaires pour mesurer correctement la fréquence minimale, la plage de fréquence mesurée se ramène
donc à [100, 58 000] Hz, ou en nombre de Strouhal à
[
7.10−3, 3.8
]
. Ce paramétrage permet toujours de
couvrir la zone d’intére^t des spectres acoustiques. L’ensemble des paramètres utilisés est rappelé dans le
tableau 5.7.
Paramètres de la turbulence
Paramètres Valeurs
Nombre de modes N 200
Intervalle modélisé [kmin, kmax] [5, 1000]
kthreshold 450 m
2
.s−2
Paramètres de ul et us
Paramètres Valeurs
Vitesse de convection uc 0.6uj
Champ porteur ubulk u
Paramètres de la simulation Euler
Paramètres Valeurs
Nombre d’itérations 80 000
Résolution spatial ∆ 0.66 mm
Pas de temps ∆t 8.5× 10−7 s
CFL 0.83
Paramètres du forçage par les termes sources
Paramètres Valeurs
Constante β 0.1
Paramètres du calcul FWH
Paramètres Valeurs
Nombre d’échantillons temporels 6000
Pas de temps ∆t 8.5× 10−6 s
Plage de fréquences résolue [100, 58 000] Hz
TABLE 5.7 – Paramètres du calcul du jet subsonique confiné à M=0.8.
5.3.3 Résultats aérodynamiques préliminaires
Un instantané de l’amplitude de la vorticité calculée à partir du champ de vitesse stochastique au temps
t = 50 000∆t est montré dans le plan médian xy sur la figure 5.40. On peut remarquer une forte activité
tourbillonnaire après la fin du co^ne potentiel - i.e après Lc = 8.8D - jusqu’à x = 35D. Le champ de
vorticité n’est pas réaliste à partir de la sortie de la trompe à cause de l’approximation faite sur le champ
stationnaire dans cette zone. Néanmoins, dans les équations LEE, les termes sources ne sont forcés qu’
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FIGURE 5.40 – Instantané de l’amplitude de la vorticité dans le plan médian x− y calculée à partir du champ de
vitesse stochastique. Les niveaux sont compris entre 1000 et 14000 s−1.
aux points indiqués sur la figure 5.38. Le champ de vitesse stochastique formé à l’extérieur de la trompe
n’influe donc pas sur le résultat acoustique. La figure 5.41 montre la cartographie d’énergie cinétique
turbulente calculée à partir du champ de vitesse stochastique en moyennant le terme 1/2(u2+v2+w2) sur
30 000 itérations temporelles. Les deux lobes énergétiques notés sur la cartographie d’énergie cinétique
turbulente imposée par le calcul RANS (figure 5.30) sont reproduits. Néanmoins, comme lors de l’étude
menée sur le jet libre dans le chapitre 4, on peut remarquer une perte d’énergie pendant le calcul. La
figure 5.42 permet de comparer des profils d’énergie cinétique turbulente reconstruit à partir du champ
de vitesse stochastique avec l’énergie injectée en début de calcul à partir des spectres de von Kármán
Pao. Comme lors de l’application de l’outil prédictif à la configuration du jet libre, on constate une
perte d’énergie pour tous les profils. Pour le profil longitudinal, cette perte est de 10% au maximum, en
x = 15D. Pour les profils radiaux, on constate des écarts de 7% à 10% en ce qui concerne l’amplitude
des maxima des profils. Ces différences sont légèrement inférieures à celles observées dans la section
2.4.4 lors de l’étude du jet libre. On peut remarquer que, pour cette configuration également, les positions
des maxima sont correctement reproduites.
FIGURE 5.41 – Cartographie de l’énergie cinétique turbulente kt reconstruite à partir du champ de vitesse stochas-
tique en moyennant 30 000 itérations. Les niveaux sont compris entre 0 et 450 m2/s2.
Cette perte d’énergie est corroborée par les tracés de urms/u de vitesse montrés sur la figure 5.43. Sur
la gauche, les profils calculés à partir du champ de vitesse stochastique sont comparés à ceux mesurés
expérimentalement. Pour les profils en x = 3D et x = 6D, la perte est conséquente et due au fait que
le choix de kmax et donc la résolution du maillage dans cette zone ne permettent pas une discrétisation
suffisante des spectres de von Kármán-Pao. La faible proportion d’énergie injectée dans cette zone au
travers des spectres de von Kármán-Pao au début de la simulation est par ailleurs visible sur la figure 5.42.
Pour les profils c) et d), l’écart en amplitude entre les profils numériques et expérimentaux se réduit avec
l’éloignement de la sortie de la tuyère primaire. En x = 15D, l’amplitude du maximum relevé sur
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FIGURE 5.42 – Comparaison de profils d’énergie cinétique turbulente injectée depuis les spectres de von Kármán-
Pao ( )et reconstruite ( ). a) Profil le long de l’axe y = 0.5D, b) Profils radiaux à différentes positions
longitudinales.
le profil expérimental est deux fois supérieure à celle observée sur le profil numérique. Cet écart est du
me^me ordre de grandeur que ce qui a été observé dans le chapitre 2 lors de l’étude du jet libre. A droite de
la figure 5.43, les profils de urms/u sont normalisés par leur maximum respectif. On peut ainsi remarquer
que la disposition spatiale des points auxquelles le champ turbulent est le plus intense est conservée.
Des différences importantes peuvent e^tre relevées sur l’axe de la trompe. En x = 3D et x = 6D, on
remarque ainsi que la grandeur urms/u issue de la simulation est nulle en y = 0 contrairement à ce qui
a été observé expérimentalement. Cet écart est du^ à la surestimation de la longueur du co^ne potentiel par
le calcul stationnaire. Les me^mes conclusions peuvent e^tre tirées au regard des tracés de urms/u le long
de l’axe y = 0 sur la figure 5.44.
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FIGURE 5.43 – Comparaison des profils radiaux numériques et expérimentaux de urms/u en valeurs absolues (à
gauche) et normalisées (à droite). Les profils sont disposés en a) x = 3D, b) x = 6D, c) x = 10D et d) x = 15D.
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FIGURE 5.44 – Comparaison des profils numériques et expérimentaux de urms/u en a) valeurs absolues et b)
valeurs normalisées le long de l’axe y = 0.
5.3.4 Premiers résultats acoustiques
5.3.4.1 Comparaison des résultats obtenus avec Surf1 et Surf2
Les densités spectrales de puissance des signaux de pression, fournis par le code Ffowcs Williams et
Hawkings MIA à partir de chacune des surfaces Surf1 et Surf2, sont présentées sur la figure 5.45. On
rappelle que la fréquence d’échantillonnage est égale à fs = 1/(10∆t) et que, en tenant compte du
théorème de Shannon, 3000 échantillons ont été post-traités pour obtenir les PSD. Les 4 observateurs
sont localisés sur un arc de rayon r = 111D = 2 m par rapport au diamètre de la tuyère primaire, i.e
approximativement à 17 diamètres de sortie de trompe. Les PSD sont calculées en moyennant 4 capteurs
en azimut distribués tous les 90o. L’angle d’observation θ est défini par rapport à l’axe de la trompe à air,
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FIGURE 5.45 – Densités spectrales de puissance des signaux de pression sur un arc de rayon r = 111D = 2 m
obtenues à partir de Surf1 et Surf2.
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comme lors de la campagne d’essais. Les PSD issues des deux simulations montrent d’importantes dif-
férences pour St < 0.5. Un instantané du champ de pression dans le domaine de calcul est montré pour
le temps t = 50 000∆t sur la figure 5.46. Cette cartographie montre clairement la présence d’instabilités
hydrodynamiques se développant en aval de la sortie de la trompe à air, à partir de la lèvre. Ces dernières
sont générées lorsque les ondes sortant de la trompe se propagent dans la zone où l’écoulement station-
naire est fortement cisaillé. Ce phénomène est probablement lié au fait que le champ moyen à l’extérieur
de la trompe à air n’est pas physique. En effet, le champ moyen en sortie de la trompe à air a été extrudé
en première approximation jusqu’à la sortie du maillage. On peut néanmoins noter que le rayonnement
acoustique engendré par cette instabilité est mono-fréquentiel, sa longueur d’onde étant quasi-constante
de la sortie de la trompe à air jusqu’à la sortie du domaine de calcul. Les résultats issus du calcul basé
sur la surface Surf1 semblent donc plus propices à la comparaison avec les mesures présentées dans la
section 5.2. En effet, Surf1 est fermée en aval de la zone de développement des instabilités alors que ces
dernières se propagent le long de Surf2. De plus, une portion de Surf2 traverse la zone éponge position-
née en sortie de domaine. Pour la suite du travail, seuls les résultats obtenus à partir de la surface Surf1
seront analysés.
FIGURE 5.46 – Instantané du champ de pression dans le plan médian x− y du domaine de calcul à t = 50 000∆t.
Les niveaux de pression sont compris entre −10 et 10 Pa.
5.3.4.2 Comparaison des mesures avec les résultats obtenus avec Surf1
Les PSD obtenues à partir du calcul basé sur la surface de contro^le Surf1 sont comparées à celles me-
surées pendant la campagne d’essais sur la figure 5.47. Six angles d’observation sont étudiés : de 30o à
130o avec un pas angulaire de 20o. Comme pour les calculs issus de l’application de l’outil prédictif au
jet libre, les PSD numériques pour les angles faibles ne sont pas correctement reproduites. Ce résultat
était attendu pour le comportement des spectres aux hautes fréquences : pour les angles faibles et pour
cette plage de fréquence, la pente du spectre est imposée par le jet libre (cf. section 5.2), or la dynamique
du spectre du jet libre aux hautes fréquences pour les angles faibles n’est pas correctement modélisée par
l’outil prédictif. On peut néanmoins remarquer que la qualité de la modélisation du contenu fréquentiel
augmente avec l’angle d’observation θ : à partir de θ = 70o, on remarque un bon accord entre la simu-
lation et les mesures. La deuxième conclusion qui peut e^tre tirée de la figure 5.47 est que la valeur de
la constante β = 0.1 utilisée pour les calculs sur le jet libre à M=0.72 est également adaptée à l’étude
du jet confiné à M=0.8. Il est vrai que la campagne d’essais a montré des similitudes entre les écoule-
ments du jet libre et de ce jet confiné mais ce résultat montre que le paramétrage du coefficient β n’est
pas complètement dépendant de la configuration étudiée et notamment du régime de fonctionnement.
En effet, l’amplitude des spectres est prédite de manière satisfaisante pour tous les angles d’observation,
ce qui est confirmé par la figure 5.48 a) permettant la comparaison entre les directivités numérique et
expérimentale. Un écart maximal de 4 dB est observé pour θ = 130o. Néanmoins, cette différence est
causée par le pic qui émerge à St=2.10−2 à tous les angles d’observation.
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FIGURE 5.47 – Densités spectrales de puissance des signaux de pression en champ lointain obtenues pour diffé-
rents observateurs localisés sur un arc de rayon r = 111D = 2 m.
Comme le montre la figure 5.48 b), cette fréquence ne correspond à aucun mode du conduit testé. Ce
pic pourrait correspondre au rayonnement de l’instabilité hydrodynamique. Un calcul MIA plus complet
a fourni des signaux de pression en 36 capteurs azimutaux pour 19 positions angulaires entre 0 et 1800.
Ces données permettent de tracer la visualisation 3D de l’OASPL à r = 2 m de la sortie de la trompe qui
est montrée sur la figure 5.49. Comme attendu, le rayonnement le plus intense intervient pour les angles
faibles et le champ acoustique est invariant en azimut.
Ces résultats préliminaires seront améliorés en réalisant une nouvelle simulation à partir d’un calcul
RANS prenant en compte la géométrie située en amont de la sortie de la tuyère primaire et surtout
comportant l’écoulement extérieur à la trompe. Cela devrait permettre de supprimer les instabilités hy-
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drodynamiques qui polluent le calcul. Une étude en nombre de Mach pourra alors e^tre réalisée pour
vérifier la capacité de prédiction de l’outil numérique et ainsi achever sa validation. Enfin, il sera néces-
saire d’optimiser la méthodologie pour la rendre utilisable dans un cadre industriel. Dans ce chapitre, le
nombre d’onde maximal modélisé est de kmax = 1000 m−1, ce qui est conséquent. Il sera ainsi possible
de travailler avec un kmax restreint et donc un maillage plus grossier, ce qui réduira sensiblement le cou^t
de calcul.
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FIGURE 5.48 – a) Directivité en champ lointain dee la trompe à air à M=0.8 fournie par MIA. Les observateurs
sont localisés sur un arc de rayon r = 111D = 2 m. b) Superposition des fréquences des modes de conduit avec
les spectres acoustiques à 30o, 70o et 130o
FIGURE 5.49 – Visualisation 3D de l’OASPL à une distance r = 2 m de la sortie de la trompe à air. Les niveaux
sont compris entre 87 et 92 dB.
5.4 Conclusions du chapitre
La campagne expérimentale présentée dans la première partie de ce chapitre a permis de construire
une base de données complète nécessaire à la validation de l’outil numérique développé. D’un point
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de vue aérodynamique, le jet confiné ne porte pas les marques de la complexité de la géométrie de la
conduite secondaire en amont de la sortie de la tuyère. L’écoulement est comparable à celui du jet libre à
proximité de la sortie de la tuyère alors qu’en aval, la présence de la paroi solide de la trompe affecte son
développement. Le confinement entra^ıne par ailleurs une augmentation de la longueur du co^ne potentiel
et de la distance sur laquelle se développe le jet. Une dissymétrie a été relevée pour certains profils
de vitesse turbulente. Ce phénomène pourrait e^tre associé à la tuyère. D’un point de vue acoustique,
le rayonnement acoustique engendré par la trompe à air s’est révélé e^tre complètement différent de
celui du jet libre. La fréquence centrale des spectres acoustiques est notamment décalée vers les basses
fréquences et des modes de conduit ont été clairement identifiés. La présence du conduit secondaire
entra^ıne également un effet de masquage acoustique.
Dans la deuxième partie de ce chapitre, l’outil numérique prédictif a été appliqué à la configuration d’un
jet subsonique confiné à M=0.8. La géométrie utilisée est similaire à celle testée expérimentalement. Le
cha^ınage entre le modèle stochastique développé dans le cadre de la thèse et le code Euler sAbrinA_v0 a
permis la modélisation du rayonnement acoustique à l’intérieur de la trompe et à proximité de sa sortie.
Les signaux de pression en champ lointain ont été obtenus par une analogie acoustique : la formulation
fréquentielle de l’analogie de Ffowcs Williams et Hawkings (code MIA). Le champ de pression calculé
par sAbrinA_v0 montre clairement la présence d’instabilités hydrodynamiques se développant à partir de
la lèvre de la trompe à air. Les résultats acoustiques fournis par MIA à partir d’une surface de contro^le
fermée en amont du développement de ces instabilités sont encourageants. Ils mettent notamment en
évidence la stabilité de l’outil prédictif par rapport au paramétrage de la constante β. De nouvelles si-
mulations doivent e^tre réalisées afin d’améliorer ces résultats. Un nouveau calcul RANS comprenant
l’écoulement à l’extérieur de la trompe à air doit d’abord e^tre effectué afin d’éviter le développement des
instabilités hydrodynamiques. Cette amélioration permettra une réduction de la taille de la zone éponge
et ainsi de baser le calcul FWH sur la surface d’extraction Surf2, qui respecte l’hypothèse selon laquelle
les surfaces d’extraction doivent e^tre placées dans des zones où l’écoulement moyen est uniforme. Une
étude de convergence concernant les surfaces d’extraction pourra ensuite e^tre menée.
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Synthèse et perspectives
Au cours de cette thèse, nous avons développé un outil numérique prédictif de l’acoustique rayonnée par
une trompe à air, dispositif assimilable à un jet subsonique confiné en conduit et qui permet la création
d’un écoulement d’air froid dans les échangeurs à air. Cet outil numérique, s’appuyant sur des calculs
stationnaires, est adapté au contexte industriel de Liebherr Aerospace. La complexité de la géométrie
écartant les méthodes de prédiction statistique, le rayonnement acoustique en champ lointain est obtenu
en trois temps : i) à partir du calcul stationnaire de la configuration étudiée, une méthode stochastique
permet la génération d’un champ de vitesse turbulente en tout point du domaine de calcul. ii) des termes
sources, formés à partir du champ de vitesse stochastique, sont forcés dans les équations d’Euler linéa-
risées qui sont alors utilisées comme un propagateur d’onde linéaire en champ proche - i.e à l’intérieur
du conduit et à proximité de sa sortie. iii) Les champs instationnaires fournis par les équations d’Euler
sont enregistrés sur une surface de contro^le à l’extérieur du conduit secondaire afin de les faire rayonner
à l’aide d’une méthode intégrale.
Depuis le début des années 70, les méthodes stochastiques ont été développées et utilisées dans de nom-
breux domaines. En conséquence, le volume de modèles existants est conséquent et ne cesse de cro^ıtre.
La présentation, dans le chapitre 1, des modèles relevés dans la littérature a permis de les classer en
deux familles : les formulations en somme de modes de Fourier et celles reposant sur le filtrage spatial
ou temporel d’un bruit blanc. Une analyse de la manière dont ces modèles sont ba^tis met en lumière le
fait qu’ils ont été développés en parallèle en s’inspirant respectivement les uns des autres. Au début du
travail de thèse, cette étude bibliographique a permis de comprendre les avantages et les inconvénients
de chaque formulation et ainsi de nous orienter dans le choix d’une méthode adaptée à la configuration
étudiée.
Le choix de la méthode stochastique était l’un des points déterminants pour la réussite de ce travail étant
donné qu’elle conditionne la qualité de la turbulence générée et ainsi des termes sources imposés dans
les équations d’Euler linéarisées. Un cahier des charges a donc été imposé concernant la méthode à uti-
liser. Au début du travail de thèse, nous ne connaissions pas les liens entre l’écoulement à l’intérieur
de la trompe et le rayonnement acoustique à l’extérieur, il a donc été décidé de valider la méthode sto-
chastique choisie directement sur les grandeurs aérodynamiques de l’écoulement en considérant qu’une
reproduction réaliste de ces grandeurs permettraient par voie de conséquence une bonne modélisation
du rayonnement acoustique. Ainsi, la méthode stochastique retenue devait permettre la génération d’un
champ de vitesse turbulente reproduisant les fonctions de corrélation de vitesse dans l’écoulement car
les dimensions, l’évolution temporelle des structures tourbillonnaires ainsi que le processus de décorré-
lation du champ de vitesse sont autant de paramètres influant sur le rayonnement acoustique. La méthode
devait également autoriser la conservation de la la cartographie d’énergie cinétique turbulente imposée
par le calcul stationnaire de manière à assurer que les sources acoustiques les plus énergétiques soient
disposées dans la couche de cisaillement et à la fin du co^ne potentiel du jet. Enfin, la méthode devait e^tre
applicable à des géométries 3D complexes tout en conservant un cou^t de calcul attractif en comparai-
son aux méthodes directes. Aucune des méthodes répertoriées dans le chapitre 1 ne permettant le respect
strict de ce cahier des charges, il a été décidé de développer un nouveau modèle stochastique. La méthode
développée dans le cadre de ce travail est introduite dans le chapitre 2. Elle est basée sur l’hypothèse de
133
134
sweeping qui est un mécanisme fondamental de décorrélation du champ de vitesse turbulente et dont la
prise en compte nécessite l’introduction d’une séparation dans les échelles de la turbulence. Inspirée de
la méthode de Fung et al.,40 elle combine les méthodes de Bailly & Juvé7 et celle de Billson et al.16
Devant le peu de données de référence disponibles au début de ce travail, il a été décidé de valider la
méthode stochastique développée sur les grandeurs aérodynamiques d’un cas plus connu : un jet froid
subsonique. Le chapitre 2 présente donc également les résultats issus de l’application du modèle au jet
Φ80 de diamètre 80 mm et à nombre de Mach 0.72. Ainsi, la méthode développée s’est révélée capable
de reproduire les fonctions de corrélations spatio-temporelles de vitesse dans l’écoulement, de prendre
correctement en compte la vitesse (inhomogène) des structures turbulentes dans la couche de mélange
et d’intégrer les effets de cisaillement de l’écoulement moyen sur la turbulence générée. Moyennant une
légère perte d’énergie cinétique turbulente pendant le calcul, la distribution de kt supportée par le champ
turbulent généré correspond à celle imposée par le calcul stationnaire. De plus, la méthode est aisément
implémentable et n’engendre pas des cou^ts de calculs rédhibitoires lors de son application à des configu-
rations 3D.
Le modèle stochastique développé dans le chapitre 2 a été cha^ıné avec le solveur Euler de l’Onera sA-
brinA_v0 à travers le forçage de termes sources non-linéaires. La formulation utilisée des équations
d’Euler a été validée sur des cas tests 2D simples dans le chapitre 3. Les équations d’Euler sont alors
utilisées comme un propagateur linéaire d’onde. Il a ainsi été vérifié que l’équation d’onde est correc-
tement reconstruite par le solveur numérique. Par forçage, le jeu d’équations résolu permet notamment
de conserver le caractère multi-polaire d’une source imposée et de prendre en compte correctement les
effets de réfraction dus à la présence d’un écoulement porteur inhomogène. Dans la deuxième partie du
chapitre, le couplage entre le code sAbrinA_v0 et un solveur de type Ffowcs Williams et Hawkings fré-
quentiel (code MIA de l’Onera) est abordé. Ce procédé permet de réduire de manière drastique les cou^ts
de calcul. A l’extérieur de la trompe, les grandeurs instationnaires sont enregistrées sur une surface de
contro^le afin de la faire rayonner vers les points observateurs situés en champ lointain.
Devant la complexité de la géométrie de la configuration confinée, le couplage entre la méthode stochas-
tique et le code Euler sAbrinA_v0 a d’abord été appliqué à un jet libre froid subsonique dans le chapitre 4.
Le jet choisi est le jet Φ80 déjà étudié dans le chapitre 2 lors de la validation de la méthode stochastique.
Les spectres acoustiques en champ lointain sont directement fournis par sAbrinA_v0. La grille de calcul
est construite en reprenant les paramètres utilisés lors de l’extension des résultats aérodynamiques à la
3D réalisée dans le chapitre 2, ces derniers représentant un bon compromis entre la modélisation aérody-
namique et la réduction du temps de calcul. Les simulations préliminaires ont révélé une surestimation
des signaux de pression en champ lointain d’un facteur 10. Afin d’identifier ce qui pouvait e^tre à l’ori-
gine de ce phénomène, une étude paramétrique des grandeurs pouvant influer sur les niveaux des spectres
acoustiques a été menée. Néanmoins, la méthodologie s’est montrée stable, les variations paramétriques
n’entra^ınant pas d’écart important en termes de niveaux et de contenus spectraux. Une analyse du champ
Euler répondant au forçage par le terme source stochastique a mis en évidence un phénomène d’ampli-
fication du champ de vitesse Euler et ainsi de l’énergie cinétique turbulente qu’il supporte. Devant ce
problème, il a été décidé d’imposer d’une nouvelle hypothèse, à savoir que l’énergie cinétique turbulente
supportée par le champ Euler devait e^tre égale ou au moins du me^me ordre de grandeur que celle four-
nie par la simulation stationnaire. Le terme de forçage dans les équations d’Euler a donc été calibré à
partir d’une constante β correspondant à l’inverse du facteur d’amplification de l’énergie moyenné sur
la zone d’où provient 90% de la puissance acoustique du jet. Hormis un problème intervenant pour les
angles faibles, les résultats provenant de la simulation avec le terme source calibré montre un bon accord
avec les spectres expérimentaux en terme d’amplitudes, de fréquences centrales et de pentes à haute fré-
quence. En revanche, les niveaux acoustiques globaux des spectres sont reproduits pour tous les angles
d’observation.
Le chapitre 5 est focalisé sur l’étude du jet subsonique confiné. Dans un premier temps, une étude expé-
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rimentale réalisée dans la soufflerie anéchoique du LMFA a permis de mieux comprendre les similarités
et différences entre les configurations de jet libre et confiné. Cette campagne d’essais comprenait des
mesures aérodynamiques par LDA à l’intérieur de la trompe à air et des mesures acoustiques en champ
lointain. Les résultats ont montré que malgré la complexité de la géométrie en amont de la sortie de la
tuyère primaire, l’écoulement moyen confiné est quasi-axisymétrique. A proximité de la tuyère primaire,
l’écoulement est comparable à celui d’un jet libre puis, plus en aval, le confinement affecte directement
le développement du jet dont le diamètre est restreint. Le confinement a également pour effet d’entra^ıner
un accroissement de la vitesse sur l’axe du jet et d’augmenter la longueur du co^ne potentiel. D’un point
de vue acoustique, les spectres en champ lointain montrent la présence de modes de conduit et le rayon-
nement est plus basse fréquence que celui engendré par un jet libre. La trompe à air entra^ıne également
un effet de masque acoustique à tous les angles d’observation. Dans un deuxième temps, l’outil numé-
rique prédictif développé dans les premiers chapitres a été appliqué à la configuration du jet confiné à
M=0.8, régime de fonctionnement pour lequel le plus de données a été mesuré. Les premiers résultats
acoustiques se sont révélés encourageants. Ils ont notamment montré que le choix fait pour la constante
β lors de l’étude du jet libre à M=0.72 est également adapté à la modélisation du jet confiné à M=0.8.
Comme pour le jet libre, le contenu fréquentiel des spectres numériques est en bon accord avec celui
des spectres expérimentaux pour les angles d’observation tels que θ > 60o. Néanmoins, de nouvelles
simulations doivent e^tre réalisées et devraient permettre l’amélioration de ces résultats.
L’un des principaux enseignements de ce travail est la capacité des méthodes stochastiques à générer
des champs instationnaires respectant des propriétés prédéfinies. Afin de poursuivre la validation du
modèle développé, il serait intéressant de jauger ses capacités dans d’autres domaines d’application. Pour
l’injection de turbulence en entrée de domaines de calculs instationnaires, une étude pourrait permettre
de comparer la méthode développée à celles couramment utilisées. Une étude de diffusion de particules
pourrait montrer les similarités et les différences observées avec la Kinematic Simulation.
Afin d’améliorer les capacités de prédiction de la méthodologie utilisée, il est important de placer les ef-
forts de recherche sur la compréhension du phénomène d’amplification observé après forçage des équa-
tions d’Euler. Comme il l’a été indiqué dans le chapitre 4, ce phénomène pourrait e^tre du au fait que la
résolution de l’équation d’advection pour les structures turbulentes de petite échelle introduit de la diver-
gence dans le champ de vitesse turbulente u. Les travaux successifs de Billson et al.16 et Dembinska26
permettent d’émettre des réserves quant à cette hypothèse : ils ont ainsi réussi à mettre en évidence que
l’introduction de divergence dans le champ de vitesse est due à l’inhomogénéité du vecteur de convec-
tion. Néanmoins, les calculs acoustiques réalisés par leur soin avec différents paramètres de convection
n’ont pas mis en lumière une telle dépendance de l’amplitude des spectres vis à vis du champ porteur
de vecteurs vitesse de convection. Quoi qu’il en soit, le modèle pourrait e^tre amélioré en y ajoutant un
moyen de rendre le champ synthétisé à divergence nulle, peut e^tre en s’inspirant de la méthode proposée
par Fung et al.40
Afin d’améliorer les résultats obtenus lors de l’étude du jet confiné, il est nécessaire de réaliser de nou-
velles simulations à partir d’un calcul stationnaire comprenant la modélisation de l’écoulement en amont
de la sortie de la tuyère primaire mais surtout à l’extérieur de la trompe à air. Cela devrait permettre
d’éliminer les instabilités hydrodynamiques qui polluent le calcul et ainsi d’améliorer la modélisation
des spectres acoustiques en champ lointain.
En gardant le modèle stochastique en l’état, il est nécessaire d’appliquer l’outil numérique aux me^mes
configurations que celles étudiées dans le cadre de ce travail mais pour différents régimes de fonction-
nement afin de jauger ses capacités de prédiction. Cela permettra notamment de mettre en lumière si le
coefficient de calibration du terme source est grandement dépendant de la vitesse de l’écoulement en
sortie de tuyère primaire. Cela permettra également de savoir s’il est possible de retrouver la loi de va-
riation de l’intensité acoustique en u8 dans le cadre du jet libre puis en u7 dans le cadre du jet confiné.
Enfin, la méthodologie étant applicable à toutes géométries du moment qu’une simulation stationnaire
est disponible, elle pourra e^tre testée sur d’autres configurations d’écoulement comme par exemple pour
étudier le bruit de profil.
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Annexe A
Détermination des paramètres
stochastiques
A.1 Détermination de kn et σn
z
y
x
φn
θn
kn
σn
k1
k3
k2
αn
FIGURE A.1 – Géometrie du nombre d’onde du nième mode de vitesse de Fourier.
La détermination des paramètres stochastiques a été proposée par Bechara et al.12 En partant de leur
expression pour u, la condition d’incompressibilité impose ∇ · u = 0 en tout point de l’espace :
∇ · u = −2
N∑
n=1
An sin (kn · x + ϕn) (kn · σn) (A.1)
Ceci impose donc que les vecteurs kn et σn sont orthogonaux pour tout n :
kn · σn = 0 (A.2)
Pour une turbulence isotrope, aucune direction ne doit e^tre privilégiée. La loi d’équiprobabilité des di-
rections sur la sphère de rayon kn nous donne :
p(kn)dkn =
dS
4πk2n
(A.3)
p(θn)dθnp(φn)dφn =
kn sin(θn)dθnkndφn
4πk2n
(A.4)
φn est choisi aléatoirement entre 0 et 2π. D’après (A.4), les densités de probabilité suivantes sont impo-
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sées :
p(φn) =
1
2π
, p(θn) =
sin(θn)
2
, p(αn) =
1
2π
(A.5)
A.2 Détermination de ϕn
Pour une turbulence homogène, nous cherchons à rendre la corrélation spatiale R indépendante de x.
Cette dernière est définie par l’équation (A.6) :
R = u(x)u(x + r) = u(x)u(y) (A.6)
En injectant l’expression de u imposée par Bechara et al.12 dans (A.6), il vient :
R = 4
N∑
n=1
[An cos (kn · x + ϕn)σn]
M∑
m=1
[Am cos (km · y + ϕm)σm] (A.7)
Soit, étant donné que les modes sont indépendants deux à deux :
R = 4
N∑
n=1
A2n cos (kn · x + ϕn) cos (kn · y + ϕn) (A.8)
R = 2
N∑
n=1
A2n
[
cos (kn · r) + cos (2kn · x + kn · r + 2ϕn)
]
(A.9)
De manière à rendre R homogène, il faut choisir ϕn pour que le second terme du deuxième membre de
l’équation (A.9) s’annule :
cos (2kn · x + kn · r + 2ϕn) = 0 (A.10)
ϕn est donc choisi aléatoirement entre 0 et 2π et vérifie la densité de probabilité suivante :
p(ϕn) =
1
2π
(A.11)
A.3 Détermination de An
Pour déterminer les amplitudes An de chaque mode, on écrit tout d’abord la définition de l’énergie
cinétique turbulente kt :
kt =
1
2
u2 =
∫ +∞
0
E(k)dk (A.12)
or
1
2
u2 =
1
2
R(0) =
N∑
n=1
A2n (A.13)
On a donc
N∑
n=1
A2n =
∫ +∞
0
E(k)dk ≈
N∑
n=1
E(kn)∆kn (A.14)
Si l’on définit un spectre de turbulence E(k), il est possible de déterminer les amplitudes An de chaque
mode par la relation (A.15) :
An =
√
E(kn)∆kn (A.15)
Pour leur étude, Bechara et al. utilisent le spectre de Von Karman-Pao définit par la relation suivante :
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E(k) = α
u2
ke
(k/ke)
4
[1 + (k/ke)2]17/6
e−2(k/kη)
2 (A.16)
Pour définir entièrement le champ des vitesses turbulentes u(x), il reste à déterminer les termes α et ke
de l’équation (A.16).
– Calcul de α
Pour définir α, on part de la définition de l’énergie cinétique turbulente kt :
kt =
∫ +∞
0
E(k)dk =
∫ +∞
0
α
u2
ke
(k/ke)
4
[1 + (k/ke)2]17/6
e−2(k/kη)
2
dk (A.17)
On utilise le changement de variables suivant : x = k/ke et z = 2(ke/kη)2. Il vient :
kt =
3
2
u2 = αu2
∫ +∞
0
x4
[1 + x2]17/6
e−zx
2
dx (A.18)
On applique à nouveau un changement de variable : y = x2. L’expression (A.18) devient :
α
3
∫ +∞
0
y3/2(1 + y)−17/6e−zydy = 1 (A.19)
Pour calculer cette intégrale, on utilise le théorème suivant, faisant intervenir la fonction hypergéomé-
trique confluente ϕ :
∫ +∞
0
ya−1(1 + y)b−a−1e−zydy = Γ(a)ϕ(a, b, z) −→ Γ(a)Γ(1 − b)
Γ(1 + a− b) pour

a > 0
b < 1
z → 0
(A.20)
∫ +∞
0
ya−1(1 + y)b−a−1e−zydy = Γ(a)ϕ(a, b, z) −→ Γ(b− 1)z1−b

a > 0
b > 1
z → 0
(A.21)
Dans notre cas, à grand nombre de Reynolds, on considère que le nombre d’onde de Kolmogorov kη =
(ε/ν3)1/4 est trés grand devant ke, donc z → 0 et :∫ +∞
0
y3/2(1 + y)−17/6e−zydy = Γ(5/2)ϕ(
5
2
,
2
3
, z) −→ Γ(5/2)Γ(1/3)
Γ(17/6)
(A.22)
On connait également la propriété suivante, caractéristique de la fonction Γ pour x > 0 :
Γ(1 + x) = xΓ(x) (A.23)
d’ou
Γ(5/2) =
3
4
√
π (A.24)
Γ(17/6) =
55
36
Γ(5/6) (A.25)
En utilisant les résultats des équations (A.22) à (A.25), l’équation (A.19) devient :
9α
√
πΓ(1/3)
55Γ(5/6)
≈ 1 (A.26)
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α ≈ 55
9
√
π
Γ(5/6)
Γ(1/3)
= 1.453 (A.27)
– Calcul de ke
La méthode de calcul de ke est basée sur la définition de l’échelle de longueur intégrale pour une turbu-
lence isotrope :
L =
π
2u2
∫ +∞
0
E(k)
k
dk (A.28)
En appliquant les me^mes changements de variables que lors du calcul de α puis le théorème (A.20), il
vient :
L =
απ
4ke
∫ +∞
0
y(1 + y)−17/6e−zydy =
απ
4ke
Γ(2)ϕ(2,
1
6
, z) −→ απ
4ke
Γ(2)Γ(5/6)
Γ(17/6)
(A.29)
On obtient :
ke ≈
√
π
Γ(5/6)
Γ(1/3)
1
L
=
0.747
L
(A.30)
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Prédiction de l’aéroacoustique de jets subsoniques confinés à l’aide d’une méthode
stochastique de génération de la turbulence.
Résumé :
Au sein d’un échangeur à air, les trompes à air permettent de créer l’écoulement d’air froid nécessaire
à son bon fonctionnement. Ces dispositifs, qui peuvent e^tre assimilés à des jets subsoniques confinés
en conduit, peuvent contribuer au bruit rayonné par les avions lors des phases au sol. Nous proposons
dans cette thèse de développer un outil numérique prédictif de l’acoustique rayonnée par ces dispositifs
afin de pouvoir proposer des solutions de réduction de bruit appropriées. Cet outil est adapté au contexte
industriel de Liebherr Aerospace. Une méthode stochastique permet, à partir d’un calcul stationnaire
RANS, de générer un champ de vitesse turbulente qui autorise la formation d’un terme de forçage dans
les équations d’Euler linéarisées qui sont alors utilisées comme un opérateur de propagation. Un nou-
veau modèle stochastique basé sur l’hypothèse de sweeping est développé. Ce dernier permet de produire
des champs instationnaires respectant certaines propriétés aérodynamiques statistiques dans le cadre de
jets libres subsoniques. Cette méthode est couplée avec le solveur Euler de l’Onera sAbrinA_v0 et l’ou-
til résultant est appliqué sur le cas d’un jet libre subsonique à M=0.72. Moyennant une calibration du
terme source, la méthodologie permet de reproduire les spectres acoustiques en champ lointain, excepté
pour les angles faibles. L’outil numérique est ensuite couplé avec un solveur FW-H pour étudier le cas
concret de la trompe à air. Les résultats aérodynamiques et acoustiques sont validés par comparaison à
une base de données aérodynamique et acoustique constituée au préalable à partir d’une campagne d’es-
sais comprenant des mesures par anémométrie laser Doppler à l’intérieur du conduit et des microphones
acoustiques en champ lointain.
Mots-clés : aéroacoustique, méthodes stochastiques, modélisation de la turbulence, bruit de jet.
Prediction of confined jet noise relying on a stochastic turbulence generation method.
Abstract :
In air exchangers, the cool air flow can be produced by jet pumps. These devices, which can be conside-
red as subsonic jets confined in ducts, could contribute directly to ramp noise. A predictive numerical tool
of the acoustic radiated by jet pumps is therefore developped in order to be able to propose appropriate
noise reduction solutions. This tool is adapted to Liebherr Aerospace’s industrial context. A stochastic
method allows, starting from a steady RANS computation, to synthetise a turbulent velocity fields and
to enforce source terms in the linearized Euler equations therefore used as a wave propagator. A new
stochastic model relying on the sweeping hypothesis is developped. Unsteady fields reproducing some
aerodynamics features of a free subsonic jet flow can be generated. This method is then coupled with
Onera’s Euler solver sAbrinA_v0 and the resulting tool is applied on a free subsonic jet configuration at
Mach 0.72. Assuming a cabration of the source terms, this methodology models properly the far field
acoustic spectra except for small angles. The numerical tool is then coupled with a FW-H solver to study
a realistic jet pump. Aerodynamic and acoustic results are validated by comparison with a data base
obtained from an experimental campaign including laser Doppler anemometry measures inside the duct
and pressure recording in the far-field.
Keywords : aeroacoustics, stochastic methods, turbulence modeling, jet noise.
 

