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Resumo. Este artigo aborda o estudo comparativo entre duas teorias para 
modelagem da incerteza em sistemas especialistas fornecendo considerações 
sobre a utilização do formalismo matemático de Dempster-Shafer e da lógica 
bayesiana. 
Abstract. This article discusses the comparative study between two theories to 
the uncertainty modeling in expert systems  providing considerations on the 
use of mathematical formalism of Dempster-Shafer and Bayesian logic. 
1. Introdução 
A lógica bayesiana, também chamada de modelo probabilístico, é utilizado para 
modelagem da incerteza por aleatoriedade. Um exemplo da utilização desse formalismo 
pode ser encontrado na previsão do tempo, onde é calculada a probabilidade de algum 
evento climático acontecer [Costa e Simões 2004]. 
 Diferente desta teoria, a Teoria de Dempster-Shafer (TDS) utiliza graus de 
crença com intervalos de probabilidade, para representar o conhecimento incerto. 
Assim, ao contrário de calcular a probabilidade de uma proposição, a TDS calcula a 
chance de uma evidência assumir uma determinada hipótese [Russel e Norvig 2004]. 
 A TDS e a lógica bayesiana possuem mais diferenças que similaridades e essas 
características são amplamente discutidas pela comunidade científica ao longo dos anos. 
Assim, este artigo tem por objetivo comparar algumas características das duas teorias e  
para isso a pesquisa contou com as etapas de levantamento bibliográfico para a 
comparação das teorias. 
1.2. Relação entre as Teorias Bayesiana e de Dempster-Shafer 
As duas teorias possuem muito em comum. Na TDS a crença em uma determinada 
proposição A é igual a soma das crenças atribuídas pela função de bpa a cada um de 
seus subconjuntos, conforme apresentado na fórmula a seguir: 
 
Assim, essa fórmula pode ser adaptada para a distribuição de probabilidade 
clássica. Desse modo: 
 
Lembrando que A deve ser necessariamente um singleton para que essa 
característica das teorias possa ser considerada equivalente. 
As principais diferenças entre a TDS e a teoria da probabilidade estão resumidas 
na Tabela 1. 
Tabela 1. Comparação entre a TDS e a lógica bayesiana 
TDS Lógica bayesiana 
m(Θ) não precisa ser igual a 1 
 
m(X) e m(X’) não precisam ter nenhum relacionamento P(X) + P(X’) = 1 
X  Y, não indica que m(X) ≤ m(Y) P(X) ≤ P(Y) 
Percebe-se então que as duas teorias são bem distintas, possuindo suas próprias 
características, porém, pode-se citar uma última semelhança: ambas são muito eficientes 
na modelagem da incerteza. 
2. Considerações Finais 
Diversos autores compararam as duas teorias concluindo que não existe uma capaz de 
modelar todos os tipos de incertezas e que ambas possuem suas vantagens e 
desvantagens, sendo muito difícil determinar qual a melhor dentre elas [Carvalho 2001]. 
A lógica bayesiana, representada pelas redes bayesianas, permite diminuir a 
complexidade que um problema real pode trazer oferecendo um modelo computacional, 
focando a busca em grupos menores de evidências e eventos, e dividindo o raciocínio 
em pequenos conjuntos para facilitar a modelagem da incerteza [Luger 2004]. 
Deve-se ressaltar que a utilização dessa técnica é interessante apenas quando se 
trata de incerteza por aleatoriedade, por esse motivo a literatura apresenta diversos 
outros tipos de formalismos. 
A TDS modela a incerteza por ignorância e diferencia-se da lógica bayesiana, ao 
utilizar graus de crença, com intervalos de probabilidade, para representar o 
conhecimento. Assim, ao contrário de calcular a probabilidade de uma proposição, a 
TDS calcula a chance de uma evidência assumir uma determinada hipótese [Russel e 
Norvig 2004]. 
Nas próximas etapas do trabalho serão apresentados mais detalhes sobre cada 
teoria apresentando exemplos práticos de utilização das mesmas. 
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