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ABSTRACT
Quantum oscillation studies in the unconventional superconductor YFe2Ge2
and in the Dirac semimetal candidates NbXSb (X = Ge/Si)
We have performed experiments to probe the ground state dynamics of YFe2Ge2, NbGeSb and
NbSiSb. An unusually large Sommerfeld coefficient (γ ∼ 100 mJmol−1K−2) has been observed in
the d-electron system YFe2Ge2. It also shows an anomalous power law temperature dependence of
the electrical resistivity (ρ = ρ0 +AT
3/2) which indicates Fermi liquid breakdown, possibly connected
to its vicinity to a quantum critical point. The materials NbXSb (X = Ge,Si) have been theoretically
predicted via initial density functional theory (DFT) calculations to harbour Dirac/Weyl-like features
in their electronic band structure.
YFe2Ge2: Quantum oscillations were measured in the range 5-18 T using the de Haas-van Alphen
effect. The observed quantum oscillation frequencies have been compared to DFT calculations of the
electronic structure. Several Fermi surface sheets predicted by DFT have been observed and their
quasiparticle masses have been measured. The context of these measurements with regards to the
electronic structure in YFe2Ge2 has been discussed. It was found that the quasiparticle effective
mass enhancement of the detected Fermi surface sheets can account for only ∼40% of the mass
enhancement previously observed from specific heat measurements.
NbXSb (X = Ge/Si): Quantum oscillations were measured over the range 3-18 T using the Shubnikov-
de Haas effect in NbXSb. Many frequencies have been observed in NbSiSb which also shows an
extremely large magnetoresistance. We have considered the origin of parts of the quantum oscillation
spectrum at high fields and briefly discussed this in relation to magnetic interactions and magnetic
breakdown. One clear frequency has been seen in NbGeSb, which also shows an unusual negative
magnetoresistance at low fields. Quantum oscillation frequencies in both materials have been com-
pared to DFT calculations. The Berry phase has been estimated for the observed Fermi surface sheets
in both materials, suggesting a topological nature in these materials.
Keiron James Murphy
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CHAPTER 1
INTRODUCTION
The study of emergent quantum phenomena has developed into a central theme in condensed matter at
low temperatures. A physical description of any material has its origins in quantum mechanics, which
relates how atoms bond and electrons interact at a fundamental level. In many cases the quantum
effects can be approximately captured using a classical picture at the macroscopic level, recently
however, material systems in which the effects of quantum mechanics persist over a much wider range
of energy and length scales have seen a huge surge in interest. These so-called quantum materials are
defined as solids with exotic physical properties, arising from the quantum mechanical properties of
their constituent electrons, with no classical analogue. They include graphene, topological insulators,
Dirac/Weyl semimetals, quantum spin liquids and spin ices, and unconventional superconductors.
The quantum properties of many of these materials originate from a confinement of electrons to
two-dimensional sheets. Additionally, many quantum materials share a common feature in that their
electrons can no longer be treated as independent particles but have strong interactions which give rise
to collective excitations known as quasiparticles. The ability to experimentally realise quantum phases
of matter and to be able to control their physical properties is a key goal in quantum materials research.
To achieve this goal requires the synthesis of high quality bulk crystals, thin films and nanostructures
of materials which demonstrate the complex interplay between the emergent quantum behaviour and
additional factors such as topology, Coulomb interactions, dimensionality and symmetry.
Emergent quantum phenomena are likely to be crucial in the development of the next-generation of
quantum technologies needed to meet the urgent technological demands of a safe and sustainable
society. Figure 1.1a shows a history of the development of quantum materials research, from quantum
Hall physics and high-Tc cuprate superconductivity in the 1980’s, to current research interests
such as topological insulators and the anomalous Hall effect (AHE) and spin Hall effect (SHE), to
future prospects including topological electronic devices. The major technological fields likely to
benefit from this vast area of research are electronics using topological currents and quantum spins
(spintronics), photovoltaics and thermoelectrics, and secure quantum computing and communication.
A substantial amount of research is still needed, however, to bridge the gap between the present day
2 Introduction
Fig. 1.1 (a) Timeline showing a history of quantum materials and the possible future direction of
research. (b) The various degrees of freedom demonstrated in strongly correlated electron systems, in
response to external stimuli. Strong interactions lead to emergent functions with the cross correlations
among different physical observables and to developments towards the applications of emergent
functions such as Mottronics, magnetoelectrics, topological electronics, and quantum computing.
Reprinted by permission from Springer Nature [1]).
and future prospects as outlined in the figure. An indication of the size of the quantum matter research
field is indicated in Figure 1.1b, where the interplay of the various degrees of freedom demonstrated
in strongly correlated electron systems, in response to external stimuli, is highlighted.
This thesis focuses on fermionic systems which host several aspects of emergent quantum phenomena,
namely the unconventional superconductor YFe2Ge2, which appears to be located close to a quantum
critical point (QCP), and the topological semimetal candidates NbGeSb and NbSiSb. A phase
transition at zero temperature occurs at a QCP, which gets its name from the fact that the fluctuation
in the order parameter are quantum in nature. In 1956 Lev Landau introduced the groundbreaking
theoretical simplification to describe fermionic systems when he showed that strongly interacting
fermions can be described in terms of new non-interacting particles known as quasiparticles in his
Fermi liquid theory [2]. This theory is the cornerstone of most materials in modern condensed matter
physics, however, Fermi liquid theory can breakdown in a number of interesting situations such as in
the vicinity of a QCP where strong correlations can destroy the Landau quasiparticle [3]. It has been
suggested that topological quantum critical phenomena can also be displayed in topological semimetal
materials, specifically in Dirac/Weyl semimetals [4, 5], leading to non-Fermi liquid behaviour. How
we can adapt the Fermi liquid picture to account for new states that cannot be described in the simple
non-interacting picture is a question of fundamental importance in these systems.
A generic phase diagram of a quantum phase transition is depicted in Figure 1.2. The phase transition
occurs as the zero temperature limit of a finite temperature phase transition between an ordered
state and a quantum disordered state. A quantum critical point is typically achieved by a continuous
3Fig. 1.2 A generic phase diagram at a continuous quantum phase transition, temperature (T) and
tuning parameter (p) showing the quantum critical point (QCP) and quantum phase transitions.
suppression of a non-zero temperature phase transition to zero temperature by the application of an
external stimulus such as pressure, magnetic field, or via chemical doping. Thermal fluctuations
destroy coherence of the order parameter at high temperatures resulting in a macroscopic state
with no order parameter. At zero temperature, in the absence of any thermal fluctuations which
lead to conventional phase transitions, quantum phase transitions are triggered by the zero point
quantum fluctuations associated with Heisenberg’s uncertainty principle. Long wavelength quantum
fluctuations can give rise to non-universal material properties in the intermediate quantum critical
region. The region of the phase diagram in which exotic phases of quantum matter are expected to
form is the quantum critical region.
In fermionic systems Landau’s Fermi liquid theory gives a solid base from which to relate the unusual
quantum phases of matter to regions of parameter space where the weakly interacting quasiparticle
picture hold, away from phase transitions. The challenge of understanding the macroscopic behaviour
of quantum matter is to apply quasiparticle dynamics and evaluate if the quasiparticle picture remains
valid. This idea provides motivation for our experiments.
This question has received interest not only from the theoretical community but there have already
been many reports of materials which challenge the notion of the Landau quasiparticle. A number
of material classes demonstrate remarkable changes to quasiparticle behaviour, or some that show
a complete breakdown of the quasiparticle picture. Fermi liquid breakdown has been suggested as
the cause of the anomalous behaviour seen in the heavy fermion materials such as CeCu6−xAux [6],
YbRh2Si2 [7], and CeRhIn5 under pressure [8]. It has been suggested that the Landau quasiparticle is
destroyed in these materials and the Fermi temperature goes to zero. There are also situations in which
a number of materials demonstrate a marginal Fermi liquid state, in which the Fermi liquid state does
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not completely breakdown, but is subject to long range fluctuations which result in unusual properties.
This marginal Fermi liquid behaviour has been used to explain the properties of ZrZn2 [9, 10], and
has also been suggested to explain the normal state behaviour of the high-Tc cuprate superconductors
[11]. Fermi liquid breakdown has also been suggested to appear in topological materials such as
topological double- and triple-Weyl semimetals [12], and in Dirac semimetals [5].
The emergence of an unusual phase has been suggested in the first of the materials investigated in
this thesis. The unconventional iron-based superconductor YFe2Ge2 shows a breakdown in Fermi
liquid theory and lies close to a quantum critical point in parameter space [13]. Chemical doping of Y
in Lu1−xYxFe2Ge2 suppresses an antiferromagnetic phase and reduces the Néel temperature to zero
at an optimal doping of x = 0.2 where a quantum critical point has been predicted to reside beneath
a possible superconducting dome [14]. The two remaining materials that have been investigated,
NbGeSb and NbSiSb have been suggested as candidate topological semimetal materials from band
structure calculations, we have set out to attempt to uncover any signatures of this behaviour in this
work.
We have performed measurements of the electronic structure in YFe2Ge2, NbGeSb and NbSiSb
using the de Haas - van Alphen and Shubnikov - de Haas effects as a function of magnetic field and
temperature. These measurements have allowed us to determine some aspects of the Fermi surface in
these materials which are to the best of our knowledge the first bulk electronic structure measurements
in these materials.
1.1 Thesis layout
In Chapter 2, a brief overview of the key theoretical concepts underpinning the experimental results
discussed in the later chapters is presented. These include theory of Fermi liquids, the theory of
magnetic oscillations in metals: specifically the theory of the de Haas-van Alphen effect, and magnetic
breakdown. Chapter 3 describes the low temperature experimental techniques required to measure
the physical properties of samples presented in later chapters, the main focus are quantum oscillation
measurement techniques performed using a multi-sample rotation probe on the Cambridge dilution
refrigerator.
In Chapter 4, the results of a quantum oscillation rotation study, using the de Haas - van Alphen
effect, in high purity single crystal samples of YFe2Ge2 are presented. A comparison of theoretical
calculations to the quantum oscillation measurements is used to discuss the implications for the
electronic structure of YFe2Ge2.
In Chapter 5, the results of a growth procedure for synthesising high-quality, single crystal samples of
NbXSb (X = Ge,Si) samples are presented. Preliminary thermodynamic and transport measurements
of these samples are introduced before the results of a detailed quantum oscillation rotation study are
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presented. The measurements were performed using the Shubnikov - de Haas effect, in high purity
single crystal samples of NbXSb. A comparison of theoretical calculations to the quantum oscillation
measurements is used to discuss possibilities of the electronic structure of both materials. An analysis
of the quantum oscillation data is used to ascertain any topological nature in each of the materials via
a calculation of the Berry phase.
Finally, in Chapter 6, a short summary is given where I discuss the broader relevance of the study on
YFe2Ge2, as well as a discussion of the topological nature of NbGeSb and NbSiSb. The potential for
future work based on the results obtained is also discussed.

CHAPTER 2
THEORETICAL BACKGROUND
This chapter covers the necessary background theory needed to analyse and interpret the results of
measurements included in chapters four and five. First, Landau’s Fermi liquid theory is introduced
which is key in our understanding of strongly correlated electron systems. An overview of the theory
of magnetic oscillations in metals (quantum oscillations) is then given, highlighting the use of this
measurement technique as a powerful probe of quasiparticle dynamics.
2.1 Fermi liquid theory
The requirement for a theory governing the normal state behaviour of metals dates back to the first
applications of quantum mechanics to the metallic state, there were several puzzling experimental
observations that could not be explained theoretically such as the classical specific heat contribution of
3/2kBT per electron, far greater than was observed experimentally, and the departure from the expected
1/T Curie temperature behaviour of a free magnetic moment. These problems were solved by Pauli
when he adapted Fermi statistics, in addition to the exclusion principle, to describe the electron [15].
The ground state that results from this approach is made up of a filled Fermi sea of occupied states in
momentum space with a sharp separation from the the higher energy unoccupied states at the Fermi
level εF (this defines the Fermi surface). Low energy excited states are achieved via the promotion
of electrons from just below the Fermi surface to available states just above it, the empty state left
just below the Fermi surface is labelled as a hole. It is clear in this picture that only a small number
of electrons in a metal are available to contribute to the specific heat and magnetic susceptibility,
resolving the puzzles proposed earlier as such a large proportion of electrons are so far below the
Fermi surface that it is energetically unfavourable for them to move to the unoccupied quantum states
required to carry excess heat or be magnetised. Only electrons that are within kBT of the Fermi
surface can contribute kB the specific heat and so it is small and linear with temperature. Similarly,
only electrons within µBB of the Fermi surface can be magnetised with a corresponding moment
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of ∼ µB resulting in a temperature-independent magnetic susceptibility. While these developments
described the experimental observations of metals very well, they posed an additional problem: in a
system in which interactions are clearly important, how can a theory which was developed from a
non-interacting perspective work so remarkably well? The solution was provided by Lev Landau and
utilises the concept of ‘adiabatic continuity’ [2].
2.1.1 The electron quasiparticle
Landau’s approach was to describe the the interacting gas of electrons via adiabatically turning on
the interactions between electrons slowly in the non-interacting Fermi gas. He postulated that the
low energy eigenstates of the interacting system would directly map onto the eigenstates of the
non-interacting Fermi gas. The idea of Fermi particle and hole excitations which carry the same
quantum number labels as the electrons in the non-interacting Fermi gas picture is retained. The
excitations are called quasiparticles as the quantum number labels are no-longer associated with the
electrons of the free Fermi gas. The Fermi sphere is described as a vacuum from which quasiparticles
are created, the term quasiparticle will be used to describe the weakly interacting excitations of a
strongly interacting system in this thesis. The concept of the fermion quasiparticle is the key idea in
Fermi-liquid theory [3].
2.1.2 Properties of Fermi liquids
The resulting measurable physical properties that are relevant to this thesis are a linear electronic heat
capacity (Cel) at low temperatures, which is modified by a mass enhancement due to the effective mass
(m∗) of the quasiparticles, and T 2 power law dependence of the electrical resistivity (ρ). Using the
total energy of the isotropic interacting system calculated by Landau [2], expressions for the specific
heat and resistivity are obtained:
C∗el =
m∗
me
Cel , (2.1)
where m∗/me is the mass enhancement factor. The electronic part of the heat capacity dominates at low
temperatures, at higher temperatures the full form of the heat capacity is:
Cv = γT +βT 3 =Cel +Cphonon , (2.2)
where Cel and Cphonon are the electronic and phononic contributions to the specific heat respectively.
The expression for the resistivity comes from the fact that close to the Fermi level, the scattering time
scales as τ−1 ∝ ε2k , where εk is the energy relative to the Fermi energy:
ρ(T ) = ρ0 +AT γ , (2.3)
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where A is referred to as the A-coefficient, which quantifies the quasiparticle-quasiparticle scattering
lifetime, and γ is the exponent of the temperature dependence of the resistivity (where γ = 2 for Fermi
liquids). These properties are found in a large variety of materials, an impressive example being the
heavy Fermi liquids such as UBe13 which have shown mass enhancements of up to a factor of 1000
[16]. Metallic materials which deviate from the properties outlined above are referred to as displaying
non-Fermi liquid behaviour.
2.1.3 Beyond Fermi liquid theory
There are examples where the usual properties of a Fermi liquid, as described above, are not observed,
but the concepts of Fermi liquid theory can still be applied. An example of this is in the disordered
electronic systems such as thick metallic films, further details of which can be found in [17]. A
breakdown of Fermi liquid theory has also been demonstrated in the vicinity of a quantum critical
point, however, Fermi liquid concepts have been used to describe a magnetic quantum phase transition
[18, 19]. It is necessary to differentiate between situations in which it is still possible to explain
material properties using the picture of quasiparticles which are no longer considered independent, to
that of a picture in which the concept of the quasiparticle is no longer valid.
2.1.4 Luttinger’s theorem
A volume enclosed by a material’s Fermi surface is equal to the density of particles, this is Luttinger’s
Theorem [20]. In general, it has been shown that this theorem holds whenever the system can be
described as a Fermi liquid [21] making it a powerful tool in the study of strongly correlated electron
systems. When Luttinger’s theorem is applied to quantum oscillation data, a number of complications
can arise, the most significant of which is that the identification of whether a given Fermi surface is
electron-like or hole-like is not usually possible using quantum oscillation data alone. For 3D Fermi
surfaces which have multiple connections, an exact determination of the Fermi surface volume can be
unreliable, however, electronic structure calculations can aid in the interpretation of the data.
2.2 Quantum oscillations
In 1930, the work of Lev Landau predicted that the magnetisation of metals would show a strong
non-linear and periodic magnetic field dependence at sufficiently low temperatures and in strong
magnetic fields [22]. Landau also stated that it would be unlikely that this effect could be observed in
any experiment due to practical technological limitations in achieving a strong enough homogeneous
magnetic field. Shubnikov and de Haas actually observed similar behaviour to the periodic dependence
predicted by Landau before his work was published, when they measured the magnetoresistance
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of single crystals of bismuth [23]. Later in that same year and, unaware of the predictions of
Landau, de Haas and van Alphen observed periodic oscillations (in inverse magnetic field), in the
magnetisation (or magnetic susceptibility) again in single crystals of bismuth [24]. The two effects
of periodic oscillations in electrical resistivity and in magnetic susceptibility came to be known as
the Shubnikov-de Haas (SdH) effect and the de Haas-van Alphen (dHvA) effect respectively. These
periodic oscillations are also observable in many other physical properties (such as, for example,
magnetothermal oscillations) and are collectively known as quantum oscillations. Great advances
in the theory governing the phenomena, as well as in methods of an experimental detection have
simultaneously been made, and quantum oscillations are now a powerful experimental technique
widely used today to probe the electronic structure of metals. A comprehensive overview of the theory
of quantum oscillations as well as many aspects of the development of experimental techniques is
given by Shoenberg [25].
2.2.1 Landau levels
For independent fermions with a parabolic dispersion, the formation of Landau levels in an externally
applied magnetic field can be demonstrated [22]. The following derivation is adapted from [25]. In the
semi-classical approximation, a free electron moving in a homogeneous magnetic field will experience
a force (known as the Lorentz force) and will undergo helical motion along the direction of the applied
field. This circular motion of a particle (in momentum space) is described by the Bohr-Sommerfeld
quantisation rule for periodic motion:
∮
p ·dr = 2π h¯(n+ 1/2) , (2.4)
where p and r are the momentum and position variables and n is an integer. An electron in a magnetic
field has as its momentum variable p:
p = mv− eA , (2.5)
where A = 1/2(r×B) is the magnetic vector potential of the magnetic field B, v is the velocity, e is the
electron charge and m is the electron mass. The Lorentz force is defined as
F =−e(v×B) = mv˙ = h¯k˙ , (2.6)
where h¯ is the reduced Planck’s constant and k is the momentum space wavevector. This can be used
in conjunction with Stokes’ theorem to obtain
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∮
p ·dr =−e
∮
(r×B) ·dr− e
∮
A ·dr
= e
∮
B · (r×dr)− e
∫
area
(∇×A) ·ds
= eBAr = 2π h¯(n+ 1/2) ,
(2.7)
in which Ar is the real space orbital area of the cyclotron motion of the electron. Using the definition
of the Lorentz force in equation 2.6, the orbital area in momentum space, Ak, is related to the real
space orbital area, Ar, via
Ak ≡ πk2n =
(
eB
h¯
)2
Ar =
2π (n+ 1/2)eB
h¯
, (2.8)
where kn is the momentum space orbital radius, this is the famous Onsager relation [26]. The relation
severely limits the allowed values of k in a magnetic field which can be visualised via the geometric
construction shown in Figure 2.1 in which the orbits form the so-called Landau tubes. For the
simple case of a free electron gas, the Landau tubes are straight coaxial cylinders around the axis
of the applied magnetic field, the cross-sectional areas of which are given by equation 2.8. In a real
material, assuming the independent electron approximation, the eigenstates of the system in an applied
magnetic field shift from the usual lattice of states within the Fermi surface to concentric rings around
the Landau tubes, as depicted in Figure 2.1. This simple picture is also valid if electron-electron
interactions are slowly turned on (Fermi liquid theory) allowing the simple picture of states confined
to Landau tubes to be applied to real materials. Increasing the magnetic field strength results in an
expansion of the Landau tubes, the radii of the orbital states in momentum space will grow as
√
B and
the energy of the states increases with B. As the magnetic field strength is increased, the radius of
the outermost Landau tube expands and approaches the radius of the extremal cross-section of the
Fermi surface perpendicular to B. At this point the density of states (DOS) at the Fermi level diverges
and, with a further increase in the field strength the Landau tube height shrinks to zero and the DOS
drops sharply. The DOS is maximised when one of the many Landau tubes matches up with the Fermi
surface such that:
Ak = AFs , (2.9)
where AFs is the area of an extremal orbit of the Fermi surface perpendicular to the magnetic field B.
Therefore, each time a Landau tube (containing the k-states) crosses the Fermi surface, there will be a
peak in the DOS at the Fermi level, which leads to oscillatory behaviour. As the physical properties of
a real material at low-temperatures are determined by DOS at the Fermi level, all thermodynamic and
transport properties derived from the DOS should oscillate as a function of a changing magnetic field.
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The oscillations are periodic in 1/B and the period between oscillations which satisfies equation 2.9 is:
∆
(
1
B
)
=
2πeB
h¯AFs
. (2.10)
The oscillation frequency, which has units of magnetic field strength (T), is
f ≡ 1
∆(1/B)
=
h¯
2πe
AFs . (2.11)
For Fermi surfaces which have a more complicated structure, the quantum oscillation frequency is a
measure of only the extremal cross-sectional area of the Fermi surface perpendicular to the applied
field. This is a result of the DOS remaining approximately constant as the Landau tubes move across
all parts of the Fermi surface except at the extremal cross-sectional areas perpendicular to the magnetic
field. Measurements presented in this thesis are primarily concerned with the field dependence and
oscillatory behaviour of: magnetic susceptibility, known as the dHvA effect (Chapter 4), and of
resistivity, known as the SdH effect (Chapter 5).
2.2.2 The thermodynamic potential and physical observables
It can be shown, as outlined by Shoenberg [25], that in a metal in an externally applied magnetic field,
the grand thermodynamic potential of electrons has an oscillatory component Ω˜ which has a field
dependence as:
Ω˜ ∝ B5/2
∞
∑
p=1
1
p5/2
cos
(
2π p
(
f
B
− 1
2
)
± π
4
)
. (2.12)
This result is valid at zero temperature for a perfect crystal and does not account for the interaction of
spins with the magnetic field. The sum is due to the Fourier series decomposition and the integer p
accounts for harmonics. The phase shift of ± π/4 accounts for whether the extremal area of the Fermi
surface is a minimum (a neck with a positive phase shift) or a maximum (a belly with a negative phase
shift). Differentiating the grand thermodynamic potential Ω˜ with respect to B allows the magnetisation
along the field direction to be calculated and a second differentiation results in the corresponding
component of the magnetic susceptibility χ˜ . To account for any imperfections or crystal lattice defects
the theory needs to take into account the effects of finite temperature and electron spins. The influence
of both of these effects can be added to the model via a superposition of several oscillations each
carrying a phase shift with a varying distribution. This is equivalent to a reduction in the amplitude of
the oscillations by a certain factor, a process known as phase-smearing. The reducing factor is related
to the Fourier transform of the phase shift distribution.
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Fig. 2.1 Schematic of a Fermi sphere rearranged into Landau tubes. Electronic k-states within a
spherical Fermi surface (dashed line) for electrons in an applied magnetic field B. Figure adapted
from [25, p. 23].
2.2.3 Effect of impurities and temperature
The effect of finite temperature can be introduced to the model via the Fermi-Dirac distribution:
f (ε) =
1
e(ε−µ)/kBT +1
, (2.13)
where ε is the energy, T is the temperature, µ(T) is the chemical potential and kB is the Boltzmann
constant. The reduction in the quantum oscillation amplitude is due to the smearing of the Fermi
surface which in turn is due to a broadening of the Fermi-Dirac distribution step function at finite
temperature. The effect of this is to broaden the frequency f, which is equivalent to phase smearing.
The reduction factor, RT , expressed for the pth harmonic is:
RT =
X
sinh(X)
and X =
2π2 pkBT m∗
eh¯B
, (2.14)
where the theory has been extended to include systems with interacting electrons by introducing the
effective quasiparticle mass, m∗. Crystalline defects and impurities will also alter the oscillations, the
effects from this can be accounted for via the mean scattering time τ . The mean scattering time can
be related to the average distance travelled by electrons between the scattering events. This distance l,
is known as the mean free path and is often used to quantify the quality of crystals, it is given by:
l = vFτ =
h¯kFτ
m
, (2.15)
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where vF = h¯kF/m is the Fermi velocity. Any finite scattering time will result in an uncertainty in the
associated energy levels (due to the uncertainty principle) which is equivalent to a broadening of the
Fermi energy. R. Dingle characterised this broadening using a Lorentzian distribution which results in
a reduction factor to the quantum oscillations of:
RD = exp
(−π pm∗
eBτ
)
= exp
(
−X TD
T
)
, (2.16)
where RD is known as the Dingle factor and the Dingle temperature TD = h¯/2πkBτ has been introduced
to make the expression in a similar form to that of equation 2.14 [27]. The Dingle temperature, in
addition to equations 2.10 and 2.15, can be used to estimate a measure of the mean free path:
lm f p =
√
2eh¯3 f
2πm∗kBTD
. (2.17)
2.2.4 Spin splitting
In a magnetic field the up and down spin degeneracy of electrons is lifted due to Zeeman splitting,
and each energy level is split into two levels which are separated by an energy
∆ε =
gh¯eB
2me
, (2.18)
where g is the spin g-factor (assumed to be = 2). Electrons with different spins will become separated
in energy by ∆ε , resulting in two components to the quantum oscillations separated by a phase of:
∆φ = 2π
∆ε
eh¯B/m∗
, (2.19)
where eh¯B/m∗ is equal to the energy difference between neighbouring Landau levels. The superposition
of the two oscillations is equivalent to an additional multiplication factor to the amplitude of (utilising
equations 2.18 and 2.19) :
Rs = cos
(
1
2
p∆φ
)
= cos
(
1
2
pπg
m∗
me
)
, (2.20)
again for the pth harmonic.
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2.2.5 The Lifshitz-Kosevich formula
Combining the corrections relating to finite temperature, impurities and defects, and spin splitting, a
full formula describing quantum oscillations, known as the Lifshitz-Kosevich formula (or just LK
formula) is obtained [28]. The significant contribution to oscillations in the magnetic susceptibility
(the dHvA effect) along the direction of the magnetic field is given by:
χ˜ =
(
8πe3
h¯3
)1/2 kBT f 2
|A′′k|1/2B5/2
∞
∑
p=1
exp
(−X TDT )cos(12 pπg m∗me)
p−1/2sinh(X)
cos
(
2π p
(
f
B
− 1
2
)
± π
4
)
, (2.21)
where X is defined in equation 2.14 and A
′′
k is the curvature of the Fermi surface along the magnetic
field direction at the extremal orbit. Utilising the reduction factors RT, RD and Rs detailed above the
dependence of the oscillatory component for a 3D system is given by the proportionality:
χ ∝−
√
BRTRDRs sin
[
2π
(
f
B
+λ −∆
)]
, (2.22)
where a Berry phase has been taken into account for a topological system. The oscillations of χ are
described by the sine term with a phase factor (λ - ∆), in which λ = (1/2 - ΦB/2π) and ΦB is the Berry
phase. The dimensionality of the Fermi surface determines the phase shift ∆ which has a value of
± 1/8 for 3D cases, with the sign depending on whether the probed extremal cross-sectional area of
the Fermi surface is a maxima (-) or minima (+), and 0 for 2D cases [28].
Quantum oscillation measurements are a powerful tool for mapping out the Fermi surface of a sample
material using the frequencies of the oscillations. By varying the orientation of a sample with respect
to the applied magnetic field direction, a picture of the 3D structure of the Fermi surface can be built
up. Often the frequencies obtained from quantum oscillation measurements are not sufficient on their
own to determine the shape of a Fermi surface, this is particularly true for non-trivial complicated
Fermi surface structures. Practically, the nature of the Fermi surface of a sample can be established via
a combination of experimental quantum oscillation measurements with a comparison to predictions of
the band structure using theoretical numerical calculations. Further insight into the electronic nature
of a material can be gained by exploiting equation 2.14. A measurement of quantum oscillations as a
function of increasing temperature can be used to extract estimates of the effective quasiparticle mass
of a given oscillation frequency by fitting the form of the finite temperature damping factor to the
oscillation amplitudes. Once an estimate for the effective mass has been made the Dingle temperature
can also be calculated via the field dependence of the amplitude, this can then be used in conjunction
with equation 2.17 to estimate the mean free path.
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a) c)b)
Fig. 2.2 (a) Extremal orbits (a,b) for the free electron-like Fermi surface of a hexagonal metal, at high
fields MB causes the large circular orbit c. (b) and (c) Some typical orbits due to MB from the Fermi
surface of (a). Figure adapted from [25]
2.2.6 Magnetic breakdown and magnetic interaction
The idea of magnetic breakdown (MB) first came to light after the discovery of a so-called giant orbit
frequency in the dHvA spectrum of elemental magnesium [29]. The observation of an orbit area larger
than that of the hexagonal cross-section of the Brillouin zone was puzzling, this giant orbit was later
explained to be a MB orbit. For a Fermi surface made up of multiple sheets/pockets of the same or
different carrier type that are separated by a small energy gap ∆ε in k-space, a phenomenon, known
as MB can occur when the applied magnetic field reaches a specific breakdown value. Above this
field value there is a non-zero field dependent probability that a charge carrier can tunnel through a
forbidden region in k-space to reach an adjacent Fermi sheet/pocket. The frequency spectrum of the
FFT of dHvA or SdH measurements can become quite complex as a result of extremal MB orbits
adding to the fundamental extremal orbits originating from each individual Fermi surface sheet/pocket.
Additional frequencies can appear at combinations and differences of the characteristic low field
individual orbits. The criterion for MB is [30]:
h¯ωc ≳ ∆ε/εF , (2.23)
where ωc is the cyclotron frequency, ∆ε is the energy gap between adjacent Fermi surface sheets and
εF is the Fermi energy. Typically ∆ε/εF can be less than 0.01 which can, given the right conditions,
give an appreciable MB contribution in fields of as low as even a few Tesla.
For free electrons, the probability P of MB to occur is given by:
P = exp
(−H
H0
)
(2.24)
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with the breakdown field, H0 given by:
H0 ∼ H∆ε
2
h¯ωcεF
, (2.25)
and so the criterion for appreciable MB of H ≳ H0 is equivalent to equation 2.23. As an example
consider the free electron-like Fermi surface of a hexagonal metal perpendicular to the hexagonal
axis, as seen in Figure 2.2. At fields below the MB field the only allowed orbits are those of the
large hole-like and smaller electron-like orbits (labelled a and b respectively in Figure 2.2). As the
magnetic field is increased and the MB field is reached a larger circular orbit (labelled c) become
increasingly more likely. Assuming two spherical Fermi surfaces there are two basic MB orbits made
from combinations of the orbits labelled a and b, these two orbits are denoted ⊙ (the circular orbit c
of Figure 2.2a) and L shown in Figure 2.2b. The various combinations of these two orbits are shown
but it is important to note that some combinations are forbidden as only one direction of circulation
(per electron- or hole-like orbit) is allowed, so a combination of ⊙ - L cannot occur. The idealised
orbits shown in Figure 2.2b are modified in real crystals due to the crystal lattice potential which will
round out sharp corners. Figure 2.2c shows some further possible orbits in the hexagonal network:
electron orbits are donated by ⊙, θ and λ , while the hole-like orbit is denoted by χ . The effective
masses of these orbits are outlined in Table 2.1.
Table 2.1 Effective masses of the orbits from Figure 2.2 normalised to the mass of the orbit ⊙. The
parameter α is the ratio of the arc length of each side of the triangular orbit θ to the circumference of
the full circle.
Orbit Mass (me)
1 ⊙ 1
2 θ 3α
3 χ 1 - 6α
4 λ 1/3 + 2α
5 χ + 2θ 1
6 2λ - θ 2/3 + α
7 3λ - θ 1
8 3λ - 2θ 1
9 3λ - 2θ 1
10 3λ - 2θ 1
11 χ + 2θ 1
Each MB orbit has an associated weight factor, an indication of how likely a particular orbit is likely
to occur at a given magnetic field, this is discussed in great depth in [25, p. 337-352].
So far in the discussion of the dHvA effect it has been taken for granted that the total magnetic
field experienced by the electrons is equal to that of the externally applied magnetic field. The
oscillating magnetisation of the metal has been ignored as it is assumed to be very small compared to
18 Theoretical Background
the external magnetic field. In certain conditions of low temperature and high fields, however, even
though the amplitude |4πM| is tiny compared to H, it can approach the period H2/f. This can lead
to a modification of the form of the oscillations given by the LK formula. The magnetic interaction
(MI) effect can result in harmonics (2f1, 2f2 etc.) and combinations (f1 ± f2 etc.) of the fundamental
frequencies observed in quantum oscillation data [25, p. 254]. These frequencies are the same as those
that can also be observed due to MB orbits. Distinguishing between the two effects is important and is
made possible because the FFT peak amplitudes of the MI vary with magnetic field and temperature
differently to those produced by MB. The fundamental cause of the MI effect is due to the origin of
the Landau level quantisation. This occurs as a result of the oscillations in the free energy, which are
caused by the flux enclosed by the quasiparticle orbits, not being a function of the applied magnetic
field H but instead are a function of the magnetic flux density B. The effect can be described using the
magnetisation from the Lifshitz-Kosevich formula (equation 2.21 above):
χMI =∑
fi
Ai
√
BRiDR
i
TR
i
s sin
[
2π
(
fi
B
+λ −∆
)]
, (2.26)
with B = µ0H and the f i being the observed fundamental frequencies. The MI effect can then be
generated via a second iteration, with B = µ0 (H +χMI). To translate this into oscillations in the
magnetoresistance it is assumed that the SdH effect is proportional to the susceptibility. Experimentally
determined values of RT, RD and Rs can be fed into the calculation, and the amplitude Ai can be
determined from a measurement of the oscillatory magnetisation (dHvA effect).
CHAPTER 3
EXPERIMENTAL TECHNIQUES
Presented here are the experimental and analytical techniques used in later chapters, with a specific
focus on the Cambridge dilution refrigerator. All of the measurements presented in this thesis required
low temperatures (many below 100 mK). The methods used to reach these temperatures are well
documented elsewhere, but we briefly review them here, highlighting any refinements and custom
measurements relevant to this work. A good knowledge of the temperature is extremely important for
analysis of quantum oscillation amplitudes and so thermometry calibration and a consideration of
possible sources of error are discussed.
3.1 Low temperature techniques
3.1.1 The 3He - 4He dilution refrigerator
The idea of the 3He - 4He dilution refrigerator was first published in 1962 [32] in which the latent heat
of mixing of two helium isotopes is used for cooling. Three years later a group at Leiden University
built the first refrigerator and the design was gradually improved by groups working in Manchester
and in Dubna (see [33, p. 149] and references therein). The basic design has not really changed much
since then and the 3He - 4He dilution refrigerator is the only continuous cooling method to reach
temperatures below 300 mK, making it a powerful research tool for experiments at low temperatures.
The principle of operation is based upon the phase separation of a 3He - 4He mixture, which occurs
when cooled below T ≲ 870 mK, forming a 3He-rich phase (known as the concentrated phase) and a
4He-rich phase (known as the dilute phase). Figure 3.1 shows a phase diagram of a 3He/4He mixture.
Below T ∼ 180 mK the concentrated phase is essentially 100% pure 3He, while the dilute phase
contains approximately 6.6% 3He diluted in 93.4% 4He. The phase separation between the two
isotopes is due to the influence of quantum mechanics, specifically the zero-point motion. As the
electronic structures of the two isotopes are identical, the van der Waals forces between them are
20 Experimental Techniques
Fig. 3.1 Phase diagram of a liquid 3He/4He mixture showing the phase separation region, the x-axis
shows the percentage of 3He in 4He. Even at zero temperature the phase separation occurs leaving
approximately 6.4% 3He in 4He (in the dilute phase), as well as a pure (almost 100%) 3He rich phase.
Image obtained under a creative commons license from [31].
identical, however, the 3He atoms have a larger zero-point motion than the 4He atoms due to their
smaller mass. When in the liquid phase, the 4He atoms occupy a smaller volume than the 3He atoms
and so the 3He atoms can be closer to the 4He atoms than other 3He atoms. This results in a stronger
interatomic interaction between 3He-4He atoms than between 3He-3He atoms. There is a preference
for the 3He to stay in the dilute phase relative to the concentrated 3He-rich phase. This preference
leads to 6.6% 3He remaining in the 4He-rich phase. As the 3He phase is less dense (due to its smaller
mass) it floats on top of the 4He-rich phase (the dilute phase).
The working fluid of the dilution refrigerator is 3He, which is circulated in a closed cycle by sealed
vacuum pumps at room temperature. Figure 3.2a shows a schematic of the system, the dilution unit
(everything below the helium bath line in the schematic) sits at high vacuum inside the inner vacuum
can (IVC) which itself sits in the helium bath at 4.2 K. In this system the helium bath is separated from
room temperature via a series of three vacuum chambers with no need for a liquid nitrogen jacket.
Starting at the 3He pump at the top of the schematic, a concentrated gas of 3He is sent down the
condenser line (via a trap at 4.2 K to freeze out any non-helium impurities) where it liquefies at the 1K
pot via heat exchangers (the 1 K pot is cooled via pumping on a small bath of 4He, as a continuously
operating 4He evaporation cryostat). The pure 3He then flows through a high impedance line to a
second set of heat exchangers at the still, where it is further cooled to around 600 mK. After a second
high impedance line and more heat exchangers (with the return line from the mixing chamber at
T ≈ 80 mK) the pure 3He reaches the mixing chamber where it adds to the concentrated 3He-rich
phase. By applying a small amount of heat at the still, which is carefully set so that only 3He
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(a) Schematic of a dilution refrigerator. (b) The custom dilution refrigerator.
Fig. 3.2 (a) Schematic showing the operating principle of a dilution refrigerator. Image obtained under
a creative commons license from [34]. (b) The Cambridge dilution refrigerator used in this study.
evaporates from the surface of the 3He/4He mixture (due to the different vapour pressures of 3He and
4He), an osmotic pressure is built up at the phase boundary between the concentrated phase and the
dilute phase. This is because, as 3He leaves the dilute phase at the still (and goes round for another
cycle, via the 3He pump), the concentration of 3He in the dilute phase should drop, but as discussed
above, this is forbidden, and so 3He is drawn into the dilute phase from the concentrated phase at the
mixing chamber. Continuous cooling is achieved at the mixing chamber by the enthalpy difference
(∆H) between 3He in diluted 4He, and pure 3He multiplied by the 3He flow rate:
Q˙ = n˙3He∆H , (3.1)
where Q is the heat removed from the concentrated phase and dumped into the dilute phase and n˙3He
is the flow rate of 3He. The Cambridge dilution fridge unit (manufactured by Oxford Instruments)
used here is shown in Figure 3.2b, the mixing chamber is at the bottom and above this several heat
exchangers can be seen. The system has been equipped with three CMR LTT-m low temperature
transformers (LTT) which make it possible to match the impedance’s of the wiring coming from
the samples in the low temperature region with an impedance of order 1Ω to that of the external
preamplifiers at room temperature, which have an impedance of order 1MΩ. The use of the LTT allow
a much better signal to noise ratio with a typical value for the noise floor being of order 30 pV/
√
Hz.
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Fig. 3.3 The experimental setup for the measurement of the nine samples that are summarised
in Table 3.1. (a) The seven SR830 lock-in amplifiers and Lakeshore resistance bridges. (b) The
electromagnetically shielded box for sample voltage leads, (c) the dilution fridge insert, (d) the helium
dewar containing the 20.4 T superconducting magnet and (e) the magnet power supply.
3.1.2 Measurement system and thermal considerations
The custom dilution refrigerator in Cambridge has a base temperature in the region of ∼15 mK (with
no load attached) and is equipped with a 18.4/20.4 T superconducting magnet (with the highest fields
attainable using a lambda-point refrigerator to cool the magnet to ∼2 K, otherwise it is limited to
18.4 T). It features 12 pairs of superconducting measurement wires allowing the simultaneous mea-
surement of resistivity in up to six samples, additionally there are three coaxial wires for sample
measurements allowing measurements using the tunnel diode oscillator method or capacitive measure-
ments. All of the measurement wires have been well heat sunk at various stages along the insert to
reduce the thermal load on the mixing chamber. To increase the output from the dilution refrigerator
in Cambridge, much effort was put into maximising the number of samples that could be measured
in a single experiment cool down. With this in mind the measurements that are presented in the
following chapters were all taken during a single cool down of the fridge in which nine samples were
simultaneously mounted and measured. A detailed description of the samples and how they were set
up on a rotation tail is presented in Section 3.2, here we focus on the methods employed to reduce
noise in the measurements to achieve the highest sensitivity possible.
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There are a number of general problems which arise when attempting highly sensitive measurements
at low temperatures:
1. Vibrations: mechanical heating can introduce unwanted noise into the measurement signal,
additionally eddy current heating (if a magnetic field is used) can also add to the noise. These
can also limit the lowest achievable base temperature of the dilution fridge.
2. Radio Frequency (RF) noise: there are now sources of RF noise everywhere around the
laboratory thanks to wireless networks and mobiles phones among other sources. Generally,
any non-shielded wire can act as an aerial for RF signals.
To overcome these first of these issues, the Cambridge fridge is mounted on a concrete platform
which acts to damp vibrations from the room, the platform is decoupled from the rest of the lab and
from the vacuum pumps. The rotation probe tail is constructed from a quartz tube around which the
measurement wires are wrapped and secured with GE varnish and Teflon tape. While the thermal
conductivity of quartz is very poor at low temperatures, there will be no eddy current heating as a
result of sweeping the magnetic field. To provide a good heat link to the samples from the mixing
chamber, three high purity silver wires run down the probe tail (along the quartz tube) and connect
to the samples (further details provided in Section 4.2.1). To tackle the second problem, all of the
measurement wires have metallic screening which were carefully grounded in such a way so that
no ground loops developed. Figure 3.3 shows the experimental setup used when collecting the
data presented in the following chapters. A shielded box (b) contains the breakout box from the
measurement (voltage) lines from the samples, high frequency noise is directed to ground by placing
low-pass RC or Butterworth filters onto the voltage measurement leads. Any preamplifiers and room
temperatures transformers were also placed in the shielded box to keep RF interference from the
room to a minimum. Phase sensitive lock-in detection techniques were employed using a series of
Stanford Research SR830 lock-in amplifiers (a). The magnet power supply (e) supplied a current
to the superconducting magnet within the 4He dewar (d) into which the dilution fridge insert (c) is
lowered.
3.1.3 Quantum Design Physical Properties Measurement System
The Quantum Design (QD) Physical Property Measurement System (PPMS) is a versatile, commer-
cially available, and user friendly cryostat system which offers heat capacity, resistivity as well as
other measurement capabilities to low temperature and in high magnetic fields. The PPMS used in
this work is equipped with a superconducting magnet, capable of producing magnetic fields at the
sample between (-9 ≤ B ≤ +9) T, and uses evaporative cooling (using a heater and by pumping on the
vapour above the 4He bath) to obtain sample temperatures below 2 K. An additional 3He refrigerator
option can be added which allows temperatures below 400 mK to be reached using a closed-cycle
3He probe (as 3He has lower boiling point than 4He). The PPMS was used extensively in the initial
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characterisation and screening of samples of NbGeSb and NbSiSb from Chapter 5, made possible by
the quick measurement turn around times of the PPMS, before a select few samples were mounted
onto the dilution fridge.
3.1.4 Low temperature thermometry
In order to perform measurements at the temperatures accessible by a dilution refrigerator, a well
calibrated set of thermometers are required so that the temperature can be measured with confidence.
A useful thermometer should fulfil the following requirements [33, p.277]:
• should have a wide operating temperature range and should be insensitive to environmental
changes such as magnetic fields.
• the property (x) to be measured must be easily, quickly, reproducibly and exactly accessible to
an experiment.
• the temperature dependence of the measured property x(T) should be expressible by a reasonably
simple law.
• the sensitivity
(∆x
x
)
/
(∆T
T
)
should be high.
• the thermometer should reach equilibrium in a ‘short’ time, both within itself and with its
surroundings whose temperature it is supposed to be measuring. Therefore it should have a
small heat capacity, good thermal conductivity and a good thermal contact to its surroundings
(the thermal contact problem is ever present at T ≤ 1 K).
• the relevant measurement should introduce a minimum of heat to avoid heating of the surround-
ings of the thermometer and, essentially, heating of itself - this becomes more important the
lower the temperature.
The thermometry used on the custom dilution refrigerator comprises several resistive RuO2 and Cernox
thermometers each of which has been optimised for a different temperature range. These resistive
thermometers are secondary thermometers, meaning that they need to be calibrated against an already
calibrated thermometer before they can be used. The majority of the thermometers on the dilution
fridge have been previously factory calibrated, but for this work several RuO2 thermometers were
specially calibrated against a Cerium Magnesium Nitrate (CMN) magnetic susceptibility thermometer,
which is a primary thermometer. The basis of CMN as a useful thermometer is in its reliable Curie
law T−1 temperature dependence of the magnetisation or magnetic susceptibility down to its ordering
temperature at TC ∼2 mK. This temperature is below the lowest operating temperature of the dilution
fridge at which the measurements presented in later chapters were performed, and so was a good
benchmark to calibrate our thermometers against. There are a number of known issues when using
RuO2 thick film chip resistors as thermometers at very low temperatures such as: the very small
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Fig. 3.4 Calibration of the RuO2 thermometer labelled KM1. (a) R vs T plot, inset shows in the
low temperature region where the curve starts to plateau indicating self heating of the thermometer.
(b) log(T) vs log(R) and a 9th order polynomial fit. Data below 40 mK have been excluded from the
fit.
thermal conductivity, thermal contact issues, and the self heating of the device due to the measuring
current. Each of these issues was addressed when mounting and calibrating the thermometers.
The resistivity of RuO2 usually has no simple, a priori known temperature dependence and so
calibration is essential [33, p.287]. It has been demonstrated that before calibration of the resistors, at
least 60 temperature cycles are needed in order to obtain consistency of data from a RuO2 chip (after
this they become very stable) [35]. Before calibrating any of the thermometers, they were put through
at least 60 thermal cycles from room temperature to 2 K. Figure 3.4a shows the calibration curve
for a RuO2 thermometer labelled KM1 which was calibrated against a CMN magnetic susceptibility
thermometer using an AC resistance bridge (Lakeshore LS370) in the range (17 ≤ T ≤ 925) mK
while it was thermally anchored to the mixing chamber of the dilution fridge using GE varnish. The
measurement leads were well heat sunk to the mixing chamber using an oxygen free high conductivity
(OFHC) Cu post onto which the leads were tightly wound. Great care was taken to avoid ground
loops to ensure unwanted currents in the thermometer were kept to a minimum. All of the leads
were shielded from RF, as the thermometer has a high resistance and, together with its leads, may
be well matched to absorb large amounts of RF energy in the lab. The measurement leads in the low
temperature region are superconducting to keep the heat flow into the thermometer as low as possible,
and are thermally anchored. Each data point was taken by PID (proportional integral derivative)
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controlling the temperature to a desired set point (as measured using the mixing chamber thermometer,
with reference to CMN thermometer), then allowing time for the RuO2 thermometer to thermalise
with the mixing chamber. In the temperature region below 40 mK the curve deviates from the expected
trend, this has been attributed to self heating of the thermometer (even at the lowest excitation setting
of the resistance bridge). This doesn’t effect our later measurements as our working base temperature
was greater than 50 mK and so the data below 40 mK in the calibration were not used.
Figure 3.4b shows a log-log plot of temperature vs resistance with a 9th order polynomial fit from
which a temperature can be extracted from a measured resistance (data below 40 mK have been
excluded from the fit). The thermometer KM1 was mounted on the middle bobbin of the rotation tail
(see Figure 3.5) and was used as a reference thermometer to compare temperatures of the sample
stage (within the bore of the magnet) to the temperature of the mixing chamber thermometer. The
dilution system is equipped with a set of magnetic field compensation coils which produce an effective
zero field region at the mixing chamber, all of the thermometry, with the exception of KM1, are
located in this region. It should be noted that the thermometer was not calibrated in field in the same
detail as the zero field calibration (due to time constraints). RuO2 thermometers do display a small
magnetoresistance, however, the main purpose of the thermometer was in the initial optimisation of
the eight samples at zero applied magnetic field. Due to the thermometers close proximity to the other
samples, any self heating of a sample while optimising its excitation current would be seen in KM1
with a very short time constant, allowing appropriate excitation currents to be set for each sample. A
rule of thumb in which the excitation current was reduced by a factor of two (thus a four-fold reduction
in power) until no self heating can be detected was employed during sample signal optimisation. The
thermometer also allowed any temperature increases due to field modulation (see Section 3.3) to be
identified quickly, allowing an appropriate modulation amplitude to be set.
3.2 The rotation tail and sample preparation
A custom rotation tail was adapted to perform measurements on a large number of different samples,
which are summarised in Table 3.1. The rotation tail comprises a quartz tube (as described in Section
3.1.2) which attaches to the mixing chamber of the dilution fridge at one end, via a gold-plated
OFHC copper coupler, with a rotation mechanism at the other end which is machined from G10 (a
high-pressure fibreglass laminate with excellent thermal properties at low temperatures). The rotation
mechanism comprises three rotating bobbins with space for sample mounting on two faces giving a
total of six sample platforms. Figure 3.5 shows a schematic diagram of the bottom of the rotation
probe, where three high purity (4N) Ag rods (a) were used to heatsink the samples and the tunnel
diode oscillator (TDO) boards (c) to the mixing chamber. Two 0.5 mm diameter rods (Goodfellow:
AG005150 Ag rod, purity: 99.99%, temper: annealed - one of which is not visible in Figure 3.5) were
used for the samples. A larger 1.0 mm diameter rod (Goodfellow: AG005160 Ag rod, purity: 99.99%,
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Fig. 3.5 Schematic of the rotation mechanism used in this study: (a) Ag wires for heat sinking to
the mixing chamber (MC), (b) OFHC Cu sheet to heatsink the three TDO boards [(c)]. (d) vertical
translation post that converts up-down movement into rotation of the platform via a hinge. (e) Ag wire
bundle allowing some flexibility for rotation mechanism (f) 50 µm Ag wire to heatsink dHvA/TDO
samples. (g-i) Sample platforms 1-3 (from left to right) and (reverse side) 4-6. (j) Mount for centering
mechanism.
temper: annealed), which was soldered to an oxygen-free high conductivity (OFHC) Cu sheet (b),
was used for three TDO boards which were mounted using GE varnish. A wire mesh of 50 µm high
purity Ag wire (Goodfellow: AG005110 Ag Wire, purity: 99.99%, temper: annealed) was carefully
wound (e) and was used to thermally connect the Ag rods to the non-SdH samples (f). The mesh
acted as a spring-like link which allowed the small amount of movement necessary during the rotation
of the sample platforms, whilst keeping vibrational noise to a minimum. The three bobbins (g - i)
rotate about a central axle through an angle of 90° via a vertical translation (= horizontal translation
in Figure 3.5) of a central post (d) attached to each of the platforms via a hinge (seen more clearly in
Figure 4.7). This vertical motion is produced from a rotation at the top of the fridge insert which is
coupled to a screw and thread mechanism located at the mixing chamber. At the bottom of the tail a
centering mechanism is attached (j) which is made from G10 and is thermally isolated from the probe
using Kevlar thread, this ensures the probe sits vertically in the bore of the magnet without it touching
the inside of the IVC which would create a thermal short.
In order to fit all nine samples (eight measurement samples and one RuO2 thermometer labelled
KM1), careful thought had to be put into the thermal load put on the dilution fridge, especially when
the TDO technique was employed as powering the tunnel diodes introduces a large heat load into the
fridge. To account for this the three TDO boards were attached to a OFHC copper sheet which in
turn was soldered to a Ag rod as discussed above. This design allowed the heat produced by the TDO
when they were powered to be dumped directly into the mixing chamber. Ag was chosen for this as it
has a smaller nuclear Schottky anomaly at mK temperatures. Careful management of measurement
and diagnostic wiring also had to be considered, for the TDO technique for example, shielded coaxial
wire is required and a new type of very small diameter coaxial cable (Picocoax: PCX42K10AB from
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Table 3.1 Summary of the samples measured on the rotation probe on the Cambridge dilution fridge.
The orientation is relative to φ = 0° (defined in Section 4.2.2). LTT = low temperature transformer, ID
= inner diameter.
Sample Name Platform Orientation Measurement Additional Info.
YFe2Ge2 JT1902-06
RRR ∼350
1 H∥a dHvA Ag wire heatsink, LTT
1:30. Flux growth, 18.7
mg, Dimensions (260 ×
190 × 85) µm
NbGeSb KM1908-122
RRR ∼13
2 H∥c SdH LTT 1:1000
YFe2Ge2 JC1904-02
RRR ∼500
2 H∥a TDO Ag wire heatsink, 9.2 mg.
Coil: 23 turns 40 µm Cu
wire, 2.0 mm ID
YFe2Ge2 JC1904-08
RRR ∼500
3 H∥c dHvA Ag wire heatsink. Hor-
izontal liquid transport
growth, 31.3 mg, dimen-
sions (270 × 250 × 115)
µm
NbGeSb KM1908-130
RRR ∼11
4 H∥c TDO Coil: 9 turns 40 µm Cu
wire, 0.9 mm ID
YFe2Ge2 JC1904-04
RRR ∼500
4 H∥c SdH Lost contact on cooling
down
YFe2Ge2 JC1904-03
RRR ∼500
5 H∥c TDO 10.5 mg Coil: 23 turns
40 µm Cu wire, 1.9 mm
ID
RuO2 KM1 5 H∥c 4-wire resistance Calibrated thermometer
NbSiSb KM1908-201
RRR ∼220
6 H∥c SdH LTT 1:1000
Axon Ltd) was employed that was small enough to fit through a feed-through hole located at the
centre of the rotation axle. Space was limited in the six feedthroughs (two per bobbin: left (right) side
of the axle going to the top (bottom) platform). The feedthroughs also needed threaded through them
two twisted pairs of 80 µm Cu wire for transport measurements and a 50 µm Ag wire for sample heat
sinking.
3.2.1 Electrical resistivity measurements
One of the most common techniques used in experimental condensed matter physics is the mea-
surement of electrical resistivity with a wide range of applications such as detection of quantum
oscillations in the magnetoresistance (the SdH effect), detection of phase transitions, and in the
screening of new samples to get an indication of their purity. The standard method for measuring the
electrical resistivity is the four-point probe method, where four wires are connected to a sample, two
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to supply a current and two to measure the resultant voltage drop across the sample. Devices used
to measure this voltage have very a high input impedance and so any current that flows through the
voltages leads will be so small that it can be ignored, and so the the resistance of the voltage leads will
not add anything to measured voltage across the sample. The resistance can be calculated via Ohm’s
law as R =V/I, where the supplied current is well known. The resistance can then be converted into
a resistivity (ρ) using the sample geometry and the locations of the contacts via:
ρ =
RA
l
, (3.2)
where A is the cross-sectional area of the sample and l is the distance between the voltage contacts.
There are a number of ways in which the overall signal to noise ratio during a measurement can
be improved. To minimise additional noise sources from electrical interference and allow the use
of transformers for signal amplification, resistivity measurements can be conducted using an AC
technique with an AC current and lock-in amplifiers. Placing the positive and negative contacts on a
sample as far apart from each other as possible will increase the measured resistance, this can also
be increased by selecting a long thin sample (maximising A/l in equation 3.2) both of which can
improve the signal-to-noise ratio. Good electrical contacts with low resistances are essential for low
temperature resistivity measurements and so a lot of time should be spent to ensure the contacts are
Ohmic with a low resistance and a small contact area. Contact wires are typically high purity gold or
silver wires of 25 µm or 12.5 µm diameter and the lowest contact resistances can be achieved using
a spot welding technique (for metallic samples). This technique works by pressing the sharpened
point of a tungsten wire against a gold contact wire in position on the sample, a pulse of current is
then passed through this point contact which locally heats up the interface between the gold wire
and the sample melting the two metals causing them to fuse. Care must be taken when selecting the
voltage to apply across the point contact as it is easy to damage the sample, a robust mechanical and
electrical contact is desired with minimal damage to the sample. A good spot welded contact will
have a resistance of order 100 mΩ, with a small contact area of several square microns. A small
amount of 4929 silver loaded epoxy by DuPont provides additional mechanical support when placed
over the spot welded contact.
A commonly used measure to quantify sample quality in materials where nonmagnetic impurities
determine the purity is the residual resistivity ratio (RRR). This is less useful when there are impurities
related to off-stoichiometric phases of the desired material, but it is convenient to measure. RRR is
defined as the ratio between the resistance measured at room temperature and that measured at low
temperature (say 2 K) or extrapolated to zero temperature from higher temperature. For consistency,
throughout this thesis I will use a RRR defined as:
RRR =
R300K
R2K
. (3.3)
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Fig. 3.6 Basic setup of a balanced pair of dHvA coils. Two coils are wound with the same diameter
and an equal number of turns, so that the signal is effectively nulled when measured across A and C
(as AB = -BC). When a sample is placed in the coil between A and B , the signal measured across A
and C is due to the magnetic susceptibility of the sample with very little background contribution.
3.3 Quantum oscillation measurements
In Section 2.2.1 the formation of Landau levels was discussed. These Landau levels were shown to
develop in the density of states of non-interacting charged fermions and, as discussed in Section 2.1,
this extends to the quasiparticles from the Fermi liquid state of real materials. Quantum oscillations
originate from oscillations in the density of states and so should be observable in many measurements
that can be performed. Described here are the techniques that were employed to detect quantum
oscillations in this thesis, as well as their relative sensitivities.
3.3.1 de Haas-van Alphen effect: field modulation technique
It has been shown in Section 2.2.1 that the formation of landau levels in a (changing) magnetic field
can lead to oscillations in the magnetisation of a sample, known as the dHvA effect. This effect can be
seen in measurements of the magnetic susceptibility, the basic experimental setup of which is shown
in Figure 3.6. A pair of balanced pick up coils are wound in opposite directions so that when the
coils are empty the measured signal across A - C is effectively nulled out. Introducing a sample into
one half of the coil set between A and B , the signal measured across A and C is due to the magnetic
susceptibility of the sample with very little background contribution. The full compensated signal
across the coil set is connected to the voltage lines (V), while the signal across just the compensation
(empty) coil is connected to the current lines (I).
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The field modulation technique was fist developed after technological advances in superconducting
magnets allowed steady and homogeneous magnetic fields to be achieved at fields up to ten Tesla,
and today hybrid magnets (using both resistive and superconducting magnets) can produce fields as
strong as 45 T. This allowed the possibility of more sensitive inductive techniques to be developed
to measure the dHvA effect. As mentioned earlier the sample is still placed in a balanced pair of
pickup coils but an induced electromotive force, caused by varying the main magnetic field, is no
longer measured. Instead the magnetisation can be made to vary periodically with time (with some
small amplitude A, and frequency ω) and the induced electromotive force at frequency ω or a higher
harmonic is measured. This method allows phase sensitive detection using a lock-in amplifier to be
employed which greatly improves the signal to noise ratio. The techniques of field modulation for
dHvA measurements are well described by Shoenberg and a summary will be given here [25, p. 102].
A periodic variation of the magnetisation can be achieved by adding a small periodic field on top of
the main field:
Hmod = H0 +h0 cos(ωt) , (3.4)
where Hmod is the modulated field and H0 is the unmodulated field, and h0 is the amplitude of the
component of the modulation. The electromotive force induced in a balanced pickup coil can be
found by expanding the magnetisation in terms of the oscillatory field h0 cos(ωt):
v =−cdM
dH
dH
dt
=−ch0ω sin(ωt)
[
dM
dH
+
d2M
dH2
ho cos(ωt)+
dkM
dHk
hk−1o
(k−1)! (cos(ωt))
k−1
]
+ ...
(3.5)
where c is a coupling constant that depends on the experimental details, and we have subbed in the
expression for H given in 3.4. The magnetisation is assumed to be given by:
M(t) = Asin
(
2π f
H0 +h0 sin(ωt)
+φ
)
. (3.6)
subbing this into equation 3.5 and rearranging in terms of the harmonics k:
v =−2cωA
∞
∑
k=1
kJk(λ )sin
(
2π f
H
+φ − kπ
2
)
sin(kωt) , (3.7)
where Jk are Bessel functions and
λ =
2π f ho
H20
. (3.8)
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Via a suitable choice of modulation amplitude (corresponding to λ ) the amplitude of a particular
harmonic of v can be enhanced. The quantum oscillation amplitude that is observed when using the
field modulation technique is given by:
Amod = cmod
(
f 2
m∗H3/2
)
RDRSRT ×ωkJk(λ ) , (3.9)
where cmod is a field modulation specific constant of proportionality (containing details of the particular
orbit being measured and and the experimental setup).
3.3.2 Shubnikov-de Haas effect
Oscillations appearing in the magnetoresistance, known as the Shubnikov-de Haas effect, are generally
much weaker than the dHvA effect, however, they are most pronounced in materials with low carrier
densities, such as semiconductors and semimetals. A full theory governing the effect was described
by Adamns and Holstein [36] but conceptually it can be described as a change in resistivity as the
density of states available for scattering changes due to successive Landau levels passing through the
Fermi level. For a free electron metal, the ratio of the amplitudes of the oscillatory components of the
resistivity to the magnetisation at zero temperature is ∼ (2n)−1/2, where n is the Landau level index.
As an example, a frequency of f = 10 kT measured at 10 T results in an oscillatory component of
the resistivity with an amplitude of only 2% that of the oscillation amplitude of magnetisation. The
expression for the amplitude of oscillations in the resistivity is given by:
∆ρ
ρ0
= cSdH
(
H
f
)1/2
RDRSRT , (3.10)
where cSdH is a proportionality constant (with information from the Fermi surface being measured).
3.3.3 Calibration of the magnetic field
Before the main data in this study was taken, a field calibration was performed on the
18.4/20.4 T superconducting magnet in the dilution refrigerator, this was done by utilising the
TDO coils to observe the 1H, 63Cu and 65Cu nuclear magnetic resonance lines. Figure 3.7 shows the
calibration curve of the magnetic field strength, Bz, (as a percentage of the nominal field as measured
by a 1 Ω shunt resistor at the current source) as a function of distance (in mm) away from the field
centre (maximum) for three data sets. Two of the data sets are from a previous measurement in 2018
(performed by Dr. J. Baglo), the third is from this work. The purple data show the calibration from
this study, the locations of two YFe2Ge2 samples presented in Chapter 4, as well as two samples,
NbGeSb and NbSiSb, presented in Chapter 5, are indicated when the rotation mechanism is set at
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Fig. 3.7 Calibration of the external magnetic field used in this study, data from two TDO coils (2018 -
measurements performed by Dr. J. Baglo), and a calibration from this work (purple).
φ = 0°. Throughout the rest of this thesis, the angle φ represents the angle between the magnetic field
direction (Bz) and the c-axis of YFe2Ge2 sample JC1904-08, which is aligned perpendicular to the
platform on rotation bobbin three, as seen in Figure 3.5i. All angles of rotation of samples relative to
the applied magnetic field are referenced to the angle φ .
3.4 Powder X-ray diffraction techniques
In a solid the crystal lattice is formed of an ordered array of atoms which can be described by its
crystal structure, a useful technique for determining structural characteristics of such a material is
powder X-ray diffraction (pXRD). The technique can also be useful in identifying any impurity phases
that may be present in a crystalline solid after a new growth has been attempted. All XRD techniques
are based upon exploiting the Bragg condition:
nλ = 2d sin(θ) , (3.11)
where λ is the wavelength of the incident X-ray, n is an integer, d is the interplanar spacing and θ is
the angle between the incident beam and the crystallographic plane.
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Fig. 3.8 Schematic of the derivation of Bragg’s law, two X-ray beams with matching phase and
wavelength are incident on a crystalline solid and are scattered off two different atoms within it. The
lower X-ray traverses an extra length of 2dsinθ . The condition for constructive interference occurs
when this length is equal to an integer multiple of the X-ray wavelength.
Figure 3.8 shows that when the interplanar spacing, d, between the atomic layers satisfies the Bragg
condition of equation 3.11, constructive interference occurs resulting in a high intensity of the outgoing
X-ray beams at a diffraction angle of θ . Families of parallel planes within the lattice are identified
by the Miller indices: h, k and l, corresponding to the reciprocal of the planes which intercept the
a, b and c axis respectively. To perform a pXRD measurement, a sample is first crushed into a fine
powder of small crystallites, of O(µm), and distributed evenly across a glass slide. To prevent any
preferential alignment of flat facets with the glass slide, a thin layer of vacuum grease is used in
order to secure the powder in place, without adding much to the background diffraction signal. Upon
illumination from a collimated X-ray beam the random orientations of the small crystallites in the
powder will allow the Bragg condition to be met by a representation of the different d spacings present
in the lattice structure of the sample. For an X-ray beam of constant wavelength and phase, the Bragg
condition ensures that diffraction spots will only be observed at certain discrete angles which are
related to the lattice structure and lattice parameters. During a typical pXRD measurement, the X-ray
detector is moved through different values of the scattering angle 2θ along a constant azimuthal angle
φ , where it collects scattered radiation at each angle. A comparison of the measured pXRD to the
calculated theoretical spectra allows structural information to be extracted for a given sample. The
pXRD data presented in this thesis have been performed on a Bruker D8 X-ray diffractometer using
Cu Kα radiation (selected due to the closeness of the atomic spacings dhkl to the wavelengths). The
diffraction pattern from a pXRD measurement allows details about the lattice parameters and space
group symmetry to be inferred from the positions of the peaks at 2θhkl . A insight into the structural
properties of the crystal such as the different atoms and their positions, and the lattice site occupancies
can be obtained via the intensity and the shape of the peaks. Analysis is performed using native
software from the Bruker diffraction suite called DIFFRAC.EVA.
CHAPTER 4
FERMIOLOGY OF YFE2GE2
4.1 Introduction
4.1.1 Iron-based superconductors
Since the discovery of iron-based superconductivity in 2006 by Kamihara and coworkers’ in the
material LaOFeP, which has a superconducting transition of Tc = 5 K [37], there has been a huge
effort by researchers to understand and explain the nature of the superconductivity in this new class
of materials. Outperformed only by the copper oxide (cuprate) superconductors (and more recently
the high pressure phases of H2S [38] and LaH10 [39]) in terms of the highest superconducting
transition temperatures, the iron-based superconducting materials are of particular interest due to the
unconventional nature of superconductivity they exhibit. LaOFeP wasn’t in fact the first discovery of
superconductivity exhibited in compounds containing iron, which due to its strong local magnetic
moment, had been considered detrimental to the development of superconductivity in a material
(based on the BCS theory [40]). There are many well known iron-containing materials, in which
the iron is non-magnetic, that exhibit superconductivity including Th7Fe3 (Tc = 1.8 K) [41], U6Fe
(Tc = 3.9 K) [42], Lu2Fe3Si5 (Tc = 6.1 K) [43]. In fact, (non-magnetic) iron under pressure is itself a
superconductor, with a Tc = 1.8 K at 20 GPa [44]. A large number of iron-based superconducting
compounds have been found that combine iron with either a group-V pnictogen or group-VI chalcogen
element. The iron pnictide or chalcogenide superconductors possess an unusual Fermiology showing a
large variation with doping resulting in properties of both the normal and superconducting states which
are very different to those of the standard ‘conventional’ electron-phonon coupled superconductors.
In the iron pnictide/chalcogenide superconductors, there is a strong link between superconductivity
and magnetism (or magnetic fluctuations) and these two states can even coexist in some compounds.
There are several different structural families of the iron-based (unconventional) superconductors each
of which is linked by a common iron pnictogen/chalcogen trilayer (Fe-M) in which a square planar
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Fig. 4.1 Chemical-substitution phase diagram of the BaFe2As2 system, which is representative of
most iron based superconductors. Reprinted by permission from Springer Nature [53]).
lattice is formed with iron atoms at the centre of a distorted tetrahedron formed by the M atoms. The
several families can be divided into groups as: 11-type (FeSe [45]), 111-type (LiFeAs [46]), 1111-type
(LaFeAsO [47]), 122-type (BaFe2As2 [48]) and the 21311-type (Sr2ScO3FeP [49]). All structures
share a common feature of proximity to an antiferromagnetic ordered phase, and superconductivity
can be induced in the (usually) antiferromagnetic parent compound by suppressing magnetic order in
a number of ways. These include application of hydrostatic pressure [50], application of ‘chemical’
pressure (via isovalent substitution) [51], and by electron or hole doping [52]. There are many
unresolved issues with this new class of materials (such as the superconducting nodal structure in
many compounds) and improvement in sample quality is key to their solution. Here we will give a
brief overview of the 122 structure Fe-based superconductors before focusing on the unconventional
iron based germanide superconductor YFe2Ge2.
The 122 iron-containing superconductor structure includes members of the MFe2As2 family in which
a superconducting transition of 38 K was discovered in 2008 in K-doped BaFe2As2 (Ba0.6K0.4Fe2As2)
[48]. BaFe2As2 contains most of the interesting features of iron-based superconductors and will be
the parent compound in the following discussion (referred to as Ba-122) [53], it has a tetragonal
structure containing 2-dimensional (2D) FeAs planes (I4 mmm, space group number 139). The phase
diagram of Ba-122 is shown in Figure 4.1 where it is tuned by chemical substitution, it is metallic
with an antiferromagnetic (AFM) phase at low temperatures. This AFM transition arises at the same
time as a structural transition from tetragonal to orthorhombic, and both transitions can be suppressed
with chemical substitution inducing a superconducting transition as shown in Figure 4.1 [48]. The
Ba-122 structure is well known and has been well investigated in materials superconductivity. The
first heavy fermion superconductor, CeCu2Si2, also has this structure [54]. The crystal structures
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Fig. 4.2 Fermi surfaces of several iron-based superconductors: (a) Calculated non-magnetic Fermi
surface of BaFe2As2 in the tetragonal phase (adapted under a creative commons licence from [58]).
(b) KFe2As2 in the uncollapsed tetragonal phase. (c) KFe2As2 in the pressured-induced collapsed
tetragonal (CT) phase. (d) YFe2Ge2. (b) - (d) Reprinted with permission from [59]. Copyright 2019
by the American Physical Society.
in all of the iron-based unconventional superconductors are very similar, however, their electronic
properties can vary extensively [55]. In general, the electronic structure is composed of a number of
iron d-bands near to the Fermi energy, resulting in relatively small electron/hole-like pockets which
are strongly influenced by external perturbations such as hydrostatic or chemical pressure. A typical
Fermi surface of the iron chalcogenides contains only electron-like Fermi surfaces and a single hole
pocket, whereas in most iron pnictides, there are hole pockets in the middle of the Brillouin zone,
with electron pockets at the zone boundaries. The electron Fermi surface at the zone-boundary can
be replaced by very small hole pockets in the extremely hole-doped iron pnictides, such as KFe2As2
[56]. The electronic structure of the Ba-122 family is highly 2D and is formed of two electron-like
cylindrical Fermi surface sheets centered on the X-point and three hole-like cylinders centred at the
Γ-point (Brillouin zone centre, in the folded Brillouin zone with two Fe-atoms per cell) [57]. The
calculated Fermi surface of (for example) BaFe2As2 is shown in Figure 4.2a.
Quantum oscillation measurements can give a useful insight into the electronic structure of the
iron-based superconductors, such as the Ba-122 family. Analysis of the oscillations can highlight
the transformation of the Fermi surface in the parent AFM members of the iron-pnictide family with
smaller 3D Fermi surface sections to the paramagnetic overdoped members with quasi-2D electron and
38 Fermiology of YFe2Ge2
Fig. 4.3 The crystal structure of YFe2Ge2, the experimentally determined lattice constants are
a = 3.9617(5)Å and c = 10.421(1)Å with the z coordinate of atomic position of Ge atom being
0.3789(3) [64].
hole cylinders. This transformation occurs via a possible quantum critical point (QCP) where a large
effective quasiparticle mass enhancement can be seen [60]. The effective quasiparticle mass would be
expected to diverge in the vicinity of a QCP and so quantum oscillations are an excellent experimental
probe of this behaviour. Terishima et al. [61] performed Shubnikov-de Haas oscillation measurements
on detwinned BaFe2As2 and de Haas-van Alphen oscillation measurements on KFe2As2 which have
allowed their respective Fermi surfaces and quasiparticle effective masses to be determined and
compared to theoretical calculations . The antiferromagnetic phase of BaFe2As2 has a Fermi surface
consisting of two electron 3D pockets and a 3D hole pocket, which matches up well with density
functional theory (DFT) calculations. An average mass enhancement from the bare band effective
mass of m∗ = 2-3 me was also found for the hole and electron pockets. For KFe2As2 four quasi-2D
Fermi surface cylinders were found which agreed with earlier ARPES data [62], however the authors’
DFT calculations failed to reproduce this Fermi surface. Later, Backes et al. successfully applied an
extended DFT model which included additional correlation effects to obtain good agreement with both
ARPES and quantum oscillation data [56]. Large effective masses (m* ≥ 20 me) have been reported
in KFe2As2 (around 8–9 times larger than the band value, suggesting strong electronic correlations),
which is consistent with the measured Sommerfeld coefficient from heat capacity measurements at
low temperatures [63].
4.1.2 Motivation: YFe2Ge2
Closely related to the Ba-122 family of iron-based superconductors and possessing the same tetragonal
ThCr2Si2 structure (space group I4/mmm, crystal structure shown in Figure 4.3), is the unconventional
superconductor YFe2Ge2. The main difference between YFe2Ge2 (which, by electron counting,
is similar to KFe2As2) and the Ba-122 iron-based superconductors is absence of a pnictogen or
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Fig. 4.4 Electrical resistivity ρ [upper panels (a)–(c)] and Sommerfeld coefficient of the heat capacity
C/T [lower panels (d)–(f)] for three typical polycrystalline samples of YFe2Ge2 with different residual
resistivity ρ0. Sample A is as-grown but derives from the same ingot as a bulk superconducting
annealed sample, for which data is presented in [59]. All three samples show resistive superconducting
transitions, but a heat capacity anomaly indicating bulk superconductivity only appears in the purer,
annealed samples B and C. When a superconducting heat capacity anomaly is absent (sample A), C/T
displays a slow increase on cooling even in magnetic fields sufficient to suppress Tc fully, suggesting
an underlying magnetic contribution. Reprinted with permission from [67]. Copyright 2019 by the
American Physical Society.
chalcogen, which is replaced by the group-IV element Ge. Superficially, KFe2As2 would appear to be
isoelectronic to YFe2Ge2, however, the presence of covalent Ge-Ge bonds between neighbouring Ge
atoms in YFe2Ge2 changes the oxidation state of the Fe to +1.5 (compared with +2.5 in KFe2As2,
which lacks As-As covalent bonds). This absence of As-As covalent bonds in KFe2As2 leads to a
discrepancy in the aspect ratio of the unit cells between the two compounds. The ratio of c to a lattice
parameters for YFe2Ge2 is 2.64, giving a much stronger three-dimensional character than in KFe2As2,
with c/a = 3.608 [65]. The application of around 13–15 GPa hydrostatic pressure to KFe2As2 results
in a structural transition to the collapsed tetragonal phase which reduces the c/a ratio of the unit cell
down to a value close to that of the YFe2Ge2 unit cell (see Figure 4.2 b - d) [66].
Figure 4.2 shows the calculated Fermi surface using DFT for KFe2As2 in the uncollapsed (b) and
collapsed (c) tetragonal structures, and the Fermi surface of YFe2Ge2 (d) [59]. Fundamentally,
the Fermi surfaces of uncollapsed-tetragonal KFe2As2 and YFe2Ge2 are very different, as already
discussed. The Fermi surface structure in uncollapsed tetragonal KFe2As2 is dominated by cylindrical
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Fig. 4.5 Phase diagram showing the the effect of hydrostatic pressure on LuFe2Ge2 and of doping in
Lu1−xYxFe2Ge2 on the Néel temperature (Figure credit: [68], data obtained from [69, 14]).
hole sheets with small electron Fermi surface structures at the Brillouin zone corners. The Fermi
surface of YFe2Ge2 harbours an electron pocket at X in the corner of the zone and nested 3D hole
pockets at Z on the face of the Brillouin zone. The collapsed tetragonal Fermi surface of KFe2As2,
however, has a very similar structure to that of YFe2Ge2 with the exception of a bulge of the largest
hole pocket in collapsed-tetragonal KFe2As2 which encloses the Γ point and is not present in the
corresponding hole pocket in YFe2Ge2.
Low temperature properties of YFe2Ge2 were first measured in 2004 by Avila et al. who measured
resistivity, magnetisation and heat capacity of several rare earth iron germanide single crystals
(RFe2Ge2, R = Y, Pr, Nd, Sm, Gd–Tm and Lu) [70]. The authors found that magnetic susceptibility
data in YFe2Ge2 suggested it is paramagnetic and heat capacity measurements demonstrated a large
Sommerfeld coefficient of about 100 mJmol−1K−2 (about 8 to 10 times that of the predicted band
structure value [71]), indicating strong electronic correlations. In LuFe2Ge2 a clear anomaly was seen
at 9 K, which also manifests itself in the heat capacity. This was later ascribed to the onset of AFM
order in a study by Fujiwara et al. [14]. The effect of hydrostatic pressure on the ordering temperature
was also investigated in this study and it was shown that an increase of pressure (up to 3 GPa) will
enhance the AFM and increase the ordering temperature, while substituting Y for Lu was found to
reduce the ordering temperature in another study [69].
Extrapolating to the point of complete suppression of the AFM phase suggested that replacing
roughly 20% of Lu atoms with Y in Lu1−xYxFe2Ge2 should reduce the Néel transition to zero
temperature. This hinted that a QCP could exist in this material surrounded by a superconduct-
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ing dome (as shown in Figure 4.5). A study by Zou et al. in 2014 [13] found the first evidence
of a superconducting transition in YFe2Ge2 with a transition temperature of ∼ 1.8 K, however,
the Tc was heavily dependent on sample quality. An unusual power law dependence of the nor-
mal state resistivity at low temperatures (below 10 K) was also seen, indicating non-Fermi liquid
behaviour with a temperature exponent of 3/2, which provided further evidence that YFe2Ge2 is
in the quantum critical regime close to a QCP. A similar T 3/2 power law in resistivity was ob-
served in the collapsed tetragonal phase of KFe2As2 from 20 K down to Tc in zero field, and
down to 50 mK in a field of 5 T. This was attributed to the scattering of electrons off spin fluctu-
ations with 3D character [72], however, later measurements reported a more familiar Fermi liquid
ρ ∼ T2 [73]. At this time, heat capacity measurements in YFe2Ge2 did not show a clear supercon-
ducting transition anomaly in the bulk and it was not until much higher quality samples were grown
(by a fellow PhD student, Jiasheng Chen) that a bulk superconducting transition was seen [59]. This
and a subsequent study on composition dependence confirmed that superconductivity was in fact
intrinsic to YFe2Ge2 and not due to some alien phase or was not filamentary in nature, see Figure 4.4
[67]. The presence of large fluctuating Fe moments has been demonstrated in YFe2Ge2 via an X-ray
absorption and photoemission spectroscopy study [74], which suggests that YFe2Ge2 lies close to the
border of magnetism. Additionally, the presence of both ferromagnetic and antiferromagnetic in-plane
fluctuations in YFe2Ge2 has been shown in a recent inelastic neutron scattering experiment [75].
Following the initial discovery of superconductivity in YFe2Ge2, Subedi performed a first principles
calculation of its electronic structure and magnetic interactions [76]. DFT calculations using the local
density approximation (LDA) predicted a Fermi surface structure containing five sheets: a very 2D
electron cylinder centered at the X point of the Brillouin zone, a large three dimensional disk shaped
hole pocket at the Z point which encloses a cylindrical hole sheet and two almost spherical hole sheets.
The 3d-electron states of iron were found to strongly influence the band structure in the vicinity
of the Fermi level and the presence of a band either side of the Fermi level with Ge-4pz character
suggested a covalent Ge-Ge bond along the c axis. The Sommerfeld coefficient was calculated to be
10.63 mJmol−1K−2, which is almost an order of magnitude smaller than the experimentally obtained
value. AFM spin fluctuations were proposed to give rise to a singlet s± superconducting state which
has been seen in other iron-based superconductors [57, 77]. A competition between several magnetic
configurations located relatively close to each other in energy were deemed to be responsible for the
relatively low superconducting transition temperature of Tc = 1.8 K as well as the non-Fermi liquid
behaviour seen in the normal state resistivity. A second DFT study put forward by Singh employed a
different exchange and correlation functional (Perdew, Burke, and Ernzerhof generalised gradient
approximation [PBE GGA]) [71]. Apart from some slight differences in the magnetic structure, the
two calculations generally agree with the Singh’s giving a similar Fermi surface structure with a clear
3D character. Singh’s calculations also significantly underestimated the Sommerfeld coefficient as
compared with the experimental value by a similar factor to Subedi’s calculation.
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One of the fundamental questions yet to be answered experimentally in YFe2Ge2 is the origin of the
large normal-state Sommerfeld coefficient which has been observed in heat capacity measurements
C/T ≃ 100 mJmol−1K−2, which is around 8-10 times larger than what is expected from the calculated
band-structure value. In order to address this, quantum oscillation (de Haas - van Alphen) studies on
some of the latest high quality single crystal samples with RRR’s above 450 have been performed and
will be presented below.
4.2 Measurement setup, procedure and results
Several generations of YFe2Ge2 single crystal growth methods have been developed since the first
reported single crystal growth in 2004 [70]. With each generation came improvements in sample
quality, as quantified by the residual resistivity ratio (RRR) and with single crystal XRD analyses
[78]. Superconductivity in the bulk has been shown to be present only in samples with a RRR > 100
and all attempts to detect quantum oscillations had failed in samples with a RRR’s as high as ∼ 200
(as the Dingle factor likely dominates and suppresses the oscillation amplitude - see Section 3.3). In
early 2019 a major breakthrough was made when extremely high purity samples of YFe2Ge2, with
RRR’s above 450, were prepared by fellow PhD student Jiasheng Chen (with Masters student James
Tarrant) using a combination of Sn flux growth and horizontal liquid transport growth, the techniques
of which are well described elsewhere [78]. Five samples from the latest growth batches of YFe2Ge2
were provided with the hope that the significantly improved quasiparticle mean free paths in these
crystals would allow the detection of quantum oscillations for the first time. The methods used to
measure these oscillations and the results obtained are presented below.
4.2.1 Sample preparation
In order to detect quantum oscillations in YFe2Ge2, dHvA and tunnel-diode oscillator (TDO) methods
were employed, the former as described in Section 3.3 and the latter is well described in [79]. A
preliminary measurement of samples from a flux growth batch of YFe2Ge2 (labelled JT1902) using
both the dHvA effect in AC susceptibility and TDO measurement techniques were performed on a the
Cambridge dilution refrigerator at fixed magnetic field angles of H∥c for the dHvA measurement and
H∥a for the TDO. The preliminary results are presented in Appendix A.
The two dHvA coils used for measuring samples JT1902-06 and JC1904-08 (coils wound by J. Chen)
can be seen in Figure 4.6a and 4.6c respectively. The coils for sample JT1902-06, which was mounted
with H∥a at φ = 0°, consist of a pair of pickup coils wound around a rectangular cuboid, each coil has
approximately 1500 turns and a room temperature resistance of ≈ 400 Ω. The two coils are connected
with opposite polarity (as discussed in section 3.3) and the two coils were carefully wound such that
they are well compensated when no sample was present. The coils for sample JC1904-08, which was
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Fig. 4.6 (a) dHvA coil set up with YFe2Ge2 sample set up so that at φ = 0° H∥a. (b) Side view of the
rotation mechanism showing platforms 1-3. (c) dHvA coil set up with YFe2Ge2 sample set up so that
at φ = 0° H∥c. (d) Top down view of the rotation mechanism showing platforms 1-3.
mounted with H∥c at φ = 0°, have been wound in a similar fashion with the exception that the pair of
pickup coils are wound around a cylinder to accommodate that sample in a different orientation. The
coils are connected following the procedure in Figure 3.6. The a- and b-axes of sample JC1904-08
were carefully aligned to the rectangular edges of platform 3 as the coil-set was mounted (using
GE varnish) which can be seen from Figure 4.6c. This ensured that, as the sample is rotated during
the measurement, the applied magnetic field rotated in the ac-plane from H∥c to H∥a. A 50µm Ag
wire was spot welded to the sample prior to mounting and secured with a small amount of H20E Ag
epoxy cured at 80°C (shown in Figure 4.6c) to ensure good thermal contact to the mixing chamber.
A similar procedure was followed for sample JT1902-06 with the only differences being that it was
mounted with the b- and c-axes aligned to the platform edges resulting in the applied magnetic field
being rotated again in the ac-plane but now from H∥a to H∥c. Mounting the two samples in this way
allowed the effective full 90° rotation to be mapped out after only a 45° rotation of φ , and after a full
90° rotation the two data sets could be compared allowing a higher confidence in the measurement.
Once all of the samples had been mounted and all wiring secured using GE varnish, a small amount
of powdered molybdenum disulfide was applied to all parts of the rotation mechanism that moved.
This reduces the risk of sticking during the measurement hence reducing the noise introduced by
large jumps in the measurement signal as the platform(s) ‘un-stick’. Figure 4.6b and 4.6d show the
prepared samples mounted on the rotation tail to fit in the bore of an 18.4/20.4 T magnet (with an
inner diameter of 24 mm) on the custom dilution refrigerator.
44 Fermiology of YFe2Ge2
A field modulation technique was employed to measure the susceptibility signals (for details see
Section 3.3.1), the field was modulated at a frequency of f = 28.64Hz with an amplitude of
A ≈ 3.5 Gaussp−p provided by a 100 mV signal from a SR830 lock-in amplifier into a Yamaha
P2700 audio amplifier. The drive signal was provided by the lock-in amplifier measuring the suscep-
tibility coil from sample JC1904-08 which was used to reference the lock-in amplifiers measuring
sample JT1902-06. A 1.349 Ω shunt resistor was used to monitor the the modulation amplitude
(positive edge from transistor-transistor logic (TTL) out). The field modulation can be calculated as:
Bm(Tp-p) =
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A
)
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√
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(4.1)
where Bm is the modulation field measured in units of peak to peak Tesla (Tp−p) and the value of Tesla
per Amp, T/A, is an intrinsic property of the experimental apparatus. Vshunt is the voltage measured on
the shunt resistor of resistance Rshunt and Vrms is the root mean square voltage. The final modulation
amplitude is quoted in units of peak to peak Gauss (Gp-p). A low temperature transformer with a
winding ratio of 1:30 as well as a SR552 bipolar preamplifier (set at a gain of ×100) were used for
sample JT1902-06, while sample JC1904-08 had only a SR554 transformer/preamplifier (set at a gain
of×500) using A-B differential output ports, but only the single-ended input "A". Two YFe2Ge2 TDO
measurements were also mounted onto the rotation tail, again one oriented with H∥a (JC1904-02) and
one H∥c (JC1904-03). The setup of these TDO measurements were performed in the most part by
Dr. Jordan Baglo, the preliminary results from which are presented in Appendix A.
During the signal optimisation, the signal-to-noise ratio of the detection circuits for both dHvA coil
sets were checked using both the fundamental signal and the nth harmonic (up to n = 7). There are
several reasons why the dHvA effect is usually measured by looking at higher order harmonics rather
than the fundamental signal [25, p. 107] which are briefly reviewed below:
1. As the pickup coils can never be perfectly balanced, a significant sin(ωt) component that is
not associated with the magnetic properties of the sample is detected, this is suppressed when
detecting at harmonics of ω , where ω is the field modulation frequency.
2. Due to eddy currents induced in the sample by the oscillating field, the balance of the pick up
coils can be upset and the dHvA signals can appear on a sloping baseline, again detection at
higher harmonics almost completely eliminates this effect.
3. A large noise contribution in the output signal comes from electromotive forces induced by
vibrations in the pick up coils from sweeping the externally applied magnetic field, this will
show up primarily in the fundamental signal.
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When higher order harmonics were tested for the dHvA samples, there was significant noise on the
harmonic signals resulting in a heavily distorted sine wave, particularly on the H∥c (JC1904-08)
sample. The noise signal did not show up on the compensation coil lock-ins, implying that it comes
from either real non-linearity of the sample magnetisation signals or, more likely, from overloading
the transformers or preamplifiers. For this reason detection was done on the fundamental signals in
both YFe2Ge2 dHvA samples, as this gave the best signal-to-noise ratio. This is presumably due to
the significant effort that was put into eliminating vibrations in the Cambridge dilution refrigerator
when the system was designed and installed.
A previously calibrated RuO2 resistive thermometer (KM1, see Section 3.1.4) was mounted on
platform 5 (the centre platform) as a secondary check when optimising the samples detailed in Table
3.1. Turning on the field modulation results in a significant amount of heating. The base temperature
of the fridge with the modulation field turned off reached a minimum of ∼51 mK. However with
the modulation turned on to its maximum tested amplitude (at significant fields) of 36.5 Gp−p, the
temperature rapidly rises to ∼130 mK. A compromise of heating to noise performance was made and
the heating at the mixing chamber with a field modulation of 3.6 Gp-p was measured to be of the order
of 5 mK relative to the temperature with the modulation field turned off, and at the rotation tail (at
zero applied field) this was closer to 6 mK which was deemed acceptable.
4.2.2 Quantum oscillation measurement
Before the quantum oscillation data can be analysed, corrections to the magnetic field strength, as
experienced by each sample, are required. The compensation coil of sample JC1904-08 was used
to define the zero of the rotation angle: φ = 0°, the signal from the compensation coil should be a
maximum when the coil set is aligned with the magnetic field along the length of the probe. The
mechanism was carefully rotated back and forth around this maximum (the mechanism can rotate to a
small negative angle of around -5°) until the maximum was located.
In addition to corrections for sample positions relative to the field maximum, the two dHvA YFe2Ge2
samples require corrections to the field strength due to their projection as a function of φ as they
are rotated. This will change their vertical position relative to the maximal field by a small amount
which is dependent on the rotation angle. These corrections were applied before any of the data was
analysed.
After the samples and dHvA coil sets had been mounted onto the rotation mechanism, although great
care was taken to mount the dHvA coils perfectly perpendicular to the rotation platform, there is a
slight angular offset between bobbins one and three, as shown in Figure 4.7. The difference between
the two angles ∆θ = (α−β ) ≈ 7° at φ ≈ 60°. This relative angle ∆θ also varies as a function of
φ , which needs to be accounted for when correcting for the projection of the samples and when
comparing the two data sets. Before the measurements began, in order to estimate the magnitude of
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Fig. 4.7 Relative position offset, ∆θ = (α−β )≈ 7°, of the two dHvA coil sets.
the offset angle ∆θ , a camera was set up to photograph the rotation mechanism at 10 angles between
0°≤ φ ≤ 90°. The signal from the compensation coil for sample JT-1902-06 was used to determine
the angle of the dHvA coil set at base temperature.
Figure 4.8a shows the normalised compensation signal from the coil sets of both samples, if both
rotation platforms were aligned so that they rotated with the same angle and at the same rate the two
curves should lie on top of each other. A relative angular shift of the two platforms, which increases
with angle φ , is observed. Figure 4.8b shows the relative angular shift between the two platforms as a
function of rotation angle φ , the trend is positive and linear. Platform one (JT1902-06) is ahead in
rotation angle of platform three (JC1904-08). For each measurement taken at angle φ , the angle of
sample JT-1902-06 has been adjusted accordingly by an amount ∆θ . It should be noted that, because
YFe2Ge2 sample JT1902-06 is mounted with H∥a at φ = 0°, the positive ∆θ which is added to the
rotation angle φ during the rotation study equates to a negative rotation angle shift when comparing
the data to that of sample JC1904-08 which is mounted with H∥c at φ = 0°. This is because sample
JT1902-06 rotates from H∥a to H∥c while sample JC1904-08 does the opposite.
The rotation tails’ vertical position relative to the magnetic field maximum is adjustable. Be-
fore starting the full rotation study, data sets have been taken with each sample centered at the
field maximum. At φ = 0°, magnetic field sweeps were performed over the range 0 - 18 T at
T = 72 mK. Representative data sets from both YFe2Ge2 dHvA samples are shown in Figure 4.9.
Sample JC1904-08 shows large oscillations, after a 4th order polynomial background subtraction,
down to below 6 T (Figure 4.9b) with several frequencies present. To decide the appropriate polyno-
mial order, we have subtracted higher as well as lower order polynomial background, however, no
visible change has been noticed above 4th order, which replicate the background most appropriately.
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Fig. 4.8 (a) Difference in normalised signal from the two compensation coils containing samples
JC1904-08 (red solid triangles) and JT1902-06 (blue open circles) at 60 mK. Both signals have been
plotted against the rotation angle φ defined by sample JC1904-08. (b) Relative angular shift between
platforms one and three as a function of rotation angle φ .
Table 4.1 Summary of the observed dHvA frequencies and mean free paths in YFe2Ge2 samples
JT1902-06 and JC1904-08.
Sample Frequency (kT) Mean Free Path (nm)
JT1902-06
0.47 150 ± 10
6.21 128 ± 3
11.87 166 ± 4
JC1904-08
0.36 340 ± 10
0.50 339 ± 8
1.22 325 ± 3
2.44 323 ± 6
6.61 316 ± 4
Figure 4.10a shows the FFT of the oscillation data in the field range 6 - 18 T revealing five frequencies
below 8 kT which are summarised in Table 4.1, the mean free paths have been calculated using equa-
tion 2.17. Sample JT1902-06 also shows large oscillations (after a 4th order polynomial background
subtraction) down to below 6 T (Figure 4.9a), although the signal is not as clean as is shown in sample
JC1904-08. Figure 4.10b shows the FFT of the oscillation data in the field range 12 - 18 T displaying
three frequencies below 20 kT, the noise floor is significantly higher than in sample JC1904-08.
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Fig. 4.9 Quantum oscillation (dHvA) signals seen in samples (a) JT1902-06 and (b) JC1904-08 after a
4th order polynomial background subtraction. The oscillations persist below 6 T in sample JC1904-08.
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Fig. 4.10 FFT of the quantum oscillation (dHvA) signals seen in YFe2Ge2 samples (a) JC1904-08
and (b) JT1902-06.
Rotation study
Table 4.2 shows a summary of the magnetic field sweeps performed during this study, the NbXSb
samples are detailed in Section 5.2.5, here we focus on the YFe2Ge2 samples. A compromise in terms
of field sweep rates and ranges was made to best accommodate all of the samples. This was based
on the frequencies observed during optimisation of all samples. As an example, fast sweeps over
a wide field range worked well for NbSiSb where many low frequency oscillations were observed.
In YFe2Ge2, however, slower sweeps were performed at higher fields to maximise resolution of the
much higher quantum oscillation frequencies.
Table 4.2 Summary of magnetic field sweeps performed during this study.
Name Range (T) Rate (T/min) Optimised for
Low Up 0 - 2 0.3 -
Fast Up 2 - 18 0.23 NbSiSb
Slow Down 18 - 12 0.06 NbGeSb and YFe2Ge2
Slow Up 12 - 18 0.06 NbGeSb and YFe2Ge2
Fast Down 18 - 2 0.23 NbSiSb
Low Down 2 - 0 0.3 -
Slow Low Up 0 - 1.2 0.023 NbGeSb
Slow Low Down 1.2 - 0 0.023 NbGeSb
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Once the signals from both samples had been optimised a full rotation study was performed and data
were taken at angles in the range 0° ≤ φ ≤ 90° at intervals of ∆φ = 2.5° for the fast sweep rates
and some of the slow sweep rates (highlighted in Table 4.2). The slow sweep rate data between
20°≤ φ ≤ 80° was taken at intervals of ∆φ = 5°.
The angular dependence of the dHvA oscillation (in 1/B) FFT frequency spectra at base temperature
(T = 55 mK) are shown in the waterfall plot of Figure 4.11: (a) JC1904-08 and (b) JT1902-06.
Frequency peaks in the FFT spectra were systematically identified by looking at the frequency
dependent background noise level in the vicinity of the peak. A peak was assigned when the height
is (at least) 2.5 × the average local background noise level. After the initial set of peaks had been
identified, the temperature dependence of the FFT peak amplitude (= the area under the curve
after fitting to a Gaussian function) was used to further discriminate between real (originating from
the Fermi surface) and spurious peaks: peaks which showed no resemblance to the LK temperature
dampening of oscillation amplitude dependence were omitted (a plot of all peaks is shown in Appendix
A).
Figure 4.12a shows the result of this peak identification in which the data from both samples
JT1902-06 (open circles) and JC1904-08 (triangles) have been combined. A fast sweep rate (0.23
T/min) over a wide magnetic field range from 6≤ B≤ 17.57 T was used to identify peaks for sample
JC1904-08. The same sweep rate but a different field range of 10.5 ≤ B ≤ 17.56 T was used for
sample JT1902-06. This was to maximise signal-to-noise in the FFT spectra, as the oscillations are
less clear at lower fields in this sample. Five frequencies have been identified and have been labelled
in accordance with the predicted frequencies from DFT calculations (see Section 4.3 below). There
are a number of low lying frequencies (f ≤ 550 T) which have been collectively labelled δ (purple).
The frequency labelled α (red) at f ∼ 1.2 kT, along with its first harmonic at f ∼ 2.4 kT can be
identified, both of which can be detected over most of the angular range in sample JC1904-08. Above
6 kT a new frequency emerges labelled β (blue) which is detectable over the full angular range. At
angles above φ = 17.5° the highest observed frequency, labelled γ (green), is observed in both samples.
The faster magnetic field sweep rate at lower fields enables a higher resolution of the lower frequency
peaks in the FFT spectra which will prove useful when attempting to extract estimates for the effective
quasiparticle masses of the frequencies labelled α and δ .
The angle φ has been shifted in sample JT1902-06 relative to that of sample JC1904-08 by ∆θ based
on the calculations outlined in Section 4.2.2 above. An additional shift of ∆φ = -5.1° had to be added
to JT1902-06 to match well with the frequencies of JC1904-08. Shifting only sample JT1902-06
is justified as the φ = 0° position of JC1904-08 was well calibrated using the methods outlined
above. The source of this shift in angle could be due to one of a number of factors, or more likely, a
combination of many:
1. The angle of sample JT1902-06 in the dHvA coil set, which although carefully positioned
during the setup of the experiment (Figure 4.6(a)), could be shifted relative to JC1904-08. A
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(a) YFe2Ge2 - JT1902-06.
(b) YFe2Ge2 - JC1904-08.
Fig. 4.11 Waterfall plots showing the angular dependence of the dHvA frequencies from YFe2Ge2
samples (a) JT1902-06 and (b) JC1904-08. The z-axis runs from φ = -15 ° to 90 ° in (a) and φ = 0 °
to 90 ° in (b). Corrections of ∆θ discussed earlier have been made to the angle of sample JT1902-06.
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Fig. 4.12 Combined angular dependence of the dHvA frequencies from samples JT1902-06 (open
circles) and JC1904-08 (solid triangles) with: (a) fast sweeps at 0.26 T/min and (b) slow sweeps at
0.06 T/min.
small angle of 1-2° may be difficult to spot, even with the aid of a microscope. There is also
the possibility that the sample shifted slightly during to cooling of the fridge, either when the
IVC was evacuated or upon cooling. a small amount of vacuum grease was used to secure the
sample, this may have shifted the sample upon freezing during the cool down.
2. Similar to the first point, the angle of sample JC1904-08 could have shifted at some point after
mounting, again great care was used when aligning the sample (Figure 4.6(c)) but a small angle
of 1-2° may be difficult to spot.
3. Either sample could have been slightly shifted due to thermal contraction of the Ag wires spot
welded to them for heat sinking purposes, although this is less likely to introduce a large shift
in relative angle.
4. Magnetic field gradients across the samples could introduce shifts in the dHvA frequencies,
although this would be a very small effect and is unlikely to introduce a coherent shift in
(apparent) relative angle of the two samples. The amplitude of the oscillation frequencies can
be more influenced than the frequency itself as a result of a gradient across the sample [80].
It is likely that the major contribution to the shift in angle between the two samples comes from a
combination of the above factors, if the two samples were initially positioned offset from H∥c and H∥a
by the estimated 1-2° for each sample, but in opposite directions, then a total shift of 5.1° required
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Fig. 4.13 Angular dependence of the dHvA frequencies from samples JT1902-06 and JC1904-08
with: (a) fast sweeps at 0.26 T/min and (b) slow sweeps at 0.06 T/min. The area of each data point
represents the normalised amplitude of each FFT peak.
to line up the two data sets can be justified with the remaining ∼1.1° being introduced as a result of
the cool down process. The major justification for introducing this shift comes from the fact that the
two data sets line up, and they do so in two of the observed frequencies, γ and β (the frequency of
which begins to increase in at negative angles, mirroring the angular dependence about φ = 0° (see
Figure 4.12a,b). The data from the slow sweep rate, shown in Figure 4.12b also agrees with the same
global angular shift in sample JT1902-06. The increased resolution of the higher frequencies now
allows the α peak to be identified in sample JT1902-06, and, along with the γ and β frequencies, the
angular dependence matches well with that of JC1904-08 after a shift of ∆φ = -5.1°. Figure 4.12b
shows the combined peaks identified for a series of slower field sweeps, at 0.06 T/min, in the field
range 11.7 ≤ B ≤ 17.57 T for both samples. In addition to the peaks identified from the fast field
sweeps, there are two new harmonics, 3α and 2β , that can be identified. The γ frequency can now be
tracked to a smaller angle of φ = 7.8°, below which the amplitude is too small to reliably identify.
Some further peaks appear at low angles (black triangles), both appearing just below β and its first
harmonic, the origin of which is unknown. A splitting in the β frequency at 12.5° ≤ φ ≤ 25° could be
an additional part of the Fermi surface, or more likely due to some texturing of the part of the Fermi
surface responsible for β , this frequency splitting can also be identified in Figure 4.12a.
The angular dependence of the combined dHvA data sets for both samples is shown in Figure 4.13.
The size of each data point now represent the normalised amplitude of the FFT peaks which have
been divided by cos(φ ). The frequencies seen near β and its first harmonic at low angles in Figure
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Fig. 4.14 Fitting of the Lifshitz-Kosevich form of the temperature smearing factor (solid lines) to
the amplitudes of the frequencies (open circles) present in samples JC1904-08. Mass studies were
performed at angles of φ = (a) 0.0°, (b) 7.8°, (c) 12.5°, (d) 30.1°.
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4.12b appear very small relative to the amplitude of the fundamental. The splitting in β at angles
12.5° ≤ φ ≤ 25° appears to show a significant amplitude in both frequencies, an estimate of the
effective quasiparticle masses from both frequencies will help to establish if there are two independent
parts of the Fermi surface.
The temperature dependence of the dHvA peak amplitudes can be used to estimate the quasiparticle
masses of the different parts of the Fermi surface. The effective quasiparticle mass m∗ can be obtained
through the fit of the temperature dependence of the oscillation amplitude to the thermal damping
factor RT (equation 2.14). In the case of multi-frequency oscillations, the oscillation amplitude for
each frequency can be represented by the amplitude of FFT peak, and the parameter B−1 in RT should
be the average inverse field B−1, defined as B−1 = (B−1max + B
−1
min)/2, where Bmax and Bmin define the
magnetic field range used for the FFT. Figures 4.14 and 4.15 show the temperature dependence of the
FFT peak amplitudes (in 1/B) of the background-subtracted dHvA data at various temperatures from
both samples. The temperature dependence was measured at rotation angles of φ = (0°, 7.8°, 12.5°,
30.1°, 34.5°, 45°, 70.9°, 77.3° and 84.5°) at temperatures in the range (55≤ T ≤ 1050) mK.
The data from the slow sweep rate have been used to estimate quasiparticle masses of the frequency
peaks which correspond to the three hole-like Fermi surface sheets. Data from the fast sweep rate
has been used to estimate the effective quasiparticle mass of the possible low frequency candidate
for the electron-like Fermi surface sheet. Figure 4.16 shows the temperature dependence of the FFT
δ peak amplitudes (in 1/B) of the background-subtracted dHvA data at temperatures in the range
(55≤ T ≤ 500) mK. The data from both samples are quite noisy due to the very small amplitude of
these peaks and useful data could only be extracted over the chosen magnetic field window at angles
of φ = (0°, 30.1°, 34.5° and 84.5°). The errors associated with the estimated effective masses are large
(relative to the magnitude of the mass estimates) and can only be used as a guide to the effective mass
estimate of the δ peak.
4.3 Discussion
Comparison to Density Functional Theory calculations
Initial DFT calculations performed independently by D. Singh [71] and A. Subedi [76] suggested that
the Fermi surface of YFe2Ge2 would consist of five Fermi surface sheets, as shown in
Figure 4.17a. A more recent calculation has been performed by Prof. Malte Grosche using an
experimentally measured input Z-parameter for the Ge- atoms (Z = 0.3783). The Z-parameter was
extracted from the refinement of single crystal X-ray diffraction data on a sample of YFe2Ge2 with a
RRR of around 170 (analysis by Dr. Monika Gamza, University of Central Lancashire). The updated
calculation now predicts that only four bands will cross the Fermi level, resulting in four Fermi surface
sheets which are shown in Figure 4.17b, the small hole pocket predicted by Subedi and Singh no
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Fig. 4.15 Fitting of the Lifshitz-Kosevich form of the temperature smearing factor (solid lines) to the
amplitudes of the frequencies (open circles) present in samples JC1904-08 (a) and JT1902-06 (b - d).
Mass studies were performed at angles of φ = (a) 45.0°, (b) 70.9°, (c) 77.3° and (d) 84.5°.
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Fig. 4.16 Preliminary fitting of the Lifshitz-Kosevich form of the temperature smearing factor to the δ
frequency present in samples JC1904-08 (φ = 0.0°, 30.1°) and JT1902-06 (φ = 84.5°). The data are
quite noisy due to the very small amplitude of these peaks and as such the errors are large relative to
the mass estimates. The magnetic field range was set at 5 - 10 T with a sweep rate of 0.23 T/min to
maximise the resolution of the low frequency peak.
longer appears (sheet 1 of Figure 4.17a). With the exception of the missing hole pocket, the updated
calculation remains qualitatively similar to previous calculations, with a relatively 3D Fermi surface.
With the aid of the Supercell K-space Extremal Area Finder (SKEAF) program [81], the latest
calculation can be used to generate quantum oscillation (dHvA) frequencies for the extremal orbits as
well as band masses as a function of applied magnetic field angle for the four predicted Fermi surface
bands. These calculations have been compared to the measured dHvA frequencies and are shown in
Figure 4.18a. There are several additional extremal orbits calculated for the electron pocket (purple
dashed lines), this is mainly a result of the extrusion of the pocket towards the Γ point. A comparison
of the calculated frequencies as a function of angle to the experimentally obtained frequencies allows
the four predicted Fermi surface sheets to be assigned. Hole-like band 33 (green dashed line) matches
up well with the peaks labelled γ (green triangles/open circles), showing a similar angular dependence
(decreasing frequency which begins to plateau as φ approaches 90°) and magnitude of the frequency.
The peak labelled β (blue triangles/open circles) matches qualitatively with hole-like band 34 (blue
dashed line). There is a large deviation in frequency at angles φ ≤ 60°, however, the general shape of
the angular dependence, including a hump around φ = 40°, and the magnitude of the frequencies are
similar.
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(a) YFe2Ge2 Fermi surface calculated by D. Singh.
(a) Band 32 (hole)
(d) Band 35 (electron)(c) Band 34 (hole)
(b) Band 33 (hole)
Fermi Velocity
(b) YFe2Ge2 Fermi surface as calculated by Prof. F. M.
Grosche (this work).
Fig. 4.17 (a) Calculated Fermi surfaces of YFe2Ge2 performed by D. Singh, five bands contribute to
the Fermi surface (Reprinted with permission from [71]. Copyright 2019 by the American Physical
Society). (b) Calculated Fermi surfaces of YFe2Ge2, in our calculation, only four bands contribute to
the Fermi surface. Colour bar indicates the Fermi velocity (blue = low, red = high).
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Fig. 4.18 (a) Comparison of calculated frequencies (dashed lines) to the measured dHvA frequencies
(solid triangles [JC1904-08] and open circles [JT1902-06]) in YFe2Ge2. (b) Comparison of numerical
band masses extracted from DFT calculations (solid lines) to the measured effective quasiparticle
masses in YFe2Ge2 (solid circles). The mass enhancement is shown by the dashed lines.
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The SKEAF calculation predicts that hole-like band 32 (red dashed line) should result in a frequency
at around f = 2.8 kT. This has been assigned to the peak labelled α (red triangles/open circles), which,
although around half of the expected magnitude in frequency, has the same angular dependence as
band 32, and does not follow the same angular dependence as the electron pocket of band 35. It is
difficult to assign the electron-like band 35 to the collection of low frequency peaks labelled δ , as
the peaks are only weakly visible, however, there is some evidence that the angular dependence of
the experimentally measured peaks follow the calculation over the low angle range of φ ≤ 30°. A
comparison of the effective mass of these peaks will help to distinguish these peaks as originating
from band 35, however as stated earlier, the data from the mass estimates are somewhat unreliable for
this peak. Nevertheless, the calculated masses of this peak from band 35 are at φ = 0°: m* = 1.6 me
and at φ = 30.1°: m* = 2.5 me, which give mass enhancements of a factor of 1.3 ± 0.4 for φ = 0° and
1.2 ± 0.4 for φ = 30.1°. There is no predicted low frequency contribution from band 35 at φ = 84.5°.
Further dHvA and possibly SdH measurements on higher quality single crystals will help to establish
whether the low frequency peaks labelled δ are due to a contribution from the calculated band 35.
The latest DFT calculations, based on the experimentally determined z-parameter, give an increased
value for the bare Sommerfeld electronic specific heat coefficient of γ ≈ 16 mJmol−1K−2, compared to
that predicted by D. Singh [71]. The experimentally determined normal state Sommerfeld coefficient
of γ ≈ 97.5 mJmol−1K−2 (see Figure 4.19) is larger than the band-structure predicted value by a
factor of six. This mismatch between the experimental normal-state γ and the calculated γ suggest
that the quasiparticle effective masses should be enhanced by the same factor of six. The angular
dependence of the estimated quasiparticle effective masses is shown in Figure 4.18b, the calculated
band masses for bands 32, 33 and 34 which have been assigned to α , β and γ respectively are also
displayed. The overall angular dependence of the three frequencies shows a qualitative resemblance
to the band masses, however, as expected there is a significant underestimate of the magnitude of the
effective mass, but only by around a factor of 3-5.
Table 4.3 shows a summary of the experimentally determined dHvA frequencies and estimated
quasiparticle masses, with a comparison to the calculated dHvA frequencies and band masses from
the latest DFT calculations. The mass enhancement has been calculated for bands 32, 33 and
34 and the enhancement factor lies in the range 2.5 to 5, the average mass enhancements are for
band 32: (3.6 ± 0.2), band 33: (4.3 ± 0.3) and band 34 (3.3 ± 0.3). The discrepancy between the
expected mass enhancement and what has been observed experimentally suggests that the specific heat
enhancement of the Sommerfeld coefficient γ may not be accounted for by the hole sheets alone and
there may be additional Fermi surface sheets that have not been observed with much heavier masses.
The δ electron sheet may account for this, although preliminary estimates of the mass enhancement
above suggest otherwise and additional measurements are needed to confirm this. It is also possible
that the electron sheet is so heavy that we could not detect it (and the δ frequency above has been
incorrectly assigned). The lowest temperatures we reached on the dilution fridge were not cold enough
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Table 4.3 Summary of the measured dHvA frequencies and estimated quasiparticle effective masses
and the calculated dHvA frequencies and band masses. The estimated mass enhancement is also
shown.
Angle (φ ) Measurement DFT
0.0°
Orbit F (kT) Mass (me) Band F (kT) Mass (me) Mass Enhancement
α 1.186 5.3 ± 0.3
32
2.79 1.58 3.3 ± 0.2
2α 2.387 10 ± 2 - -
β 6.467 11.2 ± 0.6 33 4.10 2.24 5.0 ± 0.3
γ not detected - 34 27.61 8.85
7.8°
α 1.191 6 ± 1
32
2.9 1.59 3.8 ± 0.6
2α 2.394 9 ± 1 - -
β 6.495 11.3 ± 0.7
33
4.15 2.25 5.0 ± 0.3
2β 12.989 20 ± 4 - -
γ 22.175 18 ± 4 34 24.13 5.54 3.3 ± 0.7
12.5°
α 1.208 5.5 ± 0.2
32
2.91 1.60
2α 2.413 9.1 ± 0.5 - -
3α 3.604 12 ± 1 - -
β 6.599 10 ± 2
33
4.21 2.28 4.4 ± 0.9
2β 13.118 16 ± 2 - -
γ 20.465 11 ± 2 34 22.21 4.44 2.5 ± 0.5
30.1°
α 1.301 5.8 ± 0.2
32
3.04 1.66 3.5 ± 0.1
2α 2.602 9.8 ± 0.9 - -
3α 3.892 7 ± 2 - -
β 7.406 11.4 ± 0.4 33 4.76 2.56 4.5 ± 0.2
γ 15.936 9.4 ± 0.4 34 17.39 2.74 3.4 ± 0.1
45.0°
α 1.438 6.6 ± 0.9
32
3.25 1.76 3.8 ± 0.5
2α 2.863 9 ± 2 - -
β 7.854 10.9 ± 0.4 33 5.75 3.01 3.6 ± 0.1
γ 14.132 11.5 ± 0.9
34
14.71 2.45 4.7 ± 0.4
γ’ 14.399 9 ± 3 - -
70.9°
β 6.497 10 ± 1 33 6.04 2.60 3.8 ± 0.4
γ 12.034 7.7 ± 0.3 34 12.55 2.58 3.0 ± 0.1
77.3°
β 6.222 10.3 ± 0.5 33 5.89 2.61 3.9 ± 0.2
γ 11.756 9 ± 3 34 12.18 2.59 4 ± 1
84.5°
β 6.066 11.0 ± 0.5 33 5.75 2.61 4.2 ± 0.2
γ 11.617 7 ± 2 34 12.05 2.65 2.6 ± 0.8
to see the associated high mass orbit. Comparing the measured mass enhancements to the mass
obtained from heat capacity measurements, we can attempt to account for the ‘missing’ mass. Table
4.4 summarises the mass enhancements from the dHvA measurements, heat capacity and the DFT
calculations.
About 40% of the heat capacity mass can be accounted for by the α , β and γ Fermi surface pockets
we have measured, leaving around 60% missing. The latest DFT calculations predict that the
nearly cylindrical electron pocket (δ ) should contribute around 40% of the total mass (the largest
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(a) Low magnetic field range. (b) High magnetic field range.
Fig. 4.19 C/T vs T of YFe2Ge2 single crystal sample JT1902-11 at zero field and in (a) low fields
with the black dashed line showing a linear extrapolation of the zero-field low-temperature C/T to
zero temperature, and (b) at high fields. Analysis performed by J. Chen and figure reproduced with
permission from [78].
Table 4.4 Comparison of the measured mass enhancement from dHvA measurements and to that of
the DFT calculation to account for the mass measured via the heat capacity γC coefficient (indexed
with a C here to avoid confusion with the γ Fermi surface sheet) γC ∼100 mJmol−1K−2.
Band m∗/me
(exp)
m∗/me
(DFT)
Mass
Enhancement
γC (DFT)
(mJmol−1K−2)
γC (Est.)
(mJmol−1K−2)
α / 32 6 ± 1 1.59 ∼ 3.8 1.679 6.38
β / 33 11.3 ± 0.7 2.25 ∼ 5.0 2.953 14.77
γ / 34 18 ± 4 5.54 ∼ 3.3 5.300 17.49
δ / 35 2 - 3 0.92 ∼ 2 - 3 6.806 13.6 - 20.4
Total 16.738 52.2 - 59.0
contribution). If the mass enhancement from this sheet were in the region of 8.5, this would account
for the missing contribution seen in the heat capacity. As the electron pocket is quite light to begin
with (∼1.6 me) this would indicate a measured mass of around 14 me. That the electron pocket was
not observed is quite surprising given its cylindrical shape and our observation of heavier masses from
other Fermi surface pockets.
Further heat capacity measurements (performed by J. Banda and Dr. M. Brando at CPfS (Dresden),
data analysed by J. Chen) have shown that C/T in samples from YFe2Ge2 batch JT1902 shows signs
of a small reduction at magnetic fields of 10 T when compared to C/T measured at lower fields, as
shown in Figure 4.19. This may be an indication that, in strong applied magnetic fields, the electronic
correlations could be reduced, and further measurements of the heat capacity at even stronger magnetic
fields could show that the C/T will be further suppressed. This suppression of C/T may reduce the
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enhancement factor down to the estimated enhancement from the measured effective quasiparticle
masses and provide an explanation for the ‘missing’ mass.
4.4 Conclusions
The main objective of this experiment was to detect quantum oscillations in high quality single
crystals of YFe2Ge2 for the first time using the field modulation technique. The reason for per-
forming this measurement was to try to understand and explain the large discrepancy between the
calculated band masses and the unusually large experimentally measured Sommerfeld coefficient of
γ ≈ 100 mJmol−1K−2. In this respect the measurement was quite successful as we have managed to
account for a substantial part of the mass enhancement above the bare band masses from the DFT
calculations.
A detailed rotation study of the dHvA quantum oscillations allowed us to track the dHvA frequencies
as a function of applied magnetic field angle which were then compared to the calculated dHvA
frequencies from the band structure calculations. A large effort was put into carefully correcting
the magnitude of the applied magnetic field experienced by each sample due to the relative position
and rotation of the two YFe2Ge2 samples measured. The predicted relatively 3D Fermi surface in
YFe2Ge2, which is unusual for an iron-based unconventional superconductor, has been confirmed.
Mass studies at a number of applied magnetic field angles relative to the c-axis have allowed estimates
of the quasiparticle effective masses of the three hole-like Fermi surface sheets that have been observed
and assigned to bands 32-34 from the DFT calculation. We have showed that for these sheets, a
mass enhancement by a factor of around 2.5 - 5 is observed. While this accounts for around 40%
of the enhancement observed in the Sommerfeld coefficient (of a factor of 6), more work is needed
to understand the remaining missing contribution to the mass enhancement. The contribution from
the electron pocket has been suggested as a source of this enhancement, however the preliminary
data presented here is not of high enough quality to reliably discount this as the source. Further
studies optimised to observe the low frequencies labelled δ are needed to draw a clear conclusion.
A suggestion that, in strong applied magnetic fields, the electronic correlations could be reduced is
a second possible explanation of the missing mass enhancement (as the normal-state Sommerfeld
coefficient could be suppressed to a value closer to 4-5 times that of the bare band structure calculated
value, which would then align well with the measured mass enhancements. Additional heat capacity
measurements in strong magnetic fields at temperatures in the range (0.1 ≤ T ≤ 2.5) K are needed to
support this theory.
CHAPTER 5
TOPOLOGICAL SEMIMETALS: NBXSB (X = GE/SI)
5.1 Introduction
The recent progress in our understanding of topological states of quantum matter has been realised via
an intensive program of investigation in both materials science and in condensed matter physics. New
characterisation techniques coupled with advances in materials processing and precise theoretical
predictions have allowed the field to grow at an exceptionally fast pace. I will provide a brief overview
of topology in condensed matter systems and then focus on a review of some of the work that has
been done on topological semimetals, before introducing the experimental work.
5.1.1 Topology in condensed matter physics
The role of topology in the electronic structure of condensed matter systems has been firmly established
since the discovery of topological insulators such as Bi2Te3 and SmB6 [82, 83]. The topology of
the ground state wave function was initially used to classify electronic phases with an energy gap,
this was then extended to gapless systems and has led to the development of a major new theme in
modern condensed matter research [84]. The first topologically nontrivial state of quantum matter was
discovered in 1980, when a quantum Hall (QH) state was seen in a silicon metal oxide semiconducting
field effect transistor (MOSFET) [85] after the invention of the MOSFET in 1959 allowed the study
of electron behaviour in a 2D gas. In the QH state, under a strong externally applied magnetic field,
Landau levels are formed in the bulk of a 2D system, the electric current travels along the edge of the
sample only in a so-called skipping orbit. Figure 5.1a shows these edge states and also reveals that
along each edge the current can travel in only one direction, which is opposite to that of the other
edge, giving the edge states a chirality or handedness. This current flows without dissipation and gives
rise to a quantised Hall conductance σxy =C(e2/h), where e is the charge on an electron, h is Planck’s
constant and C is an integer known as the first Chern number [86, 87]. Figure 5.2 shows an example
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(a) Skipping orbits (b) QHE and QSH (Reprinted with permission from
[84]).
Fig. 5.1 (a) Skipping orbits in a Hall bar: on the upper edge appear there are only left-moving states,
and on the lower edge, right moving ones. Each edge contains states moving in one direction only,
and the directions are opposite for opposite edges. These exotic states present at the edges are known
as chiral edge states. (b) Top - QH/QAH states, TR symmetry is broken in both systems and the edge
states carry a distinct chirality. Bottom - TR-invariant QSH insulator, TR symmetry is preserved and
a helical pair of edge states exists with counterpropagating opposite spin states.
of a typical experimental data set showing the QH effect (the inverse of the Hall conductance, the Hall
resistivity, is plotted in blue). At the plateau, the Landau levels are filled and there are no available
states for electrons to scatter into, so they can only travel around the edge, resulting in dissipationless
flow. At the jumps, Landau levels are not full and so there are additional final states available for
electrons, allowing scattering in random directions which introduces dissipation and hence a jump
is seen in the resistivity. As the degeneracy of the Landau levels grows as a function of applied
magnetic field so does the number of available states in each level (as the cyclotron orbit shrinks).
For large magnetic fields there are more available states as each Landau level is passed through,
resulting in more dissipation and a growing Hall resistivity. The explanation for the quantisation
seen in the Hall conductance/resistivity comes from the fact that it is a topological invariant and the
electromagnetic response can be derived by direct consideration of the chiral edge states and is thus
material independent. Time-reversal (TR) symmetry, the symmetry of laws of physics under a time
reversal transformation, is explicitly broken in the topological class to which QH states belong. The
QH state is topologically robust because of the spatial separation between the counter-propagating
edge states, if an electron encounters a defect it will move around it and continue along the edge as it
is not possible for it to turn around.
More recently, in 2006, a different class of topological states was both theoretically predicted [89]
and observed experimentally [90]. These new states have been termed topological insulators [91, 92]
or quantum spin Hall (QSH) states [89, 93, 94]. In these states the role of spin-orbit coupling (SOC)
is very important. This relativistic effect in which the spin and orbital motion are coupled is strongest
in heavier elements. Figure 5.1b (bottom) shows that in two dimensions the QSH state can be thought
of as two versions of a QH state in which counter-propagating spin states are present along each edge.
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Fig. 5.2 Left: Filled (red) and empty (white) Landau levels. Right: Hall resistivity as a function
of applied magnetic field, at strong enough magnetic fields, as each Landau level is passed trough
there is a corresponding jump in the Hall resistivity, followed by a plateau, see main text for further
explanation. Image obtained under a creative commons license from [88].
Time reversal-invariant topological insulators are characterised by a Z2 topological number, where
Z2 = 0 is a trivial state and Z2 = 1 is a topological insulator state [91, 95]. These materials have a full
insulating gap in the bulk, however, the 1D edge states are gapless and contain an odd number of
Dirac fermions. In general, a band inversion is required to find topological insulators: TR symmetry
makes certain that at special points in the Brillouin zone (BZ) there are crossings of the energy levels
of helical edge states. The QSH state can be generalised to a 3D topological insulator [96–98], where
the surface state consists of a single 2D Dirac cone.
A closely related state of matter to the TR invariant QSH state is the quantum anomalous Hall (QAH)
state, which breaks TR symmetry. This quantised version of the anomalous Hall effect exhibits a Hall
conductance which is again quantised, however, this happens without the need for an orbital magnetic
field. In 1988, Haldane proposed a model using a honeycomb lattice in which the QH effect could be
realised without the need for an external field [99], and this was recently confirmed experimentally in
TR-invariant topological insulators with magnetic doping [100, 101], emphasising the relationship
between QSH and QAH states. Around the same time as the discovery of topological insulators, new
gapless topological states called 3D topological semimetals were discovered, in which Dirac and
Weyl fermions as well as the chiral anomaly can be observed in condensed matter systems [102].
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5.1.2 Topological semimetals
The successful joining of special relativity and quantum mechanics was first suggested by Paul Dirac
in 1928, in his now famous Dirac equation [103]. Dirac reconciled two key pieces of information
to achieve this, first was the requirement from the special theory of relativity that spatial and time
derivatives must appear to the same order in the equations of motion. The second was the probabilistic
constraint of quantum mechanics that the equation of motion must depend only on the first derivative
of time. This gave Dirac a clear conclusion and the resulting 4 × 4 complex matrices (the gamma
matrices) and the four component wave function allowed for both up and down spin, as well as
positive and negative energy solutions. These simple considerations led to the prediction of antimatter,
and led to a deeper understanding of the concept of spin (as well as the birth of quantum field theory).
The next year, in 1929, Hermann Weyl put forward a modified version of the Dirac equation that
outlined massless fermions which possessed a chirality (or handedness) [104]. These two equations
have proven to be invaluable in modern particle physics (along with another proposed by Ettore
Majorana in 1937 which suggested a neutral particle that is it’s own antiparticle [105]). In quantum
field theories, the Dirac equation is the key to describing topological phenomena such as zero modes.
Unfortunately in all high-energy physics experiments to date, no candidate Dirac/Weyl fermions have
been observed as fundamental particles. When the energy scales are reduced to the scale of condensed
matter physics (that is to scales much smaller than that of the rest mass of the electron), it would seem
that relativistic corrections are unnecessary and Dirac physics would not be needed. Contrary to this
it appears that even slow electrons propagating through a periodic potential of a crystal lattice results
in a dressing of electronic states, which may result in an effective low-energy description which
resembles the Dirac equation. This phenomena is most clearly demonstrated in two dimensional
graphene, whose linear momentum dispersion relation is well described by the massless 2D Dirac
equation. Since the isolation of single layer graphene sheets in 2004 by Geim and Novoselov [106]
there has been a large amount of work on the synthesis and electronic properties of graphene [107].
For the remainder of this literature survey I will focus on the 3D Weyl equation [104], how it relates
to Dirac fermions and condensed matter physics.
It is somewhat surprising that several of the physical properties that define a Weyl fermion (such as the
chiral anomaly), are also present in the non-relativistic condensed matter regime. The chiral anomaly
was first put forward by Adler [108], Bell and Jackiw [109] and is an example of an anomaly in a
quantum field theory. Put simply the anomaly results in the non-conservation of electric field when
a single Weyl fermion couples to an electromagnetic field. In order to get around this non-physical
result, the net chirality of a set of Weyl fermions must vanish on a lattice. It was realised by Nielsen
and Nimoniya that in this example the chiral anomaly can have a non-trivial effect which further
demonstrated that there is a link between chiral fermions and band touchings in 3D crystals [110].
Wan et al. gave these band touchings the name ‘Weyl nodes’ [111]. These Weyl nodes lead to exotic
surface states forming Fermi arcs which are a direct consequence of the topological nature of Weyl
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fermions and the term ‘Weyl semimetal’ (WSM) was introduced to describe the phase in which the
chemical potential is near to the Weyl node [111]. Several candidates have been proposed as experi-
mental realisations of WSMs such as the spinel HgCr2Se4 [112], Hg(1−x−y)CdxMnyTe films [113] and
the search was successful in 2015 with the discovery of Fermi arc surface states attached to bulk Weyl
points in TaAs [114] (as well as in other materials in this family [102, 115]). The possibility of stable
four-fold degenerate Dirac points resulting from 3D materials as described by the Dirac equation
was first established by Abrikosov and Beneslavskii [116] and much later by Wang et al. [117] and
Young et al. [118]. However, the degeneracy is no longer topologically protected as is the case for
Weyl points as the net Chern number is zero, this allows potential mixing of these terms by momentum
conserving terms in the Hamiltonian resulting in a gap in the electronic spectrum. There are some
cases in which the space group symmetries of a particular system can forbid this mixing allowing
the nodes to remain as symmetry protected degeneracies. Again Wang et al. and Young et al. show
that the formation of a stable electronic phase known as a Dirac semimetal (DSM) can be established
over a wide range of Hamiltonian control parameters. As with WSMs there have been a number of
experimental realisations of symmetry protected DMSs such as Cd2As3 [119, 120] and Na3Bi [121].
The topological properties of WSMs can be stated simply in terms of their origin as monopoles
of Berry curvature, Weyl nodes are sources and sinks of Berry flux (monopoles are allowed in the
Berry field [122]. The physical properties associated with this topology manifest themselves in two
ways: in non-trivial surface states, and in their response to applied electric and/or magnetic fields.
The unusual surface states present in the form of Fermi arcs and have been seen most clearly in the
WSM TaAs using ARPES and scanning tunnelling microscopy (STM) [123, 114, 115]. The response
to applied fields can be attributed to the chiral anomaly discussed earlier, a simplified version of the
response to E and B fields highlights the key features [124, 125]. The magnetoconductivity tensor
has an anisotropic quadratic magnetic field dependence which is maximised for transport along the
field direction. The modification to the zero field conductivity value along the magnetic field direction
is [124]:
σ(B) = σ0 +
e4B2τa
4π2g(εF)
, (5.1)
where g(εF) is the density of states and 1/τa is the inter-Weyl node scattering. Therefore the predicted
behaviour of the magnetoresistance (inverse of magnetoconductivity) is negative. This negative
magnetoresistance has been proposed as a signature of a WSM state, however, artefacts can arise
during measurements which can dominate the experiment and can conceal such a dependence. Mixing
between opposing Weyl nodes due to a large amount of disorder in a WSM will result in a strong effect
on the transport phenomena associated with an isolated Weyl node due to the dependence on τa. In
the limit of small τa there should be no signature of a Weyl node and the measured magnetoresistance
will be small. The Weyl-like nature will increase, however, as τa increased and a large negative
magnetoresistance will result from the chiral contribution.
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Fig. 5.3 (Left to right) Energy spectra of εsµ (0, py, pz) for a Dirac semimetal (m = b = b’ = 0),
magnetic semiconductor (m = 1, b = 0.5, b’ = 0), Weyl semimetal (m = 0.5, b = 1, b’ = 0), and line
node semimetal (m = 0, b = 0, b’ = 1) for the Hamiltonian equation 5.2. reproduced with permission
from [127].
As well as any experimental difficulties, there is an additional potential intrinsic complication if the
chiral current reaches the surface it can also be relaxed. Here, by sliding along the Fermi arc surface
state, it can be converted into electrons at the opposite Weyl node. In the absence of direct internode
scattering, this is the origin of chiral current relaxation [126]. However, since the Fermi arc relaxation
mechanism is a surface effect, any bulk scattering mechanism between opposite Weyl nodes present
will eventually dominate in the large volume limit.
In order to develop intuition and to visualise the band structures in the vicinity of DSMs/WSMs,
Burkov, Hook, and Balents developed a model Hamiltonian with two orbitals plus spin [128]. This
Hamiltonian can describe the cases of WSMs, line node semimetals and conventional gapped magnetic
semiconductors and is reproduced in equation 5.2 below ([127]).
H = ντx(σ ·k)+mτz +bσz +b′τzσx, (5.2)
where k = (kx,ky,kz) is the momentum, m is a mass parameter and b and b’ are Zeeman fields that
correspond physically to magnetic field in the z- and x- directions respectively. The σn are the Pauli
matrices for the spin degree of freedom, τn are Pauli matrices for pseudospin orbital degrees of
freedom corresponding to sublattices or atomic orbitals. Several interesting cases can be obtained
(as functions of m, b and b’) by exploring m and b parameter space, setting b’ = 0, the following
eigenvalues are obtained [127]:
εsµ(k) = s
√
m2 +b2 +ν2k2 +2µb
√
ν2k2z +m2, (5.3)
where k = |k| and s,µ = ±1. The energy spectrum for εsµ (0,ky,kz) is shown for several cases in
Figure 5.3 which highlights the energy spectra of a Dirac semimetal, a magnetic semiconductor, a
Weyl semimetal, and a line node semimetal (calculations have been performed using equation 5.2).
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The case of m = b = 0 (far left) corresponds to a DSM which contains a pair of degenerate linear
bands touching at the k = 0 point. For |m| > |b| (centre left) the energy bands are gapped over a
range of E < |m| - |b| and this results in gapped magnetic semiconductor. A WSM is established for
|m| < |b| in which there are two touching points from the middle bands at a pair of isolated point
nodes.
A new special class of metals, the topological semimetals (TSMs), have since been identified and have
already seen much attention over the past decade [129]. TSMs have a characteristic Fermi surface
which has its origins in the crossing of energy bands and is stabilised by topology. Several types of
TSMs have been identified and can be distinguished by key features of the band crossing, such as local
dispersion in the vicinity of the crossing, degeneracy, and the codimension, that is, whether the band
degeneracy happens at either a point or at a line. Alternatively, the origin of the crossing, whether it is
due to band inversion or is symmetry-protected can also be used to identify TSMs. From this, and in
combination with topological characteristics, a number of TSM families have emerged, these include
type-I and type-II semimetals [130], Dirac and Weyl semimetals [111, 117, 118, 131], and nodal-line
semimetals [128, 132, 133] amongst others. Several Weyl points connect the conduction and valence
bands of a Weyl semimetal, each point carries a topological monopole charge (from the first Chern
number around it in momentum space). As a result of this, topological Fermi arcs connect the surface
projections of oppositely charged Weyl points on the surface of WSMs. A breaking of TR or inversion
symmetry is needed for a topological phase transition to occur in a 3D insulator, in which WSMs
play an important role. This can be seen in the intermediate TR-invariant WSM phase which occurs
during a TR-invariant transition between a noncentrosymmetric topological insulator and a regular
insulator in 3D. The Weyl points, acting as Dirac monopoles of Berry curvature in the Brillouin
zone, transfer the topological numbers of the insulators in the WSM phase. These topological effects
have been demonstrated in several candidate materials including the impressive HgTe which can
harbour a wide array of topological states [94]. A QSH insulator can be seen in HgTe quantum wells
[94], doping the quantum well with manganese induces a QAH insulating state. Applying in-plane
compressive strain to 3D HgTe produces an inversion-symmetry-breaking WSM state [134] while
tensile strain will induce a 3D topological insulating state [135] and 3D Hg(1−x−y)CdxMnyTe is a
TR-symmetry-breaking WSM [113].
5.1.3 Motivation
The search for materials harbouring exotic quasiparticles, such as massless Dirac and Weyl fermions
has received much attention in recent years, due in large part to their extraordinary physical properties
such as ultra-high mobility and giant magnetoresistance. It has been suggested that these exceptional
physical transport properties have potential in device applications [94, 111, 131]. There has been
considerable recent interest in the material ZrSiS, a non-toxic and highly stable earth abundant
material. First synthesised in 1964 [136], it wasn’t until 2015 when Xu et al. predicted a 2D
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Fig. 5.4 Polar plot of the butterfly AMR effect in ZrSiS, the origins lie in a convolution of two- and
four-fold symmetry dependencies. θ is the angle between the applied field and the current, which is
applied along the a axis, From [139]. Reprinted with permission from AAAS.
topological insulating state ([137]) and then later in 2016 Schoop et al. found evidence for Dirac
cones in the band structure using angle resolved photoemission spectroscopy (ARPES) that interest in
this material started to grow. ZrSiS has an electronic band structure with several non-degenerate Dirac
cones forming a diamond shaped line of Dirac-nodes on the Fermi surface; ARPES measurements
show that the linear dispersion is unusually robust up to ∼2 eV [138]. Measurements of the angular
magnetoresistance (AMR) along with angle dependent Shubnikov-de Haas measurements in ZrSiS
reveal a so-called butterfly magnetoresistance and a quasi-2D Dirac Fermi surface, as demonstrated
in Figure 5.4. The anisotropic magnetoresistance can have a significant impact in any potential
technological applications or device fabrication.
The magnetoresistance in ZrSiS is large and positive, reaching as much as 1.8 × 105% at 2 K and
a magnetic field of 9 T when the field is applied along φ = 45° (magnetic field angle relative to
the applied current). Analysis of SdH oscillations show a sharp topological phase transition as
φ approaches 90° [139]. Work by Wang et al. has shown that the unconventional MR does not saturate
up to fields of 53 T, and they portray ZrSiS as a new type of quantum material with Dirac cones from
both bulk and surface electronic states [140]. Singha et al. used magnetotransport measurements to
show that ZrSiS has a large hole and small electron Fermi pockets. A non-trivial π Berry phase indi-
cated the Dirac fermionic nature of both types of charge carrier [141]. In 2017, Pezzini et al. reported
an unconventional mass enhancement around the Dirac nodal loop in ZrSiS which has been attributed
to the correlation driven formation of a charge density wave phase [142, 143]. As much work had
already been done on ZrSiS [138–147], we decided to concentrate our efforts on structurally similar,
but previously unnoticed, compounds in the same PbFCl family. Initial DFT calculations performed
by M. Dyer (University of Liverpool) suggested two candidate materials that may host Dirac or
Weyl-like features: NbGeSb and NbSiSb. The goal was to synthesise these new materials and perform
transport measurements searching for similar physics to that shown in ZrSiS (such as ultra-high
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(a) NbGeSb: teal = Nb, green = Ge and purple = Sb (b) NbSiSb: teal = Nb, yellow = Si and purple = Sb
Fig. 5.5 Crystal structures of NbXSb, the Ge/Si square net can be seen in green/yellow respectively.
mobility, extremely large MR and evidence of topological phase transitions from SdH measurements).
Initial attempts at crystal growth at the University of Liverpool (by the author) provided samples,
which while single crystal, were not of high enough quality to show SdH oscillations at fields up to
14 T and at 2 K. A crystal growth facility was subsequently developed at the Cavendish laboratory in
order to improve the quality of the single crystal samples and to measure their transport properties.
5.1.4 NbXSb (X = Ge/Si)
NbXSb crystallises in the PbFCl structure type in the tetragonal P4/nmm space group (no. 129) [148],
the crystal structures of NbGeSb and NbSiSb are demonstrated in Figure 5.5 and can be described
as a typical layered compound of quintuple layers of Sb-Nb-X-Nb-Sb, (see Tables 5.1 and 5.2 for
crystallographic information). The centre of each quintuple layer contains Ge/Si which bonds to
four Nb atoms in tetrahedral coordination, and the Sb atoms inhabit the sides of each quintuple layer,
which form weak van der Waals-type bonds to neighbouring layers.
The structures are in the ZrSiS family of nonsymmorphic semimetals, with the aliovalent substitution
of Nb for Zr and Sb for S. The total charge count in NbGeSb is the same as in ZrSiS, and so it should
have a similar charge compensation between electron-like and hole-like carriers [114]. It should be
noted that Nb has an additional valence electron relative to Zr and that Sb is missing one compared
to S. The relative positions and occupations of the underlying electronic states should therefore be
expected to have a significant change compared to that of ZrSiS. NbXSb is related to the stuffed
version of the PbFCl structure type in the Weyl semimetal YbMnBi2. Dirac electrons and exotic
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transport phenomena have already been demonstrated in other Bi based, stuffed PbFCl structures,
such as EuMnBi2 and (Ca/Sr)MnBi2, [149–151]. Square nets of Si and Bi atoms are present in both
of these materials and are located on a glide plane. In NbXSb, the Si/Ge square net is located in the
ab- plane and layers of Nb and Sb are sandwiched in between these square nets such that there are
neighbouring Sb layers in between the Nb layers. Scanning electron microscopy (SEM) images of
typical crystals of NbGeSb and NbSiSb are shown in Figures 5.9 and 5.11 respectively. The crystals
are non-toxic and highly stable in water and in air.
5.2 Measurement setup, procedure and results
As discussed in Chapter Section 2.2.3 impurity scattering leads to lifetime broadening of Landau
levels and the Dingle reduction of the amplitude. In order to observe quantum oscillations down
to the lowest fields it is important to have the very highest purity single crystals possible. Samples
of NbXSb grow as thin platelets and so it was decided to begin the search for quantum oscillations
in the resistivity (SdH effect). Low temperature resistivity measurements have been performed on
several samples of NbGeSb and NbSiSb using the Cambridge dilution refrigerator and a Quantum
Design PPMS (detailed in Section 3.1.3). The PPMS has temperature control over a range (0.45 -
300) K and a sample magnetic field from (-9 to +9) T and was useful for relatively quick sample
characterisation/screening and detailed resistivity sweeps. The dilution refrigerator has a temperature
range from ∼30 mK to 10 K and a sample magnetic field from (0 to 18.4) T and so was used for
much more detailed quantum oscillation studies to mK temperatures, it is also equipped with a rotator
allowing the samples to be rotated relative to the applied magnetic field.
5.2.1 Materials growth and characterisation
High-quality NbXSb (X=Si,Ge) single crystals were synthesised using a chemical vapour transport
(CVT) method. In general, a source material is transformed reversibly via a transport agent into
gaseous products. The methods follow that of (amongst others) Lv et al. [114] and a more detailed
outline of the CVT method is detailed in [152]; a summary of the methods used here are outlined
below.
Chemical vapour transport
Heterogeneous Chemical vapour transport (CVT) reactions involve a condensed (typically solid)
phase, which has an insufficient pressure for its own volatilisation (a process whereby a dissolved
material is vaporised). In the presence of a gaseous reactant (known as the transport agent), how-
ever, the condensed phase can be volatilised and deposited elsewhere, most commonly in the form
5.2 Measurement setup, procedure and results 73
Fig. 5.6 A typical setup for the crystallisation of solids using a temperature gradient with the CVT
technique. Reproduced with permission from [152].
(a) NbGeSb, full scale is equal to 1.15 mm. (b) NbSiSb. full scale is equal to 1.15 mm.
Fig. 5.7 Typical single crystals of NbGeSb and NbSiSb from the CVT growth, the NbGeSb tended
to form either plate-like crystals or sword shape larger crystals, while NbSiSb formed much smaller
needle-like crystals or small platelets.
of crystals. Deposition will occur if the external conditions for the chemical equilibrium differ
between the position of crystallisation and of volatilisation. This is usually achieved via a temper-
ature gradient between the volatilisation and crystallisation positions, demonstrated in Figure 5.6.
A 1:1:1 stoichiometric mixture of Nb (Alfa Aesar -325 mesh, Puratronic, 4N metals basis excluding
Ta, Ta ≤500ppm), Si (Alfa Aesar -325 mesh, 5N metals basis) or Ge (Alfa Aesar -100 mesh, 5N
metals basis) and Sb (Alfa Aesar -200 mesh, 5N metals basis) powder was prepared in a glove box
under an argon atmosphere (where the oxygen and humidity content was less than 0.5 ppm). The
raw elements were ground to a fine powder using a pestle and mortar and then transferred into two
quartz tubes (NbGeSb and NbSiSb) along with iodine used as a transport agent (Alfa Aesar iodine
lump, ultra dry, 5N metals basis: 10 mg/cm3) which was then sealed under a partial pressure of argon
(150 mbar). The quartz tubes were then placed into a two-zone horizontal furnace and the temperature
was increased for 166 minutes until a temperature gradient of THot = 850 °C to TCold = 700 °C was
applied, the tube was then left for 336 hours before being ramped down to room temperature over a
period of 70 minutes.
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(a) (b) (c)
(d)
(e)
Fig. 5.8 (a) Laue Camera calculation of NbGeSb along [001]. (b) Laue camera image of the ab- plane
of NbGeSb allowing the c-axis to be determined. (c) Single crystal NbGeSb XRD image. (d) Single
crystals NbGeSb used to obtain powder XRD in: (e) Powder XRD analysis of NbGeSb to establish
correct composition, data in thin red lines and structure calculation of NbGeSb in thick red bars.
Following this procedure, plate and needle-like single crystals of NbGeSb and NbSiSb with well-
defined facets were obtained at the TCold end (typical crystals shown in Figure 5.7). The sizes of
the crystals are typically (1.5 × 0.5 × 0.5) mm3 (NbGeSb) and (0.8 × 0.2 × 0.4) mm3 (NbSiSb).
The crystals have mirror-like surfaces and are robust in the air and water. In order to improve the
quality of the NbGeSb crystals, several samples were placed into alumina crucibles and resealed in a
quartz tube with a titanium getter (to remove oxygen impurities) under a partial argon atmosphere of
150 mbar. The samples were then annealed at 400°C for two weeks in a box furnace.
5.2.2 Sample characterisation
The composition of the single crystal samples was determined by energy-dispersive X-ray (EDX)
spectroscopy, which was equipped on a FEI Philips XL30 sFEG scanning electron microscope (SEM),
the results of which are shown in Figures 5.9 and 5.11. For the as grown NbGeSb crystals the EDX
analysis spectrum shows a slight excess of niobium and a slight deficiency of antimony (around 2%)
suggesting that some niobium may be located at antimony sites. For the as grown NbSiSb crystals
the EDX analysis spectrum shows a slight excess of antimony and a slight deficiency of niobium
(around 1%) suggesting that a small amount of antimony may be located at niobium sites, however,
this may be due to the error in the EDX measurement which is of order 1%. NbSiSb also shows a
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Element Line Type Apparent 
Concentraon 
K rao Wt (%) Wt sigma 
(%) 
Standard 
Label 
Ge K series 0.14 0.00141 24.64 0.52 Ge 
Nb L series 0.12 0.00125 34.81 0.64 Nb 
Sb L series 0.18 0.00177 40.55 0.68 Sb 
 
(a) (b) (c)
(d)
Fig. 5.9 (a) SEM image of an as grown NbGeSb sample in the ab- plane, the square marks the region
where the EDX analysis in (d) was performed. (b) SEM image of the same plate-like sample at higher
resolution and at an angle of 15°. (c) Zoomed in region (red square) showing the steps at the edge of
the platelet. (d) EDX elemental analysis confirming the composition of NbGeSb.
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(a) (b) (c)
(d) (e)
(f)
Fig. 5.10 (a) Laue Camera calculation of NbSiSb along [001]. (b) Laue camera image of the ab plane
of NbSiSb allowing the c-axis to be determined. (c) Single crystal NbSiSb XRD image, blue circles
indicate reflections from impurities and defects. (d) Single crystals of NbSiSb used to obtain powder
XRD in (f). (e) Single crystal XRD of NbSiSb. (f) Powder XRD analysis of NbSiSb to determine
correct composition, data in thin black lines and structure calculation of NbSiSb in thick red bars.
small amount of oxygen (as SiO2) suggesting that there may be some oxygen inclusions. The crystal
structure of the single crystals were checked using a powder x-ray diffraction (XRD) measurement,
which was carried out on crushed single crystals using a Brüker x-ray diffractometer with Cu-Kα
radiation (see Figures 5.8(e) and 5.10(f)). A quick analysis of the spectra shows a good match to the
expected spectra for both NbGeSb and NbSiSb. A more detailed single crystal XRD analysis was
also performed on several samples of both annealed and unannealed NbXSb at room temperature
and at 100 K using an Agilent SuperNova system with Cu-Kα radiation (Figures 5.8(c) and 5.10(c)).
The single crystal XRD experiments were carried out and analysed by Dr. M. Gamza (University of
Central Lancashire) at the XRD user facility at Lancaster University, a summary of the findings are
presented here.
An overnight scan at T = 100 K gave lattice parameters for as grown NbGeSb (space group number
129) of a = 3.7011(10)Å and c = 8.2045(20)Å. The same scan gave lattice parameters for the
annealed NbGeSb of a = 3.70260(1)Å and c = 8.20569(4)Å (error bars for the lattice parameters
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Table 5.1 Structural parameters from refinements of a complete data set collected at T = 100 K on
as grown and annealed single crystals of NbGeSb. Two different codes (GSAS and Jana2006) gave
consistent results (after excluding not matching peaks), well converged and with low statistical factors.
Biso is the isotropic atomic displacement parameter, GOF is the goodness of fit in a non-linear least
squares algorithm.
(a) NbGeSb as grown
Refinement Jana2006 GSAS
z for Nb 0.24657(2) 0.246513(8)
z for Sb 0.61264(2) 0.612579(6)
Biso for Nb 0.189(4) 0.1747(11)
Biso for Ge 0.157(5) 0.2074(10)
Biso for Sb 0.187(5) 0.2254(9)
GOF 1.16 1.847
(b) NbGeSb annealed at 400°C
Refinement Jana2006 GSAS
z for Nb 0.24652(2) 0.246452(7)
z for Sb 0.61273(1) 0.612647(5)
Biso for Nb 0.235(2) 0.2084(9)
Biso for Ge 0.277(3) 0.2431(8)
Biso for Sb 0.268(2) 0.2499(7)
GOF 1.17 1.449
were taken directly from the fits, realistic error bars based on single crystal XRD data are certainly
larger). Table 5.1(a) shows the structural parameters obtained from refinements of complete data sets
for as grown NbGeSb, and Table 5.1(b) shows the same information but for the annealed samples.
From the refinements summarised in Tables 5.1(a,b), for all the good quality crystalline pieces atomic
disorder effects are minimal. If there are any vacancies, it is not more than ∼1% of vacancies on
Sb site and even less on Ge site. If there is some inter-site atomic exchange, not more than ∼2% of
Ge atoms may be replaced by Sb, if any. For all the good quality pieces there are hardly any peaks
on the (hk0) plane with h+k=2n (n=integer) that could be attributed to disorder effects resulting in
incomplete systematic extinctions due to the n-type glide plane perpendicular to the [001] direction.
For the annealed sample measured overnight there are no peaks on the (hk0) plane with h+k=2n
(n=integer) that could be attributed to disorder effects resulting in incomplete systematic extinctions
due to the n-type glide plane perpendicular to the [001] direction (as shown in Figure 5.8(C)), whereas
for other high quality crystalline pieces only few extremely slight peaks were seen. The occupancies
of all the lattice sites are very close to 100% for the best quality crystalline pieces, in agreement with
the stoichiometry 1:1:1.
The lattice parameters for as grown NbSiSb from an overnight scan at T = 100 K are a = 3.63419(2)Å
and c = 8.16847(6)Å (as with NbGeSb realistic error bars based on single crystal XRD data are
most likely larger). The structural parameters obtained from refinements of complete data sets for
as grown NbSiSb are detailed in Table 5.2. From these refinements, for the best quality crystalline
pieces measured, if there are any vacancies then it is no more than ∼1% of vacancies on the Si
site and not more than ∼0.5% of vacancies on the Sb site. Only very slight peaks due to atomic
disorder are visible causing incomplete suppression of some of the (hk0) reflections with h+k=2n,
where n=integer (systematic extinctions due to the n-type glide plane perpendicular to the [001]
crystallographic direction - see Figure 5.10(c): blue circles). For crystalline pieces of slightly poorer
quality, refinements revealed significant concentrations of vacancies on both Si and Sb sites (∼2% on
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Element Line Type Apparent 
Concentraon 
k Rao Wt(%) Wt sigma 
(%) 
Standard 
Label 
O K series 0.01 0.00004 4.43 1.14 SiO2 
Si K series 0.04 0.00028 11.06 0.33 SiO2 
Nb L series 0.13 0.00135 35.74 0.75 Nb 
Sb L series 0.19 0.00189 48.78 0.88 Sb 
 
(a) (b) (c)
(d)
Fig. 5.11 (a) SEM image of an as grown NbSiSb sample in the ab-plane, the square marks the region
where the EDX analysis in (d) was performed. (b) SEM image of the same plate-like sample at higher
resolution and at an angle of 45°. (c) Zoomed in region (red square) showing the steps at the edge of
the platelet. (d) EDX elemental analysis confirming the composition of NbSiSb, with some small
amount of oxygen impurities.
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the Si site and ∼3% on the Sb site). Their presence is also reflected in significant intensities of many
(hk0) peaks with h+k=2n (n=integer) that should have been suppressed by the presence of the n-type
glide plane perpendicular to the [001] crystallographic direction if there was no atomic disorder (see
Figure 5.10(e) - blue circles). For the best quality single-crystalline pieces the occupancies of all the
lattice sites are very close to 100%, implying a stoichiometry of 1:1:1.
Table 5.2 Structural parameters from refinements of a complete data set collected at T = 100 K on as
grown single crystals of NbSiSb. Two different codes (GSAS and Jana2006) gave consistent results
(after excluding not matching peaks), well converged and with low statistical factors. Biso is the
isotropic atomic displacement parameter, GOF is the goodness of fit in a non-linear least squares
algorithm.
Refinement Jana2006 GSAS
z for Nb 0.24063(2) 0.24059(1)
z for Sb 0.61523(1) 0.61527(1)
Biso for Nb 0.209(3) 0.2084(12)
Biso for Ge 0.320(7) 0.3232(25)
Biso for Sb 0.228(3) 0.2321(10)
GOF 1.05 1.725
The single-crystal orientation was checked by a standard Laue diffraction technique (Figures 5.8(a,b)
and 5.10(a,b)). In the calculated Laue diffraction pattern, the most intense points are the low Miller
indices which were sufficient to determine the c-axis orientation.
5.2.3 Transport measurements
A summary of all of the samples of NbGeSb and NbSiSb measured in this chapter is given in Table’s
5.3 and 5.4 respectively. It is important that contact resistances are kept low when using the low
temperature transformers on the dilution fridge (see Section 3.1). A large effort was put into the
contacting of samples which was done using a spot welder and 25 µm Au wires. Immediately before
contacting, the surfaces of samples were cleaned via a cycle of acetone, followed by ethanol, and
finally distilled water. Samples of both NbGeSb and NbSiSb are quite delicate and prone to breaking
when too high a current is applied through the spot welder. A method of spot welding was developed
first on poorer quality (quite visibly twinned) samples first to establish the correct voltage to apply
using the spot welder. Starting with a low voltage (4.5 V), then without moving the spot welder,
moving up in small increments to around 5.8 V worked well and resulted in a strong (low resistance)
bond. Once a contact had been made using the spot welder, several ‘welds’ were applied to the
same contact followed by DuPont 4929 Ag epoxy which cures at room temperature. Both of these
additional measures help to increase the mechanical stability of the contact.
Low field characterisation measurements were performed on a QD PPMS equipped with a 3He stage
and a 9 Tesla magnet, several samples were contacted by spot welding 25 µm Au wires either onto as
80 Topological Semimetals: NbXSb (X = Ge/Si)
Table 5.3 Summary of measurements performed on NbGeSb single crystal samples. QO = Quantum
Oscillations, γ = exponent of temperature dependence of resistivity at low temperature (see Equation
2.3). ρ = resistivity, C = heat capacity, EDX = energy-dispersive x-ray, SC = single crystal, ASN =
Agilent SuperNova (XRD), SEM = scanning electron microscopy.
Sample System Measurements RRR Annealed? Comments
1908-101 (platelet) PPMS ρ (T,B) 10.1 800 °C. γ ∼ 3.5
1908-102 (platelet) PPMS ρ (T,B) 9.3 800 °C γ ∼ 3.5
1908-103 (needle) PPMS C (T) - As grown mass = (0.6 ± 0.1) mg
1908-104 (platelet) PPMS ρ (T,B) 9.0 As grown γ ∼ 3.5
1908-105 (needle) PPMS ρ (T,B) 10.7 As grown γ ∼ 3.5
1908-106 (needle) PPMS C (T) - As grown mass = (0.6 ± 0.1) mg
1908-107 (needle) PPMS C (T) - As grown mass = (0.8 ± 0.1) mg
1908-108 (needle) PPMS C (T) - As grown mass = (0.9 ± 0.1) mg
1908-109 (needle) PPMS C (T) - As grown mass = (0.7 ± 0.1) mg
1908-112 (platelet) PPMS ρ (T,B) 8.9 800°C. γ ∼ 3.5
1908-113 (platelet) ASN SC XRD - As grown
1908-114 (needle) ASN SC XRD - As grown
1908-115 (needle) PPMS ρ (T,B) 9.0 Detwinned γ ∼ 3.5
1908-116-119 (platelet) SEM EDX - 400°C (2 weeks)
1908-120 (platelet) Laue
Camera
Laue Diffrac-
tion
- As grown
1908-121 (needle) PPMS ρ (T,B) 7.75 400°C (2 weeks) γ ∼ 3.5
1908-122 (platelet) Dilution
Fridge
ρ (T,B) 12.2 400°C (2 weeks) γ ∼ 3, QO observed
1908-123 (needle) ASN SC XRD - As grown
1908-124 (platelet) ASN SC XRD - As grown
1908-125 (needle) ASN SC XRD - As grown
1908-126 (platelet) ASN SC XRD - As grown
1908-129 (platelet) PPMS ρ (T,B) 10.02 400°C (2 weeks) γ ∼ 3.5
1908-131 (platelet) PPMS ρ (T,B) Hall 7.2 400°C (2 weeks) γ ∼ 3.5
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Table 5.4 Summary of measurements performed on NbSiSb single crystal samples. QO = Quantum
Oscillations, γ = exponent of temperature dependence of resistivity at low temperature (see Equation
2.3). ρ = resistivity, C = heat capacity, EDX = energy-dispersive x-ray, SC = single crystal, ASN =
Agilent SuperNova (XRD), SEM = scanning electron microscopy.
Sample System Measurements Annealed? Comments
1908-201 (platelet) PPMS and Di-
lution Fridge
ρ (T,B) As grown γ ∼ 2.5, RRR = 218,
QO observed
1908-202 (platelet) PPMS ρ (T,B) 800 °C RRR = 198
1908-207 (platelet) PPMS ρ (T,B) Hall 400 °C RRR = 216
1908-208 - 218 (platelet) PPMS C (T) 400 °C mass = (1.2 ± 0.2) mg
1908-219 (platelet) ASN SC XRD As grown
1908-220 (platelet) ASN SC XRD As grown
1908-221 (needle) ASN SC XRD As grown
1908-222 (needle) ASN SC XRD As grown
1908-223 (needle) ASN SC XRD As grown
1908-224 (platelet) ASN SC XRD As grown
1908-227 (platelet) Laue Camera Laue Diffraction As grown
grown samples or samples that had Au pads evaporated onto them. Figure 5.12a shows the zero field
temperature-dependent resistivity for a typical sample of NbGeSb. The RRR’s of all 15 samples of
as grown NbGeSb measured from this growth are in the range 8-13. Samples annealed in a partial
pressure (200 mbar) argon at 400 °C for two weeks do not seem to have improved dramatically
in quality when compared to the as grown samples, when RRR is used as the only measure. The
room temperature resistivity of NbGeSb is around 100 µΩcm falling to around 10 µΩcm at 500 mK.
Figure 5.12b shows the zero field temperature-dependent resistivity for a typical sample of NbSiSb,
the RRR of several as grown NbSiSb measured from this growth fall in the range 210-250. Nb-
SiSb has an extremely low resistivity at room temperature for a semimetal (sample 1908-201 is
13.9 µΩcm at T = 300 K, falling to 56.6 nΩcm at T = 500 mK). At room temperature the resistivity of
NbSiSb is comparable to that of ZrSiS (15.5 µΩcm [139] and both are at least an order of magnitude
smaller than that of other high-mobility Dirac and Weyl semimetals such as Cd3As2, LaBi and WTe2
[153–155]. At low temperatures, only Cd3As2 has a lower resistivity (21 nΩcm) and NbSiSb is
comparable to high-purity Bi [156] and PdCoO2 [157]. NbGeSb shows metallic character in which ρ
decreases monotonically with temperature down to below 100 K.
The low temperature behaviour of the resistivity can be compared to the expected metallic behaviour
outlined in Section 2.1 where a T2 dependence of the resistivity with temperature is predicted, equation
2.3 is repeated below.
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Fig. 5.12 Resistivity as a function of temperature of (a) NbGeSb annealed at 400°C for two weeks
(1908-122), fitting of the low temperature region shows non-Fermi liquid behaviour. (b) As grown
sample of NbSiSb: 1908-201, inset shows non-Fermi liquid behaviour at low temperatures. Both
samples measured on a QD PPMS 3He option from 300 - 0.4 K at a sweep rate of 0.5 K/min.
ρ(T ) = ρ0 +AT γ (5.4)
A is referred to as the A-coefficient and γ is the exponent of the temperature dependence of the
resistivity (where γ = 2 for Fermi liquids). Figure 5.12a shows that for NbGeSb sample 1908-122
at low temperatures in the range 2 - 43 K a different T- dependence is shown, where the resistivity
follows closer to a T 7/2 dependence (γ = 3.56) with a residual resistivity of ρ0 = (11.4 ± 0.1) µΩ.cm
and an A-coefficient of A = 4.29 × 10−10 ΩcmK−γ . Figure 5.12b shows that similarly for NbSiSb
sample 1908-201 at low temperature in the range 2 - 51 K a different T- dependence is shown,
where the resistivity follows closer to a T 5/2- dependence (γ = 2.5) with a residual resistivity of
ρ0 = (56.6 ± 0.6) nΩ.cm and an A-coefficient of A = 4.7 × 10−11 ΩcmK−γ . This deviation from
the expected Fermi liquid pure electronic correlation-dominated scattering mechanism (γ = 2) has
been seen in other TSM candidate materials such as TaSb2 (γ = 2.56 [158]) and ZrSiS (γ = 3 [141])
and in unconventional semimetals LaSb (γ = 4 [159]) and LaBi (γ = 3 [160]) and is attributed to
interband electron-phonon scattering. The resistivity ρ(T) is linear in the high temperature region
above 85 K in NbGeSb, in NbSiSb however, above ∼150 K there appears to be a deviation from
T-linear dependence of the resistivity.
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Fig. 5.13 Resistivity ρ(B) of annealed sample of NbGeSb (1908-122). Sample measured at 55 mK
from 0 - 18 T at 0.23 T/min. (a) ρ0 at 18 T is ∼ 170% of that at 0 T. Inset: low field region where
negative MR is seen. (b) Applied magnetic field angle from H∥c to H∥a. The change in resistivity,
∆ρ = ρ /ρ(B=0), reaches a minimum around φ = 80° from H∥c. Inset: negative MR region at low field.
At temperatures below 350 mK, the application of a magnetic field to NbGeSb (1908-122) results in a
small (1.8% increase relative to the zero field value) but sharp increase in resistivity at very low fields
(below 30 mT) which peaks at 28.4 mT. This is then followed by a slower decrease to around 1 T
where the magnetoresistance (MR) dips to 92% of its zero field value. A second upturn in resistivity
is then observed which does not saturate up to the highest applied fields (18 T) where it reaches 170%
of its zero field MR. The inset of Figure 5.13a shows the field dependence of the unusual negative
MR behaviour, and the main plot shows the non-saturating MR up to 18 T. The angular dependence
of the MR is shown in Figure 5.13b.
The MR decreases from its maximum at H∥c, to a minimum at an angle of (70° ≤ φ ≤ 80°) where
H∥c corresponds to φ = 0°. The inset shows the angular dependence of the negative MR region
in which the overall trend remains but the initial rise in MR to a peak is suppressed at an applied
magnetic field angle above (50°≤ φ ≤ 60°). There is also a reduction in the lowest value of ρxx which
indicates that there are at least two competing mechanisms, a low field negative MR which is then
overtaken by a positive contribution to the MR at fields above around 1 T (possibly due to magnetic
impurities which dominate above 1T). The origin of the sharp initial peak was initially thought to
be due to a field offset or a remnant field. This was confirmed by considering the effective-zero
field point using the three TDO signals and the KM1 RuO2 thermometer which all showed a peak
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Fig. 5.14 (a) Resistivity ρ(B) of NbGeSb 1908-122 at temperatures from 55 to 1050 mK. Sample
measured in field from 0 - 1.2 T at a sweep rate of 0.046 T/min. Several features appear in the
waterfall plot as a function of field and temperature and have been labelled from n = 1:4.
(KM1) or dip (TDO) symmetric about (26.0 ± 0.5) mT. The region of noise between 1.5 - 1.8 T is
an intrinsic property of the Oxford Instruments superconducting magnet used and shows up in all
measured samples, great care was taken to check that the negative MR signal seen below 1 T is real
and comes from the NbGeSb sample.
A higher resolution data set of the negative MR region was obtained by sweeping in the magnetic
field at a much slower rate of 0.046 T/min with φ = 0° (H∥c). Figure 5.14 shows a waterfall plot of
the negative MR signal, the features labelled n=1:4 were initially thought to be noise on a negatively
sloping background, but each feature appeared over many sweeps. The temperature dependence of the
negative MR region was investigated and these features can be tracked as a function of temperature.
The features labelled n = 1, 1b, 3 and 4 all show a linear (almost constant) temperature dependence,
while n = 1a and 2 have a more complicated temperature dependence. In order to check whether
these features are down to some unusual contacting issue, the sample excitation was changed (from
3.2 µA to 320 µA) and all features could still be seen. At the higher excitation current (above
200 µA), however, the sample was being significantly heated (as seen in a nearby RuO2 thermometer
labelled KM1) and so some of the features were smeared out.
There are many topological semimetals such as NbSb2, ZrSiS and TaAs2 that demonstrate anisotropic
MR with respect to the applied magnetic field direction, this is due to the anisotropy in their Fermi
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Fig. 5.15 Polar plot of AMR at 55 mK and in magnetic fields between 0 and 18 T of (a) NbGeSb
sample 1908-122: the dashed line at 2 T highlights the negative MR at low fields. The AMR is
relatively isotropic at low fields in the negative MR region and becomes quite 2D at higher fields
with the largest magnitude of MR at H∥c, the minimum occurs at an angle of φ = 80°. (b) NbSiSb
sample 1908-201, the AMR is somewhat 2D but shows plateaus between φ = 30 ° - 90°. The current
is applied along the a-axis (I∥a).
surface [139, 141, 161–165]. Figure 5.15a shows a polar plot of the AMR of NbGeSb in which
the sample was rotated from H∥c to H∥a with the current along the a- axis in the ab- plane. The
resultant curve possesses a twofold rotational symmetry, indicating a considerable anisotropy in the
magnetotransport properties in NbGeSb. The AMR is highly 2D and is maximised when the field is
aligned parallel to the c- axis where at 18 T is ∼170% of that at 0 T. The minimum in AMR occurs at
φ = 80° where the MR is only 95.1 % of the zero field value at 18 T, this is due to the negative MR
region only varying slightly as a function of magnetic field angle. Above φ = 80° the positive MR
region starts to increase again as it approaches H∥a. Figure 5.15b shows a polar plot of the AMR of
NbSiSb in which the sample was rotated from H∥c to H∥a with the current along the a- axis in the
ab- plane. The resultant curve possesses a twofold rotational symmetry, and like NbGeSb this indicates
some anisotropy in the magnetotransport properties, however, this is not as prevalent in NbSiSb. The
AMR is somewhat 2D but shows plateaus and steps in the MR between φ = 30° - 90°. The AMR
is a maximimum when the field is aligned parallel to the c- axis (as in NbGeSb). At 18 T and
55 mK the AMR is 1.46 × 105% of that at 0 T. The minimum in AMR occurs at 65° on the second of
three apparent plateaus where the MR is only 0.85 × 105% of the zero field value at 18 T and 55 mK.
Several detectable kinks (NbGeSb) and steps/plateaus (NbSiSb) have been observed at certain angles
(NbGeSb: between φ = 0° and 15°, NbSiSb: between φ = 30 ° - 90°), which may be due to a possible
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Fig. 5.16 C(T) of (a) NbGeSb (1908-106 : 109) and (b) NbSiSb: (1908-203 : 218). A fit of the low
temperature region gives the Sommerfeld coefficients. Measured on a QD PPMS 3He option from
300 - 0.4 K. Both sets of samples were annealed at 400°C for two weeks.
higher-order texturing. This behaviour has also been reported in several isostructural compounds such
as ZrSiS [139] and LaSbTe [164].
5.2.4 Heat capacity
Heat capacity (C) measurements have been performed on both materials on a calibrated PPMS 3He
heat capacity puck from 30 K to 0.4 K. Figure 5.16a shows the heat capacity of 3 mg of annealed
NbGeSb, the inset of of Figure 5.16a shows C/T vs T2) which gives a slope of β and a y-intercept of
the Sommerfeld coefficient via C(T) = γT + βT3. The fit gives γ = (1.787 ± 0.006) mJmol−1K−2
and a phonon component of β = (0.04 ± 0.01) mJmol−1K−4. Figure 5.16b shows the heat capacity
of 1.2 mg of as grown NbSiSb from 30 K to 0.4 K. As the crystals are very small, many samples
were needed to increase the signal/noise ratio by increasing the mass. Fitting of the low temperature
region (inset of Figure 5.16b) gives γ = (1.59 ± 0.03) mJmol−1K−2 and a phonon component of
β = (0.06 ± 0.01) mJmol−1K−4.
5.2.5 Quantum oscillation rotation study
The transverse magnetoresistance (the change in resistance as a function of magnetic field applied
perpendicular to the current direction) has been measured on a dilution refrigerator from 55 mK to
9 K in NbGeSb (1908-122) and NbSiSb (1908-201). The samples were mounted on a rotation stage
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Fig. 5.17 (a) The dilution fridge insert used for the quantum oscillation study on NbXSb (rotation
tail not attached). (b) A close up of the rotation tail set at φ = 0° (H∥c, I∥a for NbGeSb and I∥b for
NbSiSb). (c) A close up of the rotation tail set at φ = 90° (H∥a, I∥a for NbGeSb and I∥b for NbSiSb).
(d) A microscope image of platform six with the NbSiSb sample mounted. (e) A microscope image
of platform two with the NbGeSb sample mounted.
which is attached to the mixing chamber via a quartz tube (to reduce eddy current heating during
field sweeps) which allows the rotation stage to sit at the field centre. Rotation of samples through
an angle of 90° allowed the angular response of the magnetoresistance to be mapped out. Thermal
contact was made to the rotation stage via three high purity Ag wires (0.5 mm diameter) which attach
to the mixing chamber at one end and break out into several bundles of mesh consisting of smaller
50 µm high purity Ag wires close to the rotation mechanism. Each bundle of fine Ag wire then
attaches to each of the six rotation platforms (through a hole in the rotation axle) to allow thermal
anchoring to the samples (while avoiding electrical contact). Further cooling of the samples is
achieved by thorough thermal anchoring of the copper measurement wire loom which was custom
made for this particular experiment and was well heat sunk at several points along the dilution fridge
insert (along the Ag wires, at the mixing chamber and 1 K pot).
Figure 5.17 (a) shows the dilution fridge insert onto which the rotation tail was attached which is
shown in (b) and (c) in H∥c and H∥a orientations respectively. Microscope images of the two samples,
NbGeSb 1908-122 and NbSiSb 1908-201, are shown in (d) and (e) respectively, mounted on the
tail. Lock-in amplifier detection was used to measure both samples simultaneously with NbGeSb
being supplied 32 µA at a frequency of 118.46 Hz and NbSiSb supplied by 1.6 µA at a frequency of
161.02 Hz. These currents were used for measurements below 150 mK and were increased at
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Fig. 5.18 Resistivity as a function of applied magnetic field (H∥c) of (a) NbGeSb sample 1908-122
and (b) NbSiSb sample 1908-201 measured at 55 mK. Inset’s show the change in resistivity (∆ρ)
after 3rd (a) and 5th (b) order polynomial background subtractions as a function of field from 11.8
- 17.8 T (a) and 2.2 - 18.4 T (b) in which quantum oscillations are visible. An LK fit (red) gives a
frequency of (730 ± 1) T and a mean free path of (35 ± 3) nm for the NbGeSb sample.
temperatures above this, care was taken to ensure that no self heating of the samples occurred by
monitoring nearby RuO2 thermometers as well as other sample signals. Both samples were connected
to CMR direct LTT-m low temperature transformers which sit at the 1 K pot on the insert, with turn
ratios for each set at 1:1000, followed by room temperature amplification provided by EG&G 5004
ultra low noise preamplifier with gain set at ×100, the NbGeSb sample also had a Butterworth filter.
The large winding ratio of the LTT was chosen in order to maximise signal to noise and was made
possible by the relatively low contact resistances of the two samples (less than 400 mΩ for NbGeSb
and better for NbSiSb). These settings and configuration were arrived at after several days of careful
signal to noise optimisation on both samples and it was possible to achieve a noise level at the samples
of ∼29 pV/√Hz which is representative of the specification of the low temperature transformers used.
Figure 5.18a shows the resistivity of NbGeSb from 0 to 17.6 T at 55 mK, the magnetic field is applied
parallel to the c-axis and the current along the a-axis. A large non-saturating MR is demonstrated
(170% of zero field MR at 17.6 T). At low fields the MR shows a quadratic field dependence (∝ B2)
which becomes linear at higher fields where SdH oscillations start to emerge above ∼10 T. The inset
shows the change in resistivity, ∆ρ(B), after a 3rd order polynomial background subtraction in order
to extract the oscillatory component. To decide the appropriate polynomial order, we have subtracted
higher as well as lower order polynomial background, however, no visible change has been noticed
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Fig. 5.19 FFT of the quantum oscillation signal seen in (a) NbGeSb sample 1908-122 in the field
range 11.5-17.5 T, and (b) NbSiSb sample 1908-201, at 55 mK in the field range 8 - 17.5 T.
above 3rd order, which replicate the background most appropriately. An LK fit of the frequency
visible in the fast Fourier transform (FFT) spectrum gives a frequency of F = (730 ± 1) T and a
mean free path of λ = (35 ± 3) nm. Figure 5.18b shows the resistivity of NbSiSb from 0 to 17.6 T
at 55 mK, the magnetic field is applied parallel to the c-axis and the current along the a-axis. A
large non-saturating MR is demonstrated (1.46 × 105% of zero field MR at 17.6 T). At low fields
the MR shows a quadratic field dependence (∝ B2) which becomes linear at higher fields where SdH
oscillations start to emerge as low as 2.5 T. The inset shows the change in resistivity, ∆ρ(B), after a
5th order polynomial background subtraction in order to extract the oscillatory component. Taking the
FFT of the oscillatory component of the resistivity for NbGeSb gives the frequency spectrum shown
in Figure 5.19a, a clear frequency at F = (731.4 ± 0.4) T is visible above the noise floor. The FFT
for NbSiSb, shown in Figure 5.19b, shows a much richer array of frequencies, well distinguished
from the noise floor. It is expected that many of these frequencies are harmonics of lower lying
frequencies or are due to magnetic breakdown orbits which will be discussed later. The noise floor
in the FFT spectrum in NbSiSb is significantly lower than in the FFT spectrum from the NbGeSb
sample, indicating the higher quality of the NbSiSb sample.
The angular dependence of the oscillation frequencies were measured by rotating the samples over
an angular range of 90° from H∥c to H∥a. The measurements were performed at a mixing chamber
temperature of approximately T = 55 mK (unless otherwise stated). After each rotation it was
necessary to allow ample time for the samples to reach equilibrium before starting field sweeps
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(a) NbGeSb
(b) NbSiSb
Fig. 5.20 FFT spectra at angles from H∥c to H∥a of the quantum oscillations at 55 mK seen in (a)
NbGeSb sample 1908-122 over the magnetic field range 11.78 - 17.56 T and (b) NbSiSb sample
1908-201 over the magnetic field range 3 - 9 T.
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as significant heating (to above 250 mK) occurs during rotations. A small amount of heating and
cooling occurs during field sweeps, most likely due to some adiabatic demagnetisation heating and
cooling effect from the measurement tail. Quantum oscillations were observed in NbGeSb in the
field range ∆B = 10 - 18 T, while large oscillations in NbSiSb, visible without background removal,
were observed down to fields as low as 2.5 T. As there were several samples being measured during
this study, a compromise had to be made when deciding on sweep rates and ranges, as well as the
resolution of the rotation study. The sweeps that were chosen are summarised in Table 5.5 (repeated
Table 5.5 Summary of magnetic field sweeps performed during this study.
Name ∆B (T) Rate (T/min) Optimised for
Low Up 0-2 0.3 -
Fast Up 2 - 18 0.23 NbSiSb
Slow Down 18 - 12 0.06 NbGeSb and YFe2Ge2
Slow Up 12 - 18 0.06 NbGeSb and YFe2Ge2
Fast Down 18 - 2 0.23 NbSiSb
Low Down 2 - 0 0.3 -
Slow Low Up 0 - 1.2 0.023 NbGeSb
Slow Low Down 1.2 - 0 0.023 NbGeSb
from Section 4.2.2), the range is based on the field centre where the field strength is at a maximum. As
there were several samples measured simultaneously on the rotation tail, the actual field experienced
by each sample had to be corrected for using a previously measured magnetic field profile. The
effective fields experienced by the two samples are: NbGeSb: 97.79% and NbSiSb: 97.26% of the
maximal field strength at field centre (see Section 3.3.3 for more details of the field calibration). After
an initial coarse study spanning 90° with data taken every 10 ° it was decided to take rotation data
every 2.5°. This was a compromise between the rapidly changing nature of the NbSiSb FFT spectrum
with rotation angle, and the time available to conduct the study (with each rotation angle taking a
minimum of 15 hours to complete).
Figure 5.20a shows a waterfall plot displaying the angular dependence of the quantum oscillation
frequencies observed in NbGeSb over the FFT frequency spectrum range 0 - 3 kT. The data are quite
noisy but the frequency which starts at 730 T is visible in each FFT spectrum up to an angle of around
φ = 40 °, and then returns at higher angles above φ = 55 °. A waterfall plot of for the NbSiSb sample
is shown in Figure 5.20b over the FFT spectrum range 0 - 0.35 kT, the resolution is much better for
this sample and several frequencies are observed. Over a larger FFT frequency window there are many
additional frequencies observed and their evolution with magnetic field angle gets quite complicated.
Figure 5.21a shows the FFT spectra over the frequency range 0 - 2.1 kT where several harmonics can
be seen, over a larger range (1 - 6.5 kT) in Figure 5.21b harmonics can still be observed out as far as
6.5 kT.
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(a) Low frequency range
(b) High frequency range
Fig. 5.21 FFT spectra at angles from H∥c to H∥a of the quantum oscillations at 55 mK seen in NbSiSb
sample 1908-201 over the magnetic field range 8 - 17.57 T. (a) Low frequency range (b) Zoomed in
region of the high frequency range showing the many visible harmonics.
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Fig. 5.22 Rotation study of the FFT frequencies from (a) NbGeSb sample 1908-122 and (b) NbSiSb
sample 1908-201, in the field range 11.5-17.5 T from H∥c to H∥a.
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Fig. 5.23 Rotation study of the FFT frequencies from (a) NbGeSb sample 1908-122 and (b) NbSiSb
sample 1908-201, in the field range 11.5-17.5 T from H∥c to H∥a. The area of each data point now
represents the normalised amplitude of the observed peaks in the FFT.
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Fig. 5.24 Rotation study of the FFT frequencies from NbSiSb sample 1908-201, in the field range
11.5-17.5 T from H∥c to H∥a. Focussing on the fundamental frequencies.
An arbitrary naming scheme has been introduced to help keep track of the observed frequencies for
both materials, this will prove useful when discussing DFT calculations in section 5.3.1 - see Tables
5.6 and 5.7 for details. The angular dependence of the observed frequencies in NbGeSb are shown in
Figure 5.22a. Some lower frequency oscillations (at α = 250 T) start to become visible as the field is
rotated away from φ = 0°. The clearest frequency, β at around 730 T is fairly constant as the field is
rotated from H∥c to H∥a. All peaks that appear in the FFT spectra have been fitted using a standard
Gaussian fit, and where there are two or more closely located peaks (as is the case with NbSiSb), the
second derivative of the FFT spectrum was used to locate ‘hidden’ peaks before a multiple Gaussian
fit was performed, for more details on this fitting procedure see Appendix B.1.1.
The relative amplitudes of the frequencies in the FFT spectra are shown in the bubble plot of
Figure 5.23a. Figure 5.22b shows the angular dependence of the observed frequencies in NbSiSb,
several frequencies can be identified (at φ = 0°, field range 8 - 17.5 T): β = 38 T, γ = 315 T and
δ = 431 T, and at a low field range (3 - 9 T) an additional frequency α = 12 T can be identified. Several
harmonics (possibly as much as the 8th for δ ) of these frequencies can also be seen in the high field
region and are labelled in the figure. There are many splitting and closely spaced frequencies which
are most likely due to magnetic breakdown orbits, Zeeman splitting and possibly from the magnetic
interaction effect. Figure 5.24 shows the same spectra but with all off the harmonics removed for
clarity of the fundamental frequencies. A frequency labelled ε appears between rotation angles of
52.5° ≤ φ ≤ 75° and does not appear to be related to the other fundamental frequencies identified so
far. It is curious that the harmonics of δ can be identified out to as much as the 14th harmonic but
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Fig. 5.25 Fitting of the LK form of the temperature smearing factor in NbGeSb sample 1908-
122 over two field ranges and at different field sweep rates. (a) 11.58 - 17.58 T at 0.231 T/min.
(b) 13 - 17.58 T 0.069 T/min. Quantum oscillations were measured from 55 mK to 9 K. The data
are quite noisy from this sample at higher temperatures and field sweeps in which no oscillations are
observed have been removed.
the 6th harmonic appears to be absent, as seen in Figure 5.22b. A bubble plot, shown in Figure 5.23b
allows the FFT amplitudes to be seen easily thus making it slightly easier to track the many peaks.
Temperature studies of the quantum oscillation amplitudes have been performed so that, where
possible, quasiparticle masses can be extracted using the Liftshitz-Kosevich (LK) formula. The
effective quasiparticle mass m∗ can be obtained through the fit of the temperature dependence of the
oscillation amplitude to the thermal damping factor RT (equation 2.14). Data were taken at angles of
φ = 0°, 12.5° and 30° for NbSiSb and at φ = 0° for NbGeSb. Figure 5.25 shows the fitting of the LK(T)
relation for the NbGeSb β frequency at φ = 0° over two field ranges and sweep rates. The spread of
data are quite large and so the estimates for the effective quasiparticle mass of the β frequency, of
0.3 me and 0.4 me for the fast and slow sweep rates respectively, should be taken as an upper bound.
Estimates were limited by both the working range of the low temperature transformers before they
became overloaded at higher temperatures (> 9 K) as well as the overall quality of the data.
Table 5.6 summarises the extracted quasiparticle masses for the low field range (3 - 9 T) in NbSiSb and
Table 5.7 for the high field range (8 - 17.5 T). It should be noted that the absolute frequency field values
quoted are likely not known well enough to give such absolute precision as stated, but the relative
positions of the frequencies (with an overall common scale factor) are. This what has been used to
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Table 5.6 Effective masses of as grown NbSiSb sample 1908-201, H∥c, magnetic field range 3 - 9 T.
Label F (T) Mass (me)
α 11.12 ± 0.06 0.6 ± 0.1
β 37.0 ± 0.2 0.54 ± 0.03
γ 302.1 ± 0.3 1.1 ± 0.1
γ ′ 319.2 ± 0.3 0.7 ± 0.2
δ ′ 417.4 ± 0.2 0.5 ± 0.1
δ 427.4 ± 0.5 0.7 ± 0.1
2γ 610.3 ± 0.5 1.9 ± 0.1
2γ ′ 627.9 ± 0.4 1.3 ± 0.4
2δ ′ 841.7 ± 0.5 1.0 ± 0.3
2δ 857.1 ± 0.6 0.83 ± 0.09
3γ 915.7 ± 0.8 3.0 ± 0.7
4γ 1220 ± 2 3.9 ± 0.3
3δ 1273 ± 4 1.4 ± 0.4
determine possible magnetic breakdown orbits. In the low field range, six fundamental frequencies
are observed: α , β , γ , γ ′, δ and δ ′ (the labelling is arbitrary and is used to keep track of harmonics
and to compare to DFT calculations later). Even over this low field range, several harmonics of the
fundamental frequencies can be observed (up to the third harmonic of γ). Magnetic breakdown orbits
start to become visible as the field range is increased to higher fields, then at the highest fields (in the
range 8 - 17.56 T), the FFT spectra contains a large variety of magnetic breakdown orbits and many
harmonics are visible up to the 14th harmonic of the δ . Several of the harmonics and breakdown
orbits are ‘missing’, such as the third harmonic of γ ′ and the seventh harmonic of γ , this is likely
because they are hidden behind other nearby peaks that have a larger amplitude. The effective mass
estimates become more unreliable at higher frequency as the amplitude of the signal is so small to
begin with, this made obtaining effective masses above the seventh harmonic of δ very unreliable and
so they have not been included.
Figure 5.26 shows a representative fitting of the LK(T) relation for NbSiSb at φ = 0° of two frequencies
(γ and 2γ) over a low field range. The observed frequencies are γ = 301.7 T and 2γ = 609.9 T with
effective quasiparticle masses of m∗ = (1.11 ± 0.07) me and m∗ = (1.9 ± 0.1) me respectively. This
suggests that the second peak is indeed the 1st harmonic of γ as suspected. Figure 5.27 shows a
representative fitting of the LK(T) relation for NbSiSb at φ = 30° of two frequencies (γ and 2γ) at
a high field range. The observed frequencies at φ = 0.0° are γ = 311.3 T and 2γ = 637.9 T with
effective quasiparticle masses of m∗ = (1.4 ± 0.1) me and m∗ = (2.5 ± 0.1) me respectively. This
suggests that the second peak is indeed the 1st harmonic of γ , however, the effective masses and
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Fig. 5.26 Fitting of the LK form of the temperature smearing factor in NbSiSb sample 1908-201 at
φ = 0.0°. Field range 3 - 9 T at a sweep rate of 0.231 T/min. Quantum oscillations were measured
over a temperature range from 55 mK to 9 K.
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Fig. 5.27 Fitting of the LK form of the temperature smearing factor in NbSiSb sample 1908-201 at
angles of (a) φ = 0.0° and (b) φ = 30.1°. Field range 8 - 17.59 T at a sweep rate of 0.069 T/min.
Quantum oscillations were measured over a temperature range from 55 mK to 9 K.
98 Topological Semimetals: NbXSb (X = Ge/Si)
Table 5.7 Frequencies and quasiparticle effective masses of as grown NbSiSb sample 1908-201, H∥c,
magnetic field range 8 - 17.5 T.
Label F (T) Mass (me) Label F (T) Mass (me)
α Frequency hidden behind β - 2δ 860.06 ± 0.02 1.5 ± 0.2
β 37.30 ± 0.06 0.76 ± 0.08 3γ 910.713 ± 0.008 2.6 ± 0.1
2β 73.9 ± 0.9 1.1 ± 0.4 3γ ′ 962.55 ± 0.04 3.9 ± 0.4
3β - α 99.2 ± 0.3 1.9 ± 0.3 4γ - 3β 1041.068 ± 0.002 2.1 ± 0.3
3β + α 123.2 ± 0.3 1.6 ± 0.2 4γ 1188.8 ± 0.4 3.0 ± 0.1
4β - α 140.8 ± 0.2 1.4 ± 0.2 4γ + β 1227.7 ± 0.2 3.6 ± 0.1
γ ′ - 2β 245.7 ± 0.2 1.23 ± 0.06 3δ 1277.0 ± 0.2 1.8 ± 0.2
γ - β 269.7 ± 0.2 1.30 ± 0.06 5γ ′ - β 1497.3 ± 0.2 3.9 ± 0.3
γ 294.48 ± 0.08 1.4 ± 0.1 5γ 1528.7 ± 0.1 4.6 ± 0.4
γ ′ 315.13 ± 0.08 1.00 ± 0.03 5γ + β 1571.0 ± 0.1 4.2 ± 0.3
γ + β 342.1 ± 0.1 1.32 ± 0.03 5γ + 2β 1609.0 ± 0.2 3.7 ± 0.5
γ + 2β 375.9 ± 0.1 1.29 ± 0.1 5γ + 3β 1645.1 ± 0.2 3.0 ± 0.5
γ + 3β 401.7 ± 0.1 1.3 ± 0.3 5γ + 4β 1681.8 ± 0.2 1.6 ± 0.6
δ 431.74 ± 0.07 0.9 ± 0.07 4δ 1716.5 ± 0.1 1.8 ± 0.2
δ + β 467.8 ± 0.3 1.22 ± 0.1 6γ + 2β 1840.1 ± 0.2 5.2 ± 0.5
γ + 5β 484.61 ± 0.05 1.4 ± 0.4 6γ + 3β 1894.0 ± 0.4 6.2 ± 0.6
γ + 6β 518.23 ± 0.05 2.1 ± 0.2 5δ 2130.5 ± 0.3 2.1 ± 0.2
δ + 3β 549.1 ± 0.3 1.1 ± 0.1 8γ 2368.7 ± 0.5 2.0 ± 0.4
2γ - β 566.3 ± 0.2 2.0 ± 0.4 8γ + 2β 2450.1 ± 0.5 7 ± 1
2γ 605.3 ± 0.1 1.9 ± 0.1 6δ - β 2545.8 ± 0.7 5.8 ± 0.9
2γ ′ 635.5 ± 0.1 2.5 ± 0.1 7δ - β 2985.7 ± 0.2 4 ± 1
2γ + 2β 674.7 ± 0.1 1.0 ± 0.3 7δ + 4β 3176.6 ± 0.3 3 ± 1
2γ + 3β 691 ± 8 1.7 ± 0.3 8δ 3426.8 ± 0.3 -
2γ ′ + 2β 707 ± 3 1.7 ± 0.3 9δ 3853.1 ± 0.2 -
2γ + 4β 738 ± 4 1.1 ± 0.2 10δ 4274.4 ± 0.2 -
2γ ′ + 3β 749 ± 6 1.1 ± 0.2 12δ 5133.13 ± 0.08 -
2γ + 5β 766 ± 4 - 13δ 5551.29 ± 0.07 -
2γ ′ + 4β 793.1 ± 0.1 - ∼14δ 5984 ± 5 -
3γ ′ - β 831.40 ± 0.07 1.6 ± 0.2 ∼15δ 6417.2 ± 4 -
frequencies of 2γ do not match up with two times that of γ as well as in the low field range. Mass
estimates of the higher harmonics of γ and δ do not seem to match up with the expected behaviour, for
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example the measured mass of the 4th harmonic of δ is 2.1 me, with the fundamental having a mass of
0.9 me. The 6th harmonic of γ is 2.0 me, with the fundamental having a mass of 1.4 me. The low field
analysis, however, gave much smaller values for the mass of δ (0.7 ± 0.1 me) and γ (1.1 ± 0.1 me)
which the harmonics of δ and γ seem to match more reliably to in the high field study. The reason
for this discrepancy may be due to a combination of the influences of magnetic breakdown and the
magnetic interaction, discussed in Section 5.3.2.
From the observed frequencies the extremal cross-sectional areas of the Fermi surface (AF) can be
extracted using the Onsager relation (equation 2.8). From this the Fermi velocities can be calculated
using the estimates of the effective quasiparticle mass. A summary of the observed frequencies can be
seen in Table 5.8, the Fermi wavevector (kF) and Fermi velocity (vF) are also been shown.
Table 5.8 Calculation of the Fermi surface extremal cross-sectional area using the observed frequencies
at φ = 0°. The Fermi wavevector (kF) and Fermi velocity (vF) have also been calculated using the
estimates for the effective quasiparticle masses from Figure 5.25 and Table 5.7.
F (T) AF (nm−2) kF (nm−1) vF/×104 (m/s)
NbGeSb β = 756 7.41 1.49 5.0 ± 0.4
NbSiSb
β = 39 0.38 0.34 0.74 ± 0.04
γ = 309 3.03 0.97 1.02 ± 0.09
γ ′ = 318 3.12 0.98 1.6 ± 0.5
δ = 442 4.34 1.16 2.7 ± 0.5
δ ′ = 434 4.25 1.15 1.9 ± 0.3
5.2.6 Berry phase
The Berry phase acquired by the charge carriers can provide more information about the nature of the
electronic band structure in NbXSb. A Berry phase of π accumulated along cyclotron orbits, as well
as a light effective mass and high carrier mobility, is another key feature of Dirac fermions. The Berry
phase appears as an additional phase shift in quantum oscillations, which can be determined via two
methods: directly from a fit of the full LK formula (equation 2.21), or via a Landau level index fan
diagram. The quantisation of a closed orbit in a magnetic field according to Lifshitz-Onsager rule is
[166]:
AF
h¯
eB
= 2π
(
n+
1
2
−β −∆
)
= 2π (n+λ −∆) , (5.5)
where the Berry phase is equal to 2πβ , ∆ is a phase shift, which has a value 0 for 2D and ±1/8 for 3D
band structures. Conventional metals with a parabolic band dispersion have a Berry phase of zero but
for Dirac/Weyl type electronic systems with linear band dispersions the Berry Phase is equal to π .
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Fig. 5.28 Landau level fan diagrams for (a) NbGeSb sample 1908-122 and (b) NbSiSb sample
1908-201. The integer index n is assigned such that a linear extrapolation of the index plots yields an
intercept closest to zero index (n = 0).
For quantum oscillation with single frequency, the parameter λ −∆= 1/2−β −∆, can be extracted
from the y-axis intercept in the Landau level index plot and will remain within the range -1/8 to +1/8
for 3D Dirac fermions [166]. A Landau level fan diagram has been constructed for the β frequency
in NbGeSb from the SdH oscillations, shown in Figure 5.28a. Assigning maxima as integers and
minima positions as half-integers, the level index n is assigned such that a linear extrapolation
of the index plots yields an intercept closest to zero index (n = 0). The obtained intercept of
-0.029 ± 0.002 is within the theoretical range for 3D Dirac fermions but far from the expected
intercept for a regular parabolic dispersion (∼0.5), which suggests the presence of 3D Dirac fermions
in NbGeSb. Figure 5.28b shows the same construction for the four main fundamental frequencies
observed in NbSiSb. The intercepts obtained are -0.22 ± 0.02 for the β frequency, 0.128± 0.008
and -0.41± 0.01 for the γ and γ ′ frequencies respectively and -0.274± 0.006 for the δ frequency.
None Of the four lie close to the expected value of ∼0.5 which would suggest a regular parabolic
dispersion. The β , γ ′ and δ intercepts are somewhere in between -1/8 and -1/2 suggesting a that the
band dispersions lie somewhere in the region between parabolic and linear but with a non-trivial Berry
phase. The value of λ - ∆ = 0.128 for the γ frequency suggests a linear dispersion and the presence
of 3D Dirac fermions in NbSiSb. As there are several frequencies that are quite closely spaced in
the FFT spectrum of NbSiSb, the Landau level analyses presented in Figure 5.28b can be somewhat
unreliable.
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Fig. 5.29 Fits to the LK formula (red solid line) and band-pass filtered quantum oscillation data
(blue solid line) for (a) β frequency oscillation component in NbGeSb and (b) δ and δ ′ frequency
oscillation components in NbSiSb.
As a further check the Berry phase can be extracted from the full LK fit of the frequencies after they
have been separated by employing a band-pass filter. Figure 5.29a show a fit of the full LK formula to
the γ frequency in NbGeSb, a band-pass filter between 690 - 820 T has been used to remove noise
around the γ frequency. Previously calculated values of m∗ (0.29) and frequency (756 T) have been
set as fixed parameters in the fit, which is quite reasonable and the Dingle temperature has been
extracted. From the Dingle temperatures, the quantum relaxation time τq = (h¯/2πkBTD) as well as the
quantum mobility µq eτq/m∗ has been calculated and the results are shown in Table 5.9. The Berry
phase has also been estimated based on the phase (λ - ∆) that has been extracted from the fits. This
Berry phase can be compared with the previously estimated Berry phase from the Landau level index
plots. For NbGeSb, a phase factor (λ - ∆) of -0.03 from the LK fit method corresponds to a Berry
phase of ΦB = 1.12π for ∆ = 0 (2D Fermi surface), ΦB = 0.87π for ∆ = -1/8 (3D Fermi surface), and
ΦB = 1.37π for ∆ = +1/8 (3D Fermi surface). This matches well with the Berry phase estimates from
the Landau level index plot in Figure 5.28a where a phase factor of -0.06 corresponding to a Berry
phase of 1.06π ± 0.25 for the three cases of ∆ was found. This further indicates the topological nature
of the fermions present NbGeSb. As already suggested the mobility of Dirac fermions should be
very high, the estimated value from the LK fit, while not insignificant at 850 cm2/Vs, is an order of
magnitude smaller than the previously reported value in ZrSiS [114] and several orders of magnitude
smaller than in Cd2As3 [153]. However, the value of the effective mass estimated from the fitting of
the thermal dampening factor of the LK formula may well be an overestimate as we have already
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stated that measurements at higher temperatures were limited by the Cambridge dilution refrigerator.
To match the mobilities seen in ZrSis and Cd2As3, the effective quasiparticle mass in NbGeSb would
need to be of order 0.003 - 0.03 me, similar to the effective mass estimates in ZrSiS and Cd2As3. The
low value of µq from the SdH analyses may be caused by the Zeeman effect (spin splitting) not being
taken into consideration and the possible breakdown of the LK formula for the SdH oscillations which
has been seen in other layered materials [167]. An analysis of the Hall effect in NbGeSb would help
to confirm this, preliminary analysis of a recent Hall effect measurement are presented in Appendix
B.1.2 which suggest much higher mobilities, approaching the values of ZrSiS.
For NbSiSb, the same technique has been used to extract the Dingle temperatures of the five funda-
mental frequencies identified at φ = 0° (β , γ , γ ′, δ and δ ′). A representative example of the fit for
the δ frequency is shown in Figure 5.29b. The estimated Berry phases, shown in Table 5.9, can be
compared with those from the Landau level index plots.
Table 5.9 Parameters derived from the analyses of SdH oscillations for NbXSb TD = Dingle temper-
ature; m∗ = effective mass (extracted from the low field fits in Table 5.6); τq = quantum relaxation
time; µq = quantum mobility and ΦB is the Berry phase.
F (T) TD (K) m∗ (me) τq (ps) µq (cm2/Vs) ΦB
NbGeSb β = 755.98 ± 0.01 8.7 ± 0.1 0.29 ± 0.06 0.14 ± 0.02 850 ± 160 (1.12 ± 0.25)π
NbSiSb
β = 38.89 ± 0.03 14.2 ± 0.5 0.54 ± 0.03 0.09 ± 0.02 280 ± 20 (0.54 ± 0.25)π
γ = 308.83 ± 0.04 7.4 ± 0.3 1.1 ± 0.1 0.16 ± 0.04 260 ± 20 (1.76 ± 0.25)π
γ ′ = 318.0 ± 0.1 50 ± 2 07 ± 0.2 0.024 ± 0.02 60 ± 20 (1.22 ± 0.25)π
δ = 442.38 ± 0.03 18.8 ± 0.4 0.5 ± 0.1 0.065 ± 0.03 230 ± 50 (1.78 ± 0.25)π
δ ′ = 433.85 ± 0.07 17.8 ± 0.4 0.7 ± 0.1 0.068 ± 0.03 170 ± 30 (-0.46 ± 0.25)π
The Berry phases from the Landau level index plots agree qualitatively but the values are somewhat
different from those presented in Table 5.9 from the LK fits. For the β frequency, the value from the
Landau level index plot is ΦB = 1.4(4) ± 0.25 which is around three times that estimated from the
LK fit. The other three frequencies show a similar discrepancy with factors of 0.4 (γ), 1.5 (γ ′) and
0.9 (δ ) between the LK fit value and the Landau level index estimate. The fact that the Berry phase
found from the single frequency in NbGeSb agree for both methods suggests that the LK fit method is
robust and as predicted the Landau level index plots for closely spaced frequencies may be unreliable
for NbSiSb. The Berry phases found for the various frequencies in NbSiSb are, however, non-trivial
in both cases.
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NbGeSb has shown an unusual negative magnetoresistance at low fields, the origins of which will
now be considered and the possibility of whether it is linked to the topological chiral anomaly is
discussed. In a DSM each Dirac node can be resolved into two Weyl nodes that possess a chirality (or
handedness) which do not mix. The key experimental signature of the chiral anomaly is a negative
longitudinal magnetoresistance at moderately low fields when the electric current is parallel to the
applied magnetic field as charge is predicted to flow between the nodes due to charge pumping, the
effect should be heavily suppressed as the field is rotated away towards perpendicular E and B fields.
It should be noted, however, that a negative MR has also been seen in semimetals that do not have a
Dirac-like dispersion, such as CdxHg1−xTe[168] and PdCoO2 [169]. Figure 5.30(a) shows a sketch of
a Dirac cone centered on K which is split into two Weyl nodes of opposite chirality. Figure 5.30(b)
shows the Landau levels of Weyl states subject to a strong magnetic field. As well as the Landau
levels there is an additional shift of the Weyl nodes away from K due to the Zeeman spin energy of:
δkN =
χgµBB
h¯ν
, (5.6)
where h¯ is the reduced Planck’s constant, µB is the Bohr magneton, g is the g-factor and ν is the
frequency [117]. The shifts are exaggerated in the figure for clarity. The linear dispersion at the zeroth
Landau level is depends on the chirality χ: left(right) for χ = -1(+1). Upon the application of E∥B,
charge pumping begins to occur between the two nodes at a rate of:
W = χ
e3
4π2h2
E ·B. (5.7)
This represents the chiral anomaly [111, 110, 124, 128]. The longitudinal or axial current relaxes at a
rate of:
1
τa
∼ |M|2
(
eB
h¯ν
)
, (5.8)
σχ =
e2
4π2hc
v
c
(eBv)2
E2F
τa (5.9)
and 1/τa is now independent of magnetic field B. The axial conductivity increases as B2 with increasing
B but in the quantum limit it saturates to a B-independent value [125].
Figure 5.30(c) shows the axial current (∆σxx) as a function of magnetic field angle as E is rotated
away from E∥B at several fixed magnetic fields in the range 0 - 2 T in the DSM Na3Bi (from [170]).
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b)a)
d)c)
Fig. 5.30 a) Dirac cone centered on K, represented by two displaced Weyl nodes with a distinct
chirality: grey cone has χ = +1, yellow cone χ = -1. b) A strong magnetic field increases the
separation of the Weyl nodes due to spin Zeeman energy: Weyl states are quantised into Landau levels
(LL). Linear dispersion of the zeroth LL has a slope given by χ (yellow and green circles). c) Angular
dependence of the axial current in Nb3Bi, plotted is the conductance enhancement vs φ at fixed B
between 0 and 2 T. Fits to cos4φ show reasonable agreement in this range. d) Longitudinal MR at
T = 4.5 - 300 K measured with E∥B. From [170]. Reprinted with permission from AAAS.
The inset shows a polar plot of how the axial current is suppressed as E is rotated away from B.
Figure 5.30(d) shows the negative MR region at low fields at several temperatures in the range 4.5 K
to 300 K. At 4.5 K and at very low fields there is an initial small rise in the resistivity which peaks
at around 100 mT before sharply turning around into the negative magnetoresistance region which
persists to around 6 T where it begins to plateau. With increasing temperature, the size of the negative
MR feature decreases, reducing to around 50% of its magnitude at 60 K, and it is still visible up to
120 K. Comparing the data on Nb3Bi to the negative MR data shown in NbGeSb in Figure 5.14, there
are several similarities, however the temperature and magnetic field scales over which they occur are
much smaller. The field region of the negative MR feature is around and order of magnitude smaller
than that shown in Nb3Bi (0 - 0.6 T in NbGeSb), the field at which the initial peak occurs is around
20 - 30 % of the value in Nb3Bi. The temperature at which the negative MR feature is reduced by
50% occurs at around 350 mK in NbGeSb, approximately 20× smaller than in Nb3Bi. Crucially, the
angular dependence of the axial current in Nb3Bi is maximised for E∥B and is suppressed for angles
moving away from this. In NbGeSb, as shown in Figure 5.31, the same behaviour is not seen and in
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Fig. 5.31 Conductivity of the negative MR region in NbGeSb, θ = 0° corresponds to E∥B.
fact the negative MR signal persists over the entire measured range of 0° ≤ φ ≤ 90°. Over the same
magnetic field region as Nb3Bi in Figure 5.30(c) (adjusted assuming an order of magnitude difference)
the polar plot of the conductivity of NbGeSb shows some 2D character but does not reduce to zero
as θ approaches 90°. There is a small reduction in the conductivity as θ approaches 90° that may
be due to a chiral current, however, this sits on top of a much larger negative MR signal which does
not possess the same angular dependence and in fact remains independent of the applied magnetic
field angle. It has been shown by Schumann et al. that the chiral anomaly is not needed to explain
negative MR in Cd3As2 thin films and in fact it can be explained by conductivity fluctuations [171]. It
should be noted that the negative MR feature has only been seen in one annealed sample of NbGeSb
measured on the dilution refrigerator, further work is needed in order to ascertain the physical origin
of this phenomenon.
5.3.1 Comparison to Density Functional Theory calculations
The k-space area of a Fermi surface orbit is related to the corresponding quantum oscillation frequency
via the Onsager relation, from which the number of electrons within the Fermi surface per unit
cell can be calculated using Luttinger’s theorem. For 2D materials which possess a constant Fermi
area along a given axis with no dispersion, it is then easy to calculate the electron density using
areas perpendicular to the same axis. The Fermi surface of 3D materials often is more complicated
with multiple connections resulting in some extremal cross-sectional areas producing only weak
oscillations. Additionally, neither the position within the Brillouin zone nor the in plane contour are
given by the cross-sectional area.
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(a) NbGeSb (b) NbSiSb
Fig. 5.32 Calculated bandstructures of both NbGeSb (left) and NbSiSb (right) using HSE06 with spin
orbit coupling (SOC). The symmetry enforced Dirac nodal lines at X, M R and A are circled in green.
Calculations performed by fellow PhD student Bo Peng.
A determination of the Fermi surface and the bandstructure of NbXSb requires a calculation of
the electronic structure, which can be achieved using density functional theory (DFT) calculations.
The calculations presented here were performed by fellow PhD student Bo Peng with help from
Dr. Bartomeu Monserrat (of the Theory of Condensed Matter Group, Cavendish Laboratory), details
of these calculations are beyond the scope of this thesis but the key points are briefly described in order
to help distinguish experimental scenarios. DFT calculations were carried out using HSE06 (after
Heyd–Scuseria–Ernzerhof: an exchange-correlation functional which uses an error function screened
Coulomb potential to calculate the exchange portion of the energy in order to improve computational
efficiency, especially for metallic systems [172]) including spin-orbit coupling (HSE+SOC). The
calculated bandstructures using HSE are shown in Figure 5.32 for NbGeSb (left) and NbSiSb (right).
NbGeSb shows two bands with linear dispersion (which continues up to 300 meV) that touch at
the Fermi energy along Γ-X without SOC, when SOC is included in the calculation a small gap
(∼25 meV) opens up at the Fermi level. NbSiSb shows a similar bandstructure with two bands having
a linear dispersion that touch just below the Fermi level along Γ-X without SOC, again when SOC is
included in the calculation a small gap (around 50 meV) opens up around 100 meV below the Fermi
level. Enforced Dirac nodes are circled, one at X and another at M. The enforced Dirac points are
present at all plotted values of kz, which results in nodal lines along the M–A and X–R lines in the
three-dimensional Brillouin zone, as in ZrSiS.
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Fig. 5.33 Calculated Fermi surface of NbGeSb using HSE06 with spin orbit coupling (SOC). Bands
62 and 66 are hole-like and band 64 is electron-like.
Figure 5.33 shows the calculated Fermi surface of NbGeSb using HSE06 + SOC with a colour scale
indicating the Fermi velocity. Three bands contribute to the Fermi surface two of which are hole-like
(bands 62 and 66) and one electron-like (band 64). The electron-like Fermi surface harbours the
suspected Dirac-like cones along Γ-X. There is also a cone-like feature on the four lobes of the
hole-like band 66 situated along Γ-M, this like much further away from the Fermi energy as seen in
the left panel of Figure 5.32. The other hole-like pocket is from band 62 and lies along Γ-Z.
Figure 5.34 shows the calculated Fermi surface of NbSiSb using HSE06 + SOC with a colour scale
indicating the Fermi velocity. As with NbGeSb, three bands contribute to the Fermi surface two of
which are hole-like (bands 62 and 66) and one electron like (band 64). The two Fermi surfaces appear
quite similar, the main difference between the two is that in NbSiSb the four lobes of band 66 (along
Γ-M) have joined to make a single surface. The Dirac-like points of band 64 seen in NbGeSb along
Γ-X are now much more rounded and further apart. The small hole pocket along Γ-Z is reduced in
size relative to NbGeSb.
In order to calculate the expected quantum oscillation spectra from the calculated Fermi surfaces, the
cross-sectional area perpendicular to the applied field needs to be calculated and then summed over
the Brillouin zone parallel to the field. This will allow the discovery of regions of the Fermi surface
that will produce quantum oscillations (extremal orbits) and was performed using SKEAF (Supercell
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Fig. 5.34 Calculated Fermi surface of NbSiSb using HSE06 with spin orbit coupling (SOC). Bands 62
and 66 are hole-like and band 64 is electron-like.
K-space Extremal Area Finder [81]). The resulting frequencies along with the experimental data for
NbGeSb and NbSiSb are displayed in Figures 5.35a and 5.35b respectively.
For the case of NbGeSb, a relatively good agreement between DFT calculations and experiment
is seen for the low frequency band (β = band 66) which follows the calculated band to φ = 35°,
however, above this magnetic field angle the data are too noisy to reliably track the frequency and
match to the calculation. The higher frequency band (γ = band 64) was not observed at all, and
the low frequency band attributed to α (= band 62) was barely visible and not over the whole
range of applied magnetic field angles. The missing high frequency band (γ) is likely not seen
due to the poor quality of the quantum oscillation data and (if real) is hidden in the noise and
would require higher quality single crystal samples, higher magnetic fields, or using a different
technique (such as dHvA) in order to be observed. The effective mass of the β frequency (band
66 - blue) is calculated to be 0.38 me, this matches well with the effective mass from the LK fit at
φ = 0° of 0.4 me. The calculated effective mass of the α frequency (band 62 - red) is calculated
to be 0.185 me at φ = 0°. It was not possible to compare this to the experiment at φ = 0°, or
indeed at any of the angles for which a mass study was performed as the noise was too great. At
φ = 0° the effective mass of band 64 (green) is calculated to be 0.8 me, it was not possible to compare
this to the experiment as over all φ this frequency was not observed.
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Fig. 5.35 Rotation study of the FFT frequencies from (a) NbGeSb sample 1908-122 and (b) NbSiSb
sample 1908-201, in the field range 11.5-17.5 T from H∥c to H∥a. Calculated quantum oscillation
frequencies from DFT calculations performed by Bo Peng have been included.
For the case of NbSiSb, the low lying frequency γ (green) appears to match reasonably well to the
calculated frequency from the hole-like band 62, both in frequency and in angular dependence. Band
66 appears to match relatively closely with the γ ′ frequency (purple) above φ = 50°, however, below
this the behaviour of the measured frequency and the calculation differs significantly. The higher
frequencies of band 64 (orange) and band 66 (purple) have not been observed, suggesting that the
model needs altering to match up with experiment. This could be due to some small oxygen doping in
NbSiSb which the EDX measurement seems to suggest, this can alter the level of the Fermi energy
and shift the bands, further DFT calculations can be performed to reflect this and matched to the
observed frequencies. The calculated effective mass of the γ frequency (band 62 - green) is 0.46 me,
this is around half of the measured effective mass from the LK fit at φ = 0° of 1.1 ± 0.1 me. The
effective mass of the β frequency (band 62) is calculated to be 0.511 me at φ = 0°, it was not possible
to compare this to the experiment as at at φ = 0° this frequency was not observed. At φ = 0° the
effective mass of band 64 is calculated to be 0.68 me, however, this frequency has not been observed
in experiment.
5.3.2 Magnetic breakdown in NbSiSb
There are many frequencies observed in NbSiSb which have been identified as either harmonics or
sums and differences of five or six fundamental frequencies. The origin of these frequencies will
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now be discussed. As mentioned in Section 2.2.6 there are two effects which can lead to multiples of
frequencies as well as combinations of frequencies, these are magnetic breakdown and the magnetic
interaction effect. The amplitude of MB orbits should be reduced by a factor:
RMB = exp
(−B
Bc
)
, (5.10)
where Bc is the MB field and is proportional to ∆k2, where ∆k is the energy gap between adjacent
pockets of the Fermi surface [25]. The existence of a MB field implies that below a certain field
range MB orbits should not occur. A comparison of the observed frequencies in Tables 5.6 and 5.7
suggest that MB orbits do occur in this material, with several breakdown orbits possibly visible even
at comparatively low fields (below 9 T). A full understanding of the origin of these peaks will require
revised DFT calculations as well as additional measurements and analysis going beyond the scope of
this initial investigation. To help distinguish between MB orbits and the MI effect, data from dHvA
measurements is needed. To model the expected amplitudes of combinations of frequencies due to the
MI, a combination of dHvA and SdH data can be used as in Section 2.2.6. The model can then be
used to confirm or rule out the MI effect, aided in refinements to DFT calculations. The estimated
quasiparticle effective masses of combinations of frequencies at high fields (such as γ + β , δ + β , etc)
can also help to disentangle the complicated FFT spectra.
5.3.3 Surface states in NbGeSb
Recent ARPES measurements performed on samples of as grown NbGeSb (the crystals were grown
by the author but do not form part of this work) have demonstrated topological surface states that
show Weyl-like character. The work of Markovic, K. Murphy et al. shows that two pairs of surface
states, which had been previously seen in ZrSiS [173], intersect each other near the Fermi level in
NbGeSb resulting in pronounced spin splittings [174]. The authors argue that mirror symmetry leads
to protected crossing points in the surface band structure, which stabilise surface state analogues of
three-dimensional Weyl points. This evidence of the topological nature of surface states in NbGeSb is
encouraging for further work on improving the quality of the quantum oscillation data.
5.4 Summary
The main objective of this experiment was to detect quantum oscillations in high quality single crystals
of NbGeSb and NbSiSb for the first time using the Shubnikov - de Haas effect. In this respect the
measurement has been a great success. The reason for performing this measurement was to look
for evidence of any topological nature in these materials. The development of the procedure for
producing the high quality crystals of NbXSb presented in this chapter has been an on-going process
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which has taken many years of trial and improvement. The first hints of quantum oscillations in the
magnetoresistance came in late 2018 after many, slowly improving, growth attempts which were
initially started in early 2016.
A detailed rotation study of the SdH quantum oscillations allowed us to track the SdH frequencies as
a function of applied magnetic field angle which were then compared to the SdH frequencies from
the band structure calculations. Much effort was put into carefully correcting the magnitude of the
applied magnetic field experienced by each sample due to the relative position and rotation of the
two samples measured. Estimates of the Berry phase have been extracted, both from Landau level
index fan diagrams and from full LK fits, both of which suggest a topological nature in NbGeSb
and possibly also in NbSiSb. The DFT calculation for NbGeSb match fairly well with the observed
SdH data, however, the higher predicted frequency from the electron-like band was not observed.
It is essential that effort is put into observing this frequency as this is thought to be the origin of
the Dirac-like linear dispersion predicted from band structure calculations. The DFT calculations
for NbSiSb do not resemble the observed SdH frequencies for the most part. Further work on these
calculations is needed, which will need to be guided by additional experiments discussed below.
5.4.1 Future work
NbGeSb: There are many interesting features of the data presented here on NbGeSb, most notably the
negative MR at low fields, the origins of which are as yet unaccounted for. In order to investigate this
phenomenon further, it would be useful to screen many more NbGeSb samples which have undergone
more annealing to improve the crystal quality. This was not possible due to the time constraints of
running the dilution refrigerator which can only measure so many samples at a time and usually runs
for months at a time. Further crystal growths of NbGeSb are planned with the aim of improving the
sample purity to allow a better quality of quantum oscillation data to be collected allowing a better
comparison to DFT calculations. Measuring the dHvA effect in NbGeSb at low field could also help
to rule out the nature of this feature, this much more sensitive technique would also allow us to detect
the missing high frequency predicted from band structure calculations.
NbSiSb: Work by Pezzini et al. on ZrSiS using a high magnetic field facility have shown an unusual
mass enhancement of quasiparticles in strong magnetic fields [142]. As NbSiSb has shown similar
features (such as a large non-saturating positive MR) high field measurements would prove useful for
further elucidating the nature of the quasiparticles. Measurements are planned at the High Magnetic
Field Lab (HMFL) in Nijmegen in early 2020 where the dHvA and the SdH effects will be probed
in fields up to 35 T. These measurements will also aid in the understanding of the large number of
frequencies observed in the initial SdH FFT spectra, allowing MB orbits to be identified and the MI to
be modelled.
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A careful Hall effect study for both materials would enable a better comparison of the measured
effective masses from quantum oscillation studies to the calculated effective masses from DFT
calculations. The results from a recent preliminary Hall study are presented in Appendix B.1.2.
CHAPTER 6
CONCLUSIONS
6.1 YFe2Ge2
Quantum oscillations have been measured using the de Haas - van Alphen effect in magnetic fields up
to 18 T. Comparing the rotational dependence of the observed frequencies to recent DFT calculations,
using an updated experimental Z-parameter for Ge, we have established that the Fermi surface
is consistent with the predicted 3D surface with four Fermi surface sheets. Measurements of the
quasiparticle masses were used to determine the mass enhancement between the band structure
calculated quasiparticle effective masses and those observed. We find that a mass enhancement of a
factor of ∼ 3-4 in the three hole sheets, which is inconsistent with the mass enhancement extracted
from heat capacity data which predicts an enhancement of a factor of six. We conclude that the missing
mass enhancement could come from the electron pocket of the Fermi surface, however preliminary
measurements that have been presented seem to suggest this is not the case. Alternatively, a field
induced suppression of the electron correlations lowers the mass enhancement in strong magnetic
fields, as evidenced by recent heat capacity measurements at 10 T.
6.1.1 Future work
We hope that with ongoing improvements in sample quality further quantum oscillation measurements
can be performed at higher fields at national facility such as the High Magnetic Field Laboratory in
Nijmegen, Netherlands. A proposal to perform these measurements has already been approved. The
access to higher fields will allow us to search for the missing/partially observed electron pocket and
pin down its mass enhancement with more confidence, it will also allow us to rule out any additional
Fermi surface sheets not predicted in the latest calculations, but which had been previously predicted.
Further specific heat measurements on the latest batch of samples in fields greater than 10 T would
allow the nature of the possible suppression of electronic correlations to be understood and provide
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further evidence that this is the source of the observed missing mass enhancement. Measurements
of quantum oscillations under applied pressure on the latest single crystal samples would allow the
predicted QCP to be probed experimentally as the effect of pressure moves YFe2Ge2 closer towards
the quantum critical region.
6.2 NbXSb
6.2.1 NbGeSb
Quantum oscillations have been measured using the Shubnikov - de Haas effect in magnetic fields
up to 18 T. Comparing the rotational dependence of the observed frequencies to recent DFT cal-
culations, using the experimental Z-parameters from recent single crystal XRD measurements, we
have established that the Fermi surface is consistent with the predicted 3D surface with three Fermi
surface sheets. Of the three predicted Fermi surface sheets, only one of the observed frequencies has
been matched well with the calculated frequency, the hole sheet from band 66. Measurements of
the quasiparticle masses were used to determine any possible mass enhancement between the band
structure calculated quasiparticle effective masses and those observed.
6.2.2 NbSiSb
Quantum oscillations have been measured using the Shubnikov - de Haas effect in magnetic fields up
to 18 T. Comparing the rotational dependence of the observed frequencies to recent DFT calculations,
using the experimental Z-parameters from recent single crystal XRD measurements, we have estab-
lished that the Fermi surface is not consistent with the predicted 3D surface with three Fermi surface
sheets. Of the three predicted Fermi surface sheets, only one of the observed frequencies has resembles
the calculated frequency, the hole sheet from band 62. Measurements of the quasiparticle masses
were used to determine the mass enhancement between the band structure calculated quasiparticle
effective masses and those observed.
6.2.3 Future work
The latest batch of high quality single crystals are due to be measured at the High Magnetic Field
Laboratory in Nijmegen, Netherlands where further quantum oscillation measurements can be per-
formed at higher fields. We will use this opportunity to measure the de Haas - van Alphen effect in
these samples and we hope that the increased sensitivity of this techniques, along with the access
to stronger magnetic fields (up to 35 T) will allow us to search for the missing Fermi surface sheets
that have been predicted in NbGeSb, and to help understand the complex FFT frequency spectrum in
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NbSiSb. It will also be interesting to see if the unusual negative magnetoresistance feature that has
been observed at low fields in NbGeSb has any signatures that show up in the magnetic susceptibility.
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APPENDIX A
APPENDIX
A.1 YFe2Ge2
A.1.1 Preliminary quantum oscillation measurements: TDO
Figure A.1 shows the first measured quantum oscillation signal in YFe2Ge2 using the tunnel diode
oscillator (TDO) technique at 150 mK using the Cambridge dilution refrigerator. The TDO setup and
signal optimisation were performed by Dr. Jordan Baglo. The data are quite noisy but the frequency
at 1.22 kT can clearly be observed.
This then motivated us to improve the quality of the data. Figure A.2 shows the same sample and
TDO coil after a large effort to improve the signal to noise, while the data is of better quality than
the initial measurement of Figure A.1, only the single frequency is observed. The TDO technique
will always dump heat into the sample as the tunnel diode is powered on, the lowest temperatures
we were able to reach were of the order of 150 mK with the tunnel diode powered on. This severely
limited the frequencies that we could observe in YFe2Ge2 as several heavy masses had been predicted
which would have been smeared out by the thermal damping factor. This prompted us to try the dHvA
technique and to focus our efforts on this, now that we had observed quantum oscillations in this new
batch of high quality single crystals.
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Fig. A.1 Preliminary TDO measurement of quantum oscillations in YFe2Ge2, at 150 mK - before
signal optimisation.
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Fig. A.2 Preliminary TDO measurement of quantum oscillations in YFe2Ge2, at 150 mK - after signal
optimisation.
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Fig. A.3 Preliminary dHvA measurement of quantum oscillations in YFe2Ge2, at 90 mK - after some
signal optimisation.
A.1.2 Preliminary quantum oscillation measurements: dHvA
Figure A.3 shows the first attempt at setting up a dHvA coil to measure quantum oscillations in
YFe2Ge2, the data are of a much higher quality than seen with the TDO technique and we were able
to obtain a lower temperature of 90 mK. From this initial measurement which was done at a fixed
angle of H∥c we were able to observe at least three frequencies, which later turned out to be the peaks
labelled δ , β and 2β . After this initial measurement, which was tagged onto a dilution fridge run as
an additional measurement, a dedicated full rotation experiment was set up which forms the majority
of this thesis. A lot more time was invested into the set up of the dHvA coils and their optimisation.
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Fig. A.4 Full dHvA rotation measurement from both samples JC1904-08 and JT1902-06.
ZS = Zeeman splitting, suspected peaks resulting from spin splitting have been coloured to match the
peak it is thought they originate from. Peaks of unknown origin have been coloured orange and are
from sample JT1902-06 (solid squares) and sample JC1904-08 (open squares).
A.1.3 Full rotation study
Figure A.4 shows the full rotation study from both measured dHvA samples in which spurious peaks
have not been removed.
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B.1 NbXSb
B.1.1 Fitting of Gaussian peaks to quantum oscillation FFT spectra
In order to separate the many closely spaced peaks present in the quantum oscillation data, specif-
ically in NbSiSb, a multi-peak Gaussian analysis techniques was employed. Figure B.1 shows a
representative example of four closely spaced peaks present in NbSiSb at 55 mK at an angle of
φ = 30.1°. The measured FFT spectra (solid black line) is reproduced from a combination of two fits
(dashed dark/light blue lines). This first fit of two peaks is achieved via the addition of the amplitudes
from f1 (dashed red line) and f2 (dashed green line) resulting in the dashed dark blue line. The
second fit of three peaks is achieved via the addition of the amplitudes from f3 (dashed red line),
f4 (dashed green line) and f5 (dashed dark blue line) resulting in the dashed light blue line. This
method was particularly necessary when estimating the effective quasiparticle masses using the
quantum oscillation amplitudes.
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Equation y = y0 + A/(w*sqrt(pi/(4*ln(2)))) * exp(-4*ln(2)*(x-xc)^2/w^2)
Plot B
y0 7.62662E-11 ± 6.81843E-12
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A 4.50622E-9 ± 3.62044E-10
w 25.47922 ± 1.23327
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NbSiSb 1908-201
55 mK
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f3 = (294.48 ± 0.08) T
f4 = (315.13 ± 0.08) T
f5 = (342.1 ± 0.1) T
Fig. B.1 Resolving several closely space frequencies in the SdH spectra of NbSiSb using Gaussian
fits.
B.1.2 Preliminary Hall data
To determine the nature of the charge carriers in NbXSb, a preliminary Hall effect measurement has
very recently been performed on both NbGeSb and NbSiSb. Due to time constraints only a limited
analysis has been performed. In NbGeSb at 300 K the Hall resistivity is found to be almost linear
with field and positive, this behaviour persists down to the lowest measured temperature of 2.8 K, as
shown in Figure B.2a. This behaviour indicates holes as the majority carrier. For NbSiSb at 300 K the
Hall resistivity is found to be almost linear with field and also positive, this behaviour persists down
to 200 K as shown in Figure B.2b. With decreasing temperature, the Hall resistivity starts to develop
a sublinear character and at around 80 K the slope becomes negative at the highest fields. At even
lower temperatures, this trend becomes more pronounced and at the lowest temperature (0.62 K) the
Hall resistivity becomes negative for fields above 8 T. This suggests that there is more than one type
of charge carrier present in NbSiSb.
The mobility can be extracted from the measured Hall resistivity and is shown in Figure B.3 for
NbGeSb and NbSiSb. The mobility increases with decreasing temperature for both NbGeSb and
NbSiSb reaching values similar to those seen in ZrSiS at low temperatures. Below 2.5 K there is a
turnaround in the mobility of NbSiSb which is likely due to the nature of the fit used, a 2-band model
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Fig. B.2 Hall resistivity of (a) NbGeSb sample 1908-131 (400°C anneal, 2 weeks), and (b) NbSiSb
sample 1908-207 (400°C anneal, 2 weeks). Field sweeps were performed at several temperatures in
the range 0.7 - 300 K using a QD PPMS 3He option from at a sweep rate of 0.24 T/min.
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Fig. B.3 Carrier mobility, µ , as a function of temperature of (a) NbGeSb sample 1908-131 (400°C
anneal, 2 weeks), and (b) NbSiSb sample 1908-207 (400°C anneal, 2 weeks).
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Fig. B.4 Data from HFML: (a) NbGeSb sample 1908-142 (as grown), colourmap showing the quantum
oscillation spectra as a function of applied magnetic field angle (b) Mass study from HFML.
fit is needed to get a better estimate of the carrier mobilities as it is thought there is more than one
type of carrier.
B.1.3 HFML data, March 2020
In early March 2020 samples of NbGeSb were taken to the high magnetic field lab (HFML) in
Nijmegen and measured using the piezoresistive torque cantilever method in magnetic fields up to
33 T. A summary of the results are presented in Figure B.4. The data matches very well with the
predicted frequency dependence from DFT calculations. We were now able to observe all three
predicted frequencies and map their frequency response as a function of applied magnetic field angle.
The predicted effective masses also agree well with the DFT predictions. There are, however, two
addition frequencies observed which we assume to be due to magnetic breakdown orbits in NbGeSb,
labelled δ and ε .
