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THE QUADRATIC FORM IN 9 PRIME VARIABLES
LILU ZHAO
Abstract. Let f(x1, . . . , xn) be a regular indefinite integral quadratic form with
n > 9, and let t be an integer. It is established that f(x1, . . . , xn) = t has solutions
in prime variables if there are no local obstructions.
1. Introduction
Let A = (ai,j)16i,j6n a symmetric integral matrix with n > 4. In other words,
A =


a1,1 · · · a1,n
... · · ·
...
an,1 · · · an,n

 (1.1)
with ai,j = aj,i ∈ Z for all 1 6 i < j 6 n. Let f(x1, . . . , xn) be the quadratic form
defined as
f(x1, . . . , xn) =
n∑
i=1
n∑
j=1
ai,jxixj. (1.2)
Let t be an integer. For indefinite integral quadratic forms, the Hasse principle
asserts that f(x1, . . . , xn) = t has integer solutions if and only if f(x1, . . . , xn) = t
has local solutions.
In this paper, we consider the equation f(x1, . . . , xn) = t, where x1, . . . , xn are
prime variables. It is expected that f(x1, . . . , xn) = t has solutions with x1, . . . , xn
primes if there are suitable local solutions. A classical theorem of Hua [8] deals with
diagonal quadratic forms in 5 prime variables. In particular, all sufficiently large
integers, congruent to 5 modulo 24, can be represented as a sum of five squares of
primes. Recently, Liu [10] handled a wide class of quadratic forms f with 10 or
more prime variables. The general quadratic form in prime variables (or in dense
sets) was recently investigated by Cook [4], and by Keil [9]. In particular, the work
of Keil [9] handled all regular quadratic forms in 17 or more variables. It involves
only five primes variables for diagonal quadratic equation due to the effective mean
value theorem. This is similar to the problem concerning diophantine equations for
cubic forms. The works of Baker [1], Vaughan [12, 13] and Wooley [14, 15] can
deal with the diagonal cubic equation with 7 variables. However, more variables are
involved for general cubic forms. One can refer to the works of Heath-Brown [5, 6]
and Hooley [7] for general cubic forms.
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The purpose of this paper is to investigate general regular quadratic forms in 9
or more prime variables. We define
Nf,t(X) =
∑
16x1,...,xn6X
f(x1,...,xn)=t
n∏
j=1
Λ(xj),
where Λ(·) is the von Mangoldt function. Our main result is the following.
Theorem 1.1. Let f(x1, . . . , xn) be a quadratic form given by (1.2), and let t ∈ Z.
Let S(f, t) and If,t(X) be defined in (3.3) and (3.5), respectively. Suppose that
rank(A) > 9, and K is an arbitrary large real number. Then we have
Nf,t(X) = S(f, t)If,t(X) +O(X
n−2 log−K X), (1.3)
where the implied constant depends on f and K.
We write Vf,t for the affine quadric
{(x1, . . . , xn)
T ∈ Zn : f(x1, . . . , xn) = t}.
For a set S, we define
Vf,t(S) = {(x1, . . . , xn)
T ∈ Sn : f(x1, . . . , xn) = t}.
Denote by P the set of all prime numbers. For a prime p ∈ P, we use Zp to denote
the ring of p-adic integers. Let
V 0f,t(Zp) = {(x1, . . . , xn)
T ∈ Vf,t(Zp) : x1 · · · xn ≡ 0(mod p)}.
We say there are no local obstructions for V if for any p ∈ P one has
Vf,t(Zp) = V
0
f,t(Zp).
The general local to global conjecture of Bourgain-Gamburd-Sarnak [2] asserts that
Vf,t(P) is Zariski dense in Vf,t if and only if there are no local obstructions for Vf,t.
Theorem 1.1 of Liu [10] verified this conjecture for a wide class of regular indefinite
integral quadratic forms with 10 or more variables. Theorem 1.1 has the following
corollary, which improves upon Theorem 1.1 of Liu [10].
Corollary 1.1. Let f(x1, . . . , xn) be a regular indefinite integral quadratic form with
n > 9, and let t ∈ Z. Then Vf,t(P) is Zariski dense in Vf,t if and only if there are
no local obstructions.
Corollary 1.1 covers all regular indefinite integral quadratic forms in 9 prime
variables. The O-constant in the asymptotic formula (1.3) is independent of t.
Therefore, Theorem 1.1 implies the following result.
Corollary 1.2. Let f(x1, . . . , xn) be a positive definite integral quadratic form with
n > 9. Then there exist r, q ∈ N so that all sufficiently large natural numbers N ,
congruent to r modulo q, can be represented as N = f(p1, . . . , pn), where p1, . . . , pn
are prime numbers.
The method in this paper can be also applied to refine Theorem 1.1 of Keil [9].
In particular, one can obtain a variant of Theorem 1.1 of Keil [9] for a wide class of
quadratic forms in 9 variables.
32. Notations
As usual, we write e(z) for e2πiz . Throughout we assume that X is sufficiently
large. Let L = logX. We use≪ and≫ to denote Vinogradov’s well-known notation,
while the implied constants may depend on the form f . Denote by φ(q) the Euler
function.
For a set S, we denote by
Sn = {(x1, . . . , xn)
T : x1, . . . , xn ∈ S}. (2.1)
We introduce the notations for the set of m by n matrices
Mm,n(S) =
{
(ai,j)16i6m, 16j6n : ai,j ∈ S
}
(2.2)
and the set of invertible matrices of order n
GLn(S) =
{
B ∈Mn,n(S) : B is invertible
}
, (2.3)
respectively. We define the off-diagonal rank of A as
rankoff(A) = max{r : r ∈ R}, (2.4)
where
R =
{
rank(B) : B = (aik,jl)16k,l6r with {i1, . . . , ir} ∩ {j1, · · · , jr} = ∅.
}
.
In other words, rankoff(A) is the maximal rank of a submatrix in A, which does not
contain any diagonal entries. For x = (x1, . . . , xn)
T ∈ Nn, we write
Λ(x) = Λ(x1) · · ·Λ(xn).
For x = (x1, . . . , xn)
T ∈ Zn, we also use the notation A(x) to indicate that the
argument A(xj) holds for all 1 6 j 6 s. The meaning will be clear from the text.
For example, we use 1 6 x 6 X and |x| 6 X to denote 1 6 xj 6 X for 1 6 j 6 n
and |xj| 6 X for 1 6 j 6 n, respectively.
In order to apply the circle method, we introduce the exponential sum
S(α) =
∑
16x6X
Λ(x)e
(
αxTAx
)
, (2.5)
where A is defined in (1.1). We define
M(Q) =
⋃
16q6Q
⋃
16a6q
(a,q)=1
M(q, a;Q), (2.6)
where
M(q, a;Q) =
{
α :
∣∣α− a
q
∣∣ 6 Q
qX2
}
.
The intervals M(q, a;Q) are pairwise disjoint for 1 6 a 6 q 6 Q and (a, q) = 1
provided that Q 6 X/2. For Q 6 X/2, we set
m(Q) =M(2Q) \M(Q). (2.7)
Now we introduce the major arcs defined as
M =M(P ) with P = LK , (2.8)
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where K is a sufficiently large constant throughout this paper. Then we define the
minor arcs as
m = [X−1, 1 +X−1] \M. (2.9)
3. The contribution from the major arcs
For q ∈ N and (a, q) = 1, we define
C(q, a) =
∑
h∈Nn
16h6q
(h,q)=1
e
(
hTAh
a
q
)
, (3.1)
where A is given by (1.1). Let
B(q) =
1
φn(q)
∑
16a6q
(a,q)=1
C(q, a)e
(
−
at
q
)
. (3.2)
Concerning B(q), we have the following two conclusions.
Lemma 3.1. The arithmetic function B(q) is multiplicative.
Lemma 3.2. Let B(q) be defined as (3.2). If rank(A) > 5, then we have
B(q)≪A,ε q
−3/2+ε.
Now we introduce the singular series S(f, t) defined as
S(f, t) =
∞∑
q=1
B(q), (3.3)
where B(q) is given by (3.2). From Lemmas 3.1 and 3.2, we conclude the following
result.
Lemma 3.3. Suppose that rank(A) > 5. Then the singular series S(f, t) is abso-
lutely convergent, and
S(f, t) =
∏
p∈P
χp(f, t),
where the local densities χp(f, t) are defined as
χp(f, t) = 1 +
∞∑
m=1
B(pm).
Moreover, if there are no local obstructions, then one has
S(f, t)≫ 1.
We define
I(β) =
∫
[1,X]n
e
(
βxTAx
)
dx. (3.4)
5Since I(β)≪ Xn(1 +X2|β|)−2 for rank(A) > 4, we introduce the singular integral
If,t(X) =
∫ ∞
−∞
I(β)e(−tβ)dβ, (3.5)
where f(x) = xTAx.
Lemma 3.4. Let t ∈ Z, and let
S(α) =
∑
16x6X
Λ(x)e
(
αxTAx
)
,
where A ∈Mn,n(Z) is a symmetric matrix with rank(A) > 5. Then one has∫
M
S(α)e(−tα)dα =S(f, t)If,t(X) +O(X
n−2L−K/4). (3.6)
Proof. We write f(x) for xTAx. By the definition of M, one has∫
M
S(α)e(−tα)dα
=
∑
q6P
∑
16a6q
(a,q)=1
∫
|β|6 P
qX2
∑
16x6X
Λ(x)e
(
f(x)(
a
q
+ β)
)
e
(
− t(
a
q
+ β)
)
dβ. (3.7)
We introduce the congruence condition to deduce that∑
16x6X
Λ(x)e
(
f(x)(
a
q
+ β)
)
=
∑
16h6q
e
(
f(h)
a
q
) ∑
16x6X
x≡h(mod q)
Λ(x)e
(
f(x)β
)
=
∑
16h6q
(h,q)=1
e
(
f(h)
a
q
) ∑
16x6X
x≡h(mod q)
Λ(x)e
(
f(x)β
)
+O(Xn−1L2P ).
Since q 6 P = LK , the Siegel-Walfisz theorem together with integration by parts
will imply for (h, q) = 1 that
∑
16x6X
x≡h(mod q)
Λ(x)e
(
f(x)β
)
=
1
φn(q)
∫
[1,X]n
e
(
f(x)β
)
dx+O(XnL−100K)
=
1
φn(q)
I(β) +O(XnL−100K).
It follows from above∑
16x6X
Λ(x)e
(
f(x)(
a
q
+ β)
)
=
C(q, a)
φn(q)
I(β) +O(XnL−10K). (3.8)
By putting (3.8) into (3.7), we obtain∫
M
S(α)e(−tα)dα =
∑
q6P
B(q)
∫
|β|6 P
qX2
I(β)e(−tβ)dβ +O(XnL−K). (3.9)
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It follows from I(β)≪ Xn(1 +X2|β|)−2 that
If,t(X)≪ X
n−2 (3.10)
and ∫
|β|6 P
qX2
I(β)e(−tβ)dβ = If,t(X) +O(qX
n−2P−1). (3.11)
Combining (3.9), (3.10), (3.11) together with Lemma 3.2, we conclude∫
M
S(α)e(−tα)dα =S(f, t)If,t(X) +O(X
n−2L−K/4).
The proof of Lemma 3.4 is completed. 
4. Estimates for exponential sums
Lemma 4.1. Let {ξz} be a sequence satisfying |ξz| 6 1. Then one has∑
|y|≪X
∣∣∣ ∑
|z|≪X
ξze(αyz)
∣∣∣2 ≪ X ∑
|x|≪X
min{X, ‖xα‖−1}.
Proof. We expand the square to deduce that∑
|y|≪X
∣∣∣ ∑
|z|≪X
ξze(αyz)
∣∣∣2 = ∑
|z1|≪X
∑
|z2|≪X
ξz1ξz2
∑
|y|≪X
e
(
αy(z1 − z2)
)
6
∑
|z1|≪X
∑
|z2|≪X
∣∣∣ ∑
|y|≪X
e
(
αy(z1 − z2)
)∣∣∣.
By changing variables, one can obtain∑
|y|≪X
∣∣∣ ∑
|z|≪X
ξze(αyz)
∣∣∣2 ≪ ∑
|z|≪X
∑
|x|≪X
∣∣∣ ∑
|y|≪X
e
(
αyx
)∣∣∣
≪X
∑
|x|≪X
∣∣∣ ∑
|y|≪X
e
(
αyx
)∣∣∣
≪X
∑
|x|≪X
min{X, ‖xα‖−1}.
We complete the proof. 
Lemma 4.2. For α ∈ m(Q), one has∑
|x|≪X
min{X, ‖xα‖−1} ≪ LQ−1X2.
Proof. For α ∈ m(Q), there exist a and q such that 1 6 a 6 q 6 2Q, (a, q) = 1
and |α − a/q| 6 2Q(qX2)−1. By a variant of Lemma 2.2 of Vaughan [11] (see also
Exercise 2 in Chapter 2 [11]), one has
∑
|x|≪X
min{X, ‖xα‖−1} ≪ LX2
( 1
q(1 +X2|β|)
+
1
X
+
q(1 +X2|β|)
X2
)
.
7Since α ∈ m(Q), one has either q > Q or |α − a/q| > Q(qX2)−1. Then the desired
estimate follows immediately. 
Lemma 4.3. Let α ∈ m and β ∈ R. For d ∈ Q, we define
f(α, β) =
∑
16x6X
Λ(x)e(αdx2 + xβ). (4.1)
If d 6= 0, then one has
f(α, β)≪ XL−K/5,
where the implied constant depends only on d and K.
Proof. The method used to handle
∑
16x6X Λ(x)e(αx
2) can be modified to establish
the desired conclusion. We only explain that the implied constant is independent of
β. By Vaughan’s identity, we essentially consider two types of exponential sums∑
y
ηy
∑
x
e(αdx2y2 + xyβ) (4.2)
and ∑
x
∑
y
ξxηye(αdx
2y2 + xyβ). (4.3)
By Cauchy’s inequality, to handle the summation (4.3), it suffices to deal with∑
y1
∑
y2
ηy1ηy2
∑
x
e
(
αdx2(y21 − y
2
2) + x(y1 − y2)β
)
.
One can apply the differencing argument to the summation of the type
∑
x e(α
′x2+
xβ′) as follows
∣∣∣∑
x
e(α′x2 + xβ′)
∣∣∣2 =∑
x1
∑
x2
e
(
α′(x21 − x
2
2) + (x1 − x2)β
′
)
=
∑
h
∑
x
e(2α′hx+ hβ′) 6
∑
h
∣∣∣∑
x
e(2α′hx)
∣∣∣.
This leads to the fact that the estimate (4.1) is uniformly for β. 
Lemma 4.4. Let α ∈ m(Q). Suppose that A is in the form
A =

A1 B 0BT A2 C
0 CT A3

 , (4.4)
where rank(B) > 3 and rank(C) > 2. Then we have
S(α)≪ XnQ−5/2Ln+5/2. (4.5)
Remark. In view of the proof, the estimate (4.5) still holds provided that rank(B)+
rank(C) > 5.
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Proof. In view of (4.4), we can write S(α) in the form
S(α) =
∑
16x6X
16y6X
16z6X
Λ(x)Λ(y)Λ(z)e
(
α
(
xTA1x+ 2x
TBy + yTA2y + 2y
TCz+ zTA3z
))
,
where x ∈ Nr, y ∈ Ns and z ∈ Nt. Then we have
S(α) 6 Ls
∑
16y6X
∣∣∣ ∑
16x6X
Λ(x)e
(
α
(
xTA1x+ 2x
TBy
))∣∣∣
×
∣∣∣ ∑
16z6X
Λ(z)e
(
α
(
2yTCz+ zTA3z
))∣∣∣.
By Cauchy’s inequality, we obtain
S(α) 6Ls
( ∑
16y6X
∣∣∣ ∑
16x6X
Λ(x)e
(
α(xTA1x+ 2x
TBy)
)∣∣∣2)1/2
×
( ∑
16y6X
∣∣∣ ∑
16z6X
Λ(z)e
(
α(2yTCz+ zTA3z)
)∣∣∣2)1/2. (4.6)
We deduce by opening the square that
∑
16y6X
∣∣∣ ∑
16x6X
Λ(x)e
(
α(xTA1x+ 2x
TBy)
)∣∣∣2
=
∑
16x16X
∑
16x26X
ξ(x1,x2)
∑
16y6X
e
(
2α(x1 − x2)
TBy)
)
=
∑
|h|6X
∑
16x6X
16x+h6X
ξ(x+ h,x)
∑
16y6X
e
(
2α(hTBy)
)
6XrL2r
∑
|h|6X
∣∣∣ ∑
16y6X
e
(
2α(hTBy)
)∣∣∣,
where ξ(x1,x2) is defined as
ξ(x1,x2) = Λ(x1)Λ(x2)e
(
α(xT1 A1x1 − x
T
2A1x2)
)
.
We write
B =


b1,1 · · · b1,s
... · · ·
...
br,1 · · · br,s

 .
Since rank(B) > 3, without loss of generality, we assume that rank(B0) = 3, where
B0 = (bi,j)16i,j63. Let B
′ = (bi,j)46i6r,16j63. Then one has∑
|h|6X
∣∣∣ ∑
16y6X
e
(
2hTByα
)∣∣∣ 6 Xs−3 ∑
|h4|,...,|hr|6X
∑
|h|6X
∣∣∣ ∑
16y6X
e
(
2α(hTB0 + k
T )y
)∣∣∣,
9where kT = (h4, . . . , hr)
TB′. By changing variables xT = 2(hTB0 + k
T ), we obtain∑
|h|6X
∣∣∣ ∑
16y6X
e
(
2hTByα
)∣∣∣ 6Xs−3 ∑
|h4|,...,|hr|6X
∑
|x|≪X
∣∣∣ ∑
16y6X
e
(
α(xTy)
)∣∣∣
≪Xr+s−6
∑
|x|≪X
∣∣∣ ∑
16y6X
e
(
α(xTy)
)∣∣∣.
We apply Lemma 4.2 to conclude that∑
|h|6X
∣∣∣ ∑
16y6X
e
(
2hTByα
)∣∣∣≪Xr+sQ−3L3,
and therefore,
∑
16y6X
∣∣∣ ∑
16x6X
Λ(x)e
(
α(xTA1x+ 2x
TBy)
)∣∣∣2 ≪X2r+sQ−3L2r+3. (4.7)
Similar to (4.7), we can prove
∑
16y6X
∣∣∣ ∑
16z6X
Λ(z)e
(
α(2yTCz+ zTA3z)
)∣∣∣2 ≪X2t+sQ−2L2t+2. (4.8)
The proof is completed by invoking (4.6), (4.7) and (4.8). 
Lemma 4.5. Suppose that A is in the form (4.4) with rank(B) > 3 and rank(C) > 2.
Then we have ∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/3.
Proof. By Dirichlet’s approximation theorem, for any α ∈ [X−1, 1 + X−1], there
exist a and q with 1 6 a 6 q 6 X and (a, q) = 1 such that |α − a/q| 6 (qX)−1.
Thus the desired conclusion follows from Lemma 4.4 by the dyadic argument. 
5. Quadratic forms with off-diagonal rank 6 3
Proposition 5.1. Let A be given by (1.1), and let S(α) be defined in (2.5). Suppose
that rank(A) > 9 and rankoff(A) 6 3. Then we have∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6,
where the implied constant depends on A and K.
Fron now on, we assume throughout Section 5 that rank(A) > 9 and
rankoff(A) = rank(B) = 3, (5.1)
where
B =

a1,4 a1,5 a1,6a2,4 a2,5 a2,6
a3,4 a3,5 a3,6

 . (5.2)
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Then we introduce B1, B2, B3 ∈M3,n−5(Z) defined as
B1 =

a1,5 a1,6 a1,7 a1,8 · · · a1,na2,5 a2,6 a2,7 a2,8 · · · a2,n
a3,5 a3,6 a3,7 a3,8 · · · a3,n

 , (5.3)
B2 =

a1,4 a1,6 a1,7 a1,8 · · · a1,na2,4 a2,6 a2,7 a2,8 · · · a2,n
a3,4 a3,6 a3,7 a3,8 · · · a3,n

 , (5.4)
and
B3 =

a1,4 a1,5 a1,7 a1,8 · · · a1,na2,4 a2,5 a2,7 a2,8 · · · a2,n
a3,4 a3,5 a3,7 a3,8 · · · a3,n

 . (5.5)
Subject to the assumption (5.1), we have the following.
Lemma 5.1. If rank(B1) = rank(B2) = rank(B3) = 2, then one has∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
Lemma 5.2. If rank(B1) = rank(B2) and rank(B3) = 3, then one has∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
Lemma 5.3. If rank(B1) = 2 and rank(B2) = rank(B3) = 3, then one has∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
Lemma 5.4. If rank(B1) = rank(B2) = rank(B3) = 3, then one has∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
Remark for the Proof of Proposition 5.1. If rankoff(A) = 0, then A is a diagonal
matrix and the conclusion is classical. When rankoff(A) = 3, our conclusion follows
from Lemmas 5.1-5.4 immediately. The method applied to establish Lemmas 5.1-
5.4 can be also used to deal with the case 1 6 rankoff(A) 6 2. Indeed, the proof of
Proposition 5.1 under the condition 1 6 rankoff(A) 6 2 is easier, and we omit the
details. Therefore, our main task is to establish Lemmas 5.1-5.4.
Lemma 5.5. Let C ∈ Mn,n(Q) be a symmetric matrix, and let H ∈ Mn,k(Q). For
α ∈ R and β ∈ Rk, we define
F(α, β) =
∑
x∈X
w(x)e(αxTCx+ xTHβ),
where X ⊂ Zn is a finite subset of Zn. Then we have∫
[0,1]k+1
∣∣∣F(α, β)∣∣∣2dαdβ ≪ N (F),
11
where N (F) is given by the following
N (F) =
∑
x∈X ,y∈X
xTCx=yTCy
xTH=yTH
w(x)w(y).
Proof. We can choose a natural number h ∈ N such that hC ∈ Mn,n(Z) and hH ∈
Mn,k(Z). Then we deduce that∫
[0,1]k+1
∣∣F(α, β)∣∣2dαdβ
6
∫
[0,h]k+1
∣∣∣ ∑
x∈X
w(x)e
(
h−1αxT (hC)x+ xT (hH)(h−1β)
)∣∣∣2dαdβ
=hk+1
∫
[0,1]k+1
∣∣∣ ∑
x∈X
w(x)e
(
αxT (hC)x+ xT (hH)β
)∣∣∣2dαdβ.
By orthogonality, we have∫
[0,1]k+1
∣∣∣ ∑
x∈X
w(x)e
(
αxT (hC)x+ xT (hH)β
)∣∣∣2dαdβ
=
∑
x∈X , y∈X
xT (hC)x=yT (hC)y
xT (hH)=yT (hH)
w(x)w(y) = N (F).
Therefore, one obtains have∫
[0,1]k+1
∣∣∣F(α, β)∣∣∣2dαdβ 6 hk+1N (F),
and this completes the proof. 
Lemma 5.6. Let C ∈ Mn,n(Q) be a symmetric matrix, and let H ∈ Mn,k(Q). We
have
N1 6 N2,
where
N1 =
∑
|x|≪X, |y|≪X
xTCx=yTCy
xTH=yTH
1 and N2 =
∑
|x|≪X, |y|≪X
xTCy=0
xTH=0
1.
Proof. By changing variables x−y = h and x+y = z, the desired conclusion follows
immediately. 
The following result is well-known.
Lemma 5.7. Let C ∈Mk,m(Q). If rank(C) > 2, then one has∑
|x|≪X, |y|≪X
xTCy=0
1≪ Xk+m−2L,
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where the implied constant depends on the matrix C.
5.1. Proof of Lemma 5.1.
Lemma 5.8. If rank(B1) = rank(B2) = rank(B3) = 2, then we can write A in the
form
A =

A1 B 0BT A2 C
0 CT D

 , (5.6)
where B ∈ GL3(Z), C ∈ M3,n−6(Z) and D = diag{d1, . . . , dn−6} is a diagonal
matrix.
Proof. We write for 1 6 j 6 n− 3 that
γj =

a1, 3+ja2, 3+j
a3, 3+j

 . (5.7)
Since B = (γ1, γ2, γ3) ∈ GL3(Z), γ1, γ2 and γ3 are linearly independent. For any
4 6 j 6 n − 3, one has rank(γ2, γ3, γj) 6 rank(B1) = 2. Therefore, we obtain
γj ∈< γ2, γ3 >. Similarly, one has γj ∈< γ1, γ2 > and γj ∈< γ1, γ2 >. Then we can
conclude that γj = 0 for 4 6 j 6 n− 3.
For 7 6 i < j 6 n. we write
Bi,j =


a1,4 a1,5 a1,6 a1,j
a2,4 a2,5 a2,6 a2,j
a3,4 a3,5 a3,6 a3,j
ai,4 ai,5 ai,6 ai,j

 =


ηT1
ηT2
ηT3
ηT4

 .
Since 3 6 rank(Bi,j) 6 rankoff(A) = 3, we conclude that η
T
4 can be linearly repre-
sented by ηT1 , η
T
2 and η
T
3 . Then we obtain ai,j = 0 due to a1,j = a2,j = a3,j = 0.
Therefore, the matrix A is in the form (5.6). We complete the proof. 
Proof of Lemma 5.1. By Lemma 5.8, we have
S(α) =
∑
x∈N3
16x6X
∑
y∈N3
16y6X
∑
z∈Nn−6
16z6X
e
(
α(xTA1x+ 2x
TBy+ yTA2y+ 2z
TCTy + zTDz)
)
× Λ(x)Λ(y)Λ(z).
By orthogonality, we have
S(α) =
∫
[0,1]3
∑
w∈Z3
|w|≪X
∑
x∈N3
16x6X
∑
y∈N3
16y6X
∑
z∈Nn−6
16z6X
e
(
α(xTA1x+w
Ty + zTDz)
)
× e
(
(2xTB + yTA2 + 2z
TCT −wT )β
)
Λ(x)Λ(y)Λ(z)dβ,
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where β = (β1, β2, β3)
T and we use dβ to denote dβ1dβ2dβ3. We define
F(α,β) =
∑
x∈N3
16x6X
e
(
αxTA1x+ 2x
TBβ
)
Λ(x),
and
fj(α,β) =
∑
16z6X
e
(
αdjz
2 + 2zξTj β
)
Λ(z),
where ξj = (a4,6+j , a5,6+j , a6,6+j)
T for 1 6 j 6 n − 6. On writing I3 = (e1, e2, e3),
we introduce
Hj(α,β) =
∑
|w|≪X
∑
16y6X
e
(
αwy + yγTj β −we
T
j β
)
Λ(y),
where γTj = (a3+j,4, a3+j,5, a3+j,6) for 1 6 j 6 3. We conclude from above∫
m
∣∣S(α)∣∣dα 6
∫
m
∫
[0,1]3
∣∣∣F(α,β)H1(α,β)H2(α,β)H3(α,β)
n−6∏
j=1
fj(α,β)
∣∣∣dβdα.
(5.8)
We first consider the case rank(D) > 3. Without loss of generality, we assume
d1d2d3 6= 0. By (5.8) and the Cauchy-Schwarz inequality, one has∫
m
∣∣S(α)∣∣dα 6 I1/21 I1/22 sup
α∈m
β∈[0,1]3
∣∣∣
n−6∏
j=3
fj(α,β)
∣∣∣, (5.9)
where
I1 =
∫
[0,1]4
∣∣∣F(α,β)f1(α,β)f2(α,β)
∣∣∣2dβdα (5.10)
and
I2 =
∫
[0,1]4
∣∣∣H1(α,β)H2(α,β)H3(α,β)
∣∣∣2dβdα. (5.11)
By Lemmas 5.5 and 5.6, one has
I1 ≪ L
10
∑
|x|,|x′|,|z1|,|z′1|,|z2|,|z
′
2|≪X
xTA1x+d1z21+d2z
2
2=x
′TA1x′+d1z′21 +d2z
′2
2
xTB+z1γT1 +z2γ
T
2 =x
′TB+z′1γ
T
1 +z
′
2γ
T
2
1
≪ L10
∑
|x|,|x′|,|z1|,|z′1|,|z2|,|z
′
2
|≪X
xTA1x′+d1z1z′1+d2z2z
′
2
=0
xTB+z1γT1 +z2γ
T
2 =0
1.
Since B is invertible, we obtain
I1 ≪ L
10
∑
|x′|,|z1|,|z′1|,|z2|,|z
′
2|≪X
(z1γT1 +z2γ
T
2 )B
−1A1x′+d1z1z′1+d2z2z
′
2=0
1.
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Then we conclude from Lemma 5.7 that
I1 ≪ X
5L11. (5.12)
Similar to (5.12), one can deduce from Lemmas 5.5-5.7,
I2 ≪ X
7L7. (5.13)
Since d3 6= 0, we obtain by Lemma 4.3
sup
α∈m
β∈[0,1]3
∣∣∣f3(α,β)
∣∣∣≪ XL−K/5,
and thereby
sup
α∈m
β∈[0,1]3
∣∣∣
n−6∏
j=3
fj(α,β)
∣∣∣≪ Xn−8L−K/5. (5.14)
Now we conclude from (5.9), (5.12), (5.13) and (5.14) that∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
Next we consider the case 1 6 rank(D) 6 2. Without loss of generality, we
suppose that d1 6= 0 and dk = 0 for 3 6 k 6 n. Since rank(A) > 9, there exists k
with 3 6 k 6 n−6 such that ξk 6= 0 ∈ Z
3. Then we can find i, j with 1 6 i < j 6 3 so
that rank(ei, ej , ξk) = 3. Without loss of generality, we can assume that i = 1, j = 2
and k = 3. One has∫
m
∣∣S(α)∣∣dα 6 sup
α∈m
β∈[0,1]3
∣∣∣∏
j 6=3
fj(α,β)
∣∣∣(
∫
[0,1]4
∣∣∣F(α,β)H3(α,β)
∣∣∣2dβdα)1/2
×
(∫
[0,1]4
∣∣∣H1(α,β)H2(α,β)f3(α,β)
∣∣∣2dβdα)1/2.
Then we can apply Lemmas 5.5-5.7 to deduce∫
[0,1]4
∣∣∣F(α,β)H3(α,β)
∣∣∣2dβdα≪ X5L9
and ∫
[0,1]4
∣∣∣H1(α,β)H2(α,β)f3(α,β)
∣∣∣2dβdα≪ X5L7.
It follows from Lemma 4.3 that
sup
α∈m
β∈[0,1]3
∣∣∣∏
j 6=3
fj(α,β)
∣∣∣≪ Xn−7L−K/5.
Then we obtain from above again∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
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Now it suffices to assume D = 0. Then the matrix A is in the form
A =

A1 B 0BT A2 C
0 CT 0

 . (5.15)
It follows from rank(A) > 9 that rank(C) > 3. By Lemma 4.5,∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/3.
The proof of Lemma 5.1 is completed.
5.2. Proof of Lemma 5.2.
Lemma 5.9. If rank(B1) = rank(B2) = 2 and rank(B3) = 3, then the symmetric
integral matrix A can be written in the form
A =

 A1 C γ3ξ
T
CT A2 V
ξγT3 V
T D + hξξT

 ,
where C = (γ1, γ2) ∈ M3,2(Z), γ3 ∈ Q
3, ξ ∈ Zn−6, V ∈ M2,n−6(Z), h ∈ Q and
D = diag{d1, . . . , dn−6} ∈ Mn−5,n−5(Q) is a diagonal matrix. Moreover, one has
(γ1, γ2, γ3) ∈ GL3(Q).
Proof. Let us write
γ′j =

a1, 3+ja2, 3+j
a3, 3+j

 for 1 6 j 6 n− 3.
Since rank(γ′1, γ
′
2, γ
′
3) = rank(B) = 3, we conclude that γ
′
1, γ
′
2 and γ
′
3 are linearly
independent. For any 4 6 j 6 n− 3, we deduce from rank(B1) = rank(B2) = 2 that
γ′j ∈< γ
′
2, γ
′
3 > ∩ < γ
′
2, γ
′
3 >=< γ
′
3 >. Therefore, we can write A in the form
A =

 A1 C γ3ξ
T
CT A2 V
ξγT3 V
T A3

 ,
where C = (γ1, γ2) ∈ M3,2(Z), γ3 ∈ Q
3, ξ ∈ Zn−6, V ∈ M2,n−6(Z) and A3 ∈
Mn−5,n−5(Q).
For 6 6 j 6 n. we define ηTj = (aj,4, . . . , aj,j−1, aj,j+1, . . . , aj,n)
T ∈ Zn−4. Then we
set θTi,j = (ai,4, . . . , ai,j−1, ai,j+1, . . . , ai,n)
T ∈ Zn−4 for 1 6 i 6 3. Since rankoff(A) =
rank(B) = rank(B3) = 3, ηj can be linearly represented by θ1,j, θ2,j and θ3,j. Let
θTi = (ai,4, . . . , ai,n)
T ∈ Zn−3 for 1 6 i 6 3.
Then one can choose a′j,j ∈ Q such that (aj,4, . . . , aj,j−1, a
′
j,j, aj,j+1, . . . , aj,n) is lin-
early represented by θ1, θ2 and θ3. We consider A3 and A
′
3 defined as
A3 =


a6,6 · · · a6,n
... · · ·
...
an,6 · · · an,n

 and A′3 =


a′6,6 · · · a
′
6,n
... · · ·
...
a′n,6 · · · a
′
n,n

 ,
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where a′i,j = ai,j for 6 6 i 6= j 6 n. Since A
′
3 is symmetric, we conclude from above
that A′3 = hξξ
T for some h ∈ Q. The proof is completed by noting that D = A3−A
′
3
is a diagonal matrix. 
Proof of Lemma 5.2. One can deduce from Lemma 5.9 that
S(α) =
∑
x∈N3
16x6X
∑
y∈N2
16y6X
∑
z∈Nn−5
16z6X
e
(
α(xTA1x+ 2x
T γ3ξ
T z+ zTDz+ hzT ξξT z)
)
× e
(
α(2xTCy+ yTA2y + 2z
TCTy)
)
Λ(x)Λ(y)Λ(z).
We introduce new variables w ∈ Z2 and s ∈ Z to replace 2xTC + yTA2 + 2z
TCT
and ξT z, respectively. Therefore, we have
S(α) =
∫
[0,1]3
∑
|s|≪X
∑
w∈Z2
|w|≪X
∑
x∈N3
16x6X
∑
y∈N2
16y6X
∑
z∈Nn−5
16z6X
Λ(x)Λ(y)Λ(z)
× e
(
α(xTA1x+w
Ty + zTDz+ 2xT γ3s+ hs
2)
)
× e
(
(2xTC + yTA2 + 2z
TV T −wT )β′
)
× e
(
(ξT z− s)β3
)
dβ,
where β′ = (β1, β2)
T , β = (β1, β2, β3)
T and dβ = dβ1dβ2dβ3. We define
F(α,β) =
∑
|s|≪X
∑
x∈N3
16x6X
e
(
α(xTA1x+ 2x
Tγ3s+ hs
2) + 2xTCβ′ − sβ3
)
Λ(x).
On writing I2 = (e1, e2), we introduce
Hj(α,β) =
∑
|w|≪X
∑
16y6X
e(αwy + yρTj β
′ − weTj β
′)Λ(y),
where ρj = (a3+j,4, a3+j,5)
T for 1 6 j 6 2. Let ξ = (ǫ1, . . . , ǫn−5)
T . Then we define
fj(α,β) =
∑
16z6X
e(αdjz
2 + 2zυTj β
′ + ǫjzβ3)Λ(z),
where V = (υ1, . . . , υn−5) and ξj = (a4,5+j , a5,5+j)
T for 1 6 j 6 n− 5. With above
notations, we obtain∫
m
∣∣S(α)∣∣dα 6
∫
m
∫
[0,1]3
∣∣∣F(α,β)H1(α,β)H2(α,β)
n−5∏
j=1
fj(α,β)
∣∣∣dβdα. (5.16)
Let
I1 =
∫
[0,1]4
∣∣∣F(α,β)fi(α,β)
∣∣∣2dβdα.
and
I2 =
∫
[0,1]4
∣∣∣H1(α,β)H2(α,β)fj(α,β)
∣∣∣2dβdα.
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By (5.16) and the Cauchy-Schwarz inequality, one has for i 6= j that∫
m
∣∣S(α)∣∣dα 6I1/21 I1/22 sup
α∈m
β∈[0,1]3
∣∣∣ ∏
k 6=i,j
fk(α,β)
∣∣∣. (5.17)
One can deduce by Lemmas 5.5 and 5.6 that
I1 ≪ L
8
∑
|x|,|x′|,|s|,|s′|,|z|,|z′|≪X
xTA1x′+2xT γ3s′+2sγT3 x
′+hss′+dizz
′=0
xTC+zυTi =0
s=ǫiz
1.
Note that ∑
|x|,|x′|,|s|,|s′|,|z|,|z′|≪X
xTA1x′+2xT γ3s′+2sγT3 x
′+hss′+dizz
′=0
xTC+zυTi =0
s=ǫiz
1 =
∑
|x|,|x′|,|s′|,|z|,|z′|≪X
xTA1x′+2xT γ3s′+2ǫizγ
T
3
x′+hǫizs
′+dizz
′=0
xTC+zυTi =0
1
=
∑
|x|,|x′|,|s|,|s′|,|z|,|z′|≪X
xTA1x′+2ss′+2ǫizγT3 x
′+hǫizs′+dizz′=0
xT (C,γ3)+(zυTi ,−s)=0
1.
Recalling rank(C, γ3) = 3, one can replace x by (zυ
T
i ,−s)(C, γ3)
−1. Therefore, by
Lemma 5.7, one has
I1 ≪ X
5L9 if di 6= 0 or ǫi 6= 0. (5.18)
Similarly, one can deduce from Lemmas 5.5-5.7 that
I2 ≪ X
5L5 if ǫj 6= 0. (5.19)
Since rank(B3) = 3, one has ǫl 6= 0 for some l satisfying 2 6 l 6 n − 5. We may
assume ǫ2 6= 0. We also have ǫ1 6= 0 due to rank(B) = 3. Since rank(D)+rank(V )+
1+5 > rank(A) > 9, we obtain rank(D) > 1. Therefore, if dl 6= 0 or ǫl 6= 0 for some
l > 3, then we can find i, j, k pairwise distinct so that (di, ǫi)
T 6= 0 ∈ Q2, ǫj 6= 0 and
dk 6= 0. Then we conclude from (5.17), (5.18) and (5.19) that∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
Next we assume dl = ǫl = 0 for all l > 3. Then we can represent A in the form
A =

A1 H 0HT A2 W
0 W T 0

 ,
whereH ∈M3,4(Z) andW ∈M2,n−7(Z). It follows from rank(B) = 3 and rankA > 9
that rank(H) > 3 and rank(W ) > 2. We apply Lemma 4.5 to conclude∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/3.
The proof of Lemma 5.2 is completed.
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5.3. Proof of Lemma 5.3. The proof of Lemma 5.9 can be modified to establish
the following result. The detail of the proof is omitted.
Lemma 5.10. If rank(B1) = 2 and rank(B2) = rank(B3) = 3, then we can write A
in the form
A =

 A1 γ1 (γ2, γ3)CγT1 a υT
CT (γ2, γ3)
T υ D + CTHC

 , (5.20)
where γ1 ∈ Z
3, γ2, γ3 ∈ Q
3, C ∈ M2,n−4(Z), a ∈ Z, υ ∈ Z
n−4, H ∈ M2,2(Q) and
D = diag{d1, . . . , dn−4} ∈ Mn−4,n−4(Q) is a diagonal matrix. Moreover, one has
(γ1, γ2, γ3) ∈ GL3(Q).
Lemma 5.11. Let A be given by (5.20). We write
C = (ξ1, . . . , ξn−4) and υ
T = (v1, . . . , vn−4). (5.21)
Let
Ri,j,k =
(
ξi ξj ξk
vi vj vk
)
. (5.22)
Under the conditions in Lemma 5.10, one can find pairwise distinct i, j, k, u with
1 6 i, j, k, u 6 n− 4 such that at least one of the following two statements holds: (i)
rank(Ri,j,k) = 3 and du 6= 0; (ii) rank(ξi, ξj) = 2, dkdu 6= 0.
Proof. It follows from 9 6 rank(A) 6 rank(D) + rank(V ) + rank(C) + 4 that
rank(D) > 2. If rank(D) = 2, say d1d2 6= 0, then rank(R) > 3, where
R =
(
ξ1 · · · ξn−4
v1 · · · vn−4
)
.
Then statement (i) holds. Next we assume rank(D) > 3. Note that rank(ξ1, ξ2) = 2
due to rank(B) = 3. If drds 6= 0 for some r > s > 3, then statement (i) follows by
choosing i = 1, j = 2, k = r and u = s. Therefore, we now assume that rank(D) = 3
and d1d2 6= 0. Without loss of generality, we suppose that d3 6= 0 and ds = 0(4 6 s 6
n−4) . We consider rank(ξ1, ξs) and rank(ξ2, ξs) for 4 6 s 6 n−4. If rank(ξ1, ξs) = 2
for some s with 4 6 s 6 n−4, then one can choose i = 1, j = s and k = 3 to establish
statement (ii). Similarly, statement (ii) follows if rank(ξ2, ξs) = 2 for some s with
4 6 s 6 n − 4. Thus it remains to consider the case rank(ξ1, ξs) = rank(ξ2, ξs) = 1
for 4 6 s 6 n − 4. However, it follows from rank(ξ1, ξ2) = rank(ξ1, ξ2, ξs) = 2 that
ξs = 0, and this is contradictory to the condition rank(A) > 9. We complete the
proof of Lemma 5.11. 
Proof of Lemma 5.3. We deduce from Lemma 5.10 that
S(α) =
∑
x∈N3
16x6X
∑
16y6X
∑
z∈Nn−4
16z6X
e
(
α
(
xTA1x+ 2x
T (γ1, γ2)Cz+ z
TDz+ zTCTCz
))
× e
(
α
(
2xT γ1y + ay
2 + 2zT υT y
))
Λ(x)Λ(y)Λ(z).
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We introduce new variables w ∈ Z and h ∈ Z2 to replace 2xTγ1 + ay + 2z
T υT and
Cz, respectively. Therefore, we have
S(α) =
∫
[0,1]3
∑
h∈Z2
|h|≪X
∑
|w|≪X
∑
x∈N3
16x6X
∑
16y6X
∑
z∈Nn−5
16z6X
Λ(x)Λ(y)Λ(z)
× e
(
α
(
xTA1x+ 2x
T (γ1, γ2)h+ z
TDz+ hTHh+ wy
))
× e
(
(2xT γ1 + ay + 2z
T υT −w)β1
)
× e
(
(Cz− h)Tβ′
)
dβ,
where β = (β1, β2, β3)
T , β′ = (β2, β3)
T and dβ = dβ1dβ2dβ3. Now we introduce
F(α,β) =
∑
h∈Z2
|h|≪X
∑
x∈N3
16x6X
e
(
α
(
xTA1x+ 2x
T (γ1, γ2)h+ h
THh
))
× e
(
2xT γ1β1 − h
Tβ′
)
Λ(x),
and
H(α,β) =
∑
|w|≪X
∑
16y6X
e
(
αwy + (ay − w)β1
)
Λ(y).
On recalling notations in (5.21), we define
fj(α,β) =
∑
16z6X
e
(
αdjz
2 + 2zvjb1 + zξ
T
j β
′
)
Λ(z).
Then we obtain from above
∫
m
∣∣S(α)∣∣dα 6
∫
m
∫
[0,1]3
∣∣∣F(α,β)H(α,β)
n−4∏
j=1
fj(α,β)
∣∣∣dβdα. (5.23)
By Lemmas 5.5 and 5.6,∫
[0,1]4
∣∣∣H(α,β)fi(α,β)fj(α,β)fk(α,β)
∣∣∣2dβdα
≪L8
∑
|w|,|w′|,|y|,|y′|,|zi|,|z′i|,|zj |,|z
′
j|,|zk|,|z
′
k|≪X
wy′+yw′+diziz′i+djzjz
′
j+dkzkz
′
k=0
ay−w+vizi+vjzj+vkzk=0
ziξi+zjξj+zkξk=0
1.
If rank(Ri,j,k) = 3, then we can represent zi, zj and zk by linear functions of y and
w. Then by Lemma 5.7,∫
[0,1]4
∣∣∣H(α,β)fi(α,β)fj(α,β)fk(α,β)
∣∣∣2dβdα≪ X5L9.
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If rank(ξi, ξj) = 2, then we can represent zi, zj and w by linear functions of y and
zk. Then we obtain by Lemma 5.7 again∫
[0,1]4
∣∣∣H(α,β)fi(α,β)fj(α,β)fk(α,β)
∣∣∣2dβdα≪ X5L9
provided that dk 6= 0. One can also deduce from Lemmas 5.5-5.7 that∫
[0,1]4
|F(α,β)|2dβdα≪ X5L7.
If 1 6 i, j, k 6 n − 4 are pairwise distinct, then one has by (5.8) and the Cauchy-
Schwarz inequality∫
m
|S(α)|dα 6 sup
α∈m
β∈[0,1]3
∣∣∣ ∏
u 6=i,j,k
fu(α,β)
∣∣∣ (
∫
[0,1]4
∣∣∣F(α,β)∣∣∣2dβdα)1/2
×
(∫
[0,1]4
∣∣∣H(α,β)fi(α,β)fj(α,β)fk(α,β)
∣∣∣2dβdα)1/2.
Now it follows from above on together with Lemmas 4.3 and 5.11∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
We complete the proof of Lemma 5.3.
5.4. Proof of Lemma 5.4. Similar to Lemmas 5.8-5.10, we also have the following
result.
Lemma 5.12. If rank(B1) = rank(B2) = rank(B3) = 4, then we can write A in the
form
A =
(
A1 (γ1, γ2, γ3)C
CT (γ1, γ2, γ3)
T D + CTHC
)
, (5.24)
where C ∈ M3,n−3(Z), γ1, γ2, γ3 ∈ Q
3, H ∈ M3,3(Q) and D = diag{d1, . . . , dn−3} ∈
Mn−3,n−3(Q) is a diagonal matrix. Furthermore, we have (γ1, γ2, γ3) ∈ GL3(Q).
Lemma 5.13. Let A be given by (5.20) satisfying the conditions in Lemma 5.10.
We write
C = (ξ1, . . . , ξn−4) . (5.25)
Then one can find pairwise distinct u1, u2, u3, u4, u5, u6 with 1 6 u1, u2, u3, u4, u5, u6 6
n− 3 so that rank(ξu1 , ξu2 , ξu3) = 3 and du4du5du6 6= 0.
Proof. It follows from rank(A) > 9 that rank(D) > 3. If rank(D) = 3, then we may
assume that d1d2d3 6= 0 and dj = 0 for j > 4. Thus rank(ξ4, . . . , ξn−3) = 3, and the
desired conclusion follows. Next we assume rank(D) > 4. Since rank(ξ1, ξ2, ξ3) = 3,
the desired conclusion follows again if there are distinct k1, k2 and k3 such that
dk1dk2dk3 6= 0 and k1, k2, k3 > 4. Thus we now assume that for any distinct
k1, k2, k3 > 4, one has dk1dk2dk3 = 0. This yields rank(D) 6 5. We first con-
sider the case rank(D) = 4. There are at least two distinct j1, j2 6 3 such that
dj1dj2 6= 0. Suppose that dsi = 0 for 1 6 i 6 n − 7. Then the rank of {ξsi}16i6n−7
is at least 2, say rank(ξs1 , ξs2) = 2. Since ξj1 and ξj2 are linear independent for
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1 6 j1 6= j2 6 3, one has either rank(ξj2 , ξs1 , ξs2) = 3 or rank(ξj1 , ξs1 , ξs2) = 3. The
desired conclusion follows easily by choosing u1 = j1 or j2, u2 = s1 and u3 = s2.
Now we consider the case rank(D) = 5, and we may assume that d1d2d3d4d5 6= 0
and dr = 0 for r > 6. Since rank(A) > 9, there exist r > 6 (say r = 6) such that
ξr 6= 0. Then one can choose j1, j2 6 3 so that rank(ξj1 , ξj2 , ξ6) = 3. The desired
conclusion follows by choosing u1 = j1, u2 = j2 nd u3 = 6. The proof of Lemma
5.13 is completed. 
Proof of Lemma 5.4. We apply Lemma 5.12 to conclude that
S(α) =
∑
x∈N3
16x6X
∑
y∈Nn−3
16y6X
Λ(x)Λ(y)e
(
α(xTA1x+ y
TDy)
)
× e
(
α
(
2xT (γ1, γ2, γ3)Cy + y
TCTHCy
))
.
By orthogonality, one has
S(α) =
∫
[0,1]3
∑
x∈N3
16x6X
∑
y∈Nn−3
16y6X
∑
z∈Z3
|z|≪X
Λ(x)Λ(y)e
(
α
(
xTA1x+ y
TDy
))
× e
(
α(2xT (γ1, γ2, γ3)z+ z
THz)
)
× e
(
(yTCT − zT )β
)
dβ,
where β = (β1, β2, β3)
T and dβ = dβ1dβ2dβ3. Now we introduce
F(α,β) =
∑
x∈N3
16x6X
∑
z∈Z3
16z6X
Λ(x)e
(
α
(
xTA1x+ 2x
T (γ1, γ2, γ3)z+ z
THz
)
− zTβ
)
,
and
fj(α,β) =
∑
16y6X
e
(
djαy
2 + 2yξTj β
)
Λ(y),
where ξ1, . . . , ξn−3 is given by (5.25). We conclude from above
∫
m
∣∣S(α)∣∣dα 6
∫
m
∫
[0,1]3
∣∣∣F(α,β)
n−3∏
j=1
fj(α,β)
∣∣∣dβdα. (5.26)
One can easily deduce from Lemmas 5.5-5.7
∫
[0,1]4
∣∣∣
5∏
i=1
fui(α,β)
∣∣∣2dβdα≪ X5L11 (5.27)
provided that rank(ξu1 , ξu2 , ξu3) = 3 and du4du5 6= 0. Similarly, we also have∫
[0,1]4
∣∣∣F(α,β)∣∣∣2dβdα≪ X7L7. (5.28)
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By (5.26) and the Cauchy-Schwarz inequality, one has for distinct u1, u2, u3, u4 and
u5 that∫
m
∣∣S(α)∣∣dα 6 sup
α∈m
β∈[0,1]3
∣∣∣ ∏
k 6=u1,u2,u3,u4,u5
fk(α,β)
∣∣∣(
∫
[0,1]4
∣∣∣F(α,β)∣∣∣2dβdα)1/2
×
( ∫
[0,1]4
|
5∏
i=1
fui(α,β)
∣∣∣2dβdα)1/2. (5.29)
Combining (5.27)-(5.29) and Lemmas 4.3-5.13, one has∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/6.
The proof of Lemma 5.4 is finished.
6. Quadratic forms with off-diagonal rank > 4
Proposition 6.1. Let A be defined in (1.1), and let S(α) be defined in (2.5). We
write
G =


a1,5 · · · a1,9
... · · ·
...
a5,5 · · · a5,9

 . (6.1)
Suppose that det(G) 6= 0. Then we have∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/20,
where the implied constant depends on A and K.
Remark. In view of the condition on G, one has n > 9. Proposition 6.1 implies the
asymptotic formula (1.3) for a wide class of quadratic forms with n > 9. However,
different from Proposition 5.1, it does not require the condition rank(A) > 9 in
Proposition 6.1. Therefore, Proposition 6.1 also implies the asymptotic formula
(1.3) for some quadratic forms, which can not be covered by Theorem 1.1.
Throughout this section, we shall assume that the matrix G given by (6.1) is
invertible.
Lemma 6.1. Let τ 6= 0 be a real number. Then we have∫
m(Q)
∫
m(Q)
∑
|x|≪X
min{X, ‖xτ(α − β)‖−1}dαdβ ≪ LQ7/2X−2,
where the implied constant depends on τ .
Proof. Without loss of generality, we assume that 0 < |τ | 6 1. Thus |τ(α− β)| 6 1.
We introduce
M :=M =
⋃
16q6Q1/2
⋃
−q6a6q
(a,q)=1
{∣∣α− a
q
∣∣ 6 Q1/2
qX2
}
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Dirichlet’s approximation theorem, there exist a and q with 1 6 a 6 q 6 X2Q−1/2,
(a, q) = 1 and |α − a/q| 6 Q1/2(qX2)−1. Since |τ(α− β)| 6 1, one has −q 6 a 6 q.
If τ(α− β) 6∈ M, then q > Q1/2. By Lemma 2.2 of Vaughan [11],∑
|x|≪X
min{X, ‖xτ(α− β)‖−1} ≪ LQ−1/2X2.
Therefore, we obtain∫
m(Q)
∫
m(Q)
τ(α−β)6∈M
∑
|x|≪X
min{X, ‖xτ(α − β)‖−1}dαdβ
≪ LQ−1/2X2
∫
m(Q)
∫
m(Q)
dαdβ ≪ LQ7/2X−2.
When τ(α−β) ∈ M, we apply the trivial bound to the summation over x to deduce
that ∫
m(Q)
∫
m(Q)
τ(α−β)∈M
∑
|x|≪X
min{X, ‖xτ(α − β)‖−1}dαdβ
≪ X2
∫
m(Q)
∫
m(Q)
τ(α−β)∈M
dαdβ ≪ X2(Q2X−2QX−2) = Q3X−2.
The desired conclusion follows from above immediately. 
To introduce the next lemma, we define
Φ(α) = min{X, ‖α‖−1}.
For v = (v1, . . . , v5) ∈ Z
5 and G given by (6.1), we write
2Gv =


g1(v)
...
g5(v)

 . (6.2)
Lemma 6.2. One has∫
m(Q)
∣∣S(α)∣∣2dα≪ X2n−10L2n−6
∫ 1
0
( ∫
m(Q)
Jγ(α)dα
)
Φ(γ)dγ, (6.3)
where
Jγ(α) =
∑
|v|6X
∣∣∣ ∑
|z|6X
Λ(z)Λ(z + v1)e(αzg5(v))e(γz)
∣∣∣
4∏
j=1
Φ
(
gj(v)α
)
. (6.4)
Proof. Let
r(y) =
9∑
i=5
4∑
j=1
ai,jyiyj, q(z) =
9∑
i=5
9∑
j=5
ai,jzizj and p(w) =
n∑
i=9
n∑
j=9
ai,jwiwj.
We set
B = (2ai,j)16i64,106j6n and C = (2ai,j)56i69,106j6n.
24 LILU ZHAO
Then f can be written in the form
f(x) = r(y) + y1g1(z) + · · ·+ ysgs(z) + q(z) + y
TBw+ zTCw+ p(w),
where z = (z1, . . . , z5), y = (y1, . . . , y4), w = (w1, . . . , wn−9). Note that y
TBw +
zTCw+ p(w) vanishes if n = 9. Therefore, one has
S(α) =
∑
16y6X
16w6X
∑
16z6X
Λ(z)e
(
α
(
y1g1(z) + · · ·+ ysgs(z) + q(z) + z
TBw
))
× Λ(y)Λ(w)e
(
α
(
r(y) + yTBw + p(w)
))
.
By Cauchy’s inequality,
|S(α)|2 6Xn−5L2n−10T (α), (6.5)
where
T (α) =
∑
16y6X
16w6X
∣∣∣ ∑
16z6X
Λ(z)e
(
α
( 4∑
j=1
yjgj(z) + q(z) + z
TCw
))∣∣∣2.
Then we deduce that
T (α) =
∑
16y6X
16w6X
∑
16z16X
∑
16z26X
Λ(z1)Λ(z2)e
(
α
( s∑
j=1
yjgj(z1 − z2) + q(z1)− q(z2)
))
× e
(
α(z1 − z2)
TCw
)
=
∑
16z16X
∑
16z26X
Λ(z1)Λ(z2)
∑
16y6X
16w6X
e
(
α
( s∑
j=1
yjgj(z1 − z2) + q(z1)− q(z2)
))
× e
(
α(z1 − z2)
TCw
)
.
By changing variables z2 = z1 + v, we have
T (α) =
∑
16z6X
∑
|v|6X
16v+z6X
Λ(z)Λ(z + v)
∑
16y6X
16w6X
e
(
α
( s∑
j=1
yjgj(v) + q(z+ v)− q(z)
))
× e
(
α(z1 − z2)
TCw
)
.
We exchange the summation over z and the summation over v to obtain
T (α) =
∑
|v|6X
( ∑
16y6X
e
(
α
4∑
j=1
yjgj(v)
))
R(v)
5∏
j=1
Kj,v(α), (6.6)
where
R(v) = e
(
αq(v)
) ∑
16w6X
e
(
α(vTCw)
)
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and
Kj,v(α) =
∑
16zj6X
1−vj6zj6X−vj
Λ(zj)Λ(zj + vj)e
(
2α
5∑
k=1
aj+4,k+4vk
)
. (6.7)
The range of zj in summation (6.7) depends on vj. We first follow the standard argu-
ment (see for example the argument around (15) in [16]) to remove the dependence
on vj . We write
Gv1(γ) =
∑
16z6X
1−v16z6X−v1
e
(
− zγ
)
(6.8)
and
K0,v(α, γ) =
∑
|z|6X
Λ(z)Λ(z + v1)e
(
αg5(v)
)
e(γz). (6.9)
Then we deduce from (6.7), (6.8) and (6.9) that
K1,v(α) =
∫ 1
0
K0,v(α, γ)Gv1(γ)dγ. (6.10)
On substituting (6.10) into (6.6), we obtain
T (α) =
∑
|v|6X
R(v)
5∏
j=2
Kj,v(α)
( ∑
16y6X
e
(
α
4∑
j=1
yjgj(v)
))∫ 1
0
K0,v(α, γ)Gv1(γ)dγ
=
∫ 1
0
∑
|v|6X
R(v)
5∏
j=2
Kj,v(α)
( ∑
16y6X
e
(
α
4∑
j=1
yjgj(v)
))
K0,v(α, γ)Gv1(γ)dγ.
Then we conclude that
|T (α)| ≪ Xn−5L4
∫ 1
0
∑
|v|6X
∣∣K0,v(α, γ)∣∣
4∏
j=1
Φ
(
gj(vα)
)
Φ(γ)dγ, (6.11)
By putting (6.11) into (6.5), one has
|S(α)|2 ≪ X2n−10L2n−6
∫ 1
0
∑
|v|6X
∣∣K0,v(α, γ)∣∣
4∏
j=1
Φ
(
gj(vα)
)
Φ(γ)dγ.
Therefore, ∫
m(Q)
∣∣S(α)∣∣2dα≪ X2n−10L2n−6
∫ 1
0
( ∫
m(Q)
Jγ(α)dα
)
Φ(γ)dγ.
The proof is completed. 
Lemma 6.3. Let Jγ(α) be defined in (6.4). Then one has uniformly for γ ∈ [0, 1]
that ∫
m(Q)
Jγ(α)dα≪ L
25/4Q−17/8X8.
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Proof. We deduce by changing variables h = 2Gv that
Jγ(α) =
∑
|h|6cX
(2G)−1h∈Z5
|(2G)−1h|6X
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
5∑
j=1
bjhj)e(αzh5)e(γz)
∣∣∣
4∏
j=1
Φ(hjα)
for some constants c, b1, . . . , b5 depending only on G. We point out that b1, . . . , b5
are rational numbers, and we extend the domain of function Λ(x) by taking Λ(x) = 0
if x ∈ Q \ N. Then we have
Jγ(α) 6
∑
|u|6cX
∑
|h|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
4∑
j=1
bjuj + b5h)e(αzh)e(γz)
∣∣∣
4∏
j=1
Φ(ujα).
We first handle the easier case b5 = 0. In this case, we can easily obtain a nontrivial
estimate for the summation over h. By Cauchy’s inequality and Lemma 4.1, one has
( ∑
|h|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
4∑
j=1
bjuj)e(αzh)e(γz)
∣∣∣)2
6(2cX + 1)
∑
|h|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
4∑
j=1
bjuj)e(αzh)e(γz)
∣∣∣2
≪X2
∑
|x|≪X
min{X, ‖xα‖−1}.
For α ∈ m(Q), we apply Lemma 4.2 to deduce from above
∑
|h|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
4∑
j=1
bjuj)e(αzh)e(γz)
∣∣∣ ≪ L1/2Q−1/2X2.
Then for α ∈ m(Q), we obtain
Jγ(α)≪ L
1/2Q−1/2X2
∑
|u|6cX
4∏
j=1
Φ(ujα)≪ L
9/2Q−9/2X10,
and thereby ∫
m(Q)
Jγ(α)dα≪ L
9/2Q−5/2X8 (6.12)
provided that b5 = 0. From now on, we assume b5 6= 0. Then we have
∑
|h|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
4∑
j=1
bjuj + b5h)e(αzh)e(γz)
∣∣∣
=
∑
|k|6c′X
1
b5
(k−
∑
4
j=1 bjuj)∈Z
| 1
b5
(k−
∑
4
j=1 bjuj)|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z + k)e
( α
b5
z(k −
4∑
j=1
bjuj)
)
e(γz)
∣∣∣
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for some constant c′ depending only on b1, . . . , b5 and c. Therefore, one has
∑
|h|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
4∑
j=1
bjuj + b5h)e(αzh)e(γz)
∣∣∣
6
∑
|k|6c′X
∣∣∣ ∑
|z|6X
Λ(z)Λ(z + k)e
( α
b5
z(k −
4∑
j=1
bjuj)
)
e(γz)
∣∣∣.
We apply Cauchy’s inequality to deduce that
∑
|h|6cX
∣∣∣ ∑
|z|6X
Λ(z)Λ(z +
4∑
j=1
bjuj + b5h)e(αzh)e(γz)
∣∣∣
6(2c′X + 1)1/2
( ∑
|k|6c′X
∣∣∣ ∑
|z|6X
Λ(z)Λ(z + k)e
( α
b5
z(k −
4∑
j=1
bjuj)
)
e(γz)
∣∣∣2)1/2.
We apply Cauchy’s inequality again to obtain
Jγ(α) 6 (2c
′X + 1)1/2Ξγ(α)
1/2
( ∑
|u|6cX
4∏
j=1
Φ(ujα)
)1/2
,
where Ξγ(α) is defined as
Ξγ(α) =
∑
|u|6cX
∑
|k|6c′X
∣∣∣ ∑
|z|6X
Λ(z)Λ(z + k)e
( α
b5
z(k −
4∑
j=1
bjuj)
)
e(γz)
∣∣∣2
4∏
j=1
Φ(ujα).
By Lemma 3.2,
Jγ(α)≪ L
2Q−2X9/2Ξγ(α)
1/2.
Therefore, we have∫
m(Q)
Jγ(α)dα≪L
2Q−2X9/2
( ∫
m(Q)
dα
)1/2(∫
m(Q)
Ξγ(α)dα
)1/2
≪L2Q−1X7/2
( ∫
m(Q)
Ξγ(α)dα
)1/2
. (6.13)
Now it suffices to estimate
∫
m(Q) Ξγ(α)dα. We observe∫
m(Q)
Ξγ(α)dα
=
∫
m(Q)
∑
|u|6cX
∑
|k|6c′X
∑
|z1|6X
∑
|z2|6X
̟(z1, z2, k)e
( α
b5
(z1 − z2)k
)
Π(α,u, z1, z2)dα
=
∫
m(Q)
∑
|k|6c′X
∑
|z1|6X
∑
|z2|6X
̟(z1, z2, k)e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα,
where
̟(z1, z2, k) = Λ(z1)Λ(z1 + k)Λ(z2)Λ(z2 + k)e(γ(z1 − z2))
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and
Π(α,u, z1, z2) = e
( α
b5
(z1 − z2)
4∑
j=1
bjuj)
) 4∏
j=1
Φ(ujα).
We exchange the order of summation and integration to conclude that
∫
m(Q)
Ξγ(α)dα
=
∑
|k|6c′X
∑
|z1|6X
∑
|z2|6X
̟(z1, z2, k)
∫
m(Q)
e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα
≪L4
∑
|k|6c′X
∑
|z1|6X
∑
|z2|6X
∣∣∣
∫
m(Q)
e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα
∣∣∣
=L4
∑
|z1|6X
∑
|z2|6X
∑
|k|6c′X
∣∣∣
∫
m(Q)
e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα
∣∣∣.
Then the Cauchy-Schwarz inequality implies
( ∫
m(Q)
Ξγ(α)dα
)2
≪L8X3
∑
|z1|6X
∑
|z2|6X
∑
|k|6c′X
∣∣∣
∫
m(Q)
e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα
∣∣∣2. (6.14)
Now we apply the method developed by the author [17] to deduce that
∑
|z1|6X
∑
|z2|6X
∑
|k|6c′X
∣∣∣
∫
m(Q)
e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα
∣∣∣2
=
∫
m(Q)
∫
m(Q)
∑
|z1|6X
∑
|z2|6X
∑
|k|6c′X
e
(α− β
b5
(z1 − z2)k
)
×
∑
|u1|6cX
Π(α,u1, z1, z2)
∑
|u2|6cX
Π(−β,u2, z1, z2)dαdβ
6
∫
m(Q)
∫
m(Q)
∑
|z1|6X
∑
|z2|6X
∣∣∣ ∑
|k|6c′X
e
(α− β
b5
(z1 − z2)k
)∣∣∣
×
∑
|u1|6cX
4∏
j=1
Φ(ujα)
∑
|u2|6cX
4∏
j=1
Φ(u′jβ)dαdβ,
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where u1 = (u1, . . . , u4)
T ∈ Z4 and u2 = (u
′
1, . . . , u
′
4)
T ∈ Z4. Therefore, we obtain
by Lemma 4.2
∑
|z1|6X
∑
|z2|6X
∑
|k|6c′X
∣∣∣
∫
m(Q)
e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα
∣∣∣2
≪
∫
m(Q)
∫
m(Q)
∑
|z1|6X
∑
|z2|6X
min{X, ‖
α− β
b5
(z1 − z2)‖
−1}(L4Q−4X8)2dαdβ
≪L8Q−8X17
∫
m(Q)
∫
m(Q)
∑
|x|6X
min{X, ‖
α− β
b5
x‖−1}dαdβ.
Then we conclude from Lemma 6.1 that∑
|z1|6X
∑
|z2|6X
∑
|k|6c′X
∣∣∣
∫
m(Q)
e
( α
b5
(z1 − z2)k
) ∑
|u|6cX
Π(α,u, z1, z2)dα
∣∣∣2 ≪ L9Q− 92X15.
(6.15)
By (6.14) and (6.15), ∫
m(Q)
Ξγ(α)dα≪ L
17/2Q−9/4X9. (6.16)
By substituting (6.16) into (6.13), we obtain∫
m(Q)
Jγ(α)dα≪ L
25/4Q−17/8X8 (6.17)
provided that b5 6= 0.
We complete the proof in view of the argument around (6.12) and (6.17). 
Lemma 6.4. One has ∫
m(Q)
∣∣S(α)∣∣dα≪ Ln+1Q−1/16Xn−2.
Proof. By Cauchy’s inequality,∫
m(Q)
∣∣S(α)∣∣dα 6(
∫
m(Q)
dα
)1/2( ∫
m(Q)
∣∣S(α)∣∣2dα)1/2 (6.18)
≪QX−1
( ∫
m(Q)
∣∣S(α)∣∣2dα)1/2. (6.19)
It follows from Lemma 6.2-6.3 that∫
m(Q)
∣∣S(α)∣∣dα≪ L2n+1Q−17/8X2n−2
∫ 1
0
Φ(γ)dγ ≪ L2n+2Q−17/8X2n−2. (6.20)
We complete the proof by putting (6.18) into (6.20). 
We finish Section 6 by pointing out that Proposition 6.1 follows from Lemma 6.4
by the dyadic argument.
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7. Proof of Theorem 1.1
By orthogonality, we have
Nf,t(X) =
∫ 1+X−1
X−1
S(α)e(−tα)dα.
Recalling the definitions of M and m in (2.8) and (2.9), we have
Nf,t(X) =
∫
M
S(α)e(−tα)dα +
∫
m
S(α)e(−tα)dα. (7.1)
In light of Lemma 3.4, to establish the asymptotic formula (1.3), it suffices to prove∫
m
∣∣S(α)∣∣dα≪ Xn−2L−K/20. (7.2)
In view of Proposition 6.1 and the work of Liu [10] (see also Remark of Lemma 4.4),
the estimate (7.2) holds if there exists an invertible matrix
B =


ai1,j1 · · · ai5,j5
... · · ·
...
ai5,j1 · · · ai5,j5


with
|{i1, . . . , i5} ∩ {j1, · · · , j5}| 6 1.
Next we assume rank(B) 6 4 for all B = (aik ,jl)16k,l65 satisfying |{i1, . . . , i5} ∩
{j1, · · · , j5}| 6 1. This yields rankoff(A) 6 4. By Proposition 5.1, we can establish
(7.2) again if rankoff(A) 6 3. It remains to consider the case rankoff(A) > 4. Without
loss of generality, we assume that rank(C) = 4, where
C =


a1,5 a1,6 a1,7 a1,8
a2,5 a2,6 a2,7 a2,8
a3,5 a3,6 a3,7 a3,8
a4,5 a4,6 a4,7 a4,8

 .
Let γj = (aj,5, . . . , aj,n)
T ∈ Zn−4 for 1 6 j 6 n. Then γ1, γ2, γ3 and γ4 are linear
independent due to rank(C) = 4. For 5 6 k 6 n, we considering
B =


a1,5 · · · a1,n
... · · ·
...
a4,5 · · · a4,n
ak,5 · · · ak,n

 ∈M5,n−4(Z).
According to our assumption, one has rank(B) 6 4. Then we conclude from above
that γk can be linear represented by γ1, γ2, γ3 and γ4. Therefore, one has rank(H) =
4, where
H =


a1,5 · · · a1,n
... · · ·
...
an,5 · · · an,n

 ∈Mn,n−4(Z).
We obtain rank(A) 6 rank(H) + 4 6 8. This is contradictory to the condition that
rank(A) > 9. Therefore, we complete the proof of Theorem 1.1.
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