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We investigate the Casimir effect in the context of a nontrivial topology by means of a generalized
Matsubara formalism. This is performed in the context of a scalar field in D Euclidean spatial
dimensions with d compactified dimensions. The procedure gives us the advantage of considering
simultaneously spatial constraints and thermal effects. In this sense, the Casimir pressure in a heated
system between two infinite planes is obtained and the results are compared with those found in
the literature.
PACS numbers: 03.70.+k, 11.10.-z, 11.10.Wx, 12.20.Ds
I. INTRODUCTION
The Casimir effect is a quantum phenomenon origi-
nally described as the attraction of two conducting, neu-
tral, macroscopic objects in vacuum, induced by changes
in the zero-point energy of the electromagnetic field [1].
This is not an exclusive feature of electromagnetic fields.
It has been shown that any relativistic field under the in-
fluence of external conditions is able to exhibit an anal-
ogous kind of phenomenon [2]. This quantum vacuum
effect is strongly dependent on the material properties
of the medium where the macroscopic objects interact,
on the nature of the quantum field, and on the bound-
ary conditions under investigation. It has been related to
many different physical systems ranging from cosmology,
condensed matter, atomic and molecular physics to more
recent developments in micro and nanoelectricmechanical
devices as discussed in the reviews found in Refs. [3–11].
It is a well-known fact that thermal fluctuations also pro-
duce Casimir forces. The pioneering works were devoted
to explain its thermodynamical behavior [12, 13]. Gen-
eral theoretical works [14–21], and controversial results in
realistic situations [22–29] were also explored. The first
observation of the Casimir force was made by Sparnaay
in 1956 [30]. A few decades later, a large number of pre-
cise experimental evidences of Casimir physics was found
[31].
The analysis of quantum field theory problems on
toroidal spaces has been the focus of a large number
of investigations due to its applications to a variety of
problems, namely, second-order phase transitions in su-
perconducting films, wires and grains [32–34], finite-size
effects in the presence of magnetic fields, finite chemical
potential in first-order phase transitions [35], and also the
Casimir effect [36–41]. It is well-known that one way to
obtain thermal effects in quantum field theories is to con-
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sider the Matsubara formalism, in which a fourth dimen-
sion (mathematically analogous to an imaginary time)
has a finite extension equal to the inverse of temperature
β, with a periodic boundary condition. The application
of this procedure also to spatial dimensions has been in-
troduced by Birrell and Ford [42] in order to describe
field theories in spaces with finite geometries and has
been generalized to what came to be known as quantum
field theories on toroidal topologies [43–45, 47, 48]. Thus,
this procedure can also be called a generalized Matsubara
formalism. In general, this technique basically consists
in considering quantum fields as defined over spaces with
topologies of the type
(
S
1
)d × RD−d, with 1 ≤ d ≤ D,
whereD represents the total number of Euclidean dimen-
sions and d the number of compactified ones through the
imposition of periodic boundary conditions on the fields
along them. One of these dimensions is compactified in
a circumference of length β, whereas each of the spatial
ones (i = 1, . . . , d−1) in a circumference of length Li and
can be interpreted as boundaries of the Euclidean space
[45]. This corresponds to impose periodic (antiperiodic)
boundary conditions for fields in D Euclidean dimensions
with d compactified dimensions.
In the present paper we revisit the Casimir effect in this
context, within a Euclidean framework, as an application
of the generalized Matsubara formalism. We investigate
the pressure experienced by the boundary in a compact-
ified space when a scalar field is heated. The starting
point is the so-called “local formulation”, introduced in
[14], in which the pressure is associated with the 33 com-
ponent of the energy-momentum tensor. Then, we follow
the zeta-function regularization method originally em-
ployed by Elizalde and Romeo [46] for the computation
of the Casimir energy. However, here it is derived from
a general formalism of field theories on toroidal spaces
as in Ref. [47], which allows to apply the method for
several simultaneously compactified dimensions. This is
the case, for instance, of thermal field theories with a fi-
nite spatial extension, which needs the compactification
of both the imaginary-time dimension and a spatial one
for a unified approach for heated Casimir cavities.
We stress that in our computation with the toroidal
2formalism periodic boundary conditions are implemented
both in imaginary time (circumference of length β) and
the third spatial coordinate (circumference of length L),
by construction. Moreover, as stated in [47], results for
other boundary conditions may be obtained from the
periodic ones. For instance, the pressure for Dirichlet
boundary conditions (much studied in the literature) can
be determined by putting L = 2a in the expression from
the toroidal computation, where a is the distance sepa-
rating the parallel plates in Ref. [14].
The paper is organized as follows. In section II the
Casimir pressure is linked to the vacuum expectation
value of the energy-momentum tensor for a scalar field in
D dimensions of the Euclidean space. The point-splitting
technique is used to write it in terms of the free scalar
propagator in Fourier space. In section III a correspond-
ing expression for the pressure is obtained when one of
the spatial dimensions is compactified with a finite ex-
tension. The computation of the Casimir pressure fol-
lows from the Elizalde-Romeo method which leads to a
well-known result from the literature. In section IV, we
compute the Casimir pressure in the configuration of a
compact spatial dimension now in the presence of a ther-
mal bath, which can also be compared with results found
in the literature obtained from other techniques. In sec-
tion V we present our final comments. Throughout this
paper, we consider ~ = c = kB = 1.
II. ENERGY-MOMENTUM TENSOR FOR
SCALAR FIELDS
We start by writing the Euclidean Lagrangian of the
free scalar field in a D-dimensional space,
LE = 1
2
(∂µφ)
2
+
1
2
m2φ2, (1)
where m is the mass of the quanta of the scalar
field. With the help of the point-splitting technique,
the vacuum expectation value of the canonical energy-
momentum tensor Tµν can be written as [47],
Tµν = 〈0 |Tµν | 0〉
= lim
x′→x
Oµν (x, x′)〈0 |Tφ (x)φ (x′)| 0〉, (2)
where T denotes the time-ordered product of field oper-
ators and Oµν (x, x′) is a differential operator given by
[47]
Oµν (x, x′) = ∂µ∂′ν −
1
2
δµν
[
∂σ∂
′
σ +m
2
]
, (3)
where ∂µ and ∂
′
µ are derivatives acting on x
µ and x′µ,
respectively, and δµν represents the components of the
metric tensor of the Euclidean space (Kronecker delta).
Defining the Euclidean Green function of the scalar field
as G (x− x′) = i 〈0 |T {φ (x)φ (x′)}| 0〉, we obtain
Tµν = lim
x′→x
Oµν (x, x′) [G (x− x′)] . (4)
Considering the Fourier integral of the Euclidean Green
function in momentum space,
G (x− x′) =
∫ ∞
−∞
dDk
(2pi)
D
1
k2 +m2
eik·(x−x
′), (5)
where k and x are D-dimensional vectors, we are able to
rewrite the energy-momentum tensor v.e.v. of Eq. (4) in
the following manner:
T µν =
∫ ∞
−∞
dDk
(2pi)
D
[
kµkν
k2 +m2
− 1
2
δµν
]
. (6)
III. CASIMIR PRESSURE IN A
COMPACTIFIED SPACE
In this section, we investigate the Casimir pressure
for the particular case of just one compactified spatial
dimension (d = 1), along the lines of Ref. [46]. It is
sufficient to consider the 33 component of the energy-
momentum tensor to obtain the Casimir pressure result-
ing from a topological constraint imposed by periodic
boundary conditions on the field at the parallel plates
(taken as infinite planes) separated by a fixed distance L
in the x3-direction.
From Eq. (6), it is straightforward to write the bulk
expression
T33 = 1
2
∫ ∞
−∞
dDk
(2pi)
D
[
k23 −
(
k2⊥ +m
2
)
k23 + k
2
⊥ +m
2
]
, (7)
where k2 = k23 + k
2
⊥, and k⊥ refers to the (D −
1)-dimensional vector orthogonal to the 3-direction in
Fourier space.
Let us call T c33 the response of vacuum fluctuations
in the object that plays the role of a topological con-
straint. We perform this by means of the compactifica-
tion of just one spatial dimension. In order to obtain
the Casimir pressure that acts on the boundary of the
compactified space, we shall use the generalized Matsub-
ara procedure, which is the original contribution of the
present manuscript. Basically, in the general case, the
technique consists in the replacement of integrals in mo-
mentum space by sums, namely,
∫
dkj
2pi
→ 1
Lj
+∞∑
nj=−∞
where the index j assumes the values j = 1, 2, . . . , D− 1,
and the momentum coordinate kj exhibits discrete val-
ues,
kj = knj =
2pinj
Lj
,
and Lj refer to the finite extension of each of the j spatial
dimensions. For practical purposes, let us compactify
3just the x3-component of the vector x. With these ideas
in mind, the generalized Matsubara formalism enables
us to substitute the bulk expression of Eq. (7) by the
following one:
T c33 =
1
2L
+∞∑
n=−∞
∫ ∞
−∞
dD−1k⊥
(2pi)
D−1
[
k2n −
(
k2⊥ +m
2
)
k2n + k
2
⊥ +m
2
]
. (8)
Using the well-known results provided by dimensional
regularization,∫ ∞
−∞
dDk
(2pi)
D
1
[k2 + b2]
s =
1
(4pi)
D
2
Γ
(
s− D2
)
Γ (s)
×
(
1
b2
)s−D
2
, (9)
∫ ∞
−∞
dDk
(2pi)
D
k2
[k2 + b2]
s =
D
2
1
(4pi)
D
2
Γ
(
s− D2 − 1
)
Γ (s)
×
(
1
b2
)s−D
2
−1
, (10)
we obtain
T c33 =
{
fs (ν, L)
+∞∑
n=−∞
[(
an2 − c2)Γ (ν)
(an2 + c2)
ν
− (s− ν) Γ (ν − 1) 1
(an2 + c2)
ν−1
]}
s=1
,
(11)
where a = L−2, c = m/2pi, ν = s − (D − 1) /2, and
fs (ν, L) a function given by
fs (ν, L) =
1
2L
1
(4pi)s−ν (2pi)2(ν−1) Γ (s)
. (12)
Adding and subtracting the term c2Γ (ν) to the numer-
ator of the first term on the right-hand side of Eq. (11),
we obtain
T c33 =
{
fs (ν, L)
[
(2ν − s− 1)
+∞∑
n=−∞
1
(an2 + c2)
ν−1
− 2c2 (ν − 1)
+∞∑
n=−∞
1
(an2 + c2)ν
]}
s=1
,
(13)
where we have used that Γ (ν) = (ν − 1) Γ (ν − 1). Re-
calling the general definition of the inhomogeneous mul-
tidimensional Epstein–Hurwitz zeta function [46, 49–51],
Zc
2
d (ν ; a1, . . . , ad) =
+∞∑
n1,...,nd=−∞
(
a1n
2
1 + . . .+ adn
2
d + c
2
)−ν
,
(14)
in the particular case of one-dimensional compactifica-
tion (d = 1), it simplifies to
Zc
2
1 (ν ; a) =
+∞∑
n=−∞
(
an2 + c2
)−ν
. (15)
Substituting the previous expression into Eq. (13), the
pressure can then be rewritten as
T c33 =
{
fs (ν, L)
[
(2ν − s− 1)Zc21 (ν − 1; a)
− 2c2 (ν − 1)Zc21 (ν; a)
]}
s=1
. (16)
Following Ref. [43], these zeta functions can be evaluated
on the whole complex plane by means of an analytic con-
tinuation described in the following manner [46, 49–51]:
Zc
2
d (ν; a1, . . . , ad) =
2pi
d
2√
a1 · · · ad Γ (ν)
[
1
2c2ν−d
Γ
(
ν − d
2
)
+2
d∑
j=1
∞∑
nj=1
(
pinj
c
√
aj
)ν− d
2
Kν− d
2
(
2pic
nj√
aj
)
+ · · ·
+2d
∞∑
n1,...,nd=1

pi
c
√
n21
a1
+ · · ·+ n
2
d
ad


ν− d
2
×Kν−d
2

2pic
√
n21
a1
+ · · ·+ n
2
d
ad



, (17)
where Kν (z) denotes modified Bessel functions of the
second kind. For d = 1, the analytical continuation can
be reduced to
Zc
2
1 (ν; a) =
2pi
1
2√
a Γ (ν)
[
1
2c2ν−1
Γ
(
ν − 1
2
)
+2
∞∑
n=1
(
pin
c
√
a
)ν− 1
2
Kν− 1
2
(
2pic
n√
a
)]
.
(18)
After some algebraic manipulations, we notice the pres-
ence of terms which are independent of the variable L,
and for this reason are considered unphysical. Neglecting
these terms, we can show that
T c33 = 2
( m
2piL
)D
2
[
(1−D)
∞∑
n=1
(
1
n
)D
2
KD
2
(mnL)
− mL
∞∑
n=1
(
1
n
)D
2
−1
KD
2
−1 (mnL)
]
. (19)
The formula above corresponds to a general expression
for the Casimir pressure exerted by the vacuum fluctu-
ations that induces a topological effect due to the pres-
ence of the compactified manifold of length L. The result
4presented in Eq. (19) is the Casimir vacuum radiation
pressure for a massive scalar field submitted to periodic
boundary conditions inD dimensions and is in agreement
with Refs. [7, 52, 53].
For a 4-dimensional Euclidean space, we obtain [53]
T c33 (L,m) = −
m2
2pi2L2
[
3
∞∑
n=1
1
n2
K2 (mnL)
+ mL
∞∑
n=1
1
n
K1 (mnL)
]
. (20)
From the following asymptotic formula of the Bessel func-
tion,
Kν (z) ≈ 2ν−1z−νΓ (ν), (21)
evaluated for small values of its argument (z ∼ 0) and
Re (ν) > 0, we obtain the small-mass limit Casimir
pressure (mL≪ 1)
T c33 (L, 0) = −
pi2
30L4
, (22)
where we have neglected terms of O (m2). The vacuum
fluctuation Casimir force per unit area is a finite nega-
tive expression which suggests that the radiation pressure
contracts the compactified space of circumference L.
FIG. 1. Normalized Casimir pressure T c33 (L,m)/T
c
33 (L, 0) in
terms of the dimensionless factor mL. We clearly see the
Casimir pressure becomes a monotonically decreasing func-
tion for both: large mass and fixed L or fixed mass m and
large values of the circumference of the compactified manifold.
In Fig. III, we plot the ratio between the Casimir pres-
sure for massive scalar fields (Eq. (20)) and for massless
scalar fields (Eq. (22)): T c33 (L,m)/T c33 (L, 0). We no-
tice in this figure that the normalized Casimir pressure
quickly becomes a monotonically decreasing function for
absolute values of the dimensionless parameter mL.
A no-less important comment we present to finalize
this section is that the corresponding negative Casimir
pressure between two infinitely parallel planes, when one
imposes to the massless scalar field Dirichlet boundary
conditions, that is, φ(x3 = 0) = φ(x3 = L) = 0, is im-
mediately recovered when the plane separation distance
a is equal to the half circumference length L of the space
dimension under compactification.
IV. THERMAL EFFECTS
In this section, thermal and boundary effects are taken
care of simultaneously through the generalized Matsub-
ara prescription. We then consider a D-dimensional
space with a double compactification (d = 2) of the
Euclidean space corresponding to a compactified spatial
dimension with length L and a compactification of the
imaginary-time dimension with length β. In other words,
we take the simultaneous compactification of both the x0
and x3 coordinates of the vector x.
By taking the same steps as in the previous sections,
the stress tensor component T c33 given by Eq. (7) of the
system under investigation now becomes
T c33 =
1
2βL
+∞∑
n1,n2=−∞
∫ ∞
−∞
dD−2k⊥
(2pi)
D−2
×
[
k2n1 − k2n2 −
(
k2⊥ +m
2
)
k2n1 + k
2
n2 + k
2
⊥ +m
2
]
. (23)
Using dimensional regularization, Eqs. (9) and (10), the
previous formula is rewritten as follows:
T c33 =
{
fs (ν, β, L)
[
+∞∑
n1,n2=−∞
[
a1n
2
1 − a2n22 − c2
]
Γ (ν)
[a1n21 + a2n
2
2 + c
2]
ν
−
+∞∑
n1,n2=−∞
(s− ν) Γ (ν − 1)
[a1n21 + a2n
2
2 + c
2]
ν−1
]}
s=1
, (24)
where a1 = L
−2, a2 = β
−2, c = m/2pi, ν = s −
(D − 2) /2, and fs (ν, β, L) is a function given by
fs (ν, β, L) =
1
2βL
1
(4pi)
s−ν
(2pi)
2(ν−1)
Γ (s)
. (25)
Adding and subtracting the term
(
a2n
2
2 + c
2
)
Γ (ν) in the
numerator of the first term on the right-hand side of
5Eq. (24), we obtain
T c33 =
{
fs (ν, β, L) Γ (ν − 1)
[
(2ν − s− 1)
×Zc22 (ν − 1; a1, a2)− 2c2 (ν − 1)Zc
2
2 (ν; a1, a2)
+2a2
∂
∂a2
Zc
2
2 (ν − 1; a1, a2)
]}
s=1
, (26)
where we have used the definition of the two-dimensional
Epstein–Hurwitz zeta function, Zc
2
2 (ν; a1, a2), obtained
from Eq. (14) for d = 2. From Eq. (17), we get for d = 2
Zc
2
2 (ν; a1, a2) =
2pi√
a1a2 Γ (ν)
[
1
2c2(ν−1)
Γ (ν − 1)
+2
∞∑
n1=1
(
pin1
c
√
a1
)ν−1
Kν−1
(
2pic
n1√
a1
)
+2
∞∑
n2=1
(
pin2
c
√
a2
)ν−1
Kν−1
(
2pic
n2√
a2
)
+22
∞∑
n1,n2=1

pi
c
√
n21
a1
+
n22
a2


ν−1
×Kν−1

2pic
√
n21
a1
+
n22
a2



 . (27)
Substituting Eq. (27) in Eq. (26), splitting T c33 into three
terms, T c33 = T cn1 + T cn2 + T cn1n2 , after removing removing
nonphysical terms, we have
T cn1 =
4pi√
a1a2
fs (ν, β, L)
[
(2ν − s− 2)
∞∑
n1=1
(
pin1
c
√
a1
)ν−2
×Kν−2
(
2pic
n1√
a1
)
− 2c2
∞∑
n1=1
(
pin1
c
√
a1
)ν−1
×Kν−1
(
2pic
n1√
a1
)]∣∣∣∣∣
s=1
, (28)
which corresponds to the contribution to the Casimir
pressure due to vacuum fluctuations only. Using the
definition (25), for a1 = L
−2, a2 = β
−2, c = m/2pi,
ν = s − (D − 2) /2, Eq. (20) shown in the previous sec-
tion is recovered.
Also,
T cn2 =
4pi√
a1a2
fs(ν, β, L)
{
(2ν − s− 2)
∞∑
n2=1
(
pin2
c
√
a2
)ν−2
×Kν−2
(
2pic
n2√
a2
)
− 2c2
∞∑
n2=1
(
pin2
c
√
a2
)ν−1
×Kν−1
(
2pic
n2√
a2
)
+ 2a2
∂
∂a2
∞∑
n2=1
[(
pin2
c
√
a2
)ν−2
×Kν−2
(
2pic
n2√
a2
)]}∣∣∣∣∣
s=1
, (29)
yields
T cn2 (β,m) = 2
(
m
2piβ
)D
2
∞∑
n2=1
(
1
n2
)D
2
KD
2
(mβn2) , (30)
which is the Casimir force formula due exclusively to the
thermal fluctuations. The final form of Eq. (30) was
obtained by means of the useful recurrence formula for
Bessel functions,
Kα−1 (z)−Kα+1 (z) = −2α
z
Kα (z) . (31)
For D = 4, we find
T cn2 (β,m) =
(
m2
2pi2β2
) ∞∑
n2=1
(
1
n2
)2
K2 (mβn2) . (32)
Using Eq. (21), we obtain the small-mass limit purely
thermal Casimir pressure (mβ ≪ 1)
T cn2 (β, 0) =
pi2
90β4
, (33)
which is in accordance with the well-known Stefan-
Bolztmann thermal radiation pressure result. This is a
finite positive force per unit area which is more intense
than vacuum radiation Casimir pressure for low values of
β (high-temperature or classical limit).
If we plot the ratio between the thermal radiation pres-
sure for the massive scalar field (Eq. (32)) and the mass-
less one (Eq. (33)), as a function of the dimensionless
parametermβ, the normalized thermal Casimir force per
unit area T cn2 (β,m) /T cn2 (β, 0) presents the typical mono-
tonically decreasing shape for increasing values of the pa-
6rametermβ, in a qualitatively similar manner as Fig. III.
T cn1n2 =
8pi√
a1a2
fs (ν, β, L)
{
(2ν − s− 2)
×
∞∑
n1,n2=1

pi
c
√
n21
a1
+
n22
a2


ν−2
×Kν−2

2pic
√
n21
a1
+
n22
a2


−2c2
∞∑
n1,n2=1

pi
c
√
n21
a1
+
n22
a2


ν−1
×Kν−1

2pic
√
n21
a1
+
n22
a2


+2a2
∂
∂a2
∞∑
n1,n2=1
[pi
c
√
n21
a1
+
n22
a2


ν−2
×Kν−2

2pic
√
n21
a1
+
n22
a2


]}∣∣∣∣∣
s=1
, (34)
provides
T cn1n2(L, β,m)=4
(m
2pi
)D
2
[
∞∑
n1,n2=1
(
1√
n21L
2 + n22β
2
)D
2
×
(
(1−D)n21L2 + n22β2
n21L
2 + n22β
2
)
×KD
2
(
m
√
n21L
2 + n22β
2
)
−m
∞∑
n1,n2=1
n21L
2
(
1√
n21L
2 + n22β
2
)D
2
+1
×KD
2
−1
(
m
√
n21L
2 + n22β
2
)]
, (35)
the corrections to the Casimir pressure in a compact
space in the presence of a massive scalar field heated at
temperature 1/β. In order to obtain the final form of the
above expression, we have used the recurrence formula
given by Eq. (31). Considering D = 4, we get
T cn1n2(L, β,m)= −
(m
pi
)2 [ ∞∑
n1,n2=1
3n21L
2 − n22β2
(n21L
2 + n22β
2)
2
×K2
(
m
√
n21L
2 + n22β
2
)
+m
∞∑
n1,n2=1
n21L
2
(n21L
2 + n22β
2)
3
2
×K1
(
m
√
n21L
2 + n22β
2
)]
, (36)
which is valid for arbitrary values of m, L and β. Using
Eq. (21), we can show that in the small-mass case it
reduces to
T cn1n2(L, β, 0)= −
2
pi2
∞∑
n1,n2=1
3n21L
2 − n22β2
(n21L
2 + n22β
2)
3 , (37)
where we have disregarded terms of O (m2). The cor-
responding expression for Dirichlet boundary conditions
can be obtained by substituting L = 2a.
To clarify our results, we can show that the small-mass
limit given by Eq. (37) can be written as
T cn1n2(L, β, 0)=
1
L4
[3f (ξ) + ξs (ξ)] , (38)
where ξ = L/β and
f (ξ) = − 1
8pi2
∞∑
n1,n2=1
(2ξ)4[
(ξn1)
2
+ (n2)
2
]2 , (39)
s (ξ) = −f ′ (ξ) = 1
pi2
∞∑
n1,n2=1
(2ξ)3n22[
(ξn1)
2
+ (n2)
2
]3 . (40)
The function f (ξ) obeys the inversion symmetry formula,
f (ξ) = ξ4 f
(
1
ξ
)
. (41)
This is an intriguing expression, known as temperature
inversion symmetry, that enables us to obtain the low and
high-temperature limits after simple algebraic manipula-
tions, (see Refs. [14, 18, 54–60] for more details). Follow-
ing [14], the particular low-temperature limit (β ≫ 1)
can be more easily performed after we compute the sum
over index n1 in Eq. (39),
f (ξ) =
ξ4
pi2
∞∑
n2=1
1
n42
− ξ
3
2pi
∞∑
n2=1
coth (pin2/ξ)
n32
−ξ
2
2
∞∑
n2=1
1
n22
1
sinh2 (pin2/ξ)
. (42)
7In the limit ξ ≪ 1, the approximations
coth (pin2/ξ) ≈ 1 , (43)
sinh (pin2/ξ) ≈ 1
2
epin2/ξ , (44)
are valid. Substituting Eqs. (43) and (44) into Eq. (42),
and performing the sum over index n2, we find, for ξ ≪ 1,
f (ξ) =
pi2ξ4
90
− ζ (3) ξ
3
2pi
− 2ξ2
(
1 +
ξ
pi
)
e−2pi/ξ
+O
(
e−4pi/ξ
)
. (45)
Inserting the above formula into Eq. (38), we can show
that
T cn1n2(L, β, 0)= −
pi2
90β4
+
4pi
βL3
(
1 +
L
2piβ
)
e−2piβ/L.
(46)
In this sense, in the low-temperature limit (L≪ β), col-
lecting all the contributions, the final form of Casimir
pressure in the massless case reads
T c33(L, β, 0)= −
pi2
30L4
+
4pi
βL3
e−2piβ/L. (47)
If we neglect the exponential factor, the Casimir pressure
due exclusively to the vacuum fluctuations is dominant
in this regime.
The high-temperature limit is also easily found by
means of the inversion symmetry relation given by Eq.
(41). Applying this formula in Eq. (45), we get
f (ξ) =
pi2
90
− ζ (3) ξ
2pi
− 2ξ2
(
1 +
1
piξ
)
e−2piξ
+O (e−4piξ) . (48)
Substituting Eq. (48) into Eq. (38), we find
T cn1n2(L, β, 0)=
pi2
30L4
− ζ (3)
piβL3
− 1
βL3
×
(
4piL2
β2
+
6L
β
+
4
pi
)
e−2piL/β. (49)
Finally, in the high-temperature limit (L≫ β), comput-
ing all terms, the final form of Casimir pressure is written
as follows:
T c33(L, β, 0)=
pi2
90β4
− ζ (3)
piβL3
− 1
βL3
×
(
4piL2
β2
+
6L
β
+
4
pi
)
e−2piL/β. (50)
Notice that if we neglect the exponential factor, the
Casimir pressure for large temperature is given by the
classical thermal radiation pressure pi2/
(
90β4
)
plus a
negative linear correction factor proportional to β−1.
V. FINAL REMARKS
In the present work we investigate some aspects of the
Casimir effect in the context of nontrivial topologies. In
particular, we revisited the Casimir effect for a massive
scalar field in a heated compact space by means of the
generalized Matsubara formalism. The usual attractive
response of quantum and thermal fluctuations are ob-
tained and our results are in accordance with those found
in the literature. One may notice that all thermal contri-
butions to the Casimir pressure, given by T cn2 and T cn1n2 ,
vanish in the zero-temperature (β →∞) limit, remaining
the pure dependence on the distance L between plates,
which has a well-known L−4 dependence in the small-L
limit for a four-dimensional space. Also, the bulk limit
L → ∞ reduces all expressions in D = 4 to the Stefan–
Boltzmann law β−4.
A rather peculiar aspect of the generalized Matsubara
formalism is related to the renormalization of the ex-
pressions. Usually, in the Casimir context, the divergent
terms are taken care of by subtraction of the bulk in-
tegral, without compactifications (see [47]). Here, there
is no need to do so, as was also remarked by Elizalde
and Romeo [46]. It is sufficient to obtain correct physical
expressions to renormalize by subtraction the divergent
term of the expansion of the Epstein–Hurwitz zeta func-
tions Zc
2
d , as it does not depend on the physical param-
eters L or β.
We also remark that the expression we obtain from
the toroidal formalism, which conveys periodic boundary
conditions in the compactified dimensions, lead to corre-
sponding ones for the Dirichlet conditions, by substitut-
ing L = 2a. The D = 4, small-L limit of the Casimir
pressure in the nonthermal case, given by Eq. (19) be-
comes T33 = −pi2/480a4 in the Dirichlet case for a quan-
tum scalar field. For an electromagnetic field, we have
then twice that value, T33 = −pi2/240a4, due to its two
degrees of freedom. These are compatible with the orig-
inal Casimir results.
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