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Abstract
In this paper we study master equations arising from mean field game problems,
under the Lasry-Lions monotonicity condition. Classical solutions of such equations
typically require very strong technical conditions. Moreover, unlike the equations arising
from mean field control problems, the mean field game master equations are non-local
and even classical solutions often do not satisfy the comparison principle, so the standard
viscosity solution approach seems infeasible. We shall propose two notions of weak
solutions for such equations: one is in the spirit of vanishing viscosity solutions, relying
on the stability result; and the other is in the spirit of Sobolev solutions, based on the
integration by parts formula. We shall prove existence and uniqueness of weak solutions
in both senses. For the crucial regularity in terms of the measures, we construct a
smooth mollifer for functions on Wasserstein space, which is new in the literature and
is interesting in its own right. In order to focus on the main ideas, in this paper we
consider only a very special case, and the more general cases will be studied in an
accompanying paper.
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1 Introduction
Initiated independently by Caines, Huang, & Malhame [6] and Lasry & Lions [16], mean
field games and the closely related mean field control problems have received very strong
attention in the past decade. Such problems consider limit behavior of large systems where
the agents interact with each other in certain symmetric way, with the systemic risk as
a notable application. There have been numerous publications on the subject, see e.g.
Cardaliaguet [7], Bensoussan, Frehse, & Yam [3], Carmona & Delarue [9, 10], and the
references therein. The master equation is a powerful and inevitable tool in this framework,
which plays the role of the PDEs in the standard literature of controls and games. The
main feature of master equation is that its state variable contains probability measures,
typically the distribution of certain underlying state process, so it can be viewed as a
PDE on Wasserstein space. By nature this is an infinite dimensional problem. Master
equation is also a convenient tool for (standard) control problems with partial information,
see e.g. Bandini, Cosso, Fuhrman, & Pham [1, 2] and Saporito & Zhang [20], and for time
inconsistent problems, see e.g. Wu & Zhang [22].
Due to its infinite dimensionality nature, classical solutions of master equations require
very strong technical conditions, see e.g. Buckdahn, Li, Peng, & Rainer [5], Cardaliaguet,
Delarue, Lasry, & Lions [8], Chassagneux, Crisan, & Delarue [11], and Saporito & Zhang
[20], as well as Gangbo & Swiech [14, 15] and Bensoussan & Yam [4] for first order master
equations. There have also been some serious efforts on viscosity solutions for master
equations arising from control problems, see e.g. Pham & Wei [19] and Wu & Zhang [22].
However, mean field game master equations have a quite different nature: it is non-local
and even classical solutions typically do not satisfy the comparison principle. Therefore,
the viscosity solution approach seems infeasible.
There is a cry for an appropriate notion of weak solutions for mean field game master
equations, which is the main goal of this paper. As in standard literature, we shall assume
the Lasry-Lions monotonicity condition on the coefficients. Note that the master equation
is to characterize the value function of the mean field game problem at its equilibrium.
The monotonicity condition is to guarantee the uniqueness of the equilibrium and thus is
essential for the theory. When this condition is violated, the mean field game problem may
have multiple equilibriums with multiple values, then the meaning of the value function is
not clear, not to mention the master equation characterizing the value function. We remark
that Feinstein, Rudloff, & Zhang [13] study the set of all values for nonzero sum game
problems with multiple equilibriums, which could be an appropriate approach for mean
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field games without the monotonicity condition.
We shall propose two new notions of weak solutions for mean field game master equations
and establish their wellposedness. The first one is in the spirit of vanishing viscosity solution,
and we shall call it a vanishing weak solution. Roughly speaking, we first mollify the
coefficients of the master equation and let Vn denote the classical solutions to the mollified
master equations. Under certain stability property, the limit of Vn will be the desired weak
solution of the original master equation.
There are some major difficulties in this approach though. First, for functions of prob-
ability measures, its smooth mollifier is by no means easy and does not seem to be studied
in the literature, to the best of our knowledge. Thus we shall first construct a smooth
mollifier for functions on Wasserstein space of probability measures. Our main idea is to
first discretize the underlying measure and then to mollify the coefficients of the involved
Dirac measures. The main feature of our mollifier is that it keeps the Lipschitz constant
for Lipschitz continuity under 1-Wasserstein distance (but not for 2-Wasserstein distance).
We shall obtain the uniform convergence for V itself and certain L1-type of convergence for
∂µV , provided its existence and continuity. We believe our mollifier is interesting in its own
right and could be useful for relate fields beyond mean field games.
A more fundamental difficulty is that the existence of classical solutions for the mollified
master equations over arbitrary time interval requires the monotonicity condition. Unfortu-
nately, our mollifier does not maintain this condition, and we are not optimistic for finding
another mollifier which could do so. To overcome this difficulty, we instead utilize the local
(in time) classical solutions for the mollified master equations, whose existence does not
require the monotonicity condition. We next patch the local solutions into a global one.
Such idea has been used successfully in the literature of forward backward SDEs, see e.g.
Delarue [12], Zhang [23], and Ma, Wu, Zhang, & Zhang [17]. The key is to obtain some
uniform estimates, under the monotonicity condition on the coefficients of the original mas-
ter equation. We shall establish these estimates as well as the crucial stability result, under
weaker conditions than those required for classical solution theory, which will imply the
existence and uniqueness of our vanishing weak solution.
We next propose Sobolev solution for master equations, by using the integration by
parts formula. We remark that, unlike the mean field control master equations which are
often nonlinear on ∂µV , the partial derivative of the value function V with respect to the
probability measure, the mean field game equilibrium is defined through certain fixed point
procedure and consequently the mean field game master equation is always linear in terms
of ∂µV as well as its further derivatives. This makes it appropriate to apply the integration
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by parts formula, at least when there is only drift control so that the term ∂xxV is also
linear. We shall also establish both the existence and uniqueness of Sobolev solutions.
We remark that in our setting the Sobolev solution requires the existence of ∂µV . As
a by product, we establish a pointwise probabilistic representation formula for ∂µV . An
alternative formula is implied in [8] by using a forward backward PDE system whose initial
condition is the derivative of a Dirac measure. Our representation formula uses the strong
solution to a forward backward SDE system and holds under weak conditions. However,
the connection between the two formulae is not clear. We also remark that, while both the
existence and uniqueness of our Sobolev solution rely on the monotonicity condition, for
our vanishing weak solution the monotonicity condition is required only for the existence
but not for the uniqueness.
Finally, we note that the theory involves many notations and very technical arguments.
In order to focus on the main ideas, in this paper we consider only a very special master
equation. We shall extend our results to more general cases in an accompanying paper.
The rest of the paper is organized as follows. In Section 2 we construct a smooth mol-
lifier for functions of probability measures. In Section 3 we introduce the mean field game
and the associated master equation, in an heuristic way. Section 4 is devoted to the uniform
regularity of the value function and the stability result. In Section 5 we study classical solu-
tions V of master equations over small time interval. In particular, we provide a pointwise
probabilistic representation formula for ∂µV . Finally, in Sections 6 and 7 we propose two
notions of weak solutions for our master equation and establish their wellposedness.
2 A smooth mollifier on Wasserstein space
2.1 The basic setting
Let [0, T ] be a finite time horizon, T := R/Z the (1-dimensional) torus. Note that any
function ϕ on T can be viewed as a periodic function on R with period 1: ϕ(x+ 1) = ϕ(x)
for all x ∈ R. Throughout the paper we shall not distinguish these two equivalent views.
Let P denote the set of all probability measures on T. In particular, for x ∈ T, δx ∈ P
denote the Dirac-measure. Note that, since T is bounded,
∫
T
|x|pµ(dx) < ∞ for all p ≥ 1
and µ ∈ P. Introduce the p-Wasserstein distance:
Wp(µ, ν) := inf
{(
E[|X − Y |p]) 1p : for all r.v. X, Y such that LX = µ, LY = ν}. (2.1)
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At above X,Y are T-valued random variables on arbitrary probability space and L· is the
law of the random variable. In particular, when p = 1 we have the dual representation:
W1(µ, ν) = sup
{∫
T
ϕ(x)[µ(dx) − ν(dx)] : ϕ ∈ C1(T;R) such that ϕ(0) = 0, |ϕ′| ≤ 1
}
.(2.2)
We denote Pp := (P,Wp) when there is a need to emphasize the distance Wp. Consider a
function U : P2 → R. By [7, 21], the derivative of U takes the form ∂µU : P2 × T → R
satisfying: for all T-valued random variables ξ, η such that Lξ = µ,
U(Lξ+η)− U(µ) = E
[
∂µU(µ, ξ)η
]
+ o(‖η‖2). (2.3)
Remark 2.1 (i) For any p ≥ 1, Pp is compact, consequently any µ ∈ C0(Pp) is bounded
and uniformly continuous. However, this is not true when T is replaced with R.
(ii) For fixed µ, ∂µU(µ, ·) is unique µ-a.s. However, for U ∈ C1(P2), namely ∂µU exists
and is continuous on P2 × T, then ∂µU(µ, x) is unique for all (µ, x).
Given U ∈ C1(P2), we may define ∂x∂µU and ∂µ∂µU in obvious sense, and we may
define higher order derivatives in the same manner. One crucial property of smooth U is
the Itoˆ formula, which plays an important role in the theory. To be precise, denote
Θ := [0, T ]× T× P2,
and let U ∈ C1,2,2(Θ), namely U : Θ → R is continuous, ∂tU , ∂xU , ∂xxU , ∂µU(t, x, µ, x˜),
and ∂x˜∂µU(t, x, µ, x˜) exist and are continuous. Then for any dXt = btdt+ σtdBt, where B
is a Brownian motion, the following Itoˆ formula holds (cf., e.g., [5, 11]):
dU(t,Xt,LXt) =
[
∂tU + ∂xUbt +
1
2
∂xxUσ
2
t
]
(t,Xt,LXt)dt+ ∂xU(t,Xt,LXt)σtdBt
+E˜
[
∂µU(t,Xt,LXt , X˜t)b˜t +
1
2
∂x˜∂µU(t,Xt,LXt , X˜t)σ˜2t
]
dt, (2.4)
where (X˜, b˜, σ˜) is an independent copy of (X, b, σ), and E˜ is the conditional expectation
with respect to (X˜, b˜, σ˜) for given X.
2.2 Construction of a smooth mollifier
The main purpose of this subsection is to construct a smooth mollifier for U ∈ C0(P1),
which is new in the literature, to our best knowledge. The idea works for C0(P1(Rd)), but
for simplicity we focus on C0(P1(T)) here. We proceed in two steps.
Step 1. Discretization of µ ∈ P. Fix n ≥ 3 and denote xi := in , i = 0, · · · , n. One
naive construction is to approximate µ with
∑n−1
i=0 ψ˜i(µ)δxi , where ψ˜i(µ) := µ([xi, xi+1)).
5
However, since 1[xi,xi+1) is discontinuous, one can easily check that ψ˜i /∈ C1(P2), which is
an obstacle for the smoothness of Un we will construct.
To get around of this difficulty, we introduce a function I = In ∈ C∞([0, 1]) such that
I(x) = 1 for x ≤ 1
n3
, I(x) = 1− x for 1n ≤ x ≤ 1− 1n , I(x) = 0 for x ≥ 1− 1n3 ;
0 ≤ I ≤ 1, −[1 + 1n ] ≤ I ′ ≤ 0, and I(x) + I(1− x) = 1.
(2.5)
We next define, for i = 0, · · · , n, and x ∈ T,
φi(x) := I
(
n|x− xi|
)
1[xi−1,xi+1](x). (2.6)
Then one can verify straightforwardly that φi ∈ C∞(T), 0 ≤ φi ≤ 1, and
for any x ∈ [xi, xi+1] : φi(x) + φi+1(x) = 1, φj(x) = 0 for j 6= i, i+ 1. (2.7)
For each µ ∈ P, denote
µn :=
n∑
i=1
ψi(µ)δxi , where ψi(µ) :=
∫
T
φi(x)µ(dx). (2.8)
Note that ∂µψi(µ, x) = φ
′
i(x), then clearly ψi ∈ C∞(P2). Moreover,
µn(T) =
n∑
i=1
∫
T
φi(x)µ(dx)δxi(T) =
∫
T
n∑
i=1
φi(x)µ(dx) = µ(T) = 1.
This implies that µn ∈ P.
Step 2. Mollification of U . We first define
U˜n(µ) := U(µn) = U
( n∑
i=1
ψi(µ)δxi
)
. (2.9)
Since µn is a discrete measure, one can mollify U˜n through the coefficients ψi(µ). However,
note that {ψi(µ)}1≤i≤n is a (discrete) probability and U is defined only on probability
measures, we need some special treatment for the mollification. To be precise, denote
∆n := {y = (y1, · · · , yn−1) : |yi| ≤ 1n3} ⊂ Rn−1, and we always denote yn := −
∑n−1
i=1 yi.
Then
∑n
i=1 yi = 0 and |yn| ≤ 1n2 . Define
µn(y) :=
n∑
i=1
ψ̂i(µ, y)δxi , where ψ̂i(µ, y) :=
n
n+ 1
[
1
n2
+ ψi(µ) + yi]. (2.10)
Note that
ψ̂i(µ, y) ≥ 0,
n∑
i=1
ψ̂i(µ, y) =
n
n+ 1
[ 1
n
+
n∑
i=1
ψi(µ) +
n∑
i=1
yi
]
=
n
n+ 1
[ 1
n
+ 1 + 0
]
= 1.
That is, µn(y) ∈ P for all y ∈ ∆n. Now let ζn be a smooth density function with support
∆n, and define
Un(µ) :=
∫
∆n
ζn(y)U
(
µn(y)
)
dy. (2.11)
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2.3 The convergence results
Theorem 2.2 Let U ∈ C0(P1) and Un be defined by (2.11). Then
(i) Un ∈ C∞(P2) and limn→∞ ‖Un − U‖∞ = 0, where ‖U‖∞ := supµ∈P |U(µ)|.
(ii) If U is Lipschitz continuous under W1 with Lipschitz constant L, then Un is uni-
formly Lipschitz continuous under W1 with the same Lipschitz constant L.
(iii) If U ∈ C1(P2), then lim
n→∞ supµ∈P
∫
T
|∂µUn(µ, x)− ∂µU(µ, x)|dx = 0.
Remark 2.3 (i) If U is Lipschitz continuous under W2 with Lipschitz constant L, we are
not able to show that Un is uniformly Lipschitz continuous under W2 with the same L.
Nevertheless, since W1 ≤ W2, so under the condition in Theorem 2.2 (ii) we see that Un is
also uniformly Lipschitz continuous under W2 with the same Lipschitz constant L.
(ii) In Theorem 2.2 (iii), our Un does not satisfy (recalling Remark 2.1 (ii))
lim
n→∞ sup(µ,x)∈P×T
|∂µUn(µ, x)− ∂µU(µ, x)| = 0.
See Example 2.4 below. It will be interesting to know if there exists an alternative mollifier
such that the above uniform convergence holds for U ∈ C1(P2). Neverthless, the convergence
of ∂µUn we obtain here is sufficient for our study of Sobolev solutions in Section 7.
Example 2.4 Let U(µ) =
∫
T
g(x)µ(dx) for some smooth function g. Then
Un(µ) =
∫
∆n
ζn(y)
n∑
i=1
[ n
n+ 1
[
1
n2
+ ψi(µ) + yi]
]
g(xi)dy
=
n
n+ 1
n∑
i=1
[ 1
n2
+ ψi(µ)
]
g(xi) +
n
n+ 1
∫
Rn−1
ζn(y)
n∑
i=1
yig(xi)dy.
Note that ∂µU(µ, x) = g
′(x) and
∂µUn(µ, x) =
n
n+ 1
n∑
i=1
∂µψi(µ, x)g(xi) =
n
n+ 1
n∑
i=1
φ′i(x)g(xi)
By (2.5) and (2.6), we see that φ′i(xj) = 0 for all i, j, and thus ∂µUn(µ, xj) = 0. Therefore,
assuming g′ ≥ 1, ∣∣∂µU(µ, xj)− ∂µUn(µ, xj)∣∣ = |g′(xj)| ≥ 1.
Proof of Theorem 2.2. (i) For z ∈ Rn−1, denote
κi(µ, z) := zi − ψi(µ)− 1
n2
, κ(µ, z) := (κ1(µ, z), · · · , κn−1(µ, z)), zn := n+ 1
n
−
n−1∑
i=1
zi.
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Let ∆̂n := {z ∈ Rn−1 : κ(µ, z) ∈ ∆n}. It is clear that nn+1
∑n
i=1 ziδxi ∈ P for z ∈ ∆̂n, and
Un(µ) =
∫
∆̂n
ζn(κ(µ, z))U(
n
n + 1
n∑
i=1
ziδxi)dz. (2.12)
Since φi(x) is smooth, then clearly ψi ∈ C∞(P2) and thus κi(·, z) ∈ C∞(P2) for any z. Now
since ζn is also smooth, we see that Un ∈ C∞(P2).
Next, recall (2.2) and let ϕ ∈ C1(T;R) satisfy ϕ(0) = 0, |ϕ′| ≤ 1. Then, for any y ∈ ∆n,∣∣∣ ∫
T
ϕ(x)[µn(y)(dx)− µ(dx)]
∣∣∣ = ∣∣∣ n∑
i=1
ψ̂i(µ, y)ϕ(xi)−
∫
T
ϕ(x)µ(dx)
∣∣∣
≤
∣∣∣ n∑
i=1
ψi(µ)ϕ(xi)−
∫
T
ϕ(x)µ(dx)
∣∣∣ + ∣∣∣ n
n+ 1
n∑
i=1
ψi(µ)ϕ(xi)−
n∑
i=1
ψi(µ)ϕ(xi)
∣∣∣
+
n
n+ 1
n∑
i=1
[
1
n2
+ |yi|]|ϕ(xi)|
≤
∣∣∣ n∑
i=1
ϕ(xi)
∫ xi+1
xi−1
φi(x)µ(dx) −
∫
T
ϕ(x)µ(dx)
∣∣∣ + C
n
=
∣∣∣ n∑
i=1
∫ xi+1
xi
[
[ϕ(xi)φi(x) + ϕ(xi+1)φi+1(x)]− [φi(x) + φi+1(x)]ϕ(x)
]
µ(dx)
∣∣∣+ C
n
≤
n∑
i=1
∫ xi+1
xi
[|ϕ(xi)− ϕ(x)|φi(x) + |ϕ(xi+1)− ϕ(x)|φi+1(x)]µ(dx) + C
n
≤ 1
n
n∑
i=1
∫ xi+1
xi
[φi(x) + φi+1(x)]µ(dx) +
C
n
≤ C
n
.
This implies thatW1(µn, µ) ≤ Cn . By Remark 2.1 (i), U is uniformly continuous in P1, then
we see that Un(µ) = U(µn) converges to U(µ) uniformly.
(ii) Let µ, ν ∈ P1. For ϕ ∈ C1(T;R) satisfying ϕ(0) = 0, |ϕ′| ≤ 1 and y ∈ ∆n, we have∣∣∣ ∫
T
ϕ(x)[µn(y)(dx) − νn(y)(dx)]
∣∣∣ = ∣∣∣ n∑
i=1
[ψ̂i(µ, y)− ψ̂i(ν, y)]ϕ(xi)
∣∣∣
=
∣∣∣ n
n+ 1
n∑
i=1
[ψi(µ)− ψi(ν)]ϕ(xi)
∣∣∣ = ∣∣∣ ∫
T
ϕ˜(x)[µ(dx) − ν(dx)]
∣∣∣ (2.13)
where ϕ˜(x) := nn+1
∑n
i=1 φi(x)ϕ(xi). Note that, for x ∈ [xi, xi+1], we have
ϕ˜(x) =
n
n+ 1
[
φi(x)ϕ(xi) + φi+1(x)ϕ(xi+1)
]
=
n
n+ 1
[
φi(x)ϕ(xi) + [1− φi(x)]ϕ(xi+1)
]
.
Then, by (2.5),
|ϕ˜′(x)| = n
n+ 1
∣∣φ′i(x)[ϕ(xi)− ϕ(xi+1)]∣∣ ≤ 1n+ 1 |φ′i(x)|
≤ n
n+ 1
|I ′(n(x− xi))| ≤ n
n+ 1
(1 +
1
n
) = 1.
8
This, together with (2.13), implies that W1(µn(y), νn(y)) ≤ W1(µ, ν). Then
|Un(µ)− Un(ν)| ≤
∫
∆n
ζn(y)
∣∣U(µn(y))− U(νn(y))∣∣dy ≤
∫
∆n
ζn(y)LW1(µn(y), νn(y))dy
≤
∫
∆n
ζn(y)LW1(µ, ν)dy = LW1(µ, ν).
This is the desired uniform Lipschitz continuity.
(iii) We first express ∂µUn in terms of ∂µU . Recall (2.3). Fix ξ and η such that Lξ = µ.
For each y ∈ ∆n and t > 0 small, let ξn(y) be a discrete random variable such that
Lξn(y) = µn(y), namely P(ξn(y) = xi) = ψ̂i(µ, y). We shall construct a random variable
ηn(t, y) such that P(ξn(y) + ηn(t, y) = xi) = ψ̂i(Lξ+tη, y). For this purpose, we shall first
construct some functions pi(t, y) satisfying 0 ≤ pi(t, y) ≤ ψ̂i(µ, y), and then set ηn(t, y)
taking two values: 0 and 1n with P(ξn(y) = xi, ηn(t, y) =
1
n) = pi(t, y). Note that
ψ̂i(Lξ+tη, y) = P(ξn(y) + ηn(t, y) = xi)
= P(ξn(y) = xi, ηn(t, y) = 0) + P(ξn(y) = xi−1, ηn(t, y) =
1
n
)
= ψ̂i(µ, y)− pi(t, y) + pi−1(t, y).
Let Cn be a constant which will be specified later. For i = 1, · · · , n, set
pi(t, y) := Cnt−
i∑
j=1
[ψ̂j(Lξ+tη, y)− ψ̂j(µ, y)] = Cnt− n
n+ 1
i∑
j=1
[ψj(Lξ+tη)− ψj(µ)],(2.14)
One can easily show that
∑i
j=1 |ψj(Lξ+tη)−ψj(µ)| ≤ Cnt, for a constant Cn > 0 which may
depend on n and η, but independent of t. Then pi(t, y) ≥ 0. Moreover, note that |yi| ≤ 1n3
for i = 1, · · · , n− 1 and |yn| ≤
∑n−1
i=1 |yi| ≤ n−1n3 , by (2.10) we have
ψ̂i(µ, y) ≥ n
n+ 1
[
1
n2
− n− 1
n3
] =
1
n2(n+ 1)
,
then pi(t, y) ≤ 2Cnt ≤ ψ̂i(µ, y) for t small. Thus the desired ηn(t, y) can be constructed.
Now by (2.3), we have
Un(Lξ+tη)− Un(Lξ) =
∫
∆n
ζn(y)[U(Lξn(y)+ηn(t,y))− U(Lξn)]dy
=
∫
∆n
ζn(y)
∫ 1
0
E
[
∂µU(Lξn(y)+θηn(t,y), ξn + θηn(t, y))ηn(t, y)
]
dθdy
=
1
n
∫
∆n
ζn(y)
∫ 1
0
n∑
i=1
[
∂µU(Lξn(y)+θηn(t,y), xi +
θ
n
)pi(t, y)
]
dθdy
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By the uniform continuity of ∂µU , we have
E
[
∂µUn(µ, ξ)η
]
= lim
t↓0
1
t
[
Un(Lξ+tη)− Un(Lξ)
]
=
1
n
∫
∆n
ζn(y)
∫ 1
0
n∑
i=1
[
∂µU(Lξn(y), xi +
θ
n
) lim
t↓0
pi(t, y)
t
]
dθdy.
Note that, by (2.14),
lim
t↓0
pi(t, y)
t
= Cn − n
n+ 1
i∑
j=1
E
[
∂µψj(µ, ξ)η
]
= Cn − n
n+ 1
i∑
j=1
E
[
φ′j(ξ)η
]
.
Then
E
[
∂µUn(µ, ξ)η
]
=
Cn
n
∫
∆n
ζn(y)
∫ 1
0
n∑
i=1
[
∂µU(Lξn(y), xi +
θ
n
)
]
dθdy
− 1
n+ 1
∫
∆n
ζn(y)
∫ 1
0
n∑
i=1
[
∂µU(Lξn(y), xi +
θ
n
)
i∑
j=1
E
[
φ′j(ξ)η
]]
dθdy.
Note that the left side and the second line of the above equality do not depend on Cn, and
following our arguments the choice of Cn is not unique, then we must have∫
∆n
ζn(y)
∫ 1
0
n∑
i=1
[
∂µU(Lξn(y), xi +
θ
n
)
]
dθdy = 0,
and hence
E
[
∂µUn(µ, ξ)η
]
= − 1
n+ 1
∫
∆n
ζn(y)
∫ 1
0
n∑
i=1
[
∂µU(Lξn(y), xi +
θ
n
)
i∑
j=1
E
[
φ′j(ξ)η
]]
dθdy.
This implies
∂µUn(µ, x) = − 1
n+ 1
∫
∆n
ζn(y)
∫ 1
0
n∑
i=1
[
∂µU(Lξn(y), xi +
θ
n
)
i∑
j=1
φ′j(x)
]
dθdy.
Moreover, for x ∈ [xk, xk+1), we have
∑i
j=1 φ
′
j(x) = φ
′
k(x)δi,k. Then
∂µUn(µ, x) = − 1
n+ 1
∫
∆n
ζn(y)
∫ 1
0
[
∂µU(Lξn(y), xk +
θ
n
)φ′k(x)
]
dθdy (2.15)
= −∂µU(µ, x)
φ′k(x)
n
+ o(1),
for n large. Recall (2.5) and (2.7), we see that 1nφ
′
k(x) = I
′(n(x− xk)) and thus
1
n
φ′k(x) = −1 for
1
n
≤ n(x− xk) ≤ 1− 1
n
, and − [1 + 1
n
] ≤ 1
n
φ′k ≤ 0.
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Thus ∫
T
|∂µUn(µ, x)− ∂µU(µ, x)|dx =
n−1∑
k=0
∫ xk+1
xk
|∂µU(µ, x)[1 +
φ′k(x)
n
]|dx+ o(1)
=
n−1∑
k=0
[ ∫ xk+ 1
n2
xk
+
∫ xk+1
xk+1− 1n2
]
|∂µU(µ, x)[1 + φ
′
k(x)
n
]|dx+ o(1)
≤ C
n−1∑
k=0
[ ∫ xk+ 1
n2
xk
+
∫ xk+1
xk+1− 1
n2
]
dx+ o(1) ≤ C
n
+ o(1) = o(1).
This completes the proof.
3 A mean field game and the master equation
Let (Ω,F ,F,P) be a filtered probability space, B is an F-Brownian motion, and Ft =
F0 ∨FBt . We assume F0 is rich enough to support any µ ∈ P. Given (t, µ) ∈ [0, T ]×P and
a Markovian (for simplicity) control α ∈ A := L∞([0, T ] × R), consider the following SDE:
Xt,µ,αs = ξ +
∫ s
t
αr(X
t,µ,α
r )dr +B
t
s, s ∈ [t, T ], (3.1)
where Bts := Bs − Bt and ξ ∈ L0(Ft0) with Lξ = µ. By Girsanov Theorem, the above
SDE has a unique weak solution. When µ = δx, we may also denote it as X
t,x,α. Now fix
θ = (t, x, µ) ∈ Θ and α ∈ A, consider the following optimization problem:
V (α; θ) := sup
α′∈A
J(θ;α,α′), where
J(θ;α,α′) := EP
[
G(Xt,x,α
′
T ,LXt,µ,α
T
) +
∫ T
t
[F (Xt,x,α
′
s ,LXt,µ,αs )−
1
2
|α′s(Xt,x,α
′
s )|2]ds
]
,
(3.2)
where F,G : T× P → R are measurable in all variables.
Definition 3.1 We say α∗ ∈ A is a mean field equilibrium (MFE) of (3.2) at (t, µ) if
V (α∗; t, x, µ) = J(t, x, µ;α∗, α∗) for µ-a.e. x ∈ T.
We remark that an MFE is local in (t, µ), but is global in x. When there is a unique MFE
for each (t, µ), denoted as α∗(t, µ), then clearly the game problem leads to a value function:
V (t, x, µ) := V (α∗(t, µ); t, x, µ). (3.3)
The above value function is associated with the following master equation:
LV (θ) := ∂tV + 1
2
∂xxV − 1
2
|∂xV |2 + F +MV = 0, V (T, x, µ) = G(x, µ),
where MV (θ) := E˜
[1
2
∂x˜∂µV (t, x, µ, ξ˜)− ∂µV (t, x, µ, ξ˜)∂xV (t, ξ˜, µ)
]
.
(3.4)
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Here Lξ˜ = µ and E˜ is with respect to ξ˜. We emphasize that the term ∂xV in MV is
global in x, and thus the master equation is non-local. In particular, we cannot expect a
comparison principle for its solution.
The following result is well known, see e.g. [9].
Proposition 3.2 Assume F , G are continuous and the master equation (3.4) has a classical
solution V ∈ C1,2,2(Θ). Then α∗(t, µ;x) := ∂xV (t, x, µ) is an MFE at (t, µ), for all (t, µ).
3.1 Characterization via forward backward PDEs and SDEs
The master equation (3.4) is associated with the following system of forward backward
PDEs: for any fixed (t0, µ) ∈ [0, T ]× P and consider the PDEs on [t0, T ]× T,
∂tρ(t, x)− 12∂xxρ(t, x)− div(ρ(t, x)∂xu(t, x)) = 0;
∂tu(t, x) +
1
2∂xxu(t, x)− 12 |∂xu(t, x)|2 + F (x, ρt) = 0;
ρ(t0, ·) = µ, u(T, x) = G(x, ρT ).
(3.5)
Here ρ(t0, ·) is understood in measure sense, while ρ(t, ·) is a density function for t > t0.
We shall denote by ρt the measure with density ρ(t, ·).
Proposition 3.3 Assume the master equation (3.4) has a classical solution V ∈ C1,2,2(Θ).
Then PDE (3.5) has a classical solution (ρ, u) and it satisfies u(t, x) = V (t, x, ρt).
Next, given (t0, µ) and ξ ∈ L0(Ft0) with Lξ = µ. Consider the following forward
backward SDEs on [t0, T ]:
Xt0,ξt = ξ −
∫ t
t0
Zt0,ξs ds+B
t0
t ;
Y t0,ξt = G(X
t0,ξ
T ,LXt0,ξ
T
) +
∫ T
t
[F (Xt0,ξs ,LXt0,ξs ) +
1
2
|Zt0,ξs |2]ds−
∫ T
t
Zt0,ξs dBs;
Xt0,x,ξt = x−
∫ t
t0
Zt0,x,ξs ds+B
t0
t (3.6)
Y t0,x,ξt = G(X
t0,x,ξ
T ,LXt0,ξ
T
) +
∫ T
t
[F (Xt0,x,ξs ,LXt0,ξs ) +
1
2
|Zt0,x,ξs |2]ds−
∫ T
t
Zt0,x,ξs dBs.
Proposition 3.4 Assume the PDE (3.5) has a classical solution (ρ, u). Then FBSDE (3.6)
has a unique strong solution and it satisfies L
X
t0,ξ
t
= ρt and
Y t0,ξt = u(t,X
t0,ξ
t ), Z
t0,ξ
t = ∂xu(t,X
t0,ξ
t );
Y t0,x,ξt = u(t,X
t0,x,ξ
t ), Z
t0,x,ξ
t = ∂xu(t,X
t0,x,ξ
t ).
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3.2 Technical conditions
In this subsection, we collect some technical conditions which will be used in the paper. We
first assume some regularity conditions on F,G.
Assumption 3.5 F,G : T × P1 → R are uniformly Lipschitz continuous in both x and µ
(under W1) with Lipschitz constant L1. For convenience, we shall also denote by L0 > 0
an upper bound of F,G.
Assumption 3.6 F,G are differentiable in x, and ∂xF, ∂xG are also uniformly Lipschitz
continuous in both x and µ (under W1) with Lipschitz constant L2.
Assumption 3.5 is standard, except that it would look more natural to assume the
Lipschitz continuity under W2, in light of (2.3). We use W1 here mainly because of the
issue mentioned in Remark 2.3 (i), see also Remark 4.3 below. We emphasize again that
Assumption 3.5 implies F and G are uniformly Lipschitz continuous underW2. Assumption
3.6 is somewhat stronger than what we expected and it will be ideal to remove it. However,
we should point out that it is still much weaker than the technical conditions required in
the literature for the existence of classical solutions to the master equation, see e.g. [11].
As a direct consequence of the above assumptions we have the regularity of PDE (3.5).
Proposition 3.7 (i) Let Assumption 3.5 hold. Then PDE (3.5) admits a classical solution
u ∈ C1,2([t0, T ) × T) ∩ C0([t0, T ] × T) and ρ ∈ C1/2([t0, T ],P2), where the equation for
ρ holds in the sense of distribution. Moreover, there exist constants C0 = C0(T,L0) and
C1 = C1(T,L0, L1), for the L0, L1 in Assumption 3.5, such that
|u(t, x)| ≤ C0, |∂xu(t, x)| ≤ C1, W2(ρt, ρs) ≤ C1|t− s|1/2;
|∂2xxu(t, x)| ≤
C1√
T − t , |ρ(t, x)| ≤
C1√
t− t0
.
(3.7)
(ii) Assume further that Assumption 3.6 holds with constant L2. Then u ∈ C0,1([t0, T ]×
T) and for an C2 = C2(T,L0, L1, L2), we have
|∂tu(t, x)|+ |∂2xxu(t, x)| ≤ C2. (3.8)
Proof The existence of classical solution is standard, see e.g. [7]. To see the uniform
estimates, denote v := e−u. Then v satisfies the following linear PDE:
∂tv(t, x) +
1
2
∂2xv(t, x)− v(t, x)F (x, ρt) = 0, v(T, x) = e−G(x,ρT ).
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It is straightforward to derive the estimates for v, ∂xv, ∂
2
xxv, which implies the estimates for
u, ∂xu, ∂
2
xxu. The boundedness of ∂tu follows from the PDE for u.
Moreover, note that ρt = LXt , where Lξ = µ and X is the (strong) solution of
Xt = ξ −
∫ t
t0
∂xu(s,Xs)ds +B
t0
t ,
Then, since |∂xu| ≤ C1, one can easily see that W22 (ρt, ρs) ≤ E[|Xt −Xs|2] ≤ C1|t− s|.
Finally, to derive the estimate for ρ(t, x), for notational simplicity we assume t0 = 0 and
t = T . Then the Malliavin derivative satisfies:
DsXt = 1−
∫ t
s
∂2xxu(r,Xr)DsXrdr, 0 ≤ s ≤ t ≤ T.
Thus DsXt = exp
(− ∫ ts ∂2xxu(t,Xr)dr), and
‖DXT ‖2 :=
∫ T
0
|DsXT |2ds =
∫ T
0
exp
(− 2∫ T
s
∂2xxu(t,Xr)dr
)
ds
≥
∫ T
0
exp
(− 2∫ T
s
C1√
T − rdr
)
ds =
∫ T
0
exp
(− C1√T − s)ds ≥ T
C1
.
Now for any smooth (in the sense of Malliavin calculus) random variable η, applying the
integration by parts formula (cf [18] Lemma 1.2.1),
∣∣∣E[ ∫ T
0
DtηDtXTdt
]∣∣∣2 = ∣∣∣E[η ∫ T
0
DtXT dBt
]∣∣∣2 ≤ E[η2]E[ ∫ T
0
|DtXT |2dt
]
≤ E[η2]
∫ T
0
exp
(
2
∫ T
t
C1√
T − rdr
)
dt ≤ C1TE[η2].
This implies that the Skorohod integral satisfies:
E
[∣∣δ(DXT )∣∣2] ≤ C1T.
Now by [18] Proposition 2.1.1 we have
ρ(T, x) =
E
[
1{XT>x}δ(DXT )
]
‖DXT ‖2 ≤
E[|δ(DXT )|]
‖DXT ‖2 ≤
C1
√
T
T
=
C1√
T
.
This completes the estimate for ρ in (3.7).
Throughout the paper, we shall use C to denote a generic constant depending only on
T , and Ci if it depends on T and L0, · · · , Li, for i = 0, 1, 2.
We remark that in general we do not have uniqueness in Proposition 3.7. For that
purpose we need the following monotonicity condition, see Theorems 4.1 and 4.4 below.
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Assumption 3.8 For any µ1, µ2 ∈ P(T) and for Φ = F,G, we have∫
T
[
Φ(x, µ1)− Φ(x, µ2)
][
µ1(dx)− µ2(dx)
] ≥ 0. (3.9)
This assumption is crucial for the uniqueness of MFE, and in the mean time is a key
condition for the estimates in the paper, which ensures further the existence of our weak
solutions to the master equations. However, for F,G satisfying (3.9), it is unlikely their
smooth mollifiers constructed in Section 2 will maintain the same monotonicity property.
This is one of the main difficulties we encounter in this paper.
3.3 The main results
In the rest of the paper, we will prove the following main results.
• Under Assumptions 3.5, 3.6, and 3.8, V is uniformly Lipschitz continuous in (x, µ)
(under W1) and uniformly Ho¨lder-12 continuous in t. Moreover, for each t, V (t, ·) satisfies
the monotonicity condition (3.9). See Theorem 4.2.
• Under Assumptions 3.5, 3.6, and 3.8, the stability property holds for V in terms of
the mollification of (F,G). See Theorem 4.4.
• Under Assumption 3.5 and if T is small, then we have the classical solution theory
for the master equation. In particular, we establish a pointwise representation formula for
∂µV . See Theorem 5.2.
• Under Assumption 3.5, we have the uniqueness of our vanishing weak solution; and
we obtain the existence under additional Assumptions 3.6 and 3.8. See Theorem 6.2.
• Under Assumptions 3.5, 3.6, and 3.8, we have the existence and uniqueness of our
Sobolev solution, provided that ∂µF, ∂µG are continuous. See Theorems 7.3 and 7.5.
4 Stability of the PDE system
We first study the stability of u with respect to ρ0.
Theorem 4.1 Let Assumptions 3.5, 3.6, and 3.8 hold. For i = 1, 2, let (ui, ρi) be a classical
solution to PDE (3.5) with initial condition µi ∈ P1. Then
sup
(t,x)∈[t0,T ]×T
|u1(t, x)− u2(t, x)| ≤ C2W1(µ1, µ2). (4.1)
Moreover, the following monotonicity property holds:∫
T
[u1(t, x)− u2(t, x)][ρ1(t, x)− ρ2(t, x)]dx ≥ 0. (4.2)
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Proof Without loss of generality, we assume t0 = 0. Denote u := u
1 − u2, and similarly
for the other notations.
Step 1. By (3.5) we have
∂tρ(t, x)− 12∂xxρ(t, x)− ∂x
[
ρ1(t, x)∂xu
1(t, x)− ρ2(t, x)∂xu2(t, x)
]
= 0;
∂tu(t, x) +
1
2∂xxu(t, x)− 12
[|∂xu1(t, x)|2 − |∂xu2(t, x)|2]+ F (x, ρ1t )− F (x, ρ2t ) = 0;
ρ(0, ·) = µ, u(T, x) = G(x, ρ1T )−G(x, ρ2T ).
(4.3)
Multiply the first equation by u and the second equation by ρ, integrate over x, and then
apply the integration by parts formula, we obtain
∂t
∫
T
u(t, x)ρ(t, x)dx+
∫
T
[
[ρ1∂xu
1 − ρ2∂xu2]∂xu− 1
2
[|∂xu1|2 − |∂xu2|2]ρ
+[F (x, ρ1t )− F (x, ρ2t )]ρ(t, x)
]
dx = 0.
Note that
[ρ1∂xu
1 − ρ2∂xu2]∂xu− 1
2
[|∂xu1|2 − |∂xu2|2]ρ = ρ1 + ρ2
2
|∂xu|2.
Then ∫ T
0
∫
T
ρ1 + ρ2
2
|∂xu|2(t, x)dxdt =
∫
T
u(0, x)µ(dx)
−
∫
T
[G(x, ρ1T )−G(x, ρ2T )]ρ(T, x)dx−
∫ T
0
∫
T
[F (x, ρ1t )− F (x, ρ2t )]ρ(t, x)dxdt.
Since F,G satisfy Assumption 3.8, we have∫ T
0
∫
T
ρ1 + ρ2
2
|∂xu|2(t, x)dxdt ≤
∫
T
u(0, x)µ(dx) ≤ ‖∂xu‖∞W1(µ1, µ2), (4.4)
where the second inequality thanks to (2.2).
Moreover, the first inequality of (4.4) implies (4.2) at t = 0. We can prove (4.2) at
arbitrary t similarly.
Step 2. We next estimate W1(ρ1t , ρ2t ). Let ξ1, ξ2 be such that Lξi = µi andW1(µ1, µ2) =
E[|ξ|], where ξ := ξ1 − ξ2. Recall (3.8) and let Xi solves the following SDE:
Xit = ξi −
∫ t
0
∂xu
i(s,Xis)ds+Bt.
Then LXit = ρ
i
t and thus W1(ρ1t , ρ2t ) ≤ E[|X t|], where X := X1 −X2. Note that
Xt = ξ −
∫ t
0
[∂xu
1(s,X1s )− ∂xu2(s,X2s )]ds
= ξ −
∫ t
0
[∂xu
1(s,X1s )− ∂xu1(s,X2s ) + ∂xu(s,X2s )]ds.
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Then, by (3.8) and (4.4), we obtain
E[|X t|] ≤ E[|ξ|] + C2
∫ t
0
E[|Xs|]ds +
∫ t
0
∫
T
|∂xu(s, x)|ρ2(s, x)dxds
≤ C2
∫ t
0
E[|Xs|]ds +W1(µ1, µ2) + C
(∫ T
0
∫
T
|∂xu(s, x)|2ρ2(s, x)dxds
) 1
2
≤ C2
∫ t
0
E[|Xs|]ds +W1(µ1, µ2) + C‖∂xu‖
1
2∞W
1
2
1 (µ1, µ2).
Applying the Gronwall inequality we obtain
W1(ρ1t , ρ2t ) ≤ E[|X t|] ≤ C2
[
W1(µ1, µ2) + ‖∂xu‖
1
2∞W
1
2
1 (µ1, µ2)
]
. (4.5)
Step 3. Recall (4.3) for the equation of u:
∂tu(t, x) +
1
2∂xxu(t, x)− 12
[
∂xu
1(t, x) + ∂xu
2(t, x)
]
∂xu+ F (x, ρ
1
t )− F (x, ρ2t ) = 0;
u(T, x) = G(x, ρ1T )−G(x, ρ2T ).
(4.6)
Consider SDE:
Xxt = x−
1
2
∫ t
0
[∂xu
1 + ∂xu
2](s,Xxs )ds +Bt. (4.7)
Then we have the standard Feynman-Kac formula:
u(0, x) = E
[
G(XxT , ρ
1
T )−G(XxT , ρ2T ) +
∫ T
0
[F (Xxt , ρ
1
t )− F (Xxt , ρ2t )]dt
]
. (4.8)
Denote ∇Xxt := limε→0 X
x+ε
t −Xxt
ε . Then
∇Xxt = 1−
1
2
∫ t
0
[∂xxu
1 + ∂xxu
2](s,Xxs )∇Xxs ds.
By (3.8) we see that |∇Xxt | ≤ C2. Differentiate (4.8) we have
∂xu(0, x) = E
[
[∂xG(X
x
T , ρ
1
T )− ∂xG(XxT , ρ2T )]∇XxT
+
∫ T
0
[∂xF (X
x
t , ρ
1
t )− ∂xF (Xxt , ρ2t )]∇Xxt dt
]
.
By Assumption 3.6 and (4.5), we have
|∂xu(0, x)| ≤ C2 sup
0≤t≤T
W1(ρ1t , ρ2t ) ≤ C2
[
W1(µ1, µ2) + C‖∂xu‖
1
2∞W
1
2
1 (µ1, µ2)
]
.
Similarly we can prove the estimate at (t, x) and thus
‖∂xu‖∞ ≤ C2
[
W1(µ1, µ2) + ‖∂xu‖
1
2∞W
1
2
1 (µ1, µ2)
]
.
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This implies that, by (4.5) again,
‖∂xu‖∞ ≤ C2W1(µ1, µ2), and hence W1(ρ1t , ρ2t ) ≤ C2W1(µ1, µ2).
Then, by Assumption 3.5 and (4.8),
|u(0, x)| ≤ C1 sup
0≤t≤T
W1(ρ1t , ρ2t ) ≤ C2W1(µ1, µ2).
Similarly we prove the estimate at (t, x) and hence complete the proof.
Clearly Theorem 4.1 implies the uniqueness of classical solutions for PDE (3.5). We
then define
V (t0, x, µ) := u(t0, x), where u is the solution to PDE (3.5) with ρ(t0, ·) = µ. (4.9)
Theorem 4.2 Let Assumptions 3.5, 3.6, and 3.8 hold. Then the V defined by (4.9) is
uniformly Lipschitz continuous in x and in µ underW1, and uniformly Ho¨lder-12 continuous
in t. Moreover, for any t, V (t, ·) satisfies the monotonicity condition (3.9).
Proof The Lipschitz continuity in (x, µ) and the monotonicity property follow from
Proposition 3.7 and Theorem 4.1. To see the regularity in t, fix (t0, µ) and let (u, ρ) be the
classical solution to PDE (3.5). Note that u(t, x) = V (t, x, ρt). Then, for t = t0 + δ,∣∣V (t, x, µ)− V (t0, x, µ)∣∣ ≤ ∣∣V (t, x, µ)− V (t, x, ρt)∣∣+ ∣∣u(t, x)− u(t0, x)∣∣
≤ C2W1(ρ0, ρt) + C2δ ≤ C2W2(ρ0, ρt) + C2δ ≤ C2
√
δ,
where the last inequality thanks to (3.7).
Remark 4.3 The above V is uniformly Lipschitz continuous in µ under W1. In terms of
the ∂µV defined in (2.3), it is more natural to use W2. However, due to Remark 2.3 (i), we
need the stronger Lipschitz continuity under W1.
We now establish the stability of u with respect to F,G.
Theorem 4.4 For i = 1, 2, assume Fi, Gi satisfy Assumption 3.5 and let (u
i, ρi) be a
classical solution to PDE (3.5) with coefficients (Fi, Gi). Denote F := F1−F2 and similarly
the other notations.
(i) If (F1, G1) satisfies Assumption 3.8, then
‖u‖∞ ≤ C1
[
‖F‖∞ + ‖G‖∞
] 1
6
. (4.10)
(ii) Assume further that both (F1, G1) and (F2, G2) satisfy Assumption 3.6. Then
‖u‖∞ ≤ C2
[
‖F‖∞ + ‖G‖∞ + ‖∂xF‖∞ + ‖∂xG‖∞
]
. (4.11)
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Proof (ii) We first prove (4.11) under Assumption 3.6. In this case the main idea is very
similar to that of Theorem 4.1. For simplicity we assume t0 = 0.
Step 1. Note that ρ0 = 0 and
F1(x, ρ
1
t )− F2(x, ρ2t ) = F1(x, ρ1t )− F1(x, ρ2t ) + F (x, ρ2t );
G1(x, ρ
1
T )−G2(x, ρ2T ) = G1(x, ρ1T )−G1(x, ρ2T ) +G(x, ρ2T ).
Following similar arguments as in Theorem 4.1 Step 1, especially by the monotonicity
condition (3.9) for (F1, G1) and (2.2), we can easily show that∫ T
0
∫
T
ρ1 + ρ2
2
|∂xu|2(t, x)dxdt ≤ −
∫
T
G(x, ρ2T )ρ(T, x)dx −
∫ T
0
∫
T
F (x, ρ2t )ρ(t, x)dxdt
≤ C[‖∂xF‖∞ + ‖∂xG‖∞] sup
0≤t≤T
W1(ρ1t , ρ2t ). (4.12)
Step 2. We next estimate W1(ρ1t , ρ2t ). Assume Lξ = µ and Xi solves the following SDE:
Xit = ξ −
∫ t
0
∂xu
i(s,Xis)ds+Bt.
Then clearly
E[|Xt|] ≤ C2
∫ t
0
E[|Xs|]ds +
∫ t
0
E[|∂xu(s,X2s )|]ds.
Thus, by (4.12) and note that LX2t = ρ2t ,
W1(ρ1t , ρ2t ) ≤ E[|Xt|] ≤ C2
∫ t
0
E[|∂xu(s,X2s )|]ds ≤ C2
(
E
[ ∫ T
0
|∂xu(s,X2s )|2ds
]) 1
2
≤ C2
(
[‖∂xF‖∞ + ‖∂xG‖∞] sup
0≤t≤T
W1(ρ1t , ρ2t )
) 1
2
This implies that
sup
0≤t≤T
W1(ρ1t , ρ2t ) ≤ C2[‖∂xF‖∞ + ‖∂xG‖∞]. (4.13)
Step 3. Similar to (4.3) we have
∂tu(t, x) +
1
2∂xxu(t, x)− 12
[
∂xu
1(t, x) + ∂xu
2(t, x)
]
∂xu+ F1(x, ρ
1
t )− F2(x, ρ2t ) = 0;
u(T, x) = G1(x, ρ
1
T )−G2(x, ρ2T ).
For the Xx in (4.7), we have
u(0, x) = E
[
G1(X
x
T , ρ
1
T )−G2(XxT , ρ2T ) +
∫ T
0
[F1(X
x
t , ρ
1
t )− F2(Xxt , ρ2t )]dt
]
. (4.14)
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Then, by Assumption 3.5 and (4.13),
|u(0, x)| ≤ C1
[
‖F‖∞ + ‖G‖∞ + sup
0≤t≤T
W1(ρ1t , ρ2t )
]
≤ C2
[
‖F‖∞ + ‖G‖∞ + ‖∂xF‖∞ + ‖∂xG‖∞
]
.
Similarly we prove the estimate at (t, x) and hence obtain (4.11).
(i) We now prove (4.10) without assuming Assumption 3.6. Denote ε := ‖F‖∞+‖G‖∞.
First, by the first line of (4.12) we have∫ T
0
∫
T
ρ1 + ρ2
2
|∂xu|2(t, x)dxdt ≤ Cε. (4.15)
To estimate W1(ρ1t , ρ2t ), note that we cannot use (3.8) anymore, we shall instead use (2.2).
Let Lξ = ρ0 and B be a P0-Brownian motion. Denote Xt := ξ +Bt, and for i = 1, 2,
θit := −∂xui(t,Xt), Bit := Bt −
∫ t
0
θisds,
dPi
dP0
:=M iT := e
∫ T
0
θitdBt− 12
∫ T
0
|θit|2dt.
Then Bi is a Pi-Brownian motion, and ρ
i
t is the Pi-distribution of Xt. By (3.7) we have
|θi| ≤ C1, EP0 [|M iT |p + |M iT |−p] ≤ C1,p for all p ≥ 1, i = 1, 2. (4.16)
Now for any function ϕ as in (2.2), we have∫
T
ϕ(x)ρ(t, x)dx = EP1 [ϕ(Xt)]− EP2 [ϕ(Xt)] = EP0
[
[M1T −M2T ]ϕ(Xt)
]
= EP0
[
[M1T −M2T ][ϕ(Xt)− ϕ(ξ)]
]
≤ EP0
[
|M1T −M2T ||Bt|
]
= EP1
[
|1− M
2
T
M1T
||Bt|
]
≤
(
E
P1
[|1− M2T
M1T
|2]) 12(EP1 [|Bt|2]) 12 ≤ C1(EP1[|1− M2T
M1T
|2]) 12 . (4.17)
Note that
M2T
M1T
= exp
(
−
∫ T
0
θsdB
1
s −
1
2
∫ T
0
|θs|2ds
)
, where θ := θ1 − θ2.
Then, for any δ > 0, by (4.15) and (4.16) we have
E
P1
[|1− M2T
M1T
|2]
≤ EP1
[
|1− M
2
T
M1T
|2[1{| ∫ T
0
θsdB1s |≤δ,
∫ T
0
|θs|2ds≤δ} + 1{|
∫ T
0
θsdB1s |>δ} + 1{
∫ T
0
|θs|2ds>δ}
]]
≤ Cδ2 + 1
δ
E
P1
[
|1− M
2
T
M1T
|2[|∫ T
0
θsdB
1
s |+
∫ T
0
|θs|2ds
]]
≤ Cδ2 + C1
δ
(
E
P1
[
|
∫ T
0
θsdB
1
s |2 +
( ∫ T
0
|θs|2ds
)2]) 12
≤ Cδ2 + C1
δ
(
E
P1
[ ∫ T
0
|θs|2ds
]) 1
2 ≤ Cδ2 + C1
√
ε
δ
.
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Set δ := ε
1
6 , then EP1
[|1 − M2T
M1
T
|2] ≤ C1ε 13 , and thus ∫T ϕ(x)ρ(t, x)dx ≤ C1ε 16 , thanks to
(4.17). Therefore, we derive from (2.2) that
W1(ρ1(t), ρ2(t)) ≤ Cε
1
6 = C[‖F‖∞ + ‖G‖∞]
1
6 . (4.18)
Finally, by (4.14) and Assumption 3.5 we have
|u(0, x)| ≤ C1
[
‖F‖∞ + ‖G‖∞ + sup
0≤t≤T
W1(ρ1t , ρ2t )
]
≤ C1[‖F‖∞ + ‖G‖∞]
1
6 .
Similarly we can prove the estimate at (t, x) and hence obtain (4.10).
5 The classical solutions in small time duration
The analysis in the previous section provides the Lipschitz continuity and stability of the
value function V . In this section we focus on the differentiability of V in terms of µ, which
is the key for the classical solution of the master equation. For this purpose, it is more
convenient to use the FBSDE system (3.6). For smooth coefficients F and G, [11] shows
that, roughly speaking, V is smooth if either (F,G) satisfy the monotonicity condition
(3.9) or if the time duration T is small. For weak solution, we shall apply these results to
the master equation with coefficients (Fn, Gn), which are the smooth mollifiers of (F,G).
However, since (Fn, Gn) typically do not satisfy (3.9), so in this section we focus on the case
that T is small.
We first study the differentiability in x, which is more or less standard.
Proposition 5.1 Assume F , G satisfy Assumption 3.5. There exists some constant δ1 =
δ1(L0, L1) > 0 such that the following hold whenever T ≤ δ1.
(i) The FBSDE system (3.6) has a unique solution with Zt0,ξ and Zt0,x,ξ bounded by C1.
(ii) The mapping ξ 7→ Y t,x,ξt is law invariant and thus V (t, x, µ) := Y t,x,ξt with Lξ = µ is
well defined. Moreover, V is uniformly Lipschitz continuous in (x, µ) ∈ T×P2 and Ho¨lder-12
continuous in t, and is bounded by C1.
(iii) ∂xV (t, x, µ) exists for t < T and is bounded by C1. Moreover, if ∂xF, ∂xG exist and
are continuous, then ∂xV is continuous on Θ×T and we have the following representation:
∂xV (t0, x, µ) = ∇xY t0,x,ξt0 , (5.1)
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where
∇xXt0,x,ξt = 1−
∫ t
t0
∇xZt0,x,ξs ds
∇xY t0,x,ξt = ∂xG(Xt0 ,x,ξT ,LXt0,ξ
T
)∇xXt0,x,ξT
+
∫ T
t
[∂xF (X
t0,x,ξ
s ,LXt0,ξs )∇xX
t0,x,ξ
s + Z
t0,x,ξ
s ∇xZt0,x,ξt ]ds−
∫ T
t
∇xZt0,x,ξs dBs.
(5.2)
Proof (i) The existence is due to Propositions 3.4 and 3.7. The uniqueness (among
solutions with bounded Z) follows from the standard contraction mapping arguments (c.f.
[24] Section 8.2), since T is small here. We emphasize that, the arguments in [24] Section
8.2 require uniformly Lipschitz continuous coefficients, while (3.6) involve Z2, which is in
general not uniformly Lipschitz continuous. However, since we know a priori that Z is
bounded by C1 and by restricting to the solutions with bounded Z, we may actually view
the coefficients as uniformly Lipschitz continuous and thus all the arguments remain valid.
(ii) It is clear that ξ 7→ Y t,x,ξt is law invariant. Since F and G are bounded by L0 and
Zt0,x,ξ is bounded by C1, then by taking expectation in the last equation of (3.6) we see
that V (t, x, µ) = Y t,x,ξt is bounded by C1. The regularity of V follows follow the standard
estimates for the FBSDE system (again with uniformly Lipschitz continuous coefficients).
(iii) Note that V (t0, x, µ) = u(t0,X
t0,x,ξ
t0 ) = u(t0, x), where (u, ρ) is the classical solution
to the PDE (3.5) with initial condition ρt0 = µ. Then ∂xV (t0, x, µ) = ∂xu(t0, x) is bounded
by C1. Note that, given LXt0,ξ , the last two equations in (3.6) is a standard FBSDE. When
∂xF, ∂xG exist and are continuous, differentiate them formally in x we obtain FBSDE (5.2).
By [24] Theorem 8.3.5 we see that FBSDE (5.2) is wellposed. It follows from standard
arguments in FBSDE literature that (5.1) holds, which implies further the continuity of
∂xV .
The following result mainly follows from [11]. However, the pointwise representation
formula (5.3) is new, to our best knowledge.
Theorem 5.2 Assume F,G ∈ C1,1(T × P) satisfy Assumption 3.5. Then there exists a
constant δ1 such that the following hold whenever T ≤ δ1.
(i) ∂µV exists and is continuous on Θ × T. Moreover, we have the following represen-
tation formula: by omitting (t0, ξ) in the superscripts when there is no confusion,
∂µV (t0, x, µ, x
′) = E× E˜
[
MxT
[
∂µG(X
x
T ,LXT , X˜x
′
T )∇X˜x
′
T + ∂µG(X
x
T ,LXT , X˜x
′,−
T )∇X˜x
′,−
T
]
+
∫ T
t0
Mxs
[
∂µF (X
x
s ,LXs , X˜x
′
s )∇X˜x
′
s + ∂µF (X
x
s ,LXs , X˜x
′,−
s )∇X˜x
′,−
s
]
ds
]
,
(5.3)
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where ·˜ refers to independent copies as in (2.4),
Xx,−t := E[X
t0,ξ
t |FBt ∨ σ(ξ1{ξ 6=x})], Zx,−t := E[Zt0,ξt |FBt ∨ σ(ξ1{ξ 6=x})];
Γxs = ∂xG(X
x
T ,LXT ) +
∫ T
s
[
∂xF (X
x
r ,LXr) + [Γxr + Zxr ]γxr
]
dr −
∫ T
s
γxr dBr;
Mxs = 1 +
∫ s
t0
Mxr [Γ
x
r + Z
x
r ]dBr;
(5.4)
and (∇Xx,∇Y x,∇Zx,∇Xx−,∇Y x−,∇Zx−) solve the following linear McKean-Vlasov type
FBSDE:
∇Xxt = 1−
∫ t
t0
∇Zxs ds; ∇Xx,−t = −
∫ t
t0
∇Zx,−s ds,
∇Y xt = ∂xG(XxT ,LXT )∇XxT +
∫ T
t
[
∂xF (X
x
s ,LXs)∇Xxs + Zxs∇Zxs
]
ds−
∫ T
t
∇Zxs dBs
+E˜
[
∂µG(X
x
T ,LXT , X˜xT )∇X˜xT +
∫ T
t
∂µF (X
x
s ,LXs , X˜xs )∇X˜xs ds
+∂µG(X
x
T ,LXT , X˜x,−T )∇X˜x,−T +
∫ T
t
∂µF (X
x
s ,LXs , X˜x,−s )∇X˜x,−s ds
]
P(ξ = x); (5.5)
∇Y x,−t = ∂xG(Xx,−T ,LXT )∇Xx,−T +
∫ T
t
[
∂xF (X
x−
s ,LXs)∇Xx,−s + Zx,−s ∇Zx,−s
]
ds
+E˜
[
∂µG(X
x,−
T ,LXT , X˜xT )∇X˜xT +
∫ T
t
∂µF (X
x,−
s ,LXs , X˜xs )∇X˜xs ds
+∂µG(X
x−
T ,LXT , X˜x,−T )∇X˜x,−T +
∫ T
t
∂µF (X
x−
s ,LXs , X˜x,−s )∇X˜x,−s ds
]
P(ξ 6= x)
−
∫ T
t
∇Zx,−s dBs.
In particular, when x is not an atom of ξ, namely P(ξ = x) = 0, then Xx− = X,
Zx− = Z, and the FBSDE (5.5) becomes
∇Xxt = 1−
∫ t
t0
∇Zxs ds; ∇Xx,−t = −
∫ t
t0
∇Zx,−s ds,
∇Y xt = ∂xG(XxT ,LXT )∇XxT +
∫ T
t
[
∂xF (X
x
s ,LXs)∇Xxs + Zxs∇Zxs
]
ds−
∫ T
t
∇Zxs dBs;
∇Y x,−t = ∂xG(XT ,LXT )∇Xx,−T +
∫ T
t
[
∂xF (Xs,LXs)∇Xx,−s + Zs∇Zx,−s
]
ds (5.6)
+E˜
[
∂µG(XT ,LXT , X˜xT )∇X˜xT +
∫ T
t
∂µF (Xs,LXs , X˜xs )∇X˜xs ds
+∂µG(XT ,LXT , X˜T )∇X˜x,−T +
∫ T
t
∂µF (Xs,LXs , X˜s)∇X˜x,−s ds
]
−
∫ T
t
∇Zx,−s dBs.
(ii) If F and G are smooth enough in all variables, then V is smooth enough in all
variables and in particular is a classical solution to the master equation (3.4).
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Proof We first emphasize that Assumption 3.5 implies that F and G are Lipschitz con-
tinuous in µ under W2 as well. The proof for (ii) is lengthy but quite straightforward, by
combining the arguments in (i) and [11], we thus omit it. We shall prove (i) in five steps.
To simplify the presentation, we assume F = 0. The presence of F does not cause any
difficulty. Moreover, for notational simplicity, we assume t0 = 0 and omit t0 in X
t0,ξ etc.
Step 1. We first show that the FBSDEs (5.4) and (5.5) are wellposed for T ≤ δ1. Indeed,
as we know that Z and Zx are bounded by C1, then so is Z
x,−. Thus all the (random)
coefficients of the linear FBSDE (5.5) are bounded and then (5.5) is wellposed. To see (5.4),
we note that the term Γxrγ
x
r is not Lipschitz continuous. However, denote Γˆ
x
t :=M
x
t Γ
x
t and
γˆxt := M
x
t
[
γxt + Γ
x
t [Γ
x
t + Z
x
t ]
]
, one can verify straightforwardly that (Mx, Γˆx, γˆx) satisfies
the following linear FBSDE with bounded coefficients (assuming F = 0 for simplicity):
Mxs = 1 +
∫ s
0
[ZxrM
x
r + Γˆ
x
r ]dBr, Γˆ
x
s = ∂xG(X
x
T ,LXT )MxT −
∫ T
s
γˆxr dBr. (5.7)
Then (5.7) is wellposed for T ≤ δ1, hence so is (5.4).
Step 2. For any ξ, η ∈ L2(F0) with Lξ = µ, following standard arguments we have
lim
ε→0
E
[
sup
0≤t≤T
∣∣Xξ+εηt −Xξt
ε
−∇µXξ,ηt
∣∣2] = 0, (5.8)
where (∇µXξ,η,∇µY ξ,η,∇µZξ,η) satisfies the linear McKean-Vlasov FBSDE:
∇µXξ,ηt = η −
∫ t
0
∇µZξ,ηs ds,
∇µY ξ,ηt = ∂xG(XξT ,LXξ
T
)∇µXξ,ηT + E˜
[
∂µG(X
ξ
T ,LXξ
T
, X˜ξT )∇µX˜ξ,ηT
]
(5.9)
+
∫ T
t
Zξs∇µZξ,ηs ds−
∫ T
t
∇µZξ,ηs dBs,
Next, by (5.8), one can show that
lim
ε→0
E
[
sup
0≤t≤T
∣∣Y x,ξ+εηt − Y x,ξt
ε
−∇µY x,ξ,ηt
∣∣2] = 0, (5.10)
where (∇µXx,ξ,η,∇µY x,ξ,η,∇µZx,ξ,η) satisfies the linear (standard) FBSDE:
∇µXx,ξ,ηt = −
∫ t
0
∇µZx,ξ,ηs ds
∇µY x,ξ,ηt = ∂xG(Xx,ξT ,LXξ
T
)∇µXx,ξ,ηT + E˜
[
∂µG(X
x,ξ
T ,LXξ
T
, X˜ξT )∇µX˜ξ,ηT
]
(5.11)
+
∫ T
t
Zx,ξs ∇µZx,ξ,ηs ds −
∫ T
t
∇µZx,ξ,ηs dBs.
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In particular, (5.10) implies,
lim
ε→0
∣∣V (0, x,Lξ+εη)− V (0, x,Lξ)
ε
−∇µY x,ξ,η0
∣∣2] = 0.
Thus, by the definition of ∂µV ,
E
[
∂µV (0, x, µ, ξ)η
]
= ∇µY x,ξ,η0 . (5.12)
Moreover, recall (5.4), one can verify straightforwardly that
d
[
Mx,ξt [∇µY x,ξ,ηt − Γx,ξt ∇µXx,ξ,ηt ]
]
= [· · · ]dBt,
and all the processes have the desired integrability. Then
∇µY x,ξ,η0 = Mx,ξ0 [∇µY x,ξ,η0 − Γx,ξ0 ∇µXx,ξ,η0 ] = E
[
Mx,ξT [∇µY x,ξ,ηT − Γx,ξT ∇µXx,ξ,ηT ]
]
= E× E˜
[
Mx,ξT ∂µG(X
x,ξ
T ,LXξ
T
, X˜ξT )∇µX˜ξ,ηT
]
. (5.13)
Step 3. In this step we prove (5.3) in the case that ξ is discrete: pi = P(ξ = xi),
i = 1, · · · , n. We first note that, by otherwise taking conditional expectation on (5.9), con-
ditional on FBT ∨σ(ξ), we may assume without loss of generality that η is σ(ξ)-measurable,
with η = ηi ∈ T on {ξ = xi}, and thus η =
∑n
i=1 ηi1{ξ=xi}. Since (5.11) is linear, we have
∇µY x,ξ,η0 =
∑n
i=1 ηi∇µY
x,ξ,1{ξ=xi}
0 . Then (5.12) implies
n∑
i=1
ηi∇µY x,ξ,1{ξ=xi}0 =
n∑
i=1
E
[
∂µV (0, x, µ, xi)ηi
]
pi.
By the arbitrariness of ηi, this implies that
∂µV (0, x, µ, xi) =
1
pi
∇µY x,ξ,1{ξ=xi}0 . (5.14)
Fix i. For W = X,Y,Z, denote
W it := E[W
ξ
t |FBT , ξ = xi] =W xi,ξt , ∇W it := E[∇µW
ξ,1{ξ=xi}
t |FBT , ξ = xi]; (5.15)
W i,−t := E[W
ξ
t |FBT ∨ σ(ξ1{ξ 6=xi})], ∇W i,−t := 1−pipi E[∇µW
ξ,1{ξ=xi}
t |FBT ∨ σ(ξ1{ξ 6=xi})].
Note that
E˜
[
∂µG(X
ξ
T ,LXξ
T
, X˜ξT )∇µX˜
ξ,1{ξ=xi}
T
]
(5.16)
= E˜
[
∂µG(X
ξ
T ,LXξ
T
, X˜iT )∇X˜iT + ∂µG(XξT ,LXξ
T
, X˜i,−T )∇X˜i,−T
]
pi.
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Take conditional expectations on (5.9), conditional on FBT ∨{ξ = xi} and FBT ∨σ(ξ1{ξ 6=x}),
respectively, we have
∇Xit = 1−
∫ t
0
∇Zisds, ∇Xi,−t = −
∫ t
0
∇Zi,−s ds,
∇Y it = ∂xG(XiT ,LXξ
T
)∇XiT +
∫ T
t
Zis∇Zisds−
∫ T
t
∇ZisdBs
+E˜
[
∂µG(X
i
T ,LXξ
T
, X˜iT )∇X˜iT + ∂µG(XiT ,LXξ
T
, X˜i,−T )∇X˜i,−T
]
pi;
∇Y i,−t = ∂xG(Xi,−T ,LXξ
T
)∇Xi,−T +
∫ T
t
Zi,−s ∇Zi,−s ds−
∫ T
t
∇Zi,−s dBs
+E˜
[
∂µG(X
i,−
T ,LXξ
T
, X˜iT )∇X˜iT + ∂µG(Xi,−T ,LXξ
T
, X˜i,−T )∇X˜i,−T
]
(1− pi).
This is FBSDE (5.5) in the present case. Moreover, by (5.14), (5.13), and (5.16) we have
∂µV (0, x, µ, xi) =
1
pi
E× E˜
[
Mx,ξT ∂µG(X
x,ξ
T ,LXξ
T
, X˜ξT )∇µX˜
ξ,1{ξ=xi}
T
]
= E× E˜
[
Mx,ξT ∂µG(X
x,ξ
T ,LXξ
T
, X˜iT )∇X˜iT +Mx,ξT ∂µG(Xx,ξT ,LXξ
T
, X˜i,−T )∇X˜i,−T
]
,
(5.17)
which proves (5.3) on the support of ξ (when F = 0).
Step 4. We now prove (5.3) in the case that ξ has continuous distribution, again assuming
F = 0 and t0 = 0 for simplicity. For each n ≥ 1, let xni := i2n for i = 0, ..., 2n, ξn :=∑n
i=1 xi1[xi−1,xi)(ξ), and p
n
i := P(ξn = x
n
i ). It is clear that |ξn− ξ| ≤ 1n . Then by (5.12) and
the stability of FBSDEs one can easily show that, for any η ∈ L2(F0),
E
[
∂µV (0, x, µ, ξ)η
]
= ∇µY x,ξ,η0 = limn→∞∇µY
x,ξn,η
0 = limn→∞E
[
∂µV (0, x,Lξn , ξn)η
]
. (5.18)
Fix x, and let a(µ, x′) denote the right side of (5.3). Then Step 3 implies that
∂µV (0, x,Lξn , ξn) = a(Lξn , ξn). (5.19)
Let (Xn,i,∇Xn,i,∇Xn,i,−) etc correspond to (ξn, xni ). Since ξ has continuous distribution,
we have lim
n→∞ max1≤i≤2n
pni = 0. Now for any x
′ ∈ T, let in(x′) be the i such that x′ ∈
[xin(x′)−1, xin(x′)). By the stability of FBSDEs, one can show that (M
x,ξn , Xx,ξn , XξnT ,
X˜n,in(x
′), ∇˜Xn,in(x′), X˜n,in(x′),−, ∇˜Xn,in(x′),−) converges to (Mx,ξ, Xx,ξ, XξT , X˜x
′
, ∇˜Xx′ ,
X˜, ∇˜Xx′,−) uniformly, uniformly in x′, where (∇Xx′ ,∇Xx′,−) is defined by (5.6). Then,
by the representation (5.17), we see that limn→∞ a(Lξn , xnin(x′)) = a(µ, x′). Together with
(5.18) and (5.19), this implies that
E
[
∂µV (0, x, µ, ξ)η
]
= E
[
a(µ, ξ)η
]
.
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This proves (5.3) when ξ is continuous. Moreover, by the stability of FBSDE (5.6), we see
that there exists a modulus of continuity function ρ (independent of x), such that
∣∣a(µ1, x′1)− a(µ2, x′2)∣∣ ≤ ρ(|x′1 − x′2|+W2(µ1, µ2)), (5.20)
as long as µ1, µ2 are continuous. This implies the uniform continuity of ∂µV in (µ, x
′) when
µ is continuous, uniformly in x (and t0). The continuity of ∂µV with respect to (t0, x) also
follows from standard arguments for FBSDEs.
Step 5. Finally we prove the general case. For any µ ∈ P2, there exist µn ∈ P2
such that each µn is continuous and limn→∞W2(µn, µ) = 0. By the uniform regular-
ity (5.20) and applying the Arzela´-Ascoli theorem, possibly along a subsequence, we have
limn→∞ a(µn, x′) = b(µ, x′), where b is also uniformly continuous and the convergence is
uniform, uniformly in x (and t0). Then following the same arguments as for (5.18) we have
∂µV (0, x, µ, x
′) = b(µ, x′) and thus ∂µV (0, x, ·) is uniformly continuous on P2×T. The conti-
nuity in (t0, x) can be proved similarly by considering the uniform limit of ∂µV (t0, x, µn, x
′).
It remains to identify b(µ, x′) with a(µ, x′), when µ is not continuous. For this purpose
we fix x′ ∈ T and prove the equality in two cases. First, assume P(ξ = x′) = 0, let µn
be continuous with limn→∞W2(µn, µ) = 0. By the stability of FBSDE (5.6), one can
easily show that limn→∞ a(µn, x′) = a(µ, x′). Then by the definition of b we see that
b(µ, x′) = a(µ, x′).
Next, assume P(ξ = x′) > 0. Let xni , ξn, etc. be the discrete one as in Step 4.
We emphasize that, for fixed x′ ∈ T, we still have limn→∞ pnin(x′) = P(ξ = x′), but the
convergence may not be uniform in x′. Then again by the stability of FBSDE (5.5) we
derive from (5.17) that limn→∞ a(Lξn , xnin(x′)) = a(µ, x′). By Step 3 we have
E[a(Lξn , ξn)η] = E
[
∂µV (0, x,Lξn , ξn)η
]
= E[b(Lξn , ξn)η].
This implies that a(Lξn , ·) = b(Lξn , ·) on the support of ξn. In particular, since limn→∞ p
n
in(x′)
=
P(ξ = x′) > 0, we have a(Lξn , xnin(x′)) = b(Lξn , xnin(x′)) for n large enough. Then by the
uniform continuity of b we have
a(µ, x′) = lim
n→∞ a(Lξn , x
n
in(x′)
) = lim
n→∞ b(Lξn , x
n
in(x′)
) = b(µ, x′).
This completes the proof.
Remark 5.3 (i) While Theorem 5.2 is established for small T , the representation formula
holds true for arbitrary T , provided that all the involved FBSDEs are wellposed. This is the
case when F,G also satisfy Assumptions 3.6 and 3.8, see Theorem 7.3 Step 1 below.
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(ii) By using the linearized system of PDE (3.5), [8] (Corollary 3.9) provided a point-
wise representation formula for the gradient δVδµ (t, x, µ, x
′). Note that ∂µV (t, x, µ, x′) =
∂x′
δV
δµ (t, x, µ, x
′), so [8] implies a representation formula for ∂µV (t, x, µ, x′) as well, by in-
volving a forward backward PDE system whose initial value is the derivative of the Dirac
measure. Our representation formula (5.3) involves strong solution of FBSDEs and holds
under weaker technical conditions. We note that, unlike the connection between (3.5) and
(3.6), the forward PDE in [8] does not represent the density of the forward SDEs in (5.5),
so the connection between (5.3) and their representation formula is not clear to us.
Recall Remark 2.3-(ii) that our mollifier does not have uniform convergence for ∂µUn. As
an application of our representation formula, we have the following pointwise convergence
result for ∂µV . We first remark that, for Φ = F,G ∈ C1,1(T × P), let Φn be a smooth
mollifier of Φ where the mollification in µ is as in Section 2 and the mollification in x is
standard. Then it is clear that (Φn, ∂xΦn) → (Φ, ∂xΦ) uniformly, and ∂µΦn converges to
∂µΦ in the sense of Theorem 2.2 (iii). In the rest of the paper, we shall always use mollifiers
in this way.
Corollary 5.4 Assume (F,G) ∈ C1,1(T × P) satisfy Assumption 3.5 and T ≤ δ1 for the
δ1 in Theorem 5.2. Let (Fn, Gn) be the smooth mollifier of (F,G) and Vn be the classical
solution to the master equation (3.4). Then, for any t0 < T ,
lim
n→∞ sup(x,µ,x′)∈T×P×T
∣∣(∂µVn − ∂µV )(t0, x, µ, x′)∣∣ = 0. (5.21)
Proof Without loss of generality we assume t0 = 0. Fix (x, µ, x
′). Besides C1, at below
we use another generic constant cn, which depends on L0 and L1 in Assumption 3.5, the
uniform continuity of ∂µF, ∂µG, and n, but not on (x, µ, x
′), such that limn→∞ cn = 0.
For the notations in the proof of Theorem 5.2, we add subscript or superscript n for
the corresponding terms defined through (Fn, Gn). First, since (Fn, Gn) converges to (F,G)
uniformly, by (3.6) one can easily show that
|Znt | ≤ C1, E
[
sup
0≤t≤T
|Xnt −Xt|2 +
∫ T
0
|Znt − Zt|2dt
]
≤ cn,
and similar estimates hold for (Xn,x, Zn,x) and (Xn,x,−, Zn,x,−). Next, following the same
arguments for the estimate of ρ(t, x) in (3.7), one can show that |ρ1n(t, xˆ′)|+ |ρ2n(t, xˆ′)| ≤ C1√t ,
where ρ1n(t, xˆ
′) and ρ2n(t, xˆ′) are the densities of X
n,x′
t and X
n,x′,−
t , respectively. This,
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together with Theorem 2.2 (iii), implies that
E
[∣∣∣∂µGn(xˆ,LXn
T
,Xn,x
′
T )− ∂µG(xˆ,LXnT ,X
n,x′
T )
∣∣∣]
≤
∫
T
∣∣∣∂µGn(xˆ,LXn
T
, xˆ′)− ∂µG(xˆ,LXn
T
, xˆ′)
∣∣∣ρ1n(T, xˆ′)dxˆ′
≤ C1√
T
∫
T
∣∣∣∂µGn(xˆ,LXn
T
, xˆ′)− ∂µG(xˆ,LXn
T
, xˆ′)
∣∣∣dxˆ′ ≤ cn√
T
.
Similarly, we have
E
[∣∣∣[∂µGn − ∂µG](xˆ,LXn
T
,Xn,x
′,−
T )
∣∣∣] ≤ cn√
T
;
E
[∣∣∣[∂µFn − ∂µF ](xˆ,LXnt ,Xn,x′t )
∣∣∣+ ∣∣∣[∂µFn − ∂µF ](xˆ,LXnt ,Xn,x′,−t )
∣∣∣] ≤ cn√
t
.
Then, recall that (∂xFn, ∂xGn)→ (∂xF, ∂xG) uniformly, by (5.5) we can show that
E
[
sup
0≤t≤T
[|∇Xn,x′t |2 + |∇Xn,x′,−t |2]] ≤ C,
E
[
sup
0≤t≤T
[|∇Xn,x′t −∇Xx′t |2 + |∇Xn,x′,−t −∇Xx′,−t |2]] ≤ cn,T ,
where cn,T is some generic constant which may depend on T but not on (x, µ, x
′) such that
limn→∞ cn,T = 0. Then, by (5.3) and the uniform continuity of (∂µF, ∂µG), we have (again
omitting the F term for simplicity),∣∣∣E[∂µVn(0, x, µ, x′)]− E[∂µV (0, x, µ, x′)]∣∣∣
=
∣∣∣E× E˜[Mn,xT ∂µGn(Xn,xT ,LXnT , X˜n,x′T )∇X˜n,x′T −MxT∂µG(XxT ,LXT , X˜x′T )∇X˜x′T
+Mn,xT ∂µGn(X
n,x
T ,LXnT , X˜
n,x′,−
T )∇X˜n,x
′,−
T −MxT∂µG(XxT ,LXT , X˜x
′,−
T )∇X˜x
′,−
T
]∣∣∣
≤ E× E˜
[∣∣[Mn,xT ∇X˜n,x′T −MxT∇X˜x′T ]∂µGn(Xn,xT ,LXnT , X˜n,x′T )∣∣
+
∣∣MxT∇X˜x′T [∂µGn(Xn,xT ,LXnT , X˜n,x′T )− ∂µG(Xn,xT ,LXnT , X˜n,x′T )]∣∣
+
∣∣MxT∇X˜x′T [∂µG(Xn,xT ,LXnT , X˜n,x′T )− ∂µG(XxT ,LXT , X˜x′T )]∣∣
+
∣∣[Mn,xT ∇X˜n,x′,−T −MxT∇X˜x′,−T ]∂µGn(Xn,xT ,LXnT , X˜n,x′,−T )∣∣
+
∣∣MxT∇X˜x′,−T [∂µGn(Xn,xT ,LXnT , X˜n,x′,−T )− ∂µG(Xn,xT ,LXnT , X˜n,x′,−T )]∣∣
+
∣∣MxT∇X˜x′,−T [∂µG(Xn,xT ,LXnT , X˜n,x′,−T )− ∂µG(XxT ,LXT , X˜x′,−T )]∣∣
≤ cn,T ,
which implies the corollary immediately.
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6 The vanishing weak solution
We are now ready to define the weak solution.
Definition 6.1 We say V ∈ C0(Θ) with V (T, ·) = G is a vanishing weak solution of master
equation (3.4) if, for any 0 < δ ≤ t0 ≤ T and any {Vn}n≥1 ∈ C1,2,2(Θ) such that LVn is
uniformly Lipschitz continuous in (x, µ) ∈ T × P2, uniformly in n and t, and
lim
n→∞
[
sup
(x,µ)∈T×P2
|(Vn − V )(t0, x, µ)|+ sup
(t,x,µ)∈[t0−δ,t0]×T×P2
|LVn(t, x, µ)|
]
= 0, (6.1)
then there exists δ′ ∈ (0, δ] such that lim
n→∞ sup(t,x,µ)∈[t0−δ′,t0]×T×P2
|(Vn − V )(t, x, µ)| = 0.
Theorem 6.2 Let Assumption 3.5 hold.
(i) The master equation (3.4) has at most one vanishing weak solution V such that, for
any t, the mapping µ 7→ V (t, x, µ) is uniformly Lipschitz continuous, uniformly in x.
(ii) Assume further that Assumptions 3.6 and 3.8 hold. Then the function V defined by
(4.9) is the unique vanishing weak solution of the master equation (3.4), and in particular
it satisfies the properties in Theorem 4.2.
Proof (i) Assume there are two vanishing weak solutions V and Vˆ . Denote t0 := sup{t ∈
[0, T ] : there exists (x, µ) such that Vˆ (t, x, µ) 6= V (t, x, µ)} > 0. By the continuity of V
and Vˆ we see that V (t0, ·) = Vˆ (t0, ·). Now let Fn and Gn be smooth mollifier of F and
V (t0, ·), respectively. By Theorem 5.2, there exists δ1 ∈ (0, t0] such that the following
master equation (6.2) has a classical solution Vn on [t0 − δ1, t0] with sufficient regularity:
∂tVn +
1
2
∂xxVn − 1
2
|∂xVn|2 + Fn +MVn = 0, Vn(t0, ·) = Gn. (6.2)
Note that LVn = F − Fn. By Theorem 2.2 (i) and (ii) we see that {Vn}n≥1 satisfies (6.1)
for both V and Vˆ on [t0− δ1, t0]. Then by the vanishing weak solution property there exists
δ′ ∈ (0, δ1] such that
lim
n→∞ sup(t,x,µ)∈[t0−δ′,t0]×T×P2
[
|(Vn − V )(t, x, µ)| + |(Vn − Vˆ )(t, x, µ)|
]
= 0.
This implies that Vˆ (t, ·) = V (t, ·) for t ∈ [t0− δ′, t0], contradicting with the definition of t0.
Therefore, we must have t0 = 0 and hence Vˆ = V .
(ii) To verify the weak solution property of V , we fix 0 < δ ≤ t0 ≤ T and a desired
{Vn}n≥1 as in Definition 6.1. Denote Fn := F − LVn and Gn(x, µ) := Vn(t0, x, µ). Then
Vn is a classical solution to the master equation (6.2) on [t0 − δ, t0]. Note that (Fn, Gn)
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satisfy Assumption 3.5 uniformly on [t0 − δ, t0], except that Fn depends on t as well, and
(F, V (t0, ·)) satisfies Assumption 3.8. However, it is straightforward to extend Theorem 4.4
(i) to this case and we obtain
sup
(t,x,µ)∈[t0−δ,t0]×T×P2
|(Vn − V )(t, x, µ)|
≤ C1 sup
(t,x,µ)∈[t0−δ,t0]×T×P2
[|(Fn − F )(t, x, µ)| + |Gn(x, µ)− V (t0, x, µ)|] 16
= C1 sup
(t,x,µ)∈[t0−δ,t0]×T×P2
[|LVn(t, x, µ)|+ |Vn(t0, x, µ)− V (t0, x, µ)|] 16 → 0.
This implies that V is a vanishing weak solution.
The following result is an immediate consequence of Theorem 4.4.
Theorem 6.3 Assume {(Fn, Gn)}n≥0 satisfy Assumptions 3.5, 3.6, and 3.8, and the Lips-
chitz constant in Assumption 3.5 is uniform. Let Vn be the unique vanishing weak solution to
master equation (3.4) with coefficients (Fn, Gn). If limn→∞[‖Fn−F0‖∞+‖Gn−G0‖∞] = 0,
then limn→∞ ‖Vn − V0‖∞ = 0.
7 The Sobolev solution
To motivate the definition of Sobolev solution, assume V is a classical solution of master
equation (3.4), and ϕ ∈ C1,1([0, T ]×T;R). Multiply (3.4) by ϕ, integrate over x, and apply
the integration by parts formula we have
0 =
∫
T
LV (t, x, µ)ϕ(t, x)dx
= ∂t
∫
T
V (t, x, µ)ϕ(t, x)dx −
∫
T
V (t, x, µ)∂tϕ(t, x)dx − 1
2
∫
T
∂xV (t, x, µ)∂xϕ(t, x)dx
+
∫
T
[
− 1
2
|∂xV (t, x, µ)|2 + F (x, µ) − E˜[∂µV (t, x, µ, ξ˜)∂xV (t, ξ˜, µ)]
]
ϕ(t, x)dx
+
1
2
∫
T
E˜[∂x˜∂µV (t, x, µ, ξ˜)]ϕ(t, x)dx.
In order to reduce the order of the differentiability in the last term above, we restrict to
those µ with a smooth density ρ ∈ C1(T). Then the last term above becomes
1
2
∫
T2
∂x˜∂µV (t, x, µ, x˜)ρ(x˜)ϕ(t, x)dx˜dx = −1
2
∫
T2
∂µV (t, x, µ, x˜)ρ
′(x˜)ϕ(t, x)dx˜dx.
Denote
P0 := {µ ∈ P : µ has a density function ρ ∈ C1(T)}. (7.1)
We first have the following simple lemma whose proof is obvious and thus is omitted.
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Lemma 7.1 The set P0 is dense in P2. Consequently, V ∈ C0(Θ) is uniquely determined
by its value in [0, T ] × T× P0.
We now define
Definition 7.2 We say V ∈ C0,1,1(Θ) is a Sobolev solution to the master equation (3.4) if
V (T, ·) = G, and for any ϕ ∈ C1,1([0, T ]× T;R) and µ ∈ P0 with density ρ, we have
∂t
∫
T
V (t, x, µ)ϕ(t, x)dx =
∫
T
V (t, x, µ)∂tϕ(t, x)dx +
1
2
∫
T
∂xV (t, x, µ)∂xϕ(t, x)dx
+
∫
T
[1
2
|∂xV (t, x, µ)|2 − F (x, µ)
]
ϕ(t, x)dx (7.2)
+
∫
T2
∂µV (t, x, µ, x˜)
[1
2
ρ′(x˜) + ∂xV (t, x˜, µ)ρ(x˜)
]
ϕ(t, x)dx˜dx.
We first verify that our vanishing weak solution is also a Sobolev solution, provided that
it is in C0,1,1(Θ).
Theorem 7.3 Let F,G ∈ C1,1(T × P1) satisfy Assumptions 3.5, 3.6, and 3.8. Then the
vanishing weak solution V of master equation (3.4) is also a Sobolev solution.
Proof We proceed in two steps.
Step 1. First, by Theorem 4.2, V is uniformly Lipschitz continuous in (x, µ) with certain
Lipschitz constant Lˆ1 ≥ L1, which depends on L1 and L2. By Proposition 5.1 and Theorem
5.2 we see that V ∈ C0,1,1([T − δ1]× T × P). We can set δ1 such that it is determined by
Lˆ1, instead of L1. Then V (T − δ1, ·) ∈ C1,1(T × P) and it also satisfies the monotonicity
condition (3.9). Now apply Proposition 5.1 and Theorem 5.2 again on master equation
(3.4), but on interval [T − 2δ1, T − δ1] with terminal condition V (T − δ1, ·), we see that
V ∈ C0,1,1([T − 2δ1]× T× P). Repeat the arguments we obtain V ∈ C0,1,1(Θ).
Step 2. To verify (7.2), note that it is local in t (and µ). By otherwise applying the
arguments in Step 1 again, without loss of generality we assume T ≤ δ1. Fix some desired
ϕ and µ, ρ as in Definition 7.2. Let (Fn, Gn) be the smooth mollifier of (F,G) and Vn be
the corresponding classical solution. Then (7.2) holds for (Vn, Fn), and thus, for any t, by
integrating it over [t, T ] we obtain∫
T
Gn(x, µ)ϕ(T, x)dx −
∫
T
Vn(t, x, µ)ϕ(t, x)dx
=
∫ T
t
∫
T
Vn(s, x, µ)∂tϕ(s, x)dxds +
1
2
∫ T
t
∫
T
∂xVn(s, x, µ)∂xϕ(s, x)dxds
+
∫ T
t
∫
T
[1
2
|∂xVn(s, x, µ)|2 − Fn(x, µ)
]
ϕ(s, x)dxds
+
∫ T
t
∫
T2
∂µVn(s, x, µ, x˜)
[1
2
ρ′(x˜) + ∂xV (s, x˜, µ)ρ(x˜)
]
ϕ(s, x)dx˜dxds.
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Send n → ∞. Note that (Fn, Gn, Vn) converges to (F,G, V ) uniformly, and we can easily
show that ∂xVn converges to ∂xV uniformly. Moreover, by Corollary 5.4 we see that ∂µVn →
∂µV whenever t < T . Then, by the dominated convergence theorem we have∫
T
G(x, µ)ϕ(T, x)dx −
∫
T
V (t, x, µ)ϕ(t, x)dx
=
∫ T
t
∫
T
V (s, x, µ)∂tϕ(s, x)dxds +
1
2
∫ T
t
∫
T
∂xV (s, x, µ)∂xϕ(s, x)dxds
+
∫ T
t
∫
T
[1
2
|∂xV (s, x, µ)|2 − F (x, µ)
]
ϕ(s, x)dxds
+
∫ T
t
∫
T2
∂µV (s, x, µ, x˜)
[1
2
ρ′(x˜) + ∂xV (s, x˜, µ)ρ(x˜)
]
ϕ(s, x)dx˜dxds.
This implies (7.2), hence V is a Sobolev solution of the master equation (3.4).
To prove the uniqueness of Sobolev solution, we first need a lemma.
Lemma 7.4 Let U ∈ C1(P2), µ0 ∈ P0 with density ρ0, and ψ ∈ C0(Θ) be uniformly
Lipschitz continuous in (x, µ). Then
d
dt
U(ρt) = −
∫
T
∂µU(ρt, x)[
1
2
∂xρ(t, x) + ψ(t, x, ρt)ρ(t, x)]dx, (7.3)
where ρ is the classical solution to the following PDE:
∂tρ(t, x)− 1
2
∂xxρ(t, x)− div
(
ρ(t, x)ψ(t, x, ρt)
)
= 0, ρ(0, x) = ρ0(x) (7.4)
Proof First it follows from standard arguments that the PDE (7.4) has a unique classical
solution. Let Un ∈ C∞(P2) be the smooth mollifier of U . Then
Un(ρt)− Un(ρ0) =
∫ t
0
∫
T
[1
2
∂x∂µUn(ρs, x)ρ(s, x)dx − ∂µUn(ρs, x)ψ(s, x, ρs)ρ(s, x)
]
dxds
= −
∫ t
0
∫
T
∂µUn(ρs, x)
[1
2
∂xρ(s, x) + ψ(s, x, ρs)ρ(s, x)]dxds.
Send n→∞, by Theorem 2.2, in particular part (iii), we have
U(ρt)− U(ρ0) = −
∫ t
0
∫
T
∂µU(ρs, x)
[1
2
∂xρ(s, x) + ψ(s, x, ρs)ρx(s, x)]dxds.
This implies (7.3) immediately.
Theorem 7.5 Under Assumptions 3.5 and 3.8, the master equation (3.4) admits at most
one Sobolev solution.
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Proof We follow the main arguments in Theorem 4.4. Assume we have two Sobolev
solutions V 1 and V 2 to (3.4). Fix µ0 ∈ P0 with density ρ0. For i = 1, 2, let V in(t, x, µ) be a
standard smooth mollifier of V i in x, and ρin the classical solution to PDE:
∂tρ
i
n(t, x)−
1
2
∂xxρ
i
n(t, x)− div(ρin(t, x)∂xV in(t, x, ρin(t))) = 0, ρin(0, x) = ρ0(x).
Denote uin(t, x) := V
i(t, x, ρin(t)), v
i
n(t, x) := u
i
n(t, x) − V in(t, x, ρin(t)). We emphasize that
V in is a standard mollifier in x, not in µ, then
lim
n→∞[‖v
i
n‖∞ + ‖∂xvin‖∞] = 0. (7.5)
We first claim that uin is a Sobolev solution to PDE:
∂tu
i
n(t, x) +
1
2
∂xxu
i
n(t, x)−
1
2
|∂xuin(t, x)|2 + F (x, ρin(t))− ain(t, x) = 0,
where ain(t, x) :=
∫
T
∂µV
i(t, x, ρin(t), x˜)∂xv
i
n(t, x˜)ρ
i
n(t, x˜)dx˜.
(7.6)
Indeed, for any ϕ ∈ C1,1([0, T ]×T), by omitting the superscript i for notational simplicity:
d
dt
∫
T
un(t, x)ϕ(t, x)dx
= lim
h→0
1
h
∫
T
[
V (t+ h, x, ρn(t+ h))ϕ(t + h, x)− V (t, x, ρn(t))ϕ(t, x)
]
dx
= lim
h→0
1
h
∫
T
V (t+ h, x, ρn(t+ h))
[
ϕ(t+ h, x)− ϕ(t, x)]dx
+ lim
h→0
1
h
∫
T
[
V (t+ h, x, ρn(t+ h))− V (t+ h, x, ρn(t))
]
ϕ(t, x)dx
+ lim
h→0
1
h
∫
T
[
V (t+ h, x, ρn(t))− V (t, x, ρn(t))
]
ϕ(t, x)dx.
Apply Lemma 7.4 on the second term and (7.2) on the third term, we have
d
dt
∫
T
un(t, x)ϕ(t, x)dx
=
∫
T
un(t, x)∂tϕ(t, x)dx
−
∫
T2
∂µV (t, x, ρn(t), x˜)[
1
2
∂x˜ρn(t, x˜) + ∂xVn(t, x˜, ρn(t))ρn(t, x˜)]ϕ(t, x)dx˜dx
+
1
2
∫
T
∂xun(t, x)∂xϕ(t, x)dx +
∫
T
[
1
2
|∂xun(t, x)|2 − F (x, ρn(t))]ϕ(t, x)dx
+
∫
T2
∂µV (t, x, ρn(t), x˜)[
1
2
∂x˜ρn(t, x˜) + ∂xun(t, x˜)ρn(t, x˜)]ϕ(t, x)dx˜dx
=
∫
T
un(t, x)∂tϕ(t, x)dx +
∫
T
∂µV (t, x, ρn(t), x˜)∂xvn(t, x˜)ρn(t, x˜)ϕ(t, x)dx˜dx
+
1
2
∫
T
∂xun(t, x)∂xϕ(t, x)dx +
∫
T
[
1
2
|∂xun(t, x)|2 − F (x, ρn(t))]ϕ(t, x)dx.
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This implies (7.6) immediately.
Next, denote u¯ := u1n − u2n, ρ¯n := ρ1n − ρ2n, an := a1n − a2n. Then, in the Sobolev sense,
∂tu¯n(t, x) +
1
2
∂xxu¯n(t, x) − ∂xu¯n(t, x)
2
[
∂xu
1
n(t, x) + ∂xu
2
n(t, x)
]
+F (x, ρ1n(t))− F (x, ρ2n(t))− an(t, x) = 0,
∂tρ¯n − 1
2
∂xxρ¯n − div
(
ρ1n∂xV
1
n (t, x, ρ
1
n(t))
)
+ div
(
ρ2n∂xV
2
n (t, x, ρ
2
n(t))
)
= 0, (7.7)
u¯(T, x) = G(x, ρ1n(T ))−G(x, ρ2n(t)), ρ¯(0, x) = 0.
Multiply the first equation above by ρ¯n, the second equation by u¯n, add together and then
integrate over T, by integration by parts formula we have
∂t
∫
T
u¯nρ¯n(t, x)dx −
∫
T
∂xu¯n(t, x)
2
[
∂xu
1
n(t, x) + ∂xu
2
n(t, x)
]
ρ¯n(t, x)dx
+
∫
T
[F (x, ρ1n(t))− F (x, ρ2n(t))]ρ¯n(t, x)dx−
∫
T
an(t, x)ρ¯n(t, x)dx, (7.8)
+
∫
T
[
ρ1n∂xV
1
n (t, x, ρ
1
n(t))− ρ2n∂xV 2n (t, x, ρ2n(t))
]
∂xu¯n(t, x)dx = 0.
Note that
ρ1n∂xV
1
n (t, x, ρ
1
n(t))− ρ2n∂xV 2n (t, x, ρ2n(t))−
1
2
[
∂xu
1
n(t, x) + ∂xu
2
n(t, x)
]
ρ¯n
= ρ1n[∂xu
1
n − ∂xv1n]− ρ2n[∂xu2n − ∂xv2n]−
1
2
[
∂xu
1
n(t, x) + ∂xu
2
n(t, x)
]
ρ¯n
=
ρ1n + ρ
2
n
2
∂xun − bn(t, x), where bn(t, x) := ρ1n∂xv1n − ρ2n∂xv2n.
Then (7.8) becomes
∂t
∫
T
u¯nρ¯n(t, x)dx +
∫
T
ρ1n + ρ
2
n
2
|∂xun(t, x)|2dx
+
∫
T
[F (x, ρ1n(t))− F (x, ρ2n(t))]ρ¯n(t, x)dx−
∫
T
[anρ¯n(t, x) + bn∂xun(t, x)]dx = 0.
Integrate the above equation over [0, T ] and by the boundary conditions in (7.7), we obtain
∫
T
[G(x, ρ1n(T ))−G(x, ρ2n(T )]ρ¯n(T, x)dx+
∫ T
0
∫
T
ρ1n + ρ
2
n
2
|∂xun(t, x)|2dxdt
+
∫ T
0
∫
T
[F (x, ρ1n(t))− F (x, ρ2n(t))]ρ¯n(t, x)dxdt =
∫ T
0
∫
T
[anρ¯n(t, x) + bn∂xun(t, x)]dxdt.
Since F,G satisfy the monotonicity condition, we have
∫ T
0
∫
T
ρ1n + ρ
2
n
2
|∂xun(t, x)|2dxdt ≤
∫ T
0
∫
T
[anρ¯n(t, x) + bn∂xun(t, x)]dxdt ≤ cn, (7.9)
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where limn→∞ cn = 0, thanks to (7.5). This implies further that∫ T
0
∫
T
ρ1n + ρ
2
n
2
|∂xV 1n (t, x, ρ1n(t))− ∂xV 2n (t, x, ρ2n(t))|2dxdt
=
∫ T
0
∫
T
ρ1n + ρ
2
n
2
|∂xu¯n − ∂xvn|2dxdt ≤ cn → 0, (7.10)
here again cn denotes a generic constant converging to 0.
Now similar to the proof of Theorem 4.4-(i), we can show that
W1(ρ1n(t), ρ2n(t)) ≤ cn, 0 ≤ t ≤ T, (7.11)
and thus |un(0, x)| ≤ cn → 0. Since u¯n(0, x) = V 1(0, x, µ0) − V 2(0, x, µ0) is independent
of n, we obtain V 1(0, x, µ0) = V
2(0, x, µ0) for all µ0 ∈ P0. Note that P0 is dense in P2, so
V 1(0, x, µ) = V 2(0, x, µ) for all µ ∈ P2. Similarly we can show the equality at arbitrary t,
whence the uniqueness follows.
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