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ABSTRACT
We show that deep narrow Boltzmann machines are universal approximators of
probability distributions on the activities of their visible units, provided they have
sufficiently many hidden layers, each containing the same number of units as the
visible layer. We show that, within certain parameter domains, deep Boltzmann
machines can be studied as feedforward networks. We provide upper and lower
bounds on the sufficient depth and width of universal approximators. These re-
sults settle various intuitions regarding undirected networks and, in particular,
they show that deep narrow Boltzmann machines are at least as compact uni-
versal approximators as narrow sigmoid belief networks and restricted Boltzmann
machines, with respect to the currently available bounds for those models.
1 INTRODUCTION
It is an interesting question how the representational power of deep artificial neural networks, with
several layers of hidden units, compares with that of shallow neural networks, with one single layer
of hidden units. Furthermore, it is interesting how the representational power of layered networks
compares in the cases of undirected and directed connections between the layers. A basic question
in this respect is whether the classes of function approximators represented by the different network
architectures can possibly reach any desired degree of accuracy, when endowed with sufficiently
many computational units. This property, referred to as universal approximation property, has been
established for a wide range of network architectures, including various kinds of shallow feedfor-
ward, shallow undirected, and deep feedforward networks, both in the deterministic and stochastic
settings. Nevertheless, for deep narrow undirected network architectures, universal approximation
has remained so far an open problem. In this paper we prove that deep narrow Boltzmann machines
are universal approximators, provided they have sufficiently many layers of hidden units, each hav-
ing at least as many units as the visible layer.
A Boltzmann machine (Ackley et al. 1985) is a network of stochastic binary units with undirected
pairwise interactions. A deep Boltzmann machine (DBM) (Salakhutdinov & Hinton 2009) is a
Boltzmann machine whose units build a stack of layers, where only pairs of units from subsequent
layers interact, and only the units in the bottom layer are visible. The units within any given layer
are conditionally independent, given the states of the units in the adjacent layers. Figure 1 illustrates
this architecture.
Since the first appearance of DBMs, a number of papers have addressed various practical and the-
oretical aspects of these networks, especially regarding training and estimation (see Montavon &
Mu¨ller 2012; Goodfellow et al. 2013a; Cho et al. 2015). The undirected nature of DBMs leads to
interesting and desirable properties, but it also brings with it challenges in training and analyzing
them. A number of anticipated properties of DBMs still are missing formal verification. We prove
that narrow DBMs have the universal approximation property. We focus on DBMs with layers of
constant size. We note that, in order to obtain the universal approximation property, the first hidden
layer must have at least the same size as the visible layer (minus one, when this is even). As a direct
corollary of our main theorem, we obtain the universal approximation of conditional probability dis-
∗http://personal-homepages.mis.mpg.de/montufar/
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Figure 1: The left panel illustrates the architecture of a DBM with a visible layer of n0 units and
three hidden layers of n1, n2, n3 units. Pairs of units form consecutive layers are undirectedly
connected. There are no connections between units from the same layer nor between units from
non-consecutive layers. The right panel shows the architectures of a DBN and an RBM, which are
the directed and the shallow versions of DBMs.
tributions on the activations of subsets of visible units, given the activations of the remaining visible
units. Our analysis applies not only to binary units, but also to softmax (finite-valued) units.
At an intuitive level, undirected networks are expected to be more powerful than their directed coun-
terparts, since “they allow information to flow both ways.” Given that narrow deep belief networks
(DBNs) (Hinton et al. 2006) have the universal approximation property (Sutskever & Hinton 2008),
the natural expectation is that narrow DBMs also have the universal approximation property (DBNs
can be regarded as the directed counterparts of DBMs). There are several reasons why this intuition
is not straightforward to verify. While feedforward networks can be studied in a sequential way,
with the output of any given layer being the input of the next layer, in the undirected case, each
internal layer receives inputs from both the previous and the next layers. This renders recurrent sig-
nals between all units and complicates a sequential analysis. The key component of our proof lies in
showing that, within certain parameter regions, a DBM can be regarded as a feedforward network.
More precisely, the upper part of the network can “neutralize” the upward signals arriving from the
lower part of the network, in such a way that the visible probability distributions represented by the
entire network have the same form as those represented by a DBN. This allows us to analyze the
representational power of DBMs in a sequential way and show that, in some well defined sense,
DBMs are at least as powerful as DBNs.
Montavon, Braun, and Mu¨ller (2012) have also proposed a feedforward perspective on DBMs. How-
ever, their motivation was different from ours, and they used the term “feedforward” to refer to a
Gibbs sampling pass traversing the network in a feedforward manner, rather than to the structure of
the joint probability distributions represented by the entire network. They showed, experimentally,
that a DBM outputs a feedforward hierarchy of increasingly invariant representations.
In the remainder of the introduction we comment on a few results that appear helpful for contextu-
alizing the present paper. From the network architectures mentioned above (deep, shallow, directed,
undirected), the most extensively studied ones are the shallow feedforward networks (with one sin-
gle layer of hidden units). A shallow feedforward network is understood as a composition of simple
computational units, all having the same inputs. It is well known that, by tuning the parameters of
the individual units, these networks can approximate any function on the set of inputs arbitrarily
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well,1 provided they have sufficiently many hidden units (Hornik et al. 1989; Cybenko 1989). In
other words, any function can be written, approximately, as a superposition (e.g., linear combina-
tion) of simple functions. This universal approximation property has been established under very
general conditions both on the type of units and the type of functions being approximated (see, e.g.,
Leshno et al. 1993; Chen & Chen 1995). See also (Barron 1993; Burger & Neubauer 2001) for
works addressing the accuracy of the approximations. An interesting recent example are shallow
feedforward networks with maxout units (Goodfellow et al. 2013b). Besides from standard func-
tions, i.e., deterministic output assignments given the inputs, shallow feedforward networks are also
capable of approximating stochastic functions arbitrarily well, i.e., probabilistic output assignments
given the inputs, when constructed with sufficiently many stochastic units.
Deep neural networks have seen exceptional success in applications in recent years. Aiming at a
better understanding and development of this success, a number of recent papers have addressed
the theory of deep architectures (see Bengio & Delalleau 2011; Baldi 2012; Pascanu et al. 2014;
Montu´far et al. 2014b). It is not so long ago that Sutskever & Hinton (2008) investigated deep belief
networks (DBNs) (Hinton et al. 2006) with narrow layers of stochastic binary units (all having
about the same number of units). They showed that these architectures can approximate any binary
probability distribution on the states of their visible units arbitrarily well, provided the number of
hidden layers is large enough (exponential in the number of visible units). The minimal depth of
universal approximators of this kind has been studied subsequently in (Le Roux & Bengio 2010;
Montu´far & Ay 2011; Montu´far 2014). The approximation properties of DBNs with real-valued
visible units and binary hidden units have been treated in recent work as well (Krause et al. 2013).
Boltzmann machines (Hinton and Sejnowski 1983; Ackley, Hinton, and Sejnowski 1985; Hinton
and Sejnowski 1986) are energy based models describing the statistical behavior of pairwise
interacting stochastic binary units. They have roots in statistical physics and have been studied
intensively as special types of graphical probability models and exponential families. In particular,
information geometry has provided deep geometric insights about learning and approximation
of probability distributions by this kind of networks (Amari et al. 1992). It is well known that
Boltzmann machines are universal approximators of probability distributions over the states of their
visible units, provided they have sufficiently many hidden units (see Sussmann 1988; Younes 1996).
The situation is more differentiated when a specific structure is imposed on the network, e.g., a
layered structure, where only pairs of units in subsequent layers may be connected. This imposes
non-trivial restrictions on the sets of representable distributions. For the shallow layered version
of the Boltzmann machine, called restricted Boltzmann machine (RBM) (Smolensky 1986; Freund
& Haussler 1991), the universal approximation capability has been shown in (Freund & Haussler
1991; Younes 1996; Le Roux & Bengio 2008), provided the hidden layer is large enough (having
exponentially more units than the visible layer). More recently, questions related to the minimal
number of hidden units that is sufficient for universal approximation by RBMs have been studied
in (Le Roux & Bengio 2008; Montu´far & Ay 2011; Montu´far et al. 2011; Montu´far & Morton
2013; Martens et al. 2013). Nonetheless, universal approximation results for the deep versions of
RBMs, the deep Boltzmann machines (DBMs) (Salakhutdinov & Hinton 2009), have been miss-
ing so far (except when the hidden layers have exponentially many more units than the visible layer).
This paper is organized as follows. In Section 2 we give necessary definitions and fix notations. In
Section 3 we present our main result: the universal approximation property of narrow DBMs. The
proof of this result is elaborated in Sections 4 and 5. In Section 4 we address the compositional
structure of DBMs. We express the probability distributions represented by a DBM in terms of the
probability distributions represented by two smaller DBMs and a feedforward layer with shared pa-
rameters. In Section 5 we elaborate an approach to study DBMs from a feedforward perspective. We
first present a trick to effectively disentangle the shared parameters between intermediate marginal
distributions and lower conditional distributions. This is followed by a feedforward analysis proving
the universal approximation property. In Section 6 we offer a discussion of the result.
1Meant are reasonably well behaved functions and reasonable measures of approximation.
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2 DEFINITIONS
In this section we fix notation and technical details. A deep Boltzmann machine with L + 1 layers
of n0, n1, . . . , nL units is a model of joint probability distributions of the form
pW,b(x0,x1 . . . ,xL) =
1
Z(W,b)
exp(
L−1∑
l=0
x
⊤
l Wlxl+1 +
L∑
l=0
x
⊤
l bl),
for all (x⊤0 , . . . ,x⊤L )⊤ ∈ {0, 1}n0+···+nL . (1)
Here xl = (xl,1, . . . , xl,nl)⊤ ∈ {0, 1}nl denotes the joint state of the units in the l-th layer and
(x⊤0 , . . . ,x
⊤
L )
⊤ ∈ {0, 1}N , N =
∑L
l=0 nl, the joint state of all units. The parameters of this
model are W = {W0, . . . ,WL−1} and b = {b0, . . . ,bL}, where Wl ∈ Rnl×nl+1 is a matrix
of interaction weights between units from the l-th and (l + 1)-th layers, for l = 0, . . . , L − 1, and
bl ∈ R
nl is a vector of biases for the units in the l-th layer, for l = 0, . . . , L. The function Z(W,b)
is defined in such a way that the entries of pW,b add to one.
The set of all probability distributions of the form (1), for all choices of W and b, is a smooth man-
ifold (an exponential family) of dimension∑L−1l=0 nlnl+1 +
∑L
l=0 nl. This manifold is embedded
in the (2N − 1)-dimensional set ∆N of all possible probability distributions over {0, 1}N . Note
that every probability distribution of the form (1) is strictly positive, meaning that it assigns strictly
positive probability to every state. We denote this model by DBMn0,...,nL , or DBM, for simplicity,
when n0, . . . , nL are clear.
The marginal probability distributions over the joint states x0 of the units in the bottom layer are
obtained by marginalizing out x1, . . . ,xL:
pW,b(x0) =
∑
x1,...,xL
pW,b(x0,x1, . . . ,xL), for all x0 ∈ {0, 1}n0. (2)
The set of probability distributions of this form, for all W and b, is the DBM probability model
with a visible layer of n0 units and L hidden layers of n1, . . . , nL units. Note that every distribution
of the form (2) is strictly positive.
In the case that the network has only one hidden layer, L = 1, as illustrated in the lower right panel
of Figure 1, the model reduces to a restricted Boltzmann machine (with n0 visible and n1 hidden
units). The corresponding set of probability distributions is denoted RBMn0,n1 ≡ DBMn0,n1 . If
we replace all interactions, except those between the top to layers, by interactions directed towards
the bottom layer, we obtain a DBN, illustrated in the upper right panel of Figure 1. We provide more
details on RBMs and DBNs in the Supplementary Material.
3 UNIVERSAL APPROXIMATION
A set M of probability distributions on {0, 1}n is called universal approximator when, for any
distribution q on {0, 1}n and any ǫ > 0, there is a distribution p in M with D(q‖p) ≤ ǫ. Here the
Kullback-Leibler divergence between q and p is defined as D(q‖p) :=
∑
x
q(x) log q(x)p(x) . This is
never negative and is only zero if q = p.
The main result of this paper is the following:
Theorem 1. A DBM with a visible layer of n units and L hidden layers of n units each is a univer-
sal approximator of probability distributions on the states of the visible layer, provided L is large
enough. More precisely, for any n ≤ n′ := 2k + k + 1, for some k ∈ N, a sufficient condition is
L ≥ 2
n′
2(n′−log2(n
′)−1) . For any n a necessary condition is L ≥
2n−(n+1)
n(n+1) .
A direct implication of this result is the universal approximation property for conditional probability
distributions of a subset of visible units, given the states of the remaining visible units.
Corollary 2. A DBM with a visible layer of n units and L hidden layers of n units each is a
universal approximator of stochastic input-output maps with inputs (x0,1, . . . , x0,k) ∈ {0, 1}k and
outputs (x0,k+1, . . . , x0,n) ∈ {0, 1}n−k, for any 1 ≤ k ≤ n, provided L is as in Theorem 1.
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Figure 2: Composition of an upper and a lower DBM to form a larger DBM.
We note that the number of visible units (minus one when this is even) is the smallest possible
number of units in the first hidden layer of a DBM universal approximator.
Proposition 3. A DBM with n0 visible units can be a universal approximator only if the first hidden
layer has at least n1 ≥ n0 − 1 units, when n0 is even, and at least n1 ≥ n0 units, when n0 is odd.
Furthermore, Theorem 1 can be extended to softmax units with any finite number of states.
Theorem 4. A DBM with a visible layer of n softmax q-valued units and L hidden layers of n
softmax q-valued units each is a universal approximator of probability distributions on the states of
the visible layer, provided L is large enough. More precisely, for any n ≤ n′ := qk+k+1, for some
k ∈ N, a sufficient condition is L ≥ 1 + qn
′
−1
q(q−1)(n′−logq(n
′)−1) . For any n a necessary condition is
L ≥ q
n
−1
n(q−1)(n(q−1)+2) .
The proof of these statements is elaborated in the next two sections. First we discuss the composi-
tional structure of DBMs and then we present a feedforward analysis.
4 COMPOSITIONAL STRUCTURE
In this section we take a look at the compositional structure of DBMs. We will regard a DBM as a
composition of two smaller DBMs. In order to describe these compositions, we use the renormalized
entry-wise (Hadamard) product. The Hadamard product of two distributions r, s ∈ ∆n is defined as
(r ∗ s)(z) := r(z)s(z)/
∑
z′
r(z′)s(z′), for all z ∈ {0, 1}n.
In this definition we assume that r and s have at least one non-zero entry in common, such that∑
z′
r(z′)s(z′) 6= 0. We write r ∗ M := {r ∗ s : s ∈ M} for the set of Hadamard products of a
probability distribution r and the elements of a probability model M. The Hadamard product is a
very natural operation for describing compositions of energy based models. Note that, if r(z) =
1
Z(f) exp(f(z)) and s =
1
Z(g) exp(g(z)), then (r ∗ s)(z) =
1
Z(f+g) exp(f(z) + g(z)).
We can write the probability distributions represented by a DBM in terms of the probability distri-
butions represented by two smaller DBMs. Such decompositions have been discussed previously
by Salakhutdinov & Hinton (2012). We identify the bottom layer of DBM(1) with the top layer of
DBM(2), as illustrated in Figure 2. By this composition, the distribution s that was originally repre-
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sented on the bottom layer of DBM(1) becomes r ∗ s, where r is the distribution that was originally
represented on the top layer of DBM(2):
Proposition 5. Consider the model DBM = DBMn0,...,nL , for some n0, . . . , nL ∈ N. For any
0 < k < L the marginal distributions of the k-th layer’s units are the distributions of the form
p(xk) = (p
(2) ∗ p(1))(xk), for all xk ∈ {0, 1}nk,
where p(1)(xk) is a bottom layer marginal of DBM(1) = DBMnk,...,nL and p(2)(xk) is a top layer
marginal of DBM(2) = DBMn0,n1,...,nk .
For completeness we provide a proof of this statement in the Supplementary Material.
Next we define the model of conditional probability distributions represented by a feedforward layer.
For n1 input units and n0 output units, the feedforward model FFn0,n1 consists of all conditional
probability distributions of the form
qW0,b0(x0|x1) =
1
Z(W0x1 + b0)
exp(x⊤0 W0x1+x
⊤
0 b0), for all x0 ∈ {0, 1}n0 , x1 ∈ {0, 1}n1.
Here W0 ∈ Rn0×n1 is a matrix of input weights and b0 ∈ Rn0 is a vector of biases. Clearly, these
conditionals correspond exactly to the conditionals represented between first hidden layer and the
visible layer of a DBM, for the same choices of parameters.
The next Proposition 6 gives an expression for the visible distributions represented by a DBM in
terms of the distributions represented by two smaller DBMs and the conditionals represented by a
feedforward layer with shared parameters.
Proposition 6. The bottom layer marginal distributions representable by DBMn0,...,nL are those of
the from
p(x0) =
∑
x1
q(x0|x1)(r ∗ s)(x1), for all x0 ∈ {0, 1}n0,
where q(x0|x1)r(x1) is a joint probability distribution of the fully observable RBMn0,n1 and s is a
bottom layer marginal of DBMn1,...,nL .
Proof of Proposition 6. We have
p(x0) =
∑
x1
p(x0|x1)p(x1), for all x0 ∈ {0, 1}n0.
By Proposition 5, p(x1) = (r ∗ s)(x1) for all x1 ∈ {0, 1}n1 .
The proposition is illustrated in Figure 2. Note that r(x1) is a top layer marginal of RBMn0,n1
and q(x0|x1) is the top-to-bottom conditional of RBMn0,n1 corresponding to the feedforward layer
FFn0,n1 . Proposition 6 suggests that it is possible to study the representational power of DBMs in
terms of the representational power of smaller DBMs composed with simple feedforward networks.
The problem is that the distribution r ∗ s, intended as the input of the feedforward layer, depends
on the same parameters W0,b0 as the feedforward layer. Hence the input of the feedforward layer
cannot be chosen independently from the transformation that the feedforward layer applies on it.
Nonetheless, as we will show in the next section, it is possible to resolve this difficulty and analyze
the representational power of the DBM in a sequential way.
5 FEEDFORWARD ANALYSIS
Consider a DBM composed of an upper and a lower part, as shown in Figure 2. If the upperDBM(1)
is able to “disable” or neutralize the top layer marginal r of DBM(2), then the distribution repre-
sented at the bottom layer of the compound DBM can be regarded as the feedforward pass of the
distribution s represented at the bottom layer of DBM(1). Namely, by Proposition 6 the visible
distribution of the combined network is the result of passing the marginal distribution (r ∗ s)(x1)
feedforward through the conditional distribution q(x0|x1).
6
Published as a conference paper at ICLR 2015
5.1 DISABLING THE BACKWARD SIGNAL
In order to make the feedforward approach work, we need to resolve the problem that the marginal
r and the conditional q share the same parameters. When we modify these parameters in order to
obtain a specific conditional q representing a desired feedforward transformation, the marginal r
changes as well, and with it also the input r ∗ s. We resolve this dilemma in the following way.
Instead of regarding the bottom layer marginals of DBM(1) as the input model, we restrict our
attention to a subset G of the bottom layer marginals of DBM(1) with the following property:
r ∗ G = G for all top layer marginals r of DBM(2). (3)
In this case, any desired input s ∈ G, together with any desired conditional q ∈ FFn0,n1 , can be
obtained by the following procedure:
1. Tune the parameters of DBM(2) to represent any desired (representable) conditional distri-
bution q. By tuning the parameters in this way, the top layer marginal of DBM(2) becomes
a distribution r that depends on q.
2. Tune the parameters ofDBM(1) to represent a bottom layer marginal s′ ∈ G with r∗s′ = s.
Now we just need to find a good choice of G, from which we require the following.
• The set G has to satisfy (3).
• We have to make sure that G is contained in, or can be approximated arbitrarily well, by
the distributions representable at the bottom layer of DBM(1).
• Furthermore, G should be as large as possible, in order to account for the largest possible
fraction of the representational power of DBM(1).
We choose G as the set of probability distributions on {0, 1}n1 that assign positive probability only
to a subset of vectors S ⊆ {0, 1}n1, i.e., as the set
∆n1(S) := {p ∈ ∆n1 : p(x1) = 0 for all x1 6∈ S}.
In the next Proposition 7 we show that this set satisfies the first item of the list, regardless of S. For
the second and third items, we have to choose S depending on the size of DBM(1). We will discuss
the details of this further below, in Section 5.2.
Given a set of probability distributions M ⊆ ∆n, let M ⊆ ∆n denote the set of probability
distributions that can be approximated arbitrarily well by elements from M.
Proposition 7. Let r ∈ ∆n be a strictly positive probability distribution and let M ⊆ ∆n be a set
of probability distributions with M⊇ ∆n(S). Then r ∗M ⊇ ∆n(S).
Proof of Proposition 7. Since M can approximate any distribution from ∆n(S) arbitrarily well,
it can approximate any distribution of the form s′(z) = (s/r)(z) := (s(z)/r(z)) 1∑
z
′ s(z′)/r(z′)
,
z ∈ {0, 1}n, arbitrarily well, where s is any distribution from ∆n(S). Any such s′ is contained in
∆n(S), as it is strictly supported on S. Now, the Hadamard product of r and s′ is given by
(r ∗ s′)(z) = r(z)s′(z)
1∑
z′
r(z′)s′(z′)
= r(z)(s(z)/r(z))
1∑
z′′
s(z′′)/r(z′′)
1∑
z′
r(z′)s′(z′)
= s(z)
1∑
z′′
s(z′′)/r(z′′)
1∑
z′
r(z′)(s(z′)/r(z′)) 1∑
z
′′′ s(z′′′)/r(z′′′)
= s(z)
1∑
z′′
s(z′′)/r(z′′)
∑
z′′′
s(z′′′)/r(z′′′)∑
z′
s(z′)
= s(z), for all z ∈ {0, 1}n.
Since s was an arbitrary distribution from the set ∆n(S), this proves the claim.
7
Published as a conference paper at ICLR 2015
5.2 PROOF OF THEOREM 1
In the previous subsection we have shown that DBMs can be studied from a feedforward perspective.
Let us make this more explicit. Putting Propositions 6 and 7 together, we arrive at:
Proposition 8. If DBMn1,...,nL can approximate every distribution from the set ∆n1(S) arbitrarily
well as its bottom layer marginal, then DBMn0,n1,...,nL can approximate every distribution from the
set FFn0,n1(∆n1(S)) arbitrarily well as its bottom layer marginal.
With this proposition, we can study the representational power of DBMs sequentially, increasing
from layer to layer. A feedforward layer is able to compute many interesting transformations of its
input. For any choice of parameters, the conditional distribution qW0,b0 represented by the feedfor-
ward layer FFn0,n1 defines a map ∆n1 → ∆n0 taking a probability distribution p to a probability
distribution
∑
x1
p(x1)qW0,b0(x0|x1). As we vary the parameters W0,b0, every input distribu-
tion p is mapped to a collection of output distributions. Hence the feedforward layer can augment
the representational power of the input model. After a sufficient number of feedforward layers, the
output distribution can be made to approximate any desired probability distribution arbitrarily well.
We focus on the DBM with layers of constant size n. First, we need to show that a DBM with
n visible units and l hidden layers of n units each can approximate any distribution from ∆n(Sl)
arbitrarily well, for some Sl ⊆ {0, 1}n. Then, we need to show that by transformations with a feed-
forward layer, we obtain a larger set ∆(Sl+1) ⊆ FFn,n(∆(Sl)), which in turn can be approximated
arbitrarily well by the DBM with l + 1 hidden layers. The idea is to obtain an increasing sequence
S1 ⊂ S2 ⊂ S3 ⊂ · · · ⊂ SL = {0, 1}n,
meaning that the DBM with L hidden layers can approximate any distribution on SL = {0, 1}n
arbitrarily well.
We start with l = 1. The representational power of RBMs has been studied in previous papers. We
use the following Proposition 9 (taken from Montu´far & Ay 2011). We call a pair of states x,x′ ∈
{0, 1}n adjacent if their Hamming distance is one, i.e., dH(x,x′) := |{i ∈ [n] : xi 6= x′i}| = 1.
Proposition 9. The model RBMn0,n1 can approximate every distribution from ∆n0(S) arbitrarily
well as its bottom marginal, where S ⊆ {0, 1}n0 is any union of n1 + 1 pairs of adjacent states.
Feedforward layers have been studied in previous papers as well and we can take advantage of the
tools that have been developed there. The following Proposition 10 (taken from Montu´far 2014)
describes the augmentation of an input set ∆n(S) to an output set ∆n(S ∪ P ). The flip of a state
vector x along j is the vector xj¯ that results from inverting the j-th entry of x.
Proposition 10. The image of ∆n(S) by FFn,n can approximate every distribution from ∆n(S∪P )
arbitrarily well, where P ⊆ {0, 1}n is any set of the following form. Take n disjoint pairs of adjacent
states p1, . . . , pn and n distinct directions i1, . . . , in. Intersect each pair pj with S and flip the result
along the direction ij , to obtain p¯1 = (S ∩ p1)¯i1 , . . . , p¯n = (S ∩ pn)¯in . Set P = {p¯1, . . . , p¯n}.
Montu´far & Ay (2011) show that, for any k ∈ N and n = 2k + k + 1, there is a choice of S1 of the
form described in Proposition 9 (e.g., the set of all length-n strings whose last 2k entries are zero),
and a sequence S2 = S1 ∪ P 1, . . . , SL = SL−1 ∪ PL−1 of the form described in Proposition 10,
such that SL = {0, 1}n for L = 2
n−1
2k
. This implies the existence and sufficiency statements from
Theorem 1. The necessary condition results from straightforward parameter counting arguments;
comparing the dimension dim(∆n) = 2n − 1 of the set being approximated and the number of
parameters Ln2 + (L + 1)n of the DBM. This concludes the proof of Theorem 1. Details on the
other statements are given in the Supplementary Material.
6 CONCLUSION
This paper proves that undirected layered deep networks are, in a well defined sense, as powerful
as their feedforward counterparts. We see this as an important contribution to developing better
intuitions about the advantages and disadvantages of using feedforward vs. undirected architectures.
The methods developed in this paper seem valuable for studying the effects of training undirected
networks sequentially, or using the trained weights of a DBN to initialize a DBM.
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This paper proves the universal approximation property for narrow DBMs thereby settling an in-
tuition that had been missing formal verification for a surprisingly long time. This complements
previously known results addressing RBMs and narrow DBNs, which can be regarded the shal-
low and feedforward counterparts of narrow DBMs. We investigated the compositional structure of
DBMs and presented a trick to separate the activities on the upper part of the network from those
on the lower part of the network. This allowed us to trace parameter regions where DBMs can be
regarded as feedforward networks, passing the probability distributions represented at the higher
layers downwards from layer to layer by multiplication with independent conditional probability
distributions which have the same form as those represented by feedforward layers.
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SUPPLEMENTARY MATERIAL
PROOF OF PROPOSITION 5
The k-th layer marginal of the DBM satisfies
p(xk) =
∑
x0,...,xk−1,xk+1,...,xL
p(x0,x1, . . . ,xL)
=
∑
x0,...,xk−1,xk+1,...,xL
1
Z(W,b)
exp
(L−1∑
l=0
x
⊤
l Wlxl+1 +
L∑
l=0
x
⊤
l bl
)
=
∑
x0,...,xk−1,xk+1,...,xL
1
Z(W,b)
exp
( k−1∑
l=0
x
⊤
l Wlxl+1 +
k−1∑
l=0
x
⊤
l bl + x
⊤
k b
′
k
)
× exp
( L−1∑
l=k
x
⊤
l Wlxl+1 +
L∑
l=k
x
⊤
l bl − x
⊤
k b
′
k
)
=
1
Z(W,b)
∑
x0,...,xk−1
exp
( k−1∑
l=0
x
⊤
l Wlxl+1 +
k−1∑
l=0
x
⊤
l bl + x
⊤
k b
′
k
)
×
∑
xk+1,...,xL
exp
(L−1∑
l=k
x
⊤
l Wlxl+1 +
L∑
l=k
x
⊤
l bl − x
⊤
k b
′
k
)
=
1
Z(W,b)
Z(W(2),b(2))p(2)(xk) Z(W
(1),b(1))p(1)(xk), for all xk ∈ {0, 1}nk .
This shows that for any k-th layer marginal p(xk) representable by DBM, there is a distri-
bution p(2)(xk) representable as the top layer marginal of DBM(2) with parameters W(2) =
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{W0, . . . ,Wk−1}, b
(2) = {b0, . . . ,bk−1,b
′
k}, and a distribution p(1)(xk) representable as the
bottom layer marginal of DBM(1) with parameters W(1) = {Wk, . . . ,WL−1}, b(1) = {bk −
b
′
k,bk+1, . . . ,bL}, such that the equation p(xk) = (p(2) ∗ p(1))(xk) holds, and vice versa.
APPROXIMATION OF STOCHASTIC MAPS
A stochastic map with inputs {0, 1}k and outputs {0, 1}m assigns a probability distribution p(·|i) ∈
∆m to each input vector i ∈ {0, 1}k. DBMs can be used to define such maps by clamping the
states of some of their units to the input values i, and taking the resulting conditional probability
distribution over the states of some other units as the output distributions. One way of doing this
is by dividing the visible units in two groups, corresponding to inputs and outputs, as x0 = (i,o).
Given that p(x0) = p(i,o) stands in one to one relation to the pair (p(i), p(o|i)), Corollary 2 is a
direct implication of Theorem 1.
Note that a universal approximator of stochastic maps is also a universal approximator of determin-
istic maps. Every deterministic map i 7→ o = f(i) can be regarded as the special type of stochastic
map i 7→ δf(i)(o), where δf(i) is the Dirac delta assigning probability one to o = f(i).
Corollary 2 complements previous results addressing universal approximation of stochastic maps
by conditional RBMs (van der Maaten 2011; Montu´far et al. 2014a). As discussed in (Montu´far
et al. 2014a), in contrast to joint probability distributions, stochastic maps do not need to model
the input distributions, and hence universal approximators of stochastic maps need not be universal
approximators of joint probability distributions. It would be interesting to investigate corresponding
refinements of Corollary 2 in future work.
SOFTMAX UNITS
All arguments presented in the main part of this article hold for arbitrary finite valued units (not
only binary units). An analysis of sequences of feedforward layers of finite valued units is available
from (Montu´far 2014). This allows us to formulate Theorem 4 as a direct generalization of Theo-
rem 1. The result can be further refined to cases where each layer has units with different numbers
of possible states. We omit further details at this point.
MINIMAL WIDTH OF UNIVERSAL APPROXIMATORS
In a layered network, a too narrow layer represents a bottleneck. It is an interesting question how
narrow a universal approximator can be. Proposition 3 shows that if the visible layer has n0 units,
then the first hidden layer of a universal approximator must have at least n1 ≥ n0 − 1 units. In fact,
when n0 is odd, this has to be at least n1 ≥ n0.
Proof of Proposition 3. This follows from the fact that the visible distributions of the DBM are
mixtures of the conditionals p(x0|x1), for all x1 ∈ {0, 1}n1. Each of these conditional distributions
is a product distribution. There are distributions on {0, 1}n0 that can only be approximated by
mixtures of product distributions, if these mixtures involve mixture components that approximate
all point measures assigning probability one to the binary strings with an odd number of ones (see
Montu´far 2013).
Now, Montu´far & Morton (2015; Proposition 3.19) show that when n0 is odd, there is no (n0 − 1)-
generated zonoset with a point in each odd (or each even) orthant of Rn0 . Without going into more
details, this implies that, when n1 = n0 − 1, with odd n0, the set of conditionals {p(x0|x1) : x1 ∈
{0, 1}n1} cannot approximate the set of point measures that assign probability one to the binary
strings with an odd (or even) number of ones.
We note that the same width bound holds for DBNs, since the visible distributions represented by
DBNs are mixtures of the same product distributions as the visible distributions of DBMs.
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COMPARISON WITH NARROW DBNS
DBNs have the same network topology as DBMs, but with interactions directed towards the bot-
tom layer, except for the interactions between the deepest two layers, which are undirected. The
corresponding joint probability distributions have the form
pW,b(x0,x1 . . . ,xL) = pWL−1,bL−1,bL(xL−1,xL)
L−2∏
l=0
pWl,bl(xl|xl+1),
for all (x0, . . . ,xL) ∈ {0, 1}n0+···+nL . (4)
Here the distributions of the states in the deepest two layers are given by
pWL−1,bL−1,bL(xL−1,xL) =
1
Z(WL−1,bL−1,bL)
exp(x⊤L−1WL−1xL+x
⊤
L−1bL−1+x
⊤
LbL),
for all (xL−1,xL) ∈ {0, 1}nL−1+nL . (5)
The conditional distributions (feedforward layers), are given by
pWl,bl(xl|xl+1) =
1
Z(Wlxl+1,bl)
exp(x⊤l WlxL + x
⊤
l bl),
for all xl ∈ {0, 1}nl, for all xl+1 ∈ {0, 1}nl+1. (6)
Although DBNs have undirected interactions between the top two layers, in the narrow case the
universal approximation capability stems essentially from the feedforward part. A DBN with layers
of width n is a universal approximator if the number of hidden layers satisfies L ≥ 2
n
2(n−log2(n)−1)
and only if L ≥ 2
n
−(n+1)
n(n+1) (Montu´far & Ay 2011). These bounds correspond exactly to the bounds
we obtained in Theorem 1 for DBMs. In our proof we showed that the kinds of transformations of
probability distributions exploited in (Montu´far & Ay 2011) in the context of DBNs can also be rep-
resented by DBMs. In particular, our analysis shows that many distributions that are representable
by DBNs are also representable by DBMs of the same size.
COMPARISON WITH RBMS
In the case of one single hidden layer, the DBM reduces to an RBM. RBMs are universal approxi-
mators, provided the hidden layer contains sufficiently many units. The minimal number of hidden
units m for which an RBM with n visible units is a universal approximator is at least 2
n
−n
n+1 and at
most 2n−1 − 1 (Montu´far & Ay 2011). The exact value is not known, but there are examples where
the lower bound is not attained. For narrow DBMs we obtained an upper bound on the minimal
number of layers sufficient for universal approximation of the form L ≥ 2n/2(n − log2(n) − 1).
Hence both RBMs and narrow DBMs require at most a number of interaction weights and biases
of order O(n2n−1). We should note that in both cases, it is possible to formulate restrictions on
the interaction weights and biases in such a way that the total number of free parameters needed for
universal approximation is 2n − 1, i.e., just as large as the dimension of the set ∆n.
EXPLOITING THE BACKWARD ACTIVITY
The product r∗s arising in Proposition 6 can be used to augment the input model that is passed to the
feedforward layer. As long as this does not interfere with the choice of a desirable conditional q, this
could be exploited to obtain a more compact construction of a universal approximator. Investigating
this in detail could help us better understand the differences of DBNs and DBMs. It would be
interesting to take a closer look at this in future work.
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