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Abstract
A technique is developed to reduce the investigation of Nichols algebras of integrable
Uq(g)-modules to the investigation of Nichols algebras of braided vector spaces with
diagonal braiding. The results are applied to obtain information on the Gelfan’d-
Kirillov dimension of these Nichols algebras and their defining relations if the braid-
ing is of a special type and q is not a root of unity.
For simple g the cases of finite Gelfand-Kirillov dimension are determined com-
pletely.
1 Introduction
Given a braiding c on a vector space V one can define the Nichols algebra
B(V, c) of V and c as a certain generalization of the classical symmetric algebra
(definiton 5). The symmetric algebra S(V ) is obtained if c = τ is the usual
flip map
τ : V ⊗ V → V ⊗ V, τ(v ⊗ w) = w ⊗ v.
These Nichols algebras occured first in Nichols paper [1]. The aim there was
to classify certain finite-dimensional Hopf algebras. For a survey on Nichols
algebras see [2].
Apart from special - though very important - classes of braidings not very
much is known about these algebras. In particular one is interested in the
vector space dimension or in the Gelfand-Kirillov dimension and in defining
relations.
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Much is known in the case of diagonal braidings. The Nichols algebras of these
braidings play a central role in the theory of quantum groups [3] (Lusztigs
algebra f) and in the classification of pointed Hopf algebras [2]. The key idea
of this paper is to use the known results for the diagonal case from [4,5] to
obtain new results for more general braidings.
An important source of non-diagonal braidings are finite-dimensional inte-
grable modules over quantum enveloping algebras Uq(g) of finite-dimensional
semisimple complex Lie algebras g. In [6] Andruskiewitsch raises the ques-
tion on the structure of the induced Nichols algebras. Partial results are
known in this case, e.g. Rosso [5] determined the structure for certain sim-
ple Uq(sln)-modules (in these cases the braidings are of Hecke type). For some
low-dimensional simple Uq(sl2)-modules (some not of Hecke type) the author
determined the structure in [7].
Inspired by an observation of Rosso in [5] this paper describes a method to
reduce the study of Nichols algebras of finite-dimensional integrable Uq(g)-
modulesM to the study of Nichols algebras of diagonal braidings. This method
consists of two steps. The first step is to define a Hopf algebra extension Uˆ of
the negative part of Uq(g) such thatM is a Yetter-Drinfel’d module over Uˆ and
the given braiding on M is equal to the one induced by the Yetter-Drinfel’d
module structure. For simple modules M a similar construction is already
mentioned in [5]. The extension Uˆ decomposes into a Radford biproduct
Uˆ = B(V )#kG,
where V is a completely reducible Yetter-Drinfel’d module over the abelian
group G. In the second step the general theorem 19 says that the braided
biproduct of B(M) and B(V ) is again a Nichols algebra of a completely re-
ducible Yetter-Drinfel’d module MkG ⊕ V over G:
B(M)#B(V )≃B(MkG ⊕ V ).
Here MkG is the linear subspace of M spanned by the vectors of highest
weight. It becomes a Yetter-Drinfel’d module over G in a natural way, and the
braiding is diagonal. Actually theorem 19 is proven for arbitrary Hopf algebras
H instead of the group algebra kG.
The described method is applied to obtain a criterion for the finiteness of
the Gelfand-Kirillov dimension of B(M). To the module M and its braiding
one associates a matrix (bij) of rational numbers that is an extension of the
Cartan matrix of g. Under some technical assumptions on the braiding, the
Gelfand-Kirillov dimension of B(M) is finite if and only if (bij) is a Cartan
matrix of finite type. For simple g and simple modules M a complete list of
all cases with finite Gelfand-Kirillov dimension is given in table 1.
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As a second application of the method a description of the relations of B(M)
is obtained under the assumption that the braided biproduct B(M)#B(V ) is
given by the quantum Serre relations. In particular this applies if B(M) has
finite Gelfand-Kirillov dimension. Table 1 contains the degrees of the defining
relations in the case that g is simple, M is simple and the Gelfand-Kirillov
dimension of B(M) is finite.
Due to missing information on Nichols algebras of diagonal braidings the re-
sults of both applications contain some technical restrictions.
The paper is organized as follows. In section 2 some basic definitions and
results are recalled. These include braidings, Yetter-Drinfel’d modules, braided
Hopf algebras, Nichols algebras and Radfords theorem for Hopf algebras with a
projection. Section 3 contains the required material on Uq(g)-modules, mainly
taken from the book of Jantzen [8]. In section 4 the Hopf algebra extension
Uˆ of U≤0q (g) and a functor from the category of integrable Uq(g)-modules to
the category of Yetter-Drinfel’d modules over Uˆ are defined such that the
functor preserves the braiding. Section 5 contains the definition of a braided
version of Radfords biproduct and some necessary results on these objects. The
last important notion for the extension theorem in section 7, graded Yetter-
Drinfel’d modules, is introduced in section 6. Section 8 contains the results on
the Gelfand-Kirillov dimension of the Nichols algebras and in section 9 results
on the defining relations can be found.
Assume that k is a field. Tensor products are always taken over k. Throughout
the paper q ∈ k is not a root of unity. Sweedlers notation without the sigma-
sign will be used for comultiplications and coactions according to the following
convention:
Notation 1 Assume that H is a Hopf algebra with bijective antipode, R a
Hopf algebra in HHYD such that R#H has bijective antipode and that Q is a
braided Hopf algebra in R#HR#HYD. In this paper the following conventions for
Sweedler notation are used:
(1) The Sweedler indices for the comultiplication in usual Hopf algebras are
lower indices with round brackets: ∆H(h) = h(1) ⊗ h(2) .
(2) The Sweedler indices for the comultiplication in braided Hopf algebras in
H
HYD are upper indices with round brackets: ∆R(r) = r
(1)
⊗ r
(2)
.
(3) The Sweedler indices for the comultiplication in braided Hopf algebras in
R#H
R#HYD are upper indices with square brackets: ∆Q(x) = x
[1]
⊗ x
[2]
.
(4) For H coactions use lower Sweedler indices with round brackets: δH(v) =
v
(−1)
⊗ v
(0)
.
(5) For R#H coactions use lower Sweedler indices with square brackets:
δR#H(m) = m[−1] ⊗m[0] .
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2 Basic concepts
In this section some basic definitions and facts are listed. This will include
braidings, Yetter-Drinfel’d modules, braided Hopf algebras, Radford biprod-
ucts and Radfords theorem for Hopf algebras with a projection.
2.1 Braidings
Definition 2 A braided vector space (V, c) is a vector space V together with
a k-linear automorphism c of V ⊗V such that the following identity (the braid
equation) holds in Endk(V ⊗ V ⊗ V ):
(c⊗ idV )(idV ⊗c)(c⊗ idV ) = (idV ⊗c)(c⊗ idV )(idV ⊗c).
Let X be a basis of V . The braiding is diagonal with respect to X if a matrix
(qxy)x,y∈X of non-zero scalars such that
∀x, y ∈ X : c(x⊗ y) = qxyy ⊗ x.
The braiding is called diagonal if it is diagonal with respect to some basis of
V .
Recall that a generalized Cartan matrix [9] is a matrix (axy)x,y∈X (where X is
a finite index set) with integer coefficients such that
• ∀x ∈ X : axx = 2,
• ∀x, y ∈ X, x 6= y : axy ≤ 0 and
• ∀x, y ∈ X : axy = 0⇒ ayx = 0.
The finite-dimensional braided vector space (V, c) is called of Cartan type
(with respect to the basis X) if it is diagonal (with respect to X) and the
coefficients (qxy) satisfy
∀x, y ∈ X : qxyqyx = q
axy
xx .
for a generalized Cartan matrix (axy)x,y∈X .
To a generalized Cartan matrix (axy)x,y∈X define its Coxeter graph as the
(unoriented) graph with vertex set X and axyayx edges between x and y for all
x 6= y ∈ X . The generalized Cartan matrix is called connected if its Coxeter
graph is connected. Define the Dynkin diagram of (axy) as in [9, §4.7.]. A
generalized Cartan matrix is called of finite type if it is the Cartan matrix of
a finite-dimensional semisimple complex Lie algebra.
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2.2 Yetter-Drinfel’d modules
Let H be a Hopf algebra with bijective antipode.
Definition 3 A (left-left) Yetter-Drinfel’d module M over H is a left H-
module and a left H-comodule such that for all h ∈ H,m ∈M
(hm)
(−1)
⊗ (hm)
(0)
= h
(1)
m
(−1)
S
(
h
(3)
)
⊗ h
(2)
m
(0)
.
The category of Yetter-Drinfel’d modules HHYD over H is a braided monoidal
category with braidings given by
cM,N : M ⊗N → N ⊗M, cM,N(m⊗ n) := m(−1)n⊗m(0) .
In particular every Yetter-Drinfel’d module M is a braided vector space with
braiding cM,M .
2.3 Braided Hopf algebras
Assume that (R,m, η) is a k algebra and R ∈ HHYD such that m, η are H-
linear and H-colinear. Then R⊗R := R ⊗ R is an algebra with unit 1R ⊗ 1R
and multiplication given by
mR⊗R := (m⊗m)(idR⊗cR,R ⊗ idR).
Definition 4 Let H be a Hopf algebra with bijective antipode. (R,m, η,∆, ε)
is called a braided bialgebra in HHYD if
• m, η,∆, ε are H-linear and H-colinear,
• (R,m, η) is an algebra,
• (R,∆, ε) is a coalgebra and
• ∆ : R→ R⊗R, ε : R→ k are algebra morphisms.
If the identity has an inverse S in the convolution algebra Endk(R), then
(R,m, η,∆, ε) is called a braided Hopf algebra in HHYD. In this case S is
called the antipode of R. It is H-linear and H-colinear.
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2.4 Nichols algebras
Important examples of braided Hopf algebras are Nichols algebras which are
a generalization of the symmetric algebra, replacing the usual flip map with
an arbitrary braiding.
Definition 5 Let H be a Hopf algebra with bijective antipode, M an HHYD-
module and c = cM,M . The Nichols algebra B(M, c) is a braided Hopf algebra
in HHYD satisfying
• B(M, c) =
⊕
n≥0R(n) is graded as an algebra and as a coalgebra,
• c(R(i)⊗ R(j)) ⊂ R(j)⊗ R(i),
• R(1)≃M as braided vector spaces
• B(M, c) is generated by R(1) as an algebra and
• R(1) = P (R).
The Nichols algebra exists for every Yetter-Drinfel’d moduleM and it is unique
up to isomorphism [2,10]. More generally one can define the Nichols algebra
for any braided vector space. It is then a braided Hopf algebra in the sense of
[11] and does only depend on the braiding c and not on the Yetter-Drinfel’d
structure. In this article only the Yetter-Drinfel’d case will be considered.
2.5 The Radford biproduct
Let H be a Hopf algebra with bijective antipode and R a braided Hopf alge-
bra in HHYD. Define the Radford biproduct of R with H as the vector space
R#H := R⊗H . By [12] it is a Hopf algebra with unit 1R#1H , counit εR⊗εH ,
multiplication
∀r, r′ ∈ R, h, h′ ∈ H : (r#h)(r′#h′) := r(h
(1)
· r′)#h
(2)
h′
and comultiplication
∀r ∈ R, h ∈ H : ∆R#H(r#h) := r
(1)
#r
(2)
(−1)
h
(1)
⊗ r
(2)
(0)
#h
(2)
.
Note that the map
π := ε#H : R#H → H
is a Hopf algebra projection and π(1#h) = 1#h for all h ∈ H . If R has
bijective antipode so has R#H .
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2.6 Hopf algebras with a projection
On the other hand, every Hopf algebra with bijective antipode that has a
projection onto a Hopf subalgebra is a Radford biproduct. Let A, H be Hopf
algebras with bijective antipode and π : A→ H and ι : H → A be morphisms
of Hopf algebras such that
πι = idH .
Consider H as a Hopf subalgebra of A via ι.
The algebra of right coinvariants with respect to π is
R := Acoπ = {a ∈ A| (id⊗π)∆(a) = a⊗ 1}.
This algebra R is a Yetter-Drinfel’d module over H , where the action is given
by the adjoint action of H in A. The coaction is given by
δ(r) := (π ⊗ id)∆(r).
R is a subalgebra of A, but in general not a subcoalgebra. Nevertheless with
the counit εA|R and comultiplication
∆R(r) := r(1)ιSHπ(r(2))⊗ r(3)
R becomes a braided Hopf algebra in HHYD.
Moreover the multiplication of A induces an isomorphism of Hopf algebras
R#H → A, r#h 7→ rι(h).
Consider the map
θR : A→ R, θR(a) := a(1)ιSHπ(a(2)).
Then the inverse of the isomorphism above is given by the map
(θR#π)∆ : A→ R#H.
Note however that in general θR is not an algebra morphism.
3 Braidings on Uq(g)-modules
In this section some material from the book of Jantzen [8] is presented. Assume
char k = 0. Fix a complex finite-dimensional semisimple Lie algebra g with
root system Φ and weight lattice Λ. Abbreviate U := Uq(g). Fix a basis Π of
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the root system and let (aα,β)α,β∈Π be the Cartan matrix. The Q vector space
V := Q ⊗ Λ has a non-degenerate symmetric bilinear form (−,−) such that
for all α, β ∈ Π
aα,β =
2(α, β)
(α, α)
.
There is a partial order on ZΦ defined by
∀µ, ν ∈ ZΦ : µ > ν ⇔ µ− ν ∈ (N0Π) \ {0}.
Let U+, resp. U−, be the subalgebra of U generated by the Eα, α ∈ Π, resp.
by the Fα, α ∈ Π. U , U
+ and U− admit weight space decompositions. Denote
the weight space corresponding to the root µ ∈ ZΦ by Uµ, resp. U
+
µ , resp. U
−
µ .
Following [8, 7.1] choose for all µ ∈ ZΦ, µ ≥ 0 a basis uµ1 , . . . , u
µ
r(µ) of U
+
µ and
a dual basis (with respect to the non-degenerate pairing between U+ and U−
defined there) vµ1 , . . . , v
µ
r(µ) of U
−
−µ. Define
Θµ :=
r(µ)∑
i=1
vµi ⊗ u
µ
i ∈ U
−
−µ ⊗ U
+
µ .
In the sequel write formally
Θµ = Θ
−
µ ⊗Θ
+
µ ,
keeping in mind that Θµ is almost always a sum of tensors.
Definition 6 Let σ : ZΦ → {±1} be a group homomorphism. A U-module
M is called integrable of type σ if it is the direct sum of its weight spaces:
M =
⊕
λ∈Λ
{m ∈M |∀µ ∈ ZΦ : Kµm = σ(µ)q
(λ,µ)m}
and the Eα, Fα act locally nilpotently on M , i.e. for every m ∈M there exists
n ∈ N such that for all α ∈ Π : Enαm = 0 = F
n
αm.
Remark 7 For all group homomorphisms σ : ZΦ→ {±1} the category of U -
modules of type σ is equivalent to the category of U -modules of type +1 (the
trivial homomorphism) [8, 5.2.]. This equivalence is in general not monoidal.
Nevertheless in this paper only U -modules of type +1 are considered. A U -
module will be called integrable if it is integrable of type +1.
Choose a function f : Λ× Λ→ k× such that for all λ, µ ∈ Λ, ν ∈ ZΦ
f(λ+ ν, µ) = q−(ν,µ)f(λ, µ) and f(λ, µ+ ν) = q−(λ,ν)f(λ, µ). (1)
Now for integrable U -modules M,M ′ define a U -linear isomorphism
cfM,M ′ : M ⊗M
′ → M ′ ⊗M
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as in [8, 7.3] such that for all m ∈Mλ, m
′ ∈M ′λ′
cfM,M ′(m⊗m
′) = f(λ′, λ)
∑
µ≥0
Θµ(m
′ ⊗m).
On every triplet of integrable U -modules M,M ′,M ′′ these morphisms satisfy
the braid equation
(cfM ′,M ′′ ⊗ idM)(idM ′ ⊗ c
f
M,M ′′)(c
f
M,M ′ ⊗ idM ′′) =
= (idM ′′ ⊗c
f
M,M ′)(c
f
M,M ′′ ⊗ idM ′)(idM ⊗c
f
M ′,M ′′).
Remark 8 If the map f satisfies additionally for all λ, µ, ν ∈ Λ
f(λ+ ν, µ) = f(λ, µ)f(ν, µ) and f(λ, µ+ ν) = f(λ, µ)f(λ, ν),
then the maps cfM,M ′ satisfy the hexagon identities. For more information on
the hexagon identities see [13, XIII 1.1.].
Example 9 There exists a d ∈ N such that
(λ, µ) ∈
1
d
Z for all λ, µ ∈ Λ
(choose d as the determinant of the Cartan matrix). Assume there is a v ∈ k
such that vd = q. Then for all w ∈ k× the map given by
f(λ, µ) := wv−d(λ,µ)
satisfies the condition (1). If moreover w = 1, then also the condition from
remark 8 is satisfied.
4 Turning U-modules into Uˆ
Uˆ
YD-modules (with the same braiding)
In this section a Hopf algebra extension Uˆ of U≤0q (g) is defined such that every
integrable U -module is a Yetter-Drinfel’d module over Uˆ with the property
that the induced braiding is the map cf defined in the section above. A sim-
ilar construction is mentioned in [5]. Keep the notation from section 3, not
necessarily assuming that f satisfies the condition from remark 8. Again let
char k = 0.
It is well known that U≤0q (g) decomposes as a Radford biproduct
U≤0q (g) = B(V )#kΓ.
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Here Γ ∼= ZΦ is written multiplicatively identifying µ ∈ ZΦ with Kµ ∈ Γ as
usual. B(V ) is the Nichols algebra of the vector space V := ⊕α∈ΠkFˆα with
braiding
c(Fˆα ⊗ Fˆβ) = q
−(α,β)Fˆβ ⊗ Fˆα.
The usual generators Fα as in Jantzens book are given by Fα = K
−1
α Fˆα. The
following easy lemma allows to define representations of the biproduct algebra.
Lemma 10 Let H be a Hopf algebra with bijective antipode and R a Hopf
algebra in HHYD. Let A be any algebra. The following data are equivalent:
• an algebra morphism ψ : R#H → A
• algebra morphisms ρ : H → A and ϕ : R→ A such that:
∀h ∈ H, r ∈ R : ρ(h)ϕ(r) = ϕ(h
(1)
· r)ρ(h
(2)
),
where r resp. h run through a set of algebra generators of R resp. H.
In this case ψ = ϕ#ρ and ϕ = ψ|R#1, ρ = ψ|1#H.
PROOF. The proof is straightforward and will be omitted. ✷
Now the Hopf algebra Uˆ and the Yetter-Drinfel’d module structure will be
constructed in 6 steps.
Step 1: Enlarge the Group.
As ZΦ ⊂ Λ are free abelian groups of the same rank |Π| the quotient Λ/ZΦ is
a finite set. Choose a set X ⊂ Λ of representatives of the cosets of ZΦ. Define
G := Γ×H,
where H denotes the free abelian group generated by the set X (written
multiplicatively). For every λ ∈ Λ there are unique elements αλ ∈ ZΦ and
xλ ∈ X such that
λ = αλ + xλ.
Define for any λ ∈ Λ
Lλ := (K
−1
αλ
, xλ) ∈ G.
Note that for µ ∈ ZΦ, λ ∈ Λ
Lλ−µ = LλKµ.
Step 2: Define Uˆ
Now define a kG coaction on V by setting
δV (Fˆα) := Kα ⊗ Fˆα for all α ∈ Π.
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Consider the kG-action defined by
KαFˆβ := q
−(β,α)Fˆβ and LxFˆβ := q
(β,x)Fˆβ
for all α, β ∈ Π, x ∈ X . Of course this defines a GGYD structure on V inducing
the original braiding. The desired Hopf algebra is
Uˆ := B(V )#kG.
Step 3: The action of Uˆ on U-modules
Let M be an integrable U -module. Define the action of G on m ∈Mλ by
Kαm := q
(λ,α)m and Lxm := f(λ, x)m
for α ∈ Π, x ∈ X . Furthermore consider the action of B(V ) ⊂ U given by the
restriction of the action of U on M . Using FˆαMλ ⊂ Mλ−α and the properties
of the map f it is easy to check that these two representations satisfy the
compatibility conditions from lemma 10 and induce a representation of Uˆ on
M .
Step 4: The Uˆ-coaction on U-modules
Let M be an integrable U -module. The map
δ :M → Uˆ ⊗M, δ(m) =
∑
µ≥0
Θ−µLλ ⊗Θ
+
µm for m ∈Mλ
defines a coaction onM . Of course this map is counital. For m ∈Mλ calculate
(id⊗δ)δ(m) =
∑
ν≥0
Θ−ν Lλ ⊗ δ(Θ
+
ν m)
=
∑
µ,ν≥0
Θ−ν Lλ ⊗Θ
−
µLλK
−1
ν ⊗Θ
+
µΘ
+
νm
=
∑
η≥0
∆(Θ−η Lλ)⊗Θ
+
ηm.
In the last step use the equality
∆(Θ−η )⊗Θ
+
η =
∑
µ,ν≥0
µ+ν=η
Θ−ν ⊗Θ
−
µK
−1
ν ⊗Θ
+
µΘ
+
ν
taken from [8, 7.4], which holds in U≤0 ⊗ U≤0 ⊗ U>0 ⊂ Uˆ ⊗ Uˆ ⊗ U>0.
Step 5: This defines a Uˆ
Uˆ
YD-structure on M
Let m ∈ Mλ. It suffices to check the compatibility condition for algebra gen-
erators of Uˆ . Start with the Kα:
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δ(Kαm) = q
(λ,α)δ(m)
=
∑
µ≥0
q−(µ,α)Θ−µLλ ⊗ q
(λ+µ,α)Θ+µm
=
∑
µ≥0
KαΘ
−
µLλK
−1
α ⊗KαΘ
+
µm.
Then the Lx for x ∈ X :
δ(Lxm) = f(λ, x)δ(m)
=
∑
µ≥0
q(µ,x)Θ−µLλ ⊗ f(λ+ µ, x)Θ
+
µm
=
∑
µ≥0
LxΘ
−
µLλL
−1
x ⊗ LxΘ
+
µm.
Finally consider the Fα, α ∈ Π.
δ(Fαm) =
∑
µ≥0
Θ−µLλ−α ⊗Θ
+
µFαm.
On the other hand (setting Θµ := 0 for µ 6≥ 0)
Fα(1) m(−1) S(Fα(3))⊗ Fα(2)m(−0) =
=
∑
µ≥0
FαΘ
−
µLλKα ⊗K
−1
α Θ
+
µm+
∑
µ≥0
Θ−µLλKα ⊗ FαΘ
+
µm
−
∑
µ≥0
Θ−µLλFαKα ⊗Θ
+
µm
=
∑
µ≥0
FαΘ
−
µ−αLλKα ⊗K
−1
α Θ
+
µ−αm+
∑
µ≥0
Θ−µLλKα ⊗ FαΘ
+
µm
−
∑
µ≥0
Θ−µ−αFαLλKα ⊗Θ
+
µ−αKαm,
using ∆(Fα) = Fα ⊗ K
−1
α + 1 ⊗ Fα, S(Fα) = −FαKα and the commutation
relations for the Kα’s and Fα’s. Now use
Θ−µ ⊗ FαΘ
+
µ + FαΘ
−
µ−α ⊗K
−1
α Θ
+
µ−α −Θ
−
µ−αFα ⊗Θ
+
µ−αKα = Θ
−
µ ⊗Θ
+
µFα
for all µ ≥ 0 from [8, 7.1]. This yields
Fα(1) m(−1) S(Fα(3))⊗ Fα(2)m(−0) =
=
∑
µ≥0
Θ−µLλKα ⊗Θ
+
µFαm
=
∑
µ≥0
Θ−µLλ−α ⊗Θ
+
µFαm = δ(Fαm).
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Step 6: The induced braiding is cf
Letm ∈Mλ, m
′ ∈ Mλ′ . The braiding induced by the Yetter-Drinfel’d structure
defined above is
cYD(m⊗m
′)=
∑
µ≥0
Θ−µLλm
′ ⊗Θ+µm
= f(λ′, λ)
∑
µ≥0
Θ−µm
′ ⊗Θ+µm
= cf(m⊗m′).
Remark 11 As every U -linear map between integrable U -modules is Uˆ -linear
and colinear (with respect to the structures defined above), this defines a
functor from the category of integrable U -modules to the category Uˆ
Uˆ
YD. Note
that this functor preserves the braiding but is in general not monoidal. This
is due to the fact that Lλ+λ′ 6= LλLλ′ . In fact if this functor were monoidal,
then cf would satisfy the hexagon identities on every triple of integrable U -
modules. This is not true unless the condition in remark 8 holds. However
if this condition holds there is an other extension Uˆ ′ of U and a monoidal
functor from the category of integrable U -modules to Uˆ
′
Uˆ ′
YD that preserves the
braiding. In this case choose G ∼= Λ identifying λ ∈ Λ with Kλ ∈ G, use
Lλ := K−λ and redo the proof above.
Remark 12 By using similar methods one can find an extension Uˆ ′′ of U≥0
and a functor from the category of integrable U -modules to Uˆ
′′
Uˆ ′′
YD such that
the induced braiding is (cf )−1. Again this functor can not be chosen monoidal
unless f has the property from remark 8.
5 Braided biproducts
In this section a braided version of Radfords biproduct is introduced. This is
done for arbitrary braided categories in [14]. Here an ad-hoc approach for the
category HHYD is presented, that leads very quickly to the necessary results.
Let H be a Hopf algebra with bijective antipode and R a Hopf algebra in HHYD
such that R#H has bijective antipode. Moreover let Q be a Hopf algebra in
R#H
R#HYD. Consider the projection of Hopf algebras
ε⊗ ε⊗ idH : Q#(R#H)→ H.
Proposition 13 The space of (right) coinvariants with respect to ε⊗ ε⊗ idH
is Q⊗ R⊗ 1.
13
PROOF. One inclusion is trivial. So assume there is a coinvariant
T =
r∑
i=1
xi#ri#hi ∈ (Q#(R#H))
co ε⊗ε⊗H .
The xi ⊗ ri can be chosen linearly independent. Using the formulas for the
comultiplication of the Radford biproduct one obtains
T ⊗ 1H = (idQ⊗ idR⊗ idH ⊗ε⊗ ε⊗ idH)∆(T ) =
r∑
i=1
xi ⊗ ri ⊗ hi(1) ⊗ hi(2) .
This implies hi = ε(hi)1 for all 1 ≤ i ≤ r and thus T ∈ Q#R#1. ✷
Definition 14 Thus Q⊗ R inherits the structure of a Hopf algebra in HHYD
from the coinvariants. This object is called the braided biproduct of Q and R
and is denoted by Q#R.
Q is a subalgebra of Q#R (via the inclusion x 7→ x#1) and R is a braided
Hopf subalgebra of Q#R.
Note that Q ∈ HHYD via the inclusion H → R#H and the projection
πH : R#H → H, r#h 7→ ε(r)h.
However Q is in general not a braided Hopf algebra in HHYD.
By construction of Q#R it is obvious that
Q#(R#H)→ (Q#R)#H
x#(r#h) 7→ (x#r)#h
is an isomorphism of Hopf algebras.
5.1 Structure maps
The following list contains formulas for the structure maps ofQ#R. The proofs
are left to the reader. For all x, x′ ∈ Q, r, r′ ∈ R, h ∈ H :
(x#r)(x′#r′) =x
[
(r
(1)
#r
(2)
(−1)
) · x′
]
#r
(2)
(0)
r′,
∆Q#R(x#r) =x
[1]
#θR(x
[2]
[−2]
)
[
πH(x
[2]
[−1]
) · r
(1)
]
⊗ x
[2]
[0]
#r
(2)
,
δH(x#r) =πH(x[−1])r(−1) ⊗ x[0]#r(0) ,
h · (x#r) =
(
(1#h
(1)
) · x
)
#h
(2)
· r.
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Note that the action and coaction correspond to the tensor product of Yetter-
Drinfel’d modules over H .
5.2 The braided adjoint action
For any Hopf algebra R in HHYD the braided adjoint action is defined by
adc : R ⊗R→ R, adc(r)(r
′) := r
(1)
(
r
(2)
(−1)
· r′
)
SR
(
r
(2)
(0)
)
.
In the usual Radford biproduct R#H the following rules are valid:
ad (1#h)(1#h′) = 1#ad(h)(h′),
ad (1#h)(r#1) = (h · r)#1,
ad (r#1)(r′#1) = adc(r)(r
′)#1
for all r, r′ ∈ R, h, h′ ∈ H .
In the braided biproduct Q#R the corresponding rules
adc (1#r)(1#r
′) = 1#adc(r)(r
′),
adc (1#r)(x#1) = ((r#1) · x)#1,
adc (x#1)(x
′#1) = adc(x)(x
′)#1
hold for all x, x′ ∈ Q, r, r′ ∈ R. In the last equation on the right side the
R#H
R#HYD structure on Q is used to define adc.
6 Graded Yetter-Drinfel’d modules
For this section assume that A = ⊕n≥0A(n) is a graded Hopf algebra with bi-
jective antipode. Then H := A(0) is a Hopf algebra with bijective antipode. In
this section the notion of a graded Yetter-Drinfel’d modules over A is defined.
This class of Yetter-Drinfel’d modules is the natural context for the extension
theorem 19.
Definition 15 M is called a graded Yetter-Drinfel’d module (over A) if M ∈
A
AYD and it has a grading M = ⊕n≥1M(n) as a vector space such that the
action and the coaction are graded maps with respect to the usual grading on
tensor products
(A⊗M)(n) =
∑
i+j=n
A(i)⊗M(j).
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The subspace MH := {m ∈ M |δ(m) ∈ H ⊗M} is called the space of highest
weight vectors of M .
M is said to be of highest weight if it is a graded Yetter-Drinfel’d module,
MH = M(1) and M is generated by MH as an A-module.
Lemma 16 Let M ∈ AAYD be of highest weight. The space of highest weight
vectors MH of M is a Yetter-Drinfel’d module over H with action and coaction
given by the restrictions of the structure maps on M .
PROOF. MH is an H submodule by the Yetter-Drinfel’d condition. To see
that MH is a H-comodule fix a basis (hi)i∈I of H . There are scalars (α
i
jl)i,j,l∈I
such that for all i ∈ I
∆(hi) =
∑
j,l∈I
αijlhj ⊗ hl.
Furthermore let m ∈ MH . Now there are elements (mi)i∈I of M (almost all
equal to zero) such that
δ(m) =
∑
i∈I
hi ⊗mi.
It suffices to show that mj ∈MH for all j ∈ I. It is
∑
j∈I
hj ⊗ δ(mj) = (H ⊗ δ)δ(m) = (∆⊗M)δ(m) =
∑
i,j,l∈I
αijlhj ⊗ hl ⊗mi
and thus for all j ∈ I
δ(mj) =
∑
i,l∈I
αijlhl ⊗mi ∈ H ⊗M,
showing mj ∈MH for all j ∈ I. ✷
Example 17 Let Uˆ be the extension of U≤0q (g) defined in section 4 and M
a simple integrable Uq(g)-module of highest weight λ. Define a grading on M
by
M(n) :=
∑
µ≥0
htµ=n−1
Mλ−µ.
The Yetter-Drinfel’d module structure defined in section 4 makes M a graded
Yetter-Drinfel’d module over Uˆ of highest weight, where Uˆ inherits its grading
from the grading on B(V ). As each finite-dimensional integrable Uq(g)-module
is a direct sum of modules of highest weight and because the functor from
section 4 preserves direct sums, one obtains that any finite-dimensional Uq(g)-
module is a graded Yetter-Drinfel’d module over Uˆ of highest weight. The
space of highest weight vectors is exactly the space spanned by the vectors
that are of highest weight in the usual sense.
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The next step is to extend the grading from graded Yetter-Drinfel’d modules to
their Nichols algebras. In general the coradical grading of the Nichols algebra
does not turn the action and coaction into graded maps.
Proposition 18 Let M ∈ AAYD be a graded Yetter-Drinfel’d module. Then
there is a grading
B(M) =
⊕
n≥0
B(M)[n],
turning B(M) into a graded Yetter-Drinfel’d module over A and into a graded
braided Hopf algebra such that
B(M)[0] = k1 and B(M)[1] = M(1).
PROOF. Grade the tensor algebra T (M) by givingM(n) the degree n. Then
the action and the coaction are graded and so is the braiding. Thus the quan-
tum antisymmetrizer maps are graded maps. As the kernel of the projection
T (M)→ B(M) is just the direct sum of the kernels of the quantum antisym-
metrizers [10], it is a graded Hopf ideal. Thus the quotient B(M) admits the
desired (induced) grading. ✷
7 Braided biproducts of Nichols algebras
In this section the results of the preceeding sections are specialized to a braided
biproduct of two Nichols algebras. The next theorem is a generalization of [5,
Proposition 2.2] from abelian group algebras to arbitrary Hopf algebras H
with bijective antipode. We give a different proof, using the grading instead
of the bilinear form on the Nichols algebra. This result allows to reduce the
study of Nichols algebras of graded Yetter-Drinfel’d modules over B(V )#H
to the study of Yetter-Drinfel’d modules over H .
Theorem 19 Assume that H is a Hopf algebra with bijective antipode, V ∈
H
HYD and set A := B(V )#H as a graded Hopf algebra with grading A(n) :=
B(V )(n)#H. Furthermore let M ∈ AAYD be a graded Yetter-Drinfel’d module.
If M is of highest weight then
B(M)#B(V ) ∼= B(MH ⊕ V )
as graded braided Hopf algebras in HHYD. Here the left side is graded by the
tensor product grading and the grading for B(M) is taken from proposition 18.
PROOF. B := B(M)#B(V ) is graded as a braided Hopf algebra: All the
structure maps of B are obtained from the structure maps of H, V,B(V ),M
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and B(M). As all these maps are graded (giving V the degree 1 and H the
degree 0) this part is done.
Next check that B[1] = P (B). As B is graded as a coalgebra and B[0] = k1
it is clear that B[1] ⊂ P (B). To show the other inclusion identify B with the
coinvariant subalgebra in B(M)#(B(V )#H). By construction of the grading
B[1] = MH#1#1⊕ 1#V#1.
For a primitive element t =
∑r
i=0 xi#ui#1 ∈ P (B), the coproduct of t is given
by
∆(t) =
r∑
i=0
xi
[1]
#xi
[2]
[−2]
(
ui
(1)
#1
)
ιSπ
(
xi
[2]
[−1]
)
⊗ xi
[2]
[0]
#ui
(2)
#1,
where π denotes the Hopf algebra projection from A = B(V )#H onto H and
ι is the inclusion of H into B(V )#H .
The xi can be chosen linearly independent and such that ε(xi) 6= 0 if and
only if i = 0. Applying the map εB(M) to the fourth tensorand of the equality
1⊗ t+ t⊗ 1 = ∆(t) yields
u0 ∈ P (B(V )) = V and ∀1 ≤ i ≤ r : ui ∈ k1.
This means t = x#1#1+1#u#1 for x ∈ B(M), u ∈ V . In particular x#1#1 ∈
P (B). Now calculate
∆(x#1#1) = x
[1]
#x
[2]
[−2]
ιSπ
(
x
[2]
[−1]
)
⊗ x
[2]
[0]
#1#1,
which holds in B(M) ⊗ B(V )⊗H ⊗ B(M) ⊗ B(V )⊗H . Applying to counits
to the second and third tensorand yields x ∈ P (B(M)). Then apply εB(M) to
the first tensorand of the equation and observe that
x
[−2]
ιSπ
(
x
[−1]
)
⊗ x
[0]
= 1⊗ x,
implying that δ(x) = ιπ(x
[−1]
)⊗ x
[0]
∈ H ⊗M and thus x ∈MH .
It remains to show that B is actually generated by B[1]. Of course B is gen-
erated by B(M)#1#1 and 1#B(V )#1. So it suffices to show that M#1#1 is
contained in the subalgebra generated by MH#1#1 and 1#V#1. As M is of
highest weight it is generated as a B(V )#H-module by MH . Using that MH
is an H-module this means
M =(B(V )#H) ·MH = ((B(V )#1)(1#H)) ·MH
=(B(V )#1) ·MH = adc(B(V ))(MH)#1.
Thus within B, M is generated by MH under the braided adjoint action of
B(V ). Alltogether MH and V generate B. ✷
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8 The Gelfand-Kirillov dimension of Nichols algebras of integrable
Uq(g)-modules
Assume that char k = 0. For this section let M be a finite-dimensional in-
tegrable Uq(g)-module with braiding c
f as in section 3. The first result will
be a criterion to decide whether B(M) has finite Gelfand-Kirillov dimension
(recall that q is not a root of unity). From now on restrict to braidings of the
following special form. This restriction is necessary due to missing information
on Nichols algebras of diagonal type.
Definition 20 The braiding cf is of exponential type with function ϕ if the
map f : Λ× Λ→ k× is of the form
f(λ, µ) = v−dϕ(λ,µ)
for some v ∈ k, d ∈ Z such that vd = q and for a map ϕ : Λ ⊗ Λ → 2
d
Z such
that for λ, λ′ ∈ Λ, ν ∈ ZΦ
ϕ(λ+ ν, λ′) = ϕ(λ, λ′) + (ν, λ′) and ϕ(λ, λ′ + ν) = ϕ(λ, λ′) + (λ, ν).
cf is of strong exponential type if it is of exponential type with a function ϕ
and for all λ, λ′ ∈ Λ that are highest weights of M
ϕ(λ, λ) ≤ 0 ⇒ (λ = 0 and ϕ(λ, λ′) + ϕ(λ′, λ) = 0) .
As shown in example 17 the module M is a graded Yetter-Drinfel’d module
of highest weight over Uˆ (the grading on Uˆ = B(V )#kG is the one induced
by the Nichols algebra). Assume that M = ⊕1≤i≤rMi is the decomposition of
the Uq(g)-module M into irreducible submodules. For all 1 ≤ i ≤ r choose a
highest weight vector mi ∈ Mi and denote by λi ∈ Λ the weight of mi. Then
the spaceMkG⊕V has basis {Fˆα|α ∈ Π}∪{m1, . . . , mr}. If c
f is of exponential
type, the braiding on MkG ⊕ V is given by
c(Fˆα ⊗ Fˆβ) = v
−d(β,α)Fˆβ ⊗ Fˆα,
c(Fˆα ⊗mj) = v
d(λj ,α)mj ⊗ Fˆα,
c(mi ⊗ Fˆβ) = v
d(β,λi)Fˆβ ⊗mi and
c(mi ⊗mj) = f(λj, λi)mj ⊗mi = v
−dϕ(λi,λj)mj ⊗mi.
Let P := Π∪˙{1, . . . , r}. If cf is of strong exponential type there is always a
matrix (bij)i,j∈P ∈ Q
P×P such that the following conditions are satisfied:
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∀α, β ∈ Π : 2(α, β) = (α, α)bαβ (1)
∀α ∈ Π, 1 ≤ i ≤ r : 2(α, λi) = −(α, α)bαi (2)
∀α ∈ Π, 1 ≤ i ≤ r : 2(α, λi) = −ϕ(λi, λi)biα (3)
∀1 ≤ i, j ≤ r : ϕ(λi, λj) + ϕ(λj, λi) = ϕ(λi, λi)bij (4)
∀1 ≤ i ≤ r, i 6= j ∈ P, α ∈ Π :ϕ(λi, λi) = 0⇒ bii = 2, bij = 0, biα = 0 (5)
The matrix (bij)i,j∈P will be called the extended Cartan matrix of M .
Theorem 21 Assume that the braiding cf on the finite-dimensional inte-
grable Uq(g)-module M is of exponential type with a symmetric function ϕ
(i.e. ϕ(λ, λ′) = ϕ(λ′, λ) for all λ, λ′ ∈ Λ).
Then the Nichols algebra B(M, cf ) has finite Gelfand-Kirillov dimension if
and only if cf is of strong exponential type (with function ϕ) and the extended
Cartan matrix (bij) is a Cartan matrix of finite type.
PROOF. Denote the basis of MkG ⊕ V by xi, i ∈ P , where xα := Fˆα and
xi := mi for α ∈ Π and 1 ≤ i ≤ r. The braiding of MkG ⊕ V is of the form
c(xi ⊗ xj) = qijxj ⊗ xi ∀i, j ∈ P,
where the qij can be read off the formulas given above:
qαβ = v
−d(β,α), qαi = v
d(α,λi), qiα = v
d(α,i) and qij = v
−dϕ(λi,λj)
for all α, β ∈ Π and 1 ≤ i, j ≤ r.
The if-part: By the definition of (bij) for all i, j ∈ P
qijqji = qii
bij .
For all α ∈ Π and for all 1 ≤ i ≤ r with ϕ(λi, λi) 6= 0 define
dα :=
d(α, α)
2
and di :=
dϕ(λi, λi)
2
and for 1 ≤ i ≤ r with ϕ(λi, λi) = 0 define di := 1. These (di) are positive
integers satisfying
dibij = djbji ∀i, j ∈ P.
Because ϕ is symmetric one gets for all i, j ∈ P
qij = v
−dibij .
This means that the braiding onMkG⊕V is of Drinfeld-Jimbo type as defined
in [4] with generalized Cartan matrix (bij). As (bij) is a finite Cartan matrix,
B(MkG⊕V ) has finite Gelfand-Kirillov dimension by [4, Theorem 2.10.]. Thus
the subalgebra B(M) has finite Gelfand-Kirillov dimension [15, Lemma 3.1.].
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The only-if-part: By [7, Theorem 36] B(M) has a PBW basis and because
the Gelfand-Kirillov dimension is finite the set of PBW generators PM must
be finite. Similarily B(V ) has a PBW basis and because it has finite Gelfand-
Kirillov dimension (see [4, Theorem 2.10.]) its set of PBW generators PV must
be finite. Thus the set
P := {p#1|p ∈ PM}∪˙{1#p
′|p′ ∈ PV }
forming a set of PBW generators for B(M)#B(V ) ∼= B(MkG ⊕ V ) is finite.
Hence B(MkG ⊕ V ) has finite Gelfand-Kirillov dimension. Now [5, Lemma 14
and 20] allow to find integers cij ≤ 0, i, j ∈ P such that
qijqji = q
cij
ii ∀i, j ∈ P.
Using the definition of the qij one obtains that the cij must satisfy the equa-
tions (1) − (4) from the definition of (bij) with bij , i, j ∈ P replaced by
cij , i, j ∈ P (v is not a root of unity). Because of relations (3) and (4), ϕ
must satisfy the condition from the definition of strong exponential braidings.
Furthermore one may assume cii = 2 for all i ∈ P and cij = 0 for all 1 ≤ i ≤ r
with ϕ(λi, λi) = 0, i 6= j ∈ P . This means that bij = cij for all i, j ∈ P . Now
observe that bij is a generalized Cartan matrix. Exactly as in the “only-if”
part of the proof the braiding in MkG ⊕ V is of Drinfel’d-Jimbo type with
generalized Cartan matrix (bij). By [4, Theorem 2.10.] (bij) is a finite Cartan
matrix because B(MkG ⊕ V ) has finite Gelfand-Kirillov dimension. ✷
8.1 Explicit calculations for finite-dimensional simple Uq(g)-modules
In this section the results above are used to determine all pairs (λ, ϕ) for each
finite-dimensional simple complex Lie algebra g such that the Nichols algebra
of the Uq(g)-module of highest weight λ together with the braiding defined
by the function ϕ has finite Gelfand-Kirillov dimension. First observe that
(as only modules of highest weight are considered) one may assume that the
function ϕ is of the form
ϕ(µ, ν) = (µ, ν) + x for µ, ν ∈ Λ
for some x ∈ 1
d
Z, where d is the determinant of the Cartan matrix. This is
true because the braiding cf depends only on the values ϕ(λ′, λ′′) for those
weights λ′, λ′′ ∈ Λ such that Mλ′ 6= 0,Mλ′′ 6= 0. Thus one can choose
x := ϕ(λ, λ)− (λ, λ)
for any weight λ ∈ Λ with Mλ 6= 0.
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Type of g λ x Type of (bij) ϕ(λ, λ) relations in degree
any D 0 any D ∪A0 any no relations
An, n ≥ 1 λ1, λn
n+2
n+1 An+1 2 2
An, n ≥ 1 λ1, λn
1
n+1 Bn+1 1 2
An, n ≥ 1 2λ1, 2λn
4
n+1 Cn+1 (resp. B2) 4 3
An, n ≥ 3 λn−1, λ2
4
n+1 Dn+1 2 2
A1 λ1
1
6 G2
3
2 2
A1 3λ1
3
2 G2 6 4
A5 λ3
1
2 E6 2 2
A6 λ3, λ4
5
7 E7 2 2
A7 λ3, λ5
1
8 E8 2 2
Bn, n ≥ 2 λ1 1 Bn+1 2 2
Cn, n ≥ 3 λ1 1 Cn+1 2 2
C3 2λ3 −2 F4 4 2
D4 λ1, λ3, λ4 1 D5 2 2
Dn, n ≥ 5 λ1 1 Dn+1 2 2
D5 λ4, λ5
3
4 E6 2 2
D6 λ5, λ6
1
2 E7 2 2
D7 λ6, λ7
1
4 E8 2 2
E6 λ1, λ6
2
3 E7 2 2
E7 λ7 1 E8 2 2
Table 1
Highest weights with Nichols algebras of finite Gelfand-Kirillov dimension
Theorem 22 Let g be a finite-dimensional simple complex Lie algebra with
weight lattice Λ. Fix a Uq(g)-module M of highest weight λ ∈ Λ and a value
x ∈ Q. Let d′ be the least common multiple the denominator of x and the
determinant of the Cartan matrix of g. Let d := 2d′ and fix v ∈ k with vd = q.
Define a function
f : Λ× Λ→ k×, (λ, λ′) 7→ vd((λ,λ
′)+x).
The Nichols algebra B(M, cfM,M) has finite Gelfand-Kirillov dimension if and
only if the tuple g, λ, x occurs in table 1.
Note that the braiding cfM,M does depend on the choice of v, but the Gelfand-
Kirillov dimension of B(M, cfM,M) does not.
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In table 1 also the type of the extended Cartan matrix (bij) and the value
ϕ(λ, λ) are given. The weight λi always denotes the fundamental weight dual
to the root αi. The numbering of the roots is as in [16].
PROOF. Assume that the tuple g, λ, x leads to a Nichols algebra of finite
Gelfand-Kirillov dimension and let (aαβ)α,β∈Π be the Cartan matrix for g. By
theorem 21 the extended Cartan matrix (bij)i,j∈P is a finite Cartan matrix.
Furthermore P = Π∪˙{1} and bαβ = aαβ for α, β ∈ Π. First assume that (bij) is
not a connected Cartan matrix. As (aij) is a connected Cartan matrix observe
b1α = 0 = bα1 ∀α ∈ Π.
By the definition of (bij) this imples λ = 0. This is the first line in the table.
Now assume that (bij) is a connected finite Cartan matrix and thus its Coxeter
graph contains no cycles. As (aαβ) is also a connected finite Cartan matrix
there is a unique root α ∈ Π such that
bα1, b1α < 0 and for all β ∈ Π \ {α} : bβ1 = 0 = b1β .
This implies that
l := (α, λ) > 0 and for all β ∈ Π \ {α} : (β, λ) = 0.
Conclude that λ = lλα and l ∈ N, where λα is the weight dual to the root α,
i.e.
(λα, β) = δβ,α.
Now observe, using the definition of (bij) and ϕ, that
l = −
bα1(α, α)
2
,
ϕ(λ, λ) =
bα1
b1α
(α, α), and
x = ϕ(λ, λ)− (λ, λ).
Now in a case-by-case analysis consider all finite connected Cartan matrices
(aαβ)α,β∈Π and all possible finite connected Cartan matrices (bij)i,j∈P having
(aαβ) as a submatrix. In each case compute the values for l, ϕ(λ, λ) and x and
decide if there is a tuple g, λ, x leading to the matrix (bij). For every case also
the Dynkin diagram of (bij) with labeled vertices is given. The vertices 1, . . . , n
correspond to the simple roots α1, . . . , αn ∈ Π, the vertex ⋆ corresponds to
1 ∈ P .
An → An+1, n ≥ 1:
1
•
2
•· · · · · ·
n−1
•
n
•
⋆
• or
⋆
•
1
•
2
•· · · · · ·
n−1
•
n
•
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It is either α = αn or α = α1. In any case
l = 1, ϕ(λ, λ) = 2, x =
n+ 2
n+ 1
.
So λ = λ1 or λ = λn together with x =
n+2
n+1
extend the type An to An+1.
An → Bn+1, n ≥ 1:
1
•
2
•· · · · · ·
n−1
•
n
• ==⇒
⋆
• or
⋆
• ⇐==
1
•
2
•· · · · · ·
n−1
•
n
•
It is either α = α1 or α = αn and obtain
l = 1, ϕ(λ, λ) = 1, x =
1
n+ 1
.
So λ = λ1 or λ = λn together with x =
1
n+1
extend the type An to Bn+1.
An → Cn+1, n ≥ 1:
1
•
2
•· · · · · ·
n−1
•
n
• ⇐==
⋆
• or
⋆
• ==⇒
1
•
2
•· · · · · ·
n−1
•
n
•
It is either α = α1 or α = αn and calculate
l = 2, ϕ(λ, λ) = 4, x =
4
n+ 1
.
So λ = 2λ1 or λ = 2λn together with x =
4
n+1
extend the type An to Cn+1
(resp. B2).
An → Dn+1, n ≥ 3:
1
•
2
•· · · · · ·
n−1
•
n
• or
1
•
2
•· · · · · ·
n−1
•
n
•
• •
⋆ ⋆
It is either α = α2 or α = αn−1 and calculate
l = 1, ϕ(λ, λ) = 2, x =
4
n+ 1
.
So λ = λ2 or λ = λn−1 together with x =
4
n+1
extend the type An to Dn+1.
A1 → G2:
1
• ≡≡⇛
⋆
• or
1
•⇚≡≡
⋆
•
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In any case α = α1. The left diagram leads to
l = 1, ϕ(λ, λ) =
2
3
, x =
1
6
.
The right diagram corresponds to
l = 3, ϕ(λ, λ) = 6, x =
3
2
.
So λ = λ1, x =
1
6
or λ = 3λ1, x =
3
2
extend the type A1 to G2.
A5 → E6:
1
•
2
•
3
•
4
•
5
•
•
⋆
Here α = α3 and thus
l = 1, ϕ(λ, λ) = 2, x =
1
2
.
A6 → E7:
1
•
2
•
3
•
4
•
5
•
6
• or
1
•
2
•
3
•
4
•
5
•
6
•
• •
⋆ ⋆
α = α3 or α = α4 leads to
l = 1, ϕ(λ, λ) = 2, x =
5
9
.
A7 → E8:
1
•
2
•
3
•
4
•
5
•
6
•
7
• or
1
•
2
•
3
•
4
•
5
•
6
•
7
•
• •
⋆ ⋆
α = α3 or α = α5 yield
l = 1, ϕ(λ, λ) = 2, x =
1
8
.
Almost all of the other cases follow the same principle and will be omitted.
There are two exceptions:
B2 → C3:
1
• ==⇒
2
•
⋆
•
In this case α = α2 and l =
1
2
and thus there is no weight extending B2 to C3.
B3 → F4:
1
•
2
• ==⇒
3
•
⋆
•
Here α = α3 and l =
1
2
and so there is no weight extending B3 to F4.
It remains to show that the data from the table leads to Nichols algebras of
finite Gelfand-Kirillov dimension. It is clear that the braiding is of exponential
type in every case. Moreover in each line the extended Cartan matrix (bij) is of
finite type and thus the Nichols algebra has finite Gelfand-Kirillov dimension
by theorem 21. ✷
Remark 23 In the case An → An+1 the braiding is of Hecke type and this
example is already treated in [5]. The cases A1 → A@, A1 → B2 and A1 → G2
(using λ1) are treated in [7], where the relations and the PBW basis are
calculated explicitly.
9 Results on relations
This section contains results on the defining relations of the Nichols algebras
studied in section 8. First consider a more general setting again.
Let H be a Hopf algebra with bijective antipode, V ∈ HHYD, A := B(V )#H
and M a graded Yetter-Drinfel’d module over A of highest weight. Further-
more Tc(M) resp. Tc(MH ⊕V ) denote the tensor algebras of M resp. MH ⊕V
viewed as braided Hopf algebras in the corresponing Yetter-Drinfel’d cate-
gories AAYD resp.
H
HYD. The following diagram of H-linear maps describes the
situation of this section.
Tc(M)
⊂ ✲
✛✛
Tc(M)#ε
Tc(M)#B(V ) ✛✛
p
Tc(MH ⊕ V )
B(M)
π
❄
❄
⊂ ✲
✛✛
B(M)#ε
B(M)#B(V )
π#B(V )
❄
❄ ≃
✲ B(MH ⊕ V )
q
❄
❄
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The maps p and q are the unique algebra morphisms (and braided bialgebra
morphisms) that restrict to the identity on MH ⊕ V . All maps but Tc(M)#ε
and B(M)#ε are algebra morphisms. The following proposition is the central
tool of this section.
Proposition 24 Assume the situation described above. Fix a subset X ⊂
Tc(MH ⊕ V ) such that H · X generates ker q as an ideal. Furthermore write
the elements of p(X) in the form
p(x) =
∑
i
mxi#v
x
i ∈ Tc(M)#B(V )
with mxi ∈ Tc(M), v
x
i ∈ B(V ). Consider the space
Xˆ :=
{∑
i
mxi ((v
x
i #1) ·m)|x ∈ X,m ∈ Tc(M)
}
⊂ Tc(M).
Then A · Xˆ generates ker π as an ideal.
PROOF. Let I := ker q. Obviously
ker(π#B(V )) = p(I),
and it is easy to check that this implies
ker π = (Tc(M)#ε)p(I).
As H · X generates I as an ideal, H · p(X) generates p(I) as an ideal. Now
Tc(M)#ε is in general not an algebra morphism, so it is not easy to find ideal
generators for ker π. The elements of the form
(m′#v)(h ·p(x))(m#v′) = h
(2)
·
[(
S−1(h
(1)
) · (m′#v)
)
p(x)
(
S(h
(3)
) · (m#v′)
)]
(m,m′ ∈ Tc(M), v, v
′ ∈ B(V ), x ∈ X, h ∈ H) generate p(I) as a vector space.
Thus p(I) is generated as H-module by elements of the form
(m′#v)p(x)(m#v′) =
=
∑
i
m′
(
(v
(1)
#v
(2)
(−1)
) ·
(
mxi
(
(vxi
(1)
#vxi
(2)
(−1)
) ·m
)))
#v
(2)
(0)
vxi
(2)
(0)
v′
(m,m′ ∈M, v, v′ ∈ B(V ), x ∈ X). Now apply the H-linear map Tc(M)#ε and
obtain H-module generators of ker π of the form
∑
i
m′ ((v#1) · (mxi ((v
x
i #1) ·m)))
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(m,m′ ∈ Tc(M), v ∈ B(V ), x ∈ X). Using that Tc(M) is an H-module algebra
conclude that elements of the form
m′
(
(v#h) ·
(∑
i
mxi ((v
x
i#1) ·m)
))
(m,m′ ∈ Tc(M), v ∈ B(V ), h ∈ H, x ∈ X) generate ker π as vector space. This
means that A · Xˆ generates ker π as (left) ideal in Tc(M). ✷
9.1 The quantum group case
The description of the generators of the ideal ker π obtained in the preceeding
theorem is not very explicit as the set Xˆ may be very large. Nevertheless it is
sufficient for the case treated in section 8. Assume that k is an algebraically
closed field of characteristic zero. Let M be a finite-dimensional integrable
Uq(g)-module as in section 3 with a braiding c
f of strong exponential type with
function ϕ; moreover assume that the extended Cartan matrix is a generalized
Cartan matrix. Let Uˆ = B(V )#kG be the extension defined in 4. Furthermore
assume that the ideal ker q is generated by the quantum Serre relations
∀α, β ∈ Π, α 6= β : rαβ = adc(Fˆα)
1−bαβ(Fˆβ),
∀α ∈ Π, 1 ≤ i ≤ r : riα = adc(mi)
1−biα(Fˆα),
∀α ∈ Π, 1 ≤ i ≤ r : rαi = adc(Fˆα)
1−bαi(mi)),
∀1 ≤ i 6= j ≤ r : rij = adc(mi)
1−bij (mj).
Remark 25 Note that if ϕ is symmetric, then (bij) is a symmetrizeable gen-
eralized Cartan matrix and the braiding onMkG⊕V is of DJ-type by the proof
of theorem 21. In this case [4, Theorem 2.9] ensures that ker q is generated by
these relations.
In order to apply proposition 24 calculate the images of these elements under
p. First observe
p(rαβ) = adc(p(Fˆα))
1−bαβ(p(Fˆβ)) = adc(1#Fˆα)
1−bαβ(1#Fˆβ) =
=1#
(
adc(Fˆα)
1−bαβ(Fˆβ)
)
= 0
because this is a relation in B(V ). For riα use the explicit form of the quantum
Serre relations from [17, Equation A.8]:
adc(x)
n(y) =
n∑
s=0
(−1)s
(
n
s
)
γ
γ
s(s−1)
2 ηsxn−syxs,
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if c(x⊗y) = ηy⊗x and c(x⊗x) = γx⊗x. Define the coefficients qxy, x, y ∈ P
as in the proof of theorem 21. Then
p(riα)= p

1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iαm
1−biα−s
i Fˆαm
s
i


=
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα(m
1−biα−s
i #1)(1#Fˆα)(m
s
i#1)
=
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα
(
m1−biα−si (Kα ·m
s
i )#Fˆα
)
+
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα
(
m1−biα−si (Fˆα ·m
s
i )#1
)
The first summand is zero. This can be seen using
qiαqαi = q
biα
ii and
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iα
(
m1−biα−si (Kα ·m
s
i )#Fˆα
)
=
1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iαq
s
αi
(
m1−biαi #Fˆα
)
=

1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s+1)
2
ii q
−s(1−biα)
ii

(m1−biαi #Fˆα) = 0,
where the first sum in the last equation is zero by [17, Equation A.5]. Thus
the image of riα is
p(riα) =

1−biα∑
s=0
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
s
iαm
1−biα−s
i (Fˆα ·m
s
i )

#1.
rαi is mapped to
p(rαi)= adc(p(Fˆα))
1−bαi(p(mi)) = adc(1#Fˆα)
1+
2(α,λi)
(α,α) (mi#1) =
=
(
Fˆ
1+
2(α,λi)
(α,α)
α ·mi
)
#1 = 0
because the braided adjoint action of B(V ) on M (in Tc(M)#B(V )) is the
same as the module action (denoted by ·) of B(V ) ⊂ Uq(g) on M . By [8, 5.4.]
the last equality holds. This leaves rij to be considered.
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p(rij)= p
(
adc(mi)
1−bij (mj)
)
= adc (p(mi))
1−bij (p(mj))
= adc(mi#1)
1−bij (mj#1) = adc(mi)
1−bij (mj)#1
Remark 26 A short calculation results in the following representation of the
relation coming from riα for 1 ≤ i ≤ r, α ∈ Π:
Riα :=
1−biα∑
t=0

1−biα∑
s=t+1
(−1)s
(
1− biα
s
)
qii
q
s(s−1)
2
ii q
sbiα
ii

 q−1−tαi m−biα−ti (Fˆα ·mi)mti.
The relations coming from the rij , 1 ≤ i, j ≤ r are
Rij := adc(mi)
1−bij (mj)
It follows from proposition 24 that the B(V )#kG submodule of Tc(M) gener-
ated by the elements
{Riα|1 ≤ i ≤ r, α ∈ Π} ∪ {Rij |1 ≤ i 6= j ≤ r}
generates the kernel of the canonical map
π : Tc(M)→ B(M)
as an ideal.
Theorem 27 Let M be a finite-dimensional integrable Uq(g)-module and fix a
braiding cf as in section 3 of strong exponential type with symmetric function
ϕ. Assume that the extended Cartan matrix (bij)i,j∈P is a generalized Cartan
matrix. Consider the grading on B(M) such that the elements ofM have degree
1. Then B(M) is generated by M with homogenous relations of the degrees
2− bij for 1 ≤ i 6= j ≤ r and
1− biα for 1 ≤ i ≤ r, α ∈ Π such that biα 6= 0.
The last column of table 1 was calculated using this theorem.
PROOF. Again realize the module M as a Yetter-Drinfel’d module over
B(V )#kG as in section 4. The B(V )#kG-module generated by the elements
Riα, Rij, 1 ≤ i 6= j ≤ r, α ∈ Π generates the ker π as an ideal. Riα has degree
1−biα, Rij has degree 2−bij (with respect to the grading of Tc(M) givingM the
degree 1). As the homogenous components of Tc(M) are B(V )#kG-modules
all defining relations can be found in the degrees
1− biα and 2− bij .
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Observe that p(riα) is zero if biα = 0: The summand for s = 0 is zero anyway
because ε(Fˆα) = 0. The summand for s = 1 is a scalar multiple of Fˆα ·mi. If
biα = 0 then also bαi = 0 and thus by [8, 5.4.] Fˆα ·mi = 0. ✷
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