Abstract. We prove a lower bound on the rate of relaxation to equilibrium in the H 1 norm for a thin film equation. We find a two stage relaxation, with power law decay in an initial interval, followed by exponential decay, at an essentially optimal rate, for large times. The waiting time until the exponential decay sets in is explicitly estimated.
Introduction
The following fourth-order nonlinear parabolic equation
with either periodic or "no flux" boundary conditions; i.e., f x (±a) = f xxx (±a) = 0, arises in modeling the evolution of thin films. The particular case n = 1, on which we shall focus, is used to model the flow in a Hele-Shaw cell; see [9] . This equation has been studied recently by many authors, e.g. [3] , [1] , [4] , [2] , [6] . In particular, in [2] Bernis and Friedman established the existence of a class of Hölder continuous weak solutions, and proved their existence. This was done for n ≥ 1, and using "no flux" boundary conditions. They showed moreover that these weak solutions are actually classical solutions as long as they stay positive, and showed that if f 0 ≥ 0, then this property is preserved for all time, and also that a −a f (x,t)dx is independent of t. The same equation has been studied under periodic boundary conditions in [5] . These authors prove that the weak solutions become classical, regular and positive in a finite time.
Several papers [5] , [1] , [8] have addressed the question of long-time behavior of solutions, and have shown that if f 0 is positive, then
The steady state or "equilibrium" solutions to (1.1) are the constants. Since
f (x,t)dx is constant for any smooth solution f (x,t) to (1.1), the equilibrium solution corresponding to the initial data f 0 is the constant on the right hand side in (1.2). Thus, (1.2) expresses the fact that solutions eventually relax to equilibrium. However, the proofs of (1.2) in [5] , [1] rely on compactness arguments, and give no rate information. The analysis by Lopez, Soler and Toscani in [8] is based on an ingenious, but somewhat intricate, use of "entropy functionals" of the sort developed by Bernis
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and Friedman in their fundamental work [2] . They provide an explicit exponential decay bound in the L 1 norm. In this paper, we prove quantitative bounds of the relaxation rate to the equilibrium solution for n = 1 with a finite domain [−a,a]. We do this in a stronger norm that in [8] , namely the H 1 ([a,a]) Sobolev norm, and the rate we obtain is essentially "best possible", as it corresponds to the rate at which the linearized equation relaxes. As we show, the relaxation proceeds in two stages: There is an initial slow stage with power law decay. Then, once the solution has entered a neighborhood of the equilibrium that is sufficiently small for the errors made in linearization to be controlled, the relaxation proceeds at an exponential rate.
A straight forward analysis of the error terms in a linearization of (1.1) about the equilibrium shows that once the solution is close to equilibrium in the L ∞ norm, the distance to equilibrium begins to decay exponentially fast. The details are simple, but are provided below.
The interesting question concerns initial data that is far from equilibrium: How long does it take solutions with initial data far from equilibrium to get sufficiently close to equilibrium that the linearization "takes over" Indeed, one can ask if, in general, they ever get close enough. We answer this question and show that there is a power law bound on the distance from equilibrium valid for classical solutions even if they start far from equlibrium.
We do this by proving what has come to be known as an entropy dissipationentropy bound for (1.1). The term "entropy" is frequently used for a Lyapunov functional whose rate of decrease can be bounded in terms of itself. That is, if H(f ) is some functional of f , and along the flow of some evolution we have
with Φ some continuous strictly monotone increasing function on R + , then functional H(f ) is called an entropy, and the inequality (1.3) is called an entropy dissipationentropy inequality. The point is that (1.3) can be used to quantitatively estimate the rate of decay of H(f ). The entropy functional we employ has been discovered by Laugesen [7] :
, so the precise definition of H p (f ) is that it is infinite unless g has a square integrable distributional derivative, and otherwise, it is the square integral of the distributional derivative of g. However, as in [7] , we shall be working with positive classical solutions where the formula can be taken literally.
Laugesen showed that for 0 ≤ p ≤ 1/2, H p is a Lyapunov functional; i.e.,
for any positive classical solution of (1.1) with n = 1. (This was already known for p = 0. The cases with 0 < p ≤ 1/2 are more subtle.) In fact, Laugesen did more: He showed that for all n with 1/2 < n < 3, there is a range of values of p, 0 < p < p(n),
for which H p (f ) is non increasing for positive classical solutions of (1.1). We have focused on the Hele-Shaw case n = 1 because of our own interests, and to keep the formulae that follow both simple and explicit. However, we note that it is possible to prove strict entropy dissipation-entropy inequalities such as the one we prove in Theorem 1.1 below also for other values of n in this range. The inequality (1.4), while pertinent to (1.2), gives no rate information on the rate of approach, and generally it is not easy to pass from (1.4) to (1.3), since the bound on the dissipation, which is generally a complicated functional, must be made in terms of the original entropy functional. For example, a simple calculation yields
There is no useful lower bound on the integral on the right hand side in terms of
, without assuming that f is close to its constant equilibrium value. Building on Laugesen's work, we show that for certain values of p, his Lyapunov functionals are better behaved so that its rate of decrease can be bounded below in terms of themselves, as in (1.3). 
Then there is a strictly positive constant
and hence
We mention that an explicit computation of B p (f 0 ) is provided in the proof that follows. It should also be noted that since (9 + 4 √ 15)/53 ≈ 0.4621119507, (1.6) only
shows that H p (f ) is decreasing for a more restricted range than that obtained by Laugesen. However, within this range, we obtain a bound on the decrease of H p (f ) that can be expressed in terms of H p (f ) itself, and this is crucial for obtaining bounds of the rate of approach to the equilibrium solution. We now apply Theorem 1.1 to quantify the rate of convergence in (1.2). Given positive, continuous initial data f 0 , let M denote the mean height; i.e.,
so that M is the constant value of the equilibrium solution corresponding to f 0 . For the classical solution f with positive initial data f 0 , clearly (2a)
It is not hard to see that when H p (f ) is small, then so is f − M ∞ . This fact will be used below, and so we give a formal statement in the following lemma, which provides a sort of Poincare-Sobolev inequality for the functional H p . Lemma 1.2. For any p with 0 < p < 2, and any postitive function f for which
where K is the maximum of M
. Combining this with (1.11), which says that
and then with (1.10), we obtain the result.
Since by (1.7), H(f ) decays to zero like t −1/2 , h = f − M decay to zero, uniformly in x, like t −1/4 , assuming only that f 0 is positive and that H p (f ) is finite for some p in the range indicated in Theorem 1.1 After this polynomial decay has gone on long enough, we reach a sufficiently small neighborhood of the equilibrium that it is possible to control the errors in linearization, and from this point onward, the decay is exponentially fast.
The following theorem, which makes this precise, is relatively easy to prove. However it is meaningful only on account of Theorem 1.1 and Lemma 1.2 that guarantee its applicability to solutions of our equation with initial data in a fairly general class. 
Morover, for all t > T , we have
in case we are using periodic boundary conditions, and
in case we are using "no flux" boundary conditions.
Recall that H 0 (f ) = f 2 x dx, so Theorem 1.3 proves that this Sobolev norm decays to zero exponentially fast. Of course f − M 2 ∞ ≤ (2a)H 0 (f ), and so Theorem 1.3 also ensures an exponential rate of convergence in (1.2) in the uniform norm. As will be clear from the proof, which is based on linearization, the rates are essentially best possible, as one cannot hope for faster convergence than one would get from the linearized equation. While explicit exponential convergence in (1.2) was obtained in the L 1 norm earlier, the rates were considerably slower. To our knowledge, Theorem 1.3 provides the first proof that f 2 x dx decreases to zero at any rate for any class of initial data that is not already close to equilibrium.
