Abstract. It is challenging to capture a high-dynamic range (HDR) scene using a low-dynamic range camera. A weighted sum-based image fusion (IF) algorithm is proposed so as to express an HDR scene with a highquality image. This method mainly includes three parts. First, two image features, i.e., gradients and well-exposedness are measured to estimate the initial weight maps. Second, the initial weight maps are refined by a guided filter, in which the source image is considered as the guidance image. This process could reduce the noise in initial weight maps and preserve more texture consistent with the original images. Finally, the fused image is constructed by a weighted sum of source images in the spatial domain. The main contributions of this method are the estimation of the initial weight maps and the appropriate use of the guided filter-based weight maps refinement. It provides accurate weight maps for IF. Compared to traditional IF methods, this algorithm avoids image segmentation, combination, and the camera response curve calibration. Furthermore, experimental results demonstrate the superiority of the proposed method in both subjective and objective evaluations.
Introduction
The dynamic range (DR) of a natural scene can be as high as 10 8 . However, conventional digital cameras can only capture a range of order from 10 2 to 10 4 . In this case, images captured by ordinary digital cameras usually suffer from losing details in the under-and overexposed areas. 1 It is of great significance to obtain the details of a high-dynamic range (HDR) scene with a low-dynamic range (LDR) camera.
In recent years, an HDR camera prototype 2 has been designed to extend the DR of the photographs. However, because of their high price, these cameras are too expensive for ordinary consumers. Instead of expensive hardware, an HDR image can be reconstructed through an HDR reconstruction (HDRR) technique using images of the same scene taken by an LDR camera. Another method is to fuse the LDR images into another LDR image which contains all the details of the HDR scene.
During the HDRR process, the estimation of camera response function (CRF) [3] [4] [5] [6] [7] [8] is considered as the key which determines the assignment of the HDR irradiance to the LDR image intensity. The task of the tone mapping (TM) operation is to display HDR images on LDR devices. The HDRR+TM method has several advantages: there is no specialized hardware required; various operations can be performed on the HDR images, such as virtual exposure; and user interactions are allowed in the TM phase to generate a tone-mapped image with the desired appearance. 9 Image fusion (IF) method combines relevant information from a set of LDR images into a high-quality image. The advantage of IF is that it does not need any calibration of the CRF.
Comparing the two approaches, we know that IF is faster in generating a high-quality image which contains all the details of the HDR scene, especially when the number of input images is small. Some of these methods have been extensively used in cameras and commercial image processing software.
In this work, a weighted sum-based IF method is proposed. Two local image features of gradients and well-exposedness are extracted to estimate the initial weight maps. Different from the methods in Refs. 1 and 10, a guided filter-based 10 refinement method is applied to obtain accurate weight maps for corresponding LDR images. In the end, the fused image is obtained through the weighted sum operation.
The underlying idea of the proposed method comes from the observations of gradient and well-exposedness variation among different exposed images. The choice of guided filterbased refinement is appropriate for its property of removing noise while preserving edge information. On the one hand, the gradient and well-exposedness can represent the exposure quality of the pixel, which decreases as the pixel approaches the under-or overexposed areas. Consequently, they can be used to estimate the original weight maps. On the other hand, the weight maps are filtered using the guided filter, in which the corresponding original images are regarded as guide images. The filtering operation eliminates most of the noise and gives weight maps more texture consistent with the input images, which could efficiently enhance the image details. Experimental results demonstrate the advantages of the guided filter. In addition, this method has lower computational complexity. Therefore, the proposed algorithm is quite suitable for industrial cameras.
The rest of the paper is organized as follows. Section 2 reviews the state-of-the-art methods. The differences between the proposed method, IF method, and HDRR-TM method are also discussed. In Sec. 3, the proposed algorithm is discussed in detail. Experimental results with corresponding performance are discussed in Sec. 4 and we compare it to other fusion methods. Finally, conclusions and future work are given in Sec. 5. How the parameters ω W and ω G affect the quality of results is discussed in the Appendix. 5 another object function of irradiance, exposure time, and the amount of light is constructed. A form of Gauss-Seidel relaxation is used to minimize the object function and CRF is constructed with a Gaussian weight function. Mitsunaga and Nayar 6 describe the CRF using a high-order polynomial. Construction of the CRF is converted into the solution of the coefficients. The CRF is recovered by formulating an error function. Grossberg and Nayar 4 modify Mitsunaga and Nayar's method 6 to recover the CRF from intensity mapping functions, which are determined by image histograms. In Lu et al.'s work, 7 CRF is constructed through an expectation maximization like optimization algorithm using a maximum-likelihood approach based on a Bayesian framework-defined probabilistic model. In general, all these methods can be done offline to estimate the camera CRF. By using a lookup table, we can easily construct the HDR irradiance image.
For an HDR image, TM addresses the problem of DR reduction from the scene radiance to the displayable range while preserving the image details. TM is usually applied in the luminance channel. There are two kinds of TM, local TM and global TM. Local TM methods [11] [12] [13] are based on the local spatial information; while in the global TM method, 14 the same nonlinear transformation curve is used for all pixels. Reinhard et al. 11 present a local TM method based on the operation in film printing. A global TM function is initially used for the whole pixel luminance. Then a local process based on "dodging and burning" is adopted to enhance the image details. Shan et al. 12 propose a method for HDR reconstruction by using overlapping window-based linear functions. A guidance map based on local constraints is used in TM and it suppresses local high contrast and effectively preserves details. Larson et al.
14 present a global tone reproduction operator, which incorporates models for human contrast sensitivity, glare, spatial acuity, and color sensitivity to match the subjective experience. Local TM operator brightens areas around dark objects, which could produce a number of characteristic effects such as halos. While global TM enhances the global contrast, the local contrast may be compressed. For the two methods mentioned above, local TM provides a better result according to the perceptual evaluation introduced by Yoshida et al. 15 
Image Fusion
The IF method combines useful information from different LDR images into a fused image, which contains all the details of the HDR scene. Goshtasby 16 partitions the input images into uniform blocks, and the most informative one in each block is selected and merged into a single image. However, the approach may result in artifacts on the boundary of the blocks. Intensity clustering is used in Jo and Vavilin work 17 to locate regions with the same exposure. For each of the clusters, the best exposure segment is selected based on the local image feature. During the merging process, the bilateral filter is used to smooth the boundary while preserving image details. Some other approaches 1, 9, [18] [19] [20] [21] [22] regard the IF as a weighted summation of the input images. Shen et al. 9 establish a linear system based on a random walks algorithm to generate the weight maps. Two parameters, local contrast and color consistency, are measured to prepare for IF. Li and Kang 1 estimate the weight maps based on local contrast, brightness, and color dissimilarity. Then a recursive filter is used to refine the original weight maps. If some of the images are taken in a dynamic scenario, the fused image can also be constructed using color dissimilarity. Other IF approaches based on gradient, 20 pyramid, 23 and bilateral filter 21 could also provide a high-quality result. Our algorithm uses gradient and wellexposedness as quality measurement to estimate the original weight maps. Compared to Li and Kang's method, 1 the proposed method yields better results because the guided filter is chosen to refine the original weight maps.
Algorithm
In this work, we propose an IF method for multiexposure images. IF of the multiexposure images can be formulated as a weighted summation process in the spatial domain. The fused image is supposed to contain the details of original images as much as possible. Therefore, the key point is to estimate the weight maps. In our method, original weight maps are first estimated based on the local features. Many kinds of local features can be used, such as gradient, contrast, color consistency, and exposure quality. Then, by taking the original images into account, the final weight maps are obtained by using the guided filter, which can eliminate the noise while more textures consistent with the original images are preserved. At last, the final image is constructed by the weighted sum of the source images. The whole process is illustrated in Fig. 1 .
Local Gradient and Well-Exposedness for
Original Weight Estimation
Gradient
The region of an image with a large gradient is directly related to abundant details. Gradients convey important visual information and are crucial to scene understanding. 24 Using gradient, texture and contrast variations can be effectively captured. Therefore, the quality of the image detail can be measured by calculating the gradient. In this work, we measure the gradient of each pixel to define the weights that belong to each input image. The gradient of each pixel is calculated as follows:
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where
and j are the index of a pixel location, and n is the index of the input image.
Well-exposedness
Well-exposedness of a pixel implies exposure quality. This is used to decide whether the region around the pixel is underor overexposed. As we know, the average intensity of a well-exposed region approaches 0.5 in a normalized image. Here, the well-exposedness of a pixel is calculated by a Gaussian curve E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 5 7 2
where i and j are the index of the pixel location, n is the index of the input image, u is the brightness factor of the scene, and f w;n ði; jÞ indicates the average intensity of the M × M window w centered ði; jÞ pixel. During the process of implementation, we should assign 0 to W n when f w;n ði; jÞ is larger than u þ 0.5. For this purpose, σ is set to 0.2.
Original weight estimation
To preserve image details and remove the influences of badly exposed regions, the two image features, gradient and wellexposedness, are combined together for weight estimation.
The original values of gradient and well-exposedness are first normalized using Eqs. (3) and (4) . Then the weight of each pixel is obtained as Eq. (5). Here, ω W and ω G are used to provide a trade-off between gradient and wellexposedness. If ω W ¼ 0 or ω G ¼ 0, the corresponding measure is not taken into account. We set ω G ¼ 0.5 and ω W ¼ 0.5 in all experiments so as to make gradient and exposure the same in terms of weighting. The effects of the parameters ω W and ω G on the results will be presented in the Appendix.
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Weight Refinement
The weight maps are obtained using the local image quality. However, there may be a big difference in the weights of adjacent pixels. Therefore, the process inevitably introduces noise, which is shown in Fig. 2 (b) (most weights are either 0 or 1). Despite the introduction of noise, the construction of the weight maps is meaningful, indicating how much information it should get from the corresponding source images.
To preserve the local property of the source images, the weight maps should be locally smooth in Fig. 2(c) . So the weight maps should be refined for weighted sum-based IF. In this work, the guided filter 10 is applied to refine the weight maps for its edge-preserving property. Its filtering output is similar in texture to the guidance image, which makes the weighted output preserve more details.
Here, a guided filter is employed on the weight map, with the corresponding source image serving as the guidance image E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 2 1 6 P 0 n ¼ guidedfilterðP n ; f n Þ; (6) where P n is the original weight map and f n is the corresponding source image. It assumes that the guided filter follows a local linear model between the guidance image f n and the filtering output image P 0 n , which is a linear transform of f n in a window ω k centered at the pixel k.
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where a nk and b nk are linear coefficients. The radius of the window ω k is r.
To determine the linear coefficients, the output is modeled as the input P n subtracting some unwanted components N n , such as noise: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 7 1 9
A cost function is constructed as follows:
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where ε is a regularization parameter penalizing a large a k . Its solution is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 6 1 2
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where u nk and σ 2 nk are the mean and variance of f n in ω k , respectively, jωj is the number of pixels in ω k , andP nk is the mean of p n in ω k . To make sure that the summation of the weight maps is 1, the refined weight maps should be normalized again E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 4 7 3
Image Fusion
The fused image should ideally contain all the details from the source images. The weight maps indicate how many details it should get from each source image. Once the resulting weight maps P 0 0 n are obtained, the fused image F out can be directly calculated by the weighted sum of source images f n E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 3 2 6 ; 3 3 5 and Q AB∕F28 are adopted to objectively assess the fusion performance of different methods. Cvejic et al. 27 propose a fusion performance measure that takes into account the similarity between the input image block and the fused image block within the same spatial position. The image block from the input image that is more similar to the fused image block is assigned a larger weighting factor used for the calculation of the fusion performance metric. The impact of the less similar block is decreased correspondingly. Xydeas and Petrović 28 propose the fusion assessment Q AB∕F by evaluating the amount of edge information that is transferred from input images to the fused image. These two evaluation metrics can objectively measure the performance of the IF method. The larger the Q b and Q AB∕F value, the better the fusion results.
Analysis of Free Parameters
In this section, the influence of free parameters is discussed. There are four free parameters: M, u, r, and ε that control the window size for well-exposedness, the scene luminance, the radius of the filter region, and the criterion of a "flat patch" or a "high variance," respectively. 10 The fusion performance is evaluated by the values of Q b and Q AB∕F in Fig. 3 . M is first analyzed with u ¼ 0.5, r ¼ 4, and ε ¼ 0.01. We can see that the variation of M has little effect on Q AB∕F . This indicates that no matter how much the M is, the amount of edge information that is transferred from the input images remains invariant. However, Q b reaches the maximum when M is set as 5, implying that a different M leads to a slight influence on the whole effect of the image such as brightness and saturation. As shown in Fig. 3(b) , the proposed method generates the best fusion performance when u ¼ 0.5. In fact, the selection of u should be built in the scene luminance. A larger u should be selected when the scene brightness is high. Figure 4 shows the intuitive representation of the results in which a different u is selected. The distribution of Q AB∕F in Fig. 3(b) demonstrates that whether the image is bright or dark, the details of the scene are well preserved. In the analysis of r, we fix u ¼ 0.5, ε ¼ 0.01, and M ¼ 5. Next, ε is analyzed in the same way with u ¼ 0.5, r ¼ 4, and M ¼ 5. As shown in Fig. 3(c) , with r increasing, Q AB∕F is basically unchanged and Q b is gradually decreased when r is larger than 4. This demonstrates that the brightness of the entire image is a little sensitive to the choice of r. And the amount of edge information transferring from input images is almost unchanged. Taking Q b and Q AB∕F into account synthetically, we set r ¼ 4 in our experiments. In Fig. 3(d) , we can conclude that ε has little influence on the fused result. From the analysis of r and ε, it is deduced that the variation of r and ε has little effect on the guided filtering output, which gives almost the same fused image. 
Result
In Fig. 2(b) , the initial weight maps are noisy. When the input images are fused using the noisy weight maps, there will be uneven spots in the fused image [ Fig. 5(a) ]. However, the filtering process makes the weight maps smooth locally [ Fig. 2(c) ], which gives an excellent result of the fused image [ Fig. 5(b) ].
In Figs. 6-8, we conduct the comparison of the proposed method with three IF methods. In Fig. 6(e) , the result of the proposed method gives a very clear boundary on the lamp (11) top. However, the other results suffer a little overexposure more or less. In Fig. 7(e) , the leaf veins in other methods result are less clear, and the proposed method gives a better result. In Fig. 8(e) , the car in the proposed method is more clearly seen than that of other methods. It can be concluded that the proposed method outperforms other methods in edge preserving. For further comparison, the objective performances of different methods are evaluated. Table 1 shows the values of Q b and Q AB∕F for the fused results of Shen et al.'s method, 9 Raman and Chaudhuri's method, 21 Mertens et al.'s method, 18 and the proposed method. The bold value for each row represents the best result corresponding to a special quantified indicator. Obviously, the proposed fusion method provides the best performance in terms of the largest Q b and Q AB∕F . In a few rare cases, however, the results of other methods are better. This is because the scene is too bright and u ¼ 0.5 is not the best choice to get the best fused image. In conclusion, the proposed method performs well in edge preserving and introduces less image quality distortions.
To further demonstrate the effectiveness by using the proposed method, more results of the proposed method are shown in Figs. 9-11. As shown in the figures, there are no under-or overexposed areas in the fused image. All the details in the HDR scene are well expressed. These fused images can lay a solid foundation for image processing and analyzing. The experimental results demonstrate the efficiency and feasibility of our approach.
Conclusion
To express an HDR scene, an effective IF method is proposed in this work. Gradient and well-exposedness are adopted to calculate the original weight maps. Furthermore, a guided filter-based weight map refinement method provides an accurate weight for each pixel for IF. Experimental results demonstrate that the proposed method could generate a high-quality image using a set of multiexposure images. Furthermore, two objective metrics are used to demonstrate the effectiveness of IF quality of the proposed method. In future work, adaptive selection of the parameters will be discussed.
Appendix: How the Parameters ω W and ω G Affect the Quality of Results?
In Eqs. (5), ω G and ω W are used to control the influence of gradient and well-exposedness in the initial weight map estimation. In general, the pixel in a high-quality image region always has considerable gradient and well-exposedness. A pixel with a large gradient but less well-exposedness always carries an amount of scene information. The image region with a small gradient is always a smooth region for which a medium gray should be selected. Therefore, the image region with a large gradient or large well-exposedness or both is large and will be regarded as a high-quality image region. The corresponding weight map of the high-quality region should be assigned a high score. A low score ought to be assigned to the region with a small gradient and small well-exposedness pixels. Figure 12(b) demonstrates the initial weights obtained from different G n and W n in which the ω G and ω W are set to 0.5. As is indicated, with G n or W n increasing, the initial weight is gradually increased. In addition, if one of the two indices is small, the corresponding pixel could always get a larger weight. When one of the ω G and ω W is large and the other one is small, a different weight distribution will be obtained [ Figs. 12(a) and 12(c) ]. As we can see, with a large ω W and small ω G , the initial weight of a pixel from large well-exposedness but a small gradient region gets a high score. For a pixel in small wellexposedness but a large gradient region, the initial weight is suppressed. These can be shown in the initial weight maps in Fig. 13 .
The rectangular region in Fig. 13 has a high well-exposedness but low gradient. As is shown, the amount of pepper noise in the rectangular region increases when a large ω G is selected. This will decrease the proportion of the region in the results and cause the reduction of the fused image quality. Compared with the well-exposedness, the gradient of the circle region is larger. The weight of the circle region is compressed when a large ω W is selected. This can also lead to the reduction of the fused image quality. To provide a trade-off between the gradient and well-exposedness, we set ω G ¼ 0.5 and ω W ¼ 0.5 in our experiments.
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Fig. 11
Fused image results of (a) "desktop" and (b) "tower" HDR scene.
Fig 12
The weight distribution when different ω G and ω W are set.
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