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E-mail address: VidyaVasuki@gmail.com (V. VasukThe rapid growth of biomedical literature is evident in the increasing size of the MEDLINE research data-
base. Medical Subject Headings (MeSH), a controlled set of keywords, are used to index all the citations
contained in the database to facilitate search and retrieval. This volume of citations calls for efﬁcient tools
to assist indexers at the US National Library of Medicine (NLM). Currently, the Medical Text Indexer (MTI)
system provides assistance by recommending MeSH terms based on the title and abstract of an article
using a combination of distributional and vocabulary-based methods. In this paper, we evaluate a novel
approach toward indexer assistance by using nearest neighbor classiﬁcation in combination with Reﬂec-
tive Random Indexing (RRI), a scalable alternative to the established methods of distributional semantics.
On a test set provided by the NLM, our approach signiﬁcantly outperforms the MTI system, suggesting
that the RRI approach would make a useful addition to the current methodologies.
 2010 Elsevier Inc. All rights reserved.1. Introduction
The MEDLINE database, maintained by the US National Library
of Medicine (NLM) is the most comprehensive source of biomedical
bibliographic information in existence. As of March 2009, MEDLINE
contains over 17 million citations and the number continues to
grow steeply, with over 450,000 citations added in 2008 alone
[1]. In order to index, search and catalog these citations, the NLM
employs a controlled terminology, the Medical Subject Headings
(MeSH). The 2009 edition of the MeSH contains 25,186 main head-
ings and 83 sub-headings [2] and this vocabulary grows with the
introduction of new concepts. The task of assigning MeSH terms
to new citations is labor intensive, and the development and eval-
uation of automated approaches to assist with this task have been
the subjects of considerable research. Much of this research [3–5]
has been conducted under the auspices of the NLM’s Indexing Ini-
tiative, which has produced the Medical Text Indexer (MTI) system
[6]. The MTI automatically generates ordered lists of MeSH sugges-
tions and is currently used by human curators at the NLM as an
assistive tool.
In this paper, we evaluate the use of Reﬂective Random Index-
ing (RRI) [7], an iterative variant of the Random Indexing (RI)
method [8] in combination with nearest neighbor search, a method
that has been well-researched and successfully employed forll rights reserved.
ision Making and Cognition,
University, 15827 NE Leary
i).classiﬁcation purposes [9], as a basis for automatic assignment of
MeSH terms to MEDLINE citations. The primary motivation of this
paper is to determine the extent to which these emerging and scal-
able methods of distributional semantics are applicable to the
problem of semi-automated indexing. However, the paper also
has broader implications for information retrieval as it provides
further support for the utility of RRI as a scalable solution to the
problem of information retrieval on the basis of conceptual content
rather than speciﬁc word choice.2. Background
2.1. Approaches to semi-automated indexing
Semi-automated indexing approaches seek to ease the task of
the human indexer by providing appropriate MeSH term sugges-
tions. Considerable research attention has been devoted to this is-
sue. While the research focus has recently shifted to MeSH main
heading/subheading pair suggestions for ﬁner grained indexing,
attaching sub-headings still depends on the stand-alone main
heading suggestions, which are the focus of this paper. Approaches
to this problem have, in general, been either distributional or
vocabulary-based in nature.
Distributional methods are based on the statistical distribution
of terms and previously assigned categories in a labeled training
set. These include (i) The Expert Network approach [10], in which
previously indexed documents are represented as points in a high-
dimensional document-by-term space and MeSH term assignment
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seen query document; (ii) Linear Least Squared Fit (LLSF) [11], a
regression method which learns term to category associations from
a set of labeled training data; (iii) the Pindex program [12] which
uses the conditional probability of a particular phrase occurring gi-
ven a particular MeSH term to map text to categories; and (iv)
Naïve Bayesian classiﬁcation [3,5], a statistical machine learning
method. Vocabulary-based methods draw on domain-speciﬁc
knowledge resources such as the MeSH [2] and the UMLS Metathe-
saurus [15], a vocabulary database that contains biomedical and
health-related concepts, synonyms and relationships between
them. These methods, which include MetaMap indexing [13], Tri-
gram indexing [14] and (iv) String Matching (STR) [10] assign cat-
egories based on surface similarities between the citation text and
descriptors or concepts in the vocabulary resource. The methods
used to estimate the extent of this similarity vary, and may be sta-
tistically motivated as in the case of the Trigram method.
Since all the methods discussed above have not been tested on a
common test set and do not use the same evaluation metrics, it is
difﬁcult to draw a comparison between them based on the pub-
lished literature. To address this issue, the NLMhave provided a test
set of 200 abstracts [16] to encourage research in the area and en-
able meaningful comparison between methods moving forward.
2.2. The Medical Text Indexer (MTI)
Since 2002, the NLM indexers have been using the MeSH main
heading recommendations generated by MTI. The MTI system [17],
developed by the NLM, uses a combination of distributional and
vocabulary-based approaches to recommend indexing terms
(MeSH descriptors) for a given citation title and abstract. This sec-
tion outlines the process ﬂow of the system.
There are two parallel paths in the ﬂow, each of which starts
with the text from the title and abstract of the citation that needs
to be indexed as input, and generate a ranked list of MeSH
descriptors.
1. MetaMap Indexing – The PhraseX program extracts noun
phrases from the citation text and MetaMap maps these phrases
to candidate medical concepts using the UMLSMetathesaurus. This
is done to ensure that the concepts that are referenced in the text
are unique. The candidate UMLS concepts are then ranked and
restricted to MeSH descriptors using synonyms, associated expres-
sions and inter concept relationships.
2. PubMed Related Citations – This is a statistical approach where
citations are represented using the bag-of-words model. Local and
global schemes are used to weight the words. Related citations are
obtained by computing the similarity between citations. Similarity
is measured by sum of weights (local1  local2  global) of the
words common between the two citations. Finally, the MeSH
descriptors used to index these related citations are ranked.
The last step in the MTI indexing ﬂow combines and ranks all
the MeSH headings generated as the output of each of these meth-
ods. This step also involves extensive post-processing embodying
NLM indexing policy.
On the same test set containing 200 citations that is used for
evaluating the performance accuracy of our system, the MTI pro-
duced 14–31 MeSH main heading recommendations per citation
with an overall precision of 0.3352, an overall recall of 0.5593
and an overall F1-measure of 0.4192.
2.3. Distinguishing features of our approach
Of these methods, both the Expert Network and the PubMed
Related Citations approaches [10] are particularly pertinent tothe method used in this paper. In these approaches, citations
are represented as vectors with a dimension corresponding to
each term in the text corpus according to Salton’s classic vector
space model for information retrieval [18]. MeSH recommenda-
tions are generated on the basis of the similarity between the
vector representation of an unlabeled citation and those of the
nearest-neighboring pre-indexed citations in the space. However,
our approach differs from Expert Networks in several respects.
Firstly, unlike the full document-term matrix used by this meth-
od, our approach reduces the dimensions of this space using RI. RI
presents a scalable alternative to established distributional meth-
ods such as Latent Semantic Analysis (LSA) [19], to derive a con-
densed vector representation for each document. Unlike LSA and
other methods that depend on computationally demanding Sin-
gular Value Decomposition (SVD), dimension reduction in this
case is done on the ﬂy, without constructing the full term-docu-
ment matrix. This provides the advantage of efﬁciency in compu-
tation and storage. However, as the original implementation of RI
is limited in its ability to derive meaningful connections between
terms that do not co-occur directly in the same document [7], we
use RRI, an iterative variant of the original model that has been
customized for this purpose. This retains the scalability advanta-
ges of RI, but also allows for mapping between similar documents
which do not share any common terms, in a manner similar to
LSA. This ability to identify similarities between documents on
the basis of conceptual content rather than speciﬁc terms further
distinguishes our approach from Expert Networks and PubMed
Related Citations, and is also a feature of the LSA approach to
automated grading of content-based essays [20]. This approach,
which involves the assignment of scores to ungraded essays
based on the grades assigned to neighboring graded essays in a
reduced-dimensional LSA space, was the immediate inspiration
for our approach.2.4. Random Indexing (RI)
2.4.1. Mathematical foundations
RI [8,21,22] is a stochastic technique that involves projecting
term vectors into a low dimensional space (relative to the num-
ber of documents in the corpus). Underlying RI is the observation
that although a d-dimensional space can have only d perpendicu-
lar axes, it can contain many more ‘‘nearly orthogonal” axes. In RI,
these are constructed by distributing a small number of +1 and
1 values, called the seeds, across a k-dimensional random index
vector, where k < d [8]. This number of seeds is called the ‘‘seed
length”. The other values in this vector are zero, and k is usually
on the order of 1000. Owing to the sparseness of the random in-
dex vectors, there is a high probability of these being close to
orthogonal to one another – their relatedness as measured using
the commonly employed cosine metric is likely to be close to
zero. Consequently, the semantic relatedness measured in the re-
duced-dimensional matrix approximates that in the fully orthog-
onal term-document matrix, conserving storage space and
allowing similarity computation at a fraction of the computa-
tional cost.
RI and related methods such as Random Projection [23] are sup-
ported by the Johnson–Lindenstrauss lemma, which gives the
upper bound on the error introduced by projecting points in a vec-
tor space into a uniform, random lower-dimensional subspace
[24]. It follows from the lemma that the distance between points
will be approximately preserved with high probability if they are
projected into a reduced-dimensional random subspace of sufﬁ-
cient dimensionality. This relationship between error and dimen-
sionality as well as other applications of the RI method are
discussed in detail in [23].
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The original implementation of RI starts by assigning a sparse
random index vector to every document in the corpus. The index
vector for each document a given term occurs in is added to pro-
duce a semantic vector for each term [21]. The computational
advantages of using this method of document representation are
twofold. One, we do not need to represent the full term-document
matrix. Two, dimension reduction is done on the ﬂy by simple vec-
tor addition, rather than using computationally expensive methods
like Singular Value Decomposition which is used in LSA. However,
the drawback of this approach is that, documents that do not have
any words in common but contain synonyms of the same concept
are likely to be represented as nearly orthogonal vectors. This lim-
itation of RI is discussed in detail and shown empirically in [7] and
follows logically from the observation that synonyms seldom occur
in the same context. As the vector representation for any given
term is the linear sum of the near-orthogonal document vectors
for the documents it occurs in, the vector representations for two
terms that do not co-occur together in any document will be al-
most orthogonal to one another. With respect to information re-
trieval, this means that the model is limited in its ability to
retrieve relevant documents that do not contain one of the cue
terms in a query. With regard to semi-automated indexing, this
limits the ability of the model to ﬁnd meaningful similarities be-
tween related documents that do not contain any common terms.2.4.3. Reﬂective Random Indexing (RRI)
In this research, we use RRI, an iterative variant of the RI ap-
proach shown to be better able to draw meaningful associations
between terms that do not occur in the same document [7]. In
RI, a document is represented as the weighted sum of vector repre-
sentations for the words that it contains, and each term in the cor-
pus is composed of the linear sum of the vectors for the documents
that it appears in. It has been observed [7,25] that it is possible to
train the term and document vectors cyclically using this process,
as shown in Fig. 1. Such retraining has been found to improve the
ability of RI to make ‘‘indirect inferences” [26], drawing meaningful
associations between terms that do not co-occur directly in any
document. For example, words such as ‘‘doctor” and ‘‘physician”
which initially may have been represented by nearly orthogonal
index vectors will be represented as two vectors close to one an-
other as a result of the RRI process. This effect on individual terms
will be extended to entire documents: the vector representations
for citations containing the word ‘‘doctor” will be similar to those
containing the word ‘‘physician”, when document vectors are con-
structed from term vectors produced by the RRI process.
The source code of the Semantic Vectors Package [27], an open
source implementation of RI using Apache Lucene [28], forms the
basis for the computational implementation used in this work.
Both the authors are active contributors to this package, which inRandom Term 
Vectors
Document
Vectors
Term 
Vectors
Fig. 1. Cyclical training using RRI.its latest iteration includes an implementation of the variant of
RRI employed in this research.3. Evaluation
In this section, we evaluate the utility of the RRI approach as a
basis for semi-automated indexing. We use a nearest-neighbor ap-
proach similar in nature to that employed by the Expert Networks
system [10] and PubMed Related Citations [6], as well as in auto-
mated grading of content-based essays using LSA [20]. The idea
underlying these approaches is that within a vector space, the hu-
man-assigned labels on the nearest-neighboring documents to a
cue document are likely to be applicable to this cue document also.3.1. Methods
3.1.1. Training of the model
The system is trained using all the 9,003,611 citations that con-
tain abstracts and have already been labeled with MeSH terms,
available in the 2007 baseline release of MEDLINE minus the set
of 200 MEDLINE citations provided by NLM [16], which are used
as the test set. There is no overlap between the test and training
sets. The number of words included in the model is reduced by
using global term frequency thresholds. An empirical upper bound
derived by inspecting the distribution of terms in the corpus is
used to ﬁlter out words with high frequency that do not contribute
towards the semantics of the document. These could include, for
example, articles or prepositions. Infrequently occurring words be-
low the lower threshold of 10, which include occasional spelling
mistakes, tokenization errors and terms referring to concepts that
are minimally represented in the database are not considered
either. Of the remaining words, only those that contain at least
one letter and not more than three non-alphabet characters are ta-
ken into account. This allowance for non-alphabet characters helps
to retain valid medical terms like gene and enzyme names.
To generate the vector representation for documents and
terms in the training set, random index vectors are assigned to
each term under consideration. The dimension of the vectors var-
ies across runs from 500 to 1500. Since sparse vectors are re-
quired to ensure near-orthogonality, a small seed length on the
order of 20 has been used. This seed length has been used suc-
cessfully in prior applications of RI, and appears adequate to pre-
serve meaningful associations between terms in the reduced-
dimensional space. Preliminary document vectors are obtained
by computing the linear sum of the random term vectors for each
term in a given document. As in the original implementation of
RI, vector addition in RRI is frequency weighted: if a term occurs
twice in a document, the random index vector for this term is
added to the document vector twice, and so forth. At this stage,
the vectors for two documents that cover similar content without
containing any common terms should be close to orthogonal to
one another. For each term, frequency-weighted vectors for the
documents in which the term occurs are summed and normalized
(i.e., their length is truncated to 1) to generate a set of semantic
term vectors. Documents are then retrained using these semantic
term vectors as the basis vectors, resulting in a set of semantic
document vectors, which are then normalized and used as the
training set. This process is shown in Fig. 2.
In certain runs, rather than using raw frequency weighting,
terms are weighted using the log-entropy weighting scheme while
computing the document vectors. This has the beneﬁcial effects of
reducing the effect of extreme differences in local frequency of
terms by giving greater emphasis to terms that are likely to refer
to speciﬁc concepts in the corpus. The formula used to compute
the log-entropy weight of each term in the corpus is shown below.
Restrict Terms Random Term Vectors
Normalized 
Preliminary 
Document 
Vectors
Normalized 
Semantic Term 
Vectors
Normalized 
Semantic 
Document 
Vectors
Fig. 2. Stages of vector construction in RRI.
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be beneﬁcial in a number of applications [29].
Global weight ðiÞ ¼ 1þ
X
j
pijlog2ðpijÞ
log2n
where;
pij ¼
Frequency of term i in document j
Global frequency of term i
Local weight ði; jÞ ¼ logð1þ Frequency of term i in document jÞ
Log entropy ði; jÞ ¼ Global weight ðiÞ  Local weight ði; jÞ
At the end of the RRI phase, documents and terms are repre-
sented in a k-dimensional vector space, where ‘k’ is the dimension-
ality of the pre-assigned random index vector. Each unseen
abstract from the test set is also represented in this manner by
computing the linear sum of the semantic term vectors for the
words that it contains in this vector space, and normalizing this
vector.
3.1.2. Ranking of MeSH candidates
This step of the indexing process resembles the Pubmed Related
Citations algorithm employed by the MTI [6], and the Expert Net-
works approach [10]. To obtain the MeSH recommendations, the
k-nearest-neighboring documents of the test document are re-
trieved from the training set. Cosine similarity (the scalar product
of normalized document vectors) is used to measure the likeness
between vectors. Human indexed MeSH terms that index these
neighboring documents are candidates for recommendation. Each
such candidate is assigned a ﬁtness score which is the sum of the
similarities between the documents it is associated with and the
test document. This process is shown in Fig. 3: if a particular test
document (Test doc) has two nearest neighbors that are pre-in-
dexed with the MeSH term ‘‘Atrophy”, the ﬁtness score for Atrophy
will be the sum of the cosine similarities of each of these two k-
nearest neighbors to the cue document. Only the top 25 among
the ranked list of candidates are chosen.
In order to ensure that a recommended MeSH term is reason-
ably frequent among the neighbors, only MeSH terms with a ﬁt-
ness score above 1 are considered. This cutoff mandates that
every MeSH term that is recommended is used to index more thanFig. 3. Scoring MeSH candidates.one neighboring abstract, which increases the overall precision,
with little trade-off in recall.
3.1.3. Evaluation metrics
Prior evaluations of MeSH term assignment quality have con-
sidered human judgments as a gold standard, either by comparing
with human-assigned MeSH categories, or by testing the perfor-
mance of a retrieval algorithm based on human classiﬁcation of
documents as relevant or irrelevant. We follow the prior method
of evaluation in this study. Precision and recall values are com-
puted based on human categorization for each of the test abstracts
and are averaged over the set. These values are combined by com-
puting the F1-measure, the weighted harmonic mean of precision
and recall:
Fb-measure ¼ ð1þ b
2Þ  precision  recall
b2  precisionþ recall
where,/ and b are the weights that denote the importance assigned
to precision and recall, respectively. Although the choice of these
values is debatable for this application, we have chosen the F1-mea-
sure (F-measure) that gives equal importance to both for easy com-
parison with previous results. This is calculated using the above
formula with b = 1. In addition, we include the F2-measure, which
is calculated using the above formula with b = 2, as it has been sug-
gested that professional indexers may value recall over precision,
and the F2-measure weights these metrics accordingly. Since the
number of MeSH categories that will be associated with an abstract
is not known, the top 25 in the ranked list of candidate terms are
suggested to the indexer. In addition to this, the use of a minimum
threshold of 1 for MeSH score is also evaluated. This is to ensure
that weakly associated candidates do not reduce the precision.
3.2. Results and discussion
3.2.1. Results
Using a 500 dimensional space and 10 nearest-neighboring ab-
stracts, we generated overall performance statistics (Table 1) in a
manner consistent with that used to generate the published MTI
results. The overall precision and recall values are calculated from
the total number of correct, incorrect and missed recommenda-
tions generated by the system across all the 200 test documents.
The overall F1- and F2-measures are computed from these cumula-
tive values.
The best of these results exceeds the MTI results published by
NLM [16]. With a MeSH cutoff of 1, the number of suggestions
made for same test documents is kept below 25 resulting in an in-
crease in precision with a small compromise in the recall. It is also
observed that the use of log-entropy weighting results in better
suggestions. Also, using just the MeSH cutoff without log-entropy
weighting for terms also shows results better than those produced
by MTI. The ability to achieve this performance without using log-
entropy weighting is signiﬁcant because it preserves the desirable
property of incremental updates to the model.
In addition, we analyzed the average precision, recall and F-
measures across documents, and observed similar improvementsTable 1
Results with 500 Dimensions and 10 Neighbors, with MTI results provided as a point
of comparison. * is used to indicate the best run. (LE – log-entropy).
MeSH cutoff Weight Precision Recall F1-measure F2-measure
0 LE 0.3271 0.598 0.4229 0.5131
1 LE 0.3723* 0.575* 0.4519* 0.5185
0 None 0.3222 0.5893 0.4166 0.5055
1 None 0.3741 0.5633 0.4496 0.5115
MTI 0.3352 0.5593 0.4192 0.4933
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measures were statistically signiﬁcant (pairwise t-test, p < 0.05).3.2.2. Scalability
Training the system using RRI involves building vector repre-
sentations for documents and terms in the corpus. This process
(essentially vector addition) scales at a rate that is linear to the size
of the corpus. During the training phase, the document vectors are
read from and written to the disk in a sequential manner, while
holding only the term vectors in RAM. Consequently, the space
requirement for training the system using RRI is on the order of
Tk, where T is the number of terms in the corpus and k is the num-
ber of dimensions in the random subspace. More details on the
underlying algorithms can be found in [7]. Calculating document
vectors using log-entropy weighting for the set of 9,003,411 ab-
stracts used in the training took around 3.5 h on a 64-bit server
with 16 Gb of RAM. With the current implementation, performing
a nearest neighbor search is the most time consuming aspect of
generating MeSH recommendations for a new document. The
search implementation used in this research walks through the full
set of document vectors on disk without optimizing this step,
which may be necessary in the production environment.0.63.2.3. Procedure for incremental updates
In order to achieve incremental updates, the semantic term and
document vectors are not normalized prior to storage, and the ran-
dom index vectors used to build the training set are retained to
facilitate the update process.
By not weighting the terms using log-entropy weighting, it is
possible to immediately make use of every abstract that is added
to the database for training. The procedure to update the system
on addition of new labeled abstracts is shown in Fig. 4. The update
process consists of three steps. (i) Whenever a new abstract is in-
dexed with MeSH terms, all the random term vectors for the words
contained in it are retrieved from the training set repository. Any
terms in the document that are not yet represented by random in-
dex vectors are assigned sparse random vectors, which are stored.
The normalized sum of these vectors gives the preliminary vector
for the new document. (ii) This new vector is added to each of
the semantic vectors in the repository for the words contained in
the new document. (iii) The semantic vectors for the documents af-
fected by the change in the term vectors are recomputed and up-
dated. This is accomplished by adding the new preliminary
document vector multiplied by the number of words common be-
tween the document being updated and the newly added docu-
ment. (iv) Since the semantic term vectors are not stored as unit
vectors (vectors of length one), they are normalized before com-
puting their linear sum, which gives the ﬁnal semantic vector rep-
resentation of the new document. This new document vector isRetrieve Random 
Term Vectors
Compute New 
Preliminary 
Document Vector
Update Semantic 
Term Vectors
Compute/Update 
affected Semantic 
Document 
Vectors
Fig. 4. Incremental update process.then added to the semantic document vector repository, and will
consequently be considered for classifying unseen abstracts that
follow. Incremental update is a unique advantage of the RI ap-
proach, and is not possible with methods such as LSA or LLSF.
3.2.4. Size of the training set
The size of the training set plays a key role in the success of this
approach by improving the quality of MeSH recommendations. A
large training set translates to more pre-indexed examples for each
MeSH category available to learn the association from. Also, more
samples to draw term-document correlation from results in better
vector representation for documents and terms. The advantage ob-
tained from the capability of the method to harness all of the avail-
able indexed data is sustained by incrementally adding new
documents to the training store. The positive effect of the size of
the training set on the quality of the recommendations is illus-
trated in Fig. 5.
3.2.5. On latent semantics
The primary advantage of the reﬂective variant of RI used in this
paper is its ability to provide a scalable means of measuring the
similarities in meaning between passages of text regardless of
the speciﬁc words used to express this meaning. This ability to rep-
resent the meaning underlying the choice of words used to express
it, the ‘‘latent” semantics of a passage, was the primary motivation
for the use of LSA in information retrieval [19], as it supports the
retrieval of relevant documents that do not contain the speciﬁc
terms used in a query.
In order to investigate the effect of reﬂection (and therefore la-
tent semantics) on the performance of our system, we perform the
nearest neighbor evaluation using the preliminary document vec-
tors. A preliminary document vector for a given document is con-
structed as the linear sum of the near-orthogonal random index
vector for each term occurring in this document. Consequently,
the vector space constructed as a result of this process is a re-
duced-dimensional approximation of the original Salton vector
space model. To the extent that the distance between points is
accurately preserved through the dimension reduction process,
the vector representations for documents that do not share any
common terms will be almost orthogonal and the similarity be-
tween them as measured with the commonly used cosine metric
will be close to zero.
As shown in Table 2, the precision, recall and F1-measure are
signiﬁcantly improved when the RRI approach is used. This ﬁnding
is consistent with our previous research [7], which shows that RRI
is better able than RI to predict future co-occurrence of terms in0
0.1
0.2
0.3
0.4
0.5
0 1 2 3 4
Size of the training set (in Million)
Precision
Recall
F1-Measure
Fig. 5. Effect of the size of training data on the quality of MeSH terms.
Table 2
Difference in performance with and without reﬂection on the NLM test set. These
results use 500 dimensional vectors, MeSH cutoff = 1 and log-entropy term weighting.
All of the differences are statistically signiﬁcant (pairwise t-test, p < 0.05).
N = 200 citations Without reﬂection With reﬂection
Mean precision 0.2909 0.3684
Mean recall 0.5479 0.5894
Mean F1-measure 0.3691 0.4419
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 10 20 30 40
Number of neighbors
Precision 
Recall
F1-measure
Fig. 7. Accuracy of MeSH suggestions for 1500 dimensions and no MeSH cutoff.
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cur directly in the future (but not in the training set) are likely to be
meaningfully related, these studies provide empirical support for
the ability of RRI to represent latent semantics. The improvement
in performance in the semi-automatic indexing task suggests that
the latent semantics provided by RRI are important for this appli-
cation. Interestingly, this improvement in performance with reﬂec-
tion was not evident in an evaluation using the Test of English as a
Foreign Language (TOEFL) synonym test [30], which evaluates the
ability of a model to correctly select a synonymous term to a cue
term from a selection of four possibilities. As examination of the
TOEFL test set shows the correct answer co-occurs in the same doc-
ument with the cue term in the majority of cases, we have some
reservations its sensitivity as a measure of the ability to ﬁnd mean-
ingful connections between terms that do not co-occur.3.2.6. Parameter selection
In order to determine the optimal dimension for vector repre-
sentation, the inﬂuence of dimensionality for this task is evaluated.
The evaluation of the accuracy of recommendations generated by
100, 500, 1000 and 1500 dimensional vector space (Fig. 6) suggests
an optimal dimensionality of 500. Lower dimensionality reduces
the computational and space requirements of the process.
A simple experiment to observe the effect of the number of
neighboring documents selected on the quality of MeSH sugges-
tions shows the best choice to be 10 neighbors. The precision, re-
call and F1-measure trends obtained are shown in Fig. 7.3.2.7. Error analysis
Analysis of the errors during system performance shows that
false positive errors involve more frequently occurring MeSH
headings than false negative errors. Also, the averages of the term
frequencies of each of these sets are higher than the average
across all MeSH terms. This suggests that the distributional statis-
tics of MeSH terms themselves may be of use in improving sys-
tem performance. We note, however, that evidence exists that
considerable inconsistency exists within the human ratings that
are included in our training set [31], which ultimately limits the0
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Fig. 6. Accuracy of MeSH suggestions for 10 neighbors and no MeSH cutoff.accuracy that can be obtained when these ratings are used as a
gold standard.
4. Implications
The immediate implication of this work is the addition of an-
other promising method to the set of tools available to assist
indexers with their task. The performance of this method relates
to the volume of data it is able to learn from.With a scalable imple-
mentation, this learning process could continue, as new indexed
abstracts are added to the system. The idea of determining hu-
man-assigned categories for a new item in a set from the near-
est-neighboring items with pre-assigned categories is not in itself
new. However, the implementation presented here differs from
prior approaches in its ability to derive meaningful connections be-
tween documents with no shared terms in a scalable manner. This
scalable approach to latent semantics has broad implications,
which have now been demonstrated in the context of semi-auto-
mated indexing and literature-based knowledge discovery. The
RRI method, as implemented in this research, can be applied to al-
most any single class or multi-class text categorization problem
that provides a set of pre-classiﬁed samples for training purposes.
The performance result of this system on the MEDLINE indexing
dataset stands as one example of such an application. However,
we anticipate further application of these, and related methods
to the ever-expanding data sets that characterize the information
era.
5. Limitations and future work
The evaluation performed in this study uses a training set far
larger than the test set. While this is certainly not the norm in
the machine learning literature, it does prove the scalability of
the method and is also arguably an ecologically valid evaluation
as it is consistent with the amount of training data available in
the actual indexing environment, more so with the use of incre-
mental system updates. In addition, as the RRI algorithm begins
with random initiation of document vectors, performance would
be expected to vary slightly across runs. Although we have not ob-
served any statistically signiﬁcant changes in precision, recall or F-
measure when retraining with a different set of random index vec-
tors, more research is needed to determine to what extent perfor-
mance ﬂuctuates across repeated runs. The use of distributional
weighting of MeSH recommendations may be explored as an ave-
nue to further improve performance.
700 V. Vasuki, T. Cohen / Journal of Biomedical Informatics 43 (2010) 694–7006. Conclusion
This research explores the application of a novel approach
based on RRI to predict MeSH terms for indexing MEDLINE cita-
tions. The best results obtained by this approach outperform the
results generated by the MTI system [25] which uses a combina-
tion of distributional and vocabulary-based approaches. Dimension
reduction is accomplished as a part of the vector building process
without involving computationally demanding techniques like
SVD, which makes the method efﬁcient and scalable. This approach
has the additional advantage of being amenable to incremental up-
dates. The reﬂective process used by the system is able to capture
similarities in meaning between documents that do not share any
common terms. This results in a better representation of the docu-
ments in the vector space as it addresses the problem of synonymy.
Hence, this method may make a useful addition to techniques cur-
rently employed by the MTI.
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