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Resume {
Cet article a pour objectif d'introduire les caracteristiques non lineaires des systemes a Resonance Magnetique Nucleaire
(RMN). Plus precisement, le present travail tente de trouver une representation simple de la relation non lineaire entre l'entree
du systeme RMN et la sortie observable de celui-ci. Ainsi, un modele du ltre RII non lineaire est decrit ici. Une estimation des
coeÆcients de ce ltre est calculee par un algorithme de ltrage adaptatif que nous avons adapte au cas des signaux RMN. Les
formalismes d'erreur d'equation et d'erreur de sortie du ltrage adaptatif RII sont testes et compares. Le modele propose permet
de representer un systeme RMN avec un nombre de coeÆcients peu eleve.
Abstract {
The aim of this paper is to introduce the non linear characteristics of Nuclear Magnetic Resonance (NMR) systems. More
exactly, this work tries to establish a simple representation of the non linear relationship between the input and the observable
system output. For doing so, a model of a non linear IIR lter is described. An Estimation of the lter coeÆcients is calculated
using an adaptive ltering algorithm. Both equation-error and output-error formulations for IIR adaptive ltering are tested and
compared. It is shown that our model can represent an NMR system with a set of relatively few coeÆcients.
1 Introduction
La technique de la resonance magnetique nucleaire (RM-
N) consiste a appliquer un signal radiofrequence a l'entree
d'une \bo^te noire" contenant un echantillon place dan-
s un champs magnetique statique. L'objectif est bi-
en su^r d'etudier certaines proprietes de l'echantillon.
L'echantillon emet alors un signal de resonance (reponse
du systeme RMN) a la me^me frequence. Le signal
d'entree est applique pendant une duree limitee. On
parle donc d'impulsion d'excitation. La reponse du sys-
teme n'est generalement observable qu'a partir de l'instant
ou l'excitation devient nulle. Cette reponse est souvent
detectee en quadrature et on observe un signal demodule.
Un exemple des signaux d'excitation et de resonance est
donne sur la gure 1.
Les equations regissant le phenomene de la resonance
(equations de Bloch) montrent que la reponse d'un
systeme RMN a une excitation est fondamentalemen-
t non lineaire. L'application des theories de la reponse
lineaire, bien que simple et elegante, necessite quelques
precautions [1]. Dans la perspective d'optimiser le traite-
ment et l'analyse ulterieure du signal, nous envisageon-
s d'identier, de maniere simple, la relation non lineaire
qui existe entre l'entree du systeme et la sortie observ-
able de celui-ci. Nous avons propose dans une publication
precedente [2] une approche pour l'identication des sys-
temes RMN. Cette approche est basee sur la description de
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Fig. 1: Exemple des signaux demodules en RMN.
L'excitation (ligne pointillee) est une impulsion rectan-
gulaire. La reponse (ligne continue) n'est observable
qu'apres la n de l'excitation.
la relation entree-sortie du systeme par une serie de Volter-
ra discrete. Cependant, le probleme majeur, qui reste
toujours associe a cette representation, est qu'un grand
nombre de coeÆcients est necessaire pour decrire la non
linearite. Le present article propose une autre alternative
pour modeliser un systeme RMN. Ainsi, un modele bap-
tise ltre RII (Reponse Impulsionnelle Innie) non lineaire
est introduit et valide sur des signaux reels RMN.
2 Modele du ltre RII non lineaire
et identication par ltrage
adaptatif
2.1 Modele du ltre RII non lineaire et
schema d'identication
Le plus simple des ltres RII non lineaires est celui dont
la sortie est liee a l'entree par l'equation (1):
d(n) =
K 1
X
i=1
c(i)d(n  i) +
L
1
 1
X
i=0
K
1
 1
X
j=1
b(i; j)d(n  j)x(n  i)
+
L 1
X
i=0
a(i)x(n  i) (1)
ou x(n) et d(n) sont, respectivement, l'entree et la sor-
tie du systeme a l'instant (n). K, L, K
1
et L
1
sont
des nombres entiers. Les a(i) et les c(i) sont les coeÆ-
cients lineaires du ltre et les b(i; j) sont les coeÆcients
non lineaires. Malgre sa simplicite, ce modele permet
d'approximer une large classe de systemes non lineaires.
De plus, la plupart des idees developpees ici peuvent e^tre
facilement etendues sur des modeles recursifs non lineaires
plus generaux. La modelisation d'un systeme RMN par
un tel ltre se resume alors a une estimation des coef-
cients du modele. Dans ce but, nous presentons une
methode d'identication basee sur un ltrage adaptatif.
Le schema general d'identication est illustre par la gure
2. Le signal d'entree x(n) est applique au systeme RMN
et on obtient a la sortie un signal d
0
(n) appele signal de
reference. Un bruit de mesure s'ajoute, bien evidemment,
au signal de reference pour donner le signal d(n) qui est
reellement utilise dans le schema d'identication. Dans
la suite, on considere que ce bruit reste faible. Le ltre
adaptatif non lineaire va donc essayer de calculer une es-
timation,
^
d(n), du signal de reference. Cette estimation
est donnee a chaque instant (n) par:
^
d(n) =
K 1
X
i=1
c^(i : n)y(n  i) +
L
1
 1
X
i=0
K
1
 1
X
j=1
^
b(i; j : n)y(n  j)x(n  i)
+
L 1
X
i=0
a^(i : n)x(n   i) (2)
Fig. 2: Schema general d'identication par ltrage adap-
tatif RII non lineraire.
c^(i : n), a^(i : n), et
^
b(i; j : n) sont les coeÆcients du l-
tre adaptatif a l'instant (n). Dans l'equation (2), le signal
y(n) peut e^tre pris egal a d(n) ou a
^
d(n). Dans l'approche
\d'erreur d'equation" du ltrage RII adaptatif, on utilise
y(n) = d(n). Par contre, l'approche \d'erreur de sor-
tie" consiste a se servir des echantillons de y(n) =
^
d(n)
precedemment estimes pour obtenir
^
d(n). Les coeÆcients
sont mis a jour, par un algorithme d'adaptation, a chaque
instant (n) pour minimiser une certaine fonction du sig-
nal d'erreur e(n) entre d(n) et
^
d(n). Dans notre cas, nous
avons utilise l'algorithme de gradient (LMS) que nous
avons adapte pour les signaux RMN. Notons aussi qu'en
resonance magnetique, l'entree et la sortie \observable" du
systeme ne sont jamais simultanees et le produit entree par
sortie est toujours nul (on ne peut pas observer la sortie
pendant l'excitation). Notre modele doit alors prendre en
compte cette realite d'observation. Cela peut se faire en
introduisant, dans le schema d'identication (gure 2), un
certain retard  de quelques periodes d'echantillonnage
sur le signal d'entree x(n). Finalement, on considere que
le signal RMN est nul pendant l'excitation.
2.2 Algorithme d'adaptation
L'algorithme de gradient est base sur la minimisation
de l'erreur quadratique moyenne E[e
2
(n)] = E[(d(n)  
^
d(n))
2
]. Pour la simplicite et la rapidite du calcul,
l'expression de
^
d(n) peut e^tre presentee sous une forme
dierente en employant des notations matricielles
1
:
^
d(n) =
^
A
t
(n)X
L
(n) + trace[
^
B(n)(Y
K
1
(n)X
t
L
1
(n))]
+
^
C
t
(n)Y
K
(n) (3)
ou
^
A(n) et
^
C(n), sont les deux vecteurs des coecients
lineaires et
^
B(n) est la matrice des coeÆcients non lineaire
a l'instant (n):
^
A(n) = [a^(0 : n); a^(1 : n); :::; a^(L  1 : n)]
t
(4)
^
C(n) = [c^(1 : n); c^(1 : n); :::; c^(K   1 : n)]
t
(5)
1
t designe la transposee d'une matrice et trace est la somme des
elements de la diagonale d'une matrice carree
^B(n) =
2
6
6
6
6
6
6
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(6)
X
L
(n), X
L
1
(n), Y
K
(n) et Y
K
1
(n) sont les vecteurs
d'entree du ltre adaptatif a l'instant n; ils sont denis
par:
X
L
(n) = [x(n); x(n   1); :::; x(n  L+ 1)]
t
(7)
X
L
1
(n) = [x(n); x(n   1); :::; x(n  L
1
+ 1)]
t
(8)
Y
K
(n) = [y(n  1); y(n  2); :::; y(n K + 1)]
t
(9)
Y
K
1
(n) = [y(n  1); y(n  2); :::; y(n K
1
+ 1)]
t
(10)
Les equations de mise a jour des coeÆcients s'ecrivent:
e(n+ 1) = d(n+ 1) 
^
d(n+ 1) (11)
^
A(n+ 1) =
^
A(n) + Æ
a
(n)X
L
(n+ 1)e(n+ 1) (12)
^
C(n+ 1) =
^
C(n) + Æ
c
Y
K
(n+ 1)e(n+ 1) (13)
^
B(n+1) =
^
B(n)+Æ
b
(n)X
L
1
(n+1)Y
t
K
1
(n+1)e(n+1) (14)
Æ
a
(n), Æ
b
(n), et Æ
c
(n) sont les gains d'adaptation qui
contro^lent la stabilite de l'algorithme et sa rapidite de con-
vergence et ils sont donnes par:
Æ
a
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a
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2
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(16)
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2
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2
(17)
ou a, 
c
, 
b
, sont des petits facteurs positifs. 
2
x
(n),
et 
2
y
(n) sont des estimations des puissances des signaux
x, y, respectivement, et 
2
xy
(n) est une estimation de la
puissance moyenne. Les estimations les plus directes de
ces parametres sont donnees par:

2
x
(n) = P
x0
+
1
N
x
N
x
 1
X
i=0
x
2
(n  i) (18)

2
y
(n) = P
y0
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1
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N
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X
i=0
x(n  i)y(n  1  i) (20)
ou P
x0
, P
y0
et P
xy
sont des constantes positives qui ont
pour but d'eviter une division par zero. Les parametres
N
x
, N
y
, et N
xy
sont les fene^tres temporelles sur lesquelles
on calcule les estimations des parametres. Cette forme
variable en fonction de (n) des gains d'adaptation a pour
but d'eviter les instabilites de l'algorithme compte tenu
de la nature non stationnaire des signaux d'entree et de
sortie du ltre.
3 Resultats et Discussion
Considerons, par exemple, les signaux d'entree-sortie
presentes sur la gure 1. Le signal d'excitation est envoye
periodiquement avec un temps de repetition approprie qui
doit permettre au systeme de trouver son etat d'equilibre
(c'est-a-dire l'excitation est appliquee une fois que le sig-
nal de resonance a disparu). On peut alors disposer de
plusieurs impulsions d'excitation et de leurs signaux de
resonance correspondant. L'algorithme d'adaptation u-
tilise en eet plusieurs implusions repetees pour avoir une
meilleure precision sur l'estimation des coeÆcients.
Les deux formalismes du ltrage adaptatif RII sont
testes. Ces formalismes donnent dans notre cas une es-
timation des coeÆcients du modele. Dans le cas ou le
formalisme \d'erreur d'equation" est employe, tous les
coeÆcients du modele sont initialises a zero. Le nom-
bre d'impulsions utilise depend de la precision souhaitee.
Fixons par exemple les valeurs des entiers L, K, L
1
et
K
1
a L = 12, K = 22, L
1
= 8 et K
1
= 2. On
obtient avec le formalisme \ d'erreur d'equation" une
estimation des coeÆcients avec les parametres suivants
de l'algorithme: 
a
= 0:68, 
b
= 0:01, 
c
= 0:265,
N
x
= 5, N
y
= 10, N
xy
= 5, P
x0
= 0:03, P
y0
= 0:058,
P
xy0
= 0:085, et  = 3. Le nombre d'impulsions utilise
est de 18. chacun des signaux RMN correspondant a un-
e impulsion est constitue d'environ 110 echantillons. La
frequence d'echantillonnage etant de 10kHz dans la bande
de base. Pour donner une idee de l'inuence du nombre
de repetitions des implusions, nous montrons sur la g-
ure 3 l'erreur quadratique moyenne (EQM) calculee apres
chaque impulsion. On observe que cette erreur reste pra-
tiquement constante apres la 20ieme impulsion.
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Fig. 3: L'erreur quadratique moyenne (EQM), entre le
signal de reference et le signal a la sortie du ltre RII apres
chaque impulsion.
L'ensemble des coeÆcients est alors la meilleure esti-
mation du systeme RMN au sens de l'erreur quadratique
moyenne et le systeme RMN est donc equivalent a un
ltre non lineaire a reponse impulsionnelle innie. Une
verication rapide de cette conclusion peut se faire en cal-
culant la reponse de ce ltre au me^me signal d'excitation
de la gure 1 et en utilisant la relation recursive (equation
(1)) . Le resultat est presente sur la gure 4 ou on vi-
sualise aussi le signal reel de reference d(n). Les valeurs
initiales de la sortie du ltre sont nulles.
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Fig. 4: Signal de reference (en continu) et le signal a la
sortie du ltre RII non lineaire (ligne pointillee); resultats
obtenus avec le formalisme \d'erreur d'equation".
Le formalisme \d'erreur d'equation" presente l'avantage
de l'unicite de la solution du probleme, c'est-a-dire que
l'algorithme converge vers le minimum global. Cepen-
dant, dans le cas ou le bruit present dans d(n) est im-
portant, ce formalisme peut donner une solution biaisee.
Theoriquement, il est alors preferable de s'orienter vers le
formalisme \d'erreur de sortie" qui est l'approche \cor-
recte" [3]. Dans ce cas, les parametres de l'algorithme les
plus cruciaux sont les valeurs initiales des coeÆcients. En
eet, la fonction d'erreur a minimiser peut avoir dans ce
cas des minimas locaux qui peuvent e^tre tres dierents
du minimum global [3] [4] [5]. Si les coeÆcients ne sont
pas initialises correctement, l'algorithme converge souvent
vers ces minimas et la solution obtenue est loin d'e^tre op-
timale. Une methode consiste a initialiser l'algorithme
\d'erreur de sortie" a partir des valeurs trouvees par
l'algorithme \d'erreur d'equation". On evite ainsi les bi-
ais sans tomber dans les pieges des minimas locaux. Dans
notre cas le niveau du bruit est faible et la solution obtenue
avec le formalisme \d'erreur d'equation" n'est pas loin de
la solution optimale. L'algorithme \d'erreur de sortie"
peut alors e^tre initialise a partir des valeurs des coeÆcients
precedemment obtenues. La gure 5 illustre le resultat
ainsi obtenu.
4 Conclusions et perspectives
Nous avons montre, dans cet article, la possibilite d'etablir
une relation non lineaire et relativement simple entre
l'entree et la sortie \observable" d'un systeme RMN. En
eet, un ltre RII non lineaire peut modeliser avec une
certaine precision le systeme RMN. La technique du l-
trage adaptatif RII non lineaire a ete valorisee comme
un outil puissant pour l'identication des systemes RM-
N. L'algorithme de gradient, que nous avons adapte pour
le cas des signaux RMN, permet de calculer les coeÆ-
cients du ltre RII. Les formalismes du ltrage RII adap-
tatif ,"d'erreur d'equation" et \d'erreur de sortie", on-
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Fig. 5: Signal de reference (en continu) et le signal
a la sortie du ltre RII non lineaire (ligne pointillee);
resultats obtenus avec le formalisme \d'erreur de sortie".
Les valeurs initiales des coeÆcients sont celles obtenues
par le formalisme \d'erreur d'equation".
t ete testes et compares. Les deux formalismes perme-
ttent d'obtenir une solution du probleme avec un nom-
bre peu eleve de coeÆcients. Notre travail futur portera
sur l'exploitation des resultats du modele pour ameliorer
l'analyse ulterieure du signal RMN.
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