We study systems containing one memoryless nonlinearity. We show that two such systems have the same I/O operator only when they are related by simple scaling, delay, and loop transformations. The theory is applied to oneport networks containing one nonlinear element.
t> i L which are called 'Volterra-like' by Sandberg [6, 7] , and arise in interconnections of memoryless and LTI operators. In fact the operators we allow are included in even more general formalisms, e. g. that of DeFigueiredo and Dwyer [8, 9] 
4i(si sn) =/-' • /exp-(s,T1+...+snT»)ddn(T1 rn) which is analytic and bounded in (C*)n =\ s|ReSfc>0, l^fc^n J. An will be called the nth kernel of A, and we will use the notational convention that whenever, say B is an operator of the form (2.1), Bn(s 1,...,sn) will denote its nth kernel.

A is LTI if A", = 0, n>l and in this case we write its only nonzero kernel Ai(s) as A(s).
For example e"®7* will denote both an analytic Junction and the T-second delay operator. Con versely if A\ = 0 then we say A is strictly nonlinear. where a and p are just real numbers on the right hand side.
The part of (2.1) due to the masses or 'delta functions' at the origin in the
In the sequel H will always denote a LTI operator, F a memoryless operator, and TV a memoryless strictly nonlinear operator.
Finally, we list a few facts we'll use in the paper. If A and B are operators, then: 
The n in SYM can be determined by context; it is the order of the kernel on the left hand side of the equation. When one of the operators is LTI the composition formula simplifies to:
(HA)n(s1 sn) = //(s1+...+sn)4(s1 sn)
Fact 3: If A is strictly nonlinear, 7+4 has an inverse (near 0) which is an operator in our sense.
In particular, Rad[(/+i4)_1] >0.
Problem Set-up
We will be concerned with systems which are stable interconnections of various LTI opera tors Hk(s) and one memoryless nonlinear operator F() (see figure 1) . Specifically, we assume that the linearized system (F() replaced by Fx) is internallystable* Under this assumption we may extract N, the strictly nonlinear part of F, collect the rest of the system into a 2-input 2-output LTI operator H, and redraw figure 1 as figure 2. Here ♦By internally stable we mean that if we inject a signal U into a summing node placed anywhere in the system, and pick off an output y from anywhere in the system, the resulting map §'.u-*y is LTI in our sense (in particular 
System Transformations
We first describe three system transformations which leave the I/O operator S unchanged, scaling, delay, and loop transformations.
Scaling transfonnations: Let a and p be nonzero real constants. Consider the system shown in Proof: Obvious from figure 3, or more formally:
5 =H^+pHydP^Na-id-apH^r^CL-^aHn By facts 2 and 3 of section 2, N has a positive radius of convergence. We leave to the reader the proof that N is strictly nonlinear and that the transformed subsystem has the same I/O opera tor. It will be convenient to say that the subsystem in figure 4a is normalized if MP//xd -0.
Since MP/?*,* =MP//^+A;, any subsystem of the form in figure 4a can be brought to an equivalent normalized subsystem by a loop transformation with A: = -MP//zd. This normalization has an intuitive interpretation: a normalized Hxd has some sort of response 'delay' or 'smooth ness': its step response is continuous at t =0.
Statement and Proof of Main Theorems
In this section we will show that if two systems as in figure 2 have the same I/O operator, then the systems are related by a scaling, delay, and loop transformation. Thus the transforma tions described in the last section are the only transformations which preserve the I/O opera tor. We first develop some results concerning the feedback subsystem shown in figure 4a. Intuitively, there is some 'delay* in the feedback loop (the subsystem is normalized), so that only the feedforward path N contributes to the memoryless part of the closed loop operator G.
Proof: Deferred to appendix.
We will need to explicitly compute a few kernels of the subsystem:
Lemma 2: Let G = N(I-HN)~l, where H is LTI and N is memoryless with first nonvanishing term Proof: Deferred to appendix.
We are now ready to state and prove Then there are real constants T and nonzero a and p such that 
%N =%p-1Nd+kN)-la-ltl-%p-1Nd+kN)-la-1]-1
Dividing byE and carefully moving the (/+A:7V*)~1a"1 into the bracketed expression we get
which is the last conclusion of theorem 2.
Structural Uniqueness
Theorems 1 and 2 allow us to determine under what conditions two systems (or one-port networks) containing one nonlinearity have the same I/O operator (port (v,i) pairs). These sys tems are often described, perhaps after simplification such as lumping together cascaded LTI operators, by a simple structure like those in figure 5 . Of course these systems can be put in the general form considered in the last section, but a structure like those in figure 5 is usually a more natural description. Indeed the individual boxes often correspond to parts of the actual Complementary Lur'e structure. Except for trivial cases, the I/O operators of these structures are complete ly disjoint. From I/O measurements we could determine which structure such a system has.
physical system being modelled. So we now rephrase our original question in terms of these structures: when can two systems as in figure 5 have the same I/O operator? We'll now show that except for the trivial case when the system is linear, the realizable I/O operators for these different structures are completely disjoint, that is, no system with one structure can have the same I/O operator as a system with a different structure.
In fact we could expand the list of structures in figure andwe've shown the systems differ only by scaling and shuttling delay between Bp^and Bp^t • Theorem 3 has implications for black box modelling of systems having a structure like those in figure 5 . It implies that from I/O measurements alone it is possible, in principle, to deter mine which internal structure such a system has. Furthermore we can determine the internal blocks Bp,*, N(), etc. up to scaling and possibly delay factors. From lemma 2 and the proof of theorem 3 we could construct explicit probing signals which distinguish the structures.
Of course, the differences in the I/O maps of the different structures may be subtle, or in some cases unmeasurable. For example if a system is very nearly second order, that is, its third and higher order kernels are very small, then it may as well be modelled by the cascade struc ture of figure 5a, since we need to measure the kernel of order three to observe the effects of the feedback (lemma 2). Asimilar statement holds for odd systems with unmeasurable fifth and higher order kernels.
Application to Circuit Theory
Suppose we have a one-port network N which contains one nonlinear element, say a voltage For the case 7=0 this has the interpretation shown in figure 7 .
If in addition Nt<n and N^are reciprocal (for example, if they contain only two terminal ele ments and transformers) then 7=0 and a=/3 in (7.1). In figure 7 the scalors are then Relation between one-ports as in figure 6 which are port-equivalent. A (7, 5) scalor is denned by Vout =yVin and \ut =~^n (see [12] ). Thus MP maps dynamic operators into memoryless ones, preserving addition and composition. This generalizes the fact that ju->/x((0J) is an algebra homomorphism of the bounded measures on /?+ with convolution into R. We should mention that causality is crucial here, and also that the analogous theorem for discrete time operators is obvious.
Proof: For |a| small (<min(RaiL4,Rad£)) let u(t)=al(t)1 a step of height a. Then from We can now prove lemma 2.
Proof of lemma 2: From the recursive formula for G^we see that if Q=0, i<nt and JVn=0, then 6^=0. Thus Gft=0, n = l...A:-1. The outer sum can therefore start at m=k. Now we claim that the smallest n for which sum doesn't vanish is n=2A:-l. By hypothesis,
d-BN)t = '
1 i=k
Ki<Jb
The product d~BN)it • • • d~BN)im will vanish unless each y is one or Ssfc. Since at least one S i£ Z.
ij > 1, the smallest n =^ij for which the sum can contribute occurs when m =fc, one ij is k, and 
