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Abstract
The bipartizing matching conjecture (BMC) is a rather new approach to the nowhere zero 5-ﬂow conjecture (NZ5FC) and the
cycle double cover conjecture (CDCC). We show that the BMC is wrong in its actual version by constructing a counterexample.
The construction arises from the investigation of the problem to cover the vertices of a graph by two induced Eulerian subgraphs.
Finally, we state a modiﬁed version of the BMC which has the same impact on the NZ5FC and CDCC.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The nowhere zero 5-ﬂow conjecture (NZ5FC) states that the edges of every bridgeless graph can be oriented and
assigned numbers from the set {1, 2, 3, 4} such that for every vertex the sum of the incoming values equals the sum of
the outcoming values. A proof of the NZ5FC can be restricted to bridgeless cubic graphs.
The bipartizing matching conjecture (BMC) by Fleischner [3], is an approach to this conjecture for cubic graphs with
a dominating cycle; a dominating cycle in a graph is a cycle such that every edge of the graph is incident with a vertex of
the cycle. In view of the dominating cycle conjecture (DCC) (which states that every cyclically 4-edge-connected cubic
graph has a dominating cycle) it is sufﬁcient for a proof of the NZ5FC to focus on this type of graphs, since a minimal
counterexample to the NZ5FC must be cyclically 6-edge-connected; see [5]. The construction of the counterexample
to the BMC leads to a natural generalization of a circle graph which might be helpful for other purposes. Moreover, it
is strongly related to questions which were already posed by Gallai [6], namely whether the vertices of a graph can be
covered by two induced Eulerian subgraphs. The BMC is stated in the next section.
2. Deﬁnitions and basic results
The graphs which we consider have no loops but may have parallel edges. For standard terminology we refer to [1].
An Eulerian graph is a (not necessarily connected) graph in which every vertex has even degree (which includes the
empty set). An anti-Eulerian graph is a graph in which every vertex has odd degree.
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(GM,DM)(G,D)
Fig. 1. A graph (G,D) with a BM M which is illustrated by dashed drawn edges. (GM,DM) results from the removement of M and the suppression
of the vertices in (G,D) which are incident with M.
From now on let G denote a cubic graph and D a dominating cycle. Let H be a connected graph. We write for H
often (H,D) in order to denote which dominating cycle in H we are referring to. A chord vw of (H,D) is an edge with
v,w ∈ V (D) and vw /∈E(D). Deﬁne Q(G,D) := {q1, q2, . . . , qk} := V (G) − V (D).
For v ∈ V (H), Ev denotes the set of edges which are incident with v. For F ⊆ V (H), let 〈F 〉H denote the induced
subgraph of H by F. H is called cyclically n-edge-connected if deleting fewer than n edges does not result in a graph
which consists of two components such that each component contains a cycle. By suppressing a vertex x of degree two,
we mean the deletion of x and the subsequent addition of a new edge joining the neighbours of x.
Deﬁnition 2.1. Let M ⊆ E(H) − E(D) be a matching in a graph (H,D) with d(v)> 2 ∀v ∈ V (H).
1. HM is deﬁned to be the graph which arises by deleting M from H and by supressing possibly resulting vertices of
degree two. In case H is cubic and V (M) = V (H), deﬁne HM := ∅.
2. DM is deﬁned to be the cycle ofH −M , arising from D by suppressing all vertices of D with degree two inH −M .
Recall that G is always a cubic graph and D a dominating cycle.
Deﬁnition 2.2. A bipartizing matching (BM) of (G,D) is a matching M ⊆ E(G) − E(D) such that GM is bipartite
and Eqi ∩ M 	= ∅ for i = 1, 2, . . . , k. Deﬁne GM to be bipartite if V (GM) = ∅.
Remark 2.3. Note that D may be a Hamiltonian cycle . In this case Q(G,D) = ∅ and only the ﬁrst requirement of
Deﬁnition 2.2 must be fulﬁlled for M to be bipartizing.
Every (G,D) has a BM which already implies that G has a nowhere zero 6-ﬂow; see [3]. For an illustration of
Deﬁnitions 2.1, and 2.2, see Fig. 1.
Deﬁnition 2.4. Deﬁne a snark to be a cubic cyclically 4-edge-connected graph which is not 3-edge-colourable.
The bipartizing matching conjecture: Let (G,D) be a snark. Then (G,D) has two disjoint bipartizing matchings.
Two disjoint bipartizing matchings (2dBMs) in (G,D) always imply a nowhere zero 5-ﬂow and a 5-cycle double
cover of G (independent of the cyclic edge connectivity of G); see [4].
We want to transform 2dBMs into a colouring of a circle graph. To this end we need the following deﬁnitions and
results.
Deﬁnition 2.5. An even (odd) colouring of a graph H is a map f from V (H) into the set {a, b, c} such that f−1(a) ∪
f−1(c) and f−1(b) ∪ f−1(c) both induce Eulerian (anti-Eulerian) subgraphs in H. Set A := f−1(a), B := f−1(b)
and C := f−1(c). Hence f describes a covering of V (H) by the induced Eulerian (anti-Eulerian) subgraphs 〈A ∪ C〉
and 〈B ∪ C〉.
The next theorem was proved by Gallai and Chen; see [6].
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Fig. 2. The transformation from G into G∗ and Gc . The edges and vertex in bold face illustrate the map g on xiqi for i = 1, 2, . . . , k.
Theorem 2.6. Every graph has an even colouring with C = ∅.
Interestingly, not every graph H (with |V (H)|> 1) admits an odd colouring, neither with C = ∅ nor with C 	= ∅.
Theorem 2.7. A connected graph H has an odd colouring if and only if H has an even colouring such that A∪C and
B ∪ C have both even cardinality.
Proof. Let X ∈ {A,B}, see Deﬁnition 2.5. Set d(v) = d〈X∪C〉(v) and d(v) = d〈X∪C〉(v). |V (X ∪ C)| is even, either
because X∪C is anti-Eulerian or by assumption. Moreover, d(v)+ d(v)+ 1=|V (X∪C)|. Now the theorem follows.

Example 2.8. C2n+1 has no odd colouring.
We investigate the problem to ﬁnd 2dBMs in (G,D)with a general deﬁnition of a circle graph which will be extended
later. LetD be aHamiltonian cycle of a graphH. (H does not need to be cubic.)We say two chords c1 := x1x2, c2 := x3x4
of (H,D) intersect if one of the following two conditions is fulﬁlled:
1. c1 and c2 are adjacent.
2. If we start at x1 and pass through D, we pass xi , i = 1, 2, 3, 4 in the order x1 x3 x2 x4 or x1 x4 x2 x3.
The circle graph of (H,D) is deﬁned to be the intersection graph of its chords (w.r. to D) and denoted by (H,D)c
or in short Hc. A vertex in (H,D)c which corresponds to a chord r in (H,D) will be denoted by rc.
Proposition 2.9 (Dvorak et al. [2]). Let D be Hamiltonian cycle of G, then (G,D)c is Eulerian if and only if G is
bipartite. Hence a matching M ⊆ E(G) − E(D) is a BM in (G,D) if and only if (GM,DM)c is Eulerian.
The next proposition follows directly from Theorem 2.12 below and shows the connection between even colourings
and BMs.
Proposition 2.10. Let D be Hamiltonian cycle, then (G,D) has 2dBMs if and only if (G,D)c has an even colouring.
Hence by Proposition 2.10 and Theorem 2.6, (G,D) has 2dBMs if D is Hamiltonian.
Transform (G,D) into a graph with vertices of degree 3 or 4 by replacing qi with a triangle containing the neighbours
of qi , i=1, 2, . . . , k. Call this graph (G,D)∗ orG∗ if there is no other dominating cycle mentioned.A vertex v ∈ V (G)
which corresponds to a vertex in V (G∗) will be denoted by v∗. We can now extend the deﬁnition of a circle graph from
a Hamiltonian cycle to a dominating cycle; set
(G,D)c := ((G,D)∗)c.
For (G,D)c we will often write Gc. The triangle of G∗ resulting from the replacement of a K1,3 with central vertex qi
corresponds to a triangle i in Gc, i = 1, 2, . . . , k; see Fig. 2. Set T =⋃ki=1i .
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Deﬁnition 2.11. A map f from V (Gc) into the set {a, b, c, o} is called a -colouring w.r. to T if the following is true:
1. Let {r1i , r2i , r3i } be V (i ), then {f (r1i ), f (r2i ), f (r3i )} = {a, b, o}, i = 1, 2, . . . , k.
2. f (v) 	= o ∀v ∈ Gc −T and f restricted on V (Gc)−f−1(o) is an even colouring; set A := f−1(a), B := f−1(b),
C := f−1(c) and O := f−1(o).
Note that if D is a chordless dominating cycle of G and f a -colouring of (G,D)c then C = ∅.
We shall prove the following:
Theorem 2.12. (G,D) has 2dBMs if and only if (G,D)c has a -colouring.
By the above theorem and since 2dBMs imply a nowhere zero 5-ﬂow we obtain:
Corollary 2.13. (G,D) has a nowhere zero 5-ﬂow if (G,D)c has a -colouring.
For the proof of Theorem 2.12 we need the following lemma below, see Fig. 3.
Lemma 2.14. Replace every chord vw in (G,D) by a K1,3 as follows: subdivide vw and an edge of D incident with w,
calling the respective subdivision vertices q and w′ and add qw′. Denote this graph by (G′,D′). Then the following is
true:
1. (G,D) has 2dBMs if and only if (G′,D′) has 2dBMs.
2. (G,D)c has a -colouring if and only if (G′,D′)c has a -colouring.
Proof. Denote by R the subgraph induced by the chords of (G,D) and let R′ denote the subgraph of (G′,D′) whose
components are the corresponding K1,3’s.
1. Denote the 2dBMs in G by M1, M2 and in G′ by M ′1, M ′2. Let t ∈ E(G − D) (t ∈ E(G′ − D′)) and set{j1, j2} = {1, 2}. Deﬁne Mj1 (M ′j1 ) dependent on M ′j1 (Mj1 ) as follows:
Case 1: t /∈E(R) (t /∈E(R′)). In this case t ∈ Mj1 if and only if t ∈ M ′j1 .
Case 2: t ∈ E(R) (t ∈ E(R′)).
Assume t ∈ {vw, qv, qw, qw′}, see Fig. 3.
Set vw ∈ Mj1 if and only if vq ∈ M ′j1 and qw′ or qw belongs to M ′j2 .
Since G′
M ′j1
may only differ from GMj1 by the edge(s) ww′, G′M ′j1
is bipartite if and only if GMj1 is bipartite. Hence
statement 1 is proved.
2. Let f be a -colouring of Gc and f ′ a -colouring of G′c. Let Rc be the set of vertices in Gc which correspond
to the chords in R, and let R′c be the set of vertices of the triangles in G′c which correspond to R′ in G′. Deﬁne f
dependent on f ′ and vice versa as follows:
Case 1: x ∈ V (Gc) − Rc, (x ∈ V (G′c) − R′c). In this case we deﬁne
f (x) = f ′(x).
Case 2. x ∈ Rc, (x ∈ R′c).
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Thus, we assume x ∈ {(v∗w∗)c, (w∗w′∗)c, (v∗w′∗)c}, see Fig. 3. Note that (w∗w′∗)c has degree two in G′c and that
the neighbourhood of (v∗w∗)c in G′c − (v∗w′∗)c equals the neighbourhood of (v∗w′∗)c in G′c − (v∗w∗)c. Set
f ((v∗w∗)c) = a if and only if f ′((w∗w′∗)c) = b,
f ((v∗w∗)c) = b if and only if f ′((w∗w′∗)c) = a,
and
f ((v∗w∗)c) = c if and only if f ′((w∗w′∗)c) = o.
Let X ∈ {A,B}; see Deﬁnitions 2.5 and 2.11. Since 〈X ∪C〉Gc (w.r. to f) equals 〈X〉G′c (w.r. to f ′), f is a -colouring
if and only if f ′ is a -colouring and the lemma follows. 
Proof of Theorem 2.12. By the last lemmawemay assume that (G,D) has no chords. Thus {q1, q2, . . . , qk}=V (G)−
V (D) are the centres of the K1,3’s.
Let M1,M2 be 2dBMs in (G,D). Using the notation of Fig. 2, we deﬁne a bijection g : ⋃ki=1Eqi → V (Gc) by
setting
g(xiqi) = (z∗i y∗i )c,
g(yiqi) = (z∗i x∗i )c
and
g(ziqi) = (x∗i y∗i )c.
By the deﬁnition of g and since M1 ∩M2 =∅ it follows that g(M1)∩ g(M2)=∅. We show that the vertex set g(Mi)
for i = 1, 2 induces an Eulerian subgraph in Gc. Then we obtain a -colouring by deﬁning (see Deﬁnitions 2.5 and
2.11) A := g(M1), B := g(M2), C := ∅ and O := G − g(M1) − g(M2). Let M ∈ {M1,M2}. Since M is a BM,
(GM,DM) is a bipartite graph. Hence (GM,DM)c is Eulerian by Proposition 2.9. Since 〈g(M)〉Gc = (GM,DM)c, the
ﬁrst part of the proof is ﬁnished.
Let f be a -colouring of (G,D)c. We show that g−1(A) and g−1(B) are 2dBMs in (G,D). Let A∗, B∗ and O∗ be
the sets of chords in (G,D)∗ which correspond to the sets of vertices A, B, and O in (G,D)c. Since M1 := g−1(A) and
M2 := g−1(B) are disjoint matchings—each covering all vertices of G− V (D)—it sufﬁces to show that (GMi ,DMi )
is bipartite for i = 1, 2. By Proposition 2.9 this is equivalent to showing that (GMi ,DMi )c is Eulerian, i = 1, 2. By the
deﬁnition of g and the deﬁnition of the sets A,B,O (see Deﬁnition 2.11) it follows, see Fig. 2, that
(GM1 ,DM1) = ((G∗ − B∗)O∗ , (D − B∗)O∗).
Since
(GM1 ,DM1)
c = ((G∗ − B∗)O∗ , (D − B∗)O∗)c = 〈A〉Gc
and 〈A〉Gc is Eulerian by deﬁnition of a -colouring and because C = ∅, g−1(A) is a BM in G. The same arguments
hold for B. This ﬁnishes the proof of the theorem. 
3. Construction of a counterexample
By Theorem 2.12 a counterexample to the BMC has no -colouring. Let (G,D) have chords. If we want to know
whether Gc has a -colouring w.r. to T, we can proceed in the following manner: we colour the vertices of the triangles
in T (each triangle must be coloured by a, b, o), remove O from Gc and try to extend this colouring of T − O to an
even colouring of Gc − O. If we succeed, we obtain a -colouring, otherwise we start with a new colouring of T.
If no proper colouring of T can be extended to an even colouring of Gc − O, Gc has no -colouring w.r. to T. We
will always proceed in this way to show that G has no 2dBMs. This approach is very promising if |Q(G,D)| = 1 and
Gc − x1 = Gc − y1 = Gc − z1 with {x1, y1, z1} = V (1). Then we have to consider only one colouring of 1 since
Gc − O is the same for every possible -colouring of Gc.
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Fig. 4. Two cyclically 3-edge-connected graphs without 2dBMs.
Deﬁnition 3.1. Let H be a graph. Add a new edge xy with x, y /∈V (H). Connect both vertices of the new edge to all
vertices of H and denote this new graph by Hxy.
Suppose Hxy is an induced subgraph of a graph H ′′ and suppose {x, y} is a vertex cut of H ′′. Colour x with colour
a and y with colour b. Then this colouring of x and y cannot be extended to an even colouring of Hxy and H ′′ if H has
no odd colouring. This consideration implies the following theorem.
Theorem 3.2. (G,D) has no 2dBMs if (G,D)c satisﬁes:
1. |Q(G,D)| = 1.
2. For every pair of vertices {v1, v2} ⊂ V (1), {v1, v2} is a vertex cut of Gc.
3. Gc =H 1x1y1 ∪H 2x1z1 ∪H 3y1z1 where {x1, y1, z1}=V (1) andHi is a connected graph without odd colouring
satisfying Hi ∩ 1 = ∅, i = 1, 2, 3.
As an application see the graphG0 in Fig. 4, already developed byH . Fleischner, whereHi for i=1, 2, 3 corresponds
to a single vertex.A more complicated graphH0 is also illustrated there. For showing thatH0 has no 2dBMs one applies
the last theorem and Theorem 2.7. We will transform G0 into a counterexample of the BMC.
In order to make G0 cyclically 4-edge-connected, we will apply the properties of a graph which are described in the
next lemma.
Recall that an even colouring of a graph H requires by deﬁnition that d〈X∪C〉(v) is even for all v ∈ X ∪ C, where
X ∈ {A,B} (Deﬁnition 2.5). For the next lemma and the preceding theorem the following more general deﬁnition is
useful.
Deﬁnition 3.3. Let H be a graph. Call f : V (H) → {a, b, c} a weak even colouring of H w.r. to a set S ⊆ V (H) if
d〈X∪C〉(v) is even for all v ∈ X ∪ C − S.
Lemma 3.4. Let v1, v2 be the vertices of the graph H1 of Fig. 5 and let them be coloured as illustrated. Then in both
cases there exists no extension to a weak even colouring f of H1 w.r. to S = {v1, v2}.
Proof. Suppose there is a weak even colouring of H1 satisfying one of the colourings illustrated in Fig. 5.
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Fig. 5. H1 denotes the graph on the left hand side. The graph in the middle illustrates the colouring of case 1 and the graph on the right-hand side
the colouring of case 2.
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Fig. 6.
Case 1: f (v1)= a, f (v2)= b. v3 ∈ A∪C is impossible since otherwise 〈A∪C〉 would contain v1 as its unique odd
vertex. Hence v3 ∈ B, implying v4 ∈ B ∪C; otherwise v5 /∈ S would be an odd vertex of 〈A∪C〉 or 〈B ∪C〉. Clearly,
d〈B∪C〉(v3) and d〈B∪C〉(v4) have different parity, which is impossible and thus ﬁnishes this case.
Case 2: f (v1)= a, f (v2)= c. Suppose v3 ∈ B. We conclude as before v4 ∈ B ∪C, and obtain again a contradiction
because of the different parities of d〈B∪C〉(v3) and d〈B∪C〉(v4). Hence v3 ∈ A ∪ C and v4 ∈ A ∪ C. Suppose v3 ∈ A.
Hence v6 ∈ B which implies v4 ∈ C. Thus, independent of the colouring of v5 at least one of d〈A∪C〉(v4) and d〈B∪C〉(v4)
is odd. Hence v3 ∈ C. v4 ∈ B ∪ C implies that one of d〈B∪C〉(v3) and d〈B∪C〉(v4) is odd independent of the colouring
of v5, v6. This contradiction implies v4 ∈ A. v3 ∈ C and v4 ∈ A implies v5 ∈ A (otherwise, d〈B∪C〉(v5) = 1) and
v6 ∈ B (otherwise d〈A∪C〉(v6)= 3). This results in the ﬁnal contradiction d〈A∪C〉(v3)= 3. This ﬁnishes the proof. 
We remark that for this lemma a and b can be exchanged. Observing that the preceding lemma can be applied to the
more general situation where H1 is an induced subgraph and {v1, v2} is a vertex cut, we obtain the following.
Theorem 3.5. Let f be a weak even colouring of the graph H2 of Fig. 6, w.r. to S = {v1, v2}, then f (v1) = f (v2).
Proof. By the last lemma, f (v1) = f (v2) or f (v1) = c and f (v2) = a or b. By symmetry only f (v1) = f (v2) can
occur. 
H2 in Fig. 6 is the circle graph of (G2,D). We insert two copies of (G2,D) − D to G0, as shown in Fig. 7 and
denote this graph by J.
Lemma 3.6. (G,D) is cyclically 4-edge-connected if Gc satisﬁes the following two conditions: 1. Gc is connected. 2.
Gc − v is connected for all v ∈ V (Gc)−⋃ki=1V (i ) and Gc − vi −wi is connected for all vi, wi in i , i = 1, . . . , k.
Proof by contradiction. Suppose Gc satisﬁes conditions 1 and 2 but c(G,D)< 4. Since D is a dominating cycle,
every cyclic edge cut Z of (G,D) satisﬁes |Z ∩ E(D)|> 1. Thus we consider the following cases.
Case 1: |Z|=2. ThenZ ⊂ E(D) by the preceding inequality. Let P1, P2 be the components ofD−Z. Since |Z|=2
every chord of G has both ends in Pi for some i ∈ {1, 2} and the endvertices of every K1,3 of G − E(D) also lie in
the same Pj for some j ∈ {1, 2}. Therefore, every chord of D in (G,D)∗ has both ends in P1 or in P2. For i = 1, 2
set E∗i := {e ∈ E(G∗) − E(D) : e is incident with a vertex of Pi}. Then no e1 ∈ E∗1 crosses any e2 ∈ E∗2 . Therefore,{E∗1 , E∗2 } corresponds to a vertex partition {V c1 , V c2 } of Gc such that vc1vc2 /∈E(Gc) for every vc1 ∈ V c1 , vc2 ∈ V c2 . That
is, Gc is not connected, contradicting the validity of condition 1.
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Fig. 7. The graph J.
Case 2: |Z| = 3. Set Z = {e1, e2, e3} and let |Z| be minimal. Suppose ﬁrst that Z ⊂ E(D). Hence G − Z has two
components. D − Z consists of the three paths L1, L2, L3. Since |Z| is minimal, L1 is w.l.o.g connected with L2 in
G − (D − L1 − L2). Thus L3 cannot be connected with Li in G − (D − L3 − Li), i = 1, 2. Therefore the two edges
in Z which are incident with the endvertices of L3 form a cyclic edge cut of size 2 of G which contradicts that |Z| is
minimal.
Hence we may suppose e1, e2 ∈ E(D) and e3 ∈ E(G) − E(D). Then Z0 := Z − {e3} is an edge cut of size 2 in
G0 := G − e3.
(a) e3 is a chord of G. Applying the considerations of case 1 to G0, we obtain a partition {V c1 , V c2 } of Gc − ec3 such
that no edge of Gc − ec3 joins a vc1 ∈ V c1 with a vc2 ∈ V c2 . That is Gc − ec3 is disconnected, which contradicts the ﬁrst
part of condition 2.
(b) e3 is not a chord of G, i.e., it is incident to qi of some K1,3 ⊂ G − E(D). Set K1,3 = 〈qi, xi, yi, zi〉. W.l.o.g
e3 =qizi . ThenZ∗ := Z0 ∪{x∗i z∗i , y∗i z∗i } is a cyclic edge cut of size 4 in (G,D)∗, andZ0 is a cyclic edge cut (of size 2)
in G∗ − {x∗i z∗i , y∗i z∗i }. Consequently, by arguments similar to those of Case 1 we conclude that ((G∗ − x∗i z∗i )y∗i z∗i )c is
disconnected, i.e.,Gc−vi −wi is disconnected (where vi(wi) corresponds to (x∗i z∗i )c ((y∗i z∗i )c) inGc). This contradicts
the second part of condition 2 and ﬁnishes the proof of the lemma. 
Theorem 3.7. (J,D) is cyclically 4-edge-connected and has no 2dBMs.
Proof. Consider the graph Y c of Fig. 8; Y will be deﬁned later. There every vertex vc ∈ Y c is illustrated without the
upper index c. The dashed drawn edges form a minimal edge cut Eˆ. Thus Y c − Eˆ has precisely two components the
larger of which is J c. Set for reasons of simplicity rc1 := (x∗1z∗1)c, rc2 := (z∗1y∗1 )c and rc3 := (x∗1y∗1 )c. Note that 1 is the
only triangle of J c which corresponds to (the unique) K1,3 of (J,D). A straightforward check shows that J c satisﬁes
condition 1,2 of Lemma 3.6 implying that c(J )> 3.
Suppose J c has a -colouring f and suppose for 1 ⊂ J c that the colouring of V (1) is as indicated in Fig. 8; i.e.
f (rc1)= a, f (rc2)= o,f (rc3)= b. By Theorem 3.5 and since c1, c2 is a vertex cut, f must satisfy f (c1)= f (c2), which
yields the contradiction that at least d〈A∪C〉(rc5) or d〈B∪C〉(r
c
5) is odd. The same contradiction is obtained if f (r
c
1)= b,
f (rc3) = a.
If f (rc1)=o, then by an argument symmetric to the case f (rc2)=o (utilizing f (c1)=f (c2)) we obtain a contradiction
w.r. to rc6 .
Finally, if f (rc3) = o, then we obtain an analogous contradiction w.r. to rc4 by using both equations f (c1) = f (c2),
f (c1) = f (c2).
Having obtained contradictions for all possible colourings of 1, we conclude that J c has no -colouring, i.e., J
has no 2dBMs. The theorem now follows. 
Unfortunately, J is 3-edge-colourable because it is Hamiltonian, see Fig. 7. However, we extract the following from
the second part of the proof of Theorem 3.7.
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Fig. 8. The graph Yc and J c .
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Fig. 9. The transformation from the graph J into the graph Y.
Proposition 3.8. Suppose Xc is the circle graph of some cubic graph X such that J c ⊂ Xc and dJc (rci ) = dXc(rci ),
i = 4, 5, 6. Then there is no -colouring of Xc satisfying f (c1) = f (c2), f (c1) = f (c2).
Now we use Proposition 3.8 to construct a counterexample to the BMC.
First, form
Y− := (J − v1w1) ∪ (P10 − l1l9) ∪ {v1l1, w1l9},
where P10 is the Petersen graph (see Fig. 9). Y− is not 3-edge-colourable. Let P ′10 (see Fig. 9) be a copy of P10 with a
different labeling to obtain later a suitable labeling of the counterexample. Form the dot product [7] of Y− with P ′10 to
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Fig. 10. The graph (Y,D) without 2dBMs.
obtain the ﬁnal graph
Y := (Y− − {l7l3, v2w2}) ∪ (P ′10 − {l′10, l′9}) ∪ ({l3l′3, l7l′6, l′1v2, l′8w2});
see Fig. 9 (the edges in bold face illustrate the dominating cycle of (Y,D)) and Fig. 10 which shows Y.
Theorem 3.9. (Y,D) is a counterexample to the BMC.
Proof. Y is, by construction, not 3-edge-colourable. Since it is straightforward to verify the validity of condition 1,2
of Lemma 3.6 for the graph Y c (see Fig. 8), we conclude that c(Y )> 3. Looking again at Y c in Fig. 8 we observe
that it contains two copies of H2 (see Fig. 6) which have only c1 and c2, c1 and c2, respectively, in common with the
rest of Y c. Therefore, any -colouring of Y c—if such colouring exists—must satisfy f (c1) = f (c2), f (c1) = f (c2)
(Theorem 3.5). However, dYc (rci )= dJc (rci ) for i = 4, 5, 6 implies that Y c has no -colouring at all (Proposition 3.8).
Therefore Y has no 2dBMs. The theorem now follows. 
Remark 3.10. Note that we can construct inﬁnitely many counterexamples to the BMC with the aid of Proposition 3.8
(by extendingY).Moreoverwe can transformH0, see Fig. 4 or some other (G,D)without 2dBMs into a counterexample
of the BMC with the preceding methods which we used for the transformation of G0 into Y.
Y has no 2dBMs w.r. to one given dominating cycle. Fig. 11 showsY with another dominating cycle D1 and 2dBMs
of (Y,D1). The edges marked by an a from one BM. The other BM consists of the chords which are not marked at all
and the edge (incident to q) which is marked by b. (One can see straightforward that each described BM is indeed a
BM by verifying that YBM is bipartite.)
We suggest the following modiﬁed BMC which also implies the DCC.
Conjecture 3.11. Every cubic cyclically 4-edge-connected graph G has at least one dominating cycle D such that
(G,D) has 2dBMs.
In contrast to the BMC we do not demand (G,D) to be a snark. We believe that if there exists a counterexample to
Conjecture 3.11 then this counterexample can also be transformed to a snark.
The truth of Conjecture 3.11 would prove the NZ5FC and the CDCC; see [3,4]. However, little is known about the
existence and properties of dominating cycles in cubic cyclically 4-edge-connected graphs, which gives not much hope
for a proof of the said conjectures via the modiﬁed BMC.
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Fig. 11. The graph (Y,D1) with 2dBMs. The edges in bold face show D1.
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