Abstract-The exponential growth of enrollment in the biometric system produces massive amount of high dimensionality data that leads to the degradation of performance of the system. Also different kind of issues pops up in handling such huge data sets. Therefore in order to overcome the performance issues arising due to this data deluge we aim to implement this system in a distributed manner on a high performance cluster cloud. High availability and scalability are some of the added advantages of using this approach. In this paper we propose a mobile biometric system that uses dynamic signatures and performs authentication on the go. This framework includes steps involving data capture using any handheld mobile device, then storage, preprocessing and training in a distributed manner overcloud. Moreover, the methodology adopted by us is very novel as it provides better time efficiency and scalability. We have systematically designed and conducted experiments to evaluate the proposed framework on dynamic signature datasets recorded in real time. The experiments demonstrate that better performance was achieved by our proposed framework as compared to the other methods used in recent literature.
INTRODUCTION
HE recent upheaval of touch screen technology is providing a viable environment of implementation of mobile biometric system. Biometric system is used to establish the identity of an individual. Dynamic signature is one such biometric modality which is used in establishing identities and is socially and legally accepted [5] . Dynamic signature authentication is a relatively new approach for user-validation which can replace passwords or tokens, that may be forgotten or stolen [6] . Dynamic signatures are much more than static signatures in which just the shape of the signature is recorded. In dynamic signatures, signatures are captured using touch sensitive digitizing tablet and other behavioral information such as pressure, velocity, pen-tilt angles, total time taken to sign, acceleration etc. are also captured. Signatures captured in controlled environment with a pen tablet is relatively easier to implement but in touch enabled mobile devices, the quality of signature captured is not as good because the pen pressure and pen-tilt angle information is not present in mobile devices [6] . In recent times, smart phones and tablets have become very popular in accessing all kind of services and information. That is why; implementing biometric system in mobile devices has become an attractive target [7] . Much work has been done in the context of online signature verification but very less work has been performed in the area of mobile devices. One problem in the implementation of signature biometric system in mobile environment is that, a reasonable number of signature samples have to be captured from each user so that the system can be trained properly, along with that a number of forged samples should also be captured to train the system and since each signature sample contains a lot of information and there can be millions of users whose signatures are to be stored as templates, it is nearly impossible to be done by a single processor of a hand-held device and therefore a data management issue arises which needs to be resolved. Moreover even though if a system is able to handle such kind of data, there is always a performance degradation arising due to computationally intensive tasks. In order to solve this data management problem and thereby performance issue arising due to large number of signature samples, distributing the processing and storage over a cloud comes up as an inherent solution. Furthermore, distributing the computing on a Cloud platform offers several benefits over the existing computing models such as dynamic scalability [13] , rapid elasticity and pay per usage [16] assistance. It provides the users with an illusion of infinite storage and computing resources. Computing resources such as memory, CPU, servers and platforms can be used in a utility like manner [15] by paying only for the amount of usage of these resources. By utilizing cloud as the computational model for biometric signature verification we would be able to address several additional issues like cost and energy optimization along with the major issue of huge information management. The information about each individual can be easily offloaded to a third party cloud and managed efficiently. This can be attributed due to the scalability and elasticity feature of cloud. Thus, this paper is an attempt to solve data management [11] . This paper discusses about the existing approaches to mobile biometric authentication and then presents our novel Cloud based mobile biometric authentication framework. The framework proposed provides a scalable and efficient approach for biometric signature verification. The efficiency of the framework lies in the performance improvements gained over the existing ones in literature. However, there are certain limitations while include data upload as a bottleneck in our system. Our contributions are as follows.  Proposal of Cloud based mobile biometric authentication framework  Validation of the proposed approach through rigorous experimentations The rest of the paper is organized as follows Section 2 provides a summary of the existing approaches to mobile biometric authentication. Section 3 discusses the preliminary assumptions, notations and modeling used. Section 4 presents the proposed framework. Section 5 describes our experimental setup while section 6 shows the experiments and implementation done. Finally the paper is summarized in section 7.
LITERATURE SURVEY
Research carried out in the field of biometric signature verification on mobile devices is very little [7] . In general the signature data is captured using a pen tablet [8] . Although there are some work that involve capturing biometric signature through alternative devices [7] , [5] . The conventional pen tablets usually capture more information than mobile devices; these devices capture information like pen pressure, pen trajectories, pen orientation, penups and pen-downs etc. Different algorithms have been applied for verification purpose [9] , [10] . Dynamic Time Warping (DTW), Hidden Markov Model (HMM), Artificial Neural Network (ANN), Support Vector Machine (SVM) are the mostly used algorithms in the literature [10] . The effects of using different signing space has been studied but not in context of hand held devices [3] . We have used hand held devices like smart phones, pdas and tablets to capture the signature data. We have captured orientation angles also using the sensors present in almost every mobile devices to achieve a better accuracy value compared to the work given in [7] . Next generation of Biometric systems need to adapt themselves to latest trends and technologies and cater to the needs of growing rate of data. Some of the next generation requirements of biometric system are listed in table 1. Therefore, we need to develop systems that are interoperable with the existing biometric systems that are are currently being used in forensics, industrial organizations, banking sectors and academics. These systems need to be flexible, expandable, scalable and highly dynamic to accommodate increasing demands of biometric technology and standards. Hence we can leverage the advantages and features offered by cloud computing to tackle these requirements. Virtualization is the key concept behind cloud computing [13] , [14] as it offers various features such as infinite data storage and memory along with reduced costs of dedicated servers. There are also several problems with adopting cloud computing for biometric data which pose as threat to data such as data privacy, VMware escape and mobility issues. Confidentiality of Biometric data in cloud can be enhanced using biometric encryption [4] . The authors in [5] used Amazon cloud for performing biometric identification on different sized data and achieved a cost optimal solution for it. A cancellable biometric authentication approach [6] can be used for management of biometric data. In this approach a distorted biometric image can be used for data authentication and data hiding is performed for embedding demographic information in biometric samples. Therefore, most of the work done in literature is based on data identification and security of biometric data in cloud. Moreover, most of the work done is based on static biometric samples; this paper focuses on user authentication aspect of mobile biometric through the use of cloud techniques.
PRELIMINARY CONCEPTS

Assumptions
For the implementation of our framework we consider an environment consisting of a set of handheld devices at various positions spanning across an area of 15000 km 2 . It is assumed that all these devices are connected via the internet at all times. There is a set of D devices that are accessible to U users. Thus, every entity in our biometric system consist of a tuple T where T = {U, D}. Thus every tuple T belonging to {T 1 , T 2 ,...} is connected to a High Performance Computing Cloud cluster. We assume that as soon as the signature is captured it is transferred to a cloud and its training and processing is offloaded to a private cloud cluster. Time delay and network latency is ignored in our system and this duration between data capture and transfer is almost negligible. The signatures have been captured in two different sessions from each user in a difference of 5 days to incorporate the intra class variations that might occur due to the mood and emotional imbalance. It is also notified that the data has been captured statically i.e. the subject was stationery at the time of collection of samples and the data is collected from 10 fixed locations. The notations used in this paper have been described in table 2.
Data Model
The proposed framework operates over a set of entities where each entity is a representative of real world objects.
Signature Sample modeling
Each representative sample collected in this framework is composed of dynamic parameters representing acceleration, magnetic field, orientation and angular velocity. Thus, each sample is a quadruple i.e. Sample S i j = {α,µ,Ф,Ѵ}, where S i j is the jth sample of ith user, 0 < j ≤ 40 and i can be any large val-ue since our framework is dynamically scalable giving users an illusion of infinite storage capacity. Each element of this quadruple is further divided into triplets. Thus, α is a set consisting of triplets where {X α , Y α , Z α } ϵ α, µ is also a triplet where {X μ , Y μ , Z μ } ϵ µ, Ф is composed of three elements as well {Azimuth, Pitch, Roll} ϵ Ф and angular velocity Ѵ repre-
Feature Extraction Model
The feature extraction model adopted in this approach con sists of a distributed approach where the pre-processing of data is done in a distributed manner.
Problem Definition of data sample: Given 'm' samples, with n features representing N dimensional space of data, the problem lies in how to project this data to a lower dimensional space for a very large value of n while preserving the similarities and variations in the data sample.
The solution to this problem lies in adoption of a mechanism which preserves the behavior of data while adhering to the costs required for storage and analysis. And one such mechanism prevalent in the literature is Principle Component Analysis (PCA). By using PCA we were able to reduce our original twelve dimensional data up to four dimensions. The usage of PCA reduced the storage space and costs involved in processing the data on cloud.
PROPOSED FRAMEWORK
To overcome the data management issues and to improve performance issues arisen from the implementation of biometric system in hand held devices, we propose a cloud based biometric framework. The framework takes advantage of infinite storage and computing capacity offered by cloud Figure 1 provides an overview of the proposed framework. The framework is divided into five phases: (1) data capture, (2) data storage, (3) data preprocessing, (4) training, testing and storage of the model and (5) query phase.
Phase 1 Data Capture
In this phase data is captured through touch sensitive handheld devices, and all the relevant features are acquired through the sensors associated with the device. The total number of users in our experiment is 630. Each of these users were asked to give 20 genuine signatures, and other users were asked to produce skilled forgery for the user 
Phase 2 Data Storage
After the data has been captured it is then stored in the HDFS cloud [18] . HDFS is a distributed file system which can be deployed on low cost commodity hardware. It is highly fault tolerant with high throughput and has the ability to store very large datasets. Since the data of signature samples collected by us is very large therefore, HDFs comes up as a viable solution. It easily allows scaling up [2] to hundreds of nodes in a single cluster thus supports up to gigabytes or terabytes of data.
Phase 3 Data pre-processing
This phase performs pre-processing of signature samples that were collected from mobile devices. In order to carry out pre processing of these samples two techniques were adopted. We have used PCA in both the approaches. The reason why PCA has been used is to take advantage of time and storage space reduction that it offers. Since, we are using neural network to perform modeling of the system PCA is a feasible option because of its multi-co linearity removal feature which aids in enhancing performance of machine learning model. Firstly, data was pre-processed using Algorithm 1 which adopted the use of PCA. Secondly, the same data was preprocessed using the proposed algorithm 2. Definition 1: Let Getsigsamples represent the method for capturing the dynamic and behavioral features of the signature of mobile users. In algorithm 1, M signature samples are collected for every individual using mobile devices. There are total of N users against which the samples are obtained. Thus, there are M*N datasets collectively. After collection of data sets covariance is computed and then square root of diagonal elements of covariance matrix is obtained for the captured data. Then, correlation is found out using step 9 of algorithm 1. Figure  2 .According to this figure biometric signature sample data is passed through a MapReduce programming model. This MapReduce programming model is used for paralleliz ing the processing of our data since the data is of huge size. It uses key value pair as a data type in general. MapReduce programming of our proposed approach is divided into two functions: a CovarianceMapper function and a CovarianceReducer function. The job of the MapReduce framework is to execute these functions in parallel on different machines, the number of machines depend upon the size of data being executed. The exquisiteness of this approach lies in the fact that MapReduce is scalable and therefore automatically scales up and down the processing to several nodes. The data is firstly processed in parallel by the CovarianceMapper and then this output is recombined by the CovarianceReducer function. After completion of the MapReduce phases, PCA coefficients are computed at different nodes and the consolidated result is returned by step 12. 
Phase 4 Training, testing and storage
During this phase the pre-processed data is trained using feed-forward backpropogation neural network [19] , then the network is tested using stratified subset of the data set. Finally, these trained networks with acceptable FAR/FRR rates are stored back on HDFS. Algorithm 3 has been used to do the training on the dataset. In this Algorithm, the Pcacoef matrix obtained as the output of Algorithm 2 has been used as the input data. This input data is to be treated as the training set. Feed forward neural network is applied along with backpropagation algorithm for training purpose. 
The result obtained i.e. the trained network is returned by the Definition 2: ffnx is a function that implements backpropagation algorithm on a feed forward network with input layer of i nodes, n hidden layers with h nodes and an output layer of two nodes representing genuine or forged. Definition 3: fdfnx performs backpropagation algorithm on a distributed feedforward network, the distribution is decided based on the size of the dataset.
ALGORITHM 1 ALGOSigPreprocess
End
Algorithm 4 is the distributed version of algorithm 3. In this algorithm, the training is done on the datasets in a parallel manner. All the processing has been done on Hadoop. This algorithm takes the preprocessed signature data as input and then backpropagation algorithm is applied on a neural network to train the data. The output of this data produces a global network (TGlobal) that is trained on the dataset. This global network is obtained by combining all the local networks (Ts). The preprocessed data is trained using artificial neural network. We have used accelerated/modified backpropagation algorithm on a feed forward network [17] .Following algorithms are prposed to optimize the network.
Levenberg-Marquardt backpropagation
Levenberg-Marquardt backpropagation algorithm is used to achieve second-order training pace without computing the Hessian matrix. The Hessian matrix can be represented as follows:
Where J is the Jacobian matrix [4] . And its gradient is computed as:
The Jacobian matrix contains the first order network error derivatives where e denotes a set of errors. A backpropagation algorithm can be used to compute the Jacobian matrix which is easier than Hessian matrix computation. This algorithm uses the following update to approximate the Hessian matrix:
Conjugate gradient backpropagation
In basic backpropagation algorithm, the weights are adjusted in the direction of negative gradients. It can be noted, that even if the performance decreases most rapidly in this direction but it does not necessarily converge that rapidly. Therefore, in Conjugate gradient backpropagation algorithm, the weights are adjusted in conjugate directions, and it takes less time to converge than steepest descent methods [4] . Neural Network needs to provide second order information to conjugate gradient methods, but it needs only O(N) memory where N is the number of weights in the neural network [5] . In most of the conjugate gradient methods searching is started out in the steepest descent direction at first and then search is continued in the conjugate direction to determine the step-size, and then the step size is adjusted in next iteration [4] .Here, N is the number of weights in the neural network [5] . In most of the conjugate gradient methods searching is started out in the steepest descent direction at first and then search is continued in the conjugate direction to determine 6the step-size, and then the step size is adjusted in next itera tion [4] .
Resilient backpropagation
The resilient backpropagation algorithm is also based on the conventional backpropagation algorithms that compute the errors of the network and tries to minimize it by modifying the weights of the network. The pseudo-code for resilient backpropagation is given by [10] .
Bayesian regularization
In order to design a network that has minimum errors and that generalizes well, Bayesian method is proposed to constrain the network parameter size. The system will find difficulty in its implementation if the network is over-sized. With the inclusion of regularization the objective function can be represented as:
Where w E is the sum of squares of the parameters of the network and  is the ratio of the performance. This optimal parameter can be determined using Bayesian rule: 
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End
Where, M is the neural network model, D represents the data, W is the set of working parameters [6] . Bayesian regularization in neural network reduces the requirement of extended cross-validations. This algorithm is difficult to overtrain and overfit [11] .
Gradient descent backpropagation
Gradient descent is a first-order optimization problem, In order to find the local minima of a function; step is taken towards the negative direction of the gradient at that point. Gradient descent may or may not find global minima Let f(x) is a function of a variable x, x is n-dimensional. Then ) (x f  maximum descent direction. Thus, at a point x 0 , we can calculate the gradient using equation 6.
Let t 1 is the point at which function f has a minimum value. We calculate the value of x 1 using equation 7.
) (
Then the local minima of f(x) are close.
Phase 5 Query
After the data is captured, pre processed, trained and the trained model is stored on cloud, it is then queried. The query is performed to check whether the user is a legitimate one or not. The process of querying is carried out by Hive as the data is stored on an HDFS. Hive [1] is a data warehouse software that provides provision for querying of large datasets which resides on a distributed storage system. The data is queried into HDFS using HiveQL [1] . Figure 3 shows the Hive architecture for the proposed Sig Query. The end user firstly issues a sig query at the Hive command line interface. The processing then goes to the HiveQL process Engine where the query is processed which involves testing of the network through MapReduce programs. It also involves data retrieval from HDFS and Meta Store which contains meta data information. To validate a transaction, the user is asked for a signature, that he can input using his mobile device, and then this signature is preprocessed. After the preprocessing a Sig query is issued at the Hive command line interface and then sent to the HiveQL process engine for testing purpose, where it is checked against the signatures of registered users stored in HDFS to find out whether the signature is genuine or forged. 
EXPERIMENTAL SETUP
In this section, the experimental setup of all the phases is explained.
Baseline System
The implementation of the proposed framework was done on a 16 cabinet cluster based on commodity off shelf building blocks. It has a total of 397 nodes using Haswell processors which are well suited for High Performance computing (HPC) requirements. The number of cores per node was 24 and memory available per node was 128 GB. Hence the total number of cores available in the cluster was 9528 and total memory available was 11,116 GB. The experimental data sets used by us are real handwriting data collected on a mobile device.
Data capture and dataset used
We have used three mobile devices working on three different platforms iOS, android and windows to capture signature samples. The devices used were handheld and belonged to four different well known brands. The brands and their respective models were: Xiomi's Mi 4i, Samsung Galaxy s3 and Note 2, Apple's iPad and iPhone 4s and Motorola's MotoG. We let the user's use both stylus and fingertips to record their signatures. We collected signature samples from 630 users, each user was asked to give 20 genuine signature and other users were requested to give 20 forged signatures for the user.
Therefore 40 signature samples were stored against each user thus total number of signature samples stored was 25200.
Feature Extraction
Feature extraction was performed using distributed PCA on a hadoop distributed file system (HDFS). The data was distributed on a high performance computing cluster with 397 nodes. The processing was carried out on the hadoop environment using mapreduce programming model. The advantage of using this environment is that we can perform computations on commodity hardware thereby saving on the inventory cost. Apart from this it offers high reliability, scalability and flexibility. Another advantage of this method is that computations can be performed fast, since there is no data movement overhead as hadoop supports bringing computation to data rather than data to computation. 6 Experiments and Implementation
Data pre-processing
In order to perform data pre-processing PCA has been used. There were two approaches adopted, Firstly, algorithm 1 was used which is a sequential version of PCA. It was observed that the system crashed more than 50 percent of the times this algorithm was run. This can be attributed to the incapabil ity of the system to handle the data of such huge volume. Therefore, to overcome this limitation algorithm 2 which is a distributed version of algorithm1 was adopted. The system on running algorithm 2 was able to pre-process the entire data set by spanning across 28 nodes. The average time taken to perform pca using Algo 2 was 29.6 minutes. In order to further validate the applicability of the proposed approach a plot of speedups achieved using the two algorithms was plotted as shown in figure 4 . The experiments were conducted repeatedly 15 times and it was observed that the system could achieve a speedup of 10x using algorithm 2.Therefore at the end of pre-processing, the data was reduced to 25 percent (approximately) of the original size thereby reducing the storage space. The reduction in storage space leads to faster processing and cost optimizations.
Training and Testing 6.2.1 Evaluation Metrics:
A signature authentication system is checked using the following three parameters: False acceptance rate (FAR): FAR measures the accuracy of the biometric system by providing the probability of the cases when the system accepts an incorrect output (forged sample), FAR can be represented using the terms false positives (FP) and true negatives (TN) as given in equation 8.
(8)
False Rejection rate (FRR): FRR measures the accuracy of the biometric system by providing the probability of the cases when the system rejects a correct output (genuine sample), FRR can be represented using the terms false negatives (FN) and true positives (TP) as given in equation 9.
(9)
Equal Error Rate (EER): The value when both FAR and FRR becomes equal is the EER of the system. It can be represented using equation 10.
(10)
Results:
After the data is pre-processed and brought in a uniform format, we train the data using accelerated/modified backpropa gation algorithm on a feed forward network. Figure 5 shows the results of the two proposed training algorithms, AlgoTrainSample and AlgoDistTrainSample which is the distributed version of the first algorithm. We can see from the results that AlgoTrainSample has an EER of 0.53 and it performs better than methods used in Gruber et al. (2012), so we adopted a distributed approach and we achieved the best performance with an EER of 0.24. Figure 6 represents the ROC curve of first twenty user data, after applying AlgoDistTrainSample to it. In figure 7 , the ROC curves of both the algorithms are given. The ROC curve of AlgoDistTrainSample in Figure 7b is better than that of AlgoTrainSample given in Figure 7a . It can be seen that when we use artificial neural network on a standalone machine, the performance of the system is not better than the best methods in the literature. In our Algorithm AlgoDistTrainSample we use the features of hadoop to distribute the training samples and thereby the performance of the biometric system improves considerably.
Effect of varying the Signature features on the system
In this section we discuss the effects of different feature on AlgoTrainsample and AlgoDistTrainSample, by altering the different features used for classification purpose. From table 4, we can see that, features play an important role in the classification of signature samples, it is important to analyse that which feature is more important and which one is less important for making the authentication system computationally inexpensive. We can see that the error rate increases as we exclude features like X α and Y α , whereas features like Y v and Z v don't bring any change in the error rate of the whole system, hence we can conclude that Y v and Z v features can be excluded from the database without effecting performance of the system. Apart from the difference in error rate, the table also demonstrates that the error rate achieved in distributed version of the algorithm is lower than that of the sequential one. Hence, AlgoDistTrainSample performs better than AlgoTrainsample even with varying features. of training of the data in which again we experimented and compared the training results at both sequential and parallel levels. And the best result yields an equal error rate of 0.24 which is better than the methods used in the literature. The results have clearly shown that improved performance of biometric signature authentication system can be achieved using this approach.Moreover, the use of cloud technologies offers a scalable and cost effective solution. We also, performed an analysis of the different features in order to find out the impact of different features on the system both on the distributed and sequential version of the proposed training algorithms as summarised in Table 4 . The experimental results demonstrate that acceleration in X and Y direction is an important feature and has a significant impact on the system . With reported accuracy (EER 0.24), the proposed system can be successfully deployed in a banking scenario where thousands of its world-wide customers are given flexibility to use their mobile device for automated authentication during internet banking using their mobile.
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