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Abstract
We propose a dual decomposition and linear program
relaxation of the NP-hard minimum cost multicut problem.
Unlike other polyhedral relaxations of the multicut polytope,
it is amenable to efficient optimization by message pass-
ing. Like other polyhedral relaxations, it can be tightened
efficiently by cutting planes. We define an algorithm that
alternates between message passing and efficient separation
of cycle- and odd-wheel inequalities. This algorithm is more
efficient than state-of-the-art algorithms based on linear pro-
gramming, including algorithms written in the framework
of leading commercial software, as we show in experiments
with large instances of the problem from applications in com-
puter vision, biomedical image analysis and data mining.
1. Introduction
Decomposing a graph into meaningful clusters is a fun-
damental primitive in computer vision, biomedical image
analysis and data mining. In settings where no information is
given about the number or size of clusters, and information
is given only about the pairwise similarity or dissimilarity of
nodes, a canonical mathematical abstraction is the minimum
cost multicut (or correlation clustering) problem [14]. The
feasible solutions of this problem, multicuts, relate one-to-
one to the decompositions of the graph. A multicut is the set
of edges that straddle distinct clusters. The cost of a multicut
is the sum of costs attributed to its edges.
In the field of computer vision, the minimum cost multi-
cut problem has been applied in [3, 4, 39, 6] to the task of
unsupervised image segmentation defined by the BSDS data
sets and benchmarks [30] . In the field of biomedical image
analysis, the minimum cost multicut problem has been ap-
plied to an image segmentation task for connectomics [5]. In
the field of data mining, applications include [7, 33, 12, 13].
As the minimum cost multicut problem is NP-hard [9, 16],
even for planar graphs [8] large and complex instances with
millions of edges, especially those for connectomics, pose a
challenge for existing algorithms.
Related Work. Due to the importance of multicuts for
applications, many algorithms for the minimum cost multicut
problem have been proposed. They are grouped below into
three categories: primal feasible local search algorithms,
linear programming algorithms and fusion algorithms.
Primal feasible local search algorithms [35, 31, 20, 18,
19] attempt to improve an initial feasible solution by means
of local transformations from a set that can be indexed or
searched efficiently. Local search algorithms are practical
for large instances, as the cost of all operations is small
compared to the cost of solving the entire problem at once.
On the downside, the feasible solution that is output typically
depends on the initialization. And even if a solution is found,
optimality is not certified, as no lower bound is computed.
Linear programming algorithms [24, 25, 27, 32, 38] op-
erate on an outer polyhedral relaxation of the feasible set.
Their output is independent of their initialization and pro-
vides a lower bound. This lower bound can be used directly
inside a branch-and-bound search for certified optimal so-
lutions. Alternatively, the LP relaxation can be tightened
by cutting planes. Several classes of planes are known that
define a facet of the multicut polytope and can be separated
efficiently [14]. On the downside, algorithms for general
LPs that are agnostic to the structure of the multicut problem
scale super-linearly with the size of the instance.
Fusion algorithms attempt to combine feasible solutions
of subproblems obtained by combinatorial or random proce-
dures into successively better multicuts. The fusion process
can either rely on column generation [39], binary quadratic
programming [11] or any algorithm for solving integer
LPs [10]. In particular, [39] provides dual lower bounds
but is restricted to planar graphs. [11, 10] explore the pri-
mal solution space in a clever way, but do not output dual
information.
Outline. Below, a discussion of preliminaries (Sec. 2) is
followed by the definition of our proposed decomposition
(Sec. 3) and algorithm (Sec. 4) for the minimum cost multicut
problem. Our approach combines the efficiency of local
search with the lower bounds of LPs and the subproblems
of fusion, as we show in experiments with large and diverse
instances of the problem (Sec. 5). All code and data will be
made publicly available upon acceptance of the paper.
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Figure 1. Depicted above is a decomposition of a graph into three
components (green). The multicut induced by this decomposition
consists of the edges that straddle distinct components (red).
2. Preliminaries
2.1. Minimum Cost Multicut Problem
A decomposition (or clustering) of a graphG = (V,E) is
a partition V1∪˙ . . .∪Vk of the node set V such that Vi∩Vj =
∅ ∀i 6= j and every cluster Vi, i = 1, . . . , k is connected.
The multicut induced by a decomposition is the subset of
those edges that straddle distinct clusters (cf. Fig. 1). Such
edges are said to be cut. Every multicut induced by any
decomposition of G is called a multicut of G. We denote by
MG the set of all multicuts of G.
Given, for every edge e ∈ E, a cost ce ∈ R of this
edge being cut, the instance of the minimum cost multicut
problem w.r.t. these costs is the optimization problem (1)
whose feasible solutions are all multicuts of G. For any edge
{v, w} = e ∈ E, negative costs θe < 0 favour the nodes v
and w to be in distinct components. Positive costs θe > 0
favour these nodes to lie in the same component.
min
M∈MG
∑
e∈M
θe (1)
This problem is NP-hard [9, 16], even for planar
graphs [8]. Below, we recapitulate its formulation as a bi-
nary LP and then turn to LP relaxations: For any 01-labeling
x ∈ {0, 1}E of the edges of G, the subset x−1(1) of those
edges labeled 1 is a multicut of G if and only if x satisfies
the system (3) of cycle inequalities [14]. Hence, (1) can be
stated equivalently in the form of the binary LP (2)–(4).
min
x∈RE
∑
e∈E
θexe (2)
subject to ∀C ∈ cycles(G) : xe ≤
∑
e′∈C\{e}
xe′ (3)
x ∈ {0, 1}E (4)
An LP relaxation is obtained by replacing the integrality
constraints (4) by x ∈ P with P ⊆ [0, 1]E . This results in
an outer relaxation of the multicut polytope, which is the
convex hull of the characteristic functions of all multicuts of
G. The LP relaxation obtained for P := [0, 1]E , i.e., with
only the cycle inequalities, will not in general be tight.
A tighter LP relaxation is obtained by enforing also the
odd wheel inequalities [14]. A k-wheel is a cycle in G with
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Figure 3. Odd Bicycle Wheel
k nodes all of which are connected to an additional node
u ∈ V that is not in the cycle and is called the center of
the k-wheel (cf. Fig. 2). For any odd number k ∈ N, any k-
wheel of G, the cycle C = (v1v2, . . . , vkv1) and the center
u of the k-wheel, every characteristic function x ∈ {0, 1}E
of a multicut x−1(1) of G satisfies the odd wheel inequality
k∑
i=1
xvivi+1 −
k∑
i=1
xuvi ≤
⌊
k
2
⌋
with vk+1 := v1 . (5)
For completeness, we note that other inqualities known
to further tighten the LP relaxation can be included in our
algorithm, e.g., the bicycle inequalities [14] defind on graphs
as in Fig. 3. We, however, do not consider inequalities other
than cycles and odd wheels in the algorithm we propose.
2.2. Integer relaxed pairwise separable LPs
LP relaxations of the multicut problem can in principle be
solved with algorithms for general LPs which are available
in excellent software such as CPlex [2] and Gurobi [22].
However, these algorithms scale super-linearly with the size
of the problem and are hence impractical for large instances.
We define in Sec. 3 an LP relaxation of the multicut
problem in form of an IRPS-LP (Def. 1). IRPS-LPs are a
special case of dual decomposition [21]. In Def. 1, every
i ∈ V defines a subproblem, and every edge ij ∈ E defines
a dependency of subproblems. Def. 1 is more specific in that,
firstly, the subproblems are binary and, secondly, the linear
constraints (9) that describe the dependence of subproblems
are defined by 01-matrices that map 01-vectors to 01-vectors.
IRPS-LPs are amenable to efficient optimization by message
passing in the framework of [36].
Definition 1 (IRPS-LP [36]). LetN ∈ N and letG = (V,E)
be a graph with V = {1, . . . , N}. For every j ∈ V, let
dj ∈ N, let Xj ⊆ {0, 1}dj , and let θj ∈ Rdj . Let Λ :=
conv(X1)×· · ·×conv(XN ). For every {j, k} = e ∈ E, let
me ∈ N, A(j,k) ∈ {0, 1}me×dj and A(k,j) ∈ {0, 1}me×dk
such that
∀x ∈ Xj : A(j,k)x ∈ {0, 1}me (6)
∀x ∈ Xk : A(k,j)x ∈ {0, 1}me (7)
Then, the LP written below is called integer relaxed pairwise
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Figure 4. Depicted above is a triangulated cycle (black) covered by
three triangles (red, green and blue)
separable w.r.t. the graph G.
min
µ∈Λ
∑
j∈V
dj∑
k=1
θjkµjk (8)
subject to ∀{j, k} ∈ E : A(j,k)µj = A(k,j)µk (9)
3. Dual Decomposition
A straight-forward decomposition of the minimum cost
multicut problem (2)–(4) in the form of an IRPS-LP (Def. 1)
consists of one subproblem for every edge, one subproblem
for every cycle inequality and one subproblem for every odd-
wheel inequality. From a computational perspective, it is
however advantageous to triangulate cycles and odd wheels,
and to consider the resulting smaller subproblems. Below,
three classes of subproblems are defined rigorously.
Edge Subproblems. For every edge e ∈ E, we consider
a subproblem e ∈ V with the feasible set Xe := {0, 1},
encoding whether edge e is cut (1) or uncut (0).
Triangle Subproblems For every cycle C =
{v1v2, v2v3, . . . vkv1} ⊆ E, we consider the trian-
gles v1v2v3 to vk−1vkv1, as depicted in Fig. 4. If some edge
uv of a triangle Ci is not in E, we add it to E with cost
zero, i.e., we triangulate the cycle in G. For each triangle
uvw, we introduce a subproblem uvw ∈ V whose feasible
set consists of the five feasible multicuts of the triangle, i.e.,
Xuvw := {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)}.
Lollipop Subproblems For every odd number k ∈ N and
every k-wheel of G consisting of a center node u and cycle
nodes v1, . . . , vk, we introduce two classes of subproblems.
For the 5-wheel depicted in Fig. 2, these subproblems are
depicted in Fig. 5.
For every j ∈ {2, . . . , k}, we add the triangle subproblem
uv1vj ∈ V, as described in the previous section.
For every j ∈ {2, . . . , k − 1}, we add the subproblem
uvjvj+1, v1 ∈ V for the lollipop graph that consists of the
triangle uvjvj+1 and the additional edge uv1. The feasible
set Xuvw,s of a lollipop graph uvw, s has ten elements, five
v1
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Figure 5. Depicted above is a triangulation of the odd wheel from
Figure 2. It consists of the triangles uv1v2, uv1v3, uv1v4, uv1v5
and the lollipop graphs (uv2v3, v1), (uv3v4, v1), (uv4v5, v1).
feasible multicuts of the triangle times two for accounting
for the additional edge.
3.1. Dependencies
The dependency between triangle subproblems and edge
subproblems are expressed below in the form of a linear
system. It fits into thee form (9) of an IRPS-LP.
µuv = µuvw(1, 1, 0) + µuvw(1, 0, 1) + µuvw(1, 1, 1)
µuw = µuvw(1, 1, 0) + µuvw(0, 1, 1) + µuvw(1, 1, 1)
µvw = µuvw(1, 0, 1) + µuvw(0, 1, 1) + µuvw(1, 1, 1)
The dependency between a lollipop subproblem with edge
set L = {e1, e2, e3, e4} and a triangle subproblem with edge
set T = {e′1, e′2, e′3} is stated below as a linear system with
sums over edges not shared between L and T . This linear
system has the form (9) of an IRPS-LP.
∀xL∩T :
∑
xL\T
µL(xL∩T , xL\T ) =
∑
xT\L
µT (xT∩L, xT\C)
3.2. Remarks
Remark 1. The triangulation of cycles can be understood
as the constructing of a junction tree [37] in such a way that
the minimum cost multicut problem over the cycle can be
solved by dynamic programming. The triangulation of cycles
can also be understood as a tightening of an outer polyhedral
relaxation of the multicut polytope: A cycle inequality (3)
defines a facet of the multicut polytope if and only if the
cycle is chordless [14]. By triangulating a cycle, we obtain
a set of minimal chordless cycles (triangles) whose cycle
inequalities together imply that of the entire cycle.
Remark 2. Technically, we would not have needed to
include triangle subproblems for odd wheels. Instead, we
could have introduced dependencies between lollipops di-
rectly in the form of an IRPS-LP. However, by introducing
triangle factors in addition and by expressing dependencies
between lollipops and triangles, we couple lollipop factors
from different odd wheels more tightly whenever they share
the same triangles.
3
4. Algorithm
We now define an algorithm for the minimum cost mul-
ticut problem (2)–(4). This algorithm takes an instance of
the problem as input and alternates for a fixed number of
iterations between two main procedures.
The first procedure, defined in Sec. 4.1, solves an in-
stance of a dual of the IRPS-LP relaxation defined in the
previous section. The output consists in a lower bound and
a re-parameterization of the instance of the minimum cost
multicut problem given as input. The second procedure tight-
ens the IRPS-LP relaxation by adding subproblems for cycle
inequalities (3) and odd wheel inequalities (5) violated by
the current solution. Separation procedures for finding such
violated inequalities, more efficiently than in cutting plane
algorithms for the primal [24, 25, 27], are defined in Sec. 4.2.
To find feasible solutions of the instance of the min-
imum cost multicut problem given as input, we apply a
state-of-the-art local search algorithm on the computed re-
parameterizations, a procedure commonly referred to as
rounding (Sec. 4.3).
4.1. Message Passing
Like other algorithms based on dual decomposition, the
algorithm we propose does not solve the IRPS-LP directly,
in the primal domain, but optimizes a dual of (8)–(9). Specif-
ically, it operates on a space of re-parametrizations of the
problem defined below: For any two dependent subproblems
jk ∈ E, we can change the costs θj and θk by an arbitrary
vector ∆ according to the update rules
θ′j := θj +A
>
(j,k)∆ (10)
θ′k := θk −A>(k,j)∆ . (11)
We refer to any update of θ according to the rules (10)–(11)
as message passing. Message passing does not change the
cost of any primal feasible solution, as
〈θ′j , µj〉+ 〈θ′k, µk〉
= 〈θj +A>(j,k)∆,µj〉+ 〈θk −A>(k,j)∆,µk〉 (12)
= 〈θj , µj〉+ 〈θk, µk〉+ 〈∆,A(j,k)µj −A(k,j)µk〉 (13)
(9)
= 〈θj , µj〉+ 〈θk, µk〉 . (14)
Message passing does, however, change the dual lower
bound L(θ) to (8) given by
L(θ) :=
∑
j∈V
min
x∈Xi
〈θj , xj〉 . (15)
The maximum of L(θ) over all costs obtainable by mes-
sage passing is equal to the minimum of (8), by linear pro-
gramming duality. We seek to alter the costs θ by means
of message passing so as to maximize the lower bound
Algorithm 1: Message passing for the multicut problem
Data: {i1, . . . , ik} = V, (θi)i∈V, (A(j,i), A(i,j))ij∈E
for i = i1, . . . , ik do
if i is an edge subproblem uv: then
Receive messages:
for w ∈ V : uvw ∈ T do
δ := minxuw,xvw θuvw(1, xuw, xvw)
−minxuw,xvw θuvw(0, xuw, xvw)
θuv += δ
∀xuw, xvw : θuvw(1, xuw, xvw) -= δ
end
Send messages:
δ := |{w ∈ V : uvw ∈ T}|−1θuv
θuv := 0
for w ∈ V : uvw ∈ T do
∀xuw, xvw : θuvw(1, xuw, xvw)+= δ
end
end
if i is a triangle subproblem uvw with edges C:
then
Receive messages:
for lollipops L with L ∩ C 6= ∅ do
δ(xL∩C) := minxL\C θL(xL∩C , xL\C)
θC(xL∩C , xC\L)+= δ(xL∩C)
θL(xL∩C , xL\C)+= δ(xL∩C
end
Send messages:
α := |{L a lollipop : L ∩ C 6= ∅}|
for lollipops L with L ∩ C 6= ∅ do
δL(xL∩C) :=
minxC\L θuvw(xL∩C , xC\L)
θL(xL∩C , xL\C)+= 1αδL(xL∩C)
end
for lollipops L with L ∩ C 6= ∅ do
θC(xL∩C , xC\L)+= 1αδL(xL∩C)
end
end
end
L(θ). For the general IRPS-LP, a framework of algorithms
to achieve this goal is defined in [36]. For the minimum cost
multicut problem, we define and implement Alg. 1 within
this framework. The specifics of this algorithm for the min-
imum cost multicut problem are discussed below. General
properties of message passing for IRPS-LP s are discussed
in [36].
Factor Order. Alg. 1 iterates through all edge and triangle
subproblems. The order is specified as follows: We assume
that a node order is given. With respect to this node order,
edges uv ∈ E are ordered lexicographically. For every
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triangle and its edge set C = {e1, e2, e3} ⊆ E with e1 <
e2 < e3, we define the ordering constraint e1 < C < e3.
For every lollipop graph and its edge set L = {e1, e2, e3, e4}
with e1 < e2 < e3 < e4, we define the ordering constraint
e1 < L < e4. The strict partial order defined by these
constraints is extended to a total order by topological sorting.
Message Passing Description. When an edge subprob-
lem uv ∈ E is visited, Alg. 1 receives messages from all
dependent triangle subproblems. Having received a message
from triangle uvw ∈ E, the costs θuvw satisfy the condition
min
xuw,xvw
θuvw(0, xuw, xvw) = min
xuw,xvw
θuvw(1, xuw, xvw) .
In other words, the cost of the triangle factor θuvw has no
preference for either xuv = 0 or xuv = 1. Sending messages
from θuv is analoguous: Having sent messages from uv, we
have θuv = 0, i.e., there is again no preference for either
xuv = 0 or xuv = 1.
When we visit a triangle subproblem uvw, we do the
analogous with all dependent lollipop subproblems: Once
messages have been received, lollipop subproblems have no
preference for incident edges. Once messages have been
sent, this holds true for the triangle subproblems.
Once Alg. 1 has visited all subproblems and terminates,
we reverse the order of subproblems and invoke Alg. 1 again.
This double call of Alg. 1 is repeated for a fixed number of
iterations that is a parameter of our algorithm.
4.2. Separation
Applying Alg. 1 with all cycles and all odd wheels of a
graph G is impractical, as the number of triangles for cycle
inequalities (3) is cubic, and the number of lollipop graphs
for odd wheels (5) is quartic in |E|. In order to arrive at
a practical algorithm, we take a cutting plane approach in
which we separate and add subproblems for violated cycle
and odd wheel inequalities periodically. Initially, V contains
only one element for every edge e ∈ E, and E is empty.
In the primal, given some fractional x ∈ [0, 1]E , it is com-
mon to look for maximally violated inequalities (3) and (5).
This is possible in polynomial time via shortest path compu-
tations [14, 17]. In our dual formulation, we have no primal
solution x to search for violated inequalities. Here, a suitable
criterion is to consider those additional triangle or lollipop
subproblems that necessarily increase the dual lower bound
L(θ) by some constant  > 0. Among these subproblems,
we choose those for which the increase is maximal and add
them to the graph (V,E). A similar dual cutting plane ap-
proach has shown to be useful for graphical models in [34].
As we discuss below, separation is more efficient in the dual
than in the primal.
Algorithm 2: Separation of cycle inequalities (3)
Data: G = (V,E),  ≥ 0, θe ∈ R
l := 1
for uv ∈ E do
if θuv ≥  then
union(u, v)
end
end
for uv ∈ E do
if θuv ≤ − and find(u) = find(v) then
Cl := shortest-path(u, v, )
l := l + 1
end
end
4.2.1 Cycle Inequalities
We characterize those cycles whose subproblem increases
the dual lower bound L(θ) by at least .
Proposition 1. Let C = {e1, . . . , ek} be a cycle with θe1 ≤
− and θel ≤  for l > 1. Then, the dual lower bound L(θ)
can be increased by  by including a triangulation of C.
In order to find such cycles, we apply Alg. 2. This al-
gorithm first records in a disjoint set data structure whether
distinct nodes u, v ∈ V are connected via edges with weight
≥ . Then, it visits all edges e ∈ E with θe ≤ −. If the
endpoints of e are connected by a path along which all edges
have weight at least , it searches for a shortest such path by
means of breadth first search.
In the primal, finding a maximally violated cycle inequal-
ity (3) is more expensive, requiring, for every edge uv ∈ E,
the search for a uv-path with minimum cost x [14] by, e.g.,
Dijkstra’s algorithm.
4.2.2 Odd Wheel Inequalities
We characterize those odd wheels whose lollipop subprob-
lem increases the lower bound L(θ) by at least .
Proposition 2. Let O an odd wheel with center node u and
cycle nodes v1, . . . , vk. Adding the lollipop subproblems for
O increases L(θ) by at least  if the costs θuvivi+1 of each
triangle uvivi+1 are such that the minimal cost of any edge
labeling of the triangle cutting precisely one edge incident to
u is smaller by  than the minimal cost of any edge labeling
of the triangle cutting 0 or 2 edges incident to u. That is:
min
{x: xuvi+xuvi+1=1}
θuvivi+1(x) + 
≤ min
{x: xuvi+xuvi+1 6=1}
θuvivi+1(x) . (16)
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Algorithm 3: Separation of odd wheel inequalities (5)
Data: Triangles uvw, costs θuvw,  ≥ 0
l := 0
for u ∈ V do
G′ = (V ′, E′), V ′ = ∅, E′ = ∅, Connect = ∅
for triangles uvw do
if (16) holds true then
V ′ := V ′ ∪ {v, v′, w, w′}
E′ := E′ ∪ {vw′, v′w}
union(v, v′)
union(w,w′)
end
end
for v ∈ V ′ ∩ V do
if find(u) = find(v) then
P ′ := shortest-pathG′(u, v, )
C = {uv ∈ E |uv′ ∈ P ′ ∨ u′v ∈ P ′}
if C is a simple cycle in G then
Ol := {u, P}
l := l + 1
end
end
end
end
In order to find such odd wheels, we apply Alg. 3. This
algorithm builds on our observation that we need to look
only at triangles whose subproblem has already been added.
Hence, Alg. 3 visits each node u ∈ V and builds a bipartite
graph G′ = (V ′, E′) as follows. (An example is depicted in
Fig. 6 for a 5-wheel and (16) holding true for all triangles of
the wheel.) For each triangle uvk such that (16) holds true,
four nodes v, v′, k, k′ ∈ V ′ are added to V ′, two copies of
each original node. These are joined by edges uv′, u′v ∈ E′.
If a path from u to u′ exists in G′, we have found a violated
odd wheel inequality (5). As G′ is bipartite, a uu′-path in
G′ corresponds to an odd cycle in G. As before, the search
for paths is accelerated by connectivity tests via a disjoint
set data structure and is carried out by breadth first search.
In the primal, finding a maximally violated odd wheel
inequality (5) entails the same construction of the bipartite
graph G′ for each node u ∈ V [17]. However, a shortest
path search w.r.t. edge costs 12 −xvw+ 12 (xuv+xuw) needs
to be carried out by Dijkstra’s algorithm instead of breadth
first search. Further complication in the primal comes from
the fact that a separation algorithm needs to visit all v ∈ V ′
in order to compute the shortest vv′-path in G′.
4.3. Rounding
Our message passing Alg. 1 improves a dual lower bound
on (2), but does not provide a feasible solution of (2)–(4). In
order to obtain a feasible multicut, we apply a local search
v1
v′1
v2
v′2
v3
v′3
v4
v′4
v5
v′5
Figure 6. Depicted above is the bipartite graph G′ constructed by
Alg. 3 for separating the 5-wheel depicted in Fig. 2.
algorithm defined in [26], namely greedy additive edge con-
traction (GAEC), followed by Kernighan-Lin with joins
(KLj). GAEC computes a multicut by greedily contracting
those edges for which the join decreases the cost maximally.
It stops as soon as no contraction of any edge strictly de-
creases the cost. KLj attempts to improve a given multicut
recursively by applying transformations from three classes:
(1) moving nodes between two components, (2) moving
nodes from a given component to a newly forming one or
(3) joining two components. GAEC and KLj are local search
algorithms that output a feasible multicut that need not be
optimal.
We apply GAEC and KLj not only to the instance of the
minimum cost multicut problem given as input but also to
the re-parameterization of this instance output by Alg. 1.
The rationale for doing so comes from LP duality:
Proposition 3. Assume θ maximizes the dual lower bound
L(θ) and the relaxation is tight, i.e.
L(θ) = min
{x∈{0,1}E | x−1(1)∈MG}
〈θ, x〉 . (17)
Moreover, let xˆ ∈ {0, 1}E such that xˆ−1(1) is an optimal
multicut of G. Then,
θe
{
≤ 0 if xˆe = 1
≥ 0, if xˆe = 0
(18)
Having run Alg. 1 for a while, we expect θ to fulfill the
sign condition of Prop. 3 approximately. Therefore, the sign
of θe will be a good hint of the edge e being cut. Thus,
informally, we expect local search algorithms operating on
the re-parameterized instance of the problem to yield better
feasible multicuts than local search algorithms operating on
the given instance.
For MAP-inference in discrete graphical models, it is
known from [28, 29] that primal rounding can be improved
greatly when applied to cost functions re-parameterized by
message passing.
5. Experiments
Solvers We compare against several state of the art algo-
rithms.
• The algorithm MC-ILP [25] is an efficient implementa-
tion of a cutting plane algorithm solving (2) using cycle
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inequalities (3) in a cutting plane fashion. CPlex [2] is
used to solve the underlying ILP problems. The inte-
grality conditions in (4) are directly given to the solver.
According to [25] this is beneficial due to the excellent
branch and cut capabilities of CPlex [2].
• Cut, Glue & Cut [11], abbreviated as CGC, is a move
making algorithm using planar max-cut subproblems to
improve multicuts.
• Fusion moves for correlation clustering [10], abbrevi-
ated as CC-Fusion, fuses multicuts generated by various
proposal generator with the help of auxiliary multicut
problems, solved in turn by MC-ILP. We use random-
ized hierarchical clustering and randomized watersheds as
proposal generators, identified by the suffixes-RHC and
-RWS. We use parameters for the proposal generators as
recommended by the authors [10].
• MP-C denotes Algorithm 1 when we only separate for
cycle inequalities (3) by Algorithm 2, while MP-COW
denotes that we additionally separate for odd wheel in-
equalities (5) by Algorithm 3. We search for triangles and
lollipops to add every 10th iteration.
• KL is the GAEC and KLj implementation [26] described
in Section 4.3 for computing multicuts. We let KL run
every 100th iteration of MP-C and MP-COW on the
current reparametrized edge costs.
MC-ILP, CGC and CC-Fusion are implemented as part of
the OpenGM suite [23]. Only MC-ILP and our solvers MP-
C and MP-COW generate dual lower bounds. CGC also
outputs dual lower bounds, but these are equivalent to the
trivial lower bound
∑
e∈Emin(0, θe), where edge weights
θe are as given by the problem. It has been shown that CGC,
CC-Fusion and KL outperform other primal heuristics [10],
hence we do not compare to any other heuristic algorithm.
Also MC-ILP outperforms the LP-based solver [32], due
to the latter using the slower COIN-OR CLP [15] solver
internally, hence we exclude it from the comparison as well.
All solvers were run on a laptop computer with a i5-5200
CPU with 2.2 GHz and 8GB RAM.
Datasets We compare on 8 datasets of diverse origin.
• image-seg consists of images of the Berkeley segmen-
tation dataset [30], presegmented with superpixels, for
which pairwise affinity values have been computed as
in [4].
• The knott-3d-{150|300|450|550} datasets
come from a neural circuit reconstruction problem of
tissue [5] with [150]3, [300]3, [450]3 and [900]3 voxels.
The data is presegmented into supervoxels.
• modularity clustering aims to cluster a social
network into subgroups based on affinity between indi-
vidual persons.
• CREMI-{small|large} datasets were constructed as
part of the CREMI [1] challenge, which aims to recon-
struct neural circuits of the adult fly brain. The images are
taken by electron microscopy. The -small instances are
cropped versions of the -large ones. To our knowledge,
the CREMI-large dataset contain the largest multicut
problems approached with LP-based methods.
The image-seg, knott-3d and modularity
clustering datasets were taken from the OpenGM
benchmark [23], while the CREMI datasets were kindly
provided by their authors and are not yet published.
The dataset consists of 100, 8, 8, 8, 8, 6, 3 and 3 instances,
in total 144. Dataset details can be found in Table 1.
Evaluation We have set a timelimit of one hour for all
algorithms. In Table 1 results averaged over all instances in
specific datasets are reported. In Figure 7 primal solution en-
ergy and dual lower bound (where applicable) averaged over
all instances in specific datasets are drawn against runtime.
As can be seen from Table 1, except for dataset
CREMI-large, our solver MP-COW gives dual bounds
that are within 0.0045%, 1.9%, 0.0061%, 0.0068%,
0.0017%, 0.0007% and 0.0083% of the dual lower bound ob-
tained by MC-ILP, which uses the advanced branch-and-cut
facilities CPlex [2] provides. For CREMI-large only our
solvers MP-C and MP-COW output dual lower bounds, as
MC-ILP did not finish a single iteration after one hour. As
can be seen from Fig. 7 our lower bound usually converges
faster than MC-ILP’s. We conjecture that MC-C and MP-
COW inside a branch-and-bound solver can significantly
extend the reach of exact methods for the multicut problem.
Strangely, KL does not perform well on image-seg,
even though the lower bound we achieve with MP-
C and MP-COW are not far from the optimal lower
bounds computed by MC-ILP. On the other hand, MP-
C and MP-COW give much better dual and primal re-
sults for modularity-clustering early on. Gen-
erally, when compared to MC-ILP’s primal conver-
gence, we give much lower values early on, and for
the large-scale datasets knott-3d-550, CREMI-small,
CREMI-large, MCI-ILP’s primal solutions are not useful
anymore.
Unlike MC-ILP, our reparametrized costs can be used to
improve heuristic primal algorithms. An example of this can
be seen in Fig. 8, where reparametrized costs improve KL’s
solutions.
Conclusion We have shown that LP-based methods are
feasible for solving large scale multicut problems on com-
modity hardware and one does not have to resort to heuristic
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Dataset / Algorithm MP-C MP-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
image-seg
#I 100 UB 4730.66 4732.66 4600.81 4434.91 4447.06 4436.33
#V ≤ 3764 LB 4434.69 4434.71 4129.70 4434.91 ‡ ‡
#E ≤ 10970 time(s) 21.92 41.35 0.14 11.89 1.19 1.30
modularity
clustering
#I 6 UB -0.49 -0.49 -0.30 -0.44 0.00 -0.44
#V ≤ 115 LB -0.53 -0.53 -0.79 -0.52 ‡ ‡
#E ≤ 6555 time(s) 0.68 0.80 0.15 2911.10 0.00 17.78
knott-3d-150
#I 8 UB -4570.61 -4570.26 -4220.66 -4571.69 -4534.76 -4552.51
#V ≤ 972 LB -4572.65 -4571.97 -4855.18 -4571.69 ‡ ‡
#E ≤ 5656 time(s) 0.84 3.81 0.04 2.37 0.26 0.53
knott-3d-300
#I 8 UB -27285.41 -27285.15 -24864.59 -27302.78 -27242.03 -27247.29
#V ≤ 5896 LB -27307.36 -27304.64 -28901.58 -27302.78 ‡ ‡
#E ≤ 36221 time(s) 475.63 747.81 2.73 227.33 2.96 8.15
knott-3d-450
#I 8 UB -78426.70 -78426.70 -70865.27 -78391.32 -78386.14 -78381.06
#V ≤ 17074 LB -78527.23 -78523.89 -83272.85 -78522.51 ‡ ‡
#E ≤ 107060 time(s) 3649.05 3640.66 31.56 1840.47 16.52 119.23
knott-3d-550
#I 8 UB -136439.78 -136439.78 -123841.47 -135766.90 -136464.05 -136395.89
#V ≤ 31249 LB -136814.88 -136803.34 -144703.64 -136755.36 ‡ ‡
#E ≤ 195271 time(s) 3783.33 3745.76 102.42 3683.22 72.94 594.60
CREMI-small
#I 3 UB -213167.45 -213167.45 -194616.60 -209594.49 -168905.17 -213117.84
#V ≤ 35523 LB -213225.65 -213225.67 -215473.98 -213208.94 ‡ ‡
#E ≤ 235966 time(s) 3645.51 3661.71 319.01 2775.81 3543.61 2555.48
CREMI-large
#I 3 UB -3886840.98 -3886840.98 † † -3772597.37 -3619190.20
#V ≤ 623435 LB -3892753.21 -3893090.30 † † ‡ ‡
#E ≤ 4172314 time(s) 3667.67 3806.33 † † 5978.08 23139.40
Table 1. Primal solution energy (UB)/dual lower bound (LB)/runtime in seconds averaged over all instances of datasets. #I means number
of instances in dataset, #V and #E mean number of vertices and edges in multicut instances. † signifies method did not finish one iteration
after one hour, so was excluded from comparison. ‡ means method does not output dual lower bound. Bold numbers signify lowest primal
solution energy, highest lower bound, fastest runtime.
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Figure 7. Averaged runtime plots for image-seg, modularity clustering, knott-3d-150, knott-3d-300,
knott-3d-450, knott-3d-550, CREMI-small and CREMI-large datasets. Continuous lines denote dual lower bounds and
dashed ones primal energies. Values are averaged over all instances of the dataset. The x-axis is logarithmic.
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Figure 8. Instance
gm_knott_3d_072
from dataset
knott-3d-300 where
reparametrized costs
improve KL’s solutions.
primal algorithms. We achieve dual bounds very close to
those computed by state-of-the-art branch-and-cut solvers.
Additionally, our method usually gives much faster dual
bound convergence, resulting in superior solutions when ter-
minated early. Also the primal heuristic GAEC + KLj can
be improved when run on costs as computed by our method.
It remains an interesting task to integrate primal heuristics
more tightly into our message passing approach and further
improve the dual lower bound by e.g. embedding our solver
into branch and cut.
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7. Apendix
7.1. Proofs
Proof of Proposition 1
Proposition. Let C = {e1, . . . , ek} be a cycle with θe1 ≤
− and θel ≥  for l > 1. Then, the dual lower bound L(θ)
can be increased by  by including a triangulation of C.
Proof. Let cycle C have vertices {v1, . . . , vk} and as-
sume that ei vivi+1 with k + 1 = 1 for notational pur-
poses. After triangulation, triangle factors on vertices
v1v2v3, . . . v1vk−1vk will be present in the model. Let the
current reparametrization be θ.
The triangle factors corresponding to cycleC will enforce
the cycle inequality (3)
xe1 ≤
∑
i=1,...,k
xei . (19)
It holds that
− θe1 = min
xe1 ,...,xek∈[0,1]
k∑
i=1
θeixei
≤ −+ min
xe1 ,...,xek∈[0,1]
k∑
i=1
θeixei s.t. (19)
≤ + max
θe1 ,...,θek
θv1v2v3 ,...,θv1vk−1vk
a reparametrization

LC(θ) (20)
where LC(θ) =
∑k
i=1min(0, θei)+
∑k−1
i=2 min{θv1vivi+1}
the dual lower bound on cycle C. The first inequality above
is due to either xe1 = 0 in the optimal solution or one
xe2 , . . . , xek being one due to (19). The second inequal-
ity is due to the fact that (i) maxθ a reparametrization L(θ) =
minµ∈Λ〈θ, µ〉 by linear programming duality and (ii) the
triangle factors enforce more inequalities than only (19).
Proof of Proposition 2
Proposition. Let O an odd wheel with center node u and
cycle nodes v1, . . . , vk. Adding the lollipop subproblems for
O increases L(θ) by at least  if the costs θuvivi+1 of each
triangle uvivi+1 are such that the minimal cost of any edge
labeling of the triangle cutting precisely one edge incident to
u is smaller by  than the minimal cost of any edge labeling
of the triangle cutting 0 or 2 edges incident to u. That is:
min
{x: xuvi+xuvi+1=1}
θuvivi+1(x) + 
≤ min
{x: xuvi+xuvi+1 6=1}
θuvivi+1(x) . (21)
Proof. Condition (16) means that in all triangles in the odd
wheel O, the minimal assignment with regard to the current
reparametrization, has exactl one edge incident to u. All
other assignment have cost greater by at least . As k is odd,
there is no possiblity to combine those local assignments to
a global assignment on O.
On the other hand, our construction of lollipop factors
ensures exactness on odd wheels. As at least one triangle
must then be assigned costs that are not locally optimal and
which is larger by  than its minimal reparametrized cost, the
result follows.
Proof of Proposition 3
Proposition. Assume θ maximizes the dual lower bound
L(θ) and the relaxation is tight, i.e.
L(θ) = min
{x∈{0,1}E | x−1(1)∈MG}
〈θ, x〉 . (22)
Moreover, let xˆ ∈ {0, 1}E such that xˆ−1(1) is an optimal
multicut of G. Then,
θe
{
≤ 0 if xˆe = 1
≥ 0, if xˆe = 0
(23)
Proof. Follows from the complementary slackness condi-
tions in linear programming duality.
7.2. Detailed experimental evaluation
In Table 2 a detailed per instance evaluation of all algo-
rithms considered in the experimental section can be found.
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
image-seg
101087.bmp
UB 2906.16 2906.16 2853.56 2789.90 2800.22 2789.90
LB 2788.69 2788.95 2622.38 2789.90 † †
runtime(s) 0.31 0.59 0.02 5.11 0.63 0.81
102061.bmp
UB 3017.57 3017.57 3090.33 2943.77 2963.42 2944.46
LB 2932.80 2933.39 2750.99 2943.77 † †
runtime(s) 3.26 5.83 0.05 8.75 0.61 0.96
103070.bmp
UB 4437.16 4444.27 4457.13 4199.38 4205.03 4200.64
LB 4196.88 4196.94 3842.84 4199.38 † †
runtime(s) 11.84 15.93 0.15 6.97 1.32 0.98
105025.bmp
UB 6332.73 6333.88 6290.71 6055.33 6070.84 6061.05
LB 6045.21 6046.08 5506.01 6055.33 † †
runtime(s) 33.75 55.69 0.35 32.15 1.91 1.59
106024.bmp
UB 1832.16 1832.16 1654.27 1599.25 1618.18 1599.83
LB 1597.07 1597.21 1466.60 1599.25 † †
runtime(s) 0.64 4.09 0.02 4.76 0.18 0.25
108005.bmp
UB 6839.76 6841.08 6855.33 6578.03 6584.62 6578.18
LB 6567.48 6569.63 6151.29 6578.03 † †
runtime(s) 4.58 22.38 0.26 10.86 2.49 1.54
108070.bmp
UB 9082.04 9083.42 8612.32 8422.24 8445.73 8424.36
LB 8414.64 8414.99 7818.70 8422.24 † †
runtime(s) 28.23 52.32 0.41 26.67 3.35 1.75
108082.bmp
UB 5125.72 5127.99 5090.88 4800.15 4815.78 4806.04
LB 4786.46 4789.19 4380.66 4800.15 † †
runtime(s) 6.85 25.07 0.16 13.51 1.20 1.89
109053.bmp
UB 4575.76 4579.97 4616.61 4421.13 4424.05 4421.13
LB 4412.45 4413.08 4021.22 4421.13 † †
runtime(s) 20.74 71.75 0.17 9.64 1.50 0.84
119082.bmp
UB 4512.04 4512.04 4642.96 4530.71 4535.85 4532.29
LB 4526.91 4526.91 4346.24 4530.71 † †
runtime(s) 0.10 0.10 0.02 0.48 1.53 1.57
12084.bmp
UB 7502.34 7502.34 7443.28 7284.45 7301.17 7287.68
LB 7276.26 7277.38 6941.02 7284.45 † †
runtime(s) 3.48 8.10 0.15 2.47 2.20 3.99
123074.bmp
UB 4200.21 4204.24 4031.03 3842.74 3856.82 3847.83
LB 3829.51 3829.04 3439.47 3842.74 † †
runtime(s) 35.27 24.55 0.14 23.01 0.47 0.86
126007.bmp
UB 2756.86 2760.64 2747.72 2684.83 2706.76 2685.26
LB 2677.02 2677.08 2512.08 2684.83 † †
runtime(s) 0.23 0.53 0.01 0.79 0.38 0.82
130026.bmp
UB 6066.91 6066.91 5580.58 5350.83 5369.95 5354.31
LB 5331.00 5336.93 4828.82 5350.83 † †
runtime(s) 36.91 167.54 0.26 19.66 0.99 1.40
134035.bmp
UB 6840.69 6840.69 6679.89 6578.98 6595.87 6579.62
LB 6562.20 6565.03 6166.95 6578.98 † †
runtime(s) 8.44 43.34 0.19 28.82 1.81 1.33
14037.bmp
UB 1566.34 1582.13 1431.56 1383.14 1393.66 1383.14
LB 1375.55 1375.55 1274.27 1383.14 † †
runtime(s) 0.09 0.17 0.01 0.25 0.13 0.22
143090.bmp
UB 1728.22 1728.22 1807.41 1714.38 1725.88 1715.76
LB 1712.44 1712.26 1595.54 1714.38 † †
runtime(s) 0.43 2.49 0.01 0.56 0.44 0.34
145086.bmp
UB 3806.23 3808.75 3407.83 3322.21 3329.14 3322.59
LB 3319.36 3319.34 3197.53 3322.21 † †
runtime(s) 0.32 0.45 0.01 0.83 0.41 1.59
147091.bmp
UB 4092.25 4092.25 4129.72 3973.71 3982.30 3975.15
LB 3968.35 3970.58 3734.67 3973.71 † †
runtime(s) 1.50 10.96 0.10 13.24 0.90 0.83
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
148026.bmp
UB 8411.55 8411.55 8436.70 8205.98 8226.20 8207.72
LB 8198.62 8199.84 7780.68 8205.98 † †
runtime(s) 6.48 29.65 0.15 4.49 3.10 2.73
148089.bmp
UB 6680.96 6682.82 6666.83 6439.58 6455.48 6440.33
LB 6432.06 6431.52 6030.94 6439.58 † †
runtime(s) 10.44 15.57 0.17 18.64 2.00 1.53
156065.bmp
UB 5798.42 5801.59 5429.45 5234.15 5248.18 5234.76
LB 5224.22 5225.10 4857.14 5234.15 † †
runtime(s) 10.19 35.24 0.15 18.51 1.49 1.12
157055.bmp
UB 4797.86 4798.32 4768.87 4685.17 4696.42 4685.17
LB 4679.04 4679.39 4472.39 4685.17 † †
runtime(s) 0.49 3.10 0.02 2.60 1.37 1.48
159008.bmp
UB 4688.87 4694.40 4814.85 4540.87 4569.12 4541.22
LB 4534.88 4535.76 4217.95 4540.87 † †
runtime(s) 3.53 21.00 0.10 16.64 0.83 1.29
160068.bmp
UB 3263.91 3265.02 3264.31 3089.32 3103.23 3089.32
LB 3088.23 3088.17 2866.45 3089.32 † †
runtime(s) 1.18 2.28 0.05 1.80 0.61 1.07
16077.bmp
UB 4440.51 4443.05 4408.62 4227.88 4236.46 4228.78
LB 4224.10 4224.60 3921.75 4227.88 † †
runtime(s) 4.37 13.81 0.07 3.22 1.18 1.63
163085.bmp
UB 4493.17 4493.17 4577.62 4381.13 4406.98 4384.59
LB 4370.36 4371.00 3983.52 4381.13 † †
runtime(s) 21.91 35.30 0.15 9.82 0.91 1.30
167062.bmp
UB 1623.20 1623.20 1281.48 1273.72 1275.87 1275.67
LB 1273.01 1273.29 1233.39 1273.72 † †
runtime(s) 0.10 0.66 0.00 1.00 0.11 0.17
167083.bmp
UB 8979.42 8979.42 8545.37 8331.63 8344.35 8331.90
LB 8325.80 8328.03 7921.06 8331.63 † †
runtime(s) 9.83 53.28 0.23 11.74 2.27 1.80
170057.bmp
UB 3602.31 3602.31 3355.95 3266.17 3273.20 3266.73
LB 3260.19 3260.98 2989.38 3266.17 † †
runtime(s) 21.07 26.30 0.07 18.20 0.53 0.67
175032.bmp
UB 11863.40 11863.40 11926.00 11542.63 11566.74 11547.67
LB 11525.63 11526.57 10543.16 11542.63 † †
runtime(s) 623.66 632.98 1.27 165.83 3.25 3.98
175043.bmp
UB 8022.65 8033.50 8224.34 7816.92 7844.49 7822.01
LB 7809.60 7811.17 7136.44 7816.92 † †
runtime(s) 4.74 29.83 0.39 13.17 4.30 3.46
182053.bmp
UB 3700.96 3700.96 3714.59 3579.24 3602.74 3582.99
LB 3575.85 3576.12 3321.74 3579.24 † †
runtime(s) 4.05 12.83 0.07 14.11 0.65 0.92
189080.bmp
UB 1152.76 1155.19 1095.38 1077.47 1086.93 1078.41
LB 1072.82 1073.00 972.41 1077.47 † †
runtime(s) 0.07 0.11 0.00 0.25 0.11 0.49
19021.bmp
UB 4717.39 4718.32 4693.10 4515.08 4521.63 4515.27
LB 4498.74 4499.79 4178.50 4515.08 † †
runtime(s) 1.67 4.36 0.08 12.93 1.16 1.41
196073.bmp
UB 592.63 594.41 572.73 545.47 548.39 545.47
LB 544.89 544.89 508.04 545.47 † †
runtime(s) 0.12 0.55 0.00 0.76 0.07 0.24
197017.bmp
UB 3207.33 3207.33 2857.86 2798.77 2801.34 2798.77
LB 2792.60 2792.59 2663.98 2798.77 † †
runtime(s) 0.82 1.01 0.01 0.77 0.38 0.77
208001.bmp
UB 6533.30 6533.30 6605.51 6272.68 6277.73 6275.37
LB 6254.97 6256.22 5773.37 6272.68 † †
runtime(s) 22.20 63.32 0.25 78.10 2.12 1.69
210088.bmp
UB 1954.78 1956.20 2034.65 1895.44 1901.54 1896.58
LB 1891.95 1891.95 1726.75 1895.44 † †
runtime(s) 0.26 0.38 0.02 1.26 0.49 0.51
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
21077.bmp
UB 3031.01 3032.66 3001.74 2946.71 2966.82 2946.71
LB 2944.67 2944.60 2793.10 2946.71 † †
runtime(s) 1.42 3.86 0.01 4.60 0.44 1.13
216081.bmp
UB 4462.75 4463.13 4324.17 4158.73 4176.92 4158.73
LB 4155.98 4156.01 3952.38 4158.73 † †
runtime(s) 0.34 0.60 0.03 1.37 1.13 1.08
219090.bmp
UB 2810.16 2810.16 2624.72 2501.27 2507.80 2501.27
LB 2499.72 2499.93 2379.46 2501.27 † †
runtime(s) 0.16 0.55 0.02 0.14 0.48 0.97
220075.bmp
UB 3265.75 3269.41 3155.80 3115.95 3124.04 3115.95
LB 3110.83 3111.22 2939.67 3115.95 † †
runtime(s) 0.16 1.46 0.01 0.38 0.75 1.65
223061.bmp
UB 6812.98 6818.95 6751.72 6576.83 6591.07 6578.02
LB 6565.07 6566.44 5983.87 6576.83 † †
runtime(s) 89.00 248.06 0.34 37.60 1.67 1.53
227092.bmp
UB 2178.48 2180.95 2051.77 1998.46 2001.58 2001.19
LB 1986.49 1986.11 1816.59 1998.46 † †
runtime(s) 13.93 26.75 0.03 4.25 0.37 0.34
229036.bmp
UB 6681.13 6684.62 6250.80 6125.73 6153.41 6126.61
LB 6115.98 6116.08 5729.80 6125.73 † †
runtime(s) 4.32 12.41 0.09 4.83 1.53 2.00
236037.bmp
UB 9324.06 9325.93 9507.86 9060.84 9071.82 9060.84
LB 9047.32 9048.52 8261.54 9060.84 † †
runtime(s) 62.98 166.69 0.75 20.14 5.02 4.38
24077.bmp
UB 4846.51 4847.62 4892.44 4761.98 4779.26 4761.98
LB 4760.74 4760.88 4531.31 4761.98 † †
runtime(s) 3.06 5.78 0.03 5.10 1.14 2.40
241004.bmp
UB 1271.42 1272.99 1077.34 1057.14 1060.90 1057.42
LB 1056.38 1056.34 984.58 1057.14 † †
runtime(s) 0.18 0.92 0.00 0.15 0.13 0.26
241048.bmp
UB 4972.81 4972.81 4945.52 4730.95 4750.17 4731.19
LB 4719.03 4719.99 4343.63 4730.95 † †
runtime(s) 4.69 26.23 0.10 17.26 0.79 2.00
253027.bmp
UB 6839.82 6841.19 6950.82 6606.62 6614.15 6606.62
LB 6603.97 6604.66 6371.53 6606.62 † †
runtime(s) 18.42 49.86 0.32 7.39 2.90 2.36
253055.bmp
UB 1684.63 1684.63 1549.84 1502.16 1518.91 1502.16
LB 1497.70 1497.78 1408.65 1502.16 † †
runtime(s) 0.30 0.99 0.01 1.31 0.09 0.19
260058.bmp
UB 1458.96 1458.96 1091.96 1084.26 1085.01 1084.26
LB 1082.23 1082.23 1017.59 1084.26 † †
runtime(s) 0.03 0.05 0.00 0.18 0.10 0.15
271035.bmp
UB 3706.68 3707.59 3875.99 3621.00 3657.57 3621.48
LB 3613.78 3614.44 3326.25 3621.00 † †
runtime(s) 0.65 3.19 0.10 12.45 0.78 1.75
285079.bmp
UB 6105.56 6105.56 5773.41 5610.12 5640.22 5612.68
LB 5603.39 5603.74 5246.17 5610.12 † †
runtime(s) 9.30 28.78 0.10 26.96 1.30 2.02
291000.bmp
UB 10554.63 10557.44 10401.10 10208.87 10222.91 10210.47
LB 10199.14 10200.78 9626.61 10208.87 † †
runtime(s) 13.41 44.85 0.56 39.32 2.46 2.24
295087.bmp
UB 4562.91 4571.66 4509.08 4290.54 4299.90 4291.66
LB 4288.00 4287.83 3985.98 4290.54 † †
runtime(s) 3.71 12.35 0.11 6.34 1.43 1.83
296007.bmp
UB 2503.63 2507.50 2384.77 2293.13 2306.24 2293.83
LB 2290.91 2290.91 2115.21 2293.13 † †
runtime(s) 0.32 0.63 0.03 0.34 0.28 0.47
296059.bmp
UB 2240.64 2241.78 2160.60 2044.71 2045.98 2044.71
LB 2039.19 2039.18 1891.55 2044.71 † †
runtime(s) 0.57 0.99 0.02 1.14 0.27 0.24
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
299086.bmp
UB 1570.66 1570.84 1650.07 1557.24 1561.49 1557.24
LB 1550.54 1550.56 1450.72 1557.24 † †
runtime(s) 0.47 2.10 0.02 0.11 0.29 0.41
300091.bmp
UB 1839.69 1839.69 1508.08 1495.10 1498.51 1495.10
LB 1487.72 1487.90 1426.88 1495.10 † †
runtime(s) 0.16 0.49 0.01 1.91 0.21 0.16
302008.bmp
UB 2616.47 2616.47 2583.88 2543.23 2557.22 2543.23
LB 2539.89 2539.89 2481.98 2543.23 † †
runtime(s) 0.21 0.54 0.01 0.23 0.17 0.46
304034.bmp
UB 8090.64 8090.64 8159.63 7835.47 7850.78 7836.49
LB 7824.86 7827.27 7212.50 7835.47 † †
runtime(s) 9.24 54.06 0.40 24.88 3.14 2.05
304074.bmp
UB 4490.66 4497.86 4138.04 3891.88 3897.33 3891.88
LB 3883.34 3882.52 3543.87 3891.88 † †
runtime(s) 3.48 6.21 0.11 0.51 0.83 0.79
306005.bmp
UB 4683.24 4690.02 4497.63 4290.25 4305.78 4290.25
LB 4286.33 4286.33 4004.02 4290.25 † †
runtime(s) 5.25 14.67 0.11 17.38 0.91 0.98
3096.bmp
UB 295.31 295.31 396.90 396.90 411.23 396.90
LB 388.89 388.89 389.83 396.90 † †
runtime(s) 0.00 0.00 0.00 0.02 0.00 0.06
33039.bmp
UB 8286.04 8286.04 8555.09 8069.67 8082.04 8070.48
LB 8061.19 8061.78 7384.06 8069.67 † †
runtime(s) 27.46 67.13 0.44 20.06 3.61 3.29
351093.bmp
UB 6152.76 6155.04 6342.60 6105.28 6111.45 6107.08
LB 6096.66 6097.34 5679.10 6105.28 † †
runtime(s) 19.48 64.42 0.20 19.54 2.10 2.30
361010.bmp
UB 3500.13 3503.88 3459.05 3361.02 3368.12 3364.98
LB 3356.03 3356.01 3189.41 3361.02 † †
runtime(s) 0.42 1.06 0.02 0.39 0.91 0.79
37073.bmp
UB 1991.36 1991.36 2044.68 1975.00 1982.24 1975.00
LB 1972.11 1972.11 1904.57 1975.00 † †
runtime(s) 0.14 0.30 0.01 0.15 0.31 0.49
376043.bmp
UB 6549.11 6557.74 6054.26 5863.83 5872.57 5864.00
LB 5859.62 5860.01 5433.92 5863.83 † †
runtime(s) 7.34 31.66 0.17 9.80 1.32 0.94
38082.bmp
UB 8324.62 8324.62 8492.54 8060.34 8065.57 8066.62
LB 8047.84 8048.69 7359.93 8060.34 † †
runtime(s) 439.50 702.48 0.62 26.23 2.41 2.49
38092.bmp
UB 4501.49 4511.20 4213.16 4071.86 4085.14 4071.86
LB 4067.32 4067.13 3814.35 4071.86 † †
runtime(s) 1.24 2.30 0.09 0.46 0.91 0.99
385039.bmp
UB 3995.35 3995.35 3876.12 3745.53 3752.81 3745.53
LB 3741.30 3742.39 3565.10 3745.53 † †
runtime(s) 0.42 3.10 0.06 2.51 1.20 0.81
41033.bmp
UB 2585.71 2585.71 2050.50 1994.24 2001.06 1997.55
LB 1988.64 1989.20 1841.58 1994.24 † †
runtime(s) 0.54 4.62 0.01 0.94 0.28 0.40
41069.bmp
UB 6685.12 6685.12 5182.46 5110.96 5115.12 5122.63
LB 5091.16 5092.47 4896.23 5110.96 † †
runtime(s) 24.57 59.03 0.07 35.77 0.36 0.54
42012.bmp
UB 3561.54 3561.54 3524.18 3248.70 3252.28 3251.04
LB 3238.97 3240.27 3005.31 3248.70 † †
runtime(s) 3.96 27.65 0.08 8.95 0.59 0.73
42049.bmp
UB 970.16 970.16 1098.96 1069.22 1076.54 1069.22
LB 996.85 996.85 997.53 1069.22 † †
runtime(s) 0.00 0.00 0.00 0.22 0.10 0.31
43074.bmp
UB 2864.46 2871.95 2374.97 2332.83 2340.46 2333.36
LB 2329.22 2329.38 2166.88 2332.83 † †
runtime(s) 1.82 6.38 0.03 5.82 0.32 0.28
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
45096.bmp
UB 1088.06 1092.36 1024.96 977.78 1031.06 977.78
LB 975.97 975.97 911.19 977.78 † †
runtime(s) 0.06 0.12 0.01 0.10 0.05 0.25
54082.bmp
UB 4075.17 4075.17 3914.51 3796.36 3806.52 3797.18
LB 3785.04 3785.94 3486.46 3796.36 † †
runtime(s) 4.80 36.47 0.10 5.80 0.43 1.03
55073.bmp
UB 8445.42 8449.44 8179.32 7835.96 7844.37 7838.99
LB 7820.19 7822.05 7189.03 7835.96 † †
runtime(s) 54.41 159.67 0.39 13.66 2.54 1.67
58060.bmp
UB 10196.99 10197.09 10133.69 9881.86 9891.88 9882.77
LB 9877.23 9878.45 9389.50 9881.86 † †
runtime(s) 35.63 155.56 0.27 20.02 4.15 6.54
62096.bmp
UB 3915.47 3915.47 3485.31 3419.40 3421.38 3420.03
LB 3413.39 3412.83 3233.59 3419.40 † †
runtime(s) 1.37 5.87 0.05 5.70 0.54 0.56
65033.bmp
UB 7766.31 7767.46 7647.20 7364.57 7372.11 7365.30
LB 7360.45 7360.57 6865.71 7364.57 † †
runtime(s) 5.16 15.77 0.18 11.87 2.04 2.05
66053.bmp
UB 4871.59 4871.59 4522.25 4427.25 4434.10 4427.25
LB 4417.69 4418.10 4172.50 4427.25 † †
runtime(s) 3.11 7.20 0.07 4.29 0.65 0.80
69015.bmp
UB 4378.98 4378.98 4183.41 4024.45 4032.54 4025.34
LB 4019.16 4019.52 3778.35 4024.45 † †
runtime(s) 1.66 4.08 0.06 6.14 1.00 1.27
69020.bmp
UB 5828.19 5831.93 5527.82 5179.29 5183.07 5179.29
LB 5170.40 5170.63 4796.09 5179.29 † †
runtime(s) 45.51 84.91 0.20 12.34 1.16 0.97
69040.bmp
UB 8240.10 8242.44 8255.62 7974.58 7994.72 7983.83
LB 7955.22 7958.22 7213.49 7974.58 † †
runtime(s) 230.92 371.04 0.55 31.49 2.16 3.76
76053.bmp
UB 4625.92 4625.92 4823.04 4514.99 4527.26 4516.03
LB 4504.16 4505.47 4073.68 4514.99 † †
runtime(s) 13.42 35.32 0.14 18.85 1.59 1.21
78004.bmp
UB 3394.42 3394.80 3380.61 3254.61 3271.58 3254.85
LB 3248.43 3248.75 3109.85 3254.61 † †
runtime(s) 0.41 1.67 0.01 2.70 0.34 0.64
8023.bmp
UB 4385.74 4388.92 4108.08 4023.38 4032.92 4026.67
LB 4019.49 4019.76 3679.77 4023.38 † †
runtime(s) 16.96 56.59 0.14 32.67 0.84 0.60
85048.bmp
UB 6056.07 6056.07 6186.51 5851.38 5863.69 5852.33
LB 5844.50 5845.08 5452.57 5851.38 † †
runtime(s) 6.40 18.79 0.16 8.07 2.03 1.91
86000.bmp
UB 4628.18 4628.18 4769.21 4633.86 4643.13 4633.96
LB 4628.53 4628.53 4414.10 4633.86 † †
runtime(s) 0.31 0.33 0.03 4.90 1.49 1.76
86016.bmp
UB 7930.26 7930.26 6654.84 6618.85 6619.75 6620.36
LB 6617.36 6617.46 6502.79 6618.85 † †
runtime(s) 1.96 5.10 0.02 2.62 0.36 0.53
86068.bmp
UB 5870.65 5876.08 5289.20 5198.87 5207.65 5205.68
LB 5186.42 5185.40 4731.74 5198.87 † †
runtime(s) 28.82 75.20 0.23 9.72 1.10 0.60
87046.bmp
UB 4641.36 4641.36 4470.22 4315.53 4321.55 4315.53
LB 4304.42 4305.38 3985.82 4315.53 † †
runtime(s) 4.69 9.11 0.09 11.52 1.14 0.60
89072.bmp
UB 4096.15 4098.40 4159.28 3933.75 3948.57 3934.47
LB 3925.22 3925.52 3707.83 3933.75 † †
runtime(s) 0.93 3.41 0.06 3.69 1.07 1.00
97033.bmp
UB 4594.50 4594.50 4583.48 4320.69 4336.56 4322.76
LB 4311.08 4312.65 3996.62 4320.69 † †
runtime(s) 2.36 9.46 0.06 1.62 0.83 1.31
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
modularity clustering
adjnoun
UB -0.31 -0.31 -0.17 0.00 0.00 -0.29
LB -0.46 -0.46 -0.79 -0.45 † †
runtime(s) 1.10 1.11 0.29 7288.07 0.01 92.48
dolphins
UB -0.53 -0.53 -0.34 -0.53 0.00 -0.52
LB -0.55 -0.55 -0.83 -0.53 † †
runtime(s) 0.24 0.22 0.03 44.61 0.00 0.79
football
UB -0.60 -0.60 -0.34 -0.60 0.00 -0.49
LB -0.62 -0.62 -0.90 -0.60 † †
runtime(s) 1.99 1.98 0.37 71.91 0.01 7.63
karate
UB -0.42 -0.42 -0.28 -0.42 0.00 -0.32
LB -0.43 -0.43 -0.66 -0.42 † †
runtime(s) 0.03 0.06 0.00 0.40 0.00 0.08
lesmis
UB -0.56 -0.56 -0.37 -0.56 0.00 -0.50
LB -0.57 -0.57 -0.72 -0.56 † †
runtime(s) 0.18 0.83 0.03 3.77 0.00 0.72
polbooks
UB -0.52 -0.52 -0.33 -0.53 0.00 -0.51
LB -0.56 -0.56 -0.83 -0.54 † †
runtime(s) 0.86 0.92 0.17 10057.85 0.01 4.97
knott-3d-150
gm_knott_3d_032
UB -5811.47 -5811.47 -5365.34 -5811.47 -5745.79 -5767.34
LB -5812.64 -5811.49 -6052.81 -5811.47 † †
runtime(s) 0.47 2.68 0.03 2.70 0.17 0.48
gm_knott_3d_033
UB -2545.84 -2545.84 -2536.26 -2545.84 -2517.65 -2545.84
LB -2545.90 -2545.90 -3029.52 -2545.84 † †
runtime(s) 0.41 0.88 0.02 1.28 0.22 0.35
gm_knott_3d_034
UB -4064.87 -4064.87 -3921.65 -4064.87 -3971.60 -3972.66
LB -4066.65 -4066.31 -4337.06 -4064.87 † †
runtime(s) 0.51 1.26 0.02 3.69 0.47 0.58
gm_knott_3d_035
UB -4595.84 -4595.84 -4238.86 -4595.84 -4568.88 -4595.84
LB -4595.84 -4595.84 -4916.47 -4595.84 † †
runtime(s) 0.36 0.49 0.08 1.18 0.27 0.46
gm_knott_3d_036
UB -5192.26 -5192.26 -4678.23 -5198.37 -5159.18 -5198.37
LB -5199.32 -5198.80 -5440.26 -5198.37 † †
runtime(s) 0.35 1.01 0.09 1.32 0.32 0.62
gm_knott_3d_037
UB -4636.50 -4633.67 -4312.24 -4638.99 -4616.39 -4638.03
LB -4642.64 -4639.28 -4928.85 -4638.99 † †
runtime(s) 3.53 18.53 0.03 6.27 0.23 0.76
gm_knott_3d_038
UB -4625.80 -4625.80 -4235.69 -4625.80 -4616.99 -4619.01
LB -4625.80 -4625.80 -4818.46 -4625.80 † †
runtime(s) 0.35 1.52 0.05 0.65 0.19 0.46
gm_knott_3d_039
UB -5092.32 -5092.32 -4476.96 -5092.32 -5081.58 -5082.97
LB -5092.45 -5092.32 -5318.04 -5092.32 † †
runtime(s) 0.73 4.11 0.03 1.88 0.23 0.58
knott-3d-300
gm_knott_3d_072
UB -32986.39 -32986.39 -29632.23 -32999.85 -32883.17 -32875.45
LB -33006.26 -33006.26 -34512.56 -32999.85 † †
runtime(s) 1466.31 1574.69 4.60 49.78 4.26 3.40
gm_knott_3d_073
UB -25863.15 -25863.15 -23433.69 -25863.38 -25738.25 -25740.05
LB -25866.11 -25863.69 -27464.92 -25863.38 † †
runtime(s) 58.50 81.89 3.24 55.72 2.72 8.88
gm_knott_3d_074
UB -25685.56 -25685.03 -23513.94 -25721.90 -25625.74 -25627.65
LB -25726.98 -25723.03 -27196.88 -25721.90 † †
runtime(s) 172.42 229.99 1.19 39.63 2.18 10.73
gm_knott_3d_075
UB -30456.95 -30455.38 -27294.35 -30478.37 -30429.06 -30471.30
LB -30480.69 -30478.37 -31854.88 -30478.37 † †
runtime(s) 26.07 46.55 2.89 14.29 2.18 3.57
gm_knott_3d_076
UB -27000.93 -27000.93 -24789.93 -27056.99 -27004.21 -27031.94
LB -27065.92 -27060.80 -28550.56 -27056.99 † †
runtime(s) 1456.89 2236.72 2.62 50.33 3.32 10.79
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
gm_knott_3d_077
UB -29482.24 -29482.24 -27122.85 -29482.24 -29476.76 -29481.33
LB -29482.55 -29482.26 -31159.83 -29482.24 † †
runtime(s) 170.01 155.43 2.40 47.23 4.12 10.59
gm_knott_3d_078
UB -20206.78 -20206.78 -19374.02 -20211.55 -20189.82 -20157.27
LB -20217.62 -20214.30 -22015.47 -20211.55 † †
runtime(s) 350.20 1193.95 1.56 1451.04 2.44 10.97
gm_knott_3d_079
UB -26601.32 -26601.32 -23755.71 -26607.98 -26589.21 -26593.33
LB -26612.76 -26608.39 -28457.54 -26607.98 † †
runtime(s) 104.62 463.29 3.37 110.62 2.46 6.24
knott-3d-450
gm_knott_3d_096
UB -89941.58 -89941.58 -80280.68 -89959.41 -89779.76 -89786.75
LB -89996.73 -89996.38 -94633.08 -89959.41 † †
runtime(s) 3643.00 3614.63 48.66 1438.60 16.89 153.09
gm_knott_3d_097
UB -73473.47 -73473.47 -67333.36 -73477.55 -73386.50 -73364.35
LB -73516.42 -73516.60 -78026.62 -73477.55 † †
runtime(s) 3678.62 3674.28 26.83 1075.22 15.59 177.63
gm_knott_3d_098
UB -86499.41 -86499.41 -78396.23 -86593.97 -86470.44 -86498.10
LB -86633.78 -86632.24 -91051.86 -86593.97 † †
runtime(s) 3648.34 3623.29 11.39 1507.50 15.15 69.82
gm_knott_3d_099
UB -86177.37 -86177.37 -78712.34 -85956.93 -86184.26 -86180.01
LB -86320.89 -86309.52 -91020.66 -86449.40 † †
runtime(s) 3634.38 3639.38 34.96 3732.50 11.12 90.11
gm_knott_3d_100
UB -76590.45 -76590.45 -68324.61 -76699.37 -76561.72 -76523.90
LB -76761.06 -76758.81 -81763.95 -76699.37 † †
runtime(s) 3628.67 3668.23 40.53 1076.28 22.65 141.63
gm_knott_3d_101
UB -74508.29 -74508.29 -66796.31 -74529.51 -74500.99 -74495.74
LB -74544.89 -74544.24 -79463.73 -74529.51 † †
runtime(s) 3616.45 3620.81 33.62 1149.05 19.52 110.02
gm_knott_3d_102
UB -66423.87 -66423.87 -60651.60 -66482.68 -66454.83 -66455.86
LB -66525.90 -66524.32 -71160.72 -66482.68 † †
runtime(s) 3680.72 3617.03 19.75 907.64 14.44 131.82
gm_knott_3d_103
UB -73799.17 -73799.17 -66427.02 -73431.17 -73750.61 -73743.79
LB -73918.13 -73909.00 -79062.14 -73988.21 † †
runtime(s) 3662.18 3667.64 36.71 3836.96 16.82 79.70
knott-3d-550
gm_knott_3d_112
UB -152854.11 -152854.11 -136448.39 -153021.45 -152908.44 -152675.73
LB -153124.66 -153124.66 -160981.94 -153024.89 † †
runtime(s) 3686.25 3692.63 151.77 3716.74 88.55 462.34
gm_knott_3d_113
UB -135567.04 -135567.04 -122181.33 -134820.65 -135466.46 -135386.34
LB -135824.78 -135824.78 -144181.42 -135924.12 † †
runtime(s) 3657.02 3650.21 105.96 3614.44 57.52 540.01
gm_knott_3d_114
UB -149545.82 -149545.82 -134889.26 -149716.68 -149683.60 -149526.15
LB -149831.75 -149831.31 -157228.92 -149722.18 † †
runtime(s) 3651.93 3627.15 108.75 3614.56 99.81 384.54
gm_knott_3d_115
UB -149769.24 -149769.24 -135760.55 -148726.82 -149736.65 -149777.01
LB -150320.76 -150285.41 -158348.78 -150325.94 † †
runtime(s) 3647.68 3746.48 111.32 3747.40 47.97 384.89
gm_knott_3d_116
UB -130577.35 -130577.35 -118822.35 -130757.57 -130720.10 -130580.01
LB -130910.50 -130894.84 -138934.59 -130761.25 † †
runtime(s) 4152.93 3854.59 88.56 3688.88 92.77 976.88
gm_knott_3d_117
UB -123419.07 -123419.07 -112948.58 -122646.08 -123368.23 -123448.71
LB -123849.34 -123819.48 -131937.12 -123810.61 † †
runtime(s) 3860.97 3778.57 90.49 3617.71 54.49 582.92
gm_knott_3d_118
UB -123467.39 -123467.39 -112812.30 -122526.33 -123520.61 -123483.58
LB -123720.59 -123709.54 -131313.86 -123538.09 † †
runtime(s) 3720.24 3824.32 77.63 3777.86 83.73 869.68
gm_knott_3d_119
UB -126318.25 -126318.25 -116868.98 -123919.61 -126308.30 -126289.59
LB -126936.67 -126936.67 -134702.52 -126935.77 † †
runtime(s) 3889.64 3792.14 84.92 3688.17 58.68 555.56
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Table 2: Per instance evaluation of the considered eight datasets. UB means primal solution
energy, LB dual lower bound and runtime(s) the runtime in seconds. Bold numbers indicate
lowest primal energy, highest lower bound and smallest runtime. † means method not
applicable.
Instance MP-C MC-COW CGC MC-ILP CC-Fusion-RWS CC-Fusion-RHC
CREMI-small
gm_small_1
UB -301663.25 -301663.25 -278423.74 -301674.02 0.00 -301674.02
LB -301678.18 -301677.98 -302379.69 -301673.92 † †
runtime(s) 3638.89 3686.59 56.18 998.95 0.00 191.08
gm_small_2
UB -127448.90 -127448.90 -114182.56 -116678.57 -127414.03 -127292.54
LB -127545.97 -127545.60 -131075.52 -127520.30 † †
runtime(s) 3623.23 3679.25 369.68 3722.33 3607.92 3752.86
gm_small_3
UB -210390.21 -210390.21 -191243.51 -210430.88 -210396.31 -210386.96
LB -210452.80 -210453.44 -212966.73 -210432.60 † †
runtime(s) 3674.40 3619.29 531.16 3606.16 3479.31 3722.51
CREMI-large
gm_large_1
UB -5647807.76 -5647807.76 0.00 0.00 -5628646.55 -5524856.64
LB -5648791.54 -5648791.54 † † 0.00 0.00
runtime(s) 3672.44 3629.77 0.00 0.00 3863.35 10197.66
gm_large_2
UB -2368830.08 -2368830.08 0.00 0.00 -1916548.20 -1713523.77
LB -2382103.57 -2382103.57 † † 0.00 0.00
runtime(s) 3613.51 4076.68 0.00 0.00 8092.81 36081.14
gm_large_3
UB -3643885.09 -3643885.09 0.00 0.00 0.00 0.00
LB -3648930.86 -3648930.86 † † 0.00 0.00
runtime(s) 3717.06 3712.53 0.00 0.00 0.00 0.00
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