Nonpolar solutes have a large positive heat capacity of hydration (∆C p ), while polar groups have a smaller, negative ∆C p of hydration. The physical origin of these quite different heat capacity behaviors remains a major gap in our understanding of aqueous solvation. The heat capacities of hydration of simple nonpolar and polar solutes, argon (Ar) and potassium ion (K + ), were calculated by a combination of Monte Carlo simulations and the random network model of water. The calculated hydration heat capacities of Ar and K + were positive and negative, respectively, in agreement with experimental behavior. Contributions to ∆C p from solute-solvent interactions and the first shell of hydration accounted for about 80% of the observed changes. The approximately 20% remaining discrepancy with experimental values probably comes from heat capacity contributions from more distant waters. In the case of Ar the major contribution comes from the reorganization of water in the first hydration shell with a smaller contribution from the solute-solvent interaction. In the case of K + there is also a significant effect from the reorganization of water in the first hydration shell and also from a combination of solvent-solvent and solute-solvent interactions beyond the first two shells. Unlike Ar though, the contribution of solute-solvent interaction from the first two shells is subject to large numerical noise and could not be determined with precision in these simulations. Changes in C p due to reorganization of water in the first hydration shell of Ar and K + are largely due to changes in the distribution of hydrogen bond (H-bond) angles and lengths compared to bulk water. Argon produces a narrower, more "ice-like" H-bond angle distribution and a smaller mean H-bond length, while K + produces a broader, less "ice-like" angle distribution and a longer mean H-bond length.
Introduction
Heat capacity effects have assumed a central role in the understanding of the hydrophobic effect, one of the main stabilizing interactions in proteins, in the determination of protein stability as a function of temperature and amino acid composition, and in the dissection of the energetics of protein folding and protein-ligand binding. Historically, the concept of hydrophobicity arose in the context of the low solubility of nonpolar compounds in water (due thermodynamically to an unfavorable free energy of solvation (∆G)). The low solubility of these compounds was seen to be special since it was caused by unfavorable entropic interactions (as in the famous water structuring or "iceberg" model for water interactions around nonpolar groups [1] [2] [3] , rather than by an unfavorably enthalpy change (∆H). However, the hydration of virtually any solute, polar, nonpolar, or ionic, is accompanied by a decrease in entropy. For example, the hydration entropy (∆S) of methane at 298 K is -17.8 eu, while addition of the hydroxyl group in methanol decreases the hydration entropy to -19.1 eu. 4 Moreover, a decrease in entropy upon insertion of a solute in solvent can be produced by almost any model of solvent. For example, even the hard sphere model of water, 5 which lacks any explicit treatment of the unique hydrogen bonding and orientational structure of water, reproduces this effect.
In contrast to the qualitative similarity in hydration entropy behavior of polar and nonpolar groups, it has long been known that nonpolar group hydration is accompanied by a characteristic large heat capacity (C p ) increase. 6, 7 This can be as large as 3 cal/(mol K) per first shell water at 25°C, 8 a surprisingly large change when compared to the total heat capacity of water, 18 cal/mol/K. As a consequence of the large heat capacity increase, the low solubility of apolar groups in water at higher temperatures (>90°C) is caused by unfavorable enthalpic interactions, not unfavorable entropy changes. More recently, it has become clear that hydration of polar groups is accompanied by a smaller but significant decrease in C p . 9, 10 Thus the solubility of polar groups in water is driven by favorable enthalpic interactions at both higher and lower temperatures. Based on these facts, it may be argued that the opposite sign of the heat capacity change in polar and nonpolar group hydration is what truly distinguishes the hydrophobic effect from other solvation effects. Since water is a complex solvent which is still not fully understood, and since heat capacity is the most complex of the four principal thermodynamic parameters describing solvation (∆G, ∆H, ∆S, ∆C p ), it being the second derivative of the free energy, it is no surprise that our understanding of these different heat capacity changes is poor.
There are two kinds of contributions to the heat capacity in protein/solvent systems. 11 The first is internal, which involves interactions of the polypeptide chain with itself, including strain (bond distortions etc.), chain entropy, and nonbonded interactions (van der Waals and electrostatic). The second is external and involves polypeptide chain/solvent interactions (electrostatic, van der Waals and hydrophobic), which include both direct protein-water interactions and perturbations in solvent-solvent interactions induced by the protein. For the process of protein unfolding, there is evidence that the internal contribution to heat capacity changes is small compared to the protein-solvent contributions, ∆C p hyd . 8, 12, 13 The magnitude of the solvation contribution to heat capacity is well characterized experimentally, due to many important studies. 6 ,7,9,10, [14] [15] [16] It is now abundantly clear that the change in solvation of both polar and nonpolar groups upon protein folding or protein binding is a major contributor to heat capacity changes.
It has been shown that the large negative heat capacity change upon protein folding is highly correlated with hydration heat capacity changes calculated from burial of hydrophobic area. 17, 18 Models that account for hydration heat capacity changes from both polar and nonpolar surface area burial provide an even more quantitative explanation of protein folding heat capacity changes. 19, 20 Plots of the entropy vs heat capacity for protein unfolding resemble those for hydrophobic solute and cyclic dipeptide dissolution, while enthalpy vs heat capacity plots for proteins and cyclic dipeptides are dissimilar from hydrophobic solute dissolution. 21 Heat capacity data of this type is important in the analysis of the thermodynamics of protein folding. [22] [23] [24] The ability to quantitate hydration heat capacity changes based on area burial has been used to identify a thermodynamic signature for coupled folding and binding when certain proteins bind to DNA. 25 Some early attempts to model the hydration heat capacity increase of nonpolar groups have been made in terms of two state models of solvating waters, 26, 27 but these have lacked molecular detail. There have been various detailed treatments of hydrophobic solvation using explicit solvent models, [28] [29] [30] [31] [32] some of which have looked at the temperature dependence of the entropic change for the hydrophobic solvation. In the study of Swope and Anderson, not enough temperature points were evaluated to establish the heat capacity changes precisely. However, the studies of both Pratt and Chandler and Lazaridis and Paulaitis examined the entropy at a number of temperatures. While both studies reproduce the heat capacity change for methane quite well, the molecular origin of this change is somewhat unclear; in the study of Lazaridis and Paulaitis the major contributor is the temperature dependence of the water orientation entropy, whereas the Pratt and Chandler study includes the effect of the water through its known O-O radial distribution function, in which there are no explicit water orientational effects. An interesting study of the mismatching of water geometry around hydrophobic solutes has been performed by Matubayasi, 33 but the consequences for C p changes were not examined. Moreover, in none of these studies was polar hydration examined with the same model/techniques, so it is not yet clear that they can explain the opposite signs of the C p changes associated with polar and apolar hydration, without which it cannot be said that the phenomenon of hydrophobicity is fully understood.
The goal of this work is twofold: first, to determine the magnitude of the heat capacity changes for polar and nonpolar hydration and, second, to offer a structural interpretation for the opposite sign in the heat capacity changes for these groups. In the next section, we describe the theory and rationale for the methodology used in the present work. We argue that a brute force use of simulations to attempt a direct determination of hydration heat capacity changes would neither give reasonable quantitative results nor would they provide a physical explanation. We show, however, that a combination of simulations of infinitely dilute aqueous solutions and the random network (RN) model of water developed by Sceats, Rice, Henn, Kauzmann, and co-workers [34] [35] [36] [37] [38] can be used to gain a qualitative and quantitative understanding of hydration heat capacity changes. The extension of the RN model to study heat capacity changes is described. In the Methods section, we describe the simulation procedures and the methods employed to compute the RN model parameters in the bulk water and in the hydration shells of solutes. In the next section, we give the heat capacity results from the direct simulations as well as from the RN model. We also give the results on the reorganization of water around the solutes in terms of the RN model parameters. The discussion of the results follows in the next section. We make a case that the RN model is not only a good model for determining the heat capacity contribution due to water-water interactions but also gives a good insight into the reorganization of water around the nonpolar and polar solutes.
Theory
The formal definition of heat capacity may be expressed in a number of ways, most directly as the temperature variation of the enthalpy, H, and entropy, S
or, as the curvature of the free energy, G
or finally in terms of the fluctuations in the enthalpy, H
where k is Boltzmann's constant, and the brackets 〈 〉 indicate the Boltzmann weighted average. In a simulation study, only the first definition (in fact, the first equality of eq 1) and the third definition provide practical methods of calculation of heat capacity of aqueous solutions. This is because the entropy and hence the free energy are still very difficult quantities to compute via simulations. Since the simulation systems are normally small and the fluctuations are proportional to 1/ N molecules , it takes a long time for fluctuation dependent quantities to converge. It takes about 3 × 10 6 Monte Carlo steps to get the heat capacity of pure water correct for a system as small as 216 water molecules. 39, 40 Addition of a solute to water would require the simulation length to be greatly increased in order to approach a similar level of accuracy and precision in the determination of fluctuations, and hence heat capacity, of the solution. The heat capacity of hydration is the difference between the heat capacity of water plus the solute and that of pure water. Thus, one requires the difference in the fluctuations between the two systems; this is another source of statistical error. If one chooses to use eq 1, one needs to obtain the difference in differences at two or more temperatures. Either method would require sampling much larger than 3 × 10 6 MC steps to obtain results with a good precision. In addition, even if it were feasible to do so, a brute force use of simulations employing eq 1 or eq 3 would not necessarily give any insight into the physical origin of opposite signs in the heat capacity of hydration for polar and nonpolar solutes. Therefore, a novel method for the determination of the heat capacity of hydration is needed. The total energy of an infinitely dilute aqueous solution may be split up into three contributions: internal solute-solute interaction (E ss ), the direct solute-solvent contribution (E sv ), and an indirect contribution arising from changes in waterwater interaction induced by the solute (∆E vv ). The internal solute interaction refers to the interaction between atoms or groups within the same solute molecule. Since the solution is infinitely dilute, there is no intermolecular solute solute interaction. Thus from eq 1 there are three corresponding contributions to the heat capacity change:
At 1 atm, P ) 4.46 × 10 -5 kT/(mL/mol), so for the hydration of most solutes, where the molar volumes are tens to hundreds of mL/mol, the contribution P∆V is negligible, so this term will be omitted from the discussion in this section, i.e., we need not distinguish between average energy or enthalpy of solvation and between C p or C V of solvation). The theory used in this work, the simulations, and the experimental data to which we make comparisons are all for conditions of constant ambient pressure.
For the monoatomic solutes used in this work, E ss ≡ 0 and hence C p ss ≡ 0. The water-water term, ∆C p vv , is a result of the changes in the water-water interaction energy (∆E vv ); this arises from the changes in the hydrogen bond network of the water shell around polar and nonpolar solutes as compared to the H-bond network of bulk water. We are familiar with changes in the hydrogen bond network around nonpolar solutes which have been termed the "iceberg" formation. Therefore, it seems logical that a simplified model which gives an energy function for water in terms of the H-bond network could be very useful. The random network (RN) model 37, 38 of water is exactly that kind of model. Various equilibrium physical properties of pure water have been calculated using the RN model, and it is arguably the most complete and accurate thermodynamic model for pure water available, reproducing for example the temperature dependence of the dielectric constant, 34 the entropy and its temperature dependence, 36 and the isothermal compressibility, 38 all challenging quantities to compute from first principle models.
The RN model computes thermodynamic quantities from the change in the hydrogen bond network structure of liquid water as compared to the reference state of the hydrogen bond network of ice Ih at 0 K. The distortions in the hydrogen bond network in pure water as compared to that of ice Ih at 0 K are described in terms of three quantities: the average oxygen-oxygen distance (〈r〉), the root mean squared (rms) deviation in oxygenoxygen distance (σ r ), and the rms hydrogen bond angle (θ). This angle is defined in the RN model as the angle between the O-H bond and the O-O vector to which that hydrogen is bonded, in radians (as shown in Figure 1 ). Ice Ih has a perfect hydrogenbonded network, and the three parameters for it have the following values: 〈r〉 ) 2.75 Å, σ r ) 0.0 Å, and θ ) 0.0°. Using various structural, spectroscopic, and thermodynamic properties of ice at various temperatures, Rice et al. and Henn and Kauzmann have constructed thermodynamic potential hypersurfaces in terms of the three random network model parameters, Q ) Q rnm (〈r〉, σ r , θ) for water; where Q ) A, E, S (i.e., Helmholtz free energy, energy, and entropy, respectively).
Regarding the H-bond angle contribution, these workers concluded that there was no detectable azimuthal preference (i.e., on the angle between the two planes containing each water), so bending is symmetric and the mean H-bond angle is zero. The angular dependence is thus accounted for by a single value, the rms angle or the width of the angle distribution. For a given temperature and pressure the H-bond parameters are determined self-consistently by minimization of the free energy. The distortion in the H-bonds compared to the reference state at 0 K is reflected in changes in the thermodynamic quantities. The RN model was originally developed for pure water, in which distortions in the H bonds arise from thermal effects. However, it seems plausible that the model can equally well describe the thermodynamic effects of H-bond distortions imposed on the water, in this case by introduction of a solute. If so, the RN model can potentially provide a very good model to evaluate the solvent-solvent interaction contribution (∆C p vv in eq 4) to the heat capacity change. An analogy for this is the dielectric constant of water, which can be obtained either from thermally induced fluctuations in the polarization or by the mean polarization induced by an external field.
The random network model potential of Henn and Kauzmann 38 expresses the total energy of water, E rn , as a sum of five terms:
which arise from hydrogen bond bending and stretching, vibrations (internal and librational), zero-point distortion, and van der Waals interactions. Similarly, the total entropy, S rn , is given by the sum of four terms:
where the zero-point distortion and nonbonding terms make no contribution to the entropy, and the last term is the proton disorder contribution, S pd ) k ln(3/2).
Expressions for the individual contributions in eqs 5 and 6 as a function of 〈r〉, σ r , and θ are given by Henn and Kauzmann.
To use the RN model to describe heat capacities, the temperature derivatives of eqs 5 and 6 were taken using these expressions. This results in expressions for the bending, stretching, vibrational, zero point, and van der Waals contributions to the heat capacity in terms of 〈r〉, σ r , θ, and their temperature derivatives ∂〈r〉/∂T, ∂σ r /∂T, and ∂θ/∂T. These H-bond parameter temperature derivatives were evaluated as follows. For a given temperature and pressure the values of 〈r〉, σ r , and θ can be determined selfconsistently by minimizing the total free energy, A ) E rn -TS rn with respect to these parameters (see for example Figure 3 of Henn and Kauzmann 38 ). This procedure was performed over a range of temperatures 0-100°C. The H-bond parameters 〈r〉, σ r , and θ vary almost linearly with temperature over this range, although a slight curvature is evident. Thus the values of 〈r〉, σ r , and θ were fitted by a cubic polynomial, and a functional expression for their temperature derivatives was obtained from the polynomial coefficients. Numerical values of the RN parameters and their temperature derivatives obtained using this procedure were indistinguishable from the values given in Figure 3 of Henn and Kauzmann. 38 The expressions for the contributions to heat capacity (expressed per mol of water, or per pair of H bonds) obtained this way now depend explicitly on 〈r〉, σ r , and θ only and are given by 
where the mean and standard deviation in H-bond length are expressed in dimensionless form as x ) (〈r〉 -2.75)/2.75, and 
The RN model developed by Henn and Kauzmann gives the heat capacity per mol of water or per 2 mols of H-bonds. In our case, the total heat capacity change upon adding a mol of the solute at infinite dilution is required. The solute will perturb several waters in the various hydration shells of the solute, altering their hydrogen bond geometries to differing degrees. Thus if the mean H-bond parameters in bulk water are 〈r〉 0 , σ r 0 , and θ 0 , and the solute perturbs the geometry of the H-bonds between waters in hydration shells i and j to mean values 〈r〉 ij , σ r ij , and θ ij , then the total contribution to the heat capacity change from this part of the structural perturbation is
where the summation is over all classes ij of shell-shell H bonds, and N ij is the mean number of H-bonds in that class. The general idea then is that eqs 7-14 provide the water-water contribution (∆C p vv ) to the total hydration heat capacity as a function of the three structural parameters: 〈r〉, σ r , θ, and the total number of hydrogen bonds participating in each class of H bonds, N ij .
The random network model, however, does not deal with the solute-solvent interaction (E sv ) and, hence, the second contribution to the heat capacity in eq 4, ∆C p sv . The solute-solvent interaction energy (E sv ) can be obtained from the simulations, however. Potential functions for site-site interaction models for various solute groups and water are capable of accurately reproducing the enthalpy of solvation for these solute groups. Therefore, a straightforward computation of the difference in solute-water interaction energy (E sv ) at two temperatures should give us a reasonable estimate of the solute-water interaction contribution to the heat capacity, ∆C p sv . A reasonable assumption is that for argon-water, contributions beyond the first shell are very small (because the vdW interaction is short ranged, the perturbation in water structure small, and the temperaturedependent contribution from this water to E sv is negligible). Since the K + -water interaction is long ranged, however, the effect of water even beyond the second hydration shell cannot be neglected. For spherically symmetric solutes, a good way of including long-range water effects is by using a Born correction. This approach has been used previously for free energy contributions 41 and can be adapted for heat capacities by substituting the Born expression for hydration free energy of a spherical ion plus hydration shell into eq 2 giving
where q is the charge (+1 for K + ), is the dielectric constant of water, and a cut is the cutoff radius for explicit determination of solute-solvent interactions, in this case taken at the second hydration shell/bulk solvent boundary.
Methods
Three systems were studied: pure water, Ar in water and K + in water. Each of the three systems had 216 water molecules. In addition, the solutions contained one molecule of solute. The water model used was TIP4P and the parameters for the solute molecules were OPLS parameters. 39, 40 The systems were equilibrated at 1 atm pressure and one of two temperatures (25 and 35°C) for 2 × 10 6 Monte Carlo steps. The equilibrated configurations were then run over 10 consecutive runs of 5 × 10 6 MC steps to compute the desired quantities. The computer program used to generate the configurations for the three systems was the Monte Carlo program BOSS version 3.3. 42 Snapshots were chosen every 1000 steps to compute the thermodynamic quantities and the RN model parameters. Estimates of the numerical precision of computed quantities were obtained as the standard deviation in batch means of the 10 consecutive runs.
The fluctuations in the energy E and the enthalpy H were calculated during the 10 runs for all three systems. The RN model parameters were calculated for each of the snapshots by the following method. First, pairs of waters that were H-bonded were identified. A number of criteria have been used for deciding whether two waters are hydrogen bonded in simulations (see for example the discussion in Mezei and Beveridge 43 ). One is when the water-water pairwise energy falls below a certain cutoff. 44 The second is an a priori geometric criterion based on some distance or distance plus angle cutoff. 43 A third approach takes waters to be H bonded if they lie within the first peak in the O-O radial distribution function. We elected to use the third method for the following reasons. First, the particular interest in this study is on distortions in the H-bonding network. Use of an energetic or a priori geometric cutoff could bias the analysis to exclude those H bonds not close to "optimal" geometry but which are perhaps important in determining changes in thermodynamic quantities. Second, we wished to separately analyze H-bonds within the first hydration shell, the second shell, and between shells. Separation of waters into different hydration shells was done based on minima in the solute-water radial distribution functions (see below), allowing us to use a consistent approach for both hydration shell and H-bond definitions. Thus two water molecules were defined to be hydrogen bonded if their O-O distance was less than or equal to 3.4 Å; this threshold distance corresponds to the first minimum in the oxygen-oxygen radial distribution function of water in the pure water simulations and is very close to the distance cutoff of 3.3 Å used previously by Mezei and Beveridge. 43 The length and angle were computed for each pair of waters that were H bonded. The distances and angles were binned and accumulated over the course of the simulation to produce their probability distribution functions. The average oxygen-oxygen distance (〈r〉) and the fluctuations in the oxygen-oxygen distances (σ r ) were calculated from the length distribution, and the rms H-bond angle (θ) was calculated from the angle distribution.
The RN model parameters (〈r〉, σ r , θ) were averaged over the whole box for the pure water. However, for Ar/water and K + /water systems, the parameters were averaged in the following way. The water molecules in the solutions were divided into three shells around the solute group. Water molecules lying within the first minimum in the radial distribution were assigned to the first shell. The water molecules between the first minimum and the second minimum were said to be in the second shell. The rest of the water molecules belonged to the bulk water, or the third shell. The shell boundary radii for the Ar/ water system were 5.0 and 7.1 Å for first and second shell, respectively. The corresponding shell radii for the K + /water system were 3.5 and 6.3 Å. The oxygen-oxygen distances and the H-bond angles were binned for each snapshot for each of the six possible intrashell and inter-shell interactions among water molecules: first shell-first shell interaction 1-1, 1-2, 2-2, 2-3, etc. Then the averages for all three RN parameters were obtained over the whole run for each of the six classes of intrashell and inter-shell hydrogen-bonding interactions. The number of hydrogen bonds participating in each of the above six categories (N ij ) were counted and averaged over the individual runs. In addition, the number of hydrogen bonds per water molecule N hb was also computed.
The change in heat capacity corresponding to H-bond distortions induced by the solute was evaluated using eqs 7-14 of the RN model as follows. The structural parameters obtained self-consistently from the RN model for pure water at 298.12 K are 〈r〉 0 ) 2.83 Å, σ r 0 ) 0.11 Å, and θ 0 ) 7.5 0 . 38 The values of 〈r〉 ij , σ r ij , and θ ij used in eq 14 are those that give the same proportional change in the RN parameters from the pure water values, 〈r〉 0 , σ r 0 , and θ 0 as observed in the simulations, e.g.
where x ) 〈r〉, σ r , or θ, the superscript 0 refers to the RN model pure water value, the superscripts i and j refer to the shells, X bulk is the mean value observed in the pure water simulation, and X ij is the mean value observed in either the Ar/water or K + /water simulation between waters in the i and j shells. Use of this scaling relationship for the RN parameters enables us to obtain changes in heat capacity while assuring consistency between our simulations and the RN model for pure water even though the simulated values for bulk water do not agree exactly with those obtained from the RN model (see Results).
The solute-solvent interactions were calculated in three parts: solute-first shell water energy, E s1 , solute-second shell water energy, E s2 , and solute-third shell (bulk) water energy, E s3 . These contributions too were averaged over the whole run of 5 × 10 6 MC steps. Only solute-first shell and solutesecond shell values were used in the final computation of heat capacities. The solute-third shell (bulk water) interaction energies were rejected because of high standard deviations and small absolute value of E 3S . The long-ranged interaction contribution to the heat capacity in the K + /water system was computed using eq 15 with a cut ) 6.3 Å, the second shell/bulk water boundary distance. Dielectric constant data for water as a function of temperature was taken from the CRC Handbook, 45 and the temperature derivatives were obtained numerically, as T∂ / ∂T ) -1.36 and T 2 ∂ / ∂T 2 ) 1.84 at T ) 298 K.
Results
The constant pressure heat capacity, C p , of pure water, computed from the fluctuations in the total enthalpy, was found to be 21.7 ( 2 cal/(mol K), which is reasonably close to the experimental value of 18.0 cal/mol/K ( Table 1 ). The enthalpy of hydration for K + of -81 kcal/mol is close to the experimental value of -79.8 kcal/mol, 46 the difference lying within the simulation uncertainty. For the enthalpy of argon, however, which is much smaller, the simulation uncertainty is larger than the experimental value. The heat capacity of water from the computation of enthalpy at two temperatures, 298 and 308 K, is 24.5 ( 1.0 cal/mol/K and is also shown in Table 1 . These values include a contribution of 3R cal/mol/K due to the translational and rotational kinetic energies of water. The hydration heat capacities of Ar in water and K + in water could not be calculated directly either by computing the fluctuations of enthalpy in these systems or by the change in enthalpy at two temperatures. In fact, even the sign of the change in the heat capacity for the two solutes turned out to be wrong by either of the above two methods.
The RN model parameters for pure water and for first shellfirst shell (1-1) H-bonds around Ar and K + are shown in Table  2 . Structural parameters for the other classes of H-bonds were statistically indistinguishable from those of bulk water. For the pure water simulations the first maximum in the oxygenoxygen (O-O) radial distribution function occurs at 2.75 ( 0.05 Å (results not shown), statistically indistinguishable from the commonly accepted value of 2.80 Å for pure water. 47 The average oxygen-oxygen H-bond distance (〈r〉) we compute for pure water is 2.93 Å. This value is larger since it is an average of all waters in the first peak taken out to the first minimum at 3.4 Å, which defines the H-bond cutoff. Henn and Kauzmann's RN model value for 〈r〉 for pure water is 2.83 Å. 38 The value of 〈r〉 for the water molecules in the first shell of Ar, 2.89 Å, is smaller than the value for pure water from simulations. This corresponds well with the phenomenon of iceberg formation around apolar solutes. The value of 3.12 Å for 〈r〉 for waters in the first shell of the K + /water system is much larger than that for pure water. This is explained by the fact that the dipole moment for each of the water molecules in the first shell tends to point radially away from the positive ion. This results in distortion of the water-water H-bonding geometry and repulsion between the first shell water molecules, causing an increase in 〈r〉.
The values for the rms O-O distance (σ r ) of all the three systems are understandably larger than that for ice because of thermal fluctuations. The simulation values are also somewhat larger than the RN model value for pure water (0.11 Å) and are approximately equal for all three systems ( Table 2 ). The rms H-bond angle (θ) values are shown in column 3 of Table  2 . The value for pure water from simulations, 29°, is much larger than 7.5°obtained from the RN model. This difference can be explained by examining the probability distribution of H-bond angle for bulk water and for the first shell-first shell H-bonds for the three systems shown in Figure 2 . This data also sheds light on the reorganization of water around the two solutes compared to the bulk water. Most H-bonds in pure water are close to linear (the large peak centered at 12°), but there is a small population centered around 52°which produces an overall rms value of 29°. Analysis shows that the first peak arises from H-bonds with four water molecules (two donors and two acceptors of H-bonds) which are approximately at the four corners of the tetrahedron around the oxygen of the central water molecule, while the second peak arises from an occasional H-bond with a fifth water molecule that can interpose between two water molecules (giving the peak at about half the tetrahedral angle of 104°). This second population of H-bonds corresponds to those seen in previous analyses of water structure, a significant fraction of which have angles >40°, termed "weak", 43 or "mismatched". 33 In contrast, the RN model, which is based on the distortions of perfectly tetrahedral ice Ih, only counts the tetrahedrally coordinated waters, which at 298 K have an rms angle of 7.5°, somewhat lower than the simulation value of 12°. This occasional extra H-bond present in the pure water seen in this and previous studies is the cause for the large value for θ compared to the RN model. In addition, in the case of the Ar/water system, the mean H-bond angle change comes from a decrease in population of this second type of H-bond due to the steric effect of Ar, not so much from angle changes within each population. This kind of behavior agrees with that seen by Matubayasi. 33 In contrast, the strong interaction with the solute in K + /water competes with water-water H-bonds in the first shell. Most waters in the first shell replace one or more H-bonds with an electrostatic K + -O interaction, thus a favorable water-dipole alignment requires distortion of water-water H-bonds among first shell water molecules. This results in the appearance of a broad peak at about 70°. Analysis of waters in the first shell confirms that the dipole moment of these water molecules is frequently aligned with the interatomic axis and is pointing outwards (results not shown). The small, but not insignificant, peak at about 12°is due to the fact that occasionally one H-bond out of total 4-5 H-bonds in the first shell is not distorted much and is similar to those in bulk water.
The solute-solvent contribution to the heat capacity evaluated directly from the simulations via the second term of eq 4 is shown in Table 3 . This term was evaluated from the temperature derivative of the mean energy of solute interaction with water, using the simulations run at 298 and 308 K which are described in Table 1 . The contributions from the first two shells, for which we currently have the best statistics, give heat capacity increments of 12 cal/(mol K) for Ar, with a precision of 1-2 cal/mol/K, as estimated from the variance between different Monte Carlo runs. For K + , however, the precision was of the order of the mean value. In an attempt to improve the precision, additional K + /H 2 O simulations were run at 278, 288, and 318 K, and the mean solute-solvent interaction energy with the first, second, and first + second shells determined. A plot of these mean energies vs temperature is shown in Figure 3 . A standard linear least-squares fit was performed, and the confidence intervals of the best fit slope determined 48 to analyze whether there was any statistically significant slope. Although the first shell contribution appears to have a slight positive slope, and the second shell contribution a slight negative slope, the net solute-solvent interaction energy from the first two shells has no statistically significant slope with temperature, as shown by dashed lines indicating range of fits within a 2σ confidence interval of the slope. Thus, within the precision of the current simulations, we cannot determine the contribution to the heat capacity, even with regard to whether it is significantly different from zero, or what its sign is. The Born cutoff correction for contributions of water-water and water-solute interactions beyond the first two shells, however, obtained via eq 15 gives a negative contribution of -2 cal/mol/K for the hydration heat capacity of K + .
Adding the solute-solvent and solvent-solvent contributions to ∆C p for Ar, we obtain 35 ( 4 cal/(mol K) compared to the experimental values of 48 cal/mol/K. 8, 49 Adding the two contributions that we can determine reliably for K + we obtain -8 ( 2 cal/mol/K compared to the experimental values of -17 cal/mol/K. 46 It should be noted that the statistical uncertainties in the direct determination of the solute-water contribution for Ar (second column, Table 3 ) are considerably less than those from the direct determination of the total heat capacity change ( Table 1 ). This is because for the former it is not necessary to take the difference of a difference (unlike the total energy contribution, there is no pure water number to subtract out). Secondly, information is used only from the first two shells of water in the explicit water simulation, which are the ones most affected by the solute, and for which statistics on perturbations is better.
The RN model also provides an estimate of the individual contributions to the heat capacity change from different structural/energetic features of water corresponding to each of the terms in eq 5 (last five columns of Table 3 ). This shows that most of the effect is from H-bond bending and stretching, with a smaller and opposing change from the vibrational contribution. Zero-point and van der Waals contributions are negligible.
Discussion
The observed large positive hydration heat capacity of nonpolar solutes and the negative hydration heat capacity of polar and ionic solutes are an example of one of the many unique properties of water. In addition, the qualitatively different behavior of polar and nonpolar solutes potentially provides a key to the understanding of the hydrophobic effect if a structural explanation for this difference can be provided. Heat capacity being a fluctuational quantity, it is expected that direct simulation of heat capacities of hydration using explicit water models is time consuming and subject to large statistical uncertainties. Two further difficulties are, first, that the hydration heat capacity is obtained as the difference in heat capacities between pure water and water plus solute. Second, for reliable simulations, a large number of waters must be used in order to realistically represent longer range interactions, producing a large background of bulk water against which the perturbations induced by the solute are difficult to see. The results using such direct methods presented here confirm the difficulties of performing direct heat capacity determinations. Since the heat capacity is the temperature derivative of the energy, however, and since the energy can be separated into contributions arising from the internal solute-solute, solute-solvent and solvent-solvent potential terms, one can identify corresponding internal solutesolute, solute-solvent, and solvent-solvent contributions to the heat capacity, as described by eq 4. This in turn holds out the possibility that each contribution can be calculated separately by the best available method. This approach was pursued here in the study of the hydration heat capacities of argon and the potassium ion, simple examples of purely apolar and polar solutes. Since these are monoatomic solutes, there is no internal solute-solute term. Of the remaining two terms, the solutesolvent term was calculated by directly computing the temperature derivative of the mean solute-solvent energy obtained from Monte Carlo simulations. In addition, only the contribution from the first two hydration shells was computed, for which statistical precision is highest. Longer range contributions to the solute-solvent heat capacity change were assumed to be negligible for argon due to the short-ranged nature of the van der Waals interaction. The long-range electrostatic contributions cannot be neglected for the case of K + , but can be treated using a bulk solvent model. In this case the Born correction (eq 15) is a very reasonable approach, in which the electrostatic contribution from water outside the first two shells is modeled using a continuum with a temperature-dependent dielectric constant.
The solvent-solvent contribution to the heat capacity change, which is subject to the most statistical uncertainty in direct simulations because of the large number of waters, was calculated using a two-step approach. The structural distortions in the H-bonding network, primarily from the first hydration shell, were analyzed, and then the consequences of these distortions for the heat capacity were obtained from an extension of the random network model of water. The random network model previously developed by Henn and Kauzmann 38 was adapted to this purpose by first obtaining explicit expressions for the heat capacity in terms of the mean H-bond length, and the rms deviation in H-bond length and angle by straightforward temperature differentiation, combined with fitting of these three parameters as a function of temperature (eqs 7-13). Values for these three parameters for bulk water at 298 K obtained from the RN model differ from those obtained using explicit water simulations (Table 2 ). Since these are qualitatively different models which were parametrized using different sets of experimental data one would not expect them to give exactly the same values. However, since changes in heat capacity due to solvation arise from distortions compared to bulk water, the changes in the H-bond parameters induced by the solute were scaled so that the changes in H-bond parameters used in the RN expression (eq 14) are proportionally the same, compared to the bulk values, as they were in the simulations using eq 16. This ensures consistency between the two models.
Combining the solute-solvent and solvent-solvent contributions calculated in this way, the net hydration heat capacity of Ar is positive, in agreement with experimental behavior. Contributions to ∆C p from solute-solvent interactions, and the first shell of hydration account for about 73% of the observed change. The major contribution comes from the reorganization of water in the first hydration shell with a smaller contribution from the solute-solvent interaction. In the case of K + , the reorganization of water in the first hydration shell and the longrange interactions provided a significant negative contribution to the hydration heat capacity, again in agreement with experiment. These contributions account for about 47% of the observed change. However, the contribution from solute interactions with the first and second shells could not be determined for K + . This was because of the smaller number of waters (6 in the first shell compared to 16 for Ar), combined with the strong solute-solvent interaction, which results in large fluctuations in the solute-solvent energy during the simulations. Consequently, the precision in determining the temperature derivative is poor. Further simulations are being performed in order to improve the precision, and to determine the sign of this contribution. It is interesting that for K + the Born contribution to the heat capacity change is also negative, like the first shell contribution. This is a consequence of the relative magnitudes and signs of the dielectric constant of water and its first and second temperature derivative. Due to the empirical nature of this correction, however, no structural interpretation of this long-ranged contribution to the heat capacity change can be provided.
The numbers we obtain for the hydration heat capacity of Ar is about 27% lower than the experimental values. This may be due to neglect of slight perturbations in first shell-second shell (1-2) and second shell-second shell (2-2) H-bonds compared to bulk water H-bonds that are beyond the statistical precision of the current simulations. Although the perturbation of these H-bonds would be smaller than for first shell-first shell (1-1) H-bonds, they could still make a significant contribution to the heat capacity change because there are more of them. In that regard, it is encouraging that we get underestimated results instead of overestimated ones. Longer simulation runs may be required to establish whether the other shell-shell interactions play a significant role, and these are currently underway. In addition, longer simulation runs will help us get better statistics for the first and second shell solute-solvent interaction energies, E s1 and E s2 .
An important advantage of our approach, a combination of explicit water simulations and the RN model, is that individual contributions of the water-water (∆C p vv ) and solute-water (∆C p sv ) interaction contributions to the heat capacity change can easily be quantitated. We observe that in the case of Ar/ water system, 65% of the calculated contribution to the hydration heat capacity comes from the water-water reorganization while the rest, 35%, contribution is due to the weak solute-water interaction. In the case of K + /water system the water-water reorganization contributes 35% to the total hydration heat capacity, long-range interaction about 12%, with the stronger and largely electrostatic solute-water interaction with the inner hydration shells presumably contributing the remaining 50% or so. The RN model further provides a scheme to divide the water-water reorganization term into bending, stretching, vibrational, zero point, and van der Waals contributions. Henn and Kauzmann emphasize, as do Sceats and Rice, that the distortion of H bonds via stretching and bending, as measured by 〈r〉 and 〈θ〉, is the most important factor in determining the thermodynamic properties of pure water. Our data on the water-water contribution to the heat capacity change in Table  3 and the data on RN model parameters in Table 2 and Figure  2 is consistent with these observations. The values of 〈r〉 and 〈θ〉 for water molecules around Ar are smaller than those for bulk water which results in a positive heat capacity changes. However, for water molecules in K + /water hydration shell, values of 〈r〉 and 〈θ〉 are larger than those of bulk water causing a negative heat capacity contribution. Henn and Kauzmann as well as Sceats and Rice note that their potential function for H bonding do not include the effects of cooperative or nonadditive interactions. 50 Sceats and Rice estimate that the nonadditive interactions contribute 31% to the total energy of water. If this is true for the Henn and Kauzmann RN potential as well then this could be another source for the difference between our results and the experimental values.
The structural analysis of the water molecules around the solute groups, as shown by the RN parameters in Table 2 and in Figure 2 , has provided us with an insight into the causes of such heat capacity changes due to the hydration of polar and apolar groups. Interpreting our results in terms of the fluctuational definition of heat capacity, eq 3, in the case of hydration of the K + ion, highly constrained waters (in terms both of their solvent-solvent and solvent-solute interactions) have a lower heat capacity since they cannot sample states with different energy as much. In contrast, the weak Ar-water interactions create different environments for waters without simultaneously constraining the waters too much, allowing them to sample more energetic states. In addition, Ar introduces, via the weaker solute-solvent interactions, another source of fluctuations.
The very small peak at 12°for K + /water in Figure 2 has a special significance. This peak shows that out of 4-5 "H bonds" in the first hydration shell of the polar group, occasionally one H-bond is similar to those in the bulk water. The above fact and the likely overlap of hydration shells of polar and apolar groups in a molecule with both polar and nonpolar groups leads us to believe that the hydration heat capacity for such molecules may not be just a simple algebraic addition of polar and apolar contributions because the different hydrogen bond distortions induced by neighboring polar and nonpolar solutes may not be mutually compatible.
In summary, the hydration heat capacity for Ar and K + obtained in this study are positive and negative, respectively, in agreement with experiment. Moreover, these simulations provide a structural interpretation of this qualitative difference in terms of less distorted (more ice-like), but less constrained water in the first hydration shell around the nonpolar solute, contrasted with more distorted (less ice-like) but highly constrained waters around the polar solute. Quantitatively, the magnitude of the heat capacity changes are somewhat smaller than the experimental values for Ar, by about 20%. This is quite encouraging, and the fact that the values are underestimates is consistent with further contributions from outer shell waters whose perturbations are too small to detect in the current simulations. For K + we underestimate the heat capacity by about 50%, primarily because of the inability of our current simulations to provide the solute-inner hydration interaction with sufficient accuracy. Nevertheless, we have shown that it is possible to study heat capacities of solvation of small solutes quantitatively using a combination of explicit water simulations and the RN model. This has provided us for the first time a detailed explanation of why ∆C p hyd for polar and nonpolar solutes have opposite signs. In the immediate future, we hope that a careful inclusion of the distortion of farther H-bonds will reduce the gap between the computed values and the experimental data. We also plan to extend these methods to study simple mixed group molecules such as CH 3 OH and CH 3 NH 2 to study the interaction of the water shells around neighboring polar and nonpolar groups. Finally, this work points the way toward computationally tractable simulations of the hydration heat capacities of more complex solutes such as peptides and, eventually, proteins.
