Recently we introduced a new framework to describe some point sets used for multivariate integration and approximation (Poppe Cools, BIT Numerical Mathematics, 2011), which we called Chebyshev lattices. The associated integration rules are equal weight rules, with corrections for the points on the boundary. In this text we detail the development of exhaustive search algorithms for good Chebyshev lattices where the cost of the rules, i.e., the number of points needed for a certain degree of exactness, is used as criterium. Almost loopless algorithms are considered to avoid dependencies on the rank of the Chebyshev lattice and the dimension. Also, several optimisations are applied: reduce the vast search space by exploiting symmetries, lower the cost of the point set creation and minimise the cost of the degree verification. The concluding summary of the search results indicates that higher rank rules in general are better and that the blending formulae due to Godzina lead to the best rules within the class of Chebyshev lattices: no better rules have been found in the searches conducted in up to 5 dimensions.
Introduction

Motivation
Recently Clenshaw-Curtis integration was revived [14, 15] . This technique for 1-dimensional integration is based on a cosine mapped trapezoidal rule. The question that motivated this research is: can a similar transform applied to a lattice rule be beneficial for multivariate integration and approximation. In [3] we presented the Chebyshev lattice rules as generalising framework for cubature rules suited for integration with Chebyshev weight function. This setting arises naturally when determining the coefficients of a Chebyshev approximation of a multivariate function. Because of the limited number of parameters, the Chebyshev lattice notation enables an exhaustive search in moderate dimensions. We are interested in good cubature rules in the sense that they require a small number of points, and thus function evaluations, to give exact results for the weighted integral of polynomials up to a certain degree. We hope that, as known (near-) optimal point sets fit into the framework, good cubature rules in moderate dimensions may also be found.
Classical lattices
Lattice rules are a well known family of quasi-Monte Carlo methods for the approximation of s-dimensional integrals (see, e.g., [13, 2] and their references). They are based on point sets that can easily be described as a linear combination of k ≤ s generating vectors. More specifically they are based on so-called integration lattices: a discrete subset of the real space R s that is closed under addition and subtraction that contains the integer points as a subset. Hence the point set can be described as 
where we use curly braces only to denote the set of points, Z is the set of integers and N 0 := {1, 2,. ..}. 
Note that N, the number of points in (2) , follows from the generating vectors, more specific N = | det G | −1 where G is a rational generator matrix of the lattice (1) [7] .
There are many quality criteria for lattice rules in use, see [2] for a survey. One of these is the total trigonometric degree. This is defined as the maximal n = |h| := ∑ s r=1 |h r | for which all trigonometric functions f (x) = ∏ s r=1 exp (2πıh r x r ) are integrated exactly, i.e., (2) becomes an equality. This allows for a ranking of rules: good lattice rules have a small number of points N compared to other rules with the same trigonometric degree and thus require fewer function evaluations.
Chebyshev lattices
Chebyshev lattices of rank k, as introduced in [3] , are based on a cosine mapping of a classical lattice with the same k generating vectors z j ∈ Z s and denominators d j ∈ N 0 , a fixed offset vector z ∆ ∈ Z s and denominator d ∆ ∈ N 0 :
The point sets (3) were developed in the context of multivariate integration on hypercubes C s := [−1, 1] s using a Chebyshev approximation of the integrand. Evaluating the coefficients of the approximation leads to integrals with Chebyshev weight function ω(
that, due to hyperinterpolation theory [12] , can be replaced with a suitable cubature rule in which we use the points from (3):
To avoid a periodicity requirement, and inherently through the cosine mapping, χ possibly includes points on all boundaries. The cubature rule (4) is therefore an equal weight rule, with corrections for the points on the boundary. The weights are still known explicitly, i.e., it is not necessary to solve a system of equations to obtain their values. To correct for points on the boundary, a scaling of the weights is needed: in three dimensions, points on faces, edges and vertices will have weights proportional to . Using the conditional function φ (condition), which evaluates to 1 if the 'condition' is true, 0 otherwise, the weight w x can be written as
in which the normalisation factorW ensures exactness of (4) for a constant function. As with classical lattices, the quality of a cubature rule (4) can be expressed in terms of its degree, but in this weighted setting we use the total algebraic degree. If (4) is an equality for all polynomial functions f (x) = ∏ s r=1 x h r r , where |h| ≤ n, the cubature rule is said to have a degree n. Similar to classical lattice rules, better Chebyshev lattice rules require less points to attain a certain degree n.
It is important to note that, in contrast to the classical lattice rules, there is no closed relation between the parameters of the Chebyshev lattice and the number of points N. Also, due to the folding of the cosine mapping, it is not guaranteed that good classical lattice parameters lead to good Chebyshev lattice rules and vice versa.
We showed [3] that most cubature point sets for the integrals (4) with Chebyshev weight function can be written as a Chebyshev lattice rule. Godzina's blending point set [5] , for example, an explicit s-dimensional point set with given degree n, leads to the following full rank (k = s) Chebyshev lattice rule for n = 4ν − 1 (ν ∈ N 0 ):
Computer search
It is obvious that Chebyshev lattice rules are described by a fixed number of parameters. This search space depends on the rank k and the dimension s and is bounded: due to the periodicity of the cosine mapping, the components of the generating vectors can be reduced modulo their denominators. Without loss of generality, we consider all denominators equal, i.e., Each combination of parameters s, k and d leads to a different search space. Our aim is to find the best Chebyshev lattices, i.e., the rules that require the lowest number of points to attain a certain degree of accuracy. Therefore, the programs keep track of the best Chebyshev lattice parameters, i.e., the generating vectors, denominator and the number of points for each degree and replaces them only if a rule with less points is found. These search process concepts are illustrated in Listing 1.
It is obvious that the search from Listing 1 can be done in parallel for the number of dimensions s, the rank k and the denominator d. This will require some post-processing, to combine all the rules and find the 'globally' best ones, but can be solved easily by storing the rules into a small database and by performing simple queries to extract the best Chebyshev lattice rules.
Whenever possible, the search programs have been made invariant of the three search parameters. To illustrate this, consider the most rudimentary way to iterate over rank-1 generators in s dimensions using s nested loops, one for each component of the generating vector. This is straightforward but limits the applicability of the program to a fixed s. To avoid this dependency, we have been exploring loopless and almost loopless algorithms [4, 6] that produce the same result with only one or two nested loops, independent of the number of dimensions. This way, one could re-write the rank-1 search so that the number of dimensions is just an input parameter: no code must be changed to run the search for another number of dimensions. This is clearly less error prone than explicit loops and could arguably be even slightly faster.
In the following three sections, we provide more details on the actual search programs and optimisations that have been used in the highlighted steps from Listing 1. After that, actual search results in up to 5 dimensions are compared to known point sets. Section 6 concludes this paper. Listing 1. Conceptual overview of the search for good Chebyshev lattice rules. Sections 2 to 4 elaborate on the lines that are indicated in the algorithmic overview.
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Exploiting symmetry
The search space for generating vectors of s-dimensional, rank-k Chebyshev lattices where the components of each jth generating vector component belong to {0, 1,. .., d}, has (d + 1) ks elements. However, symmetries can be exploited to reduce this huge search space. Due to the symmetry of C s and ω, the components of a point set can be permuted without influencing the degree. The same reasoning allows us to reorder the components of the generating vectors, which of course is not limited to rank-1. The higher rank case, i.e., k > 1, can also exploit the invariance of the Chebyshev lattice with respect to the ordering of the k generating vectors.
Let us first focus on s-dimensional rank-1 Chebyshev lattices: consider the integer search space where all generating vectors z 1 live in. The number of symmetries can be related to the number of distinct component values of this vector, here denoted by t. The most obvious example are the d + 1 vectors that have only one independent component, thus t = 1. This case can be summarised with a parametric description z 1 = (A,. .., A). For t > 1, several parameter descriptions can be made, e.g., for s = 3 and t = 2 there is z 1 = (A, A, B) and z 1 = (A, B, B) in which the parameters A < B It should be clear that if all vectors satisfying these descriptions are checked, it is no longer necessary to verify We define the unique generating vectors as the sets of generating vectors that are in the reduced search space in which all of the above invariances have been excluded. To see how many of those generating vectors there are, we first observe that the entire search space in s dimensions can be decomposed as
In this, the I-part represents the number of generators one can construct with t-different parameters in {0,. .., d} and the II-part denotes the number of symmetries that should also be included to get the entire space (this is also the number of permutations of the multi-set with occurrence counts g ). Examples of the vectors g are given in Table 1 and a proof of (6) for s ≤ 4 is given in the Appendix. Using this formalism, the size of the search space for rank-1 rules can be written explicitly by taking only one symmetry setting per parameter description. This replaces the II-part in (6) by #g, the number of g vectors, and leads to (see Appendix)
For higher ranks, a similar approach can be followed, but note that coordinate changes need to be considered for all k generating vectors together. A similar parametric approach as above can be used to describe the vectors. In two dimensions, rank k = 2, this leads to the following sets of vectors where A < B < C < D:
The second symmetry for higher ranks is the order of the k vectors. Obviously, permuting them does not change the Chebyshev lattice. Also, because the search focusses on a specific rank, sets of vectors with a linear dependency can be discarded. The parametric representation of the generators provides us with a flexible and memory friendly way of avoiding symmetries without explicitly storing all visited generators. Creating the parametric descriptions requires only a moderate O (ks) ks memory locations. It is important to see that this number is independent of d: the descriptions can thus be calculated once and re-used for every value of the denominator (skipping descriptions where t > k (d + 1)).
Our current programs use an almost loopless algorithm to generate the prescriptions for arbitrary rank k and dimension s and stores them on disk. The actual search then reads these descriptions one by one and uses a second almost loopless algorithm to generate the values for the parameters A, B,. .. Note that the loopless property dramatically simplifies this process, because the number of parameters t is now just an input argument of the algorithm: t may vary between descriptions without adding any complexity to the program.
Hermite normal form
Following the discussions in [13, Chapter 9] , another way of avoiding spurious elements in the search space is by using the Hermite normal form. It is shown that integration lattices yield a full-rank matrix H which is derived from a generator matrix Z ∈ Z s×s with on its rows the k generating vectors, extended with s − k suitable unit vectors, using a unimodular transformation U so that Z = UH. These Hermite matrices have a specific structure which can be exploited during the search process:
To enumerate all H matrices, only
parameters are needed instead of s 2 when considering all generator matrices Z. Using the specific structure of H, the number of elements in this search space is thus only
We have implemented a routine that iterates over all Hermite normal form matrices H, given s and a denominator d. For this search, we loosened the fixed rank requirement and checked all sets of generating vectors up to a certain rank-k because this determines the number of parameters in H. Table 1 . Examples of the descriptions of a s-dimensional grid with components in {0,...,d} with their occurrence vector g. The last column lists the specific values of part II in (6).
Reducing the point set creation cost
When creating a Chebyshev lattice point set, duplicates must be avoided. This is somehow expensive because for a rank-k Chebyshev lattice with common denominator d,N = (d + 1) k s-dimensional points must be verified to be distinct. Using a balanced tree structure, a red-black tree in our programs, the number of scalar comparisons in this operation can be reduced from O sN 2 to O(sN logN), but further improvements are possible. With the common denominator d, it is easy to see that points from the Chebyshev lattice are derived from an integer vector y . Rewriting the points from (3) as
clearly shows this. Moreover, due to the periodicity of the cosine, this integer vector y can be reduced, component by component, so that it still produces the same point x . Usingỹ for this reduced integer vector and 'minmod d ' for the element-wise reduction so thatỹ ∈ [0, d] s , we can write the points as
It suffices to compare s-dimensional integer vectorsỹ , instead of floating point vectors, to see whether a given point is already in the set. And, since d is rather small (less than a few hundred), it might be possible to compress the vectors even more. One way is to use integers with smaller ranges to representỹ but combining the component values using a multi-radix notation proved to be even quicker. With sufficiently large integers,ỹ can be stored as a scalar
which is significantly faster in comparisons than the loop that is needed to go over all the components. Note that the tree also requires less memory as it only has to store γ values to determine whether a point is a duplicate or not.
4 Reducing the degree verification cost
Evaluation of the basis function
In order to check the degree of a given point set and weights, the cubature rule (4) is evaluated for polynomials with increasing degree. It seems that, without prior knowledge about the point set, not much can be done to accelerate this step: all polynomials for increasing degrees must be verified. However, using Chebyshev polynomials T h (x) := ∏ s r=1 cos (h r arccos(x r )) simplifies the evaluation: it is obvious that arccos(x r ) can be precomputed, but, because all points will originate from a Chebyshev lattice, usingỹ from (12) leads to
and so the evaluation of the arccosine of the cosine can be avoided. For each degree n, all polynomials T h with |h| = n must be verified, but the order in which this is done does not matter. If explicit loops are used, cos(h r π dỹ ,r ) will only change when h r changes. By storing these product terms for each h r (see Figure 1(a) ), the computational complexity, in terms of the number of cosine evaluations, is O ∑ s r=1 n r N for the evaluation for N points, instead of the O s n s N a naive implementation would require. Alternatively, the number of floating point operations can be reduced by storing cumulative products of the cosines, as illustrated in Figure 1(b) . For example, if we know that only h s changes, the repeated calculations of the cumulative product ∏ s−1 r=1 cos(h r π dỹ ,r ) from (14) can be cached easily. These two ideas can also be combined, leading to the diagram in Figure 1(c) . However, experiments for moderate dimensions (s ≤ 10) have shown that this third variant does not provide an additional decrease in execution time. Caching the cumulative product from Figure 1(b) provides the fastest results and can be seen to be more cache friendly because of memory locality.
. . .
y (c) Caching both cosines and cumulative products Fig. 1 . Three ways of reducing the evaluation complexity of T h (x ) in (14) . For the order in which the h's are generated, variant (b) is the fastest, followed by (a). Variant (c) is slightly slower than (b) but requires more bookkeeping. For clarity, the diagrams show the evaluation in only one point. Evidently, this is vectorised over all points to benefit from pipelining.
Generation of the coefficients
This complexity can be reduced even further using an algorithm that generates the coefficients h in a way that minimises component changes because this increases the efficiency of the caches mentioned before. Of course, explicit loops already do this but as explained before we have been exploring almost loopless algorithms to avoid the dependency on the number of dimensions. Our almost loopless algorithm, based on [4] , generates all h's for a certain degree n using only two component changes per h. This is optimal: less changes would violate the fixed degree assumption.
Special note on n = 1
As exactness for a constant (n = 0) is guaranteed by the scaling of the weights, the first degree that must be checked is n = 1. Research has shown that a significant part of the generators fail for this degree. Using the fact that all s coefficients h with |h| = 1 have only one non-zero element, this degree can be verified using only sN cosines in total (N is the number of points in the Chebyshev lattice) compared to s 2 N cosines if these zero elements are not exploited. Unrolling for n = 1 speeds up some searches with up to a factor 3.
Incorporating knowledge of the point set
Orthogonal to the above, another way to improve the complexity of the degree verification is the use of symmetry information. If it is known in advance that a point set equals its reflection around any x r = 0, only even degrees must be checked in that direction (odd degrees are guaranteed). This proves very effective in reducing the number of polynomials in the verification, but for now symmetry information is not available a such. As the generating vectors are known, they do provide information about the symmetry. However, due to the folding-like operations of the elementwise cosine transform in the Chebyshev lattices, it is unclear how to derive this kind of symmetry properties directly.
Search results
All results from the different search programs are summarised in Table 2 . This shows that the best point sets do not improve the results of Godzina given at the end of Section 1.3. Therefore we measure the cost for the rules, i.e., the number of points, relative to those of Godzina as can be seen in Figure 2 . In up to four dimensions we have found point sets equivalent to those due to Godzina, those cases are indicated with a circle on the graphs. Note that although Godzina's point set is generally described with a full rank Chebyshev lattice (i.e., k = s), for a degree n = 1, the denominator d = 2 and thus the rank of the rule drops to 1.
Although we searched for Chebyshev lattices without offset, i.e., z ∆ = 0, Figure 2 also includes results for the shifted Chebyshev lattices that were found by adding shifts to the previously known rules. Often, by adding a shift, the number of points could be reduced a little, while retaining the degree.
In two dimensions, the Morrow-Patterson points [9] are known to be optimal: they achieve the theoretical lower bound for the number of points due to Möller [8] . As shown in [3] , these optimal set are a specialisation of Godzina's point set. The best two-dimensional rank-1 rules in correspond to the Padua points [1] . They are non-optimal and require more points to achieve the same degree as those by Morrow-Patterson.
For s = 3, the point set described by Noskov [10] , again instances of Godzina's rules, are found to be best. It also appears that good rank-2 rules are rather hard to find: within the self imposed bounds on the search time, for corresponding denominators, both good rank-1 and good rank-3 rules were found. The rank-2 rules however, seem to require larger denominators and thus more time than allowed. From the incomplete results of Figure 2 (b), a first general observation can be made: except for n = 1, higher rank rules require less points for the same degree. This actually encourages us to pursue high rank searches, although this requires iterating in a much larger space.
Results in 4 dimensions (see Figure 2 (c)) and preliminary ones for s = 5 (only shown in Table 2 ) support the observation that higher ranks require less points. Investigation of the actual point sets also shows a favour for grid-like structures. This is rather unwanted, because it corresponds to quickly growing number of points when the degree and the number of dimensions increases. Note however that this growth is intrinsic for the definition of the degree we have chosen here, so it cannot be eliminated completely.
Conclusion
We have presented several approaches to search for good Chebyshev lattices and detailed the implementation and optimisation using, amongst other, (almost) loopless algorithms and caching structures. Our searches provide computational evidence that Godzina's point set is 'optimal' within all Chebyshev lattices: no better point sets were found so far. They are of full rank and require less points than lower rank results, which also appears to be a general observation in this context. An advantage of these not so commonly known blending point sets and rank-1 Chebyshev lattices is the ability to use the fast Fourier transform while creating Chebyshev approximations of a function. This might lead to efficient software for interpolation and integration in moderate dimensions [11] .
With these results, we will not pursue the search for good Chebyshev lattices, although future work could include worst-case-error based criteria and possibly other definitions of the polynomial degree. Such quality criteria are required anyway if one wants to extend the applicability to higher dimensions. Degree #points / #points Godzina rank 1 rank 2 rank 2 z (a) s = 2: for rank-2, the point sets due to Godzina's were found (some of them with an nonzero z ∆ ), this corresponds to the well known Morrow-Patterson point set [9] . (b) s = 3: the best points sets are those described by Noskov [10] , another specialisation of Godzina's set. No results for k = 2 and n ≥ 13 were found within the search time bounds. Degree #points / #points Godzina rank 1 rank 2 rank 3 rank 4 rank 4 z (c) s = 4: as with three dimensions, rank-k rules where 1 < k < s appear harder to find. Therefore, several degrees do not have a rank-2 and/or rank-3 rule. Godzina's set is also found here. Fig. 2 . Search results for up to 4 dimensions. As Godzina's point set describes the best Chebyshev lattices found so far, we show the relative number of points relative to the number in Godzina's set. The graphs show the number of points as function of the degree for different ranks. The black bars on top of the full-rank rules indicate results for non-zero offset vectors z ∆ . A circle indicates that the specific rule found, is identical to a point set due to Godzina. Table 2 . Generating vectors corresponding to the Chebyshev lattices from Figure 2 without offset vector (z ∆ = 0). Note that the results for s = 2 are excluded here, because they correspond to the Padua (k = 1) and Morrow-Patterson (k = 2) points described in [3] . The same applies for k = s where the results correspond to Godzina's point set. In 5 dimensions, only rank-1 Chebyshev lattices and one rank-2 have been found so far.
(a) s = 3, k = 1 
