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Quantum Broadcast Channels
Jon Yard∗ Patrick Hayden‡ Igor Devetak†
Abstract—We consider quantum channels with one sender and
two receivers, used in several different ways for the simultaneous
transmission of independent messages. We begin by extending the
technique of superposition coding to quantum channels with a
classical input to give a general achievable region. We also give
outer bounds to the capacity regions for various special cases
from the classical literature and prove that superposition coding
is optimal for a class of channels. We then consider extensions of
superposition coding for channels with a quantum input, where
some of the messages transmitted are quantum instead of classi-
cal, in the sense that the parties establish bipartite or tripartite
GHZ entanglement. We conclude by using state merging to give
achievable rates for establishing bipartite entanglement between
different pairs of parties with the assistance of free classical
communication.
Index Terms—broadcast channels, entanglement, network in-
formation theory, shannon theory, quantum information
A classical discrete memoryless broadcast channel withone sender and two receivers is modeled by a prob-
ability transition matrix p(y, z|x). Broadcast channels were
introduced by Cover [1] in 1972, and it is still not known
how to compute their capacity regions in full generality. Cover
illustrated how to superimpose high-rate information on low-
rate information, so that a stronger receiver obtains a refined
version of what is available to a weaker receiver. Coding
theorems by Bergmans [2] and van der Meulen [3] further
developed this idea, leading to the following superposition
coding inner bound to the capacity region: Alice, the sender,
can transmit a rate RB message to Bob, who sees Y , and a
rate RC message to Charlie, who sees Z, while simultaneously
sending a rate R common message to both, if
RB ≤ I(X;Y |T )
R+RC ≤ I(T ;Z) (1)
R+RB +RC ≤ I(X;Y )
for some p(t, x). Superposition coding works well when Bob
receives a stronger signal than Charlie. Making this idea
precise led to the characterization of the capacity regions for
several special cases.
The first case to be solved is when Charlie’s output is a
degraded [1] version of Bob’s, in which case the region (1)
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attainable by superposition coding simplifies to
RB ≤ I(X;Y |T )
R+RC ≤ I(T ;Z). (2)
Cover conjectured [1], and Gallager proved [4], that this region
is optimal for the degraded broadcast channel. In Section II-A,
we prove a coding theorem for quantum broadcast channels
with a classical input, establishing the superposition coding
inner bound (1) for such channels. In Section II-B, we give
an outer bound for the capacity region of degraded broadcast
channels with a classical input and give conditions under
which superposition coding is optimal. Superposition coding
is also optimal for classical channels in several other settings.
We recall some of these in Section II-C and illustrate how
existing classical results yield outer bounds on the associated
capacity regions for channels with quantum outputs.
The remainder of the paper considers broadcast channels
with a quantum input, as modeled by completely-positive
trace-preserving maps. We consider several variants that in-
volve quantum communication. Quantum communication is
analogous to sending private information over a classical
broadcast channel, where in addition to asking that Bob can
decode his message with vanishing error, we ask Alice to make
it essentially impossible for Charlie learn anything about Bob’s
message. This cryptographic problem was first considered by
Wyner [5] and was solved by Csiszar and Ko¨rner [6], who
considered a setting where Alice sends a common rate R
message to Bob and Charlie, and a rate RB message to Bob to
be kept secret from Charlie. They showed that a randomized
variant of superposition coding is optimal for this, achieving
rates (R,RB) over an arbitrary broadcast channel p(y, z|x) if
and only if there exists p(t, v)p(x|v) such that
RB ≤ I(V ;Y |T )− I(V ;Z|T )
R ≤ min{I(T ;Y ), I(T ;Z)}. (3)
The analogy between secure classical communication and
coherent quantum information was used by Devetak [7] to
rigorously prove a coding theorem for quantum communica-
tion over quantum channels. This was done by first developing
secure classical codes achieving (3) with R = 0, then making
them coherent.
In Section III, we give achievable rates for the analogous
scenario to that of Csiszar and Ko¨rner of sending a common
classical message to Bob and Charlie, while also sending quan-
tum information to Bob, in the sense of establishing bipartite
entanglement. In Section IV, we show that for isometric chan-
nels, the common classical message can be made coherent,
enabling the generation of tripartite GHZ entanglement [8]
among the three participants. In each case, we find a class
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2of channels such that our codes are optimal, giving single-
letter characterizations of the rate regions. We conclude in
Section V by giving achievable rates when all parties may
communicate classically with each other for free in order
to obtain various quantum correlations among themselves,
providing applications of the state merging primitive [9] for
quantum information.
I. PRELIMINARIES
A. Classical and quantum systems
Throughout this paper, we use labels such as A,B,C to
refer to quantum systems, writing HA for the Hilbert space
whose unit vectors correspond to the pure states of the quan-
tum system A. All Hilbert spaces will be finite dimensional,
and we abbreviate dimHA as |A|, so that HA ≡ C|A|. Given
two systems A and B, the pure states of their composite
system AB correspond to unit vectors in HAB ≡ HA ⊗HB .
When we introduce a pure state, we use a superscripted label
to identify the system to which the state refers. For example,
|φ〉A ∈ HA and |ψ〉AB ∈ HAB . The same convention will be
followed when the state of a quantum system A is described
by a density matrix, so that ρA ∈ C|A|×|A| is a nonnegative
definite Hermitian matrix with Tr ρA = 1. For a multipartite
density matrix ρABC , we frequently abbreviate its partial
traces as ρAB = TrC ρABC . In later references to the global
state, we may however omit the superscript. We often use the
abbreviation φ ≡ |φ〉〈φ| when referring to the rank-one density
matrix corresponding to a pure state vector |φ〉.
For a square matrix M , its trace norm ||M ||1 = Tr
√
MM†
is equal to the sum of its singular values. Given two states
ρA and σA, their trace distance ||ρ− σ||1 is the trace norm
of their difference. We use the squared version of the fidelity,
defined as F (ρ, σ) = ||√ρ√σ||2
1
. When ρ = |φ〉, the fidelity
evaluates to F (|φ〉, σ) = 〈φ|σ|φ〉. These distances are related
[10] via
F (ρ, σ) ≥ 1− ||ρ− σ||1 (4)
||ρ− σ||1 ≤ 2
√
1− F (ρ, σ). (5)
Since the trace distance comes from a norm, it satisfies the
triangle inequality
||ρ1 − ρ3||1 ≤ ||ρ1 − ρ2||1 + ||ρ2 − ρ3||1.
We shall frequently make use of classical-quantum states
and classical-quantum channels [11] in this paper. To any finite
set X , we associate a Hilbert spaceHX with orthonormal basis
{|x〉X}x∈X , so that for any classical random variable X which
takes the value x ∈ X with probability p(x), we may write a
density matrix
ρX =
∑
x
p(x)|x〉〈x|X ≡
⊕
x
p(x)
which is diagonal in that basis. For any S ⊆ X , writing PS
for the projector onto the subspace spanned by {|x〉X}x∈S ,
we then have
Pr{X ∈ S} = TrPSρX =
∑
x∈S
p(x).
An ensemble of quantum states {ρBx , p(x)} can be represented
in a similar way with a block diagonal classical-quantum (cq)
state
ρXB =
∑
x
p(x)|x〉〈x|X ⊗ ρBx ≡
⊕
x
p(x)ρBx .
Wherever possible, we will adopt this more compact direct
sum notation for describing cq states, with the understanding
that the labels of the blocks correspond to states of an
additional classical system.
B. Quantum channels
A classical-quantum (cq) channel WX→B describes a phys-
ical setup in which the sender Alice is able to remotely
prepare any one of a collection of conditional density matrices
{ρBx }x∈X in the laboratory of Bob. By a cq broadcast channel
WX→BC from Alice to Bob and Charlie, we mean a physical
scenario in which Alice prepares any one of a collection of
bipartite conditional density matrices {ρBCx }x∈X .
By a quantum channel NA′→B from A′ to B, we mean
a trace-preserving linear map from density matrices on A′ to
those on B which is also completely positive. Here, we parallel
the state convention by treating the superscript A′ → B as
a definition of the domain and range of the channel, to be
omitted in later references to N . In this paper, a quantum
broadcast channel NA′→BC refers to a quantum channel with
a single input and two outputs. We often personify the users
of the channel, saying that Alice controls the input, while
Bob and Charlie are located at the respective outputs. Define
the channel from Alice to Bob as NA′→B ≡ TrC NA′→BC ,
with a similar definition for NA′→C . Here, the partial trace
TrC is considered as a channel from DC to D, for any
possible quantum system D. One can then regard TrC N
as the composition of two channels. We will say that the
broadcast channel NA→BC is degraded whenever there exists
a degrading channel NB→Cd from Bob to Charlie satisfying
NA′→C = NB→Cd ◦ NA
′→B . In other words, the following
diagram must commute:
A′
NA′→B //
NA′→C $$HH
HH
HH
HH
H B
NB→Cd

C.
We remark that in the classical literature, such channels have
been called stochastically degraded, meaning that the random
variables X , Y and Z, analogous to A, B and C of the state
ρABC = NA′→BC(φAA′), form a Markov chain X − Y −Z.
However, in a quantum Markov chain [12] A−B−C with state
ρABC , there must exist a recovery map MB→BC satisfying
M(ρAB) = ρABC . In our case we have the weaker condition
NB→Cd (ρAB) = ρAC . The two conditions are equivalent in the
classical problem because classical information can be copied.
By an isometric channel UA′→B , we mean one given by
conjugation by an isometry UA→B , so that U(ρ) = UρU†,
Given a channel NA′→B , there always exists an isometric
channel UA′→BE into an unobservable environment that ex-
tends the channel, meaning that NA′→B = TrE UA′→BE . We
3will call such an isometry an isometric extension of NA′→B .
While there are generally many choices for an isometric
extension of a given channel, all are related via isometries on
the environment E. On the other hand, any channel obtained
by disregarding the output B of such an isometric extension
will be said to be complementary to NA′→B , which we write
NA′→Ec = TrB UA
′→BE . In case the isometric extension
UA′→BE of NA′→B is a degraded broadcast channel, in the
sense that there is a degrading channel NB→Ed for which
NA′→Ec = NB→Ed ◦ NA
′→B , we will say that the channel
NA′→B is degradable [13]. Concrete examples of degradable
channels include erasure channels [14], qubit flip channels,
photon number splitting channels [15], cloning channels and
Unruh channels [16], [17].
A particular class of degradable channels which are relevant
to this paper are the generalized dephasing channels [13],
[18]. These are channels NA′→B with |A| = |B| which act
noiselessly on some common orthonormal basis {|x〉A, |x〉B}.
Such channels have an isometric extension
UA′→BE =
∑
x
|φx〉E |x〉B〈x|A
′
for some (not necessarily orthogonal) normalized vectors
{|φx〉E}, and a complementary channel acting as
Nc(ρ) =
∑
x
〈x|ρ|x〉φEx .
Writing
∆A
′→B : ρ 7→
∑
x
|x〉〈x|ρ|x〉〈x| (6)
for the completely dephasing channel, which sets to zero
all off-diagonal matrix elements, any generalized dephasing
channel NA′→B satisfies
Nc ◦∆ = Nc (7)
H
(
∆(ρ)
) ≥ H(N (ρ)). (8)
For the decoding of classical information, we use (some-
what interchangably) the notions of POVM’s and quantum
instruments DA→BX . The latter is a quantum channel whose
target is a cq system. Such a map can be specified in terms of
a collection of (generally) trace-reducing maps {DA→Bx } for
which
∑
xDx is trace-preserving. The instrument then acts
as D(ρA) = ⊕xDx(ρA). Given a POVM {Λx} on A, its
associated measurement instrument DA→X has components
acting as Dx(ρA) = Tr Λxρ.
C. Entropy and information quantities
Let ρABC be any tripartite density matrix. We write
H(A)ρ = H(ρ
A) ≡ −Tr(ρA log ρA) for the von Neumann
entropy of the reduced density matrix ρA, omitting the sub-
scripted state when it is apparent. As is common with much
of quantum Shannon theory, certain linear combinations of
entropies of various subsystems of the joint state ρABC arise
naturally in the characterizations of the various rate regions we
will introduce. We review the essential ones here, beginning
with the conditional entropy
H(A|B) = H(AB)−H(B).
This quantity is defined in direct analogy to its counterpart in
classical information theory, in which context it is always pos-
itive and can be regarded as an average entropy of conditional
probability distributions. On the other hand, H(A|B) = −1
when evaluated on an EPR state 1√
2
|00〉AB + 1√
2
|11〉AB .
The negative of conditional entropy has been defined as the
coherent information
I(A 〉B) = −H(A|B)
from A to B, due to its utility in characterizing the capacity
of a quantum channel for transmitting coherent quantum
information [19], [20], [7] as a certain optimization problem
that always yields a nonnegative rate. Following [21], we will
sometimes use the notation
Ic(ρ
A′ ,NA′→B) ≡ I(A 〉B)N (ϕ),
where |ϕ〉AA′ is any purification of ρA′ . An operational inter-
pretation of both positive and negative conditional entropies
was found in [9], where the primitive of state merging was
introduced, yielding a quantum counterpart to the classical
Slepian-Wolf theorem for distributed data compression. We
will use this merging primitive in Section V to transmit
quantum information over a broadcast channel.
Mutual information and conditional mutual information are
respectively defined as
I(A;B) = H(A)−H(A|B) = H(A) +H(B)−H(AB)
and
I(A;B|C) = H(A|C)−H(A|BC) (9)
= I(A;BC)− I(A;C)
= I(AC;B)− I(B;C).
By the strong subadditivity [22] of quantum entropy, it follows
that mutual information and conditional mutual information
are nonnegative. There are many equivalent formulations of
strong subadditivity which we will now recall. By simple
algebra, I(A;B|C) ≥ 0 is seen to be equivalent to the
inequality H(A|BC) ≤ H(A|B) which is interpreted as
saying that conditioning reduces entropy , and thus increases
coherent information I(A 〉BC) ≥ I(A 〉B). These can easily
be used to derive either form of the data processing inequality,
which say that given any channel NB→C ,
I(A;B)ρAB ≥ I(A;C)N (ρAB) (10)
I(A 〉B)ρAB ≥ I(A 〉C)N (ρAB). (11)
In other words, processing the output of a channel will never
increase the mutual or coherent information over that channel.
We remark that the first inequality above includes the Holevo
bound [23] as a special case, since a measurement can be
considered as a quantum channel with a strictly classical
output. Note that (11) can also be written
Ic(ρ
A′ ,NA′→B) ≤ Ic(ρA′ ,MB→C ◦ NA′→B)
for every ρA
′
, NA′→B and MB→C . Finally, given a quadri-
partite system A1A2B1B2, the following inequality is implied
by and also implies strong subadditivity:
H(A1A2|B1B2) ≤ H(A1|B1) +H(A2|B2). (12)
4II. SUPERPOSITION CODING FOR CLASSICAL-QUANTUM
CHANNELS
In what follows, a sequence x1x2 · · ·xn, with each xi
belonging to some set X will be denoted by xn. Using many
instances of a cq broadcast channel WX→BC , suppose that
Alice wishes send personal messages to Bob and Charlie
at rates RB and RC , while simultaneously sending them
a rate R common message. If W has conditional density
matrices ρBCx , we define an (R,RB , RC , n, ) code for W to
consist of an encoding {xn(m, k, `) ∈ Xn} where (m, k, `) ∈
2nR × 2nRB × 2nRC , a POVM {Λmk} on Bn and a POVM
{Λ′m`} on Cn which satisfy
Tr ρxn(m,k,`)(Λmk ⊗ Λ′m`) ≥ 1− 
for every (m, k, `) ∈ 2nR × 2nRB × 2nRC . (The notation 2nR
will be used throughout as shorthand for a set of cardinality
b2nRc.) A rate triple (R,RB , RC) is achievable if there
is a sequence of (R,RB , RC , n, n) codes with n → 0.
The classical capacity region C(W ) of W is defined as the
closure of the collection of all such achievable rate triples. We
begin by stating a generalization of the classical superposition
coding region (1) described in the introduction. It is proved in
Section II-A:
Theorem 1. Given a cq channel WX→BC with condi-
tional density matrices {ρBCx }, a triple of nonnegative rates
(R,RB , RC) is achievable if
RB ≤ I(X;B|T )
R+RC ≤ I(T ;C) (13)
R+RB +RC ≤ I(X;B)
for some p(t, x) with |T | ≤ min{|X |, |B|2 + |C|2−1}, giving
rise to the state
σTXBC =
⊕
t,x
p(t, x)ρBCx . (14)
The regularization of a region R(W ) of rates associated to
a channel is defined as
R∞(W ) =
∞⋃
n=1
1
n
R(W⊗n).
When an achievable region does not equal the full capacity
region C(W ), it can still be the case that its regularization
does. However, the superposition coding region does not
generally regularize to C(W ). For instance, if Bob’s output
is completely decorrelated from the input, while Charlie’s is
noiseless, then the theorem requires R+RB +RC = 0 even
though RC > 0 is certainly possible. We are, however, able
to prove the optimality of superposition coding for a class
of degraded channels in the following theorem, proved in
Section II-B:
Theorem 2. Suppose that the conditional density matrices
{ρBCx } of a cq channel WX→BC are such that their restric-
tions ρBx and ρ
C
x satisfy ρ
C
x = M(ρBx ) for some channel
MB→C . Then C(W ) is contained in the set of triples of
nonnegative rates (R,RB , RC) such that
RB ≤ I(X;B|T )σ
R+RC ≤ I(T ;C)σ
for some σTXBC of the form⊕
x
p(x)ρTx ⊗ ρBCx (15)
for some p(x) and some collection of auxiliary density ma-
trices ρTx . If the ρ
B
x commute, then the same region with
σTXBC of the form (14) with |T | ≤ min{|X |, |B|2} coincides
with the superposition coding theorem, giving a single-letter
characterization of C(W ).
Similar outer bounds hold for other related scenarios, but it
is not clear if any coincide with with our superposition coding
inner bound, except for the essentially classical case where
each set {ρBx } and {ρCx } mutually commutes. We comment
on these scenarios below in Section II-C.
A. Superposition coding inner bound
Here we prove a superposition coding theorem that estab-
lishes Theorem 1. Converse proofs for the other results in
this section are the subject of the next subsection. The coding
theorem relies on the following auxiliary results. The first is
an average error version of the HSW Coding Theorem for
cq codes with codewords chosen i.i.d. according to a product
distribution [24], [25].
Proposition 1 (HSW Random Coding Theorem). Given are a
cq state σXQ =
⊕
x p(x)ρ
Q
x and a rate 0 ≤ R < I(X;Q)σ.
For every  > 0, there is n sufficiently large so that if 2nR
codewords C = {Xn(m)} are chosen i.i.d. according to the
product distribution p(xn) =
∏n
i=1 p(xi), corresponding to
input preparations ρxn =
⊗
i ρxi , there exists a decoding
POVM {Λm} on Qn, depending on the random choice of
codebook C, which correctly identifies the index m with
average probability of error less than , in the sense that
EC 2−nR
2nR∑
m=1
Tr ρXn(m)Λm ≥ 1− . (16)
We will also require the following classical-quantum analog
of Corollary 3.8 from [26]. Its proof follows from standard
arguments (see e.g. [27]) and is thus omitted.
Proposition 2. Let {ρBCx }x∈X be a cq channel WX→BC , and
let p(x) and , δ > 0 be given. If
0 ≤ R = min{I(X;B), I(X;C)} − δ
and n is large enough, there is a set of 2nR HSW codewords
{xn(m)}, each of the same type P satisfying ||P − p||1 ≤ δ,
a measurement on Bn with POVM {Λm} and a measurement
on Cn with POVM {Λ′m} such that for each m,
Tr(Λm ⊗ Λ′m)ρm ≥ 1− 
where ρm =
⊗
i ρxi(m).
5We will also require the following lemmas
Lemma 1 (see e.g. Lemma 1 of [18]). Given density matrices
ρ, σ and an operator 0 ≤ Λ ≤ I,
Tr Λσ ≥ Tr Λρ− ||ρ− σ||1.
Lemma 2 (Gentle measurement (average version) [28]). Let
ρ,Λ be random d×d matrices such that ρ is a density matrix
and 0 ≤ Λ ≤ I which satisfy ETr Λρ ≥ 1− . Then
E
∣∣∣∣√Λρ√Λ− ρ∣∣∣∣
1
≤
√
8.
Proof of Theorem 1 (Superposition coding theorem). To
show that (R,RB , RC) is achievable, it suffices to show
achievability for (R+RC , RB , 0), because if Bob ignores part
of the common message, we can consider it as being intended
only for Charlie. Further note that because
I(X;B) = I(TX;B) = I(T ;B) + I(X;B|T ),
the region (13) with RC = 0 is equivalent to
RB ≤ I(X;B|T ) (17)
R ≤ min{I(T ;B), I(T ;C)}. (18)
We therefore prove achievability with RC = 0, focusing
on rates (R,RB) of the above form. Let WX→BC be a cq
broadcast channel with conditional density matrices ρBCx and
let p(t, x) be arbitrary. Together, these probabilities and states
define the joint cq state
σTXBC =
⊕
t,x
p(t, x)ρBCx ≡
⊕
t
p(t)σXBCt .
The corresponding conditional distribution p(x|t) defines a set
of conditional density matrices
τBCt =
∑
x
p(x|t)ρBCx = TrX σXBCt
for a new cq channel V T→BC , representing a “backed up”
version of the original channel W . Note that these conditional
density matrices can be used to rewrite
σTBC = TrX σ
TXBC =
⊕
t
p(t)τBCt .
For any , δ > 0 and sufficiently large n, we will show that
for rates RB and R satisfying
I(X;B|T )σ − (1 + |X |)δ ≤ RB < I(X;B|T )σ
and
0 ≤ R = min{I(T ;B)σ, I(T ;C)σ} − δ,
there exists an (R,RB , n, 16
√
) code for WX→BC .
We will construct the required doubly-indexed set of code-
words {x(m, k)}m∈2nR,k∈2nRB as follows. First, we select a
rate R code for the channel V T→BC which conveys the index
m ∈ 2nR to Bob and Charlie. Then, for each t, we pick a
random HSW code of blocklength approximately p(t)n for
WX→BC with codewords selected i.i.d. according to p(x|t),
such that if Bob knows t, he can decode at rates approaching
I(X;B)σt . Note that because of the randomness in this second
coding layer, the average state seen by Bob on any channel
output where the t’th code was used is equal to τBt .
To decode, Bob and Charlie first use their measurements
from the common code, allowing them to identify m well
on average. In addition to knowing the common message m,
Bob then knows which instances of the channel were used
with which random codes, so that he can apply an appropriate
decoder, which depends on the randomness in the second
coding layer, to learn his personalized message k. Note that
since
I(X;B|T )σ =
∑
t
p(t)I(X;B)σt ,
the personal rate to Bob will be near that which is desired.
We then infer the existence of a deterministic code with low
error probability for all message pairs.
We begin by invoking Proposition 2 to obtain an (R,n, )
code {tn(m),Λm,Λ′m}m∈2nR for V T→BC with codewords of
type P satisfying |P − p|1 ≤ δ. Recall that for each m,
Tr(Λm ⊗ Λ′m)τB
nCn
m ≥ 1− , (19)
where τm =
⊗
i τti(m).
For each t, define the integer nt = nP (t), as well as
t = P (t), δt = δP (t) and Rt = I(X;B)σt − δt ≤ |X |.
It follows from Proposition 1 that for each t, there exists
an (Rt, nt, t) random HSW code {Xnt(kt|t),Λ(t)k }kt∈2nRt
(here, {Xnt(kt|t)} is just a doubly indexed family of random
variables) for the channel WX→B to Bob that satisfies
E 2−nRt
2nRt∑
kt=1
Tr ρBtkt Λ
(t)
kt
≥ 1− t (20)
where the expectation is over the randomness in the HSW
codes. Above, we have abbreviated Bt ≡ Bnt and taken
ρBtkt =
nt⊗
i=1
ρBiXi(kt|t).
Each Xi(kt|t) is chosen independently according to p(x|t),
so that E ρkt = τ
⊗nt
t . Observe that by the symmetry of the
random code construction, (20) may be equivalently expressed
as
ETr ρBt1 Λ
(t)
1 ≥ 1− t.
Because RB < I(X;B|T ) and
RB =
∑
t
nt
n
Rt =
∑
t
P (t)Rt
≥
∑
t
p(t)Rt − ||P − p||1|X |
≥ I(X;B|T )− (|X |+ 1)δ,
we may uniquely identify any message k ∈ 2nRB for Bob
with a collection of messages {kt ∈ 2nRt}t. Recalling that
all of the codewords {tn(m)}m∈2nR are of the same type
and setting d = |T |, we may assume w.l.o.g. that tn(1) =
1n12n1 · · · dnd , so that we may identify a collection of permu-
tations {pi(m) : T n → T n} for which tn(m) = pi(m)(tn(1)).
By letting these permutations act on Xn in the same way, we
may define Alice’s (random) encoding via
Xn(m, k) = pi(m)
(
Xn1(k1|1)Xn2(k2|2) · · ·Xnd(kd|d)
)
.
6We abbreviate ρB
nCn
mk = ρ
BnCn
Xn(mk), observing that for each k,
we have E ρmk = τm.
To decode, Bob first measures {Λm} while Charlie mea-
sures {Λ′m}, after which they declare their respective results
to be the common message M . Next, Bob will permute his Bn
systems according to pi−1(m), obtaining a state close to ρB
n
1m.
For each t, he then measures each block of nt outputs with
the corresponding {Λ(t)kt } to obtain (k1, . . . , kt) = k, which
he declares as his personal message. Bob’s overall procedure
can be summarized in terms of the POVM {Λmk}, defined as
Λmk =
√
ΛmΛk|m
√
Λm, where we take
Λk|m = pi(m)
(⊗
t
Λ
(t)
kt
)
with pi(m) now acting to permute Bn in the obvious way.
Defining
Pmk = Tr(Λmk ⊗ Λ′m)ρB
nCn
mk ,
ρ˜mk = (
√
Λm ⊗
√
Λ′m)ρ
BnCn
mk (
√
Λm ⊗
√
Λ′m),
we estimate
EPmk = ETr ρ˜B
nCn
mk Λk|m
≥ ETr ρBnmkΛk|m − E
∣∣∣∣ρ˜BnCnmk − ρBnCnmk ∣∣∣∣1
≥ ETr ρBnmkΛk|m −
√
8
= ETr
(⊗
t
ρBt1
)(⊗
t
Λ
(t)
1
)
−
√
8
=
∏
t
ETr ρBt1 Λ
(t)
1 −
√
8
≥ 1−
∑
t
t −
√
8
≥ 1− 4√.
The first inequality is by Lemma 1 and the second by
Lemma 2. We may now derandomize, concluding that there
is a particular value of the common randomness such that
2−n(RB+R)
2nR∑
m=1
2nRB∑
k=1
Pmk ≡ 2−nR
2nR∑
m=1
Pm
≥ 1− 4√
By Markov’s inequality, the best half of the messages m satisfy
Pm ≥ 1 − 8
√
. For each of those, the best half of the
corresponding k’s satisfy Pmk ≥ 1 − 16
√
. By only using
those m’s, the common rate R is reduced by a negligible 1n .
For each such m, throwing out the worst half of the k’s reduces
RB by the same amount. This completes the proof.
B. Outer bound and converse for degraded broadcast channels
Proof of Theorem 2 (cq degraded broadcast outer bound).
Assume (R,RB , RC) is achievable. Then (0, RB , R + RC)
is also achievable, and we let {xn(k,m)}, {Λk} and {Λ′m}
comprise any (0, RB , R + RC , n, n) code in the achieving
sequence. Here Bob’s message is k, Charlie’s is m, and we
drop the common message index from our notation. Letting
ΠKMX
n
km = |m〉〈m| ⊗ |k〉〈k| ⊗ |xn(k,m)〉〈xn(k,m)|,
we write
ωKMX
nBnCn= 2−n(R+RB+RC)
2nRB∑
k=1
2n(R+RC )∑
m=1
Πkm ⊗ ρBnCnkm
for the state induced by selecting the messages K and M
uniformly at random. Let ΩKMK̂M̂ be the joint state after the
decoding if Bob stores his decoded messages in K̂ and Charlie
stores his in M̂ . Then, for some ′n, 
′′
n, 
′′′
n → 0, we have
n(R+RC) = H(M)
≤ I(M ; M̂)Ω + n′n
≤ I(M ;Cn)ω + n′n, (21)
The second line is by Fano’s inequality (see e.g. [29]) and the
third is by the Holevo bound [23]. We also bound
nRB = H(K)
≤ I(K; K̂)Ω + n′′′n
≤ I(K;Bn)ω + n′′′n
≤ I(K;BnM)ω + n′′′n
= I(K;Bn|M)ω + n′′′n
≤ I(Xn;Bn|M)ω + n′′′n . (22)
The middle four lines are by Fano’s inequality, the Holevo
bound, data processing, and the independence of K and M .
The last inequality uses the Markov chain KM −Xn −Bn.
The next step is to “single-letterize” these bounds. The
remaining steps in this proof carry over essentially without
modification from the classical proof [4]. To be sure, however,
we go through alll the steps here in full detail. We begin by
rewriting the conditional information from (22):
I(Xn;Bn|M) = H(Bn|M)−H(Bn|XnM)
=
n∑
i=1
[
H(Bi|Bi−1M)−H(Bi|XnBi−1M)
]
=
n∑
i=1
[
H(Bi|Bi−1M)−H(Bi|XiBi−1M)
]
=
n∑
i=1
I(Xi;Bi|MBi−1)
= nI(XS ;BS |MBS−1S)
= nI(X;B|T ).
The third line holds because of the Markov chain
Xi−1Xni+1 −XiMBi−1 −Bi,
where we abbreviate Xni+1 = Xi+1 · · ·Xn for i < n, setting
it equal to a constant when i = n. To see that this is a Markov
chain, note that the left recovery map is deterministic, while
the right recovery map prepares the appropriate state of Bi
given the value of Xi. In the remaining steps, we let S be
uniformly distributed on {1, . . . , n}. In the last step, we make
the identification T ≡ SMBS−1 and X ≡ XS . We continue
7by bounding the mutual information appearing in (21):
I(M ;Cn) =
n∑
i=1
I(M ;Ci|Ci−1)
=
n∑
i=1
[
H(Ci|Ci−1)−H(Ci|MCi−1)
]
≤
n∑
i=1
[
H(Ci)−H(Ci|MCi−1)
]
≤
n∑
i=1
[
H(Ci)−H(Ci|MBi−1)
]
=
n∑
i=1
I(MBi−1;Ci)
= nI(MBS−1;CS |S)
≤ n[I(MBS−1;CS |S) + I(S;CS)]
= nI(SMBS−1;CS)
= nI(T ;C). (23)
Here, the third and fourth lines follow from the fact that
conditioning reduces entropy and data processing with respect
to appropriate tensor products of the degrading map MB→C .
The last step identifies C ≡ CS . Observe that T can be
identified with a classical random variable only in the case
where the {ρBx } are mutually commuting. We do not know
if the general outer bound with non-classical T is actually
achievable.
C. Outer bounds for other special cases
There are several other scenarios for which the superposition
inner bound leads to single-letter characterizations of the
associated capacity region over a classical broadcast channel.
A general result was given by Ko¨rner and Marton [30], who
considered the special case with RC = 0, where Bob is
required to decode all of the information sent to Charlie. They
showed that superposition coding is optimal for this degraded
message set scenario by proving that for an arbitrary broadcast
channel, the region
RB ≤ I(X;Y |T )
R ≤ I(T ;Z)
R+RB ≤ I(X;Y )
obtained by specializing (1) to RC = 0 is optimal.
In [31], El Gamal considered two scenarios without a
common message. He showed that if Bob’s output is less noisy
than Charlie’s, meaning that I(T ;Y ) ≥ I(T ;Z) for every
p(t, x), then the region
RB ≤ I(X;Y |T )
RC ≤ I(T ;Z).
obtained by specializing the degraded broadcast region (2) to
R = 0 is optimal. He also showed that if Bob’s output is more
capable than Charlie’s, in the sense that I(X;Y ) ≥ I(X;Z)
for every p(x), then the region
RB ≤ I(X;Y |T )
RC ≤ I(T ;Z)
RB +RC ≤ I(X;Y )
obtained by specializing the superposition coding region (1)
to R = 0 is optimal. Note the implications
degraded ⇒ less noisy ⇒ more capable.
By using similar methods as in Section II-B, outer bounds
can be given for each of these scenarios, having the exact same
forms as given here. In all cases, however, we only know how
to prove the single letter converses by choosing an auxiliary
system T that contains the systems B1 · · ·BS−1SCS+1 · · ·Cn.
As we do not know how to achieve rates in Theorem 1 unless
T is classical, this means that we only know how to make these
outer bounds tight in the essentially classical case where the
sets {ρBx } and {ρCx } mutually commute. Interesting questions
include whether this outer bound can be achieved, and whether
it still holds with T classical.
III. CLASSICAL-QUANTUM REGION CQ(N ) FOR QUANTUM
CHANNELS
We now consider a scenario in which Alice wishes to send
quantum information to Bob at rate Q, while sending a rate
R common classical message to Bob and Charlie. To this
end, she prepares one of many states {|Υm〉AA′n} which are
entangled between a system A in her laboratory and the inputs
of some large number of parallel identical broadcast channels.
Bob employs a quantum instrumentDBn→ÂMB1 , with the goal
of learning the classical message, as well as holding the Â part
of a highly entangled state. Meanwhile, Charlie performs a
measurement, modeled by the instrument DCn→MC2 , to learn
the common classical message. Such components will be said
to comprise an (R,Q, n, ) cq entanglement generation code
for the broadcast channel NA′→BC if, for each m,
F
(
|m〉MBMC |ΦQ〉AÂ, (D1 ⊗D2) ◦ N⊗n
(
ΥAA
′n
m
)) ≥ 1− ,
where |m〉MBMC ≡ |m〉MB |m〉MC and where |ΦQ〉AÂ is
some fixed rate Q EPR state
|ΦQ〉AÂ = 1√
2nQ
2nQ∑
a=1
|a〉A|a〉Â.
A pair of nonnegative rates (R,Q) is called an achievable cq
rate pair for entanglement generation if there is a sequence of
(R,Q, n, n) cq entanglement generation codes with n → 0.
The cq capacity region for entanglement generation CQ(N )
is defined as the closure of the set of such achievable cq rate
pairs. The following theorem gives achievable rates for this
problem and characterizes CQ(N ) of any broadcast channels
as a regularized union of rectangles.
Theorem 3. LetNA′→BC be arbitrary. Then CQ(N ) contains
the closure of the collection of pairs of nonnegative cq rates
(R,Q) satisfying
Q ≤ I(A 〉BT )σ
R ≤ min{I(T ;B)σ, I(T ;C)σ}
8for some state
σTABC =
⊕
t
p(t)N⊗k(φAA′t ). (24)
arising from the action of N on the A′ part of some bipartite
pure state ensemble {p(t), |φt〉AA′}. To compute the above
region, it suffices for |T | ≤ min{|A′|2, |B|2 + |C|2− 1}. Fur-
thermore, the above region regularizes to equal the capacity
region CQ(N ).
Our next theorem gives a single-letter characterization of
CQ whenever Charlie holds part of the environment of a
generalized dephasing channel from Alice to Bob.
Theorem 4. Let NA′→BC have an isometric extension
U =
∑
x
|x〉B |ψx〉CE〈x|A
′
so that NA′→B is a generalized dephasing channel. Then
CQ(N ) equals those pairs of nonnegative cq rates (R,Q)
satisfying
Q ≤ H(X|T )−H(CE|T )
R ≤ I(T ;C)
for some state
ωTXCE =
⊕
t,x
p(t, x)ψCEx
with |T | ≤ |X |.
In particular, this theorem applies to any isometric extension
of the following pinching channel P : C3×3 → C3×3, which
acts by setting some matrix elements to zero, while leaving
the others alone, according to
P :
∗ ∗ ∗∗ ∗ ∗
∗ ∗ ∗
 7→
∗ ∗∗ ∗
∗
 ,
For the broadcast channel corresponding to any isometric
extension UA′→BCP of P where Charlie obtains the entire
environment of P , a straightforward derivation reveals that
the outer boundary of CQ(UP) is given by
Q = p
R =
{
1 if p ≤ 1/2
H(p) if p ≥ 1/2 (25)
where 0 ≤ p ≤ 1, as is shown in Figure 1.
A. Classical-quantum coding theorem for quantum channels
Here we construct codes of a similar form to those used by
Devetak-Shor [13] for simultaneous transmission of classical
and quantum information over single-user channels. A basic
component in our proof is the following construction of
random Lloyd-Shor-Devetak (LSD) codes for entanglement
generation, with average code density matrix arbitrarily close
to a product state.
Proposition 3 (LSD Random Coding Theorem [7]). Given are
a channel N : A′ → B, a density matrix ρA′ , and a number
Fig. 1. Classical-quantum capacity region (25) for the pinching channel.
0 ≤ R < Ic(ρ,N ). For every  > 0, there is n sufficiently
large so that there is a random ensemble of (2nR, n, ) entan-
glement generation codes (pβ , |Υβ〉AA′n ,DBn→Âβ ) for N with
average code density operator %A
′n
=
∑
β pβ TrA Υβ satisfy-
ing ||%− ρ⊗n||1 ≤ . Moreover, each code in the ensemble is
good, in the sense that F
(|Φ〉AÂ,Dβ ◦N⊗n(ΥAA′nβ )) ≥ 1−
for each value of the randomness β. In practice, we suppress
the common randomness index from our notation, treating the
encoding and decoding as random variables.
Proof of Theorem 3 (Coding theorem). Let NA′→BC be an
arbitrary broadcast channel and fix an ensemble of bipartite
pure states
{
p(t), |φt〉A′′A′
}
. For any , δ > 0 and sufficiently
large n, we will show that there exists an (R,Q, n, 12
√
) cq
entanglement generation code{
|Υm〉AA′n ,DB
n→MBÂ
1 ,DC
n→MC
2
}
m∈2nR
for NA′→BC , provided that 0 ≤ Q = I(A′′ 〉BT )σ − δ and
0 ≤ R = min{I(T ;B)σ, I(T ;C)σ} − δ, where
σTABC =
⊕
t
p(t)N (φA′′A′t ).
We do this by showing that there are two POVMs:
{Λm}m∈2nR on Bn and {Λ′m}m∈2nR on Cn, as well as a
collection of maps DBn→Âm , for which the trace-reducing maps
{Dm
(√
Λm ( · )
√
Λm
)}m∈2nR are the components of D1, and
D2 simply implements {Λ′m}m∈2nR .
For each t, we set ρA
′
t = TrA′′ φt and τ
BC
t = N (ρt),
defining a cq channel V T→BC with conditional density ma-
trices τBCt . As in the previous coding theorem, we invoke
Proposition 2 to obtain, for sufficiently large n, an (R,n, )
code {tn(m),Λm,Λ′m}m∈2nR for V with codewords of type
P satisfying ||P − p||1 ≤ . For each m, we abbreviate
ρA
′n
m ≡
⊗
i ρ
A′
ti(m)
and recall that
Tr(Λm ⊗ Λ′m)N⊗n(ρA
′n
m ) ≥ 1− . (26)
As in the direct coding part of the proof of Theorem 1
we define nt = nP (t), t = P (t) and δt = δP (t).
We also assume that for |T | = d, the first codeword is
9tn(1) = 1n12n2 · · · dnd so that there are permutations pi(m)
of T n satisfying tn(m) = pi(m)(tn(1)).
For each t ∈ T , we may set Qt = Ic(τt,N )− δt and con-
clude from Proposition 3 that there exists a (Qt, nt, t) random
entanglement generation code
{|Υt〉AtA′nt ,DBnt→Âtt } whose
average code density operator %A
′nt
t = ETrAt Υt satisfies∣∣∣∣%A′ntt − ρ⊗ntt ∣∣∣∣1 ≤ t. (27)
It is also guaranteed that for each t, the state
ξAtB
ntCnt
t ≡ N⊗n(Υt)
created by the tth random quantum code approximately con-
tains rate Qt entanglement between Alice and Bob, in the
sense that
F
(|ΦQt〉AtÂt ,TrCnt Dt(ξt)) ≥ 1− t. (28)
Equating A ≡⊗tAt, we make the definitions
|Υ1〉AA′n =
⊗
t
|Υt〉AtA′nt
|Υm〉AA′n =
(
1A ⊗ pi(m))|Υ1〉AA′n ,
where we extend pi(m) to act by permuting the registers A′n
in the obvious way. Defining the average code density operator
for the new code as %A
′n
m = ETrA Υm, note that we can bound
||%m − ρm||1 =
∣∣∣∣∣
∣∣∣∣∣⊗
t
%A
′nt
t −
⊗
t
ρ⊗ntt
∣∣∣∣∣
∣∣∣∣∣
1
≤
∑
t
||%A′ntt − ρ⊗ntt ||1
≤
∑
t
t
= , (29)
where we have used unitary invariance of the trace norm,
telescoping, and (27), in that order. To send the classical
message m, Alice prepares the state |Υm〉AA′n . The structure
of the decoder is similar to that from the proof of Theorem 1.
Bob and Charlie begin by performing their respective mea-
surements, in order to ascertain the classical message. Then
Bob permutes his output systems accordingly and applies the
quantum decoder D ≡⊗tDt.
We will write the the joint state after Alice sends her
encoding through the channel as
ϑAB
nCn
m = N⊗n(ΥAA
′n
m ),
so that in particular, the state corresponding to the first
message is ϑAB
nCn
1 =
⊗
t ξ
AtB
ntCnt
t . Note that if the decoder
DBn→Â is applied directly to ϑ1, the resulting Alice-Bob state
is nearly maximally entangled:
F
(|ΦQ〉AÂ,TrCn D(ϑ1))
=
∏
t
F
(|ΦQt〉AtÂt ,TrCnt Dt(ξt))
≥
∏
t
(1− t)
≥ 1−
∑
t
t
= 1− , (30)
where the first inequality is by (28). Next, define the subnor-
malized density matrices
ϑ˜AB
nCn
m = (
√
Λm ⊗
√
Λ′m)ϑ
ABnCn
m (
√
Λm ⊗
√
Λ′m)
which depend on the shared randomness in the quantum code
(as do the ϑm), and are proportional to the states which result
when Bob and Charlie both correctly learn the message m.
This happens with probability bounded as
ETr ϑ˜AB
nCn
m = Tr(Λm ⊗ Λ′m)ETrA ϑAB
nCn
m
= Tr(Λm ⊗ Λ′m)N⊗n(%A
′n
)
≥ Tr(Λm ⊗ Λ′m)N⊗n(ρA
′n
)
−∣∣∣∣%A′n − ρA′n∣∣∣∣
1
≥ 1− 2. (31)
In the second to last line, we have applied Lemma 1 along with
monotonicity with respect to N⊗n, while the last line uses the
estimates (26) and (29). We may now write the expectation,
over the shared randomness in the quantum code, of the fidelity
Fm between the state resulting from the protocol when the mth
common message is sent and the target maximally entangled
state as
EFm = EF1
≡ EF (|ΦQ〉AÂ,TrCn D(ϑ˜ABnCn1 ))
≥ 1− E ∣∣∣∣ΦQ − TrCn D(ϑ˜1)∣∣∣∣1
≥ 1− E ∣∣∣∣ΦQ − TrCn D(ϑ1)∣∣∣∣1 − E ||ϑ1 − ϑ˜1||1
≥ 1− 2√−
√
8 · 2
≥ 1− 6√.
Here, the first line follows by the permutation symmetry of the
code, while the third uses (4). The fourth is a consequence of
the triangle inequality, together with monotonicity with respect
to TrCn D. The estimates in the second to last line are obtained
by applying (5) to (30) (which holds without the expectation),
as well as Lemma 2 to (31).
At this point, it is possible to derandomize our code. Having
proved that
E 2−nR
∑
m
Fm ≥ 1− 6
√
,
we may conclude that there is a deterministic value of the
shared randomness from the quantum codes yielding the same
average error bound. By throwing out the worst half of the
codewords, Markov’s inequality implies that we are left with
a code for which
Fm ≥ 1− 12
√

for each m, while reducing the rate by a negligible 1n .
B. Converse theorems
We now complete the proof of Theorem 3 by proving a
multi-letter converse to show that the regularization of the
above achievable region is equal to Q(N ). We require the
following continuity lemma:
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Lemma 3 (Continuity). If
∣∣∣∣ρAB − σAB∣∣∣∣
1
≤ δ for some 0 ≤
δ ≤ 1/e, then the following inequalities hold:∣∣H(A|B)ρ −H(A|B)σ∣∣ ≤ 2H(δ) + 4δ log |AB|∣∣I(A;B)ρ − I(A;B)σ∣∣ ≤ 3H(δ) + 6δ log |AB|.
Proof. Fannes’ [32] has shown that∣∣H(ρAB)−H(σAB)∣∣ ≤ H(δ) + 2δ log |AB|.
By monotonicity, the trace distances between partial traces of
ρAB are no greater than δ, so after expanding the conditional
entropies and mutual informations, the triangle inequality
gives the result.
Proof of Theorem 3 (Multi-letter converse). Assume that
(R,Q) is achievable and let {|Υm〉AA′n}m∈2nR , DB
n→ÂMB
1
and DCn→MC2 be a (R,Q, n, n) cq entanglement generation
code from any achieving sequence. Defining the state
ωMAB
nCn = 2−nR
⊕
m∈2nR
N⊗n(ΥAA′nm ) (32)
and setting ΩMMBMCAÂ = (D1 ⊗ D2)(ω), we may upper
bound the quantum rate Q via
I(A 〉BnM)ω ≥ I(A 〉Â)Ω (33)
≥ I(A 〉Â)ΦQB − n′n
= nQ− n′n.
The first step is by data processing with respect to TrM D1,
while the second is by the Continuity Lemma 3, for some
′n → 0. The classical rate R may also be bounded as
nR = H(M)Ω
≤ I(M ;MC)Ω + n′′n
≤ I(M ;Cm)ω + n′′n, (34)
where ′′n → 0, and we have used Fano’s inequality and
the Holevo bound. Another consequence of the Holevo
bound is that I(M ;MB)Ω ≤ I(M ;Bn)ω , yielding nR ≤
min{I(M ;Bn)ω, I(M ;Cn)ω}. We have thus shown that for
any δ > 0, the rate pair (R− δ,Q− δ) is contained in Q(N ).
As Q(N ) is closed by definition, this completes the proof.
Proof of Theorem 4 (Generalized dephasing converse). Under
the assumption that NA′→B is a generalized dephasing chan-
nel, we will further upper bound the information quantities
(33) and (34) appearing in the above multi-letter converse
by appropriate single-letter quantities. We begin working
with the state ωMAB
nCn from (32) which is induced by an
(R,Q, n, n) cq entanglement generation code from an achiev-
ing sequence. Recalling from (6) that the completely dephasing
channel ∆ sets to zero all off-diagonal matrix elements in the
dephasing basis {|x〉}, set %A′nm = ∆⊗n(TrA Υm), observing
that we may write
%A
′n
m =
⊕
xn
p(xn|m)
for some conditional probabilities p(xn|m). Let us now define
the state
ω′MB
nCnEn = 2−nR
⊕
m∈2nR
U⊗n(%m)
= 2−nR
⊕
m∈2nR
∑
xn
p(xn|m)ψCnEnxn
where we abbreviate ψC
nEn
xn ≡
⊗
i ψ
CiEi
xi . Abbreviating
NA′→B to NB and NA′→C to NC , the left hand side of
(33) can be written
I(A 〉BnM)ω = 2−nR
∑
m∈2nR
Ic(TrA Υm,N⊗nB ).
By (7) and (8), each summand can be bounded above as
Ic(TrA Υm,N⊗nB ) ≤ H
(N⊗nB (%m))−H((NB)⊗nc (%m)).
Combining these last two equations yields
I(A 〉BnM)ω ≤ H(Bn|M)ω′ −H(CnEn|M)ω′
= H(Xn|M)ω′ −H(CnEn|M)ω′
where we have renamed Bn to Xn to emphasize its classical-
ity. From now on, we rename ω′MB
nCnEn to ω′MX
nCnEn
accordingly. Identifying Ti = MXi−1, T = STS and
XCE = XSCSES , for S ∼ unif{1, . . . , n}, observe that
S − T − XCE forms a Markov chain. This identification
defines the state ΩTXCE , for which
H(Xn|M)ω′ =
n∑
i=1
H(Xi|MXi−1)ω′
= nH(X|T )Ω.
By data processing with respect to appropriate tensor products
of the map |x〉〈x| 7→ ψCEx , we may upper bound
−H(CnEn|M)ω′ = −
n∑
i=1
H(EiCi|Ei−1Ci−1M)ω′
≤ −
n∑
i=1
H(CiEi|MXi−1)ω′
= −nH(CE|T )Ω,
obtaining 1nI(A 〉BnM)ω ≤ H(X|T )Ω −H(CE|T )Ω.
It is perhaps instructive to see that Ω can be explicitly
written as ΩTXCE =
⊕
t p(t)Ω
XCE
t , where we take T =
M×⊎s X s−1 (here X 0 is the empty set), and
ΩXCEmxs−1 =
⊕
xs
p(xs|m,xs−1)ψCExs .
We now continue by bounding the mutual information in (34)
via
I(M ;Cn)ω = I(M ;C
n)ω′
≤ nI(T ;C)Ω.
Here, the first step is because N⊗nC ◦ ∆⊗n = N⊗nC , which
follows from (7) because NC = TrE(NB)c, while the second
follows from manipulations which are identical to those used
to bound (23) in the converse to Theorem 2; the only differ-
ences are that we use data processing with respect to tensor
products of the map |x〉〈x| 7→ TrE ψx and relabel Bi−1 to
Xi−1. This proves the claim.
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IV. QUANTUM REGION Q(N ) FOR QUANTUM CHANNELS
In this next entirely quantum mechanical scenario, Alice
attempts to share a large bipartite entangled state with Bob,
while also trying to build a large GHZ state with Bob and
Charlie. Alice encodes by preparing the state |Υ〉AGA′n ,
entangled with the inputs of a large number n of instances of
NA′→BC . Bob and Charlie employ respective decoding maps
DBn→ÂGB1 and DC
n→GC
2 . These components comprise a
(Q,QB , n, ) entanglement generation code for the broadcast
channel N if they generate a rate QB EPR state |ΦQB 〉AÂ
and a rate Q GHZ state
|ΓQ〉GGBGC = 1√
2nQ
2nQ∑
m=1
|m〉G|m〉GB |m〉GC
in the sense that
F
(
|ΦQB 〉AÂ|ΓQ〉GGBGC ,N⊗n(D1⊗D2)
(
ΥGAA
′n)) ≥ 1−.
Achievable rates and the capacity region Q(N ) are defined in
analogy to the earlier scenarios. In Theorem 5, we give a multi-
letter formula for Q(N ) in the case where N is an isometric
channel. Theorem 6 derives a single-letter formula for Q(N )
in case N is an isometric extension of a generalized dephasing
channel to Bob. Note that these results can be regarded as
dynamic analogs of those obtained in [27], which studies
distillation of EPR and GHZ entanglement from arbitrary
tripartite pure states. While those authors allow for additional
classical communication, we do not. Similar correspondences
exist in the literature, such as between [11] and [7] for the
single-sender/single-receiver case, as well as between [9] and
[18] for the case of a single sender and multiple receivers.
Theorem 5. Let UA′→BC be an isometric broadcast channel.
Then Q(U) contains the set of pairs of nonnegative quantum
rates (Q,QB) satisfying
QB ≤ I(A 〉BT )σ
Q ≤ min{I(T ;B)σ, I(T ;C)σ}
where σTABC takes the same form as in (24), replacing N
with U . The bound on |T | is the same as well. Furthermore,
this achievable region regularizes to give the entire capacity
region as well.
Theorem 6. Let UA′→BC be a broadcast channel which is
an isometric extension of a generalized dephasing channel to
B, written
U =
∑
x
|x〉B |ψx〉C〈x|A
′
.
Then Q(U) equals the set of pairs of nonnegative quantum
rates (Q,QB) satisfying
QB ≤ H(X|T )ω −H(C|T )ω
Q ≤ I(T ;C)ω
where
ωTXC =
⊕
x,t
p(t, x)ψCx
and |T | ≤ |X |.
When UA′→BC is an isometric extension of the pinching
channel PA′→B , this theorem yields the rate region from
Figure 1 with R replaced by Q. We remark that by using the
standard technique of restricting to a high-fidelity subspace
of the input, it is possible to strengthen the previous four
theorems to obtain stronger error criteria, such as that from
the strong subspace transmission of [18]. We have, however,
focused on entanglement generation for simplicity.
A. Quantum coding theorem for quantum channels
Here, we will take the codes constructed in Section III-A
and make the common classical message coherent. We will
use the following two lemmas:
Lemma 4 (Gentle coherent measurement [33]). Suppose that
a POVM {Λm} identifies the elements of a set of pure
states {|ϕm〉B}, in the sense that Tr Λmϕm ≥ 1 −  for
every m. Then, there is an isometry VB→BB̂ which satisfies
〈m|B̂〈ϕm|V|ϕm〉 ≥ 1−  for each m.
Lemma 5. For any state ρAB with partial traces ρA and ρB
and any |ψ〉A and σB , we have
F (ρAB , ψA⊗σB) ≥ 1− 3(1−F (|ψ〉A, ρA))− ∣∣∣∣ρB − σB∣∣∣∣
1
.
Proof of Theorem 5 (Coding theorem). Letting UA′→BC be
an arbitrary isometric broadcast channel, we set NB = TrC U .
For any bipartite pure state ensemble {p(t), |φt〉A′′A′n}m∈2nr
and any  > 0, the previous coding theorem shows (relabeling
R to Q and Q to QB) that as long as n is large enough,
there is a (Q,QB , n, 6
√
) cq entanglement generation code{|Υm〉,Dm, {Λm}, {Λ′m}} for UA′→BC , provided that the
rates satisfy
Q < min{I(T ;B)σ, I(T ;C)σ}
and
QB < I(A
′′ 〉BT )σ.
These quantities are computed with respect to the state
σA
′′BCT =
⊕
t
p(t)U(φA′′A′t ).
We will show how to make the common classical message
coherent. For each m ∈ 2nR, define
|Υ′m〉AB
nCn = U⊗n|Υm〉
and observe that
〈Υ′m|(1A ⊗ Λm ⊗ Λ′m)|Υ′m〉 ≥ 1− .
By Lemma 4, there are thus coherent local measurements
VBn→BnGB and WCn→CnGC satisfying
〈m|GCGB 〈Υ′m|(V ⊗W)|Υ′m〉 ≥ 1−  (35)
for each m, where we take |m〉GBGC ≡ |m〉GB |m〉GC . Now,
there are local unitaries (permutations of the Hilbert space
factors, in fact) V B
n→Bn
m and W
Cn→Cn
m which satisfy
(Vm ⊗Wm)|Υ′m〉 = |Υ′1〉AB
nCn
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because |Υm〉 is just a permutation of the A′n part of the fixed
representative |Υ1〉AA′n . Define the controlled unitary
V B
nGB→BnGB =
∑
m
|m〉〈m| ⊗ Vm
and similarly define WC
nGC→CnGC . Setting
|Υ′′m〉AB
nCnGBGC =
(
(V ◦ V)⊗ (W ◦W))|Υ′m〉,
we may re-express (35) as
〈m|GBGC 〈Υ′1||Υ′′m〉 ≥ 1− . (36)
We now define Alice’s encoding as
|Υ〉GAA′n = 1√
2nQ
∑
m
|m〉G|Υm〉AA′n ,
writing
|Υ′〉GABnCn = U⊗n|Υ〉GAA′n
and also setting
|Υ′′〉GABnCnGBGC = ((V ◦ V)⊗ (W ◦W))|Υ′〉
as before. We now bound
〈ΓQ|GGBGC 〈Υ′1|AB
nCn |Υ′′〉GABnCnGBGC
= 2−nQ
∑
m′m
〈m′|G〈m′|GBGC 〈Υ′1||m〉G|Υ′′m〉
= 2−nQ
∑
m
〈m|GBGC 〈Υ′1||Υ′′m〉AB
nCnGBGC
≥ 1− . (37)
The last line uses the estimate (36). Since the construction in
the previous coding theorem guarantees that
F
(|ΦQB 〉AÂ,D1(TrCn Υ′ABnCn1 )) ≥ 1− , (38)
we may then employ Lemma 5 to combine these last two
estimates to show that the state
ΩGGBGCAÂ = TrCn D1(Υ′′GAB
nCnGBGC
1 )
which results from the protocol satisfies
F ≡ F (|ΓQ〉GGBGC |ΦQB 〉AÂ,ΩGGBGCAÂ)
≥ 1− 3
(
1− F (|ΦQB 〉AÂ,ΩAÂ))
−∣∣∣∣ΓGGBGCQ − ΩGGBGC ∣∣∣∣1
≥ 1− 3−
√
8
≥ 1− 6√.
The bound on the fidelity in the second line is from (38),
while the bound on the trace distance in the next line is by
application of (5) to the square-root of the fidelity in (37).
This proves the coding theorem.
B. Converse theorems
Here we complete the proofs of Theorems 5 and 6 by
showing that they follow from the converse theorems of
Section III-B.
Proofs of Theorems 5 and 6 (Converses). Observe that
any (Q,QB , n, ) qq entanglement generation code is able
to establish −good uniform common randomness between
Alice, Bob and Charlie at rate Q, in the sense that they
generate a triple of random variables (MA,MB ,MC) which
satisfy ∣∣dist(MA,MB ,MC)− dist(M,M,M)∣∣1 ≤ 2,
where M is uniformly distributed on {1, . . . , 2nR}. To accom-
plish this, Alice will measure the G part of her input ΥGAA
′n
in the GHZ basis {|m〉G} at any point in the protocol, while
Bob and Charlie measure their respective bases {|m〉GB} and
{|m〉GC} after their decodings are complete. The converses
for the cq scenario provide upper bounds on this uniform
common randomness generation rate for protocols which also
generate Alice-Bob entanglement at rate Q, therefore proving
the converse for Theorem 5 as well as proving Theorem 6
V. ACHIEVABLE QUANTUM RATES FROM STATE MERGING
Suppose that three players, Alice, Bob and Charlie, share
their parts of many instances of a tripartite pure state |ψ〉ABC .
Assuming that Alice can send classical bits to Bob for free,
[9] showed that the quantum communication cost for Alice
to transfer her An systems to Bob is asymptotically equal
to H(A|B), regardless of the negativity of the expression.
Specifically, whenever H(A|B) is negative (or equivalently,
when I(A 〉B) > 0), Alice and Bob can generate EPR
entanglement at rate I(A 〉B) in the process of transferring An
to Bob, using only classical communication and no quantum
communication whatsoever. This is an improvement over stan-
dard entanglement distillation [34], where the same amount
of EPR entanglement is obtained without deliberately trying
to accomplish state merging. On the other hand, in case
H(A|B) > 0, the protocol requires as input Alice-Bob EPR
entanglement at a rate of at least H(A|B) ebits per system
to be transferred. Therefore, if Alice and Bob perform an
inital state merging with negative cost, they can use the extra
entanglement they generate to perform a subsequent merging
at an overall positive cost, without investing any entanglement.
As in [9], we only directly consider state merging when
the cost is negative, as the protocol with positive cost is
obtained by having Alice establish an appropriate amount
of pure entanglement with Bob, so that the total coherent
information they share becomes positive. Formally, a negative
cost state merging protocol for a state |ψ〉ABC consists of
an instrument MAn→DM with components MAn→Dm to be
performed on Alice’s systems An, together with a collection
of decoding operations DBn→BnÂnD̂m for Bob. The quantum
outputs D and D̂ hold Alice’s and Bob’s respective halves
of the entanglement resulting from the protocol, while each
copy of Â corresponds to a system located in Bob’s laboratory
which is isomorphic to A, whose purpose is to hold the
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corresponding part of the transferred states. The protocol
proceeds as follows. Alice performs the instrumentMAn→DM
and tells the classical result M to Bob who, depending on that
classical data he receives, uses the appropriate decoding map.
These components will be said to comprise a (Q,n, ) negative
cost state merging protocol for |ψ〉ABC if |D| = |D̂| = 2nQ
and
F
(
|ψ〉⊗n|ΦQ〉DD̂,
∑
m
(1C
n ⊗Dm ⊗Mm)(ψ⊗n)
)
≥ 1− ,
where |ΦQ〉DD̂ is a rate Q maximally entangled state. The
following proposition is from [9], and is proved in [35].
Proposition 4. Let a pure tripartite state |ψ〉ABC satisfying
I(A 〉B)ψ > 0 be given. Then, for every  > 0, and for every
0 ≤ Q < I(A 〉B)ψ , there is n sufficiently large so that
there exists a (Q,n, ) negative cost state merging protocol
for |ψ〉ABC .
We now state a theorem.
Theorem 7. Let NA′→BC be arbitrary. If Bob can communi-
cate for free with Charlie via a classical channel, then Alice
may generate rate QC entanglement with Charlie whenever
there is a bipartite pure state |ψ〉AA′ for which
QC < I(A 〉BC)σ and I(B 〉C)σ > 0,
where σABC = N (ψAA′). In addition, the same protocol
allows Bob and Charlie to generate independent EPR entan-
glement between themselves at any rate less than I(B 〉C)σ .
Proof outline. Assume that Alice and Charlie share common
randomness. Fixing a single-letter reference state |ψ〉AA′ sat-
isfying the conditions of the theorem, Alice uses a random
LSD code of rate I(A 〉BC)σ (see Proposition 3) based on her
common randomness with Charlie, pretending as though Bob
and Charlie can collaborate in their decoding. As her average
code density matrix is close to the product state (ψA
′
)⊗n,
the output state of Bob and Charlie is close to (σBC)⊗n. By
assumption, I(B 〉C)σ > 0, so there is a negative cost for Bob
to transfer his Bn systems to Charlie. This means that Bob and
Charlie can distill EPR’s at any rate less than I(B 〉C)σ during
this process. Charlie uses the common randomness to decode
the random LSD code, thus establishing the rate I(A 〉BC)σ
entanglement with Alice. Finally, the protocol is derandomized
using standard arguments.
Finally, we demonstrate that Alice may generate, and also
transmit [36] independent entanglement between herself and
each receiver without the assistance of classical communica-
tion between the two receivers.
Theorem 8. Let NA′→BC be arbitrary, and let |ψ〉ABACA′
be entangled between local systems AB and AC in Alice’s lab
and the A′ input to the channel. Provided that I(AB 〉B)N (ψ)
and I(AC 〉C)N (ψ) are positive, Alice may generate those
same amounts of independent entanglement with each receiver.
Proof outline. If communication is allowed between Alice and
each of the receivers, the theorem is immediate from a double
application of Proposition 4 (or, rather, entanglement distilla-
tion [34], as the state merging aspect is not needed). We now
argue that the classical communication is not needed. Alice
begins such a protocol by applying instruments EAnB→B˜M and
E ′AnC→C˜K with components {EAnB→B˜m }m and {E ′kA
n
C→C˜}k to
the AB and AC parts of the state σA
n
BA
n
CB
nCn = (N (ψ))⊗n.
Conditioned on receiving the classical message M = m,
Bob performs DBn→B̂m . Conditioned on receiving the classical
message K = k, Charlie performs D′Cn→Ĉk . By entanglement
distillation, there exist m and k such that applying Dm ⊗D′k
to (Em ⊗ E ′k)(σ)/Tr(Em ⊗ E ′k)(σ) gives a state close to the
tensor product of the two desired maximally entangled states.
Thus, Alice could have prepared
ΥBˆCˆA
′
mk = (Em ⊗ E ′k)(ψ⊗n)/Tr(Em ⊗ E ′k)(ψ⊗n)
in the first place, eliminating the need for classical commu-
nication. If we are interested in entanglement transmission
instead of entanglement generation, then Alice is given a pu-
rification of the B˜C˜ systems rather than being able to prepare
them directly. Luckily, she may always produce ΥB˜C˜A
′
mk by a
(possibly noisy) encoding F . A direct adaptation of the result
of [36] guarantees that F may be replaced by an isometry.
It would be desirable to have a direct proof of this theorem
instead of invoking entanglement distillation and [36].
We remark that the regularized optimization over such
|ψ〉ABACA′ yields the capacity region when there is no Bob-
Charlie communication, although the resulting characterization
of this capacity region is unlikely to be the most useful.
Rates achievable when there is a positive cost for state merg-
ing are closely related to entanglement-assisted channel ca-
pacities [37]. The structure of entanglement-assisted capacity
regions is often formally similar to their classical counterparts.
Indeed, we note that when Alice shares entanglement with
both Bob and Charlie, a region formally generalizing Marton’s
region [38] for the broadcast channel becomes achievable [39].
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APPENDIX A
PROOF OF CARDINALITY BOUNDS FOR T
In Theorem 1, let a finite set T and conditional probabilities
p(x|t) be arbitrary. Geometrically, this amounts to fixing a
T -labeled set of points on the X -probability simplex. We
will show that given any probabilities p(t) on T , there exists
another distribution q(t) which puts positive mass on at most
min{|X |, |B|2 + |C|2 − 1} elements of T , while satisfying
I(X;B|T )q = I(X;B|T )p
I(T ;B)q = I(T ;B)p,
I(T ;C)q = I(T ;C)p,
where the subscript q means the quantity is evaluated on the
state
ρTXBCq ≡
⊕
x,t
q(t)p(x|t)ρBCx .
By the characterization (18) of the superposition coding re-
gion, this suffices to give the bound. We will prove the above
with the following lemma:
Lemma 6 (Fenchel and Eggleston [40]). Let S ⊂ Rn have
at most n connected components. Then any point in the
convexification of S can be written as a convex combination
of at most n points in S.
It will thus be sufficient to show that the map
f : p(t) 7→ (I(X;B|T )p, I(T ;B)p, I(T ;C)p)
factors through an affine space of sufficiently low dimension.
To this end, we decompose f into a nonlinear part fnl and an
affine part
faff : p(t) 7→
∑
t
p(t)
(
I(X;B|t), ρBt , ρCt
)
=
(
I(X;B|T ), ρB , ρC), (39)
so that the following diagram commutes:
p(t)
f //
faff ))SSS
SSS
SSS
SSS
SSS
S
(
I(X;B|T )p, I(T ;B)p, I(T ;C)p
)
(
I(X;B|T ), ρB , ρC).
fnl
OO
We regard the affine map as producing convex combinations
of the points in some affine space parameterizations of the{(
I(X;B|t), ρBt , ρCt
)}
t∈T , weighted by the probabilities p(t).
As ρBt and ρ
C
t can be specified either by their individual pa-
rameterizations or by p(x|t), the more efficient representation
requires at most min{|X | − 1, |B|2 − 1 + |C|2 − 1} numbers.
Since the first coordinate can be taken to be I(X;B|t) itself,
we see that at most min{|X |, |B|2+|C|2−1} affine parameters
are required to describe (39). By continuity, the image of the
T -simplex under faff is connected, and so we may use the
earlier lemma to infer the existence of probabilities q(t) on T
with support cardinality at most min{|X |, |B|2 + |C|2 − 1},
while satisfying f
(
p(t)
)
= f
(
q(t)
)
.
For Theorem 2, the degradedness of the channel implies
that the |C|2 − 1 affine parameters of ρC depend affinely on
those of ρB , allowing the reduction of the cardinality bound
to |T | ≤ min{|X |, |B|2}.
For the bound of Theorem 3, we instead begin by fix-
ing states {ρA′t }t∈T . Here, the affine map outputs convex
combinations of the points (Ic(ρA
′
t ,NB), ρBt , ρCt ). As a pa-
rameterization of the possible ρBt and ρ
C
t requires no more
than min{|A′|2 − 1, |B|2 − 1 + |C|2 − 1} coordinates, we
obtain by similar reasoning as above that it suffices to take
|T | ≤ min{|A′|2, |B|2 + |C|2 − 1}.
The bound for Theorem 4 follows in the same way as the
one for Theorem 2, although the fact that |B| = |X | implies
that |T | ≤ |X | is sufficient. In Theorems 5 and 6, the bounds
are the same as those from Theorems 3 and 4 and follow for
the same reasons.
REFERENCES
[1] T. Cover, “Broadcast channels,” IEEE Trans. Inform. Theory, vol. 18,
pp. 2–14, 1972.
[2] P. Bergmans, “Random coding theorem for broadcast channels with
degraded components,” IEEE Trans. Inform. Theory, vol. 19, pp. 197–
207, 1973.
[3] E. C. van der Meulen, “Random coding theorems for the general discrete
memoryless broadcast channel,” IEEE Trans. Inform. Theory, vol. 21,
pp. 180–190, 1975.
[4] R. G. Gallager, “Capacity and coding for degraded broadcast channels,”
Probl. Pered. Inform., vol. 16, pp. 17–25, 1980.
[5] A. Wyner, “The wire-tap channel,” Bell Systems Technical Journal,
vol. 54, pp. 1355–1387, 1975.
[6] J. K. I. Csiszar, “Broadcast channels with confidential messages,” IEEE
Trans. Inform. Theory, vol. 24, pp. 339–348, 1978.
[7] I. Devetak, “The private classical capacity and quantum capacity of a
quantum channel,” IEEE Trans. Inform. Theory, vol. 55, pp. 44–55,
2005.
[8] D. M. Greenberger, M. A. Horne, A. Shimony, and A. Zeilinger, “Bell’s
theorem without inequalities,” American Journal of Physics, vol. 58,
pp. 1131–1143, 1990.
[9] M. Horodecki, J. Oppenheim, and A. Winter, “Partial quantum informa-
tion,” Nature, vol. 436, pp. 673–676, 2005.
[10] C. A. Fuchs and J. van de Graaf, “Cryptographic distinguishability
measures for quantum mechanical states,” IEEE Trans. Inform. Theory,
vol. 45, pp. 1216–1227, 1999.
15
[11] I. Devetak and A. Winter, “Distilling common randomness from bipartite
quantum states,” IEEE Trans. Inform. Theory, vol. 50, pp. 3183–3196,
2004.
[12] P. Hayden, R. Jozsa, D. Petz, and A. Winter, “Structure of states which
satisfy strong subadditivity of quantum entropy with equality,” Comm.
Math. Phys., vol. 246, pp. 359–374, 2004.
[13] I. Devetak and P. Shor, “The capacity of a quantum channel for simulta-
neous transmission of classical and quantum information,” Comm. Math.
Phys., vol. 256, pp. 287–303, 2005.
[14] C. Bennett, D. DiVincenzo, and J. Smolin, “Capacities of quantum
erasure channels,” Phys. Rev. Lett., vol. 78, pp. 3217–3220, 1997.
[15] M. Hayashi. private communication.
[16] K. Bra´dler, N. Dutil, P. Hayden, and A. Muhammad, “Conjugate
degradability and the quantum capacity of cloning channels,” J. Math.
Phys., vol. 51, no. 7, pp. 072201–+, 2010.
[17] K. Bra´dler, P. Hayden, D. Touchette, and M. M. Wilde, “Trade-off
capacities of the quantum Hadamard channels,” Phys. Rev. A, vol. 81,
no. 6, pp. 062312–+, 2010.
[18] J. Yard, I. Devetak, and P. Hayden, “Capacity theorems for quantum
multiple access channels – classical-quantum and quantum-quantum
capacity regions,” IEEE Trans. Inform. Theory, vol. 54, pp. 3091–3113,
2008.
[19] S. Lloyd, “Capacity of the noisy quantum channel,” Phys. Rev. A, vol. 55,
pp. 1613–1622, 1997.
[20] P. Shor, “The quantum channel capacity and coherent information.”
lecture notes, MSRI Workshop on Quantum Computation, 2002.
[21] B. Schumacher and M. A. Nielsen, “Quantum data processing and error
correction,” Phys. Rev. A, vol. 54, pp. 2629–2635, 1996.
[22] E. H. Lieb and M. B. Ruskai, “Proof of the strong subadditivity of
quantum-mechanical entropy,” J. Math. Phys., vol. 14, pp. 1938–1941,
1973.
[23] A. S. Holevo, “Bounds for the quantity of information transmitted by a
quantum channel,” Probl. Pered. Inform., vol. 9, pp. 177–183, 1973.
[24] B. Schumacher and M. D. Westmoreland, “Sending classical information
via noisy quantum channels,,” Phys. Rev. A, vol. 56, pp. 131–138, 1997.
[25] A. S. Holevo, “The capacity of the quantum channel with general signal
states,” IEEE Trans. Inform. Theory, vol. 44, pp. 269–273, 1998.
[26] I. Csiszar and J. Ko¨rner, Information Theory: Coding Theorems for
Discrete Memoryless Systems. Akade´miai Kiado´, Budapest, 1981.
[27] J. Smolin, F. Verstraete, and A. Winter, “Entanglement of assistance and
multipartite state distillation,” Phys. Rev. A, vol. 72, p. 052317, 2005.
[28] A. Winter, “The capacity of the quantum multiple access channel,” IEEE
Trans. Inform. Theory, vol. 47, pp. 3059–3065, 2001.
[29] T. Cover and J. A. Thomas, Elements of Information Theory. John-Wiley
& Sons, Inc., 1991.
[30] J. Ko¨rner and K. Marton, “General broadcast channels with degraded
message sets,” IEEE Trans. Inform. Theory, vol. 23, pp. 60–64, 1977.
[31] A. E. Gamal, “The capacity of a class of broadcast channels,” IEEE
Trans. Inform. Theory, vol. 25, pp. 166–169, 1979.
[32] M. Fannes, “A continuity property of the entropy density for spin
lattices,” Comm. Math. Phys., vol. 31, pp. 291–294, 1973.
[33] M.-H. Hsieh, I. Devetak, and A. Winter, “Entanglement-assisted capacity
of quantum multiple-access channels,” IEEE Trans. Inform. Theory,
vol. 54, pp. 3078–3090, 2008.
[34] I. Devetak and A. Winter, “Distillation of secret key and entanglement
from quantum states,” Proc. Roy. Soc. Lond. Ser. A, vol. 461, pp. 207–
235, 2005.
[35] M. Horodecki, J. Oppenheim, and A. Winter, “Quantum state merging
and negative information,” Comm. Math. Phys., vol. 269, pp. 107–136,
2007.
[36] H. Barnum, E. Knill, and M. A. Nielsen, “On quantum fidelities and
channel capacities,” IEEE Trans. Inform. Theory, vol. 46, pp. 1317–
1329, 2000.
[37] C. H. Bennett, P. W. Shor, J. A. Smolin, and A. V. Thapliyal,
“Entanglement-assisted classical capacity of noisy quantum channels,”
Phys. Rev. Lett., vol. 83, pp. 3081–3084, 1999.
[38] K. Marton, “A coding theorem for the discrete memoryless broadcast
channel,” IEEE Trans. Inf. Theory, vol. IT-25, pp. 306–311, 1979.
[39] F. Dupuis, P. Hayden, and K. Li, “A father protocol for quantum broad-
cast channels,” IEEE Trans. Inform. Theory, vol. 56, no. 6, pp. 2946–
2956, 2010.
[40] H. G. Eggleston, Convexity. Cambridge University Press, N.Y., 1963.
