The significant of multi spectral band resolution is explored towards selection of feature coefficients based on its energy density. Toward the feature representiaon in transformed domain, multi wavelet transformations were used for finer spectral representation. However, due to a large feature count these features are not optimal under low resource computing system. In the recognition units, running with low resources a new coding approach of feature selection, considering the band spectral density is developed. The effective selection of feature element, based on its spectral density achieve two objective of pattern recognition, the feature coefficient representiaon is minimized, hence leading to lower resource requirement, and dominant feature representation, resulting in higher retrieval performance.
proposed a new coding technique for pattern recognition based on the spectral features of subjects. In this approach, the spectral features such as power spectral density are used for pattern recognition. The rest of the paper is organized as follows: Section II gives the details of general pattern recognition system. The complete details of the proposed approach is given I section III. The experimental evaluation is carried out in section IV and finally the conclusions are provided in section V.
II. Pattern Recognition
The image recovery systems are determined with generally the content features of the image named as shape or texture, color recognition. In this paper information of color-based is taken as the referencing index and using DWT method the spectral variation can be calculated. In input image information we can extract the frequency resolution information very efficiently using DWT method. Where the resolution information was passed as additional information for recovery in past, computational complexity increases because increasing the feature count result. To achieve the objective of image retrieval, the operation is performed in two stages, (i) training and (ii) testing. A Basic architecture for such a system is shown in figure 1. In training and testing the samples are pre-processed for resizing, filtration and data precision. The preprocessing sample is further processes for feature extraction. In this stage image features are extracted namely shape or texture, color recognition. In this paper information of color-based is taken as the referencing index and using DWT method the spectral variation can be calculated. In input image information we can extract the frequency resolution information very efficiently using DWT method. Where the resolution information was passed as additional information for recovery in past, computational complexity increases because increasing the feature count result.
III. Normalized Spectral Features For Pattern Recognition
In a multi-resolution analysis, a scaling function (x) is employed to process the multi-resolution. The wavelet get decomposed into a m,n (f ) called as approximate coefficients of a m-1,l and c m,n (f ) termed as detail coefficients of a m-1,l using a low-pass and a high-pass filter in cascade. The two-dimensional decomposition is carried out by the combination of two one-dimensional decomposition of wavelet transform. Two-dimensional discrete wavelet transform can be achieved by two 1-D DWT operations performing operations isolately on rows and columns. Firstly the row operation is performed to obtain two sub-bands by using 1-D DWT, one lowpass sub-band (L) and one high-pass sub-band (H) as shown in Figure 4 . The 1-D DWT image is transformed again to obtain four sub-bands by another 1-D DWT operation. Figure 4 shows the filter bank realization for the decomposition process of a 2-D DWT operation. The LL sub-band represents the approximate component of the image and other three sub-bands (LH,HL and HH) represent the detail components. This is a non-uniform band splitting method that decomposes the lower frequency part into narrower bands and the high-pass output at each level termed as detail coefficients are left without any further decomposition. This procedure is done for all rows. Next, the filtering is done for each column of the intermediate data. The resulting two-dimensional array of coefficients contains four bands of data, each labeled as LL (low-low), HL (high-low), LH (low-high) and HH (high-high). A high wavelet coefficient (in absolute value) at a coarse resolution corresponds to a region with high global variations. The idea is to find a relevant point to represent this global variation by looking at wavelet coefficients at finer resolutions. A wavelet is an oscillating and attenuating function with zero integral.
We study the image f at the scales of 1/ 2 , 1/ 4 ,…, 2 j , j  Z. the resolution decomposition of the color feature revels the color feature variation of the image. These spectral bands are processed to compute features using different feature descriptors such as the mean, standard deviation, entropy, energy etc. However all these features are extracted over the total extracted bands which are very random in distribution. Each of the variation in a distribution results in variation in the feature values. Hence in the process of obtaining a linear feature value a normalization process is proposed. The spectral bands of the wavelet filtration process have large spectral variations at a very nearby region. A spectral plot for a spectral band for a wavelet coefficient illustrates the variation, as shown in figure 2.
Figure 2. Spectral Band plot for a wavelet decomposed band
These spectral variations suppress the lower spectral coefficient and with it the information's content into the band is also suppressed. Hence these variations if normalized to a common scale could result in proper feature description. To develop the stated approach a normalization process over a singular feature is proposed. The proposed method is as outlined. For the obtained spectral bands a process of singular value decomposition (SVD) is carried out. This transformation transforms the obtained bands to eigen space which derive the variations in the obtained bands. In the process of SVD transformation, the band B i is decomposed into a singular matrix observation, where the variations are represented by a diagonal matrix. The SVD of an N×N band matrix has a decomposition form; F=U x S x V T (1) Where 'U' and 'V' are N×N orthogonal matrices and 'S' is a N×N diagonal matrix here 'S' diagonal elements represents the variation in the given coefficient. The variations for this coefficient are a non-linear distribution. This non-linearity is minimized by amplifying the 'S' matrix by a Norm parameter 'γ'. To achieve the amplification a Norm to the normalized Singular matrix is made defined by; B= U x S γ x V T (2) called the Normalized singular feature (NSF) representation.Where this Norm parameter 'γ' is varied in the range of 0 ≤ γ≤ 1. This range of value linearizes the 'S' matrix to one common level. The singular normalization when applied back to the band coefficient results in normalized band variations. The normalized bands are then process for feature descriptors. As the variations are linearizes to a common scale, the obtained features are linear in scale and any variation in the input observation will only effective to the feature rather to the band information. These features are then processed for classification, in the classification phase, the features are extracted from the test sample x using the proposed feature extraction algorithm, and then compared with the corresponding feature values of all the classes k stored in the feature library using the distance vector formula,
where, N is the number of features in f j (x), where j represents the j th feature of the test sample x, while f j (M) represents the j th feature of M th class in the library. The test is classified using the K-nearest neighbors (K-NN) classifier. In the K-NN classifier, the class of the test sample is decided by the majority class among the K nearest neighbors. A neighbor is deemed nearest if it has the smallest distance in the feature space. In order to avoid a tied vote, it is preferable to choose K to be an odd number. The experiments are performed choosing K=3.The classification of the feature vector is performed based on the Euclidian distance approach. For a given test image Tr ~ єR m×n is transformed into a feature matrix YrєR r×c . For the computed feature the distance between a test image T and a traning images X i (j) is calculated by R ji = δ(Y,X i (j) ) = , using a Frobenius norm. From the Retrieve top 8 subjects of the database according to the rank of R ji given by arg Rank
), 1 ≤ i ≤ N j }. The image with the highest Rank is declared as the recognized image. For the evaluation of the image retrieval a performance analysis is carried out for spatial similar images and compared with the conventional retrieval system.
IV. Results And Discussion
To evaluate the process of proposed normalized feature descriptor logic, a test analysis is carried out over different orientation test samples. These test samples were processed from Brainweb [16] data set. The data set is formed with various orientations of a test sample. Few samples of this data set are as shown in figure  3 . To evaluate the process of normalized feature processing a test sample with different orientation is passed to the developed system. The obtained observations for the developed system is as illustrated below, When applied with orientation it is observed that the features are extracted from the normalized bands hence the feature variation due to spectral orientation is not effective, as these bands are normalized to a uniform scale. However this variation is retained in wavelet based feature descriptor hence the classification process is affected. 
V. Conclusion
The multi spectral band selection approach, based on power spectral density, gives a higher performance in retrieval as in comparison to the liner modeling of multi-wavelet feature representation. In the coding approach to feature selection, the dominant band selection results in more informative feature selection process, which leads to higher retrieval accuracy. The optimal band selection criterion suggested, derives the most domain bands in the decomposed feature bands, this selection approach extract the highest informative regions of the test sample, which intern results in higher retrieval performance.
