Subjects detected weak solutions of sucrose or citric acid under conditions in which attention was directed toward one of the tastants or the other. Detection thresholds were measured using an adaptive, forced-choice procedure, with a three-down one-up rule, which computer simulations suggest should be more reliable than the popular two-down one-up rule. The thresholds were modestly but systematically lower for attended tastants than for unattended ones. Similar results have been reported in other sense modalities, including vision (greater sensitivity to stimuli presented to attended versus unattended spatial locations) and hearing (greater sensitivity to stimuli presented at attended versus unattended sound frequencies). Taken together, the findings are consistent with a general hypothesis regarding attention in sensory systems: gains or losses in detectability occur when a central attentional mechanism (or, conceivably, a preattentive mechanism) selectively and preferentially monitors signals arising from particular subsets of peripheral neural inputs.
Introduction
Does the ability to detect a particular tastant (e.g. sucrose) depend on whether one is expecting (attending to) that stimulus rather than another stimulus (e.g. citric acid)? The present paper serves as a first step toward elucidating such a role of attention in taste perception. Evidence recounted below has shown that attention can selectively modulate the detectability of weak stimuli in other sensory modalities, including vision, hearing and touch. Perhaps attention also modifies detectability in taste.
The detection or perception of a taste stimulus, or indeed any other sensory stimulus, invariably involves an amalgamation of low-level sensory processes and higherlevel decisional and cognitive ones. A high-level process well-known to influence sensory detection and perception is attention, especially 'focused attention', in which subjects are disposed to expect certain classes of stimuli to the exclusion of others. Although most research on attention has been devoted to its role in vision (e.g. Kinchla, 1992) , where studies have shown that attention can modify many aspects of visual performance, including the rate of acquisition of information (e.g. Treisman and Gormican, 1988; Wolfe et al., 1989) , the speed of response (e.g. Ericksen and Yeh, 1985) and the detectability or discriminability of stimuli (e.g. Gallant, 1989; Luck et al, 1994) , attention also influences the processing of signals in other modalities, including hearing (e.g. Mondor and Bregman, 1994; Spence and Driver, 1994; Ward and Mori, 1996) and touch (e.g. Posner, 1978; Butter et al, 1989; Driver and Grossenbacher, 1996) .
Most of the studies mentioned above measured attention in terms of changes in response time; that is, changes in the speed of responses made to relatively strong stimulation. There are advantages, however, to measuring attention instead in terms of changes in the detectability of weak stimuli. In particular, by measuring detectability using appropriate psychophysical methods, it is possible to isolate the effects of attention on the sensitivity of a perceptual system independent of any effects on response criteria. Further, research in other sensory modalities indicates that stimulus detection, as well as response time, can reveal selective effects of attention. Much of this research has been conducted in the realm of audition, where there is considerable evidence for the existence of 'attention bands' of sensitivity (Greenberg and Larkin, 1968; Scharf et al., 1987; Dai et al, 1991; Schlauch and Hafter, 1991; Botte, 1995) .
Consider, for example, the following experiment: on a given trial, a subject expects (attends to) a signal of a particular sound frequency, say 1000 Hz; attention may be induced by presenting a weak 1000 Hz cue stimulus a few seconds before the test trial. The trial itself consists of two consecutive stimulus intervals, one containing a tonal signal and the other lacking the signal. The subject's task is to decide which interval had the signal. This two-interval forced choice controls effectively for response criterion. The measurement of attentional selection is made possible by varying the frequency of the signal on a fraction of trials. On most trials, the cue is valid, in that the signal has the same frequency as the cue (1000 Hz in the present example); but on a few trials, the signal actually takes on a somewhat lower or higher frequency. Results show clearly that sensitivity falls off as the frequency of the test stimulus deviates from that of the cue (Scharf et al., 1987; Dai et al, 1991; Botte, 1995) . Of special theoretical interest is the finding that the shape of the sensitivity curve (the attentional band) bears a striking resemblance to the critical band for hearing, and critical bands seem to be related to the tuning characteristics of peripheral auditory nerve fibers (see Moore, 1989) .
This outcome suggests that attention may involve the selective monitoring, presumably by a central neural mechanism, of a relatively small number of neural inputs arising from the periphery, and in particular, selective monitoring of those neurons most sensitive to the stimulus being attended. One analog of auditory attention to sound frequency is visual attention to spatial location: attending to particular locations in the visual field increases the detectability or discriminability of stimuli presented to that location relative to other locations (Gallant, 1989; Luck et al., 1994) . Further, unpublished results obtained in the first author's laboratory suggest that a similar principle may underlie selective attention to brief vibrotactile stimuli presented to the skin. The ability to detect one kind of stimulus (e.g. 250 Hz vibration, tailored to activate the Pacinian-corpuscle system) was greater when subjects expected (attended to) that stimulus rather than another (e.g. 20 Hz vibration, which activates the rapidly adapting Meissner system). Thus, it is possible that a general principle governs the processes of focal attention in signal detection. One caveat is in order. It is possible that some examples of selectivity could involve preattentive rather than attentive mechanisms. That is, selective effects could reflect some kind of automatic, preferential processing of stimulus information rather than controlled, attentive processing. In hearing, selectivity occurs even when the cues are 'symbolic' [e.g. visual stimuli representing the sound frequencies (Hafter et al., 1993) ] or even at a systematically different frequency, making it is unlikely that the results can be attributed to preattentive 'priming' of individual frequency channels. But preattentive processes might operate in other modalities.
The present study sought to show that the ability to detect weak solutions of sucrose and citric acid can depend on focal attention (or preattentive processing). In a given experimental session, we cued the subject to attend to one or the other of two tastants, within a two-interval forced-choice paradigm. On most of the trials, the test stimulus was the same as the cue stimulus, e.g. sucrose when sucrose was cued, but on the remaining trials the test stimulus differed from the cue, e.g. citric acid when sucrose was cued. If attention (or perhaps preattentive processing) selectively affects stimulus detection, then the threshold for attended stimuli should be lower than the threshold for unattended stimuli. To measure how threshold varies as a function of attention, we used a three-down one-up adaptive psychophysical method (Wetherill and Levitt, 1965) . Also reported are the results of computer simulations, which suggest that use of a three-down one-up rule may prove more reliable than the more popular two-down one-up rule.
Materials and methods
From a methodological perspective, uncovering evidence for selective effects of attention (or preattentive processing) on taste detection is difficult. Initial attempts in this laboratory to find such evidence, pursued several years ago, were hampered in large measure by the substantial variability over time in taste sensitivity, a problem that is compounded by the need to collect substantial amounts of data in sessions run with the same subjects on different days. Those initial studies followed the procedure that has been used in analogous research on auditory detection: first, for each subject, the experimenter found a single stimulus concentration solution that was moderately well detected (~75-80% correct in two-interval forced choice), then measured how the detectability of that single stimulus varied as a function of attention. Unfortunately, fluctuations in the subjects' overall sensitivity-a given concentration originally detected 75% of the time might be detected the next day at chance frequency (50%) or perfectly (100%)-precluded the possibility of consistently discerning any effect of attention.
As a result, the study reported here switched to an adaptive procedure that tracks the threshold over time: the 'up-down transformed' or staircase method. In this procedure, stimulus concentration increases on trials following erroneous responses and decreases on trials following a fixed number of successive correct responses (we used a 'three-down one-up rule,' for reasons described below). This method ensures that the stimuli presented are always in the vicinity of the threshold. By randomly interleaving staircases containing the attended and unattended tastants within a given test session, it is possible to discern effects of attention even in the face of substantial fluctuations in sensitivity.
A pilot study using this procedure was encouraging. In the pilot study, each of five nonsmoking subjects (two women and three men, 18-26 years old) served in four sessions, alternating between a session in which sucrose was attended and citric acid was unattended and one in which citric acid was attended and sucrose was unattended. Attending selectively had no effect on either threshold of one subject, but produced slightly lower thresholds in both tastants in a second subject and clearly lower thresholds in both in the remaining three subjects. Pooled over subjects, thresholds for citric acid were lower by 0.21 log concentration units and thresholds for sucrose were lower by 0.16 units when the respective stimuli were attended rather than unattended. In by guest on November 4, 2016 http://chemse.oxfordjournals.org/ Downloaded from addition to the generally positive outcome, the pilot study suggested two possible improvements in procedure that we incorporated into the main experiment. First, to help overcome variability, subjects seemed to need initial practice at the task; consequently, in the main experiment, an entire practice session was run with each subject before the main data were collected. Second, in the pilot study we sought to obtain baseline threshold measures for both citric acid and sucrose at the very start of each session, but this procedure seemed to make it harder for the subject to attend selectively to just one stimulus later in the session; consequently, the main experiment omitted these baseline measurements.
Stimuli
Tastants were sucrose and citric acid, two substances that are highly discriminable in quality at suprathreshold concentrations and are likely to be transduced and processed with considerable independence. At the receptor level, for instance, responses to sweet stimuli appear to require specific receptor molecules, whereas responses to acids involve direct interaction of hydrogen ions with apical ion channels (Kinnamon and Cummings, 1992) .
The stimuli were dissolved in deionized water to create two concentration series. The sucrose series comprised 11 concentrations from 0.00032 to 0.1 M in steps of 0.25 log concentration units; the citric acid series comprised 11 concentrations from 0.0000018 to 0.00056 M, also in steps of 0.25 log units. The highest concentration in each series was used as the 'cue' stimulus to direct and maintain attention within the main part of each session.
Fresh batches of the stimuli were prepared every few days and stored under refrigeration, but brought to room temperature (~21°C) before each experimental session. Stimuli on each trial consisted of 5 ml of the dissolved test stimulus and 5 ml of deionized water, each of which was presented in a 30 ml plastic cup.
Subjects
Subjects, all non-smokers, were four women (19-23 years old) and two men (20 and 24 years old). Each subject served in five sessions, the first of which was considered practice and not included in the analysis. Subjects were paid $7.00 per hour to participate.
Procedure

Transformed up-down method
To ensure that most of the stimulus concentrations presented fell in the vicinity of the forced-choice threshold, we used Wetherill and Levitt's (1965) transformed up-down method (TUDM). On each trial the subject was given two stimuli to sample in succession, one containing sucrose or citric acid and the other containing water; the subject responded by indicating which stimulus, the first or the second, contained a solute. Subjects rinsed thoroughly with deionized water before sipping each stimulus. In the TUDM, the concentration of a stimulus is increased on the trial following a single incorrect response and decreased on the trial following n successive correct responses at a given concentration. This method is commonly used in psychophysical research, especially in taste, typically with a two-down one-up rule; that is, where n = 2 (e.g. Bartoshuk et al, 1986; Stevens, 1996) . Averaging the concentrations at the transition points, where the direction of stimulus concentration changes, yields a threshold defined as follows: the threshold concentration has probability P of being correctly detected in a two-alternative forced choice. In the TUDM, the probability of responding correctly on n consecutive trials equals the probability of responding incorrectly on one trial; both probabilities equal 0.5. Thus P" -0.5. When n -2, the value of P equals 0.71. In the present study, however, n was 3, which corresponds to a threshold with a probability P of 0.79 correct detection in a two-alternative forced choice.
We selected the three-down one-up rule rather than the two-down one-up rule in the expectation that doing so would increase the reliability of the threshold measures. Green (1990) has argued, from both empirical data (auditory detection) and computer simulations, that the efficiency of adaptive procedures such as the TUDM is maximized when the stimulus-selection rule (e.g. value of ri) places the threshold at a point on the psychometric function where the standard deviation in responding is smallest [a value that has been called the 'sweetpoint' of the function (Laming and Marsh, 1988) ]; Green found that this entails using a rather large value of n, equal to 4 or 5. Unfortunately, the larger the value of n, the greater the number of trials required to provide a given number of transition points in the run. In many studies of taste, such as the present one, it is important to limit the number of trials in order to prevent fatigue in the subjects. Nevertheless, results of an empirical and simulation study by Kollmeier et al. (1988) suggest that a three-down one-up rule may be superior to a two-down one-up rule even when the number of trials is relatively small. Thus, we chose the former rule. In addition, we ran a number of Monte Carlo simulations, using two different up-down rules (n = 2 or 3), different psychometric functions and different starting locations on the psychometric function, and producing various numbers of transitions (4-100). Results of these simulations, described below, supported our decision to use a three-down one-up rule.
Manipulation of attention
To manipulate the subject's attention (or perhaps preattentive processing), a given test session contained a predominance of trials of a given type. Either 75% of the stimuli in the session were citric acid and the remaining 25% were sucrose or 75% were sucrose and 25% were citric acid, and subjects were told at the beginning of the session to expect one tastant or the other. Further, at the start of the test run (after the 20 practice trials) and every eight trials thereafter, the subject was given a sample of the cue stimulus (the highest concentration of the 11-stimulus series). Consequently, a given test run produced two tracks, one for the attended (75% probable, cued) stimulus and one for the unattended (25% probable, uncued) stimulus. On each trial, one of the two tracks was chosen at random (with probability 0.75 that it would be the attended stimulus), and the stimulus concentration was determined according to the subject's performance on that stimulus track. Subjects were instructed to choose the stimulus on each trial that contained a solute. That is, the subjects were instructed to respond not just to the attended stimulus, but to any taste stimulus that was not water. There is a small risk that instructing the subject in this way will induce them to share attention to all possible signals, and therefore not reveal any differential effect of selective attention; nevertheless, the instruction is necessary to prevent subjects from failing to report the detection of the unattended stimulus.
Experimental sessions
The experiment consisted of a practice session and four test sessions, all run on each of the six subjects. Every session began with a fixed number of practice trials (20), all of which contained the stimulus to be attended in that session. This procedure was chosen in order to help direct the subject's attention to the attended stimulus right from the start of the session. Immediately following the practice trials and without any interruption in the sequence of trials, the main part of the session began. Thresholds for sucrose and citric acid were measured in interleaved tracks while attention was directed toward one tastant or the other throughout the remainder of the session. The starting concentration for both the attended and unattended stimuli was always the seventh level in the series (0.1 M for sucrose and 0.00056 M for citric acid).
The main constraint on the number of trials required in each session was the number of transitions obtained with the unattended stimulus, since that stimulus was presented only 25% of the time. Each session continued until seven transitions had been obtained with the unattended stimulus, at which point the session ended. The last six of these seven transition values were averaged to give the threshold. For the attended stimulus, where many more transitions were generally obtained by the end of the session, we also omitted the very first transition point, calculating the threshold by averaging all of the other transitions if they were even in number and averaging all save the last one if they were odd in number [in the up-down procedure, it is important to average even numbers of transitions (see Wetherill and Levitt, 1965) ]. The attended stimulus alternated between sucrose and citric acid from session to session; three subjects attended to sucrose in the first session after practice and three attended to citric acid. Table 1 gives the average log threshold concentrations for each subject in each session, the taste stimulus to which attention was directed and the number of transitions averaged to give the threshold for each stimulus. Average thresholds, pooled over subjects and sessions, appear at the bottom of the table. Note that there are (at least) two possible ways of calculating these averages. One way is to compute unweighted averages; that is, simply to average the concentrations for each subject in each session as they are listed in the table. The problem with this approach is that it weights all values equally, even though thresholds obtained from larger numbers of transitions are more reliable than thresholds obtained from smaller numbers of transitions. An alternative approach first weights the contribution of each subject's threshold by the number of transitions used to compute it before pooling across subjects. This second measure weights the measures more appropriately, but is more sensitive to session-to-session fluctuations in overall sensitivity. Overall, the second weighted method seems more appropriate. Fortunately, the two computations gave roughly comparable outcomes.
Results
The results followed our expectations. Regardless of which method was used to average the results, mean threshold was generally lower when the taste stimulus was attended than when it was not attended, and this was true both when the subjects attended to sucrose and when they attended to citric acid. The difference in the case of the weighted averages was 0.20 log concentration units for citric acid and 0.18 log units for sucrose (0.26 and 0.17 log units, respectively, in the unweighted averages). Results of analysis of variance showed that citric acid thresholds were reliably smaller than sucrose thresholds [^1,5) = 25.76, P < 0.0001]. More important, thresholds for attended stimuli were reliably smaller than thresholds for unattended stimuli [F(l,5) = 23.27, P = 0.005]. There was no interaction between attention and tastant [F(l,5) -0.002, P = 0.90], consistent with the evidence that the effect of attention was more or less equivalent for the two tastants.
Computer simulations
Following Kollmeier et al. (1988) , we simulated threshold runs using the transformed up-down method in a two-alternative forced choice, with either a two-down one-up or three-down one-up rule, varying the slope of the psychometric function (which is equivalent to varying the size of the stimulus steps) and the location on the psychometric function of the stimulus concentration presented on the first trial. As dependent measures we examined (i) the number of trials required to produce a fixed number of transitions and (ii) the variability in the average threshold for a given number of transitions (or trials).
Computer simulation makes it possible to produce an indefinitely large number of results. In order to select conditions relevant to those of the present study, we relied on a simple measure that could be derived from the empirical data obtained in the main experiment, namely, the relation between the number of transitions obtained in a given run and the number of trials needed to produce that number of transitions. The number of trials is plotted against the number of transitions in Figure 1 , separately for sucrose and citric acid for each subject. Two aspects of this figure are notable. First, there is a roughly linear relation between trials and transitions, an outcome that is to be expected as long as the subjects are reasonably uniform in their sensitivity and maintain roughly constant psychometric functions across different runs. And second, the relation between trials and transitions is similar for both citric acid and sucrose. This implies that the size of the concentration steps was scaled comparably for the two substances relative to their underlying psychometric functions. Clearly, if the concentration steps were made very large or very small, the number of trials required to produce a given number of transitions could be concomitantly smaller or greater. Given these two properties, a single function characterizes the relation between trials and transitions for each tastant and for all six subjects reasonably well.
Given the empirical data of Figure 1 , in the simulations we systematically varied the slope of the psychometric function until we obtained a comparable trial-versustransition function. As a psychometric relation, we chose a logistic function, which closely approximates a cumulative 
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Figure 2
The logistic psychometric function for a two-alternative forced choice assumed in the computer simulations.
By way of comparison, the corresponding regression equations for the empirical results obtained with sucrose and citric acid, respectively, are:
normal distribution and has been favored on theoretical grounds by some investigators to describe sensory discrimination (e.g. Link, 1992) . For the present purposes, we defined the logistic function with regard to log stimulus concentration ( Q using the equation:
Note that the multiplicative constant a determines the slope of the psychometric function, whereas the additive constant b depends largely on the choice of units for stimulus concentration; in fact, if we define the units of concentration such that P = 0.75 when log C = 0, then b = 0 and equation (1) can be rewritten as
The function defined by equations (1) and (2) provided a satisfactory fit to the data of Figure 1 when a = 10, as shown by the straight line representing the results of the simulation; the logistic function that we used is shown in Figure 2 . The equation of the straight line in Figure 1 , determined by regressing the number of trials (77) Thus, for both tastants ~3.5 additional trials were needed to produce each additional transition point, or ~7 additional trials to produce each additional pair of transitions. Given that we used a three-down one-up rule, an additional four trials would be needed at the very least, even if the size of the stimulus step were extremely large. On the other hand, were the size of the stimulus step extremely small, many more than seven additional trials would be needed to produce each additional pair of transitions. Under such conditions, the stimulus would slowly move toward the level giving a probability of 0.79, then enter a 'random walk' that, according to our simulations, would average five trials per transition (10 trials per pair of transitions).
The psychometric function of Figure 2 effectively spans a little more than one logarithmic unit of stimulus concentration. Presumably, our subjects' psychometric functions were all at least roughly similar to this in shape. However, it is conceivable that the psychometric function operating at any given point in time was actually even steeper than the function in Figure 2 , but sensitivity shifted over time during the course of a test run, thereby causing the function measured over longer periods of time to flatten. Such shifts have been suggested in the past in auditory detection (e.g. Hall, 1983; Taylor et al, 1983; Kollmeier et al, 1988) . Following the lead of Kollmeier et al. (1988) , we compared the results of simulating threshold runs using the psychometric function of Figure 2 with a two-down one-up rule as well as a three-down one-up rule. Two dependent measures were of special interest: (i) the number of trials needed to produce a given number of transitions and (ii) the variance of the simulated thresholds. A priori, one would expect that it would take more trials to produce a given number of transitions when three rather than two consecutive correct responses are needed before lowering stimulus concentration. But for a given number of transitions, requiring three rather than two correct responses should provide greater reliability. What was not clear was which rule, two-down one-up or three-down one-up, would give greater reliability (smaller overall variability) when the number of trials was held constant.
To answer this question, we simulated 1000 threshold runs with both two-down and three-down rules, fixing the number of transitions in both cases at several values from four to 20. Figure 3 shows how the variance of the simulated thresholds (in these computations, 1 unit of variance corresponds to a single concentration step, equivalent to 0.25 log concentration units) depends on the number of transitions. Clearly, for a fixed number of transitions the variability is substantially smaller with a three-down oneup rule than with a two-down one-up rule. The ratio of variances is ~1:2. As Figure 4 shows, the number of trials required to produce a fixed number of transitions is substantially greater (~30% greater) with the three-down rule (the straight line for the three-down rule is the same as the one plotted in Figure 1) . Nevertheless, the cost in terms of additional trials is more than offset by the corresponding Figure 4 The mean number of trials in the simulated threshold measurements, plotted against the corresponding mean number of transitions, with two-down one-up and three-down one-up rules. gain in reliability, as is evident in Figure 5 , which plots variance against number of trials.
Discussion
The present results gave evidence for the existence of selective, stimulus-specific effects of attention (or perhaps preattentive processes) in taste. The detection threshold for a given taste substance, sucrose or citric acid, was lower when the subjects were expecting that substance. Thus these results provide initial evidence for the role of attention in taste detection, using a psychophysical method that controls response criterion.
In order to find evidence for attentional (or preattentive) selectivity, two conditions must be met: the perceptual system must permit attentional selection and the psychophysical method must be sufficient to measure the attentional effects. Regarding the method, in chemosensory studies a limiting factor is often the number of trials that may be feasibly given within a given session. If the aim is to reduce variability due to sampling from the stochastic psychometric function, then our computer simulations suggest that, for a fixed number of trials, it is clearly preferable to use a three-down one-up rule rather than the popular two-down one-up rule, as Kollmeier et al. (1988) and Green (1990) have suggested. Further, this conclusion appears to have considerable generality: the only way we were able to make the variability associated with the two-down one-up rule as small or smaller than the variability associated with the three-down one-up rule was to choose a starting stimulus concentration that fell at or near 0.71 correct, that is, at or near the threshold as defined for the two-down one-up rule [it is possible that other approaches, e.g. maximum-likelihood adaptive procedures, may ultimately prove even better (Linschoten et al., 1996) ].
In order for attentional selectivity to take place, it is necessary for the perceptual system itself to satisfy two main constraints. First, neural elements in the perceptual system must respond differentially to different gustatory inputs; and second, a central attentional mechanism must be capable of capitalizing on these differential inputs. The panels of Figure 6 broadly characterize four models, two of which (A and B) do not permit selective attention (or preattention) and two of which (C and D) do. Each panel shows the same set of hypothetical sensitivity functions, which may be thought as characterizing the inverse of stimulus thresholds of peripheral nerve fibers (analogous to tuning curves in hearing). Although each of these hypothesized fiber types is relatively broadly tuned, being responsive to many tastants, each is characterized by greatest sensitivity to a particular tastant.
In the 'convergence model' of panel A, the responses from these (peripheral) neural units converge onto a single detector, which might itself be located either peripherally or centrally but in either case does not distinguish among the inputs; consequently, while attentional processes could modulate overall sensitivity to all taste stimuli, attention in this model could not affect sensitivity to particular tastants differentially. One might expect a model of this sort to apply to visual stimuli varying in wavelength, under conditions in which detection is mediated by a single 'luminosity' channel that pools the inputs from two or three cone receptors (see e.g. DeValois et al., 1966) . In the 'shared attention model' of panel B, the inputs arising from different classes of peripheral neurons do not converge, but the attentional system always monitors fully the activity in all of these detectors; that is, attention may be present but is not selective. Functionally, the outcome is just like that of panel A. Response-time data obtained by Driver and Grossenbacher (1996) (and unpublished results in the present first author's laboratory measuring detection thresholds) suggest that such a model may apply to tactile spatial attention, under conditions where visual and proprioceptive attention are eliminated.
In fact, it is conceivable that some sharing of attention even took place in the present experiments. By its very nature, the so-called sip-and-spit method allows the subjects several seconds of time to sample each stimulus, making it possible to shift attention during the course of the trial. Such shifts in attention would serve to diminish the magnitude of the selective effects. Thus, the evidence found here for selective attention implies that the subjects did not fully avail themselves of the opportunity to share attention between citric acid and sucrose within test trials. Models C and D both permit selective attention or preattentive processing. In both, the neural inputs permit differential responses across stimuli, and the central attentional monitor is capable of selectivity. Models of these kinds characterize visual attention to spatial locations, auditory attention to sound frequency, and, according to the present results, gustatory attention to at least some different tastants. The main difference between these models C and D stems from their degree of selectivity. Where selectivity is very great, as in panel C of Figure 6 , detection of all stimuli is mediated by whichever detector (or detector system) has its outputs monitored by attention. This model may characterize auditory attention, at least over a modest range of sound frequencies. When subjects attend to a 1000 Hz tone, the detection of a 1000 Hz tone is mediated by that subset of neurons tuned to frequencies around 1000 Hz (call these '1000 Hz neurons'). When subjects attend to 950 Hz, then detection of a 950 Hz tone is mediated by neurons tuned to 950 Hz ('950 Hz neurons'). When subjects attend to 1000 Hz but are presented with a signal at 950 Hz, however, then (according to the model) the signal will be detected by neurons tuned to 1000 Hz. Detectability is reduced under these circumstances because 1000 Hz neurons are not as sensitive as 950 Hz neurons to 950 Hz signals.
Model D simply assumes somewhat smaller attentional selectivity. Selectivity is imperfect. In this case, to continue the auditory example, when subjects attend to 1000 Hz, the detection of a 950 Hz signal will now be mediated by 950 Hz neurons instead of 1000 Hz neurons. But, according to this model, attention has served to reduce the sensitivity of the 950 Hz neurons. Note that both model C and model D could also characterize the operation of preattentive selective processing. Thus, for example, what we have termed attention, implying voluntary control, might represent automatic preferential processing stimuli that are cued or presented most frequently, independent of the subjects' voluntary deployment of attention. Preattentive processing might even occur if presenting stimulus A more often than stimulus B preferentially sensitized or 'primed' the peripheral neural channel associated with A (although it should be pointed out that adaptation seems at least as likely as priming). Although studies of selective attending in hearing provide evidence against preattentive processing (Hafter et al, 1993) , the present study does not distinguish between possible preattentive and attentive mechanisms in taste, to which both model C and model D could apply. Thus allusions to attention include the possibility of preattentive mechanisms.
Which model, C or D, characterizes attention in taste? When subjects attended to sucrose, did they detect citric acid by means of their sucrose-detection system, which is less sensitive to citric acid than is the citric-acid-detection system? Or did they detect citric acid by the (attenuated) citric-acid-detection system? The relatively small amount of selective attention that turned up in the present studies, amounting to only ~0.2 log concentration units in sensitivity, suggests to us the latter. The matter may hinge on the form of the 'tuning curves' for different detectors in the taste system.
At the peripheral level, it is clear that different neural mechanisms serve to transduce different tastants. Individual peripheral nerve fibers in the chorda tympani and glossopharyngeal nerves show at least modest selectivity in their responsiveness (e.g. Frank, 1973; Frank et al, 1988; Hanamori et al, 1988) , as do neurons in the central nervous system (e.g. Travers and Smith, 1979 ; see also Scott and Giza, 1990) . But while many studies have reported response profiles in single taste units, relatively few studies actually measure threshold sensitivity to different tastants. A few studies have reported results obtained when stimulus concentration was varied (e.g. Travers and Smith, 1979) and these data suggest that individual units do vary in their sensitivity profiles, consistent with the general model in Figure 6 , but it is difficult to assess the sharpness of the sensitivity profiles. Moreover, it would be critical to identify these profiles within the populations of neurons, presumably located in the central nervous system, that are directly responsible for detecting taste stimuli, and about which it is possible right now only to speculate.
Finally, it is worth pointing out that the present study focused on one of many potential psychophysical measures of attention. Much, perhaps most, research on the role of attention in perception has relied on response times, which provide robust and sensitive measures of performance. Nevertheless, measures of stimulus detection are especially useful for evaluating the underlying mechanisms. For example, Butter et al (1989) , working in the visual and tactile senses, found that subjects were quicker to identify an attended stimulus than an unattended one. Unfortunately, it is difficult to interpret the results of this and similar studies that use response-time paradigms, for it is not easy to decide whether shifts in performance reflect changes in sensitivity of the perceptual system (e.g. greater or lesser strength or clarity of the percept) or merely changes in response criteria. Current models of stimulus identification or choice, for instance, assume that subjects await the cumulation of evidence until the level of evidence for a particular response surpasses a decisional criterion (LaBerge, 1962; Vickers; 1970; Ben-Artzi and Marks, 1995) . For example, if a person must decide whether the stimulus on a given trial is sucrose or citric acid, the person is hypothesized to respond as soon as the neural signals specifying either sucrose or citric acid reach a predetermined criterial level. Such criteria are readily modified, in that changes in instruction or pay-off can induce the subject to respond more quickly or more slowly to a particular stimulus; the gain or loss of speed is associated with a corresponding decrease or increase in accuracy (speed-accuracy tradeoff). Similarly, shifts in attention can modify performance by inducing the subject to shift the criteria for responding. Lowering the criterion to respond to an attended stimulus will reduce the response time but increase the likelihood of an erroneous response. Kuznicki and Turner (1986) noted that cognitive factors influenced the response times that they measured to tastants. To determine experimentally whether shifts in attention affect the strength or 'quality' of sensory information as well as the response criteria generally requires collecting data across sufficiently large numbers of trials to assess accurately the error rates, which tend to be low. Although measures of detectability are considerably more time-consuming than are measures of response times, they can provide invaluable data for probing the mechan-isms that underlie attention.
