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Abstract
In this paper we establish a relationship between the basic subdifferential and upper exhausters of
positively homogeneous and polyhedral functions. In the case of a finite exhauster this relationship is rep-
resented in a form of an equality, and in the case of a Lipschitz function an inclusion formula is obtained.
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1. Introduction
Upper and lower exhausters of a positively homogeneous functions were introduced in [1]. For
the historic background and more details the reader may refer to [1] and [2]. Exhausters provide a
very nice framework for studying various nonsmooth problems. One can easily check necessary
and sufficient optimality conditions and find steepest descent and ascent directions. Both these
tasks are reduced to a sequence of convex problems, which can be easily solved with the existing
tools. The calculus of exhausters is already well developed (see [2]), and what is important, the
calculus rules are provided in the form of equalities. Note that some nonsmooth constructions,
being very useful in theoretical aspect, have serious limitations for the use in practice because
of the lack of good calculus rules. For example, the Generalized Newton Method (see [8]) uses
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some simple functions, due to the calculus rules in the form of inclusions.
It has been shown recently that many nonsmooth constructions (Clarke, Fréchet and Michel-
Penot subdifferentials) can be expressed via upper and lower exhausters (see [3]). In the current
paper we continue this study and introduce the relationship between exhausters and the basic
subdifferential. The basic (limiting, Mordukhovich) subdifferential was introduced by Mor-
dukhovich in [6] and is used as the basic construction in Variational Analysis (see [7]). In the
current paper we study the relationship between the exhausters and the basic subdifferential in
the finite-dimensional setting.
The paper is organized as follows. In Section 2 we briefly introduce the notion of exhausters,
in Section 3 the relationship between exhausters and the Fréchet subdifferential is studied. In
Section 4 we review some facts from the theory of Painlevé–Kuratowski set convergence, which
are used in Section 5, where the relationships between upper exhausters and the basic subdiffer-
ential of positively homogeneous and polyhedral functions are studied. Section 6 introduces an
illustrative example, and Section 7 contains conclusive remarks.
2. Upper and lower exhausters of directionally differentiable functions
Let X ⊂ Rn be an open set. Recall that a function f :X → R is called Hadamard directionally
differentiable at a point x ∈ X, if for every g ∈ Rn there exists the following limit
f ′(x;g) = lim
[α,g′]→[+0,g]
f (x + αg′) − f (x)
α
.
The quantity f ′(x;g) is called the Hadamard directional derivative of the function f at the
point x in the direction g. Hadamard directional derivative is a positively homogeneous function.
Recall that a function h :Rn → R is positively homogeneous (p.h.), if
h(λx) = λh(x) ∀x ∈ Rn, λ 0.
Every upper semicontinuous (u.s.c.) positively homogeneous function h can be represented
as a lower envelope of a family S∗ of proper sublinear functions (see [2]), that is,
h(x) = inf
s∈S∗ s(x). (1)
By the Minkowski duality, for each proper sublinear function s :Rn → R we have
s(x) = max
v∈C 〈v, x〉,
where C is a compact convex set. Hence, we can rewrite (1) as follows:
h(x) = inf
C∈E∗h maxv∈C 〈v, x〉,
where E∗h is a family of compact convex sets (subdifferentials of functions in S∗). Such a family
of sets is called an upper exhauster of h. Analogously, every lower semicontinuous (l.s.c.) p.h.
function h can be represented as
h(x) = sup
C∈E∗h
min
v∈C〈v, x〉,
where E∗h is a family of compact convex sets called a lower exhauster of h at x. If both upper
and lower exhausters E∗h and E∗h exist (in this case h is continuous), then the pair [E∗h,E∗h]
is called a biexhauster of h.
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it can be studied by means of exhausters. That is, let f ′(x;g) be the Hadamard directional
derivative of the function f at the point x. If f ′(x;g) is upper semicontinuous, then it can be
represented as
f ′(x;g) = inf
C∈E∗f (x) maxv∈C 〈v,g〉,
where the family of compact convex sets E∗f (x) is an upper exhauster of f at a point x. Anal-
ogously, if f ′(x;g) is lower semicontinuous, we have
f ′(x;g) = sup
C∈E∗f (x)
min
v∈C〈v,g〉,
where E∗f (x) is a lower exhauster of f at the point x.
3. Relationships between Fréchet subdifferential and upper exhausters
In this section we discuss the relationship between the Fréchet subdifferential and upper
exhausters and derive some interesting results from it. One is that the intersections of sets in
different upper exhausters of the same function always coincide. The second one is that we get a
very easy way to construct the Fréchet subdifferential of a Hadamard directionally differentiable
function if the upper exhauster is known.
First, recall the definition of the Fréchet subdifferential (see [7, §1.3.2]). Let f :X → R, where
X is an open set in Rn, x0 ∈ Rn. Then the set
∂ˆf (x0) =
{
v ∈ Rn
∣∣∣ lim inf
x→x0
(f (x) − f (x0)) − 〈v, x − x0〉
‖x − x0‖  0
}
is called the Fréchet subdifferential of the function f at the point x0. It is not difficult to observe
(see [4]), that for a positively homogeneous function h :Rn → R the following representation
holds:
∂ˆh(0n) =
{
v
∣∣ h(x) − 〈v, x〉 0 ∀x ∈ Rn}.
The following theorem (see [3]) provides a relationship between the upper exhauster and the
Fréchet subdifferential of a p.h. function.
Theorem 1. Let E∗h be an upper exhauster of a p.h. function h :Rn → R. Then⋂
C∈E∗h
C = ∂ˆh, (2)
where ∂ˆh is the Fréchet subdifferential of h at 0n.
The proof of this theorem is straightforward, and can be found in [3].
The Fréchet subdifferential is uniquely defined, while an upper exhauster is not, hence, from
Theorem 1 we have the following corollary.
Corollary 1. Let E∗1h and E∗2h be two upper exhausters of the same p.h. function h :Rn → R,
then ⋂
C∈E∗1h
C =
⋂
C∈E∗2h
C.
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tiable at a point x ∈ Rn, then
∂ˆf (x) = ∂ˆhx(0n),
where hx(g) = f ′(x;g) for all g ∈ Rn.
This observation makes it easy to calculate the Fréchet subdifferentials of a Hadamard differ-
entiable function with a known upper exhauster using the expression (2).
Note that symmetrically to the Fréchet (lower) subdifferential an upper construction can be
defined, and the similar results can be stated in the terms of lower exhausters (see [3] for more
details).
4. Set convergence
In this section we review some basics from the theory of Painlevé–Kuratowski set conver-
gence. First, define the following collections of sets in N (see [9, Chapter 4]):
N∞ := {N ⊂N |N \ N finite},
N ∞ := {N ⊂N | N infinite}.
That is, the collection N∞ consists of all the sequences of natural numbers containing all k
beyond some n0, and N ∞ is the set of all subsequences of N.
Definition 1. For a sequence {Cn} of subsets of Rn, the outer limit is the set
Lim sup
n→∞
Cn =
{
x ∈ Rn ∣∣ ∃N ∈N ∞, ∃xn ∈ Cn (n ∈ N) with xn → x},
while the inner limit is the set
Lim inf
n→∞ Cn =
{
x ∈ Rn ∣∣ ∃N ∈N∞, ∃xn ∈ Cn (n ∈ N) with xn → x}.
The limit of a sequence exists if the outer and inner limit sets are equal:
Lim
n→∞Cn = Lim supn→∞ Cn = Lim infn→∞ Cn.
We capitalize the first letter of the notations for the set-related limits to avoid any possi-
ble confusion with limits of sequences of points. When Limn→∞ Cn exists in the sense of
Definition 1 and equals C, then the sequence {Cn} is said to converge to C in the sense of
Painlevé–Kuratowski.
It is said that a sequence {Cn} escapes to the horizon, if it eventually departs from any bounded
region in Rn. In other words, for any ε > 0 there exists N ∈N∞ such that Cn ∩Bε = ∅ ∀n ∈ N .
In this case Lim supn→∞ Cn = ∅. We recall some basic facts about set convergence, which will
be used in what follows. The proof of Proposition 1 can be found in [9, Chapter 4].
Proposition 1. For a sequence {Cn} of convex sets in Rn, Lim infn→∞ Cn is a closed convex set,
and so too, if it exists, Limn→∞ Cn.
Proposition 2. If a sequence of sets does not escape to the horizon, then there exists a converging
subsequence.
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only if the sequence {Cn} escapes to the horizon. Hence, in the case when the sequence does not
escape to the horizon, the outer limit is nonempty, and by the cluster description of outer limits
(Proposition 4.19 in [9]) we have
Lim sup
n→∞
Cn =
⋃
C∈L
C = ∅,
where L is the set of cluster points of {Cn}. Hence, there exists at least one converging subse-
quence of {Cn}. 
Lemma 1. Let {Cn} be a sequence of sets in Rn, such that Cn → C0 ⊂ Rn, and {ρn} be a
sequence of positive numbers, such that ρn → ∞. Then
Lim
n→∞[Cn ∩ ρnB] = Limn→∞Cn = C0, (3)
where B is the unit ball in Rn.
Proof. It is not difficult to observe that
Lim inf
n→∞ [Cn ∩ ρnB] ⊂ Lim supn→∞ [Cn ∩ ρnB] ⊂ Lim supn→∞ Cn = Limn→∞Cn = C0. (4)
Let v0 ∈ C0. Then there exists a sequence of points {vn}, vn ∈ Cn, such that vn → v0. The
sequence {vn} is bounded, hence, there exists sufficiently large N , such that vn ∈ Cn ∩ ρnB for
every n > N . Then v0 ∈ Lim infn→∞[Cn + ρnB]. Due to the arbitrariness of v0 ∈ C0 we have
C0 ⊂ Lim inf
n→∞ [Cn ∩ ρnB]. (5)
Now (3) follows from (4) and (5). 
Definition 2. For a collection of sets E in Rn we define its closure in the sense of set convergence
clE as follows:
clE = {C0 ⊂ Rn ∣∣ ∃{Cn}, Cn ∈ E ∀n ∈N, Cn n→∞−−−−→ C0}.
Proposition 3. Let E be a collection of sets in Rn, such that no sequence in E escapes to the
horizon, and let clE be its closure in the sense of set convergence. Then cl(clE) = clE.
Proof. First of all, note that
clE ⊂ cl(clE), (6)
so the only thing we have to prove is the opposite inclusion. Let C0 ∈ cl(clE). Then there exists
a sequence of sets {Cn} ⊂ clE converging to C0. Consider two sequences of positive numbers
{ρn} and {εn}, such that ρn → ∞, εn ↓ 0. By Theorem 4.10 in [9] for every n there exists a set
C˜n ∈ E, such that
Cn ∩ ρnB ⊂ C˜n + εnB and C˜n ∩ ρnB ⊂ Cn + εnB. (7)
Since neither sequence in E escapes to the horizon, without loss of generality we may assume
that C˜n → C˜0 ∈ clE by Proposition 2. Since εn ↓ 0, we have
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n→∞ C˜n + εnB = Limn→∞ C˜n = C˜0, Limn→∞Cn + εnB = Limn→∞Cn = C0. (8)
From Lemma 1 we have
Lim
n→∞[Cn ∩ ρnB] = Limn→∞Cn = C0, Limn→∞[C˜n ∩ ρnB] = Limn→∞ C˜n = C˜0. (9)
It follows from (7)–(9) that C0 ⊂ C˜0 and C˜0 ⊂ C0, hence, C0 = C˜0 ∈ clE. Due to the arbitrari-
ness of C0 ∈ cl(clE) we have cl(clE) ⊂ clE, which together with (6) yield cl(clE) = clE. 
Definition 3. We say that a collection E of sets in Rn is totally bounded, if there exists L > 0,
such that
‖v‖L ∀v ∈ C, ∀C ∈ E.
Proposition 4. Let a family of sets E be totally bounded. Then its closure clE is also a totally
bounded family of sets.
The proof is straightforward.
Proposition 5. Let {Cn} be a totally bounded sequence of compact convex sets, and Cn →
C0 ⊂ Rn. Then for every fixed x ∈ Rn
lim
n→∞ maxv∈Cn
〈v, x〉 = max
v∈C0
〈v, x〉. (10)
Proof. It follows from Propositions 1 and 4, that C0 is a compact convex set. Fix any arbitrary
x ∈ Rn. Then there exists v0 ∈ C0, such that
max
v∈C0
〈v, x〉 = 〈v0, x〉.
There exists a sequence {vn}, vn ∈ Cn, vn → v0. We have
lim
n→∞〈vn, x〉 = limn→∞〈vn − v0 + v0, x〉 = limn→∞
[〈vk − v0, x〉 + 〈v0, x〉]= 〈v0, x〉.
Further,
lim inf
n→∞ maxv∈Cn
〈v, x〉 lim
n→∞〈vk, x〉 = 〈v0, x〉 = maxv∈C0〈v, x〉. (11)
Now we only have to show the opposite inequality. For every n we can find wn ∈ Cn such that
max
v∈Cn
〈v, x〉 = 〈wn,x〉,
and choose a subsequence {wns }, such that
lim sup
n→∞
max
v∈Cn
〈v, x〉 = lim
ns→∞
〈wns , x〉.
Since {wns } is bounded, without loss of generality we may assume that it converges to some
w0 ∈ C0, hence,
lim sup
n→∞
max
v∈Cn
〈v, x〉 = lim
ns→∞
〈wns , x〉 = 〈w0, x〉max
v∈C0
〈v, x〉,
which together with (11) yield (10). 
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For a continuous function f :X → R the basic subdifferential at a point x0 ∈ Rn can be
defined as follows (see Theorem 1.89 in [7]):
∂f (x0) = Lim sup
x→x0
∂ˆf (x), (12)
where ∂ˆf (x) is the Fréchet subdifferential of the function f at a point x ∈ X.
Let h be a p.h. continuous function, and let E∗h be its upper exhauster. For every C ∈ E∗h
we denote
hC(x) = max
v∈C 〈v, x〉 ∀x ∈ R
n,
then
h(x) = inf
C∈E∗hhC(x) ∀x ∈ R
n.
5.1. Lipschitz functions
Lemma 2. Let E∗h be a totally bounded upper exhauster of a p.h. function h :Rn → R. Then
clE∗h is also an upper exhauster of h and
h(x) = min
C∈clE∗h maxv∈C 〈v, x〉. (13)
Proof. First of all, we show that the maximum and minimum in (13) are attained. It follows
from Proposition 1 that every set in clE∗h is closed and convex, and from Proposition 4 we have
that every set in clE∗h is bounded, hence, all the sets in clE∗h are convex and compact and
the maximum in (13) is attained. Consider any arbitrary x ∈ Rn. There exists a sequence of sets
{Cn} ⊂ clE∗h, such that
inf
C∈clE∗hhC(x) = limn→∞hCn(x).
Since the sequence of sets {Cn} is totally bounded, it does not escape to the horizon, and by
Propositions 2 and 3 without loss of generality we may assume that Cn → C0 ∈ clE∗h. By
Proposition 5 we have
lim
n→∞ maxv∈Cn
〈v, x〉 = max
v∈C0
〈v, x〉,
hence, the minimum in (13) is attained for every x ∈ Rn.
Since E∗h ⊂ clE∗h, we have
h(x) min
C∈clE∗h maxv∈C 〈v, x〉. (14)
Take any C0 ∈ clE∗h. There exists a sequence of sets {Cn} ⊂ E∗h, such that Cn → C0. By
Proposition 5 and the definition of an upper exhauster we have
max
v∈C0
〈v, x〉 = lim
n→∞ maxv∈Cn
〈v, x〉 h(x).
Due to the arbitrariness of C0 ∈ clE∗h we have
h(x) min
C∈clE∗h maxv∈C 〈v, x〉.
It follows from Eq. (14) and the last expression that (13) holds. 
268 V. Roshchina / J. Math. Anal. Appl. 334 (2007) 261–272Lemma 3. For a p.h. function h :Rn → R with a totally bounded upper exhauster E∗h and for
every x ∈ Rn the following holds:
∂ˆh(x) ⊂
⋂
C∈clE∗h
hC(x)=h(x)
∂ˆhC(x). (15)
Proof. Let v ∈ ∂ˆh(x). By the definition of the Fréchet subdifferential we have
lim inf
x→x0
h(x) − h(x0) − 〈v, x − x0〉
‖x − x0‖  0.
For every x ∈ Rn and C ∈ clE∗h, such that hC(x0) = h(x0) (note that the set of such C is not
empty due to Lemma 2), we have hC(x)  h(x) (since clE∗h is an upper exhauster of h by
Lemma 2). Then for every v ∈ ∂ˆh we have
lim inf
x→x0
hC(x) − hC(x0) − 〈v, x − x0〉
‖x − x0‖ = lim infx→x0
hC(x) − h(x0) − 〈v, x − x0〉
‖x − x0‖
 lim inf
x→x0
h(x) − h(x0) − 〈v, x − x0〉
‖x − x0‖  0,
which yields the inclusion ∂ˆh(x0) ⊂ ∂ˆhC(x0) for every C ∈ clE∗h, such that hC(x0) = h(x0),
hence (15) holds. 
Lemma 4. For a p.h. continuous function h we have
∂h(0n) = cl
⋃
x∈S∪{0n}
∂ˆh(x),
where S is the unit sphere in Rn.
Proof. Due to the positive homogeneity of h for every x ∈ Rn and λ > 0 we have
∂ˆh(λx) = ∂ˆh(x).
Hence, from (12) we get
∂h(0n) = cl
⋃
x∈S∪{0n}
∂ˆh(x). 
Theorem 2. Let a p.h. function h :Rn → R have a totally bounded upper exhauster E∗h, then
the following representation is valid:
∂h(0n) ⊂ cl
⋃
x∈S∪{0n}
⋂
C∈clE∗h
hC(x)=h(x)
{
arg max
v∈C 〈v, x〉
}
,
where clE∗h is the closure of E∗h in the sense of set convergence.
Proof. Follows from Lemmas 4, 3 and the representation of a subdifferential of a sublinear
function (e.g. see Example 3 in [5, Chapter 1, Section 3]). 
Remark 1. Since a p.h. function h has a totally bounded upper exhauster if and only if it is
Lipschitz (see [3]), Theorem 2 holds for any p.h. Lipschitz function.
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Let a p.h. function h :Rn → R have a finite upper exhauster, that is,
h(x) = min
C∈E∗h maxv∈C 〈v, x〉 ∀x ∈ R
n, (16)
where E∗h is a finite family of compact convex sets. For every x ∈ Rn and C ∈ E∗h denote
hC(x) = max
v∈C 〈v, x〉,
then (16) can be rewritten as
h(x) = min
C∈E∗hhC(x). (17)
For every x ∈ Rn by I (x) we denote the active subset of E∗h:
I (x) = {C ∈ E∗h ∣∣ h(x) = hC(x)}.
It follows from the representation (17) that I (x) is nonempty for every x ∈ Rn. Moreover, I (0) =
E∗h. Since E∗h is finite, for every x0 there exists a neighborhood N(x0) of x0, such that
h(x) = min
C∈I (x0)
hC(x) ∀x ∈ N(x0). (18)
Now we get a representation of the Fréchet subdifferential via upper exhauster.
Lemma 5. For a p.h. function h defined by (16) and every x0 ∈ Rn the following representation
holds:
∂ˆh(x0) =
⋂
C∈I (x0)
{
arg max
v∈C 〈v, x0〉
}
. (19)
Proof. Fix an arbitrary x0 ∈ Rn and v ∈ ⋂C∈I (x0) ∂ˆhC(x0). By the definition of the Fréchet
subdifferential we have
lim inf
x→x0
hC(x) − hC(x0) − 〈v, x − x0〉
‖x − x0‖  0 ∀C ∈ I (x0).
Hence,
lim inf
x→x0
minC∈I (x0) hC(x) − h(x0) − 〈v, x − x0〉
‖x − x0‖  0,
and we get the inclusion
∂ˆh(x0) ⊃
⋂
C∈I (x0)
∂ˆhC(x0).
The opposite inclusion follows from Lemma 3 (since E∗h is finite, we have clE∗h = E∗h).
Hence, we have
∂ˆh(x0) =
⋂
C∈I (x0)
∂ˆhC(x0).
Now (19) follows from the above equality and the representation of a convex subdifferential of a
sublinear function. 
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∂ˆh(0n) =
⋂
C∈E∗h
C.
Proof. Note that I (0n) = E∗h and {arg maxv∈C〈v,0n〉} = C. Then the result immediately fol-
lows from Lemma 5. 
Remark 2. Note that the above result had already been obtained in a more general form in
Section 3.
Theorem 3. Let h :Rn → R be a p.h. function defined by (16). Then its basic subdifferential at
0n can be represented as
∂h(0n) = cl
⋃
x∈S∪{0n}
⋂
C∈I (x)
{
arg max
v∈C 〈v, x〉
}
,
or, equivalently,
∂h(0n) =
⋂
C∈E∗h
C ∪ cl
⋃
x∈S
⋂
C∈I (x)
{
arg max
v∈C 〈v, x〉
}
.
Proof. Follows directly from Lemmas 5 and 4. 
5.3. Polyhedral functions
We say that a function f :Rn → R is polyhedral, if it can be represented as
f (x) = min
i∈I maxj∈Ji
lij (x),
where I and Ji , i ∈ I , are index sets and lij are affine functions. Note that due to the finiteness
of the index sets Ji and I , every polyhedral function f locally coincides with some polyhedral
positively homogeneous function h, and an upper exhauster of h is a finite collection of polyhe-
dral sets. Hence, all the results from the last two sections can also be applied to these functions,
and, moreover, these results can be simplified. The next lemma is a reformulation of Theorem 3.
Lemma 6. For a p.h. polyhedral function h we have
∂h(0n) =
⋃
x∈S∪{0n}
∂ˆh(x) =
⋃
x∈S∪{0n}
⋂
C∈I (x)
{
arg max
v∈C 〈v, x〉
}
. (20)
Proof. Taking into account Theorem 3, we only have to show that⋃
x∈S∪{0n}
∂ˆh(x) = cl
⋃
x∈S∪{0n}
∂ˆh(x).
For every x ∈ Rn by Lemma 5 we have
∂ˆh(x) =
⋂
C∈I (x)
{
arg max
v∈C 〈v, x〉
}
. (21)
Note that since every C is polyhedral, and the exhauster is finite, there is also a finite amount of
different sets which could be met in the right-hand side of (21) for all x, and all of these sets are
closed. Any finite union of closed sets is closed, hence, we have (20). 
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To illustrate the results obtained in Sections 3 and 5, we provide an example. It demonstrates
how to obtain the Fréchet and basic subdifferentials via an upper exhauster of a p.h. function.
Example 1. Let h(x) = ||x1| + x2|, or, equivalently,
h(x) = min{max{x2 + x1, x2 − x1, x1 − x2},max{x2 + x1, x2 − x1,−x1 − x2}}.
Then E∗h = {C1,C2}, where (see Fig. 1(a))
C1 = co
{
(1,−1), (1,1), (−1,1)}, C2 = co{(−1,−1), (−1,1), (1,1)}.
Let us see how to get the Fréchet subdifferential from the upper exhauster. By Theorem 1 we
have (see the hatched area on Fig. 1(b)):
∂ˆh(0n) = C1 ∩ C2 = co
{
(0,0), (1,1), (−1,1)}.
For the evaluation of the basic subdifferential we have to use the formulae from Lemma 6. Note
that
I (x1, x2) =
{ {1,2}, (x1, x2) ∈ {x2  0} ∪ {x2 < 0, x1 = 0},
{1}, (x1, x2) ∈ {x1 < 0, x2 < 0},
{2}, (x1, x2) ∈ {x1 > 0, x2 < 0}.
Hence, we get
⋂
i∈I (x1,x2)
{
arg max
v∈Ci
〈v, x〉
}
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
{(1,1)}, x2 > −x1, x1 > 0,
co{(1,1), (−1,1)}, x1 = 0, x2 > 0,
{(−1,1)}, x2 > x1, x1 < 0,
co{(−1,1), (1,−1)}, x2 = x1, x1 < 0,
{(1,−1)}, x1 < 0, x2 < x1,
∅, x1 = 0, x2 < 0,
{(−1,−1)}, x1 > 0, x2 < −x1,
co{(−1,−1), (1,1)}, x2 = −x1, x1 > 0,
co{(1,1), (−1,1), (0,0)}, x1 = x2 = 0.
At last, taking the union of all sets in the last equality for all (x1, x2) ∈ S2 ∪ {02}, we get (see
Fig. 1(c)):
∂h(0,0) = co{(1,1), (−1,1), (0,0)}∪ co{(−1,−1), (0,0)}∪ co{(1,−1), (0,0)}.
(a) (b) (c)
Fig. 1. Example 1.
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In the current paper we have studied some relationships between upper exhausters and the
basic subdifferential. Only positively homogeneous functions in finite-dimensional case were
considered, however, the further study of these two objects in more general setting is of a signif-
icant interest. It is possible to define exhausters in Banach spaces, more details on this topic can
be found in [10]. Exhausters are essentially constructive objects, which can be easily employed
in practice as a standard tool for studying nonsmooth problems, as well as convenient tools for
evaluation of other nonsmooth constructions.
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