We analyze the stability of bound states to the nonlinear Schrödinger equation with an "attractive" linear potential and a cubic nonlinearity of arbitrary sign. A sufficient stability criterion is derived, which only requires knowledge of the linear modes of the potential. The results are double-checked numerically for the step-index optical fiber. An estimate of the growth rate versus nonlinearity is established in the limit of weak power.
I. INTRODUCTION
The detailed understanding of nonlinear effects in optical systems has been the goal of many research activities in recent years [1] . With the rapid development of both powerful and controllable light sources, many challenging effects were discovered just by increasing the intensity. For example, by enhancing the intensity of the optical field in a waveguide, self-focusing due to the optical Kerr effect can change the guiding properties dramatically. This self-focusing process is basically described by the nonlinear Schrödinger (NLS) equation, which governs the evolution of the slowly varying envelope of the electric field, and it can partly be "tamed" by coupling the beam with an appropriate potential [2] [3] [4] .
Besides nonlinear optics, elementary excitations in cold dilute atom gases and the formation of Bose-Einstein condensates (BEC's) have attracted interest in the past decade [5] . In the mean-field approximation, the dynamics of BEC's is described by the Gross-Pitaevskii equation, which governs the macroscopic BEC wave function. This equation is nothing else but a NLS equation supplemented by an unbounded quadratic-in-space potential. Here, the potential models the magnetic trap, confining bosons into a condensate. For atoms with attractive interactions, BEC's can undergo sequences of collapses [6] , similar to the self-focusing phenomenon in optics. However, for suitable numbers of particles and/or different interactions, long-living stationary-wave structures such as ground states (single humped) or vortices (with angular momentum; see, e.g., [7] ) can form in the condensates.
The above systems promote the emergence of a rich variety of nonlinear objects, the stability of which crucially depends on the trap potential and the number of quanta involved in their formation (see for example [8] for onedimensional systems). As far as the physics of BEC's is concerned, recent studies focused on the stability of ground states as well as vortices by means of perturbation theory (see, e.g., Refs. [9, 10] ). The stability of similar trapped structures was also investigated in the framework of nonlinear optics in, e.g., [2, 3] . In particular, it was observed that single (unit) vortices with small enough power could be stable in a parabolic trap and preserve their radial shape, apart from an azimuthal rotation [3] .
In spite of these studies, we believe that a simple, tractable criterion for the stability of higher-order nonlinear bound states for NLS-type systems involving a trap (or an "attractive" potential) is still missing. By higher-order bound states, we mean stationary-wave solutions of the NLS equation, with a finite power above that of the unique, positive, and symmetric (localized) ground state with the lowest power and azimuthal zero eigenvalue. Single-charged as well as multicharged vortices and multihumped field distributions belong to this class of stationary-wave solutions, which is investigated here.
In this paper, we present an easy-to-use sufficient stability criterion for low-power nonlinear bound states of NLS systems with an "attractive" potential. Knowledge of the spectrum of this potential is sufficient to determine the stability of the nonlinear bound states in the limit of small powers. Due to the generality of the equation under consideration, our results are applicable on both weakly nonlinear guided waves in optical fibers and the dynamics of BEC's. Moreover, the theory can be applied in principle to conservative, Hamiltonian systems of arbitrary dimensionality and an arbitrary shaped, but "attractive" potential. However, for the sake of conciseness, we mainly concentrate on the case of a circularly symmetric fiber with focusing or defocusing cubic nonlinearity.
The paper is organized as follows: In Sec. II, we determine the linear modes of the potential and their continuation towards nonlinear bound states ("solitons") for higher-power levels. In Sec. III, we discuss the stability of these "solitons" for low powers. Here we use the key property that the linear modes of the potential are related to the eigenfunctions of the linearized NLS operator, which determines the stability of weakly nonlinear waves. More precisely, each of the linear modes appears twice as an eigenfunction, but with shifted eigenvalue. Whereas it is known that the resonance of two linear localized eigenfunctions can produce instabilities (see, e.g., Refs. [10] [11] [12] ), the present theory, instead, deals with resonances between localized eigenfunctions (discrete eigenvalues) and delocalized eigenfunctions (continuous eigenvalues). In Sec. IV, we propose a stability criterion for low-*Electronic address: stefan@pinet.uni-jena.de power nonlinear bound states, deduced from the existence of the previous resonances. By analyzing the dependence of the perturbation amplitudes on the growth rate, it is shown that the criterion is indeed sufficient for stability. Finally, in Sec. V our analytical arguments are double-checked by means of a numerical stability analysis and by direct numerical simulations.
II. LINEAR MODES AND NONLINEAR BOUND STATES
To start with, let us consider the propagation equation for the field envelope E͑r , , z͒ in an optical waveguide with refractive index distribution n͑r͒, lim r→ϱ n͑r͒ = n b , and a Kerr nonlinearity [1] :
For convenience, we have scaled the field E in such a way that ͉E͉ 2 corresponds to the optical intensity. Assuming that both the linear and nonlinear induced index changes n − n b and n 2 ͉E͉ 2 are small compared to the mean index n b , the scalar approximation and the negligence of backward running field components are justified. In Eq. (1), k 0 refers to the carrier central wave number in the medium.
For technical convenience, we rescale Eq.
(1) to dimensionless quantities. The transverse coordinate r is scaled to the extension of the waveguide r 0 , and we normalize the coefficients in front of both diffraction term and nonlinearity to unity. With R = r / r 0 , ⌽ = , Z = z /2k 0 r 0 2 , and = sgn͑n 2 ͒ the two-dimensional (2D) NLS equation for the wave function
The potential V is assumed to support several localized linear modes ⌰ j,M ͑R͒exp͑iM⌽ + i␥ j,M Z͒, M = ... ,−1,0,1,..., j =1,2,..., with discrete eigenvalues ␥ j,M ordered as
we have a continuum of delocalized (radiative) modes ⌰ ␥ c ,M . Further on, we consider a class of potentials V, for which the discrete spectrum is not degenerated, apart from the trivial degeneration that follows from the elementary symmetry M → −M.
In the following, we use a radial step potential [V͑R ഛ 1͒ =−V 0 , V͑R Ͼ 1͒ =0] as an illustrative example, which models the most common case of an optical fiber. The depth of the potential V 0 determines the number and magnitude of the discrete eigenvalues ␥ j,M and the domain of the continuum. Figure 1 shows an example for the discrete (localized modes) and continuous (delocalized modes) eigenvalues of Eq. (3).
From each of the localized modes ⌰ j,M a branch of nonlinear bound states U j,M ͑R͒exp͑iM⌽ + i␤ j,M Z͒ of Eq. (2) emanates [3, 13, 14] . One can interpret the localized linear modes ⌰ j,M as "solitons" with zero power P =2 ͉͐U j,M ͉ 2 RdR or, equivalently, corresponding to =0 (see Fig. 2 ). Because both U and ⌰ are solutions of realvalued differential equations, we consider each of them as being real and therefore unique.
By means of functional relations (see, e.g., Ref.
[3]), nonlinear bound states U ϵ U j,M of Eq. (2) can easily be proved to satisfy
where
III. STABILITY ANALYSIS
According to the standard procedure for linear stability analysis we introduce a small perturbation ␦U on the nonlinear bound state U. We plug 
into Eq. (2) and linearize with respect to the perturbation.
The resulting evolution equation for the perturbation ␦U is given by
With the ansatz
we then derive the eigenvalue problem
where ␦U 1 and ␦U 2 are independent complex functions and
Since the resulting linear operator L is real, we expect pairs of eigenvalues (, * ). If for a given bound state U all eigenvalues of Eq. (8) are real numbers, we call U orbitally stable; otherwise, we call it linearly unstable.
Here we address the stability of these nonlinear bound states for low powers P. For Ͼ 0, this is the only regime where we can expect stability, because for high enough powers the linear potential in Eq. (2) becomes negligible, and all bound states of the resulting two-dimensional NLS equation are unstable, by either spreading or collapsing to a singularity [15] . So the question we want to answer is: does a linear mode ⌰ j,M become always unstable if we increase the power or can it be continued into a nonlinear state U j,M remaining stable up to a certain threshold power? In order to shed light on this issue, we split the linear operator of the eigenvalue problem, Eq. (8), into two operators L = Ĥ + N , where
is self-adjoint and
contains the dependence on the nonlinear bound state U. So for small powers N acts as a perturbation on Ĥ . For P =0 (or =0) we have L = Ĥ , ␤ = ␥ j,M and each row of Eq. (8) is equivalent to Eq. (3). Hence, in the spectrum of operator Ĥ , all the linear modes of the waveguide structure are reproduced twice. The solutions of the eigenvalue problem
are the localized eigenfunctions (modes of the discrete spectrum of Ĥ ) defined as
and the delocalized eigenfunctions (radiative modes of the continuous spectrum of Ĥ ) defined as
where still ␤ = ␥ j,M . Note that the angular momentum MЈ consists of the amount of both momenta M (soliton) and m (perturbation) fixed by our ansatz [Eqs. (5) and (7)].
If ഛ−␤ or ജ␤, we always find a delocalized eigenfunction of Eq. (11), either
Besides, for a certain range of potential depths, some of the discrete eigenvalues
are embedded in the continuous parts of the spectrum. In such a configuration, there exists degeneration between a continuous and a discrete eigenvalue. This type of degeneration will be crucial throughout our analysis.
Before we go on and look at the effects of the perturbation N , it might be helpful to illustrate these considerations with the example of Fig. 1 . As mentioned above, with knowledge of the eigenvalues of Eq. (3) it is easy to construct the spectrum of the operator Ĥ : each eigenvalue ␥ in Eq. (3) creates a pair of eigenvalues = ␥ − ␤ and = ␤ − ␥ in the spectrum of Ĥ . Figure 3 shows the construction of the spectrum for two different choices of ␤. For the vortex state with ␤ = ␥ 1,±1 [see Fig. 3(a) ], the discrete eigenvalues and the two continua are clearly separated. The eigenvalues attached to the left axis belong to the first row of operator Ĥ , while those appendant to the right axis belong to the second one. On the contrary, for the multihumped state with ␤ = ␥ 2,0 [see Fig.  3(b) ], some of the discrete eigenvalues are now embedded in the continuum. So formally we have a degeneration between continuous and discrete eigenvalues. This degeneration is due to the fact that Eq. (11) is composed of two decoupled equations. When we introduce the perturbation N , the latter property does no longer hold.
If we start with the spectrum of the operator Ĥ and switch on the perturbation N , we expect that eigenvalues of Ĥ will shift. In particular, any degeneration between discrete eigenvalues and continuous eigenvalues, as described above, should be lifted. Note that trivially degenerated eigenvalues ͑MЈ → −MЈ͒ will not split, since the generic symmetry is not changed by the nonlinearity. In contrast to Ĥ , the operator L is not self-adjoint, so eigenvalues can become complex. But since L is real, this can only happen in pairs (, * ). This property, therefore, implies that two eigenvalues have to be degenerated first, before the pair can move to the complex plane and destabilize the nonlinear bound state under consideration. So, on the one hand, degeneration of two eigenvalues is necessary for destabilization. On the other hand, we know about any possible degeneration just from looking at the spectrum of the operator Ĥ .
The same conclusion applies to more general nonlinearities and arbitrary dimensionality in Eq. (2), provided the equation features an "attractive" potential. The key point is that eigenvalues of the perturbation operator L only appear in pairs (, * ). An operator splitting L = Ĥ + N as above is always possible, where Ĥ is independent of the nonlinear bound state and self-adjoint. Then, our arguments using discrete eigenvalues of operator Ĥ embedded in the continuum hold, because two eigenvalues of operator L have to be degenerated first, before the pair can move to the complex plane. The pairwise appearance of eigenvalues is, to our knowledge, generic for conservative, Hamiltonian systems.
IV. STABILITY CRITERION FOR LOW-POWER BOUND STATES
The above arguments allow us to formulate a stability criterion for low-power nonlinear bound states of Eq. is not fulfilled, an arbitrary small nonlinearity can lift the degeneracy in the spectrum of operator L by shifting the two eigenvalues to the complex plane and leading thereby to the instability of the nonlinear bound state. As a direct consequence of this criterion, the ground state with ␤ emanating from ␥ 1,0 is always stable. Figure 4 shows an illustrative example of this destabilization mechanism for = + 1. Note that the criterion (12) applies to both focusing ͑ Ͼ 0͒ and defocusing ͑ Ͻ 0͒ nonlinearities. Before proceeding further, it might be helpful to illustrate the criterion (12) in the picture of four-wave mixing. Here, we consider partially degenerate four-wave mixing: A strong "pump wave" with wave number k 1 creates two sidebands located symmetrically at wave numbers k 3 and k 4 , obeying k 1 − k 3 = k 4 − k 1 , where we assume for definiteness k 3 Ͻ k 4 (see, e.g., Ref. [16] ). Of course, the creation of sidebands requires the existence of such waves in the medium. Brought forward to our system, the "pump wave" corresponds to the lowpower nonlinear bound state U j 0 ,M 0 Ϸ ⌰ j 0 ,M 0 with k 1 = ␤ Ϸ ␥ j 0 ,M 0 . Another mode of the potential ⌰ j,M can only be excited as a "third wave" ͑k 3 = ␥ j,M ͒ if there is a matching "fourth wave", namely, ⌰ ␥ c ,M with wave number k 4 = ␥ c =2␥ j 0 ,M 0 − ␥ j,M . If the stability criterion (12) is fulfilled, no matching "fourth wave" exists. Hence, the "third wave" can- not grow and cause instability of the nonlinear bound state U j 0 ,M 0 . On the contrary, if the criterion is not fulfilled, we always find a matching "fourth wave" in the continuum.
To clear up the effects of the nonlinearity, we consider the asymptotics of unstable eigenmodes (eigenfunctions of operator L with complex eigenvalue , ImϽ0) with lim P→0 Re → 0 Ͼ ␥ j 0 ,M 0 and 0 Ͻ ͉Im͉ Ӷ 0 , ImϽ0 (the case 0 Ͻ −␥ j 0 ,M 0 can be treated in a similar way). Since in the linear limit [Eq. (11) ] all eigenmodes are stable, we have lim P→0 Im → 0. By solving Eq. (8) in the asymptotic regime R → ϱ and linearizing the exponential arguments with respect to Im we find
where both components ␦U 1 and ␦U 2 are localized (finite power integral). This is worth noticing, since in contrast to ␦U 1 , the component ␦U 2 is delocalized in the linear limit Im =0 (P =0 or =0). Due to the nondiagonal elements of the operator N , we can conclude that both ␦U 1 and ␦U 2 have nonzero norm. More precisely, it is possible to show that
(see the Appendix for details) and therefore
Henceforth the symbol = ! signifies that the power integrals of ␦U 1 and ␦U 2 can be set equal to unity without loss of generality, by virtue of the linear nature of the equations which these perturbations satisfy. By doing so, Eq. (16) provides useful information on the maximum of their amplitude in the transverse plane. Together with the asymptotics [Eqs. (13) and (14)], we are now able to evaluate the dependency of max͉␦U 1 ͉ 2 and max͉␦U 2 ͉ 2 on ͉Im͉ Ӷ 0 , which will allow us to deduce further results.
A. Dependence of maxͦ␦U 1 ͦ 2 on ͦImͦ
Let us have a look at Eq. (13). Since the real part of the exponent − ͱ Re + ␤R is independent of Im, we can conclude that ␦U 1 ͑R͒Ϸ0 at large distances R ӷ 1/ ͱ Re + ␤.
Hence, the entire "mass" of ␦U 1 is concentrated at finite distances, where U 0 and V 0. Since ͉͐␦U 1 ͉ 2 RdR= ! 1, we have thus
where C is a nonzero constant independent of Im. Equation (17) implies that the criterion (12) is indeed sufficient for small powers: For a vanishing nonlinearity, we have Im = 0. For continuity reasons, these unstable eigenmodes must converge to a localized eigenfunction of the operator Ĥ with discrete eigenvalue embedded in the continuum. Otherwise, max͉␦U 1 ͉ 2 would jump from C 0 to zero for power P → 0, because delocalized eigenfunctions cannot keep a finite power integral while having nonzero amplitude. Conversely, since the perturbations become localized in one component (␦U 1 ) and delocalized in the other one (␦U 2 ) in the limit P → 0, instability at low powers necessarily starts from discrete eigenvalues "embedded" in the continuum of the operator Ĥ . Furthermore, with this knowledge, we can specify the above constants 0 so the growth rate ͉Im͉ of the unstable eigenmode is proportional to the squared nonlinearity. In order to express this dependency in terms of the "soliton parameter" ␤, we may perform a perturbative analysis in the limit ͉ ͉ Ӷ 1, similarly to Refs. [9, 10] . We expand the nonlinear bound state U as
where ⌰ ϵ ⌰ j 0 ,M 0 and ␥ ϵ ␥ j 0 ,M 0 satisfy Eq. (3). Plugging the ansatz = U exp͑iM 0 ⌽ + i␤Z͒ into Eq. (2), it is readily found that
Hence, with Eq. (23) we have
, the nonlinearity depends on the "soliton parameter" as
Combining Eqs. (21) and (26) we get
The need that eigenvalues of operator L have to be degenerated first before moving to the complex plane and cause instability yields a sufficient condition for stability of lowpower nonlinear bound states in the present framework. However, determining compellable analytical arguments showing that the embedded discrete eigenvalues of the operator Ĥ always lead to complex eigenvalues for the operator L (unstable eigenmodes) is still an open issue. Nevertheless, in the numerical examples discussed below we always observe this destabilization mechanism.
V. NUMERICAL RESULTS
Let us return to our example, the radial step potential, and check the above theoretical predictions. We will concentrate on the "solitons" emanating from ␥ 1,1 (vortex state) and from ␥ 2,0 (multihumped state) (see Fig. 2 ). Figure 5 shows the regions of degenerated of Eq. (11) for the three linear modes ⌰ 1,0 , ⌰ 1,1 , and ⌰ 2,0 . Up to a certain depth of the confining potential V, the stability criterion (12) is not fulfilled for the higher-order modes. At this depth, the last "embedded eigenvalue" leaves the continuum. In this context it is important to point out that the above destabilization process is not due to weak linear guiding of the respective "soliton." If this were the case, we would observe a certain nonzero critical power, below which the "soliton" would be stable. In contrast to this scenario, the destabilization appears for arbitrary small power.
Since the degeneration of the eigenvalues of Eq. (11) involves the continuum, the related unstable eigenmodes are stretched over a large area, especially for very small powers. Therefore, conventional solver for Eq. (8), like, e.g., the NAG routine F02ECF [17] , failed due to the necessity of a very large computational window. We worked around this problem in solving Eq. (6) directly with a beam-propagation method (Crank-Nicholson) and transparent boundary conditions.
To confirm the results of our stability analyses, we present full 2D simulations illustrating the decay of unstable lowpower vortex and multihumped "solitons." It turns out that, at least for the examples presented here, the final state is correlated with the dominant unstable eigenmode (here the ground state). 
A. Vortex state
We first discuss the vortex state. If 6 Ͻ V 0 Ͻ 13.6 (boundaries here correspond to the lower and upper bounds in Fig.  5 for eigenvalue degeneracy in the limit P → 0), we find With a deeper potential than the critical value V 0 = 13.6, this instability is expected to disappear. In order to check these predictions, a numerical stability analysis of the vortex state was performed for V 0 = 8 and V 0 = 20. As expected, for V 0 = 20 we observed a stable region of the vortex branch for small powers, whereas for V 0 = 8 the branch becomes immediately unstable when the nonlinearity comes into play (see Fig. 6 ). We successfully checked numerically the "instability onset value" for the depth of the potential V 0 = 13.6. The "instability onset value" and the value at which the first discrete eigenvalue just touches the continuum were observed to coincide.
As far as direct simulations are concerned, the first row in Fig. 7 shows the decay of the vortex "soliton" with ␤ = 2.3 from the potential depth selected in Fig. 6(a) . Perturbed with 1% random amplitude noise at Z = 0, the growing unstable eigenmode (m =1) destroys the "doughnut shape" of the vortex. At Z = 77.5 and Z = 78.3, respectively, we show two snapshots of the asymptotic behavior, which consists in a spinning single-hump solution with a period ⌬Z Ϸ 1.7. This single hump is nothing else but the nonlinear ground state U 1,0 , where additional rotation is induced by a stable eigenmode with m = 1 and =2 / ⌬Z Ϸ 3.7. Because we are in the low-power regime, we can identify the connection of this eigenmode with ⌰ 1,1 , the linear vortex state in Eq. (3). Indeed, for V 0 = 8 we find Ϸ 3.7Ϸ ␥ 1,0 − ␥ 1,1 (see also Fig. 5 ). The second row of Fig. 7 displays the numerical verification of the stability predicted for the vortex state with V 0 = 20.
B. Multihumped state
In the case of the multihumped state, Fig. 5 shows that, for 16Ͻ V 0 Ͻ 31.2, Eq. (11) features four degenerated eigenvalues ±͑␥ 1,0 − ␥ 2,0 ͒ related to the ground state ⌰ 1,0 , and ±͑␥ 1,1 − ␥ 2,0 ͒ related to the vortex state ⌰ 1,1 . For potentials deeper than V 0 = 31.2 the degeneration of the vortex state first vanishes, and with V 0 Ͼ 39.2 the stability criterion (12) becomes fulfilled. Again, we can confirm these behaviors with a numerical stability analysis (see Fig. 8 ). For V 0 = 20 the multihumped branch is unstable for arbitrary small powers due to two unstable eigenmodes. The eigenmode linked to the ground state ͑m =0͒ possesses a substantially larger growth rate, so we can expect this one to play the crucial role in the decay of the multihumped nonlinear bound state (see full 2D simulations below). The unstable eigenmode associated with the vortex state disappears for a deeper potential ͑V 0 =36͒, and choosing V 0 = 44 we observe stability for a quite large range of soliton power. The decay of the multihumped "solitons" produced by the potentials used in Figs. 8(a) and 8(b) with ␤ = 4.3 and ␤ = 16 is shown in row I and row II of Fig. 9 , respectively. Again we end up with the stable ground-state breathing due to stable eigenmodes with m = 0. The periods of oscillation, ⌬Z Ϸ 0.45 and ⌬Z Ϸ 0.35, between the two extremal beam shapes shown in the respective last two pictures of the rows are compatible with the eigenvalues = 14 and = 18: we retrieve these values as the difference ␥ 1,0 − ␥ 2,0 computable from Fig. 5 . As expected, a sufficient depth ͑V 0 =44͒ of the potential stabilizes the higher-order nonlinear bound state with M =0 (last row).
VI. CONCLUSION
In summary, we have presented a sufficient stability criterion for weakly nonlinear bound states, which only involves the linear eigenvalue problem (P → 0 or =0). Simple knowledge of the eigenvalues associated with the linear modes of the potential V allows us to predict the stability of the nonlinear bound states of the extended NLS equation (2) . In spite of the fact that the criterion is valid for low-power solitons only, the example of a step potential shows that the present results may hold for wider ranges of power, both for focusing and defocusing nonlinearities.
APPENDIX: COMPONENTS OF UNSTABLE MODES HAVE EQUAL NORM
We prove the relation Im Similar integral relations were previously established in [12] , in order to prove that a resonance of two localized eigenmodes produce soliton instability in the context of the parametrically driven NLS equation.
