The dynamics of the human brain network has attracted broad attention, in recognition of the concept that functional connectivity is not static, but changes its pattern over time, even in the resting state. We hypothesized that analysis of continuously captured time-varying instantaneous phase synchronization between signals from different brain regions might add another dimension to already identified network dynamics. To validate this hypothesis as an aid to elucidating the physiological mechanisms of aging, we examined time-series of instantaneous phase synchronization events in resting-state EEG activity across the brain, in healthy younger and healthy older subjects. We then characterized the temporal dynamics of phase synchronization using multiscale entropy, which quantifies the complexity of brain signal dynamics over multiple time scales. The results of surrogate analyses confirmed that the temporal dynamics of phase synchronization arise from deterministic processes in the neural network system. Group comparison showed region-specific enhanced complexity of temporal dynamics of phase synchronization in older subjects in alpha band predominantly in frontal brain regions, which was not identified by a comparative phase synchronization approach such as phase lag index. Enhanced complexity of temporal dynamics of functional connectivity in older subjects might reflect a general network alteration theory in aging. This is a first report describing the importance of capturing the dynamics of instantaneous phase synchronization and characterizing its temporal organization. Applying this method to neurophysiologic data may provide a novel understanding of dynamical neural network processes in both healthy and pathological conditions.
Introduction
Recent findings in network studies of the human brain support the concept that brain function emerges from the topological features of the whole brain network, not merely from the separate actions of individual regions (van den Heuvel and Sporns, 2013; Sporns, 2014; Bassett and Sporns, 2017) . Over the past decade, an ambitious effort has been made to describe the human brain connectivity network, known as the human "connectome" (Glasser et al., 2016a (Glasser et al., , 2016b . Meanwhile, increasing studies using both structural and functional approaches have been applied fruitfully for the assessment of both healthy and pathological conditions, along with recent progress in neuroimaging techniques and analytic methods (Aertsen et al., 1989; Friston et al., 1993; Hagmann et al., 2007; Schmahmann et al., 2007) . At the structural level, the development of diffusion tensor imaging (DTI) enabled detailed in vivo characterization of white matter projections, and has elucidated developmental (Barnea-Goraly et al., 2005; Asato et al., 2010; Blakemore et al., 2010) , aging-related (Pfefferbaum et al., 2000; Nusbaum et al., 2001; O'Sullivan et al., 2001; Grieve et al., 2007; Madden et al., 2007; Bucur et al., 2008; Sullivan et al., 2010) , and pathological (e.g., schizophrenia (Kubicki et al., 2005; Samartzis et al., 2014 ), Alzheimer's disease (Stebbins and Murphy, 2009; Zhang et al., 2007) ) processes.
The functional connectivity approach has its roots in the fact that the brain network integrates information and plays a crucial role in optimal brain function (Buzs aki and Draguhn, 2004; Fries, 2005; Varela et al., 2001; Hutchison et al., 2013; Koutsoukos et al., 2015) . Functional MRI is a widely used neuroimaging modality for exploring functional connectivity, with a high spatial resolution. However, blood oxygenation level-dependent signals are an indirect measure of neuronal activity and have limited temporal resolution (Logothetis, 2008) . In contrast, despite its low spatial resolution, the electroencephalogram (EEG) records the electrical fields generated by the cortex directly, with excellent temporal resolution. Traditionally, the functional connectivity reflected in EEG has been quantified by coherence, correlation and mutual information, i.e., synchronization of neural activity between brain regions (Aertsen et al., 1989; Friston et al., 1993; Bullmore and Sporns, 2009) . A recent evaluation of phase synchrony tackled the problem of volume conduction and was able to achieve fine temporal resolution for functional connectivity (Nunez et al., 1997; Nolte et al., 2004 ) using measures such as synchronization likelihood (Stam and Van Dijk, 2002) and phase lag index (PLI) (Stam et al., 2007) . This demonstration of the value of phase dynamics has opened a new avenue for the evaluation of brain networks. For example, the phase synchrony approach has demonstrated that the brain network has feedback loops at multiple hierarchical levels, with complex network characteristics (Eguiluz et al., 2005; van den Heuvel et al., 2008; van den Heuvel and Sporns, 2013; Pendl et al., 2017) . It has also identified the networks implementing perception and cognitive functions (Bullmore and Sporns, 2009) , and has elucidated the characteristics of these networks in both healthy (Bullmore and Sporns, 2009) and pathological (Stam et al., 2006; Stam et al., 2009; Bassett et al., 2009; Bullmore and Sporns, 2009; Engels et al., 2015; Takahashi et al., 2017; Takahashia et al.) conditions (reviewed in Stam, 2014; Voytek and Knight, 2015) ).
The spatiotemporal dynamics of brain networks have recently attracted broad attention, in recognition of the concept that functional connectivity is not static (Allen et al., 2014; Betzel et al. Sporns; Calhoun et al., 2014) . Brain networks change dynamically in response to different contexts or varying external stimuli, even in the resting state (Allen et al., 2014; Betzel et al. Sporns; Calhoun et al., 2014; Zalesky et al., 2014; Betzel et al., 2016) . Moreover, brain network dynamics have been shown to associate with learning (Bassett et al., 2011; Telesford et al. Bassett) , cognitive function (Braun et al., 2015; Davison et al., 2015) , healthy aging (Chen et al., 2018; Tian et al., 2018) , and some psychiatric disorders (Zhang et al., 2016) . However, previous studies have examined network dynamics by calculating variation in averaged functional connectivity using predefined time windows (Allen et al., 2014; Betzel et al. Sporns; Calhoun et al., 2014; Zalesky et al., 2014; Bassett et al., 2011; Telesford et al. Bassett; Braun et al., 2015; Davison et al., 2015; Zhang et al., 2016; Chen et al., 2017; Chen et al., 2018) , an approach that ignores moment-to-moment dynamics across multiple time-scales, from milliseconds to minutes (Garrett et al., 2013) . Despite the importance of examining time-varying functional connectivity for clarifying how widely separated areas of the brain communicate with one another, far fewer studies have addressed this issue (Tass et al., 1998) . We hypothesized that analyzing time-variations in instantaneous phase synchronization between signals from different brain regions could add another dimension to the understanding of network dynamics. This study aimed to validate our hypothesis, in the context of elucidating the physiological mechanisms of aging. We examined time-varying instantaneous phase synchronization (referred to as dynamical phase synchronization: DPS) of resting-state EEG activity across the brain in healthy younger and healthy older subjects. We then characterized its dynamical pattern using multiscale entropy (MSE) analysis, which quantifies the variability of a signal at multiple time-scales (Garrett et al., 2013) . 
Materials and methods

Participants
This study was performed at the Department of Neuropsychiatry, Kanazawa University, Japan. In this study, 29 healthy younger subjects (14 male, 15 female; average age, 22.9 years; standard deviation (SD), 2.7 years; age range, 20 À 28 years) participated along with 18 healthy older subjects (7 male, 11 female; average age, 57.5 years; SD, 4.7 years; age range, 51 À 67 years). These groups were sex-matched (χ 2 ¼ 0:39; . t-scores for differences between the younger and older groups, adjusted for false discovery rate (FDR) q < 0:05; 0:01 (bottom part). (b) t-scores adjusted for FDR: q < 0:05; 0:01 and t-scores for node degree of SampEn across the topography. p ¼ 0:52). All subjects were nonsmokers and medication-free. Potential subjects with major medical or neurological conditions, including epilepsy, previous head trauma, or a lifetime history of alcohol or drug dependence, were excluded. The subjects with major brain abnormalities including remarkable vascular changes identified on conventional MRI were excluded. Additionally, older subjects with a Mini-Mental State Examination score of less than 27 were excluded. After a complete explanation of the study, written informed consent was obtained from each subject. All methods were performed in accordance with the Declaration of Helsinki, and the protocol of the study was approved by the Ethics Committee of Kanazawa University.
EEG recording
The subjects were studied while seated in an electrically shielded, soundproof, light-controlled recording room. Standard scalp electrodes were placed in accordance with the International 10-20 System. EEG was recorded with an 18-channel electroencephalography system (EEG-4518, Nihon-Koden, Tokyo, Japan) at 16 electrodes sites: Fp1, Fp2, F3, Fz, F4, F7, F8, C3, C4, P3, Pz, P4, T5, T6, O1 and O2, referenced to physically linked ear-lobe electrodes. Eye movements were monitored using bipolar electro-oculography (EOG). The EEG signals (200 Hz sampling frequency) were recorded with a time constant of 0.3 s, and a 1.5-60 Hz bandpass filter. EEG signals were recorded for 10 À 15 min for each subject with the eyes closed in the resting condition. The subjects were observed via a video monitoring system. The state of vigilance of the subject was monitored during recording using the EEG traces, so that only epochs of eyes-closed wakefulness (and not light sleep) were analyzed.
Artifacts such as muscle activity, blinks, and eye movement were visually identified, and one continuous, artifact-free, 60-sec (12000 data points) epoch was extracted for each subject. For each epoch, bandpass filtering for the alpha band (8-13 [Hz]) was performed (see section 2.3.1). The first and last 5-sec period (1000 data point) in each bandpassfiltered epoch were removed to avoid distortions produced by the bandpass filtering process.
Dynamical phase synchronization
2.3.1. Phase difference eliminating phase slips EEG signals were transformed to phase θðtÞ ( À π θ π) and amplitude space using the Hilbert transform. The unwrapped phase signal θðtÞ was then transformed into an instantaneous frequency [Hz] signal by temporal subtraction. This instantaneous frequency signal is affected by phase noise, which becomes worse in relatively low power time-series (Cohen, 2014) . Fortunately, alpha band activity shows clear oscillations with a relatively narrow bandwidth compared to other frequency bands, which is optimal for estimating instantaneous frequency in a way that is robust to background noise (Sameni and Seraj, 2017) . Furthermore, physiological aging has been studied mainly in terms of alpha band activity (Ishii et al., 2017) . Therefore, we focused on the dynamics of the alpha band in this study. However even in the alpha band time-series, during a period of phase noise the instantaneous frequency can deviate significantly from the frequency range of the alpha band, in events that are known as phase slips (Cohen, 2014) . To avoid phase slips, we eliminated them from the time-series using a median filter with a degree of 40 (Cohen, 2014) . Finally, by temporal integration of the median-filtered instantaneous frequency, an unwrapped phase signal without phase slips ΘðtÞ ( À ∞ < ΘðtÞ < þ ∞) was derived.
We then estimated the time series of phase differences across electrodes as:
where i; j indicate the 16 electrodes. When calculating the MSE (see section 2.3.2), the directional trend of phase differences critically affects the results for C m ðrÞ, especially when the range of the trend is much larger than the time scale of the phase difference that we focus on. Therefore, to eliminate the influence of such trends, the phase differences were wrapped into units of radians, as modðΔθ i;j ; 2πÞ. Fig. 1 shows typical examples of the time-series of instantaneous frequency [Hz] (a), ΔΘ i;j ðtÞ (i: F3 node, j: F4 node) (b), modðΔθ i;j ; 2πÞ (c), and their magnified figures (d) in a young subject. The time series of phase differences exhibits a complex pattern composed of both synchronous and asynchronous phase periods ( Fig.1 (d) , top panel). We define this pattern of dynamical synchronous and asynchronous phase differences as DPS.
Multiscale entropy analysis of dynamical phase synchronization
To characterize the temporal organization of DPS, we used MSE, which evaluates the complexity of the time series across multiple timescales (Costa et al., 2002) . For a random variable fx 1 ; x 2 ; ⋯x N g whose range is normalized to 1, the sample entropy (SampEn) is defined by hðr; mÞ ¼ Àlog
where C m ðrÞ indicates the probability of satisfying the inequality
In MSE analysis, the original time series fx 1 ; x 2 ; ⋯; x N g is rescaled with the scale factor τ (τ ¼ 1; 2; ⋯) into a more coarse-grained time series: The time-scaled sample entropy SampEn h τ ðr; mÞ is then calculated using the resulting coarse-grained series. We used the dependency of h τ ðr; mÞ on the scale factor τ to characterize the complexity of the time series of phase differences. In this study, we set m ¼ 2 and r ¼ 0:2 (Costa et al., 2002) . In this analysis, phase discontinuities produced by the wrapping procedure for modðΔθ i;j ;2πÞ, which can distort SampEn, can be eliminated by requiring x m i À x m j < r for C m ðrÞ, because the size of the phase discontinuity (% 2π) is larger than the r ¼ 0:2 range (% 2πr ¼ 0:62) (see arrows in Fig. 1 (d) ).
In addition, we calculated the node degrees of SampEn at each electrode, defined as the averages among links that connect to the remaining electrodes.
Surrogate analysis
To examine whether DPS reflects nonlinear deterministic processes, we derived a time-series of surrogate data for each subject using the iterated amplitude-adjusted Fourier transform (IAAFT) (Schreiber and Schmitz, 1996) against the original phase difference ΔΘ i;j ðtÞ. In the surrogate process, the phase components of the signals are randomized. If the time-series is composed of nonlinear dynamics, MSE profiles of original time-series and their surrogates demonstrate a significant difference in both reduced and enhanced directions from the original directions (see "Appendix" section). This randomization should eliminate the nonlinear dynamics that result from the mutually correlated phase components of DPS generated in the neural network. In this study, the iteration time was set to 20 to reproduce the same power spectrum. We then compared the MSE profiles for the original data separated from each group and the corresponding surrogate data. . t-scores for differences between the younger and older groups adjusted for false discovery rate (FDR) q < 0:05; q < 0:01 (bottom parts). (b) t-scores adjusted for FDR: q < 0:05 (left),0.01 (middle) and t-scores for node degree across the topography. Here, no significant group differences in node degree were identified after adjustment for FDR: q < 0:05, 0.01. t-scores of node degree are represented by a narrow t range ( À 3 t 3) (right). Table 2 ANOVA results for node degree of phase lag index (PLI). For clarity, values with P < 0:05 are shown in bold. 
Phase lag index
As a conventional method for estimating functional connectivity across electrodes, the phase lag index (PLI) has been widely utilized. The PLI determines functional connectivity by calculating the consistency in the distribution of instantaneous phase differences Δθ i;j ðtÞ ¼ θ i ðtÞ À θ j ðtÞ (i; j indicate the 16 electrodes) defined as (Stam et al., 2007) :
where < Á > represents the time average. The PLI ranges between 0 (no phase coupling or a coupling phase difference of 0 modules π) and one (full phase coupling). In this study, the PLI was calculated for the same EEG data that were used for the DPS analysis, but the data were segmented into 5 s (1000 data points) epochs (a total of 10 epochs for each subject). In addition, we calculated the node degree of PLI at each node. Fig. 6 . (a) Power spectrum of EEG data for younger subjects and older subjects. The blue þ and red * indicate differences that are significant after adjustment for false discovery rate (FDR) q < 0:05; 0:01, respectively. (b) Mean value of the relative power of alpha band and t-value between older vs younger groups. All electrodes passed FDR correction of q < 0:01. 
Power spectrum analysis
Along with the PLI calculations, power spectral analysis was also performed as in conventional EEG analyses. We calculated the power spectrum density (PSD) (dB/Hz) and the relative power of the alpha band using a fast Fourier transform. A Hanning window was applied to the 60 s time-series for the calculation.
Statistical analysis
For the electrode-pair-wise group comparisons of SampEn of DPS and PLI, t-statistical analyses using the Benjamini-Hochberg false discovery rate (FDR) were conducted, by controlling for multiple comparisons. Specifically, t-scores corrected to q < 0:05 and q < 0:01 were applied for SampEn for DPS (2400 p values: 120 electrode pairs Â twenty temporal scales) and PLI (120 p values: 120 electrode pairs). Similarly, for the electrode-wise group comparison of PSD, t-statistics adjusted using FDR correction was used. Concretely, q < 0:05 and q < 0:01 were applied for PSD (896 p values: 56 frequency points (5 À 60 Hz, width of bin is 1.0 Hz) Â 16 electrodes).
For node degree of DPS and PLI, repeated measures analysis of variance (ANOVA) with group (younger vs. older) as the between-subjects factor, and nodes (16 electrodes)and time scales (twenty scales for DPS) as within-subjects factors, was performed to test for group differences. Similarly, ANOVA was applied to test for the group difference of alpha band power with group (younger vs. older) as the between-subjects factor, and node (16 electrodes) as the within-subjects factor. The Greenhouse-Geisser adjustment was applied to the degrees of freedom. To assess the significant main effect of group and the effects of interactions for electrode-wise comparisons of node degrees for DPS and PLI and of relative alpha band power, post-hoc t-tests were used. Here, in order to adjust for multiple comparisons, FDR correction was applied for the node degrees for DPS (320 p values: 16 electrodes Â twenty temporal scales), PLI (16 p values: 16 electrodes) and the relative alpha band power (16 p values: 16 electrodes). Additionally, for correlation analysis with age, Pearson's correlations of node degrees of SampEn of DPS and PLI within each group were used.
To clarify the influence of alpha band power and instantaneous phase complexity from a single electrode to the DPS complexity, we have represented these associations using scatterplots and further calculated their Pearson's correlation coefficient values across several time scales. To control for multiple comparison in each case, FDR correction (q < 0:01; 0:05) was used against 2400 p values (120 electrode pairs Â twenty temporal scales). increases as a function of the time scale. However, the surrogate results demonstrated significantly higher SampEn across all time scales. In view of our simulation data of chaotic time-series (see Appendix), IAAFT significantly both reduced and enhanced SampEn alterations in a time scale-specific manner. Accordingly, we conclude that the DPS depends on nonlinear deterministic processes that are inherent in the neural network dynamics. Fig. 3 (a) shows the SampEn of DPS for the younger group and older group and their differences at scales 1, 5, 10 and 15. t-tests (Fig. 3 (a) , middle row) with FDR correction (Fig. 3 (a) , bottom two rows) revealed significantly increased SampEn values for the older group at all scales, predominantly for electrode pairs within the frontal region and between the frontal region and other regions (i.e., central, parietal, temporal, and occipital). Table 1 summarizes the ANOVA test results for group differences in node degree of DPS complexity. We found a significant group Â scale Â electrode interaction. A post hoc ANOVA revealed significant group Â scale, group Â electrode interactions, and a main effect of group. Fig. 3 (b) shows a post hoc t-test for node degree of DPS controlled by FDR correction and depicts the edges (electrode pairs) that demonstrated significant group differences (Fig. 3 (b) ). A significant increase in SampEn for the older group was identified, predominantly involving the frontal regions and specifically at scale 1. Regarding a possible association between age and DPS complexity, Fig. 4 shows scatter plots of the averaged node degree values of SampEn for the frontal electrodes (Fp1, Fp2, F3, F4, F7, F8, and Fz) across all ages. Correlation analysis of this averaged DPS complexity with age at scale 1 revealed no significant correlation in either younger group (R ¼ 0:0334 (p ¼ 0:86)) and older group (R ¼ 0:059 (p ¼ 0:82)). Fig. 5 (a) shows the PLI for the younger group and older group and their differences. t-tests with FDR correction (Fig. 5 (a) , lower panels) revealed significantly reduced PLI values for the older group for several frontal electrode pairs. Table 2 summarizes the ANOVA results testing for group differences of node degree for PLI. A significant group Â electrode interaction was identified without main effect of group. Fig. 5 (b) shows a post hoc t-test with FDR correction for node degree of PLI and depicts the edges (electrode pairs) that demonstrated significant group differences (Fig. 5 (b) ). As a result, no significant group difference in node degree of PLI was identified. Correlation analysis against the node degree averaged among the frontal electrodes (Fp1, Fp2, F3, F4, F7, F8 , and Fz) revealed no significant correlation between age and node degree in either the younger group (R ¼ 0:0035 (p ¼ 0:99)) or older group (R ¼ À0:025 (p ¼ 0:92)) (data not shown). Fig. 6 (a) shows the dependence of average PSD for the younger and older groups. Fig. 6 (b) shows the relative power of alpha band for the younger group and older group and their statistical difference for each electrode. Visually-inspected occipitally dominant alpha power was clearly observed in both groups. Significant reductions, predominantly in the alpha band (8 À 13 Hz) (q < 0:05, 0.01), were identified in the older group across all electrodes. Table 3 summarizes the post hoc ANOVA test results for group differences in the relative power of the alpha band. A significant main effect for group was identified but not for group Â electrode interaction. The age-related power reduction at the alpha band is consistent with previous findings (Ishii et al., 2017) .
Results
Multiscale entropy of dynamical phase synchronization
Phase lag index
Power analysis
Correlations of DPS complexity with alpha band power and instantaneous phase complexity from single electrode
The scatterplot of the DPS complexity and the relative alpha band power is shown in Fig. 7 . Significant negative correlations (q < 0:05; 0:01) were observed in younger and older groups. The regional specificity of correlations differed across groups. For instance, significant correlations were identified at restricted electrode pairs in the younger group, whereas more global electrode pairs were observed in the older group (Fig. 7) . Additionally, the correlation angle differed between groups (e.g., F3-F4 and F4-O2). Fig. 8 shows the scatterplot of the DPS complexity and the instantaneous frequency complexity from a single electrode. A significant correlation ðq < 0:05Þ was not observed.
Discussion
In this study, we examined the resting-state temporal dynamics of DPS for pairs of EEG signals using multiscale entropy, in healthy younger and healthy older groups. First, surrogate analysis revealed that the timeseries of DPS involves deterministic processes. This suggests that the complexity of DPS is physiologically inherent in brain signal dynamics.
Second, the results of the group comparisons indicated that compared with the younger group, the older group exhibited significantly enhanced complexity of DPS in the alpha band. Specifically, increased complexity was more prominent among electrode pairs involving frontal electrodes, particularly at short time scales. By contrast, the PLI phase synchronization approach, performed for comparison, did not identify remarkable group differences. A simple spectral analysis showed reduced alpha power in the older group, which is consistent with previous findings (Ishii et al., 2017) .
Structural neuroimaging studies using the DTI method have provided extensive evidence for microstructural degradation of white matter axonal and myelin integrity with aging (Damoiseaux, 2017) . In particular, age-related degradation is more prominent in the frontal white matter region than in other white matter regions (Pfefferbaum et al., 2000; Nusbaum et al., 2001; O'Sullivan et al., 2001; Grieve et al., 2007; Madden et al., 2007; Bucur et al., 2008; Sullivan et al., 2010) . Several studies have demonstrated contributions of structural alterations to changes in functional connectivity. For example, white matter volume was shown to correlate with EEG functional connectivity (Smit et al., 2012) . Another study demonstrated that an inherent phase gradient pattern in the resting-state EEG was absent in subjects with white matter structural damage (e.g., vascular dementia) .
An age-related reduction in interhemispheric EEG coherence has been reported across a wide frequency range, including the alpha band (Duffy et al., 1996; Kikuchi et al., 2000) . Our PLI results also indicate a tendency for interhemispheric connectivity to decline within the frontal region. In contrast to these findings, our results for DPS showed more widespread age-related connectivity alterations, including changes in both intra-and inter-hemispheric connectivity, specifically involving frontal-associated brain regions, which play a critical role in various cognitive processes. This suggests that characterizing DPS using MSE allows for capture of a new aspect of dynamic neural network communication in the aging brain. The importance of dynamic network communication analysis, which focuses on associations between temporal variability and synchronization, has been supported by Garrett et al. (2013) . They proposed that a method to evaluate the covariance of temporal activity between brain regions might reflect the temporal fluctuations of dynamical networks. Interestingly, Tass et al. (1998) introduced a measure they called the ρ index, which is based on the Shannon entropy of DPS. They applied this approach to magnetoencephalography and electromyography in a Parkinsonian patient and demonstrated the importance of investigating cortico-muscular as well as cortico-cortical synchronization. We extended their ρ index concept to quantify multiple temporal-scale complexity. This extension permits characterization of temporal-scale dependent deterministic patterns in DPS.
Nevertheless, it remains unclear why the complexity of DPS was enhanced in older subjects, an outcome that seems inconsistent with the general concept that physiological complexity diminishes with aging . A reasonable explanation was presented by Voytek and Knight (2015) . They constructed a theoretical framework in their review postulating that dynamic network communication reflects a balance between oscillatory coupling and local population spiking activity. A moderate strength of oscillatory coupling generates optimal synchrony of spike timing within the local neuronal populations, which is supported by many pathological and computational modeling studies (Winterer and Weinberger, 2004; Rolls et al., 2008; Uhlhaas and Singer, 2010; Khan et al., 2013) . They argued that alterations of this oscillatory activity are associated with aging. Further, age-related cognitive decline is reportedly associated with neural noise (Cremer and Zeef, 1987) . In fact, widespread alpha band power reduction observed in older subjects implies that neural noise increases with aging, which interferes with network communication. Therefore, this alpha band power reduction might result in increased DPS complexity. However, our correlation analysis revealed a correlation between DPS complexity and alpha band power in certain brain regions, with different pattern across groups. Furthermore, the enhancement of DPS complexity in the older group was prominently observed among electrode pairs involving frontal electrodes, whereas the relative alpha band reduction is observed across all electrodes relatively at occipital brain regions. These aspects may be indicative of a physiological mechanism involving alterations of DPS complexity that is different from local oscillatory alterations in the brain.
Another plausible explanation for the enhanced complexity of DPS is that chaotic synchronization (Pikovsky et al., 2003) transits to the irregular and asynchronous state in the regime of weaker connectivity. Here, chaotic synchronization is the phenomenon in which the chaotic oscillators become synchronized through stabilized mutual interactions, maintaining the chaotic/irregular behavior, under a strong enough coupling condition. From this perspective, the complexity of chaotic/irregular behavior at each oscillator does not necessarily reflect an asynchronous state. In a practical EEG used in this study, the complexity of instantaneous phase behavior from a single electrode did not influence the DPS complexity (see section 3.4). Therefore, rather than complexity from a single electrode, enhanced DPS complexity might reflect the destabilized mutual interaction among brain regions. Surrogate analysis against phase differences may also support our finding that DPS complexity increases with aging, in that significantly different profiles of the original and surrogate data might reflect the role of deterministic processes in functional connectivity.
This study has some limitations that must be considered. In this study, the distributions of age within each group is narrow, and cognitive functions were not evaluated in detail. Therefore, a longitudinal study evaluating subjects with precise cognitive function may be required to confirm our findings. In future studies, the trajectories for aging and cognitive decline must be considered by evaluating individuals of a wide age range and their cognitive function test results. Another limitation is that, in EEG, the electrical activity at each electrode might not have originated in the brain area directly underneath the electrode as neighboring EEG electrodes could have detected identical levels of brain activity. This results in "spurious" inter-regional connectivity. To solve this issue, the use of neuroimaging modalities with high spatial resolution, such as magnetoencephalography and complementary cortical source localization techniques may provide more precise spatial information. As DPS and its complexity has been estimated in this study for the first time in the field of dynamical neural networks, we initially used sensor-based conventional EEG signals. Practically, despite the low spatial resolution of EEG with spurious coherency, DPS complexity successfully detected a significant frontal-dominant age-related alternation of neural dynamics. Additionally, not only the temporal dynamics of DPS, but also approaches combining with spatial analysis may provide further insights into the spatio-temporal organization of the brain network.
Conclusion
In this study, we proposed a new method to capture dynamic functional connectivity using DPS and to characterize it using MSE. Although several limitations need to be considered, our findings highlight the potential usefulness of DPS in EEG studies of age-related alterations of neural dynamics. Applying this DPS analysis to neurophysiological data may provide a novel understanding of dynamical neural network processes in both healthy and pathological conditions. where ðs; r; bÞ is set to ð16:0; 45:92; 4:0Þ, and the time-series of Rossler model:
where ða; b; cÞ is set to ð0:2; 0:4; 5:7Þ. Fig. 9 shows the time-series of each chaotic model and its IAAFT surrogate time-series and their MSE profile. Results of the surrogate analysis of IAAFT showed both reduced and enhanced entropy alterations depending on the time scales.
