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Zusammenfassung
Ausgangspunkt ist ein modular aufgebautes Robotersystem, dessen Kom-
ponenten jeweils eigene Steuerungsrechner besitzen, die uber ein kaskadiertes
Kommunikationsnetz Daten { Befehle oder Ergebnisse { austauschen konnen.
Aufgrund der Interaktion mit der realen Umwelt arbeiten die einzelnen Rech-
ner mit Echtzeitbetriebssystemen. Zur Optimierung der Arbeitsprozesse und
zur Fehleranalyse ist es wunschenswert, dass einzelne Module moglichst frei
wahlbare Informationen dem Benutzer oder einem Protokollierungsmechanismus
zukommen lassen konnen.
Ziel der Arbeit soll es sein, dem vorhandenen System eine Infrastruktur zur
Verfugung zu stellen, uber die einzelne Module Daten in das Kommunikations-
netz einspeisen konnen, ohne dass die einzelnen Module Informationen uber den
Empfanger besitzen mussen. Von Interesse sind hier neben Debug-Informationen
und Fehlermeldungen auch statistische Erhebungen zur Belastung der Roboter,
beispielsweise in Form von durchschnittlichen Gelenkgeschwindigkeiten, Prozes-
sorauslastung, Anzahl der Notstopps oder Betriebsstundenzahler. Auerdem
sollen die Nachrichten ihre jeweiligen Entstehungszeitpunkte enthalten. Die
Ausgabe der erfassten Daten soll { moglichst exibel { auch an mehreren Stellen
parallel erfolgen konnen und dort geeignet aufbereitet werden (z.B. zentrales
Fehlerprotokoll oder Debug-Konsole). Das Echtzeitverhalten des Systems darf
hierdurch nicht beeintrachtigt werden.
Zur Implementierung ist ein geeignetes Kommunikationsprotokoll zu entwi-
ckeln, das die Kaskadierungen des Gesamtsystems widerspiegelt und Daten-
pakete dementsprechend routet. Hierzu sind auf allen beteiligten Knoten des
Netzes neue Kommunikationspunkte einzurichten, die einerseits Nachrichten
uber den aktuellen Zustand ihres Moduls an ihre ubergeordnete Instanz sen-
den konnen und andererseits Nachrichten untergeordneter Module weiterleiten
konnen. Um den Echtzeitbetrieb des Systems nicht zu beeintrachtigen, muss
gegebenenfalls eine Priorisierung der Nachrichten bzw., sofern moglich, ein
anderer Kommunikationspfad gewahlt werden. Insbesondere im Hinblick auf
Grenzsituationen, in denen nur sehr wenig Rechenleistung zur Verfugung steht,
aber viele Nachrichten verarbeitet werden mussen, muss dies sichergestellt sein
und das System weiterhin bestmoglich arbeiten.
Abstract
Starting point is a modular robotic system, where each component has its
own control computer, that exchanges data, such as commands or results, via
a cascaded communication network. Due to the interaction with the real world,
the computers work with real-time operating systems. To optimize the working
processes and the error analysis, it is desired that individual modules can send
arbitrary information to the user or a logging mechanism.
The aim of this thesis is to provide the existing system with an infrastructure,
where modules can feed in data without any information about receivers.
Besides debug information and error reports, statistical data regarding robot
strains like average joint velocity, CPU load, number of emergency stops or
uptime are of particular interest. Furthermore, messages are to contain the time
of their generation. Output of adequately prepared data should be possible at
multiple locations at the same time (e.g. central error log or debug console).
Real-time constraints may not be violated hereby.
An appropriate communication protocol is to be developed, that reects the
system's cascading and routes data packages accordingly. This requires new
communication points that have to be installed on every participating network
node. Each of them is to be able to send information about its current state to
superior instances and to forward subordinated modules' messages. In order
to not interfere with the real-time operation of the system an appropriate
prioritization of messages must be undergone and, if possible, a dierent
communication path is to be selected. Particularly with regard to borderline
situations in which very little processing power is available, but many messages
have to be processed, this must be ensured and the operation of the overall
system has to be guaranteed.
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Kapitel 1
Einleitung und Kontext
Ausgangspunkt vorliegender Arbeit ist das MiroSurge Szenario des Deutschen
Zentrums fur Luft- und Raumfahrt [35] [36]. In diesem Kapitel soll der Kontext
der Arbeit, sowie deren Zielsetzung vorgestellt werden.
1.1 Das MiroSurge Szenario
Der MIRO Roboterarm wurde zum Einsatz bei chirurgischen Operationen
konzipiert, bei denen er assistierende und ausfuhrende Aufgaben ubernimmt.
Insbesondere anspruchsvolle Tatigkeiten, die hohe Genauigkeit oder Kraft
uber einen langeren Zeitraum erfordern, sind pradestiniert dafur, maschinell
unterstutzt zu werden. Hierzu sind zwei Anwendungsmodi vorgesehen: Direkte,
manuelle Fuhrung, bei der Krafte wie Gravitation und Reibung kompensiert
werden, und ferngesteuerter Betrieb.
Aufgrund des knappen Raumes an einem Operationstisch und der gravieren-
den Folgen bei Kollision des Roboters mit dem Patienten oder anderen medi-
zinischen Geraten wurde MIRO mit besonderem Augenmerk auf eine schlanke
Form und geringes Gewicht (10 kg) entwickelt. Um die Bedienbarkeit intuitiv
zu gestalten und damit die Einarbeitungszeit so kurz wie moglich zu halten,
sind Gestalt und Bewegungsmoglichkeiten des Roboters einem menschlichen
Arm nachempfunden. Am Ende des Armes sitzt an Stelle einer Hand eine
Aufnahmevorrichtung fur verschiedene, dem jeweiligen Aufgabenfeld anpassbare
Werkzeuge, wodurch eine hohe Flexibilitat des Systems erreicht wird.
Das MiroSurge Szenario (siehe Abbildung 1.1) ist eine Forschungsplattform
bestehend aus MIRO Roboterarmen, die in dieser Arbeit zu Testzwecken einge-
setzt wird. Es dient der endoskopischen Herzchirurgie und umfasst neben einer
Kamera drei direkt am Operationstisch verschraubte MIRO Roboterarme, die
mit aktiven endoskopischen Instrumenten ausgerustet sind.
Um Standardkompatibilitat zu gewahrleisten, wurde beim Entwurf der Elek-
tronik und Kontrollsoftware Wert darauf gelegt, Funktionalitat auf General
Purpose Architekturen zu implementieren. Alle Regler laufen dementsprechend
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Abbildung 1.1: MiroSurge des DLR
nicht auf den fur die Basisfunktionalitat zustandigen Field Programmable Gate
Arrays (FPGAs) der einzelnen Gelenke, sondern auf Standard PCs.
Aufgrund der harten Anforderungen dieses regelungstechnischen Systems
(Regelschleifen mit bis zu 10 kHz) ist ein Betriebssystem notwendig, das die
Ausfuhrung der Algorithmen unter Echtzeitbedingungen ermoglicht.
Hier wird das Echtzeitbetriebssystem QNX Neutrino [15] verwendet, da
dieses die erwahnten Echtzeitanforderungen erfullt und durch vollstandige Im-
plementierung des POSIX Standards [5] die Verwendung von Software aus dem
UNIX/Linux Bereich erlaubt. Speziell MATLAB/Simulink [10] ist damit als
Codegenerator fur den Entwurf der Regleralgorithmen einsetzbar.
1.2 Systemaufbau
In der MIRO Architektur wird zwischen Plattform- und Anwendungsfunk-
tionalitat unterschieden. Aufgabe der Plattform-Software ist die Verbindung
der Steuerungsanwendungen mit der verteilten Elektronik, dargestellt durch
Aktoren, Sensoren und die jeweiligen Ansteuerungen. Damit soll Anwendungs-
entwicklern die Implementierung von Low-Level Funktionen abgenommen und
gleichzeitig wiederverwendbarer Code produziert werden.
Diese Struktur wird durch Unterteilung des Gesamtsystems in vier Abstrakti-
onsebenen erreicht. (Siehe Abbildung 1.2.) Da die in vorliegender Arbeit erstellte
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Abbildung 1.2: Architektur eines MIRO Roboterarms
Software mit allen Ebenen interagieren soll, werden deren Funktion, Architektur
und Schnittstellen im Folgenden kurz aufgefuhrt.
1.2.1 Sensor/Aktor-Ebene
Die Sensor/Aktor-Ebene stellt die Schnittstelle zur physikalischen Welt dar.
Hier uberwiegen hoch optimierte, problemspezische Losungen zum Auslesen
und zur Aufbereitung von Sensordaten und die Umsetzung von Aktorbefehlen
in Bewegungen.
1.2.2 Gelenk-Ebene
In der Gelenk-Ebene werden Sensor- und Aktormodule zu Gelenkmodulen
zusammengefasst. Diese Gelenke bilden die wichtigsten Grundbausteine des
Roboters. Zentrale Steuereinheit der Gelenkmodule sind FPGAs, die vor Allem
fur die Ubersetzung von Gelenkbefehlen in Aktorbefehle bzw. von Sensorinfor-
mationen in Gelenkinformationen zustandig sind.
Die Kommunikation mit den Sensor- und Aktormodulen erfolgt uber das
BiSS Protokoll [37], das speziell zur Anbindung von Sensoren und Aktoren an
Standard-Hardware entwickelt wurde. Es bietet unidirektionale Master/Slave-
Verbindungen bei geringem Overhead.
1.2.3 Echtzeitrechner-Ebene
In der Echtzeitrechner-Ebene bendet sich der Groteil der Anwendungs-
funktionalitat. Sie setzt sich zusammen aus miteinander vernetzten Standard
PCs, die mit dem Betriebssystem QNX Neutrino arbeiten. Von hier geht die
Steuerung der Gelenkmodule, sowie deren Regelung aus.
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Die Rechner dieser Ebene kommunizieren mit den ihnen zugeordneten Gelenk-
modulen uber das SpaceWire Protokoll [30]. Es ist einfach genug, um auf den
FPGAs der Gelenkknoten implementiert zu werden, und bietet hohe Bandbreite
(1 GB/s) bei geringer Latenz (Roundtrip < 50 µs).
Auf dieser Ebene ndet auch Kommunikation der Echtzeitrechner untereinan-
der statt, da Aufgaben verteilt werden und Interaktionen notwendig sein konnen.
So existieren im vorliegenden Fall dedizierte Rechner fur jeden Roboterarm,
die fur dessen Positionsregelung verantwortlich sind und Aktionsbefehle von
Rechnern der selben Ebene empfangen. Dieser Datenaustausch erfolgt uber
Punkt-zu-Punkt Ethernet-Verbindungen.
1.2.4 Zusatzrechner-Ebene
Zur Interaktion des Robotersystems mit Benutzern konnen an die Rechner der
Echtzeit-Ebene zusatzliche Rechner angeschlossen werden. Von hier konnen bei-
spielsweise Steuerungsbefehle gegeben oder Statusinformationen abgefragt wer-
den. Echtzeitverhalten ist hier nicht erforderlich, so dass verschiedene Desktop-
Linux-Distributionen als Betriebssystem eingesetzt werden konnen.
Der Datenaustausch zwischen Zusatz- und Echtzeitrechnern erfolgt ebenfalls
uber Ethernet, allerdings ohne Restriktion der Anzahl beteiligter Netzwerk-
knoten. Um die Kommunikation der Echtzeitrechner untereinander nicht zu
beeintrachtigen, werden separate Netzwerkanschlusse verwendet.
1.3 Zielsetzung
Das Gesamtsystem umfasst mehrere QNX und Linux Rechner verschiedener
Abstraktionsebenen auf denen einzelne Software-Module ausgefuhrt werden.
Somit ndet nicht nur eine logische, sondern auch eine physikalische Trennung
der Module statt. Ziel der Arbeit ist es, eine Kommunikationsinfrastruktur
aufzubauen, uber die trotz dieser Trennung Monitoring-Daten an eine oder
mehrere Ausgabestellen ubertragen werden konnen. Die Entkopplung der Kom-
ponenten soll hierbei jedoch gewahrt bleiben, so dass starre Verbindungen mit
dem Ausgabegerat zu vermeiden sind.
Weiterhin soll eine Struktur der Monitoring-Daten (im Weiteren Nachrichten
genannt) erarbeitet werden, die einerseits alle notwendigen Informationen zur
Einordnung der Daten, und andererseits von Benutzern frei formulierbaren Text
enthalt.
Der Versand von Nachrichten darf die aufrufende Anwendung nicht unnotig
verzogern. Ebenso mussen sich Prozesse der Monitoring-Infrastruktur neutral
gegenuber Benutzerprozessen verhalten.
Da die Software-Module in C++ bzw. mit Hilfe von C++-Code-Generatoren
entwickelt werden, soll die Einbindung der Monitoring-Funktionalitat uber eine
C++-Bibliothek realisiert werden.
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1.4 Aufbau der Arbeit
In Kapitel 2 wird die Zielsetzung konkretisiert und in Anforderungen und
gegebene Randbedingungen gegliedert.
In Kapitel 3 wird untersucht, ob bereits existierende Losungen ahnlicher
Problemstellungen hier anwendbar sind. Dabei werden sowohl vollstandige
Losungsansatze als auch Teillosungen betrachtet.
In Kapitel 4 wird mit den in 2 und 3 gewonnenen Erkenntnissen ein eigenes
Konzept entwickelt. Dabei werden Ubertragungsinfrastruktur, Datenformat und
Benutzerschnittstelle getrennt behandelt.
In Kapitel 5 wird die Umsetzung des Konzepts aus 4 erlautert. Hier werden
ebenfalls Ubertragungsinfrastruktur, Datenformat und Benutzerschnittstelle ge-
trennt bearbeitet.
In Kapitel 6 wird die entstandene Implementierung mit den Vorausset-
zungen, die in Kapitel 2 aufgestellt wurden, verglichen und eine Bewertung
vorgenommen, in wieweit die Aufgabenstellung erfullt wurde.
In Kapitel 7 wird zunachst noch einmal ein Uberblick uber die entwickelte
Monitoring-Infrastruktur gegeben. Im Anschluss werden Losungsansatze fur
nicht vollstandig geloste Teilprobleme und weitere Verbesserungsmoglichkeiten
vorgeschlagen, sowie ein Ergebnis der Arbeit formuliert.
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Kapitel 2
Problemstellung
In diesem Kapitel sollen zunachst die gewunschten Eigenschaften der zu
entwickelnden Monitoring-Infrastruktur festgelegt werden. Fur eine vollstandige
Spezikation der Arbeit mussen auch die Randbedingungen berucksichtigt
werden, die sich aus dem bereits vorhandenen System und dem Kontext
der Monitoring-Infrastruktur ergeben. Die Randbedingungen mussen nachweis-
bar eingehalten werden, damit garantiert werden kann, dass die Monitoring-
Infrastruktur die ubrigen Teile des Gesamtsystems nicht beeintrachtigt.
2.1 Anforderungen
2.1.1 Integration in Software-Umgebung
Die Software-Module des MiroSurge Szenarios werden in C++ entwickelt. Es
soll daher eine Bibliothek implementiert werden, die den Zugri auf Monitoring-
Funktionen aus C++-Anwendungen erlaubt. Zielplattform sind die QNX-Rech-
ner der Echtzeit-Ebene, sowie die Linux-Zusatzrechner.
2.1.2 Datenformat
Ziel der Arbeit soll es sein, eine Moglichkeit bereitzustellen, Monitoring-Daten
auszugeben. Der Begri Monitoring-Daten kann jedoch nicht klar abgegrenzt
werden und umfasst u.a. Fehler- und Statusmeldungen und Informationen zum
Debugging. Die Daten sind demnach stark von der jeweiligen Verwendung ab-
hangig und sollen deshalb frei formulierbar sein.
Um die Daten richtig interpretieren zu konnen, ist es jedoch notwendig zu
wissen, an welcher Stelle und zu welcher Zeit sie generiert wurden. Diese Infor-
mationen sollen in einheitlichem Format an denierten Stellen einer Nachricht
abgelegt werden.
Zur Klassizierung der Nachrichten sollen diese auerdem Informationen uber
Typ und Dringlichkeit enthalten. Diese sind ebenfalls in einheitlichem Format an
denierten Stellen einer Nachricht abzulegen. Um eine sinnvolle Klassizierung
zu ermoglichen, sollen fur diese Informationen Werte vordeniert werden, von
denen je ein Wert einer Nachricht zugewiesen wird.
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2.1.3 Plattform-unabhangige Datenreprasentation
Es wird gefordert, dass Nachrichten sowohl bei ihrer Erzeugung als auch bei
ihrer Ausgabe identisch dargestellt werden konnen. Das bedeutet insbesondere
eine Adaptierung der Byte-Reihenfolge bei mehreren Byte groen Datentypen
auf ein einheitliches Format, da verschiedene Rechnerarchitekturen dies auf
unterschiedliche Weise handhaben [22]. Zudem ist die jeweilige Zeichenkodierung
der Textsegmente anzugleichen [20].
2.1.4 Einfache Anpassbarkeit an Netzwerktopologie
Um die geforderte Modularitat zu wahren, durfen keine starren Kommunika-
tionspfade verwendet werden. Andert sich der Systemaufbau, muss die Moni-
toring-Infrastruktur ohne groen Aufwand angepasst werden konnen. Daraus
folgt auch, dass die Empfanger einer Nachricht bei deren Versand nicht bekannt
sein mussen.
2.1.5 Unabhangigkeit von Kommunikations-Hardware
Die Monitoring-Infrastruktur soll so ausgelegt werden, dass sie auf allen
Ebenen des MiroSurge Szenarios (siehe 1.2) verwendet werden kann. Da hier
verschiedene Techniken zur Kommunikation eingesetzt werden { SpaceWire
und Ethernet { muss auch die Monitoring-Infrastruktur exibel genug sein, um
zumindest diese Techniken zu unterstutzen.
Die vorhandenen Kommunikationswege konnen allerdings nur bedingt einge-
setzt werden, denn zusatzlicher Verkehr konnte die Echtzeitanforderungen an-
derer Prozesse beeintrachtigen. Da dies nicht prinzipiell ausgeschlossen werden
kann, muss die Infrastruktur so aufgebaut werden, dass auch auf alternative
Kommunikationswege ausgewichen werden kann. Die Monitoring-Infrastruktur
muss folglich einfach an neue Kommunikations-Hardware anpassbar sein.
Im Rahmen dieser Arbeit werden zunachst nur die Echtzeitrechner- und
die Zusatzrechner-Ebene berucksichtigt. Zur Kommunikation soll die bereits
vorhandene Anbindung aller Rechner an das institutsweite Ethernet genutzt
werden, um die kritischen Wege zu umgehen. (Siehe Abbildung 2.1.)
2.1.6 Filter
Durch die Trennung von Nachrichtengenerierung und Ausgabe ist es nicht
moglich, nur Nachrichten zu erzeugen, die auch fur den Benutzer von Interesse
sind. Beim Benutzer kommen deshalb alle Nachrichten an, die im gesamten
Netzwerk generiert wurden. Da in den meisten Fallen jedoch nur eine bestimmte
Gruppe von Nachrichten von Bedeutung ist, sollte dem Benutzer die Moglichkeit
einer Filterung zur Verfugung gestellt werden. Die Parameter nach denen
geltert werden soll, sollen dabei frei gewahlt werden konnen. Stehen nicht
genug Ressourcen fur die Verarbeitung aller Nachrichten zur Verfugung, ist eine
moglichst fruhzeitige Filterung essentiell.
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Abbildung 2.1: Schematische Darstellung des MiroSurge Szenarios mit Monitoring
Erweiterung
2.1.7 Nachrichtenpriorisierung
Verschiedene Nachrichten besitzen in der Regel auch verschiedene Dringlich-
keiten. Dies soll ebenfalls beim Transport berucksichtigt werden, so dass wichtige
Nachrichten eine hohere Prioritat erhalten und damit schneller und zuverlassiger
zugestellt werden.
2.1.8 Benutzerschnittstelle
Die im Rahmen dieser Arbeit zu entwickelnde Software stellt dem Benutzer
eine Moglichkeit zur Nachrichtenveroentlichung bereit. Daher soll der Anwen-
der auch nur eine dementsprechend einfache Schnittstelle vornden, die er ohne
aufwendige Einarbeitung verwenden kann.
Auf der anderen Seite soll die Ausgabe und Filterung der Nachrichten so
exibel wie moglich gehalten werden. Dies schliet ein, dass auch mehrere
Ausgabewege { bzw. Filter { gleichzeitig unterstutzt werden sollen.
2.1.9 Zeitstempel
Ziel eines zentralen Monitorings ist es, Kausalketten von Ereignissen auch
uber Rechnergrenzen hinweg nachvollziehen zu konnen. Dazu ist es notwendig,
dass die Reihenfolge, in der die Ereignisse aufgetreten sind, rekonstruierbar
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ist. Daher soll jede Nachricht einen Zeitstempel tragen, der beim Erzeugen der
Nachricht gesetzt wird. Um aufgrund von Zeitstempeln, die auf verschiedenen
Rechnern gesetzt wurden, Ruckschlusse uber die Ordnung ziehen zu konnen,
mussen die Zeitgeber der Rechner synchronisiert sein. Dies ist [28] und [39]
zufolge jedoch nicht exakt moglich. Damit kann bei nahe beieinander liegenden
Zeitpunkten keine zuverlassige Aussage mehr uber die Reihenfolge getroen
werden.
Da die Regelungsalgorithmen des vorliegenden Systems getaktet sind, sollte
die Synchronisierung jedoch mindestens so genau sein, dass Takte verschiedener
Rechner einander zugeordnet werden konnen. Die Qualitat der Zeitsynchroni-
sierung kann durch das Monitoring-System allerdings nicht beeinusst werden
und ist separat zu behandeln.
2.1.10 Erkennung von Nachrichtenverlust
Da nach 2.1.5 nicht bekannt sein kann, welche Ubertragungsmedien eingesetzt
werden, kann auch nicht garantiert werden, dass Datenpakete zuverlassig trans-
portiert werden. Folglich konnen Nachrichten verloren gehen. Das ist tolerierbar,
muss allerdings erkannt und dem Benutzer mitgeteilt werden.
2.2 Randbedingungen
2.2.1 Neutralitat bezuglich Benutzeranwendungen
Eine Monitoring-Anwendung darf niemals den laufenden Betrieb der Anwen-
dung storen, die uberwacht werden soll. Folglich durfen Prozesse der Monitoring-
Infrastruktur nur dann ausgefuhrt werden, wenn kein anderer Thread bzw. Pro-
zess lauahig ist. Die Prioritaten der Monitoringthreads mussen also niedriger
angesetzt werden als die niedrigste Prioritat der Arbeit verrichtenden Threads
bzw. Prozesse.
2.2.2 Determinismus
Auch die Ubergabe einer Nachricht aus einer Benutzeranwendung an die
Monitoring-Infrastruktur darf nicht zur Storung des Echtzeitverhaltens fuhren.
Um die Auswirkungen einer Nachrichtenveroentlichung im Voraus abschatzen
zu konnen, muss vor Ausfuhrung bereits bekannt sein, wie viel Zeit ein
solcher Aufruf maximal benotigen kann [54]. Das impliziert u.a., dass auch
keine externen, nicht determinierten Operationen, wie z.B. Speicherallozierung,
durchgefuhrt werden durfen. (Diese Einschrankung gilt nicht fur Funktionen der
Initialisierungsphase, da diese nicht echtzeitkritisch ist.)
Weiterhin konnen auch keine Mechanismen eingesetzt werden, die das Sche-
duling der Prozesse beeinussen. Dies ist von Bedeutung, da bei einer Uber-
gabe von Nachrichten an die Monitoring-Infrastruktur auf einen gemeinsa-
men Datenpuer zwischen Benutzer- und Kommunikationsstruktur zugegrif-
fen werden muss. Dieser Puer muss auch bei mehreren gleichzeitigen Lese-
und Schreiboperationen immer konsistent gehalten werden. (Synchronisierung)
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Die meisten Synchronisierungsmechanismen, wie Mutexes (siehe [52] Abschnitt
2.3.6), Semaphoren (siehe [52] Abschnitt 2.3.5), etc., basieren jedoch auf der
Sequentialisierung der Zugrie. Dies kann allerdings zur Folge haben, dass ein
hochpriorer Thread { hier die Anwendung { mit dem Zugri warten muss, bis
ein niederpriorer Thread { hier die darunter liegende Kommunikationsinfra-
struktur oder eine andere Anwendung { seine Datenmanipulation abgeschlossen
hat.Geeigneter ist es deshalb, die Datenstruktur schon so zu wahlen, dass ein
gleichzeitiger Zugri erfolgen und somit auf explizite Synchronisierung verzichtet
werden kann.
2.2.3 Begrenzte Ausfuhrdauer
Das Monitoring-System soll auch auf den Rechnern eingesetzt werden, die
im MiroSurge Szenario Regelungsaufgaben ubernehmen. Wie in 1.1 erwahnt,
besitzen die Regelschleifen Wiederholraten von bis zu 10 kHz. Daraus ergibt
sich eine maximale Ausfuhrungszeit eines Regelungsschritts von 100 µs. Zieht
man hiervon noch die Zeiten zur Ausfuhrung des Regelungsalgorithmus und der
durch die Kommunikation entstehenden Verzogerungen ab, bleiben nur noch
wenige Mikrosekunden fur eventuelle Monitoring-Ausgaben. Die Zeit, die die
Veroentlichung einer Nachricht das Hauptprogramm maximal verzogern darf,
ist also so gering wie moglich zu halten und sollte nicht uber den einstelligen
Mikrosekundenbereich hinausgehen. (Zum Vergleich: Eine Ausgabe durch die
printf Funktion der Standard C-Bibliothek benotigt auf dem selben System
ca. 200 µs.) Davon sind die Erstellung und das Befullen der Nachrichten mit
Nutzdaten ausgenommen, da diese Vorgange schon in der Initialisierungsphase
abgeschlossen werden konnen.
2.2.4 Geringe Netzwerkbelastung
Ebenso wie die CPUs der zu uberwachenden Rechner, muss sich die Mo-
nitoringsoftware auch die Netzwerkinfrastruktur mit anderen, moglicherweise
wichtigeren Anwendungen teilen. Aus diesem Grund muss die Belastung des
Netzwerks gering gehalten werden. Es ist also nicht sinnvoll, jede wenige Byte
groe Nachricht einzeln in einem Transportpaket zu verschicken und damit
zusatzlichen Overhead zu produzieren. Zweckmaiger ware eine Bundelung
mehrerer Nachrichten in Pakete, deren Fassungsvermogen dem eines Transport-
pakets entsprechen.
Dieses Vorgehen ist allerdings nur bei hoher Frequenz der ausgehenden Nach-
richten sinnvoll, da die Latenz zwischen Nachrichtengenerierung und Empfang
beliebig gro werden kann, wenn mit dem Versand gewartet wird, bis eine
Mindestanzahl an Nachrichten vorliegt. Zur Online-Uberwachung ist es jedoch
notwendig, dass diese Latenz gering gehalten wird. Auerdem wurden bei einem
Absturz des Rechners noch nicht versendete Nachrichten und damit Informatio-
nen, die Ruckschlusse uber die Grunde des Absturzes zulassen, verloren gehen.
Es muss also ein Kompromiss zwischen Ausnutzung der Netzwerkbandbreite
und Optimierung der Verzogerung gefunden werden.
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2.3 Zusammenfassung
In diesem Kapitel wurde der Kontext der Arbeit in verizierbare Eigen-
schaften aufgeschlusselt. Daraus ergaben sich einerseits Anforderungen, die sich
direkt aus der Zielsetzung ableiten lieen, und andererseits Randbedingungen,
die eingehalten werden mussen, um eine reibungslose Integration in das beste-
hende System zu ermoglichen. Wichtig bei der Zusammenstellung der Randbe-
dingungen war insbesondere, dass das Monitoring-System im Hintergrund von
echtzeitkritischen Anwendungen arbeiten soll.
Kapitel 3
Analyse existierender
Losungen
In diesem Kapitel werden zunachst existierende Mechanismen zur Ubertra-
gung von Log-Meldungen untersucht. Das geschieht in Hinblick auf die in 2
aufgefuhrten Kriterien. Weiterhin werden Eigenschaften dieser Mechanismen
gesucht, die sich fur eine eigene Implementierung adaptieren lassen.
Da der Transport von Nachrichten sowohl lokale Interprozesskommunikation
als auch Netzwerkkommunikation erfordert, werden im Anschluss entsprechende
Verfahren bzw. Protokolle analysiert.
3.1 Logging-Mechanismen
Logging-Mechanismen sind in praktisch jedem groeren (Software-) Projekt
notwendig. Daher existieren entsprechend viele Bibliotheken, die verschiedene
Logging-Probleme behandeln. In diesem Abschnitt sollen einige davon betrach-
tet werden. Aufgrund von Anforderung 2.1.1 werden nur C++-Bibliotheken
naher untersucht, die auf UNIX-Systemen lauahig sind.
3.1.1 syslog-Protokoll
syslog [5] [32] ist ein Standard zum Transport von Nachrichten uber ein
IP-Netzwerk und in praktisch alle unixoiden Betriebssysteme integriert. Der
Transport erfolgt uber eine Client/Server-Struktur. (Siehe [52] Abschnitt 1.7.5
Client-Server Model.)
Clients sind dabei Nachrichten versendende Prozesse. Server ubernehmen die
Verarbeitung der Nachrichten, die von Clients erzeugt wurden. D.h. hier werden
Nachrichten ausgegeben oder uber das Netzwerk an andere Rechner versandt.
Um Nachrichten von einer Netzwerkschnittstelle auch annehmen zu konnen,
besitzen Server auch Empfangsfunktionalitat.
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Durch die Trennung von Nachrichtengenerierung und -verarbeitung wird
die Dauer gering gehalten, die ein Anwenderprozess durch eine Nachrichten-
veroentlichung verzogert wird. Da Server sowohl Empfangs- als auch Sende-
bzw. Ausgabefunktionalitat besitzen, konnen Nachrichten uber mehrere Server
geleitet werden. Jedem Server muss demnach nur die jeweils nachste Station
seiner Nachrichten bekannt sein, nicht jedoch der tatsachliche Zielpunkt. Damit
ist es auch fur Clients nicht notwendig den Ausgabepunkt ihrer Nachrichten
zu kennen. Mit einer solchen Client/Server-Struktur sind folglich Anforderung
2.1.4 und Randbedingung 2.2.3 erfullbar.
Ebenso wird Anforderung 2.1.2 durch syslog erfullt: Eine syslog-Nachricht ist
unterteilt in Content und Header. Der Content-Bereich tragt die eigentlichen
Nutzdaten, die in strukturierter oder frei formulierbarer Textform gespeichert
werden. Im Header werden Daten gespeichert, die zur Einordnung der Nachricht
in einen Kontext notwendig sind. Konkret sind dies:
• eine Prioritat
• eine Versionsnummer des verwendeten Protokolls
• ein Zeitstempel, der den Empfangszeitpunkt angibt
• Name oder Adresse des Netzwerkknotens von dem die Nachricht stammt
• der Name der Anwendung, die die Nachricht generiert hat
• Name oder Identikationsnummer des Client-Prozesses
• ein Feld zur Identizierung des Nachrichtentyps ohne feste Semantik
Der Zeitstempel einer syslog-Nachricht wird allerdings bei deren Empfang
gesetzt, nicht bei der Erzeugung. Damit ist Anforderung 2.1.9 nicht erfullt.
Schwerwiegender ist jedoch, dass weder im syslog-Standard, noch in einer
seiner Varianten (z.B. [11] [17] [18]), Determiniertheit (Randbedingung 2.2.2)
gewahrleistet wird. Damit ist syslog fur vorliegenden Fall nicht einsetzbar.
Die Client/Server-Struktur und der Nachrichtenaufbau eignen sich jedoch als
Grundlage fur eine eigene Implementierung.
3.1.2 Logging-Frameworks am Beispiel Apache log4j
Anders als syslog treen Logging-Frameworks keine verbindlichen Aussagen
uber die Verarbeitung von Nachrichten. Sie implementieren lediglich Benutzer-
schnittstellen zur Nachrichtengenerierung und Programmierschnittstellen zur
Anpassung der Ausgabe, sowie teilweise bereits vorgefertigte Ausgabemodule.
log4j [34] ist ein Logging-Framework der Apache Software Foundation und
soll im folgenden reprasentativ betrachtet werden. Obwohl log4j primar fur
Java entwickelt wurde, existieren jedoch einige Portierungen nach C++ [7]
[8] [9], so dass die Bibliothek aufgrund ihrer groen Verbreitung trotz ihres
Java-Hintergrunds untersucht werden soll. Weitere Bibliotheken wie RLog [16],
Pantheios [12] oder Boost.Log [2] sind ahnlich aufgebaut wie log4j und sollen
daher nicht separat betrachtet werden.
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Wie in syslog werden in log4j Nachrichten Prioritaten zugeordnet. Diese
werden hier jedoch bereits bei der Nachrichtengenerierung ausgewertet, um so
zu verhindern, dass Ressourcen verbraucht werden, obwohl die Nachrichten im
Anschluss verworfen werden.
Die Verarbeitung der Nachrichten wird durch die Integration sogenannter
Appender konguriert. Appender werden hier synchron in den Ablauf einer
Benutzeranwendung eingebunden und ermoglichen einen hohen Grad an Flexibi-
litat bei der Ausgabe und dem Versand von Nachrichten. Vorgefertigte Appender
existieren beispielsweise zum Schreiben in Dateien oder Datenbanken, Versenden
uber Netzwerkverbindungen, zur Anbindung an das syslog-Protokoll und zur
Zwischenspeicherung und anschlieenden asynchronen Weitergabe an andere
Appender. Andere Rechner als Zwischenstationen beim Nachrichtentransport
sind nicht vorgesehen.
Keines der untersuchten Logging-Frameworks garantiert determiniertes Ver-
halten. Weiterhin musste der Transport von Nachrichten uber ein Netzwerk neu
implementiert werden. Daher kommen auch existierende Logging-Frameworks
hier nicht als Losung in Frage. Das Konzept, lediglich Schnittstellendenitionen
bereitzustellen, und dadurch die Funktionalitat den jeweiligen Anforderungen
anpassen zu konnen, konnte allerdings in einer eigenen Implementierung beruck-
sichtigt werden. Die Auswertung der Nachrichtenprioritaten auf Anwendungs-
seite ist nicht explizit gefordert, jedoch sinnvoll, um Ressourcen nicht unnotig
zu verbrauchen.
3.1.3 Google glog
Google glog [4] schreibt Logging-Nachrichten wahlweise in Dateien oder auf
den Fehlerausgabekanal stderr. Eine Weitergabe von Nachrichten uber das
Netzwerk ist nicht vorgesehen. Die Benutzerschnittstelle ist C++-Streams nach-
empfunden. Neben der Priorisierung der Nachrichten ist es auerdem moglich,
die Ausgabe nur unter bestimmten Bedingungen auszufuhren oder die maximale
Anzahl der Ausgaben zu begrenzen.
Mit der Raw Logging Variante von glog konnen Nachrichten direkt auf stderr
geschrieben werden, ohne dass Speicher alloziert oder Threads synchronisiert
werden mussen. Damit ware Determiniertheit garantiert. stderr kann jedoch
auch von anderen Anwendungsteilen verwendet werden, so dass eine Umleitung
des Fehlerausgabekanals { beispielsweise auf eine Netzwerkschnittstelle { nicht
durchgefuhrt werden kann, ohne die Funktion von Benutzeranwendungen zu
beeintrachtigen. Eine Verbreitung der Nachrichten uber das Netzwerk ist folglich
nicht moglich und glog somit hier nicht verwendbar.
3.1.4 AUTOSAR Diagnostic Services
AUTOSAR [1] ist ein oener Software-Standard der Automobilindustrie mit
dem Ziel einheitliche Schnittstellen trotz der Vielfalt und Komplexitat eingesetz-
ter Baugruppen zu denieren. Unter anderem werden Schnittstellen zur Fehler-
speicherung (Diagnostic Event Manager (DEM)) und Diagnosekommunikation
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(Diagnostic Communication Manager (DCM)) speziziert. Die Anforderungen
an Zuverlassigkeit und Anwendungsneutralitat sind bei sicherheitskrischen ein-
gebetteten Systemen in Kraftfahrzeugen und medizinischen Geraten vergleich-
bar hoch.
Die Spezikation sieht eine vollstandige Abstraktion der Hardware und der
Kommunikationswege vor, so dass Benutzern der Diagnosefunktionen nicht
bekannt sein muss, wo die entsprechenden Module ausgefuhrt werden. Damit
genugt der AUTOSAR-Standard den Anforderungen 2.1.3, 2.1.4 und 2.1.5. Sind
Nachrichtenspeicher voll, werden alte Diagnosenachrichten entsprechend ihren
Prioritaten verworfen, so dass auch Anforderung 2.1.7 erfullt wird. Die Lange
des Nachrichteninhalts kann variieren und zusatzlich mit erganzenden Daten
versehen werden.
Die erwahnte Abstraktionen werden jedoch nicht in den AUTOSAR Diagnos-
tic Services implementiert, sondern bauen auf anderen AUTOSAR-Modulen auf.
Ein Einsatz ist daher nur moglich, wenn der AUTOSAR-Standard systemweit
eingehalten wird. In vorliegendem Fall ist dies nicht gegeben, so dass keine
der existierenden AUTOSAR DEM und DCM-Implementierungen verwendet
werden kann.
3.1.5 Ergebnis
Keine der untersuchten Logging-Bibliotheken kommt fur einen Einsatz in vor-
liegendem Aufbau in Frage, da syslog und alle untersuchten Logging-Frameworks
Randbedingung 2.2.2 missachten, google glog keinen Netzwerktransport bietet
und AUTOSAR Diagnostic Services nur auf AUTOSAR-Plattformen funktio-
niert. D.h. es muss eine eigene Implementierung entwickelt werden, die alle
Anforderungen und Randbedingungen erfullt. Hierbei kann jedoch auf einige
Losungsansatze der vorgestellten Bibliotheken zuruckgegrien werden:
• Client/Server-Struktur
• Unterteilung in Nachrichten-Header und Content
• Flexibilitat durch Appender/Erweiterungen
• Abstraktion der Kommunikationswege
Eine Client/Server-Struktur bedeutet die Aufteilung des Monitoring-Systems
eines Rechners auf mehrere Prozesse. Damit ist { zusatzlich zur Kommunikation
uber Rechnergrenzen hinweg { lokale Interprozesskommunikation notwendig.
3.2 Losungen zur lokalen Kommunikation
Im Folgenden sollen einige Mechanismen zur Interprozesskommunikation
(IPC ) untersucht werden. Da QNX das primare Zielsystem ist, werden nur dort
verfugbare Mechanismen betrachtet [14].
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Die in Frage kommenden Implementierungen wurden bezuglich Datendurch-
satz und Toleranz mehrerer gleichzeitiger Schreiber getestet. Es wurde jeweils
die Zeit gemessen, die eine Implementierung zum Versenden bzw. Empfangen
einer Nachricht mit funf bzw. 800 Zeichen Inhalt benotigt. Soweit erforderlich
wurden diese Versuche nicht nur mit einem, sondern auch mit acht konkurrieren-
den Schreibprozessen durchgefuhrt, wahrend jedoch immer nur ein Leseprozess
zum Einsatz kam. Unter QNX wurden alle schreibenden Prozesse auf der
selben Prioritatsstufe gestartet, wahrend der Leseprozess eine geringere Prioritat
erhielt und somit im Hintergrund der Benutzeranwendungen lief.
Die Zeitmessung wurde, wie in 3.1 gezeigt, auf einem ansonsten lastlosen
System durchgefuhrt. Um zuverlassige Aussagen treen zu konnen, wurden diese
Tests je 8000 mal wiederholt.
1 ticks_before = clock.tickCounter ();
2 send(message );
3 ticks_after = clock.tickCounter ();
4 time = timeAt(ticks_after) - timeAt(ticks_before );
Quelltext 3.1: Zeitmessung (Pseudo-Code)
Die im Folgenden aufgefuhrten Diagramme stellen dar, welcher Anteil der
8000 Nachrichten innerhalb eines bestimmten Zeitraums versendet bzw. emp-
fangen wurde. Da die Echtzeitanforderungen nur beim Versenden verpichtend
sind, wird der Nachrichtenempfang nur dann evaluiert, wenn der Versand bereits
zufriedenstellend getestet wurde.
3.2.1 FIFO
Im POSIX-Standard werden Pseudodateien deniert, die zur gepuerten
Ubergabe von Daten an andere Prozesse verwendet werden konnen. Bei Leseope-
rationen werden die jeweils altesten Daten zuerst zur Verfugung gestellt (FIFO
= First In { First Out). Die Prioritaten der Nachrichten werden hierbei nicht
berucksichtigt, wobei dies durch die Verwendung von einem FIFO-Puer pro
Prioritatsstufe kompensierbar ware. Allerdings ist die Denition nicht Teil der
Echtzeiterweiterung von POSIX, so dass die in 2.2.2 geforderte Determiniertheit
nicht garantiert werden kann. Dies bestatigen die durchgefuhrten Messungen.
(siehe Abbildung 3.1) Damit ist die Technik fur diese Anwendung nicht brauch-
bar.
3.2.2 POSIX Message Queues
In der Echtzeiterweiterung des POSIX-Standards werden Datenpuer ahnlich
den zuvor beschriebenen FIFOs deniert. Hier konnen Nachrichtenprioritaten
berucksichtigt werden, so dass eine Leseoperation jeweils die Nachricht mit
der hochsten Prioritat liefert; bendet sich mehr als eine Nachricht dieser
Prioritatsstufe im Puer, so wird die alteste von diesen bereitgestellt.
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Abbildung 3.1: Nachrichtenversand uber FIFO
Unter QNX konnen diese Message Queues auf zwei verschiedene Weisen
eingebunden werden: Entweder mit Hilfe eines Prozesses auf Benutzerebene oder
durch direkten Zugri auf einen Puer innerhalb des Kernels. Wird die erste
Variante gewahlt, erfolgen bei jedem Zugri auf die Queue zwei Kontextwechsel:
zum verwaltenden Prozess und zuruck zur Anwendung. Dieser Overhead soll
durch die alternative Variante vermieden werden. Es ist jedoch auch hier ein
zusatzlicher Prozess notwendig, der die Queues im Kernel anlegt und bei Bedarf
aufraumt. Kontextwechsel sind hier jedoch nur beim Erzeugen und Loschen eines
Zugrispunktes notwendig.
Eine Gegenuberstellung beider Implementierungen ist in den Abbildungen 3.2
und 3.3 zu nden. Der Geschwindigkeitsvorteil der direkten Zugrismethode ist
vor allem bei mehreren konkurrierenden Schreibprozessen oensichtlich. Dies ist
darauf zuruckzufuhren, dass bei einem Kontextwechsel vom Verwaltungsprozess
zuruck zum Schreiber nicht immer der Prozess wieder aufgenommen wird, der
fur den Aufruf des Dienstes verantwortlich war, sondern auch ein anderer
Prozess der selben Prioritat gestartet werden kann. Scheduling von Prozessen
derselben Prioritatsstufe erfolgt unter QNX entweder nach FIFO oder dem
Round-Robin Prinzip. In beiden Fallen ist es unwahrscheinlich, dass ein Prozess,
der die Kontrolle der CPU an einen anderen Prozess abgegeben hat, als nachstes
ausgefuhrt wird. Dies ware nur der Fall, wenn kein anderer Prozess gleicher
oder hoherer Prioritat zu diesem Zeitpunkt lauahig ist. Der Erwartungswert
von 1,53 µs sowie eine maximale Ausfuhrdauer von 12 µs bei direktem Kernel-
Zugri genugen jedoch den geforderten Bedingungen weitgehend.
3.2. L OSUNGEN ZUR LOKALEN KOMMUNIKATION 19
3.2.3 Shared Memory
Shared Memory bietet den IPC-Mechanismus mit der hochsten Bandbreite.
Hier wird ein Speicherbereich in den Adressraum aller Prozesse eingeblendet,
die sich bei einem Shared Memory Objekt registrieren. Ab dem Registrie-
rungszeitpunkt erfolgt der Zugri wie auf lokal allozierten Speicher. Allerdings
bietet Shared Memory noch keinerlei Datenverwaltung. Diese muss zusatzlich
implementiert werden. Die bereits erwahnten Anforderungen Determiniertheit,
schneller Eintragvorgang, Toleranz bezuglich Nebenlaugkeit und Prioritaten
berucksichtigendes FIFO-Verhalten sind durch die Datenstruktur zu gewahrleis-
ten. Messungen der Dauer von Lese- und Schreibzugrien ergaben Werte von
deutlich unter 1 µs. (Siehe Abbildung 3.4.)
3.2.4 Message Passing Interface (MPI)
MPI ist der native Nachrichtenubertragungsstandard unter QNX und Basis
der meisten anderen IPC-Verfahren. Typenlose Daten beliebiger Groe werden
hierbei direkt { ohne Zwischenspeicherung { in den Adressraum eines anderen
Prozesses kopiert. Die Ubertragungsrate ist dementsprechend nur durch die
darunter liegende Hardware begrenzt. Der Transfer zwischen den Prozessen
erfolgt synchron nach dem Send→Receive→Reply-Prinzip. Dies impliziert, dass
ein Sender blockiert, bis der Empfangsprozess eine Antwort geschickt hat. Da
der Verbindungsaufbau uber statische Kanale erfolgt, ist fur jeden Sender eine
separate Ankopplung an den Empfanger notwendig. Um nun schnellstmoglich
Empfangsbestatigungen zu versenden, konnten auf Empfangerseite dedizierte
Threads diese Verbindungen verwalten. Dies wurde auf Grund der Kombina-
tion der erforderlichen Priorisierung der Nachrichten und der Prioritaten der
Sendeprozesse, sowie der abzugebenden Garantie einer Antwort innerhalb einer
festgelegten Zeitspanne komplex, und damit fehlertrachtig. Deshalb soll diese
IPC-Form hier nur Referenzzeiten liefern.
Auf dem Testsystem benotigte die Sendefunktion bis zu ihrer Ruckkehr { also
der Antwort des Empfangers { reproduzierbar zwischen 1,60 und 1,65 µs. Der
Geschwindigkeitsvorteil beim Transfer einer Nachricht mit funf Zeichen Inhalt
gegenuber einer Nachricht mit 800 Zeichen liegt im Bereich von 0,05 µs, ist also
vernachlassigbar gering.
3.2.5 Vergleich
Wie eingangs erwahnt ist die Zeit, die ein Benutzerprozess zum Versand
einer Nachricht benotigt, das wichtigste Kriterium bei der Auswahl eines ge-
eigneten IPC-Verfahrens. Da diese Zeiten auf Grund diverser Einusse { z.B.
dem Zustand des Prozessor-Caches, Pipelining, Seitenfehlern, unterschiedlichen
Nachrichtengroen, der Auslastung des Systems, Unterbrechungen, usw. { stark
schwanken konnen, sind prinzipiell zwei Werte von Interesse: Ein Erwartungs-
wert, der die im Normalfall zu erwartende Zeit angibt. Er kann durch Mittelwert-
bildung genugend vieler Messungen errechnet werden. Hier wurden alle Werte
der im Vorangegangenen gezeigten Untersuchungen verwendet. Die Ergebnisse
sind den jeweiligen Diagrammen oder Tabelle 3.1 zu entnehmen.
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Weniger einfach zu ermitteln ist die maximale Ausfuhrungszeit, Worst Case
Execution Time (WCET) genannt. Hier muss der ungunstigste Fall ermittelt
werden, also unter Berucksichtigung der erwahnten Einusse. Dies ist analytisch
bereits bei geringer Komplexitat nur noch schwer machbar. Mussen Faktoren wie
Abhangigkeiten von anderen Prozessen auf Mehrkernprozessoren berucksichtigt
werden, ist das auch mit sehr hohem Aufwand praktisch nicht mehr moglich.
Ein ungefahrer Vergleichswert kann jedoch ebenfalls durch genugend hauge
Messungen unter verschiedenen Bedingungen ermittelt werden. Es ist bei dieser
Methode allerdings nicht garantiert, dass die ermittelte WCET der tatsachlichen
entspricht. Fur die Ergebnisse der durchgefuhrten Messungen siehe Tabelle 3.1.
Zu genaueren Informationen zur WCET-Ermittlung sei auf [54] verwiesen.
IPC-Mechanismus Parameter Mittelwert WCET
MPI { { 1,60 µs { {
FIFO { { 61,41 µs { {
Message Queues User-Level 15,66 µs 70 µs
Message Queues Kernel-Access 1,53 µs 11,3 µs
Shared Memory Keine Datenstruktur 0,23 µs 0,54µs
Tabelle 3.1: Erwartungswerte der Ausfuhrdauer und WCETs (wenn determiniert)
der Sendefunktionen verschiedener IPC-Mechanismen
3.3 Losungen zur Netzwerkkommunikation
Zur rechnerubergreifenden Interprozesskommunikation werden ublicherweise
Transportprotokolle als Abstraktion der Netzwerk-Hardware verwendet. Einige
in Frage kommenden Protokolle sollen im folgenden Abschnitt kurz beschrieben
und analysiert werden. Kriterien sind dabei Zuverlassigkeit, Overhead, Ausnut-
zung der Bandbreite und Verfugbarkeit auf verschiedenen Systemen. Overhead,
der durch Protokolle ober- oder unterhalb der Transportschicht generiert wird,
wird hier nicht betrachtet, da dieser fur die meisten Transportprotokolle iden-
tisch ist, und somit fur einen Vergleich vernachlassigt werden kann.
3.3.1 Transmission Control Protocol (TCP)
TCP [44] ist ein Protokoll, das eine zuverlassige Ubertragung von Daten
beliebiger Groe zwischen zwei Punkten (speziziert durch Adressen und Ports)
ermoglicht. In ihm werden viele Probleme komplexer Netzwerkstrukturen adres-
siert und umgangen (z.B. Paketverlust, Flusssteuerung und Uberlaststeuerung).
Damit ist TCP geeignet zuverlassige Verbindungen in groen, unzuverlassigen
Netzwerken aufzubauen. Es bildet die Grundlage der meisten Internetdienste
und wird dementsprechend von allen gangigen Systemen unterstutzt. (Siehe [53]
Abschnitt 6.5.) Besonders zur Ubertragung von Datenpaketen, die nicht in einem
IP-Paket ubertragen werden konnen, ist TCP geeignet, da diese automatisch auf
mehrere Pakete aufgeteilt und beim Empfanger wieder zusammengesetzt werden.
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Abbildung 3.2: Nachrichtenversand uber POSIX Message Queues
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Abbildung 3.3: Nachrichtenempfang uber POSIX Message Queues
3.3. L OSUNGEN ZUR NETZWERKKOMMUNIKATION 23
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 8000
 1
A
n
z
a
h
l
Ausführdauer in µs
1 Sender (800 Zeichen Inhalt)
1 Sender (5 Zeichen Inhalt)
8 Sender (800 Zeichen Inhalt)
8 Sender (5 Zeichen Inhalt)
Mittelwert 0.24 µs
(a) Schreiben
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 8000
 1
A
n
z
a
h
l
Ausführdauer in µs
1 Sender (800 Zeichen Inhalt)
1 Sender (5 Zeichen Inhalt)
8 Sender (800 Zeichen Inhalt)
8 Sender (5 Zeichen Inhalt)
Mittelwert 0.19 µs
(b) Lesen
Abbildung 3.4: Shared Memory
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Auch der Verlust einzelner Teile wird durch erneute Ubertragung kompensiert.
Dies wird durch Empfangsbestatigungen der Teile ermoglicht.
Zusatzfunktionen benotigen allerdings zusatzliche Ressourcen: Empfangsbe-
statigungen benotigen Netzwerkbandbreite, Informationen uber die richtige
Zusammensetzung fragmentierter Pakete mussen im Paket-Header gespeichert
werden, besondere Nachrichten wie zum Verbindungsauf- oder -abbau mussen
durch entsprechende Felder im Header kenntlich gemacht werden, etc. Damit
ergibt sich ein Overhead von mindestens 20{60 Bytes (je nach gewahlten
Zusatzoptionen) pro Teilpaket.
In vorliegendem Fall sollen jedoch nur Datenpakete versendet werden, deren
Groe unter der eines IP-Pakets liegt. Auerdem ist das Institutsnetzwerk
im Gegensatz zum Internet vergleichsweise klein, so dass komplizierte Fluss-
und Uberlaststeuerungen nicht notwendig sind. Weiterhin wurde speziziert,
dass der Verlust einzelner Nachrichtenpakete zulassig ist, solange dies erkannt
wird. Damit sind die Zusatzfunktionen, die TCP bietet, nicht erforderlich,
die Nachteile, wie zusatzliche Informationen im Header und erhohte Netzlast,
bleiben jedoch erhalten.
3.3.2 User Datagram Protocol (UDP)
UDP [42], das zweite wichtige Standardtransportprotokoll des Internets, ist
wesentlich einfacher aufgebaut als TCP. Es bietet weder Garantien bezuglich
der Zustellung von Datenpaketen, noch Fluss- oder Uberlaststeuerung. Uber-
tragungen erfolgen verbindungslos, d.h. ohne vorherigen Aufbau eines Kanals.
Daten werden auf der Transportebene nicht automatisch fragmentiert, so dass
nur Pakete begrenzter Groe versandt werden konnen.
Daraus ergibt sich ein Minimum an Overhead: Im 8 Byte groen Header
werden nur Zielport und eine Prufsumme gespeichert. Durch die Prufsumme
konnen bei der Ubertragung aufgetretene Fehler erkannt werden, so dass ein
UDP-Paket entweder korrekt oder gar nicht beim Empfanger ankommt. Auer
den Datenpaketen werden keine zusatzlichen Nachrichten verschickt. Dadurch
ergibt sich eine gute Ausnutzung der verfugbaren Bandbreite bei geringen
Verzogerungen.
3.3.3 Stream Control Transmission Protocol (SCTP)
SCTP [50] soll die Vorteile von TCP und UDP vereinen. Es arbeitet dabei
verbindungsorientiert und zuverlassig wie TCP, sendet aber Datenpakete wie
UDP. Diese Datenpakete setzen sich aus chunks zusammen, so dass mehre-
re (Steuerungs-)Nachrichten in einem Paket zusammengefasst werden konnen.
Auch kann die strenge Einhaltung der Reihenfolge verschiedener Pakete deak-
tiviert werden, wodurch Pakete nicht unnotig verzogert werden. Das Problem
des head-of-line blocking [33] von TCP wird in SCTP durch die Verwendung
mehrerer paralleler Datenstrome umgangen, so dass die Latenz weiter reduziert
werden kann. QNX bietet SCTP-Unterstutzung ab Version 6.3.0; Linux ab
Kernel Version 2.6 [6].
3.3. L OSUNGEN ZUR NETZWERKKOMMUNIKATION 25
Die funktionalen Eigenschaften von TCP bleiben weitgehend erhalten, so
dass auch der entsprechende Overhead anfallt, wenn auch etwas geringer als
bei TCP. Die Header-Groe setzt sich aus einem Paket-Header (12 Bytes) und
den Headern der einzelnen chunks (je 4 Bytes) zusammen. Da alle chunks eines
Pakets dem selben Prozess (bzw. dessen Port) zugestellt werden, ist in einem
Paket auch ublicherweise nur ein chunk mit Nutzdaten enthalten. Wird nur
dieser Teil betrachtet, besitzt ein SCTP-Paket einen Header von mindestens
16 Bytes. Wie bei TCP wird auch bei SCTP zusatzlicher Netzwerkverkehr durch
Uberlast- und Flusskontrolle, Empfangsbestatigungen etc. generiert. Damit ist
SCTP zwar etwas besser fur vorliegende Anwendung geeignet als TCP, jedoch
auf Grund des Overheads immer noch weniger gut als UDP.
3.3.4 Datagram Congestion Control Protocol (DCCP)
DCCP [38] erweitert UDP um Staukontrollmechanismen. Dabei arbeitet DC-
CP verbindungsorientiert mit Steuerungsnachrichten, die gleichzeitig Nutzdaten
ubertragen konnen. Garantien bezuglich der Nachrichtenzustellung werden nicht
gegeben. Linux unterstutzt DCCP ab Kernel Version 2.6.14 [3]; Fur QNX
existiert noch keine Implementierung.
Auch bei DCCP entsteht ein groerer Overhead als bei UDP (12 oder 16 Bytes
groer Header und zusatzliche Steuerungsnachrichten). Da Staukontrolle jedoch
eingesetzt wird um einer Uberlastung des Netzwerks vorzubeugen, ware dieser
Overhead akzeptabel. Die fehlende Unterstutzung unter QNX schliet den
Einsatz allerdings momentan aus.
3.3.5 QNX Native Networking (Qnet)
Qnet [13] ist eine netzwerktransparente IPC-Form unter QNX. Es ist einstell-
bar, ob die korrekte Ubertragung der Daten garantiert werden soll oder nicht;
eine Staukontrolle ndet nicht statt. Zwei Qnet-Varianten mussen unterschieden
werden: Die erste Variante setzt { wie die zuvor aufgefuhrten Transportproto-
kolle { auf dem IP-Protokoll auf; die zweite Variante direkt auf dem Ethernet-
Protokoll. Die zweite Variante ist schneller als die erste, unterstutzt jedoch kein
Routing uber lokale Netzwerkgrenzen hinaus. Da dies in vorliegendem Fall nicht
notwendig ist, soll hier nur die direkt auf Ethernet aufsetzende Variante weiter
betrachtet werden.
Der Header besteht aus mindestens 56 Bytes und zusatzlichen Namensein-
tragen variabler Lange [23]. Dies kann jedoch nicht direkt mit den Header-
Groen der anderen Protokolle verglichen werden, da hier der Header des IP-
Protokolls (zwischen 20 und 60 Bytes) eingespart wird. Da auch keine Staukon-
trolle implementiert ist, ergeben sich keine deutlichen Vorteile gegenuber UDP,
die eine systemspezische Implementierung rechtfertigen wurden.
3.3.6 Vergleich
Die vorgestellten Protokolle lassen sich grob anhand zweier Merkmale eintei-
len: Zuverlassigkeit und Fluss- bzw. Staukontrolle. (Siehe Tabelle 3.2.) Beide
Eigenschaften bringen Overhead in Form von Daten im Protokoll-Header und
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Belastung des Netzwerks mit Steuerungsnachrichten mit sich. Bei der Auswahl
eines geeigneten Protokolls muss deshalb abgewogen werden, ob die zusatzlichen
Funktionen tatsachlich mehr Vor- als Nachteile bringen.
Staukontrolle
Zuverlassigkeit ja nein
ja TCP DCCP
nein SCTP, Qnet UDP
Tabelle 3.2: Vergleich verschiedener Transportprotokolle
3.4 Zusammenfassung
Es wurden einige gangige Logging-Mechanismen auf Ubereinstimmungen mit
den gegebenen Randbedingungen und Anforderungen untersucht. Da keine die-
ser Mechanismen alle geforderten Eigenschaften erfullt, wurden die Prinzipien
herausgegrien, die auch in einer eigenen Implementierung hilfreich sein konnen.
Eines dieser Prinzipien ist die Trennung von Nachrichtengenerierung und -
transport. Da damit lokale Interprozesskommunikation zwischen Clients und
Servern notwendig ist, wurden die unter QNX verfugbaren Alternativen unter-
sucht, ob sie die Einschrankungen einer Echtzeitumgebung einhalten und wie
lange sie zur Verarbeitung einer Nachricht benotigen. Es zeigte sich, dass Shared
Memory deutlich schneller als die anderen untersuchten Mechanismen ist, jedoch
noch eine Struktur zur Verwaltung implementiert werden muss.
Zum Transport der Nachrichten uber ein Netzwerk soll ein Standardproto-
koll eingesetzt werden. Daher wurden TCP, UDP, SCTP, DCCP und Qnet
betrachtet. Die Analyse ergab eine Unterteilung der Protokolle nach den Kri-
terien Zuverlassigkeit und Staukontrolle. Beide Funktionen erzeugen allerdings
Overhead. Bei der Auswahl eines Protokolls soll daher darauf geachtet werden,
nur geforderte Funktionen einzusetzen und ein ansonsten moglichst einfaches
Protokoll zu bevorzugen.
Kapitel 4
Konzept
Die vorliegende Problematik lasst sich in drei Kernfragestellungen aufgliedern:
• Welche Daten sind fur eine Monitoring-Umgebung von Interesse?
• Wie greift ein Benutzer auf die Daten zu?
• Wie werden die Daten zu den Ausgabestationen transportiert?
Durch die Aufteilung der Problemstellung ist ein modularer Ansatz durchsetz-
bar. Eine Spezialisierung dieses Prinzips auf die Entwicklung von Kommunikati-
onsprotokollen ist das OSI-Schichtenmodell [19]. Einer der Vorteile des Modells
ist, dass Instanzen einzelner Schichten einfach an neue Anforderungen angepasst
bzw. ersetzt werden konnen, ohne dass Anderungen der anderen Schichten
notwendig waren. Aus diesem Grund ist es moglich in vorliegender Arbeit
nur die obersten drei Schichten zu implementieren, wahrend fur darunter lie-
gende Schichten Standardimplementierungen verwendet werden konnen. (Siehe
Tabelle 4.1.) Damit bleibt die Monitoring-Infrastruktur unabhangig von der
verwendeten Hard- und Software.
# Schicht Entsprechung in Monitoring-Infrastruktur
7 Anwendungsschicht Benutzerschnittstelle
6 Darstellungsschicht Datenformat
5 Kommunikationsschicht Ubertragungsinfrastruktur
4 Transportschicht
3 Netzwerkschicht
2 Sicherungsschicht
1 Bitubertragungsschicht
Tabelle 4.1: OSI-Schichtenmodell mit Entsprechungen in Monitoring-Infrastruktur
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4.1 Benutzerschnittstelle
The easiest programs to use are those that demand the
least new learning from the user { or, to put it another
way, the easiest programs to use are those that most ef-
fectively connect to the user's pre-existing knowledge.
Rule of Least Surprise von Eric Raymond [45]
Benutzer mussen nur zwei Stellen der Monitoring-Infrastruktur kennen: Zum
einen die Schnittstelle zur Generierung von Monitoring-Nachrichten und ihrer
Veroentlichung (Nachrichteneingang) und zum anderen die Schnittstelle zur
Darstellung dieser am Ausgabepunkt (Nachrichtenausgang).
Um den Nachrichteneingang intuitiv nutzbar zu gestalten, ist es sinnvoll, eine
Abstraktion der Monitoring-Infrastruktur in Anwenderprogramme einzublenden
und Nachrichten in Form von Objekten darzustellen [46]. Damit kann die
Semantik eines Ausdrucks wie \Nachrichten an die Monitoring-Infrastruktur
ubergeben" im Quelltext beibehalten werden. Die notwendigen Komponenten
werden in Form einer C++-Bibliothek (derMonitoring-Bibliothek) bereitgestellt
und konnen so in beliebige Anwendungen integriert werden.
Die Funktionalitat des Nachrichtenausgangs soll frei denierbar sein. Dabei
soll ein Benutzer nur angeben mussen, wie Nachrichten ausgegeben werden,
nicht jedoch wann. Der Nachrichtenausgang ist daher als eigenstandiger Pro-
zess zu implementieren, der vom Benutzer durch Funktionen zur Ausgabe der
Nachrichten erweitert werden kann. Durch das Prinzip der Steuerungsumkehr {
inversion of control oder dependency inversion prinicple [40] { ist es moglich,
diese vom Benutzer erzeugten Funktionen so in den Kontrolluss der Monitoring-
Infrastruktur zu integrieren, dass diese fur jede eingehende Nachricht ausgefuhrt
werden. Der Benutzer muss somit nur fur die Funktionalitat sorgen, nicht fur
die Ausfuhrung. Nach demselben Prinzip sollen auch frei denierbare Filter vor
die Ausgabe geschaltet werden konnen.
4.2 Datenformat
Entsprechend 2.1.2 sollen Nachrichten einerseits frei formulierbare Inhalte und
andererseits denierte Informationen zum Kontext ihrer Generierung enthalten.
In Anlehnung an das syslog-Protokoll [32] werden Nachrichten daher in Content-
und Header -Bereiche unterteilt.
Obwohl im Voraus nicht bekannt sein kann, wie lang der Text sein wird,
den ein Benutzer versenden mochte, soll dynamische Speicherallozierung nicht
verwendet werden. Dies wurde Randbedingung 2.2.2 verletzen, da Speicherallo-
zierung ublicherweise ein nicht-determinierter Vorgang ist. Der Speicher fur den
Content-Bereich soll deshalb bei der Nachrichtenerzeugung fest zugewiesen und
nicht mehr in der Groe verandert werden.
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In Abschnitt 2.1.2 wird gefordert, dass auch Informationen uber den (physi-
kalischen und logischen) Ort und den Zeitpunkt der Nachrichtengenerierung zu
ubertragen sind. Metadaten dieser Art werden in einem vom Content getrennten
Teil { dem Header { gespeichert. Auch fur die Ubertragung erforderliche Daten
sind im Header untergebracht: Beispielsweise wird jeder Nachricht eine Dring-
lichkeit zugewiesen, um so wichtige Nachrichten bei der Ubertragung bevorzugen
zu konnen. Da das Format der Header-Daten deniert ist, konnen auch die
entsprechenden Speicherbereiche in ihrer Groe festgelegt werden.
Eine Nachricht besteht demnach aus einem Header- und einem Content-
Bereich, die beide denierte Speicherbereiche belegen.
4.3 Ubertragungsinfrastruktur
4.3.1 Aufbau
Bei der Verbreitung der Monitoring-Nachrichten soll die Modularitat des
Gesamtsystems erhalten bleiben. So sollen Anwendungsgruppen auch bei Ande-
rungen des Gesamtsystems nicht neu konguriert werden mussen. Daher ist
vorgesehen, dass jedes Modul lediglich seine direkten Nachbarn im Netzwerk
kennen muss. Die Nachrichten sollen von jedem Netzwerkknoten aus an alle
Nachbarn verteilt werden. Dadurch konnen alle Informationen des Gesamtsys-
tems an beliebiger Stelle ausgelesen werden.
Da innerhalb einer Benutzeranwendung nicht festgelegt sein muss, ob Nach-
richten lokal oder auf einem anderen Rechner ausgegeben werden (siehe 2.1.4),
muss die Schnittstelle zwischen Anwendung und Ausgabeprozess in beiden
Fallen identisch sein. Bietet ein Ausgabeprozess nicht nur die Moglichkeit der
lokalen Ausgabe von Nachrichten, sondern wird dieser um eine Funktion zur
Weiterleitung von Nachrichten zu Ausgabeprozessen anderer Netzwerkknoten er-
weitert, kann das Problem unbekannter Ausgabepunkte aus der Anwendung her-
ausgenommen und in den Ausgabeprozessen behandelt werden . Dies erfordert
von Ausgabeprozessen demzufolge die Moglichkeit Nachrichten zu versenden
sowie Empfangsfunktionalitat, um Nachrichten anderer Rechner verarbeiten zu
konnen. Ein Prozess, der Nachrichten ausgeben und uber eine Netzwerkschnitt-
stelle versenden und empfangen kann, wird als Server bezeichnet. Clients sind
alle Prozesse, die Nachrichten an einen Server ubergeben.
Ein Server kann also sowohl Nachrichten von Clients des selben Netzwerk-
knotens, als auch Nachrichten von anderen Servern empfangen. Diese emp-
fangenen Nachrichten konnen anschlieend ausgegeben und/oder zu Servern
anderer Netzwerkknoten weitergeleitet werden. Werden Nachrichten nun von
den Servern nicht mehr direkt zum Ausgabepunkt gesendet, sondern uber andere
Server geleitet, genugt es, wenn jeder Server den nachsten Knoten Richtung
Ausgabepunkt kennt. Damit sind Anderungen in der Netztopologie einfach, da
jede Anderung nur an einem Netzwerkknoten durchgefuhrt werden muss.
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Ein Beispielaufbau eines so kongurierten Netzes ist in Abbildung 4.1 zu sehen.
Hervorzuheben ist, dass jeder Nachrichtentransport uber Rechnergrenzen hinaus
ausschlielich uber Server-Prozesse erfolgt.
4.3.2 Lokale Kommunikation
Wie erwahnt, ist zur Kommunikation zwischen Clients und Server lokale Inter-
prozesskommunikation notwendig. In 3.2 wurden bereits in Frage kommende Me-
chanismen untersucht. Die Ergebnisse aus Tabelle 3.1 bringen zwei Mechanismen
in die engere Auswahl: POSIX Message Queues mit direktem Kernel-Zugri und
Shared Memory. Beide bieten asynchrone Schreib- und Leseoperationen, gute
Datendurchsatzraten und determiniertes Verhalten. Der hohe Datendurchsatz
des Shared Memory ist aufgrund der fehlenden Datenstruktur nicht direkt mit
dem der Message Queues vergleichbar. Da der Unterschied jedoch sehr deutlich
ausfallt, verspricht eine Erweiterung des Shared Memory um eine Datenstruktur
immer noch gute Ergebnisse.
Eine eigene Implementierung hat zudem den Vorteil, dass sie genau an die
Anforderungen angepasst werden kann. So kann beispielsweise bei Message
Queues nicht garantiert werden, dass immer Speicher fur hochpriore Nachrichten
reserviert bleibt, da dies nicht Teil des Standards ist. Bei der Implementierung
des IPC uber Shared Memory kann dies berucksichtigt werden.
4.3.3 Netzwerkkommunikation
Zur Kommunikation von Server zu Server sollen Standardtransportproto-
kolle eingesetzt werden. In Abschnitt 3.3 wurden bereits einige Moglichkeit
untersucht, diese stellen jedoch nur eine Auswahl fur den konkreten Anwen-
dungsfall Ethernet dar. Da die Monitoring-Infrastruktur jedoch auch fur andere
Netzwerkarchitekturen oen gehalten werden soll (siehe 2.1.5) und auch bei
einheitlicher Technik verschiedene Eigenschaften benotigt werden konnen, wird
die Wahl des Protokolls den Benutzern uberlassen.
4.4 Zusammenfassung
In diesem Kapitel wurde ein modulares Konzept zur Realisierung der ge-
steckten Ziele unter Einhaltung der Randbedingungen entwickelt. Die Benut-
zerschnittstelle soll zur einfachen Nutzbarkeit an existierende Schnittstellen mit
ahnlicher Funktionalitat angelehnt werden und dem Prinzip der objektorientier-
ten Programmierung folgen.
Weiterhin wurde festgelegt, dass Nachrichten in Header- und Content-Bereich
unterteilt werden: Im Header werden Metadaten zur Beschreibung der Nachricht
gespeichert; im Content-Bereich Nutzdaten.
Ausgehend von dem Client/Server-Prinzip wurde eine Kommunikationsstruk-
tur eingefuhrt, die einfache Anderungen der Kommunikationswege ermoglicht.
Fur die lokale Kommunikation zwischen Clients und Server soll eine Imple-
mentierung auf Shared Memory Basis entwickelt und mit den existierenden
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Mechanismen verglichen werden. Zur Kommunikation zwischen Servern sollen
von Benutzern wahl- und erweiterbare Standardprotokolle eingesetzt werden.
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Abbildung 4.1: Kommunikationswege eines Beispielaufbaus
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Kapitel 5
Ausarbeitung des Konzepts
In diesem Kapitel wird das in 4 erarbeitete Konzept konkretisiert. Es wird
zunachst der Aufbau einer Nachricht erlautert. Anschlieend wird die Ubertra-
gungsinfrastruktur aufgebaut, wobei Client, Server und die moglichen Kommu-
nikationswege getrennt voneinander betrachtet werden sollen. Zuletzt werden
die Benutzerschnittstellen von Client und Server beschrieben.
5.1 Datenformat
Wie bereits in Abschnitt 4.2 erwahnt, sind die Nachrichten in Header und
Content unterteilt. Der Header wird fur jede Nachricht automatisch vom System
generiert und danach nicht wieder verandert. Lediglich zwei Eintrage, die den
Inhalt der Nachricht kategorisieren, mussen vom Anwender angepasst werden.
Die eigentlichen Nutzinformationen werden vom Benutzer festgelegt und im
Content-Bereich gespeichert. Da das System nur institutsintern eingesetzt wird
und deshalb die mutwillige Storung des Betriebs durch Manipulation der Nach-
richten ausgeschlossen werden kann, wird auf eine Integritatsprufung zu Gunsten
der Verarbeitungsdauer verzichtet.
5.1.1 Header
Im Folgenden werden die einzelnen Header-Eintrage aufgelistet und kurz
erlautert. Fur eine Ubersicht siehe Abbildung 5.1.
Abbildung 5.1: Speicheraufteilung des Headers
5.1.1.1 Typ
Der Typ einer Nachricht wird durch einen vordenierten Schlussel vom
Benutzer speziziert und dient zur Einordnung und spateren Filterung der
34 KAPITEL 5. AUSARBEITUNG DES KONZEPTS
Nachricht. Die Typen sind an die Facilities des syslog-Protokolls angelehnt,
wurden jedoch an die Eigenschaften eines mechatronischen Systems angepasst.
(Siehe Tabelle 5.1.)
TYPE APP Anwendung
TYPE SYNCHRONIZATION Synchronisierung verschiedener Rechner und
Prozesse
TYPE COMMUNICATION Kommunikation
TYPE CONTROL Regelung
TYPE HARDWARE Hardware
TYPE MONITOR Monitoring-System
TYPE HAL Hardware-Abstraktionsschicht
Tabelle 5.1: Nachrichtentypen des Monitoring-Systems
5.1.1.2 Dringlichkeit
Da das Monitoring-System im Hintergrund der eigentlichen Anwendungen
lauft, kann nicht garantiert werden, dass alle Nachrichten innerhalb einer festen
Zeitspanne beim Ausgabepunkt ankommen. Verschiedene Nachrichten besitzen
jedoch naturgema auch verschiedene Dringlichkeitsstufen. Um nun die Chance
einer wichtigen Nachricht schnell zugestellt zu werden zu erhohen, werden den
Nachrichten Dringlichkeitsstufen zugewiesen. Diese Dringlichkeitsstufen bildet
das Monitoring-System auf Prioritaten ab, die die Wahrscheinlichkeit einer
schnellen Verbreitung der Nachrichten beschreiben.
Die moglichen Werte der Dringlichkeit wurden an die Severity-Stufen des
Syslog-Protokolls (siehe [32]) angelehnt. Jedoch wurden ahnliche Stufen zu-
sammengefasst um zu verhindern, dass unterschiedliche Begrisauassungen
verschiedener Anwendungsentwickler zu falscher Priorisierung fuhren konnen.
Daraus ergeben sich die Dringlichkeitsstufen aus Tabelle 5.2.
5.1.1.3 Netzwerkknoten
Um eine Nachricht eindeutig einem Rechner zuordnen zu konnen ist es
notwendig, den Punkt im Netzwerk zu kennen, an dem sie generiert wurde.
Auch wenn das Monitoring-System zunachst ausschlielich auf Standard PCs
mit einer IPv4-basierten Netzwerkanbindung [43] zum Einsatz kommt, soll
das Nachrichtenformat exibel genug gestaltet sein, um auch Knoten anderer
Netzwerktypen eindeutig identizieren zu konnen. Vier Byte Speicherplatz, wie
ihn eine IPv4-Adresse belegen wurde, sind somit nicht in jedem Fall ausreichend.
Andererseits soll der fur den Header erforderliche Speicher so gering wie moglich
gehalten werden, da die Gesamtgroe der Nachrichten begrenzt und der Platz
fur den Nachrichteninhalt maximal zu halten ist.
Eine Groe von 16 Bytes wird fur sinnvoll erachtet, da dies auch die Speiche-
rung von Adressen des IPv4-Nachfolgers IPv6 [26] erlaubt und zudem fur einen
von Menschen einfach lesbaren Rechnernamen ausreicht.
5.1. DATENFORMAT 35
SEV DEBUG Debug-Ausgaben
SEV NOTICE zur Kenntnisnahme, jedoch keine Aktion er-
forderlich
SEV WARNING Hinweis auf mogliches Fehlverhalten
SEV ERROR Hinweis auf einen aufgetretenen Fehler; Ein-
greifen nicht zwingend erforderlich
SEV CRITICAL Hinweis auf einen aufgetretenen Fehler; sofor-
tiges Eingreifen erforderlich um das System
in einen sicheren Zustand zu bringen
SEV EMERGENCY Hinweis auf einen aufgetretenen Fehler; so-
fortiges Eingreifen erforderlich um Schaden
an Mensch oder Maschine zu verhindern
Tabelle 5.2: Dringlichkeiten (geordnet von unwichtig zu wichtig)
5.1.1.4 Komponente
In der Regel laufen auf einem Rechner mehrere Prozesse, die Nachrichten
hervorbringen konnen. Diese mussen auch in den Nachrichten unterscheidbar
sein. Die Identikation eines Prozesses eines modernen Betriebssystems kann
entweder uber den Prozessnamen oder uber dessen Prozess ID erfolgen.
Fur den Prozessnamen spricht, dass der Name einer ausfuhrbaren Datei auch
nach deren Beendigung bestehen bleibt. Allerdings ist der Name nicht immer
eindeutig, da beispielsweise mehrere Instanzen einer Anwendung gestartet wer-
den konnen, die dementsprechend denselben Namen tragen. Diese Instanzen
bekommen jedoch systemweit eindeutige Identikationsnummern zugewiesen
und konnen anhand derer unterschieden werden. Da jedoch auch bei einem Ab-
sturz einer Anwendung Nachrichten noch eindeutig ihrem Ursprung zugeordnet
werden konnen sollen, die IDs jedoch freigeben werden, wenn der zugehorige
Prozess beendet wird, reicht auch diese Information allein nicht aus. Es ist also
erforderlich, beide Informationen in den Header einzufugen, da ansonsten eine
Identikation nicht garantiert werden kann.
Die Prozess ID ist bei allen gangigen Betriebssystemen ein vorzeichenloser,
ganzzahliger Wert, so dass vier Byte Speicherplatz im Nachrichten-Header
ausreichend sind. Der Prozessname hingegen kann, je nach Betriebssystem, eine
beliebige Lange annehmen. Dies stellt jedoch kein allzu groes Problem dar, da
der Name nicht maschinell, sondern nur von Menschen interpretiert werden muss
und im Normalfall bereits der Anfang eines Namens ausreicht um zu erkennen,
welche Applikation sich dahinter verbirgt. Daher wurde der Speicherplatz fur
diese Information auf 16 Bytes festgesetzt.
Weiterhin ist es hilfreich den Entwickler der Software, die eine Nachricht
erzeugt hat, zu kennen, da dieser die Nachricht am besten interpretieren und
aufgetretene Fehler beheben kann. Es ware nicht notwendig den Namen des
Entwicklers mit in den Nachrichten-Header aufzunehmen, da dieser auch noch
im Nachhinein ermittelt werden kann. Allerdings kann der Entwicklername
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bei der Filterung nutzlich sein, um beispielsweise nur Nachrichten angezeigt
zu bekommen, die von eigener Software stammen. Da auch hier die ersten
Buchstaben ausreichen um eine eindeutige Information zu erhalten, wurde
der Speicher auf ebenfalls 16 Bytes begrenzt. In der vorliegenden Monitoring-
Bibliothek wird der Entwickler aus der institutsinternern Bibliothek ausgelesen,
in die er bei Initialisierung einer Anwendung eingetragen wird.
Da Prozesse in Threads unterteilt sein konnen, werden im Header auch Name
und ID des Threads vermerkt, der zum Zeitpunkt der Nachrichtengenerierung
aktiv war. Thread-Name und ID werden, analog zu Prozessname und Prozess
ID, in 16 bzw. vier Byte groem Speicher hinterlegt.
5.1.1.5 Zeitstempel
Bei der Analyse von Systemfehlverhalten oder -absturzen ist die Reihenfolge
der verursachenden Ereignisse oft von entscheidender Bedeutung. Aus diesem
Grund wird jede Nachricht bei ihrer Veroentlichung mit einem Zeitstempel
versehen. Um Zeiten verschiedener Systeme miteinander vergleichen zu konnen
wird hierbei auf eine absolute Zeitreprasentation, konkret die Unixzeit (Teil
des POSIX Standards), zuruckgegrien. In acht Bytes ist eine eindeutige,
nanosekundengenaue Zeitdarstellung bis uber das Jahr 2100 hinaus moglich.
An dieser Stelle soll noch auf einige Probleme hingewiesen werden, die bei der
Auswertung der Zeitstempel zu berucksichtigen sind: Zunachst ist zu bemerken,
dass absolute Zeit nicht messbar ist und deshalb immer auf ein relatives Zeit-
system zuruckgegrien werden muss. Weiterhin ist eine exakte Synchronisation
mehrerer Uhren nicht moglich; es kann jedoch ein maximaler Fehler angegeben
werden. (Siehe [48].)
Weiterhin muss berucksichtigt werden, dass die Erstellung einer Nachricht
selbst Zeit in Anspruch nimmt und durch Verdrangung des Prozesses durch
hoherpriore theoretisch beliebig lange verzogert werden kann. Um einen mog-
lichst einheitlichen Zeitpunkt festzulegen, der zudem noch nah am auslosenden
Ereignis liegt, wird der Zeitstempel als erster Schritt beim Veroentlichen
einer Nachricht gesetzt. Der Versatz durch Scheduling wird dadurch jedoch
nicht vermieden, sondern nur die Wahrscheinlichkeit des Auftretens minimiert.
Soll eine Verzogerung durch Scheduling komplett ausgeschlossen werden, liegt
ein Locking uber das Ereignis und die Veroentlichung der Nachricht in der
Verantwortung des Benutzers.
5.1.1.6 Sequenznummer
Wie in 2.1.10 gefordert, muss ein Nachrichtenverlust erkannt und dem Benut-
zer mitgeteilt werden. Hierzu werden Nachrichten eines Rechners mit fortlaufen-
den Sequenznummern versehen, da so Lucken, also fehlende Nummern, erkannt
werden konnen. Durch die unterschiedliche Priorisierung der Nachrichten kann
nicht mehr garantiert werden, dass die Generierungsreihenfolge auch der Rei-
henfolge des Eintreens beim Empfanger entspricht. Eine Erkennung verlorener
Nachrichten wird dadurch verkompliziert. Da das Monitoring-System jedoch
FIFO-Verhalten innerhalb einer Prioritatsstufe garantiert, beheben zusatzlich
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nach Prioritaten separierte Sequenznummern diese Schwachstelle. Lediglich ein
Verlust der jeweils letzten versandten Nachricht, ohne darauf folgende, kann
mit dieser Methodik nicht erkannt werden. Dies zu losen wurde eine Emp-
fangsbestatigung der Gegenseite erfordern, was jedoch aufgrund der dadurch
auftretenden Verzogerung hier nicht anwendbar ist.
5.1.2 Content
Im Folgenden werden die einzelnen Eintrage des Content-Teils aufgelistet und
kurz erlautert. Fur eine Ubersicht siehe Abbildung 5.2.
Abbildung 5.2: Speicheraufteilung des Content-Teils (mit beispielhaften 800 Bytes
maximaler Textlange)
5.1.2.1 Text
Der fur den Nutzer interessanteste Teil einer Nachricht ist der von ihm
frei formulierbare Text. Wie in 2.2.2 ausgefuhrt, darf innerhalb der Benutzer-
schnittstelle keine dynamische Speicherallozierung erfolgen, so dass die Lange
des Textes durch den in der Initialisierungsphase zu diesem Zweck reservierten
Speicher begrenzt ist. Die Groe dieses Speichers kann bei der Kongurierung
der Monitoring-Umgebung fur jeden Rechner getrennt eingestellt werden. Es
ist jedoch zu beachten, dass die geringste maximale Textlange auf einem Pfad
uber mehrere Rechner die Lange des Textes begrenzt, die am Ende ausgegeben
werden kann. (Siehe Abbildung 5.3.) Ist die maximale Textlange auf einem
Netzwerkknoten kleiner als die tatsachliche Textlange einer eingehenden Nach-
richt, so wird lediglich der vordere Teil weitergeleitet. Dieses Verhalten stellt im
vorliegenden Anwendungsfall jedoch keine Einschrankung dar, da Rechner mit
geringen Ressourcen an den Enden der Kommunikationsketten zu nden sind
(Gelenkebene und darunter) und also keine Nachrichten weiterleiten mussen.
Sind die Ressourcen eines Rechners nicht ausreichend, konnen statt ausfor-
muliertem Text Symbole verwendet werden, die erst bei der Ausgabe, also auf
einem anderen Rechner, in einen vordenierten Text umgewandelt werden.
5.1.2.2 Textlange
Als zusatzliche Information wird die tatsachliche Lange des Inhalts in der
Nachricht gespeichert. Dadurch kann garantiert werden, dass auch ohne ab-
schlieendes Steuerzeichen nicht uber den gultigen Speicher hinaus gelesen wird.
Weiterhin ermoglicht die Kenntnis der Groe des interessanten Speicherbereichs
einen schnelleren Kopiervorgang der Nachrichten, als wenn jedes Byte zunachst
auf ein terminierendes Steuerzeichen hin uberpruft werden musste.
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Abbildung 5.3: Verhalten der Textlange einer Nachricht bei verschiedenen Maxi-
mallangen der Netzwerkknoten
5.1.2.3 Zeichenkodierung
In verschiedenen Anwendungen konnen { je nach Einstellung { auch ver-
schiedene Zeichenkodierungen zum Einsatz kommen (z.B. ASCII [25], UTF-
8 [55], etc.). Um eine einheitliche Darstellung von Text innerhalb des gesamten
Netzes zu ermoglichen, wird deshalb die beim Erstellen verwendete Kodierung
mit ubertragen. So kann die Zeichenkodierung vor der Ausgabe gegebenenfalls
konvertiert werden. Reprasentiert wird diese Information als einer von mehreren
denierten Ganzzahlwerten. Dieses Feld wird ebenfalls verwendet um zu kenn-
zeichnen, ob die Nachricht vollstandigen Text oder ein Symbol enthalt, das noch
in Text umgesetzt werden muss.
5.2 Ubertragungsinfrastruktur
5.2.1 Client
Ein Client des Monitoring-Systems ist eine Anwendung, die die Funktionen
der Monitoring-Bibliothek nutzt. Dies beinhaltet zum einen die Erzeugung
von Nachrichten, also Header-Generierung und befullen mit Content, und zum
anderen deren Veroentlichung. Veroentlichen meint in diesem Zusammenhang
jedoch nicht die Verbreitung uber das Netzwerk, Serialisierung, Filterung oder
Ahnliches, sondern lediglich, dass die Nachrichten der Infrastruktur respektive
dem Server zur weiteren Verarbeitung zur Verfugung gestellt werden.
Da dieser Ablauf sequentiell in die Ausfuhrung der Anwendung eingebunden
wird, ist hier Determiniertheit zu gewahrleisten. Aus diesem Grund durfen
an dieser Stelle keine blockierenden Synchronisierungsmechanismen oder dy-
namisch allozierter Speicher verwendet werden. Da jeder Client eigene Nach-
richten erstellt, ist eine Synchronisierung nur an der Schnittstelle zum Server
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erforderlich. Dynamische Speicherverwaltung wurde bereits durch die in 5.1
beschriebene starre Struktur der Nachrichten uberussig gemacht.
5.2.2 Server
Die Nachrichten, die von Clients erzeugt oder uber eine Netzwerkschnittstelle
empfangen werden, werden im Hintergrund der Echtzeitanwendungen in einem
Server-Prozess weiter verarbeitet. Die Form der Weiterverarbeitung muss von
einem Systemkongurator einfach einstellbar sein und reicht von einer einfachen
Ausgabe bis hin zu einer komplexen Filterung mit anschlieender Weiterleitung
der Nachrichten an andere Netzwerkknoten. Die Aufgaben eines Servers lassen
sich damit in drei Bereiche aufteilen:
1. Ausgabe der Nachrichten (lokal oder uber das Netzwerk)
2. Empfang von Daten anderer Netzwerkknoten
3. Zusammenfuhren von lokal erzeugten und empfangenen Nachrichten unter
Berucksichtigung der jeweiligen Prioritaten
Aus dieser Aufteilung der Aufgaben ergeben sich die drei Module eines Servers:
Das Aufgabengebiet des Senders umfasst alle Funktionen, die mit der Ausgabe
der Nachrichten zusammenhangen, Empfanger stellen Eingangsschnittstellen
verschiedener Transportprotokolle dar, und der Reorganizer speist die von den
Empfangern kommenden Daten in die lokale Kommunikationsinfrastruktur ein,
so dass der Sender diese zusammen mit den von lokalen Clients erzeugten
Nachrichten auslesen kann. Zusatzlich wurde ein Statistikmodul implementiert,
bei dem eingehende oder verlorene Nachrichten registriert werden und bei
Bedarf Verlustmeldungen generiert werden konnen. Ein Uberblick uber den
Nachrichtentransport innerhalb eines Servers, sowie die verschiedenen Ein- und
Ausgange, ist in Abbildung 5.4 exemplarisch dargestellt und wird im Folgenden
naher erlautert.
5.2.2.1 Sender
Der Sender ist als eigenstandiger Thread innerhalb des Server-Prozesses imple-
mentiert. Seine Hauptaufgaben sind das Auslesen der einzelnen Nachrichten aus
der lokalen Kommunikationseinheit, das Verpacken der Nachrichten in Netzwerk-
pakete und die Ubergabe dieser Pakete an die Netzwerkkommunikation. Da alle
eingehenden Nachrichten den Sender passieren, wurde hier auch die Tracking-
Funktion zum Erkennen verlorener Nachrichten verortet. Sollen Nachrichten
auch lokal ausgegeben werden, geschieht dies ebenfalls innerhalb des Senders.
Eine Ubersicht uber den Ablaufplan des Senders ist in Abbildung 5.5 zu nden.
Eingang Da alle Aufgaben des Sendemoduls in der Verarbeitung von Nach-
richten bestehen, ist eine Ausfuhrung auch nur dann sinnvoll, wenn mindes-
tens eine Nachricht am Eingang vorliegt. Sind alle vorhandenen Nachrichten
verarbeitet, soll der Sender-Thread also blockieren, bis eine neue Nachricht in
die lokale Kommunikationsstruktur eingetragen wird. Dies stellt ein Erzeuger-
Verbraucher-Problem dar, das ublicherweise durch den Einsatz einer zahlenden
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Abbildung 5.4: Server Aufbau
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Abbildung 5.5: Sender Ablaufdiagramm: Blocke mit durchgezogenen Linien sind
fest; Blocke mit gestrichelten Linien fuhren von Benutzern vorge-
gebene Funktionalitat aus.
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Semaphore gelost werden wurde [27]. Da eine Semaphore jedoch als eine gemein-
same Ressource aller Leser und Schreiber implementiert wird, und dementspre-
chend intern explizite Synchronisierungsmechanismen zum Einsatz kommen, die
zur Blockierung eines oder mehrerer Prozesse fuhren konnten, soll aus den in
2.2.2 genannten Grunden hier darauf verzichtet werden. Eine andere Moglichkeit
den Sender-Thread auf eine neu vorliegende Nachricht hinzuweisen, ware die
Verwendung von Signalen (Teil des POSIX-Standards). Das wurde jedoch einen
zeitlichen Mehraufwand auf Client-Seite bedeuten, so dass auch diese Losung
nicht in Frage kommt. (Vergleiche Randbedingung in 2.2.3.)
Solange in dem Puer zwischen Client und Server noch Platz fur weitere
Nachrichten ist, ist eine sofortige Verarbeitung der eingehenden Nachrichten
allerdings auch nicht erforderlich. Gelegentliches Testen { Polling { einer als leer
bekannten lokalen Kommunikationsstruktur reicht somit aus. Das Intervall, in
dem die Abfrage stattnden soll, muss hierbei so an Puergroe und zu erwarten-
de Nachrichtenfrequenz angepasst werden, dass ein Auslesen vor dem Volllaufen
des Puers gewahrleistet ist. Der Sender-Thread wird seine Ausfuhrung nur
aussetzen, wenn keine weiteren Aufgaben zu erledigen sind und keine neuen
Nachrichten am Eingang vorliegen. Die durch Polling zusatzlich verbrauchte
Rechenzeit ist zu vernachlassigen, da der Server-Prozess auf Grund seiner
niedrigen Prioritat im Verhaltnis zu den Benutzerprozessen nur Ressourcen
belegen kann, die ansonsten ungenutzt waren.
Nachrichten-Tracking Um erkennen zu konnen, ob eine Nachricht verloren
wurde, werden allen Nachrichten beim ersten passieren eines Senders Sequenz-
nummern zugewiesen. Jede uber das Netzwerk eingehende Nachricht wird beim
Statistikmodul registriert. Da alle Nachrichten eines Netzwerkknotens auf diese
Weise erfasst werden, ist es so moglich, Lucken im Strom der Sequenznummern
respektive verlorene Nachrichten zu nden. Liegen fur den Sender keine weiteren
Nachrichten zur Verarbeitung vor und wurden fehlende Nachrichten entdeckt,
so wird eine Nachricht des Statistikmoduls erzeugt und in die lokale Kommuni-
kationsinfrastruktur eingespeist.
Filter Wie in 2.1.6 gefordert, soll die Weiterleitung bzw. Ausgabe einer
Nachricht nur erfolgen, wenn sie anhand denierbarer Kriterien dazu qualiziert
ist. Um unnotigen Rechenaufwand zu vermeiden, wird diese Filterung vor der
weiteren Verarbeitung der Nachrichten vorgenommen. Filter sind vom System-
kongurator zu erzeugen und einzubinden.
Serialisierung und Marshalling Um Datenobjekte uber ein Netzwerk ver-
senden zu konnen, ist eine Reprasentation in Form eines zusammenhangenden
Byte-Stroms notwendig. Dieser Vorgang wird als Serialisierung bezeichnet.
Durch Umkehren der Serialisierung (Deserialisierung) muss sich ein semantisch
zum Ausgangsobjekt identisches Objekt erzeugen lassen.
Auch wenn die Daten bereits in zusammenhangendem Speicher liegen, ist eine
explizite Serialisierung auf Grund der Heterogenitat verschiedener Betriebssyste-
me in puncto Speicher-Layout, Groe von Datentypen, etc. notwendig, da eine
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Uminterpretierung (Casting) der Objekte als Byte-Strom diese Unterschiede
nicht berucksichtigt.
Neben den Unterschieden verschiedener Software-Varianten muss auch die
Heterogenitat der Hardware bezuglich der Byte-Reihenfolge [22] berucksich-
tigt werden. Beim Marshalling werden die Daten in eine einheitliche Byte-
Reihenfolge gebracht; hier Little Endian, da momentan nur x86-Rechner ver-
wendet werden. Demarshalling bringt die Daten in die Byte-Reihenfolge der
jeweiligen Architektur.
Zu Serialisierung und Marshalling einer Nachricht, werden drei verschiedene
Verfahren angewandt:
Textfelder des Headers werden in voller Lange Byte-weise in den zu uber-
tragenden Byte-Strom kopiert.
Numerische Daten werden zu Little Endian konvertiert { sofern die Prozes-
sorarchitektur Big Endian ist { und anschlieend Byte-weise in den Byte-
Strom kopiert.
Das Textfeld des Contents wird auf Grund seiner Lange nicht komplett,
sondern nur soweit gefullt in den Byte-Strom kopiert. Die Anzahl der
enthaltenen Zeichen wird zuvor (im Little Endian Format) in den Byte-
Strom eingefugt, so dass beim Deserialisieren des Textes dessen Lange
bekannt ist. So wird die Lange des Byte-Stroms variabel gehalten. Dadurch
muss bei wenig Inhalt auch nur eine geringe Datenmenge ubertragen
werden.1
Die Deserialisierung bzw. das Demarshalling verlaufen analog.
Nachrichtengruppierung Die Nachrichten sollen uber ein Netzwerk ubertra-
gen werden. Da Netzwerktransportprotokolle Datenpaketen immer auch selbst
noch Header hinzufugen, erhoht sich damit die zu ubertragende Datenmenge.
Gemessen an den Nutzdaten verringert sich dadurch die Durchsatzrate. Ist die
Groe der Nutzdatenpakete nun sehr gering, macht der Header des Transport-
protokolls einen deutlich groeren Anteil der Netzwerklast aus, als dies bei sehr
groen Datenpaketen der Fall ware. Es ist also sinnvoll, mehrere Nachrichten
gebundelt zu verschicken, um so die Belastung fur das Netzwerk gering zu halten.
(Vergleiche Randbedingung in 2.2.4.)
Andererseits erfolgt der Datentransport bei allen Netzwerktechniken, die auf
dem OSI-Schichtenmodell (siehe [19]) aufbauen, ab der Vermittlungsschicht
auf der Basis von Paketen als Transporteinheiten. Zwischen Transport- und
Vermittlungsschicht besteht jedoch kein zwingender Zusammenhang in der ma-
ximalen Groe der Pakete, so dass prinzipiell ein Segment der Transportschicht
auch groer als ein Vermittlungsschichtpaket sein kann. In diesem Fall wird die
Ubertragung entweder abgebrochen oder das Segment der Transportschicht wird
1Bei der (De-)Serialisierung des Contents musste auch die Zeichenkodierung [20] angegli-
chen werden. Da dies im aktuellen System noch nicht notwendig ist, wurde eine Umwandlung
noch nicht implementiert. Mit der Einfuhrung eines entsprechenden Feldes im Content Teil
der Nachrichten wurde eine Implementierung jedoch bereits vorbereitet.
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auf mehrere Vermittlungsschichtpakete aufgeteilt. Da diese Teilpakete wieder
jeweils eigene Header beinhalten, geht der Vorteil groer Pakete hierbei verloren
(Fragmentierung).
Den beiden vorangegangenen Absatzen ist zu entnehmen, dass die optimale
Groe eines Nachrichtenpakets in der maximalen Groe eines Vermittlungs-
schichtpakets (MTU = Maximum Transfer Unit [49]), abzuglich der Header-
Groen daruber liegender Schichten besteht. Die MTU wird durch die ver-
wendete Netzwerk-Hardware festgelegt und kann daher zwischen verschiede-
nen Netzwerkabschnitten variieren. Eine Fragmentierung der Pakete kann bei
unzureichender Kenntnis der Infrastruktur somit nicht ausgeschlossen werden.
Im vorliegenden Fall wurde die MTU mit dem fur Ethernet ublichen Wert
von 1492 Bytes angenommen. Der Overhead, der sich aus dem Protokoll der
Transportschicht ergibt, muss bei der Wahl eines Protokolls gesetzt werden, um
eine optimale Paketgroe zu gewahrleisten.
Ein Nachrichtenpaket setzt sich aus mehreren, serialisierten und gemarshall-
ten Nachrichten zusammen. Um die Nachrichten beim Empfanger wieder korrekt
aus dem Paket extrahieren zu konnen, wird vor jeden Nachrichtenblock dessen
Lange geschrieben. Die Lange wird in Bytes angegeben und durch einen 2 Byte
groen Wert reprasentiert. Auch hier muss die Byte-Reihenfolge verschiedener
Architekturen berucksichtigt werden. Daher werden diese Werte ebenfalls ge-
marshallt.
Steht nach einer serialisierten Nachricht der Wert '0' an Stelle der Lange der
folgenden Nachricht, so weist dies auf das Ende des Paketes hin. Mit diesem
Aufbau ist es nicht erforderlich, die Pakete vor dem Versenden komplett zu
fullen. Dies ist von Vorteil wenn uber einen langeren Zeitraum keine neuen
Nachrichten eintreen, sich jedoch bereits mindestens eine Nachricht im Paket
bendet.
Ausgang Am Ausgang des Senders werden Datenpakete, die wie zuvor be-
schrieben erzeugt wurden, an die Transportschicht des OSI-Modells ubergeben.
Der tatsachliche Versand kann hierbei durch zwei Ereignisse angestoen werden:
Wenn das maximale Fassungsvermogen eines Nachrichtenpakets erreicht ist,
wird dieses noch im selben Durchlauf versandt. Dies wird dadurch erkannt, dass
eine eingehende Nachricht nicht mehr vollstandig darin gespeichert werden kann.
Diese abgelehnte Nachricht wird in das folgende Paket geschrieben. Stehen am
Eingang keine neuen Nachrichten mehr bereit, ist auch dies Ausloser fur einen
sofortigen Versand. Da unbekannt ist, wann die nachste Nachricht eintreen
wird, ist es nicht sinnvoll ein bereits begonnenes Paket weiter aufzuhalten, und
es wird mit den bis zu diesem Zeitpunkt enthaltenen Nachrichten verschickt.
Neben der Ubergabe der Nachrichten an das Netzwerk werden auch lokale
Ausgaben an dieser Stelle durchgefuhrt. Hierzu wird jede { unserialisierte {
Nachricht an die Ausgabeschnittstelle ubergeben und an alle benutzerdenierten
Ausgabeobjekte weitergeleitet.
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5.2.2.2 Empfanger
Gegenstellen des Senderausgangs sind Empfangermodule anderer Server im
Netzwerk. Da verschiedene Transportprotokolle unterstutzt werden sollen, kon-
nen auch mehrere Empfangermodule gleichzeitig in einem Server existieren. Um
die Pakete moglichst schnell aus dem Puer der Transportschicht zu lesen und
so Platz fur die nachsten eingehenden Daten zu schaen, werden die Empfanger
ebenfalls als Threads implementiert, die unabhangig von den ubrigen Server-
Teilen arbeiten. Fur einen Uberblick uber die Funktionsweise eines Empfangers
siehe Abbildung 5.6.
net_read_blocking()
bridge_write_container()
bridge_write
successful? no
wake_up_reorganizer()
yes
statistics.report_package_loss()
Abbildung 5.6: Empfanger Ablaufdiagramm
Die ankommenden Datenpakete werden von Empfangern nicht interpretiert,
sondern lediglich in einen Zwischenspeicher (Bridge) kopiert, der dann vom Reor-
ganizer ausgelesen wird. Einzige Anforderung an die Bridge ist FIFO-Funktiona-
litat. Eigenschaften wie Geschwindigkeit, Speicherezienz und Blockadefreiheit
sind ebenfalls wunschenswert, unterliegen jedoch nur der Einschrankung, dass
der Server als Ganzes alle eingehenden Nachrichten in der ihm zur Verfugung
stehenden Zeit verarbeiten konnen muss. Ringbuer erfullen diese Bedingungen,
so dass eine Instanz hier als Bridge zwischen Empfanger und Reorganizer zum
Einsatz kommt.
Soll ein Paket in die Bridge ubertragen werden, diese hat jedoch keinen freien
Platz mehr zur Verfugung, so gibt der Empfanger-Thread die Kontrolle uber
die CPU ab, um es dem Reorganizer-Modul zu ermoglichen Platz freizugeben.
Erhalt der Empfanger die Kontrolle zuruck, wird erneut versucht das Paket
einzutragen. Dieser Zyklus wird bis zu 50 mal wiederholt. Ist das Eintragen
danach immer noch nicht erfolgreich, wird das Paket verworfen und dem
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Statistikmodul der Verlust der enthaltenen Nachrichten mitgeteilt. Die Pakete
werden nicht sofort verworfen, da dies zur Folge hatte, dass nachfolgende Pakete
mit hoher Wahrscheinlichkeit ebenfalls verloren gehen wurden. Blockiert der
Empfanger jedoch kurzzeitig, kann der Puer der Netzwerkschnittstelle noch
ausgenutzt werden. Die Anzahl der Wiederholungen wurde begrenzt um die
Netzwerkschnittstelle zu entlasten, da diese unter Umstanden mit anderen
Anwendungen geteilt werden muss.
Um Polling zu vermeiden, und da die Funktion des Servers nicht echtzeitkri-
tisch ist, kann hier eine Semaphore [27] verwendet werden, die dem Leser der
Bridge neu eingetragene Nachrichtenpakete signalisiert und den gleichzeitigen
Zugri aus verschiedenen Threads synchronisiert.
5.2.2.3 Reorganizer
Aufgabe des Reorganizers ist das Entpacken der vom Empfanger kommenden
Nachrichtenpakete und die Einspeisung der so erhaltenen Nachrichten in die
lokale Kommunikationsstruktur. (Siehe Abbildung 5.7.) Auch der Reorganizer
ist als zyklisch ablaufender Thread implementiert. Dieser synchronisiert sich auf
die Semaphore, die vom Empfanger zur Signalisierung neuer Nachrichtenpakete
verwendet wird. Bendet sich mindestens ein Paket in der Bridge, so liest der
Reorganizer das alteste aus.
Aus diesem Paket werden nacheinander die einzelnen Nachrichtenblocke ausge-
lesen, deserialisiert und demarshallt und in die lokale Kommunikationsstruktur
eingefugt. Da die Nachrichten im Sender in der Reihenfolge ihrer Prioritaten
ausgelesen und in ein Paket geschrieben werden, sind die Nachrichten auch
innerhalb eines Pakets nach Prioritat geordnet. So werden beim Auslesen im
Reorganizer hochpriore Nachrichten auch zuerst an die lokale Kommunikation
weitergereicht.
Schlagt die Weitergabe einer Nachricht an die lokale Kommunikationsstruktur
fehl, so wird die Nachricht verworfen und dies dem Statistikmodul mitgeteilt.
Ein Blockieren bis wieder Platz zur Verfugung steht ist nicht sinnvoll, da
dies eventuell in nachfolgenden Paketen enthaltene hoherpriore Nachrichten
blockieren wurde, obwohl fur diese auf Grund ihrer Prioritat noch Platz zur
Verfugung stehen wurde.
Sind keine Pakete mehr zu verarbeiten, blockiert der Thread bis er von einem
Empfanger wieder aufgeweckt wird.
5.2.2.4 Statistik
In Abschnitt 2.1.10 wurde gefordert, dass der Verlust von Nachrichten erkannt
werden muss. Zu diesem Zweck wurden Sequenznummern eingefuhrt. Das Sta-
tistikmodul dient nun zur Auswertung der Sequenznummern aller Nachrichten,
die beim Sender eingehen.
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wait()
bridge_read_container()
bridge_read
successful?no
container.get_message()
yes
got message?
no
deserialize()
yes
local_write()
local_write
successful?yes
statistics.report_message_loss()
no
Abbildung 5.7: Reorganizer Ablaufdiagramm
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Nachrichten, deren Header identische Werte fur Netzwerkknotenname und
Dringlichkeit (zusammen Signatur) enthalten, bekommen beim ersten Durch-
laufen eines Senders aufeinander folgende Sequenznummern zugewiesen. Jede
Nachricht musste demnach eine Sequenznummer besitzen, die um eins hoher ist
als die der vorangegangenen Nachricht selber Signatur. Ist die Sequenznummer
einer empfangenen Nachricht groer als die vorhergesagte Sequenznummer,
wurden Nachrichten mit der Signatur dieser Nachricht verloren. Die Anzahl
der verlorenen Nachrichten entspricht der Dierenz aus tatsachlicher und vor-
hergesagter Sequenznummer.
Wurden verlorene Nachrichten erkannt, wird dies in eine Liste eingetragen.
Diese wird auf Anforderung des Sendemoduls in eine Nachricht umgewandelt.
Die Signaturen der verlorenen Nachrichten und die jeweilige Anzahl werden
dazu in den Content-Bereich der Verlustnachricht geschrieben und aus der Liste
des Statistikmoduls geloscht. Die Dringlichkeit der Verlustnachricht wird auf
die hochste Dringlichkeit der verlorenen Nachrichten gesetzt.
Um eine Verfolgung der Sequenznummern zu ermoglichen, werden fur jede
einmal aufgetretene Signatur die jeweils letzte Sequenznummer und der da-
zugehorige Zeitstempel gespeichert. Lauft ein Server lange Zeit und erhalt er
haug Nachrichten von wechselnden Netzwerkknoten, wachst damit auch der
Speicherverbrauch. Mit Hilfe des Zeitstempels ist es aber moglich, Eintrage zu
loschen, wenn lange Zeit keine entsprechenden Nachrichten empfangen wurden,
da das in der Regel auf nicht mehr existierende Netzwerkknoten hinweist.
5.2.3 Datentransfer Client→Server
Nach der Erzeugung einer Nachricht in einem Client muss diese an den Server-
Prozess des Netzwerkknotens ubertragen werden. Dies muss von mehreren
konkurrierenden Client-Prozessen gleichzeitig moglich sein, wobei die Konsistenz
der Daten auch bei gegenseitigen Unterbrechungen der Prozesse garantiert wer-
den muss. Zum anderen durfen sich konkurrierende Prozesse nicht gegenseitig in
ihrer Ausfuhrung beeintrachtigen, so dass eine explizite Synchronisierung, bei-
spielsweise mittels Semaphoren oder Mutexes, nicht in Frage kommt. Weiterhin
gelten die in 2.2.2 und 2.2.3 erlauterten Randbedingungen.
In 3.2 wurde bereits festgestellt, dass eine Implementierung auf Shared
Memory Basis gute Ergebnisse erwarten lasst. Im Folgenden wird nun eine
Struktur zur Verwaltung des Shared Memory entwickelt, die die geforderten
Eigenschaften besitzt.
Als Grundlage einer solchen Datenstruktur werden ublicherweise ein- bzw.
zweifach verkette Listen, Stacks oder Ringbuer verwendet. (Siehe [21] Ka-
pitel 4 Data structures.) Stacks sind nicht geeignet um FIFO-Verhalten zu
gewahrleisten, so dass diese nicht weiter betrachtet werden sollen. Lese- bzw.
Schreiboperationen mit FIFO-Verhalten konnen sowohl mit Listen als auch mit
Ringbuern mit einer Komplexitat von O(1) implementiert werden. Bei der
Verwendung von Ringbuern wird jedoch die Anzahl der Elemente, die verwaltet
werden konnen, implizit durch die Groe des Ringbuers begrenzt; Listen
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sind prinzipiell unbegrenzt. Da das Shared Memory nicht dynamisch in seiner
Groe angepasst werden soll, ist eine Beschrankung in der Verwaltungsstruktur
sinnvoll. Soll dieses Verhalten mit Listen implementiert werden, muss zusatzlich
uber die aktuelle Anzahl der Elemente in der Liste buchgefuhrt werden. Bei
jedem Zugri auf die Liste waren damit zwei Operationen notwendig: Manipu-
lation der Liste und Manipulation der Elementenanzahl. Dies erfordert explizite
Synchronisierung und ist somit nicht einsetzbar. Damit bleiben nur Ringbuer
als Grundlage einer Implementierung.
Ein Ringbuer bietet zwar FIFO-Funktionalitat, jedoch ohne Berucksichti-
gung der Prioritaten der Eintrage. Durch den Einsatz von je einem Ringbuer
pro Prioritatsstufe kann dies kompensiert werden. Eine strikte Trennung der
Prioritatsstufen konnte allerdings dazu fuhren, dass ein Ringbuer voll lauft
und deshalb Nachrichten verworfen werden mussen, obwohl auf einer niedrigeren
Stufe noch ausreichend Speicher verfugbar ware. Alternativ konnte der Schreib-
vorgang so lange blockiert werden, bis die Nachricht erfolgreich eingetragen
wurde. Allerdings wurde dieses Vorgehen das Kriterium der Determiniertheit
verletzen. Der intuitive Ansatz zur Losung dieses Problems { hochpriore Nach-
richten notfalls auch auf niedrigeren Prioritatsstufen einzuhangen { kann zu
Prioritatenumkehr fuhren, da eine hochpriore Nachricht hinter bereits im Buer
bendlichen niederprioren eingereiht wurde und dementsprechend auch erst
nach diesen wieder ausgelesen werden konnte.
Bei der Vergabe des verfugbaren Speichers mussen also zwei Kriterien erfullt
werden:
• Es mussen auch bei voller Auslastung der niederprioren Ringbuer Reser-
ven fur auftretende hoherpriore Nachrichten gehalten werden.
• Bei Erschopfung des Speicherkontingents einer Prioritatsstufe muss auf
verfugbaren niederprioren Speicher zuruckgegrien werden konnen, ohne
dass dies zu einer Prioritatsumkehr beim Nachrichtentransport fuhrt.
Eine Struktur, die diese Vorgaben erfullt, kann durch die Trennung von
Speicher und Verwaltung erreicht werden. Dazu wird der Speicher in Segmente
aufgeteilt, die jeweils eine Nachricht fassen konnen und anhand ihrer Positi-
on, respektive uber Indices, angesprochen werden. Zur Verwaltung werden je
zwei Ringbuer pro Prioritat verwendet, von denen einer die Indices der von
dieser Prioritatsstufe belegten Speichersegmente enthalt, der andere die noch
verfugbaren.
Eine Schreiboperation unterteilt sich demnach in drei Schritte (vergleiche
Pseudo-Code in 5.1):
1. Index eines Speichersegments aktueller oder niedrigerer Prioritat reservie-
ren.
2. Nachricht an die reservierte Stelle kopieren.
3. Index in den Ringbuer belegter Segmente der aktuellen Prioritat eintra-
gen.
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1 bool write(message)
2 {
3 // reserve slot (1)
4 for (prio = message.priority (); prio >= 0; prio --)
5 {
6 index = available_slots[prio].read ();
7 if (index != -1) break;
8 }
9
10 // if no slot was available , signal a failure
11 if (prio < 0) return false;
12
13 // copy message to reserved slot (2)
14 shared_memory[index] = message;
15
16 // propagate new entry (3)
17 occupied_slots[message.priority ()]. write(index );
18
19 // signal success
20 return true;
21 }
Quelltext 5.1: Shared Memory Schreiboperation (Pseudo-Code)
Die korrespondierende Leseoperation gliedert sich wie folgt (vergleiche Pseudo-
Code in 5.2):
1. Belegtes Speichersegment hochster Prioritat nden.
2. Nachricht in lokalen Speicher kopieren.
3. Index des gelesenen Segments auf niedrigst moglicher Prioritatsstufe ver-
fugbar machen.
Die richtige Dimensionierung der verwendeten Ringbuer relativ zueinander
ist entscheidend, um die Kapazitaten der unteren Prioritatsstufen zu begren-
zen und damit Reserven fur daruber liegende Prioritaten zu halten. Der zur
Verfugung gestellte Speicher wird zunachst gleichmaig auf die Prioritatsebe-
nen verteilt. Die Anzahl der freien Speichersegmente (size) pro Prioritat, die
maximal gehalten werden kann, berechnet sich dem zufolge nach Formel 5.1.
size =
Gesamtgroe
Anzahl der Prioritaten
(5.1)
Ist die Gesamtgroe kein ganzzahliges Vielfaches der Prioritaten, so wird der
verbleibende Rest der niedrigsten Prioritat zugeordnet, da von dieser auch
alle anderen Prioritaten Speicher beziehen konnen. Fur eine exemplarische
Dimensionierung der Ringbuer zur Verwaltung der freien Speichersegmente
siehe Abbildung 5.8.
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1 bool read(message &)
2 {
3 // get occupied slot (1)
4 for (prio = max_prio; prio >= 0; prio --)
5 {
6 index = occupied_slots[prio].read ();
7 if (index != -1) break;
8 }
9
10 // if no slot was occupied , signal a failure
11 if (prio < 0) return false;
12
13 // copy message to local memory (2)
14 message = shared_memory[index];
15
16 // make slot available for further write operations (3)
17 for (prio = 0; prio <= max_prio; prio ++)
18 {
19 if (available_slots[prio]. write(index )) return true;
20 }
21 }
Quelltext 5.2: Shared Memory Leseoperation (Pseudo-Code)
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Abbildung 5.8: Ringbuer zur Verwaltung der freien Speichersegmente fur 17 Nach-
richten bei 5 Prioritatsstufen
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Da mit Steigerung der Prioritat auch immer mehr Speicher zur Verfugung
steht, mussen die Ringbuer zur Verwaltung belegter Segmente so ausgelegt wer-
den, dass der komplette auf ihrer und den darunter liegenden Stufen verfugbare
Speicher von ihnen gehalten werden kann. Andererseits kann die Begrenzung des
Speichers jeder Stufe implizit durch die Groe der Ringbuer erreicht werden.
Ein beispielhafter Aufbau ist in Abbildung 5.9 zu nden. Die tatsachliche
Groe des gesamten Speichers muss je nach Systemleistung und zu erwartender
Nachrichtenfrequenz individuell eingestellt werden.
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Abbildung 5.9: Ringbuer zur Verwaltung der belegten Speichersegmente fur 17
Nachrichten bei 5 Prioritatsstufen
Bei je einem Schreibe- und einem Leseprozess sind ubliche Ringbuer-Im-
plementierungen prinzipiell nicht anfallig fur Race-Conditions, da Schreibe-
und Leseadresse nur von dem entsprechenden Prozess verandert werden. Im
vorliegenden Fall kann die Anzahl der Prozesse jedoch nicht auf je einen
begrenzt werden, da dies eine Begrenzung der Client-Anzahl nach sich ziehen
wurde. Sollen Ringbuer von mehreren Clients gleichzeitig genutzt werden,
muss dennoch die Konsistenz der Datenstruktur sichergestellt werden. Expli-
zite Synchronisierungsmechanismen (siehe [52] Kapitel 2.3.2. Critical Regions)
wurden in 2.2.2 bereits ausgeschlossen. Eine Erweiterung ublicher Ringbuer-
Implementierungen gema [47] erlaubt jedoch den Zugri durch beliebig viele
konkurrierende Schreiber und Leser. Die Implementierung basiert auf der atoma-
ren Compare-And-Swap Operation der CPU und der Reservierung von Schreib-
bzw. Lesepositionen vor dem eigentlichen Zugri und kann so auch ohne explizite
Synchronisierung konsistente Daten garantieren.
Erste Messungen einer solchen Speicherverwaltung ergaben neben einer hohen
Wertedichte im Bereich um 0,8 µs auch noch eine zweite Haufung mit deutlich
hoheren Werten (siehe Abbildung 5.10). Untersuchungen mit der Momentics
Tool Suite (QNX Software Systems) ergaben, dass diese hohen Werte auf Sei-
tenfehler (siehe [52] Kapitel 4.3 Virtual Memory) zuruckzufuhren sind. Shared
Memory wird unter QNX mit der Funktion mmap() in die jeweiligen Prozess-
adressraume eingeblendet. Nach [24] erfolgt die tatsachliche Verknupfung des
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Abbildung 5.10: Nachrichtenversand uber Shared Memory mit Ringbuer-basierter
Verwaltung
physikalischen Speichers mit der virtuellen Adresse (Mapping) jedoch erst beim
ersten Schreibvorgang auf eine noch nicht verknupfte Speicherseite. Die Dauer
dieser Verknupfung und die dazu notwendigen Kontextwechsel fuhren zu den
beobachteten Verzogerungen:
When you allocate memory with mmap(), it first alloca-
tes a virtual address range, and then [...] it will allocate
the physical memory needed to back that object. What
it doesnt do, though is setup all the page table mappings
for the mapping [...]. In actual fact it will wait until the
program first accesses a page before setting up a page
table entry for it.
aus No fault of your own... von QNX Entwickler Colin Burgess [24]
Werden dem Prozess, der mmap() aufruft, Ein-/Ausgabeprivilegien gegeben,
erfolgt eine Verknupfung sofort. Dies wurde jedoch ebenfalls bedeuten, dass
Speicher dieses Prozesses { und damit jedem, der die Monitoring-Bilbiothek
nutzt { nicht ausgelagert werden kann. Das konnte bei hoher Speichernutzung
dazu fuhren, dass Speicher von wichtigen Anwendungen vor unwichtigeren
Anwendungen, die aber die Monitoring-Bibliothek nutzen, ausgelagert wird.
Damit verletzt dieses Vorgehen die Randbedingung aus 2.2.2.
Stattdessen wurde dieses Problem in vorliegender Implementierung umgan-
gen, indem direkt nach dem Aufruf von mmap() auf jeder Speicherseite mindestens
ein Byte geschrieben wird. Damit erfolgt das Mapping der Speicherseiten bereits
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in der Initialisierungsphase. Durchgefuhrte Messungen nach dem in 3.2 erlauter-
ten Vorgehen ergaben die in den Graphen 5.11 und 5.12 abzulesenden Ausfuhr-
dauerverteilungen. Sowohl Mittelwerte, als auch WCETs der Ausfuhrdauern
bleiben mit diesem Verfahren deutlich unter denen aller anderen in 3.2 unter-
suchten IPC-Mechanismen. Daher wird beschriebene IPC-Implementierung in
der Monitoring-Infrastruktur zur Kommunikation zwischen Clients und Servern
eingesetzt.
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Abbildung 5.11: Nachrichtenversand uber Shared Memory mit Ringbuer-basierter
Verwaltung
5.2.4 Datentransfer Server→Server
Wie in Abschnitt 5.2.2.1 erwahnt, werden Nachrichtenpakete uber ein Netz-
werk von Server zu Server weitergeleitet. Auf der Transportschicht sollen dabei
Standardprotokolle verwendet werden. (Siehe Kapitel 4.) In 3.2 wurden einige in
Frage kommende Protokolle analysiert. Da die Monitoring-Infrastruktur jedoch
mit verschiedenen Protokollen arbeiten konnen soll, wird hier lediglich eines
gewahlt, das fur vorliegendes Szenario geeignet ist. Die Schnittstelle der Server
wird allerdings nicht darauf beschrankt, sondern oen gehalten.
Kriterien, die bei der Auswahl eines Transportprotokolls berucksichtigt wer-
den mussen, sind Zuverlassigkeit, Overhead, Stauvermeidung und Verfugbarkeit
auf verschiedenen Systemen. Eine Zusammenfassung der Auswertungen aus
3.2 hinsichtlich dieser Kriterien ist in Tabelle 5.3 zu sehen. Da Zuverlassigkeit
immer auch erhohten Overhead in Form von Header-Eintragen und Steuerungs-
nachrichten nach sich zieht, und Zuverlassigkeit fur aktuellen Aufbau nicht
gefordert ist, werden TCP, SCTP und Qnet ausgeschlossen. Stauvermeidung
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Abbildung 5.12: Nachrichtenempfang uber Shared Memory mit Ringbu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TCP ja 20{60 Byte ja ja ja ja
UDP nein 8 Byte nein nein ja ja
SCTP ja 16 Byte ja nein ab v6.3.0 ab Kernel 2.6
DCCP nein 12/16 Byte ja ja nein ab Kernel 2.6.14
Qnet ja
min. 56 Byte
({ IP-Header) ja nein ja nein
Tabelle 5.3: Transportprotokollvergleich
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ist in Netzwerken mit hoher Last sinnvoll und wird implizit in 2.2.4 gefordert.
DCCP ist unter QNX noch nicht verfugbar, so dass ein Einsatz hier nicht ohne
Weiteres moglich ist. Bei der aktuellen Netzwerkauslastung ist Stauvermeidung
nicht notwendig, so dass UDP in der aktuellen Konguration eingesetzt werden
kann. Stehen ausreichend Ressourcen zur Verfugung, konnen die Vorteile eines
aufwendigeren Protokolls genutzt werden.
5.3 Benutzerschnittstelle
5.3.1 Client
Die Monitoring-Bibliothek stellt ein Werkzeug dar, das genutzt werden soll,
um den Zustand des Systems zu uberwachen. Da die Bibliothek ihren Benutzern
die Arbeit erleichtern soll, muss auch die Schnittstelle so einfach gehalten sein,
dass sie ohne aufwandige Einarbeitung nutzbar ist. Die Schnittstelle muss eine
Moglichkeit bereitstellen, Nachrichten zu erzeugen und diese an die Monitoring-
Infrastruktur zu ubergeben.
Eine Fehlerbehandlung ist fur einen Benutzer der Monitoring-Bibliothek se-
kundar, da Fehler im Monitoring-System nicht innerhalb der Client-Anwendung
behoben werden konnen. Weil aufgetretene Fehler lediglich das Monitoring-
System beeintrachtigen konnen, ist es fur die Funktion des Gesamtsystems auch
tolerierbar, wenn diese unbehandelt bleiben. Dementsprechend werden keine
Exceptions zur Fehlerbenachrichtigung verwendet, da diese behandelt werden
mussten. Stattdessen wird auf Ruckgabewerte und zusatzliche Funktionen zur
Statusabfrage zuruckgegrien. So bleibt es dem Benutzer uberlassen, ob er diese
Informationen auswerten mochte.
5.3.1.1 Nachrichtenerzeugung
Eine Nachricht entspricht einer Instanz der Nachrichtenklasse Message. Vom
Benutzer konnen jeder Nachricht Typ (siehe 5.1.1.1), Dringlichkeit (siehe 5.1.1.2)
und Inhalt (siehe 5.1.2) zugewiesen werden. Dies kann direkt bei der Instantiie-
rung durch entsprechende Konstruktorparameter geschehen. Ohne Angabe von
Parametern werden die Standardwerte TYPE_APP und SEV_ERROR verwendet; der
Inhalt bleibt leer.
Durch Aufruf von set_type() bzw. set_severity() an einem Nachrichtenobjekt
konnen Typ und Dringlichkeit neu gesetzt werden. Der Inhalt kann durch
set_content() uberschrieben oder durch reset_content() geleert werden. Weiterhin
ist es moglich den Inhalt sukzessive aufzubauen. Hierzu kann eine Referenz auf
einen ContentStream durch content_stream() abgerufen werden. ContentStream wurde
als Unterklasse von std::ostream implementiert; damit konnen alle Objekte an
eine Nachricht ubergeben werden fur die ein entsprechender Operator existiert.
Die Header-Felder Host Name, Author, Process Name und Process ID werden bei der
Erzeugung einer Nachricht bzw. beim Aufruf von reset() automatisch gesetzt.
Die Felder Thread Name, Thread ID, Timestamp enthalten Informationen, die erst
bei der Ubergabe der Nachrichten an die Monitoring-Infrastruktur feststehen
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und werden demnach auch erst zu diesem Zeitpunkt { ebenfalls automatisch {
gesetzt.
5.3.1.2 Nachrichtenveroentlichung
Die Monitoring-Umgebung wird in Form einer Singleton-Klasse (siehe [31]
Kapitel 3 Creational Patterns) Monitor in die Client-Software eingeblendet.
Die Ubergabe einer Nachricht an die Monitoring-Infrastruktur erfolgt durch
den Aufruf von Monitor::instance().publish() mit dem Nachrichtenobjekt als
Parameter. Fehler bei der Veroentlichung werden im Ruckgabewerte des Metho-
denaufrufs kommuniziert. Die Bedeutungen der Ruckgabewerte sind in Tabelle
5.4 aufgefuhrt.
In Anlehnung an die C++-Ausgabeschnittstelle std::cout konnen Nachrichten
auch uber den Stream mout an die Monitoring-Infrastruktur ubergeben wer-
den. Das Ergebnis der jeweils letzten Veroentlichung kann durch Aufruf der
Methode state() am Stream-Objekt ausgelesen werden. Die moglichen Werte
entsprechen ebenfalls denen in Tabelle 5.4.
OK Veroentlichung war erfolgreich
PUBL FULL Puer zwischen Client und Server voll
PUBL THREAD Fehler beim Setzen der Thread Information
PUBL TIME Fehler beim Setzen des Zeitstempels
Tabelle 5.4: Mogliche Ergebnisse einer Nachrichtenveroentlichung
Beispiel-Code zur Verwendung der Monitoring-Bibliothek ist in Quelltext 5.3
zu nden.
5.3.2 Server
Ein Server-Objekt wird durch Instantiierung der Klasse Server erzeugt. Diese
Klasse sowie alle weiteren fur den Betrieb eines Servers notwendigen Komponen-
ten wurden in einer Bibliothek zusammengefasst, so dass einfach verschiedene
Server-Kongurationen mit identischem Grundgerust erstellt werden konnen.
Ein solches Server-Gerust bietet selbst keine Funktionalitat zur Netzwerkkom-
munikation, lokaler Nachrichtenausgabe oder Filterung. Es kann jedoch durch
Aufruf der Methode attach() um die gewunschte Funktionalitat erweitert werden.
Gultige Parameter der attach() Methode sind Referenzen auf Objekte, die
eine der Schnittstellen der jeweiligen abstrakten Basisklasse implementieren.
(Siehe Tabelle 5.5.) Durch diesen modularen Aufbau ist es moglich, Server fur
verschiedene Anwendungsfalle zu kongurieren und nur die Module einzubinden,
die tatsachlich benotigt werden. Sender- und Empfangerimplementierungen
der Transportprotokolle UDP und TCP sind bereits in der Server-Bibliothek
enthalten. Eine grasche Darstellung der Nachrichten, wie in in Abbildung 5.13
zu sehen, wurde ebenfalls implementiert.
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1 #include "monitor.h"
2 using namespace mtr;
3 using namespace mtr:: message;
4
5 /* ************************************************************ */
6
7 Message msg(SEV_ERROR , TYPE_HARDWARE ,
8 "Emergency Stop engaged");
9
10 mout << msg;
11 if (mout.state () != OK)
12 {
13 /* error */
14 }
15
16 /* ************************************************************ */
17
18 Message msg2(SEV_NOTICE , TYPE_HAL );
19 msg2.content_stream () << "set torques to: ";
20 for ( int i=0; i<6; ++i)
21 {
22 msg2.content_stream () << desired_torques[i] << " ";
23 }
24
25 if (Monitor :: instance (). publish(msg2) != OK)
26 {
27 /* error */
28 }
29
30 /* ************************************************************ */
31
32 msg.set_content("consume ");
33 msg.content_stream () << hrl.timeStamp
34 << "i: " << hrl.currents [0].iq.real()
35 << ' ' << hrl.currents [1].iq.real()
36 << ' ' << hrl.currents [2].iq.real()
37 << " start: " << (unsigned int)hrl.start [0]
38 << (unsignedint)hrl.start [1]
39 << (unsigned int)hrl.start [2]
40 << " reset " << (unsigned int)hrl.reset;
41
42 mout << msg;
43
44 /* ************************************************************ */
45
46 msg.set_severity(SEV_NOTICE );
47 msg.reset_content ();
48 msg.content_stream () << "Elbow Digital Board Temperature = "
49 << _robot._rawData.joint1.temperatures.digital << " C ";
50
51 Monitor :: instance (). publish(msg);
52
53 /* ************************************************************ */
Quelltext 5.3: Nachrichtengenerierung und -versand
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Abbildung 5.13: GUI zur lokalen Nachrichtenausgabe
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Basisklasse rein-virtuelle Methoden
ReceiverAbstract size_t receive(char* buffer, size_t size)
SenderAbstract void send(Address& receiver, const char* data, size_t size),
bool convert(Address& output, const string& text_line)
OutputAbstract void show(MessageInterface& message)
FilterAbstract bool filter(MessageInterface& message)
Tabelle 5.5: Ubersicht uber Server-Erweiterungen
Zum Starten und Beenden aller Teile eines Server-Objekts konnen zwei
Varianten verwendet werden: Entweder mit Hilfe der Methoden go() und stop()
oder gekoppelt an den Gultigkeitsbereich eines Runner-Objekts (RAII-Prinzip:
resource acquisition is initialization [51]). Erweiterungen konnen auch bei lau-
fendem Server hinzugefugt (attach()) oder entfernt (detach()) werden.
Sollen Nachrichten an andere Server weitergeleitet werden, mussen zum einen
die Adressen dieser Server und zum anderen die zu verwendenden Senderimple-
mentierungen einstellbar sein. Hierzu wird fur jeden Zielpunkt eine Zeichenkette
an den Server-Prozess ubergeben. Das Format dieser Zeichenketten entspricht:
Adresse [Key]
Key legt fest, welches Sendeobjekt verwendet werden soll. Der selbe Key muss bei
der Instantiierung des Sendeobjekts gesetzt werden. Wird kein Key angegeben,
wird UDP als Standard angenommen. Das Format der Adresse ist von der zu
verwendenden Senderimplementierung abhangig. Eine gultige Zeichenkette fur
eine TCP -Verbindung zu Rechner perses und Port 12783 ist beispielsweise:
perses : 12783 [TCP]
Solche Zeichenketten konnen beim Start einer Server-Anwendung entweder
direkt als Kommandozeilenparameter oder mit der Option -f file in einer
Textdatei angegeben werden.
5.4 Zusammenfassung
In diesem Kapitel wurde die Implementierung der einzelnen Komponenten des
Monitoring-Systems erlautert: Nachrichten werden mit Einsatz der Monitoring-
Bibliothek in Clients erzeugt und zu Servern ubertragen, die die Nachrichten
weiterverarbeiten.
Zuerst wurde die Datenstruktur der Nachrichten festgelegt. Im 90 Byte groen
Header werden Informationen gespeichert, die zur Einordnung der Nachrichten
notwendig sind; im Content-Bereich kann beliebiger Text gespeichert werden.
Der Transport der Nachrichten wird von Server-Prozessen durchgefuhrt. Diese
bestehen aus drei Teilen: Empfanger-Threads konnen Nachrichtenpakete von
5.4. ZUSAMMENFASSUNG 61
anderen Servern empfangen und an den Reorganizer-Thread ubergeben. Dieser
extrahiert die einzelnen Nachrichten aus den Paketen und ubergibt sie { wie
ein Client { an die lokale Kommunikationsstruktur. Im Sender-Thread werden
die Nachrichten aus der lokalen Kommunikationsstruktur ausgelesen, geltert
und gegebenenfalls ausgegeben oder { in Pakete zusammengefasst { an andere
Server weitergeleitet.
Zur lokalen Kommunikation zwischen Clients und Server wurde Shared Me-
mory mit einer auf Ringbuern basierenden Verwaltung implementiert. Fur die
Kommunikation zwischen Servern werden Empfanger- und Senderschnittstellen
verwendet, uber die die Monitoring-Infrastruktur einfach um neue Transport-
protokolle erweitert werden kann. Aktuell wurden Schnittstellen fur UDP und
TCP implementiert.
Auf Client-Seite wird die Monitoring-Umgebung in Form eines Monitor-Objekts
in Benutzeranwendungen eingeblendet. Message-Objekte konnen entweder durch
Aufruf der Methode publish() des Monitor-Objekts oder mit Hilfe des <<-
Operators eines MonitorStreams an die Monitoring-Infrastruktur ubergeben wer-
den.
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Kapitel 6
Analyse der
Implementierung
Im Folgenden wird vorliegende Implementierung mit den Anforderungen
und Randbedingungen, die in 2 aus der Problemstellung abgeleitet wurden,
verglichen. Werden alle Randbedingungen erfullt, kann garantiert werden, dass
die Monitoring-Infrastruktur ohne negative Auswirkungen auf Benutzeranwen-
dungen oder das Gesamtsystem verwendet werden kann. Die Erfullung der
Anforderungen bestimmt den Grad, in wieweit die Aufgabenstellung umgesetzt
werden konnte.
6.1 Anforderungen
6.1.1 Integration in Software-Umgebung
Die Komponenten, die zur Interaktion mit dem Monitoring-System notwendig
sind, wurden in einer C++-Bibliothek { der Monitoring-Bibliothek { zusam-
mengefasst. Da bei der Implementierung nur POSIX-konforme Schnittstellen
verwendet wurden, ist die Monitoring-Bibliothek unter QNX, Linux und allen
weiteren POSIX-Systemen nutzbar. Randbedingung 2.1.1 ist demnach erfullt.
6.1.2 Datenformat
Durch den in 5.1 denierten Aufbau einer Monitoring-Nachricht ist es moglich
frei formulierbaren Text zu versenden. die Lange des Texts ist jedoch begrenzt.
Durch die entsprechenden Daten im Header einer Nachricht (siehe 5.1.1) ist
eine Einordnung der Nachrichten in den Kontext ihrer Erzeugung durch einen
Zeitstempel und Informationen uber die Generierungsstelle bis auf Thread-
Ebene genau moglich. Zudem wird vom Benutzer jeder Nachricht ein Typ
aus Tabelle 5.1 zugeordnet. Dieser gibt an, aus welchem logischen Teil des
Gesamtsystems die Nachricht stammt. Ebenso wird jede Nachricht mit einer
Dringlichkeit aus Tabelle 5.2 versehen. Die Anforderungen aus 2.1.2 konnen
demnach als voll erfullt angesehen werden.
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6.1.3 Plattform-unabhangige Datenreprasentation
Durch die Serialisierung und das Marshalling aller Nachrichten, die uber das
Netzwerk verschickt werden, wird sichergestellt, dass auf allen Systemen eine
Nachrichtendarstellung erzeugt werden kann, die in ihrer Bedeutung mit der
Originalnachricht ubereinstimmt. (Siehe 5.2.2.1.) Allerdings werden in vorlie-
gender Implementierung die Zeichenkodierungen nicht beachtet. Da dies im
aktuellen Anwendungsfall nicht notwendig ist und ein Feld zur Identizierung
von Kodierungen im Nachrichtenaufbau bereits vorgesehen ist (siehe 5.1.2.3),
kann Randbedingung 2.1.3 trotzdem als erfullt angesehen werden.
6.1.4 Einfache Anpassbarkeit an Netzwerktopologie
Alle Kommunikation uber Rechnergrenzen hinweg wird von Servern abgewi-
ckelt. Ebenso wird hier festgelegt ob und wie Nachrichten lokal ausgegeben
werden. (Siehe 5.2.2.) Dadurch ist es fur die Clients nicht mehr notwendig
die Empfanger ihrer Nachrichten zu kennen; sie kommunizieren nur mit einem
Server, der auf dem selben Rechner ausgefuhrt wird. Durch die Fahigkeit der
Server Nachrichten weiterleiten zu konnen, mussen Nachrichten nicht direkt
an ihren Bestimmungsort ubertragen werden, sondern konnen von Server zu
Server weitergereicht werden, bis alle erforderlichen Stationen erreicht wurden.
Dadurch mussen auch die Server die Ausgabepunkte nicht kennen. Servern
mussen jedoch die nachsten Stationen der Nachrichten bekannt sein. Diese
werden beim Start eines Servers festgelegt. (Siehe 5.3.2.) Fur jeden geanderten
Kommunikationsweg ist demnach ein Neustart eines Servers mit angepassten
Parametern erforderlich. Somit ist ein manuelles Eingreifen notwendig, wenn
die Netzwerktopologie geandert wird. Da dies allein durch Anpassung der
Startparameter eines Servers moglich ist, ist Anforderung 2.1.4 erfullt.
6.1.5 Unabhangigkeit von Kommunikations-Hardware
Da nur die obersten drei Schichten des OSI-Modells implementiert wurden,
konnen Transportschicht und alle darunter liegenden Schichten einfach an
die jeweils gegebenen Anforderungen angepasst werden. Dies ist durch die
Erweiterbarkeit der Server um neue Sender und Empfanger einfach durchfuhr-
bar. Dadurch ist es ebenfalls moglich, verschiedene Netzwerkschnittstellen und
Transportprotokolle in einem Server parallel einzusetzen. (Siehe 5.2.2.1 und
5.2.2.2.) Fur den aktuellen Systemaufbau wurden Schnittstellen fur die UDP
und TCP-Protokolle auf Ethernet-Basis implementiert. So mussen die Wege
der Echtzeitkommunikation nicht belastet werden und es kann auf eine zweite
Netzwerkanbindung ausgewichen werden. Da Implementierungen fur SpaceWire
und andere Kommunikationstechniken einfach zu erganzen sind, ohne dass an
der Server-Struktur Anderungen notwendig waren, ist Anforderung 2.1.5 voll
erfullt.
6.1.6 Filter
Filter werden in vorliegender Implementierung in Form von Ruckrufmecha-
nismen realisiert. (Siehe 5.2.2.1.) Damit sind sie vom Benutzer frei denierbar.
Sie konnen auch zur Laufzeit dem Server hinzugefugt oder entzogen werden.
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Es ist moglich, beliebig viele Filter in Reihe zu schalten. Eine Filterung auf
Client-Seite ist momentan nicht moglich, zur Steuerung der Ausgabe und des
Netzwerkverkehrs jedoch auch nicht notig. Die Anforderung 2.1.6 ist erfullt,
konnte allerdings durch Client-seitige Filter noch verbessert werden.
6.1.7 Nachrichtenpriorisierung
Damit wichtige Nachrichten vor unwichtigen verarbeitet werden, wurde die
lokale Interprozesskommunikation so ausgelegt, dass die Nachricht mit der
jeweils hochsten Prioritat zuerst vom Sender-Thread des Servers ausgelesen wird.
Besitzen mehrere Nachrichten dieselbe Prioritatsstufe, werden diese nach dem
FIFO-Prinzip abgearbeitet. (Siehe 5.2.3.) Es ist somit gewahrleistet, dass die
jeweils wichtigste und alteste Nachricht vor allen anderen in einem Transportpa-
ket gespeichert wird. Daraus ergibt sich, dass die Dringlichkeit der Nachrichten
innerhalb eines Paketes von vorne nach hinten abnimmt. Der Reorganizer auf
Empfangerseite beginnt mit dem Auslesen der Pakete dementsprechend bei
der wichtigsten enthaltenen Nachricht. Da die ausgelesenen Nachrichten wieder
in die lokale { prioritatsgewahre { Kommunikationsstruktur eingefugt wird,
werden wichtige Nachrichten auf ihrem gesamtenWeg bis zur Ausgabe bevorzugt
behandelt.
Es muss jedoch darauf hingewiesen werden, dass das Einspeisen einer Nach-
richt in die lokale Kommunikationsstruktur auch vom Scheduling-Verhalten
abhangt. Das bedeutet, dass ein Prozess/Thread nur Nachrichten versenden
kann, wenn er ausgefuhrt wird. Da der Server-Prozess im Hintergrund der Be-
nutzeranwendungen arbeitet, kann es durch ungunstiges Scheduling vorkommen,
dass Receiver oder Reorganizer nicht in der Lage sind, eingehende Nachrichten
sofort zu verarbeiten. Um nun vor dem Versenden eine korrekte Priorisierung
aller Nachrichten zu garantieren, mussten Receiver- und Reorganizer-Thread
hohere Prioritaten zugewiesen werden als dem Sender-Thread. Dieses Vorgehen
wurde bei hohem Nachrichtenaufkommen jedoch dazu fuhren, dass die lokale
Kommunikationsstruktur voll lauft, aber keine Nachrichten ausgelesen werden
konnen. Um den unter diesen Bedingungen auftretenden Nachrichtenverlust zu
vermeiden, arbeiten alle Threads des Servers auf der selben Prioritatsstufe,
so dass auch der Sender-Thread ausgefuhrt werden kann, wenn kein Prozess
hoherer Prioritat lauahig ist. Die damit einhergehende Moglichkeit der Ver-
letzung der Nachrichtendringlichkeiten wird zu Gunsten einer Vermeidung von
Nachrichtenverlust in Kauf genommen.
Werden einem Server-Prozess genug Ressourcen zur Verfugung gestellt, um
alle Nachrichten zu verarbeiten, werden hochpriore Nachrichten auch in jedem
Fall bevorzugt behandelt. Ansonsten kann dies nicht garantiert werden. Anfor-
derung 2.1.7 ist demzufolge mit Einschrankung erfullt.
6.1.8 Benutzerschnittstelle
Die Schnittstelle zur Veroentlichung von Nachrichten aus einer Benut-
zeranwendung heraus folgt dem Konzept objektorientierter Programmierung.
Nachrichten werden als Objekte erzeugt, die an ein Monitor-Objekt ubergeben
werden, das die gesamte Monitoring-Infrastruktur abstrahiert. (Siehe 5.3.1.)
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Durch diese Abstraktion wird die Komplexitat der Nachrichtenverarbeitung
vor Anwendungsentwicklern verborgen. Die Generierung einer Nachricht erfolgt
durch Instantiierung eines Message-Objekts und muss im Weiteren vom Benutzer
nicht mehr verandert werden. Es werden jedoch Schnittstellen angeboten, um
eine nachtragliche Anderung des Typs, der Dringlichkeit und des Inhalts einer
Nachricht neu zu setzen bzw. zu erganzen. Neben der Moglichkeit den Nachrich-
teninhalt komplett zu uberschreiben, kann dieser auch uber eine std::ostream-
Implementierung aufgebaut werden. In Bezug auf die Client-Seite kann Anfor-
derung 2.1.8 als erfullt betrachtet werden.
Zur Konguration der Nachrichtenverarbeitung werden vier abstrakte Basis-
klassen zur Verfugung gestellt. Spezialisierungen dieser Klassen konnen instan-
tiiert und { in beliebiger Anzahl { in den Kontrolluss eines Server-Prozesses
eingebunden werden. (Siehe 5.3.2.) Auf diese Weise konnen Server einfach um
frei denierbare Filter, Ausgabe- und Transportmechanismen erweitert werden.
Hinzufugen und Entfernen solcher Objekte ist zu jedem Zeitpunkt moglich.
Aufgrund dieser Flexibilitat und da gemeinsame Funktionalitat bereits in den
Basisklassen enthalten ist, kann Anforderung 2.1.8 auch auf Server-Seite als
erfullt angesehen werden.
6.1.9 Zeitstempel
Jede Nachricht wird bei ihrer Veroentlichung mit einem nanosekundenge-
nauen Zeitstempel versehen. (Siehe 5.1.1.5.) Da der Zeitstempel der Systemzeit
des jeweiligen Systems entspricht, hangt die Qualitat des Zeitstempels von der
Genauigkeit der Systemzeit ab. Wird angenommen, dass die Systemzeit aller be-
teiligten Rechner exakt genug ist, um die Reihenfolge verschiedener Nachrichten
rekonstruieren zu konnen, ist Anforderung 2.1.9 erfullt. Die Synchronisierung
der Zeitgeber ist jedoch nicht Teil dieser Arbeit.
6.1.10 Erkennung von Nachrichtenverlust
Durch die Einfuhrung von Sequenznummern werden verlorene Nachrichten
erkannt. Dieser Verlust wird durch Generierung einer Monitoring-Nachricht
bekannt gemacht, sobald dem Server ausreichend Zeit hierfur zur Verfugung hat.
(Siehe 5.2.2.4.) Da verlorene Nachrichten nur erkannt werden, wenn Lucken im
Strom der Sequenznummern auftauchen, ist eine Erkennung des Verlusts der
jeweils letzten Nachricht mit diesem Prinzip nicht moglich. Soll sichergestellt
werden, dass beim Transport uber das Netzwerk keine Nachrichten verloren
gehen, muss ein Transportprotokoll verwendet werden, das Datenzustellung
garantiert.
Werden Nachrichten verloren bevor ihre Sequenznummer gesetzt wird { al-
so vor dem ersten Auslesen einer Nachricht durch ein Sende-Modul { wird
dies auf Server-Seite nicht erkannt. Bei korrekter Funktion der Monitoring-
Infrastruktur ist der einzig mogliche Grund fur den Verlust einer Nachricht
ohne Sequenznummer das Fehlschlagen der Veroentlichung auf Client-Seite. In
diesem Fall wird jedoch der Client uber den Fehler informiert (siehe 5.3.1.2), so
dass dieser den Verlust geeignet behandeln kann. Anforderung 2.1.10 ist daher
mit Einschrankung erfullt.
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6.2 Randbedingungen
6.2.1 Neutralitat bezuglich Benutzeranwendungen
Unter QNX werden den Server-Prozessen Prioritaten unterhalb der Prio-
ritaten der Benutzeranwendungen zugeordnet. Da an den Schnittstellen zu
Benutzeranwendungen keine Synchronisierungsmechanismen eingesetzt werden,
die das Prozess-Scheduling beeinussen, und die Kommunikation zwischen Cli-
ents und Servern asynchron ablauft, ist unter QNX Randbedingung 2.2.1 erfullt.
Unter Linux wird Scheduling nicht strikt nach Prozessprioritaten gehandhabt,
so dass die Beeinussung der Benutzeranwendungen durch Monitoring-Prozesse
nicht vermieden werden. Dies ist jedoch auch nicht im selben Mae notwendig
wie unter QNX, da unter Linux keine echtzeitkritischen Prozesse ausgefuhrt
werden.
6.2.2 Determinismus
Sowohl die Nachrichtengenerierung als auch die Nachrichtenveroentlichung
verwenden ausschlielich determinierte Funktionsaufrufe. Dies ist moglich, da
die Datenstruktur der Nachrichten fest angelegt wurde und somit dynamische
Speicherallozierung nicht verwendet werden muss. (Siehe 5.1.) Weiterhin werden
keine Synchronisierungsmechanismen benotigt, die das Scheduling-Verhalten der
Prozesse beeinussen oder zur Blockierung einer Benutzeranwendung fuhren
konnten. (Siehe 5.2.3.) Ein Nachweis hierzu ist in Abbildung 6.1 zu nden, in der
erkennbar ist, dass alle Veroentlichungen einer Nachricht innerhalb einer festen
Zeitspanne abgeschlossen wurden. Randbedingung 2.2.2 ist demnach erfullt.
6.2.3 Begrenzte Ausfuhrdauer
Insbesondere die Ausfuhrdauer einer Nachrichtenveroentlichung ist begrenzt,
da diese auch aus dem echtzeitkritischen Kontrolluss von Benutzeranwen-
dungen ausfuhrbar sein muss. Die Erzeugung einer Nachricht kann hingegen
schon in der nicht echtzeitkritischen Initialisierungsphase erfolgen. Daher wurde
moglichst viel Funktionalitat von der Nachrichtenveroentlichung in die Initia-
lisierung bzw. in den Server-Prozess verlagert. Alle Informationen, die schon
vor dem Zeitpunkt der Veroentlichung bekannt sein konnen, werden auch im
Vorfeld gesetzt. So mussen bei einer Veroentlichung nur noch Zeitstempel,
Sequenznummer und Thread-Informationen gesetzt und die Nachricht in die
lokale Kommunikationsstruktur kopiert werden. (Siehe 5.3.1.)
Die Zeiten, die hierfur notig sind, wurden gemessen und mit denen einer
entsprechenden Veroentlichung mit syslog und einer Konsolenausgabe mit
printf() verglichen. Die Ergebnisse dieser Messungen sind in Abbildung 6.1 zu
sehen. Mit einem Mittelwert von 1,79 µs und einer WCET von 12,75 µs, ist
vorliegende Implementierung ca. 25 mal schneller als QNXs syslog und ca. 120
mal schneller als printf. Weitere Tests im laufenden Betrieb des Robotersystems
ergaben, dass diese Werte niedrig genug sind, um einen storungsfreien Betrieb
zu ermoglichen. Randbedingung 2.2.3 ist damit erfullt.
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Abbildung 6.1: Vergleich der Dauer der Nachrichtenveroentlichungen mit syslog,
einer Konsolenausgabe mit printf() und der Monitoring-Bibliothek
6.2.4 Geringe Netzwerkbelastung
Nachrichten eines Servers respektive Netzwerkknotens werden, soweit dies
sinnvoll ist, vor dem Versand zu anderen Servern geltert und gepackt. (Siehe
5.2.2.1.) Dadurch wird der Nutzdatenanteil im Vergleich zur Header-Groe
des Transportprotokolls verbessert und damit die Netzwerkbelastung reduziert.
Weiterhin werden von der Monitoring-Infrastruktur nur Nutzdaten uber das
Netzwerk ubertragen; Steuerungsnachrichten oder ahnliches sind nicht notwen-
dig.
Die tatsachliche Netzwerkbelastung hangt jedoch auch vom verwendeten
Transportprotokoll und dessen Overhead ab. Da dieses einerseits frei wahlbar
ist und andererseits UDP { ein Protokoll mit geringem Overhead { als Standard
verwendet wird, ist auch Randbedingung 2.2.4 erfullt.
Kapitel 7
Zusammenfassung und
Ausblick
Ziel dieser Arbeit war es, ein System aufzubauen, uber das Nachrichten
aus echtzeitkritischen Anwendungen heraus an andere Netzwerkknoten wei-
tergegeben werden konnen. Die Kommunikationswege sollen dabei moglichst
einfach an veranderte Systemkongurationen anpassbar sein. Nachrichten sollen
einerseits frei formulierbaren Inhalt und andererseits denierte Informationen
zum Kontext der Nachrichten enthalten.
Da alle Randbedingungen aus 2.2 in vorliegender Implementierung erfullt
wurden, kann garantiert werden, dass sich der Einsatz der Monitoring-Infra-
struktur nicht negativ auf Benutzeranwendungen auswirkt. Die Anforderungen,
die sich aus der Aufgabenstellung ergaben (siehe 2.1), wurden ebenfalls erfullt,
unterliegen jedoch teilweise noch Einschrankungen. Um dieses Einschrankungen
aufzuheben und um das Gesamtsystem weiter zu verbessern, werden im Folgen-
den noch einige Moglichkeiten und Losungsvorschlage fur kommende Arbeiten
im Zusammenhang mit der Monitoring-Infrastruktur aufgefuhrt. Abschlieend
wird nochmals ein Uberblick uber die entstandene Monitoring-Infrastruktur
gegeben und ein Ergebnis der Arbeit formuliert.
7.1 Optimierungsmoglichkeiten und zukunftige
Arbeiten
7.1.1 Zeichenkodierung
Momentan wird die Zeichenkodierung des zu ubertragenden Textes nicht
berucksichtigt. Eine Konvertierung zwischen verschiedenen Zeichenkodierungen
erfordert zwei Informationen: Zum einen einen Tabellensatz, der fur die ver-
schiedenen Kodierungen die Ubersetzung von Zahlenwerten in Schriftzeichen
ermoglicht, und zum anderen einen Schlussel, nach dem die Tabelle ausgesucht
werden kann, die der gewunschten Zeichenkodierung entspricht. Ein Feld, um
einen solchen Schlussel zu ubertragen, wurde im Content-Teil der Nachrich-
ten bereits vorgesehen. Die Ubersetzungstabellen konnten in der Monitoring-
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Bibliothek hinterlegt werden. Bei der Ausgabe einer Nachricht musste dann nur
die entsprechende Tabelle zur Zeichendarstellung verwendet werden.
7.1.2 Filter
In der aktuellen Implementierung mussen Server-Anwendungen nach Ande-
rungen an einer Erweiterung zur Netzwerkkommunikation, Filterung oder loka-
len Ausgabe neu kompiliert werden. Bei Kommunikations- und Ausgabemodulen
stellt dies kein Problem dar, da diese in der Regel dauerhaft bestehen bleiben.
Im Fall der Filter kann es jedoch erforderlich sein, die Parameter, nach denen
Nachrichten verworfen oder weiterverarbeitet werden, haug zu andern. Um
dies zu ermoglichen ware ein Filter wunschenswert, der mit Hilfe von Skripten
konguriert werden kann. Die Interpretierung der Skripte konnte im laufenden
Betrieb durchgefuhrt werden, was allerdings zu einer erhohten Verarbeitungs-
dauer der Nachrichten fuhren wurde. Alternativ konnten die Skripte { ahnlich
der Empfangerliste { in der Initialisierungsphase der Server geladen werden.
Dies wurde die Flexibilitat zwar wieder reduzieren, jedoch nur einen Neustart
der Server-Anwendung erfordern und keinen erneuten Kompilierungsvorgang.
Weiterhin konnte es die Konguration von Server-Anwendungen erleichtern,
wenn Sende- und Ausgabemodulen jeweils separat Filter vorgeschaltet werden
konnten. So konnten beispielsweise Nachrichten hoher Prioritat uber ein zu-
verlassiges Transportprotokoll versendet werden, wahrend unwichtigere Nach-
richten ein weniger Overhead produzierendes Protokoll verwenden. Ein solches
Verhalten ist mit der aktuellen Implementierung zwar auch moglich, muss jedoch
direkt in die entsprechenden Sende- bzw. Ausgabemodule integriert werden.
Zusatzlich zu den Server-seitigen Filtern konnten einfache Filter innerhalb
der Benutzeranwendungen dazu beitragen, Ressourcen nicht unnotig zu belegen.
Eine Moglichkeit Filter auf Client-Seite zu implementieren ist, die Monitoring-
Bibliothek nicht direkt zu nutzen, sondern ein Logging-Front-End wie Pantheios
[12] als Schnittstelle zur Monitoring-Infrastruktur zu verwenden.
7.1.3 Zeitstempel
Wie bereits mehrfach erwahnt, ist ein Zeitstempel in einer Nachricht nur
sinnvoll, wenn die Zeitgeber aller beteiligten Rechner synchronisiert wurden, da
ansonsten eine Rekonstruktion von Ereignisabfolgen nicht durchgefuhrt werden
kann. Dieses Problem kann jedoch nicht innerhalb der Monitoring-Infrastruktur
gelost werden, sondern erfordert die Synchronisierung der Systemuhren. Im ak-
tuellen Aufbau wird dies mit Hilfe des NTP-Protokolls [41] bereits durchgefuhrt.
Da NTP allerdings fur die Verwendung in groen, unzuverlassigen Netzwerken
wie dem Internet entwickelt wurde, konnte mit einem Verfahren, das auf kleine,
zuverlassige Netzwerke optimiert ist, die Qualitat der Uhrensynchronisierung
vermutlich noch deutlich verbessert werden. In Frage kommt hierfur beispiels-
weise das Precision Time Protocol [29].
Da eine exakte Synchronisierung nicht moglich ist, ware es sinnvoll, jeder
Nachricht zusatzlich Informationen uber die Unsicherheit ihres Zeitstempels hin-
zuzufugen, um so zumindest einen Anhaltspunkt bei der Auswertung der Daten
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zu haben. Aktuell liegen solche Daten allerdings nicht vor; dies konnte jedoch bei
der Implementierung eines anderen Synchronisierungsprotokolls berucksichtigt
werden.
7.1.4 Reduzierung der Veroentlichungsdauer
Um die Dauer, die zur Veroentlichung einer Nachricht benotigt wird, weiter
zu reduzieren, konnten einige zusatzliche Header-Daten vor oder nach der
Veroentlichung gesetzt werden. So ist dem Benutzer in der Regel bekannt,
aus welchem Thread eine Nachricht verschickt werden wird. Er konnte diese
Information also bereits bei der Nachrichtengenerierung setzen. Die Korrektheit
dieser Daten lage dann jedoch in der Verantwortung des Benutzers.
7.1.5 Reduzierung der Netzwerkbelastung
Sollte das Netzwerk durch die Monitoring-Infrastruktur zu stark belastet
werden, konnte dies durch zusatzliche Logik des Senders und des Reorganizers
verringert werden. Beispielsweise konnten die serialisierten Nachrichten vor dem
Versand komprimiert werden, um so die Menge der Daten, die ubertragen
werden muss, zu reduzieren. Ein anderer Ansatz konnte es sein, ahnliche
Nachrichten zusammenzufassen. Besitzen mehrere Nachrichten z.B. den selben
Inhalt und unterscheiden sich nur durch ihre Header, so wurde es ausreichen
statt aller Nachrichten nur eine zu verschicken und in dieser zu kennzeichnen,
wie viele solcher Nachrichten aufgetreten sind.
7.1.6 FPGA Implementierung
In dieser Arbeit wurde die Monitoring-Infrastruktur fur C++-Anwendungen
auf QNX/Linux-Plattformen implementiert. Um auch Elemente der Gelenk-
Ebene des MiroSurge-Szenarios uberwachen zu konnen, ist eine Implementie-
rung notwendig, die auf FPGAs eingesetzt werden kann. Auerdem ist die Im-
plementierung eines SpaceWire-Empfangermoduls erforderlich, um Monitoring-
Daten der Gelenk-Ebene in daruber liegenden Ebenen verarbeiten zu konnen.
7.2 Uberblick uber Monitoring-Infrastruktur
In vorliegender Arbeit wurden die obersten drei Schichten des OSI-Schichten-
modells zum Transport von Monitoring-Nachrichten uber ein Netzwerk imple-
mentiert:
Die Benutzerschnittstelle (Anwendungsschicht), die in Anwenderprogrammen
sichtbar ist, folgt dem Konzept der objektorientierten Programmierung. Die
gesamte Monitoring-Infrastruktur wird hierbei durch ein Monitor-Objekt bzw.
einen MonitorStream dargestellt, dem Nachrichtenobjekte ubergeben werden kon-
nen. Alle Attribute eines Nachrichtenobjekts werden automatisch gesetzt; Inhalt,
sowie Typ und Dringlichkeit, konnen jedoch vom Benutzer uberschrieben bzw.
erganzt werden. Die Konguration der Nachrichtenverarbeitung erfolgt uber
Ruckrufmechanismen { ahnlich den Appendern aus log4j. D.h. Benutzer konnen
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eigene Filter-, Ausgabe-, Empfangs- und Sendeobjekte erstellen und diese bei
einem Server registrieren.
Das Format der Nachrichten (Darstellungsschicht) wurde dem des syslog-
Protokolls nachempfunden, jedoch an die gegebenen Anforderungen angepasst.
So wurden die Aufteilung der Nachrichten in Header und Content, sowie
die starre Speicheraufteilung ubernommen. Im Header werden Informationen
zum Ursprung und der Art einer Nachricht eingetragen, also die Adresse
des Netzwerkknotens, die Namen der Anwendung und des Verantwortlichen,
Informationen zu Prozess und Thread, der Zeitpunkt der Veroentlichung, eine
Sequenznummer, Typ und Dringlichkeit. Im Content-Bereich wird ein Feld zur
Verfugung gestellt, in das vom Benutzer frei formulierbarer Text eingetragen
werden kann. Zusatzlich werden hier noch Informationen uber Lange des Textes
und verwendeten Zeichensatz hinterlegt.
Die Ubertragungsinfrastruktur (Kommunikationsschicht) stellt eine Kombina-
tion aus der Client/Server-Architektur des syslog-Protokolls und des modularen
Konzepts der meisten Logging-Frameworks dar. Anwenderprogramme, die die
Monitoring-Bibliothek zur Generierung von Nachrichten nutzen, sind hierbei die
Clients. Sie mussen in ihrem Kontrolluss lediglich die Nachrichten erzeugen.
Der Transport und die Ausgabe der Nachrichten wird von einem Server je
Netzwerkknoten ubernommen. Server bestehen aus drei Teilen: Vom Sender wer-
den Nachrichten aus der lokalen Kommunikationsstruktur ausgelesen, geltert,
gegebenenfalls ausgegeben und { serialisiert und in Pakete verpackt { uber das
Netzwerk an weitere Server gesendet. Receiver dienen zum Empfang von Nach-
richtenpaketen, die von Servern anderer Netzwerkknoten versandt wurden. Diese
Pakete werden an einen Reorganizer weitergegeben, der sie entpackt und { wie
ein Client { in die lokale Kommunikationsstruktur einspeist. Filterung, Ausgabe,
Empfang und Versand von Nachrichten werden durch Server-Erweiterungen
realisiert. Die entsprechenden Methoden der Erweiterungen werden automatisch
aus dem Server-Kontrolluss heraus ausgefuhrt.
7.3 Ergebnis
In Kapitel 6 wurde nachgewiesen, dass durch vorliegende Implementierung
alle Randbedingungen erfullt sind, die einen sicheren Betrieb des Systems
garantieren. Die Anforderungen wurden ebenfalls weitgehend erfullt. Allerdings
konnten einige Punkte nicht vollstandig gelost werden. Diese Anforderungen
ergaben sich aus einer formalen Analyse der Aufgabenstellung, so dass erst durch
den tatsachlichen Einsatz der Monitoring-Infrastruktur festgestellt werden kann,
ob die Implementierung alle praktisch notwendigen Bedingungen erfullt.
In einem ersten Test wurde die maximale Veroentlichungsfrequenz ermittelt,
bei der noch alle Nachrichten verarbeitet werden konnen. Hierzu wurde ein
ansonsten lastloses QNX-System verwendet, auf dem eine Client-Anwendung
in denierten Zeitabstanden Nachrichten an einen Server ubergab, der diese
Nachrichten ungeltert per UDP versendete. Durch sukzessive Reduzierung
der Zeitabstande wurde ermittelt, dass auf dem Testrechner bis zu 80000
Nachrichten pro Sekunde verarbeitet werden konnen, ohne dass Nachrichten
7.3. ERGEBNIS 73
verloren werden. Dies entspricht einer mittleren Zeitspanne von 12.5 µs von der
Veroentlichung einer Nachricht aus dem Client bis zum Versand durch den
Server.
Da in diesem Testaufbau ein Doppelkernprozessor eingesetzt wurde und
nur die beiden Prozesse Client und Server ausgefuhrt wurden, konnten hier
Scheduling-Eekte noch nicht berucksichtigt werden. Um das Verhalten in einem
realen Anwendungsfall zu untersuchen, wurde in einer 3 kHz Regelschleife eines
Rechners des MiroSurge Szenarios in jedem Zyklus eine Nachricht veroentlicht.
Auch dies war im laufenden Betrieb des des MiroSurge Szenarios ohne Nach-
richtenverlust moglich. Eine Nachrichtenveroentlichung mit so hoher Frequenz
stellt jedoch einen Extremfall dar, der ublicherweise nicht auftreten sollte. Damit
erfullt die Implementierung am Ende der Netzwerkpfade die Aufgabenstellung.
Die Weiterleitung von Nachrichten anderer Netzwerkknoten erfordert mehr
Rechenzeit des Servers, da Empfanger, Reorganizer und Sender durchlaufen
werden mussen. Der Empfang und die Ausgabe der Nachrichten des Regelungs-
rechners waren jedoch auf einem Linux-System noch moglich, so dass auch dieser
Teil des Servers als ausreichend schnell angesehen werden kann.
Durch die Analyse der Prozesse des Regelungsrechners wurde weiterhin nach-
gewiesen, dass die Beeintrachtigung der Benutzerprozesse durch die Monitoring-
Infrastruktur lediglich auf die Nachrichtenveroentlichung zuruckzufuhren ist
und gering genug ausfallt, um den Betrieb des Systems nicht zu storen. Damit
kann die Aufgabenstellung als erfullt angesehen werden.
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