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Chapitre 1
Introduction
Les systèmes informatiques sont développés à l’aide d’un ensemble de méthodes, de tech-
niques et d’outils. Le cycle de vie d’un logiciel comporte toutes les étapes du développement
d’un logiciel, de sa conception à sa disparition. Un des avantages de cette division est la possi-
bilité de détecter le plus tôt possible les erreurs dans le processus de réalisation ou d’opération
car on constate que les erreurs ont un coût d’autant plus élevé qu’elles sont détectées lors
de phases avancées du cycle. Cette détection précoce des problèmes permet de maîtriser la
qualité du logiciel, les délais de sa réalisation et les coûts associés au projet.
Parmi les outils et méthodes de spécification de fonctionnalités d’un logiciel, on trouve les
formalismes de modélisation. La modélisation permet d’établir une représentation d’un sys-
tème complexe. Les modèles peuvent être réalisés en utilisant une méthodologie. La méthodo-
logie orientée objets est une méthodologie, la plus utilisée aujourd’hui, pour la modélisation
de systèmes complexes dans des domaines comme l’aéronautique, le spatial, les transports,
l’automobile et les services en général.
Le langage le plus utilisé pour la modélisation orientée objets est UML (pour Unified
Modeling Language). UML est un langage de modélisation graphique. Ce n’est qu’après une
version complètement revue et corrigée que le langage a commencé à être adopté pour le
développement des systèmes. Sa version 1.3 sortie en juin 1999 constitue la norme de base
de l’OMG (pour Objet Management Group) utilisée pour développer les outils logiciels de
modélisation UML.
Depuis sa première version en 1997 (UML 1.1) à aujourd’hui, UML a évolué profondé-
ment. Les changements majeurs ont été faits dans les versions 1.3, 1.4 et 2.0 : des changements
de fonctionnalité, de sémantique et de structure. UML est, malgré tout, un langage ’jeune’,
qui a commencé à être enseigné depuis sa version 1.3 dans les établissements universitaires et
appris par les ingénieurs.
La maîtrise d’UML est aujourd’hui un enjeu majeur vis–à–vis des exigences de qualité de
développement de systèmes. C’est dans ce contexte que nous avons mené les travaux de cette
thèse.
Par la suite, nous développons une brève introduction à UML et à son méta–modèle avec
ses avantages, ses faiblesses et sa cohérence, au chapitre 2. Ensuite, une vue d’ensemble des
méthodologies utilisées pour l’estimation de la cohérence d’UML est présentée dans le cha-
pitre 3. En prolongement, une présentation de l’estimation analytique de la cohérence est
introduite au chapitre 4. Ensuite, la méthode proposée est développée au chapitre 5. Quelques
exemples sont présentés au chapitre 6 et les conclusions et perspectives sont données au cha-
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pitre 7.
La cohérence d’UML et de son méta–modèle UML est un langage de modélisation gra-
phique récent. Dans le chapitre 2, nous présentons le langage dans sa norme version 2.0 en
termes de son utilisation, de ses constituants et de son méta–modèle. Le méta–modèle consti-
tue la norme d’UML, une norme textuelle et graphique qui cadre l’utilisation du langage.
Signalons qu’UML peut être exporté dans un format complètement textuel à l’aide d’un autre
langage, XMI (pour eXtensible Markup Language Metadata Interchange). Un premier concept
important est développé, la cohérence, et plus précisément la cohérence inhérente au langage,
la cohérence qui permet aux modèles d’être consistants. Nos études de cette cohérence ont été
cadrées par une méthodologie utilisée dans d’autres domaines, le management des risques.
Les premières étapes de cette méthodologie appliquée au langage UML ont été menées au
sein d’un groupe de travail et sont présentées comme les fondations de nos travaux.
L’estimation Les modèles UML présentent des risques d’incohérences. Ces risques doivent
être estimés à l’aide de diverses méthodologies. Nous ne nous sommes pas intéressés au risque
d’incohérence propre à chacun des modèles UML des applications particulières mais au risque
intrinsèque d’incohérence des constructions du langage UML. Les approches initialement uti-
lisées pour estimer le risque d’incohérences d’UML sont l’interview d’experts et le retour
d’expériences sur des modèles déjà développés ou en cours de développement. Dans le cha-
pitre 3 sont présentés les mesures et métriques utilisées, les résultats obtenus et finalement les
avantages et les limites de ces approches pour l’estimation à grande échelle. Une estimation
analytique statique est la solution proposée à la fin du chapitre pour continuer nos travaux.
Une méthode analytique Dans le chapitre 4, tout d’abord sont présentés le principe et les
avantages des méthodes analytiques pour l’estimation de la fiabilité d’un logiciel. Une pre-
mière taxonomie est établie. Cette taxonomie permet de comparer les différentes mesures
d’estimation. Nous présentons l’idée directrice de la nouvelle méthode proposée, le risque
d’incohérence est lié à la complexité de la partie du méta–modèle supportant la règle de cohé-
rence estimée. Un concept qui guide la suite de nos travaux est développé, la complexité et sa
mesure. Nous explorons le concept d’entropie en partant de domaines d’applications particu-
liers puis la relation entre complexité et entropie est établie. Ceci permet de justifier l’entropie
comme moyen de mesure de la complexité des modèles UML. Les travaux existants sur l’es-
timation de modèles UML utilisant la formulation mathématique de calcul de l’entropie sont
analysés. Enfin, une vue d’ensemble permettant de relier les différents concepts qui seront
utilisés au chapitre suivant pour la métrique proposée est introduite.
Méthode d’estimation des risques d’incohérences Le chapitre 5 constitue l’apport princi-
pal aux mesures des modèles UML et au management des risques appliqués aux incohérences
propres au langage UML. Nous commençons par la définition des mesures et leur application à
l’estimation des risques d’incohérences. Ensuite, les caractéristiques d’une bonne métrique et
un processus de définition d’une mesure sont présentés. Une analyse approfondie des mesures
existantes est développée pour proposer les apports nécessaires à la réalisation d’une mesure
sémantique. Une taxonomie est présentée pour la nouvelle méthode d’estimation. Chaque
2 LATTIS
composante de la taxonomie est à la fois analysée et développée en utilisant la même dé-
marche taxonomique. Les bases mathématiques du calcul sont présentées et illustrées par des
exemples simples. Enfin, la conformité de la nouvelle métrique est abordée.
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La cohérence en UML
2.1 UML
UML est un langage de modélisation devenu un standard utilisé lors de diverses activi-
tés, comme l’étude, le développement ou l’analyse de systèmes. Ces systèmes concernent
différents domaines (ingénierie logicielle, mais aussi organisation, ontologie, etc.) dans de
nombreux secteurs d’activité (aéronautique et espace, banques, transports, etc.).
UML (Unified Modeling Language) est né de la fusion des 3 méthodes qui ont le plus
influencé la modélisation objet au milieu des années 90 :
– OMT (Object Modeling Technique de James Rumbaugh et al.) qui fournissait une mé-
thode d’analyse et de conception orientées objet et permettait d’exprimer des vues sta-
tiques, dynamiques et fonctionnelles des systèmes.
– OOD (Object Oriented Design de Grady Booch) apportait des vues logiques et phy-
siques des systèmes.
– OOSE (Object Oriented Software Engineering d’Ivar Jacobson) couvre tout le cycle de
développement en se focalisant sur les aspects de la modélisation.
Fin 1997, UML devient une norme de l’OMG (Object Management Group). L’OMG est
un organisme à but non lucratif, créé en 1989 à l’initiative de grandes sociétés (HP, Sun, Uni-
sys, American Airlines, Philips...). Son rôle est de promouvoir des standards qui garantissent
l’interopérabilité entre applications orientées objet développées avec des objectifs hétérogènes
(points de vue métier, architecture, implantation, etc.).
La richesse des notations incluses dans 13 diagrammes permet d’utiliser ce seul langage
dans les différentes phases des activités.
Les diagrammes UML sont dépendants hiérarchiquement, voir Figure 2.1. Ils sont
regroupés en trois grandes catégories [37] :
– Diagrammes structurels ou Diagrammes statiques (Structure Diagram) regroupant :
– Diagramme de classes (Class diagram) : il représente les classes intervenant dans le
système.
– Diagramme d’objets (Object diagram) : il sert à représenter les instances de classes
(objets) utilisées dans le système.
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FIGURE 2.1 – Hiérarchie des diagrammes UML 2
– Diagramme de composants (Component diagram) : il permet de montrer les compo-
sants du système d’un point de vue implémentation, tels qu’ils sont mis en oeuvre
(fichiers, bibliothèques, bases de données, etc.).
– Diagramme de déploiement (Deployment diagram) : il sert à représenter les éléments
matériels (ordinateurs, périphériques, réseaux, systèmes de stockage, etc.) et la ma-
nière dont les composants du système sont répartis sur ces éléments matériels et in-
teragissent avec eux.
– Diagramme des paquetages (Package diagram) : un paquetage étant un conteneur
logique permettant de regrouper et d’organiser les éléments dans le modèle UML, le
diagramme de paquetages sert à représenter les dépendances entre paquetages, c’est–
à–dire les dépendances entre ensembles de définitions.
– Diagramme de structure composite (Composite structure diagram) : il permet de dé-
crire sous forme de boîte blanche les relations entre composants d’une classe.
– Diagrammes comportementaux ou diagrammes dynamiques (Behavior diagram) re-
groupant :
– Diagramme des cas d’utilisation (Use case diagram) : il permet d’identifier les pos-
sibilités d’interaction entre le système et les acteurs (intervenants extérieurs au sys-
tème), c’est–à–dire toutes les fonctionnalités que doit fournir le système.
– Diagramme états-transitions (State machine diagram) : il permet de décrire sous
forme de machine à états finis le comportement du système ou de ses composants.
– Diagramme d’activité (Activity diagram) : il permet de décrire sous forme de flux ou
d’enchaînement d’activités le comportement du système ou de ses composants.
– Diagrammes d’interactions (Interaction diagram) regroupant :
– Diagramme de séquence (Sequence diagram) : il représente séquentiellement le dé-
roulement des traitements et des interactions entre les éléments du système et/ou de
ses acteurs.
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– Diagramme de communication (Communication diagram) : il fournit une représen-
tation simplifiée d’un diagramme de séquence se concentrant sur les échanges de
messages entre les objets.
– Diagramme global d’interaction (Interaction overview diagram) : il permet de décrire
les enchaînements possibles entre les scénarios préalablement identifiés sous forme
de diagrammes de séquences.
– Diagramme de temps (Timing diagram) : il permet de décrire les comportements des
objets au cours du temps.
Le langage UML propose l’unification des notations pour couvrir l’ensemble des phases
du cycle d’analyse et de développement des systèmes.
Pour le développement logiciel, il s’agit par exemple de la spécification, de la conception
générale et détaillée et du déploiement. Ainsi, pour un projet donné, cet unique langage est
utilisé par divers intervenants, de l’architecte aux experts métiers.
Pour une phase donnée, les diagrammes permettent d’exprimer non seulement différents
niveaux de détail mais aussi des vues variées. Cette possibilité fournit un moyen pour aider à
la maîtrise de complexité des systèmes.
Cette standardisation a d’autres atouts :
– elle encourage l’enseignement de ce langage et le développement d’outils basés sur
UML pour la modélisation, l’analyse, etc. ;
– elle facilite la maintenabilité des applications et la réutilisation de composants de mo-
dèles ;
– grace au langage XMI de représentation textuelle des modèles dans des fichiers, il
est possible d’échanger des modèles entre outils et d’être indépendant des éditeurs
d’environnements UML.
2.2 Méta–modèle
2.2.1 Du modèle au méta–modèle
Un modèle est une formalisation d’une description informelle. Par exemple, la partie in-
férieure (lignes M0 et M1) de la Figure 2.2 exprime de façon informelle en français (à droite)
et de façon formelle en UML (à gauche) ce qui relie une Voiture et un Véhicule.
Généralement, le langage de modélisation est exprimé en langage naturel. Par exemple
[41], décrit en français les constructions du langage UML. Un extrait en est donné dans la
partie droite de la ligne M2 de la Figure 2.2.
Tout comme la description d’un modèle peut-être formalisé, la description d’un langage
peut l’être aussi : c’est son méta–modèle. Par exemple, la partie gauche de la ligne M2 de la
Figure 2.2 exprime les concepts d’UML que sont les classes et les relations (par exemple la gé-
néralisation) 1. Rapidement, un méta–modèle d’UML a été défini [37]. Ceci présente un grand
intérêt. En effet, tout comme la formalisation d’un problème par un modèle permet d’analyser
1. Remarque : il s’agit d’un extrait très simplifié du méta–modèle
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FIGURE 2.2 – Modèle et méta–modèle
de façon systématique voire automatique ce problème, la formalisation d’un langage par un
méta–modèle permet de faire des traitements sur ce langage.
Il est important de noter la relation qui existe entre le niveau modèle et le niveau méta–
modèle : un modèle est une instance d’un méta–modèle. Par exemple, à la Figure 2.2, Voiture
est une instance de Classe mais Véhicule est aussi une instance de Classe. Inversement, Classe
est un élément d’abstraction (ou généralisation) par exemple d’une voiture ou d’un véhicule.
Signalons qu’UML est un langage semi-formel et non formel. En effet, actuellement, seuls
les aspects structurels du langage sont décrits complètement par le méta–modèle. Par contre
les aspects comportementaux du langage ne sont pas entièrement formalisés. La structure
des diagrammes comportementaux est formellement décrite mais pas leurs sémantiques. Des
propositions ont été effectuées pour étendre le méta–modèle d’UML. On peut citer des travaux
effectués au LATTIS [33] ou dans le groupe pUML pour Precise UML [20].
2.2.2 Du Méta–modèle au Méta–méta–modèle
Le méta–modèle définit les éléments utiles à l’expression des modèles. La Figure 2.3
en fournit des exemples : Attribut, Classe, Instance, Association (comme la relation entre
Classificateurs).
Un méta–modèle est utilisé pour décrire des modèles mais un méta–modèle peut lui–même
être décrit formellement : il s’agit du méta–méta–modèle. Les constructions du méta–modèle
doivent être définies. Par exemple,
– Attribut, Classe, Objet (ou Instance de Classe) ou Méthode peuvent être généralisés ou
abstraits comme entités,
– alors que Heritage ou Association peuvent être généralisés ou abstraits comme des re-
lations entre ces entités.
En effet,
– Attribut, Classe, Objet (ou Instance de Classe) ou Méthode sont des instances (ou types)
d’entités,
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– alors que Heritage ou Association sont des instances (ou types) de relations.
FIGURE 2.3 – Exemple de la hiérarchie de métamodélisation quatre-couches UML
Signalons que le méta–modèle d’UML a été défini en utilisant un sous–ensemble élé-
mentaire d’UML. Ce sous–ensemble d’UML, comportant principalement des concepts défi-
nis dans le diagramme de classe d’UML est nommé MOF (Meta Object Facility). Ce sous–
ensemble a été choisi afin d’être employé pour définir d’autres languages de modélisation.
Ceci a été complété par un ensemble de contraintes formelles écrites dans le langage de
contraintes objet (OCL).
Pour synthétiser l’ensemble des notions introduites précédemment, UML est défini par une
architecture en niveaux de méta–modélisation, voir figures 2.2 et 2.3. On appelle M0 le niveau
des données ou des objets du monde réel qu’on cherche à modéliser au niveau d’abstraction
supérieur M1. Pour exprimer les modèles de M1, on utilise un langage tel qu’UML, dont
on définit la syntaxe par modélisation, au niveau M2 ; le modèle d’UML est donc un méta–
modèle.
La mécanique de conception est la suivante : les concepts de niveau Mn sont exprimés en
utilisant un langage défini dans Mn+1. Cet empilement de niveaux d’abstraction peut conti-
nuer jusqu’à atteindre le niveau d’abstraction minimal souhaité. Dans la pratique, le niveau de
métamodélisation M3 est suffisamment abstrait et minimal pour se décrire lui–même. Il n’est
donc pas nécessaire de définir un niveau M4, etc. Dans l’architecture de l’OMG le langage
utilisé MOF sert de base pour d’autres langages.
Les 2 colonnes de droite de la Figure 2.4 mettent bien en valeur le fait que chaque niveau
définit un langage permettant d’exprimer des notions du niveau inférieur.
2.2.3 Quelques exemples de descriptions du méta–modèle UML
Dans cette section nous allons présenter quelques exemples extraits du standard UML
2 qui représentent des parties du méta–modèle UML. En effet, la compréhension du méta–
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FIGURE 2.4 – Exemple des différents niveaux du langage UML
modèle UML est importante car nos études seront basées sur ce méta–modèle. Ceci permettra
de mener des analyses génériques sur UML contrairement aux travaux sur les modèles qui
sont spécifiques à chaque système modélisé. Grace au mécanisme d’instanciation entre méta–
modèle et modèle, les résultats de ces études sur le méta–modèle pourront être appliqués sur
tout modèle.
La Figure 2.5 définit le concept de classe MOF et les éléments qui lui sont associés. Par
exemple une classe peut contenir des opérations qui peuvent avoir des paramètres qui sont
eux–mêmes typés.
La Figure 2.6 définit le concept de Class UML et les éléments qui lui sont associés. Ce
méta–modèle donne plus de détail sur la définition de ce concept ainsi que les relations qu’il
a avec d’autres constructions UML.
Cet exemple montre que le méta–modèle définit une structure composée de classes
(exemples Class, Property, Association, etc.) et de relations entre ces classes (associations
simples, relations de composition, etc.). Tout modèle UML est dérivé de cette structure. Cette
structure contraint donc les modèles bien formés. Nous verrons cependant qu’il existe d’autres
contraintes non exprimées dans le méta–modèle.
Signalons que le méta–modèle possède des éléments d’information propres qui servent
à s’exprimer lui–même. Par exemple, les classes abstraites dont le nom est écrit en italique.
C’est le cas par exemple de Classifier à la Figure 2.6. Le concept de classificateur n’est pas
présent de façon explicite dans les modèles UML. Un classificateur sert à factoriser plusieurs
éléments du méta–modèle : class, package, etc. (cf. figure 2.7).
Il ne faut pas penser que toutes les constructions du langage UML (du méta–modèle) se
retrouvent dans les constructions du méta–méta–modèle UML. Par exemple, les constructions
des diagrammes de machine à état incluent des états et des transitions qui ne sont pas des
constructions du méta–méta–modèle. Comme le montre la Figure 2.8 extraite de [38], les
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FIGURE 2.5 – Exemple d’une classe MOF
FIGURE 2.6 – Exemple d’une classe UML
états et transitions sont définis par des classes.
2.2.4 Le langage d’échange XMI
L’architecture de méta–modélisation rend possible la définition d’un format d’échange
commun à tous les méta–modèles basés sur MOF. En effet, un modèle Modi de niveau Mi est
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FIGURE 2.7 – Types de classificateurs UML
une instance d’un modèleModi+1 de niveauMi+1. Instancier revenant à nommer, les éléments
de Modi sont ceux de Modi+1 que l’on a concrétisé en leur associant des identificateurs.
Ce format standard d’échange de modèles entre outils est XMI (XML Metadata Inter-
change). Le langage XMI standardise la génération d’une DTD (Définition de Type de Docu-
ment) à partir de tout méta–modèle compatible MOF. Un modèle est donc représenté par une
sérialisation sous forme d’éléments XML d’instances de son méta–modèle (cf. Annexe H de
[37]). Techniquement, XMI utilise MOF pour instancier les modèles.
La production de XMI se fait à partir du méta–modèle UML et des modèles UML, c’est-
à-dire, la spécification XMI a des règles de production standard pour la génération de DTD à
partir du méta–modèle UML et des règles de production sont définies pour le codage et déco-
dage de modèles UML pour les schémas XML. Cette production est illustrée à la Figure 2.9.
L’exemple décrit à la Figure 2.10 montre un héritage entre deux classes. Le texte complet
du schéma XMI est fourni en Annexe A.
Entre les lignes 50–51 du schéma XMI fourni ci-après, on retrouve les définitions du
modèle : les classes et l’héritage. Ce schéma a été géneré en utilisant le plug-in Omondo de la
plate–forme Eclipse.
50 <ownedMember xmi:type="uml:Package" xmi:id="_vVTLsA96Edy8K9NkykHgtw">
51 <ownedMember xmi:type="uml:Class" xmi:id="_vVTywA96Edy8K9NkykHgtw" name="Véhicule" isLeaf="true"/>
52
53 <ownedMember xmi:type="uml:Class" xmi:id="_vcQIQA96Edy8K9NkykHgtw"
54 name="Voiture">
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FIGURE 2.8 – Définition des états et transitions
FIGURE 2.9 – Production XMI à partir du Méta–modèle UML
55
56 <generalization xmi:id="_vcQvUA96Edy8K9NkykHgtw"
57 general="_vVTywA96Edy8K9NkykHgtw"/>
58
59 </ownedMember>
60
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FIGURE 2.10 – Exemple pour la génération du XMI
61 </ownedMember>
62 ...
Dans ce texte, on retrouve les deux classes (xmi :type="uml :Class") de noms (name)
Véhicule et Voiture qui ont chacune un identificateur (xmi :id=). La relation de généralisation
est établie entre la classe qui vient d’être définie et la classe identifiée par ”general=”. Cette
relation de généralisation possède elle même un identificateur (xmi :id=).
2.3 Notions d’incohérence
UML a évolué de façon significative depuis sa première version. Bien que, tout au début,
UML n’était utilisé que pour les phases d’analyse et de conception, aujourd’hui il est possible
de couvrir toutes les phases du cycle d’analyse et de développement des systèmes. Toutes les
nouvelles fonctionnalités offertes par la version 2 permettent de l’utiliser à chaque étape du
projet (analyse, développement, test et déploiement). Les nouveaux diagrammes, les nouveaux
éléments graphiques, les différents points de vue décrits par les diagrammes, permettent aux
acteurs du projet (architecte, analyste, ingénieur, programmeur, utilisateur, etc.) d’intervenir
à différentes phases de la définition d’un système avec la complexité et le niveau de détail
adapté à chacun.
UML 2.0 permet donc la représentation de multiples vues d’un système, par différents in-
tervenants, lors des diverses phases du développement. Cette capacité induit, intrinsèquement,
la présence fréquente d’incohérences entre ces diverses vues.
Définition 1. Une incohérence est la violation d’une propriété associée au langage UML qui
doit être respectée par tout modèle UML [18].
Par exemple, deux opérations 2 d’une classe ne doivent pas avoir la même signature.
Une incohérence est donc issue d’une propriété générique, c’est-à-dire valable pour toute
application et non spécifique à chacune d’elles. Il s’agit donc d’une propriété propre au lan-
gage et non aux modèles. Ces propriétés relevant du méta–modèle doivent donc être valides
pour chacun des modèles dont ils sont une instance. Par exemple, le fait que 2 méthodes d’une
2. Par exemple deux méthodes
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classe ne doivent pas avoir la même signature n’est pas une exigence propre à une applica-
tion particulière mais doit être valide pour toute application. Il s’agit d’une contrainte sur les
éléments Class et Operation du méta–modèle.
Cet exemple illustre une propriété exigée entre des éléments (les opérations) d’un même
diagramme (le diagramme de classe). D’autres propriétés concernent plusieurs diagrammes.
Par exemple, les opérations utilisées dans les diagrammes de machine à état d’une classe
doivent être définies dans le diagramme de classe correspondant.
On pourrait se demander pourquoi le langage autorise–t–il la description de modèles in-
cohérents. En fait le langage est obligé de laisser des degrés de liberté pour permettre la
multitude des modélisations et le processus même de modélisation. Par exemple, si on désire
ajouter une opération à une classe, le modèle est incohérent car elle n’apparait pas (encore)
dans le diagramme de machine à état.
Cet exemple montre aussi qu’il n’est souvent pas possible de conclure sur la présence ou
non d’une incohérence. Par exemple, une opération peut appartenir à une classe sans intervenir
sur une transition de la machine à état associée.
Des contraintes trop fortes sur un langage réduiraient les modèles définissables au moyen
de ce langage ou sa souplesse d’emploi au moment du développement.
La présence d’incohérences provient donc tout d’abord du langage lui–même qui offre de
multiples diagrammes et de nombreuses constructions par diagramme. Elle est aussi due à
la complexité des applications qui nécessitent l’emploi de nombreux diagrammes et de nom-
breux éléments dans chacun d’eux pour décrire complètement un système.
Pour autant, tous les modèles décrits ne sont pas incohérents. Ils possèdent un risque de
contenir des incohérences. Les travaux menés au LATTIS ont pour but de maîtriser ces risques
d’incohérence par un processus de Management des risques.
2.4 Le cadre de nos études : la gestion des risques
Le management du risque a pour objectif de maîtriser les risques. Un processus de
management du risque fournit un cadre pour obtenir cette maîtrise. Il est en général composé
en trois grandes tâches [25] :
– l’appréciation du risque qui a pour but d’évaluer les risques effectivement présents,
– le traitement du risque qui vise principalement à ramener sa valeur à un niveau accep-
table et se termine par l’acceptation du risque,
– la communication sur le risque qui vise à faire échanger les parties prenantes.
L’appréciation du risque est elle–même un processus composé de l’analyse du risque et
de l’évaluation du risque.
L’analyse de risque est divisée en l’identification du risque et de ses sources et l’esti-
mation du risque qui assigne des valeurs à la probabilité d’occurrence des événements et à
l’importance de leurs conséquences.
Dans le domaine des systèmes logiciels, nous nous intéresserons à un type d’événement
particulier qui est la présence de fautes dans les modèles. Parmi l’ensemble de celles-ci, nous
nous focaliserons sur celles révélées par les incohérences dans les modèles UML.
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Pour pouvoir être traités, les risques doivent tout d’abord être identifiés. Pour cette raison,
nous présentons les types d’incohérences liées au langage UML à la section 2.5.
Ensuite, afin de proposer un traitement approprié, les risques d’incohérence des modèles
UML doivent être estimés. Au chapitre 3 nous présentons les démarches d’estimation et les
travaux réalisés.
Parmi ces démarches, nous aborderons plus particulièrement l’emploi des méthodes ana-
lytiques. Au chapitre 4 nous présentons ces méthodes en signalant leur utilisation sur les
modèles UML et en mettant en valeur leurs limites.
Du fait de celles-ci, nous avons proposé une autre méthode analytique basée sur l’entropie
et le méta–modèle. Elle est présentée au chapitre 5.
2.5 Identification des incohérences d’UML
La liste des incohérences a été obtenue par analyse systématique de la norme UML. Elles
sont exprimées comme la négation de propriétés formulant des règles de cohérence. Ce travail
a été effectué par Jean-Pierre Seuma Vidal et Hugues Malgouyres. On trouvera des informa-
tions détaillées dans leurs mémoires de thèse [48] et [33]. Mon rôle a été de faire un retour
d’expérience en particulier sur la compréhension du document présentant ces règles [18].
Dans cette section, nous en fournissons une synthèse afin de comprendre nos travaux.
Sur 650 règles identifiées, 290 sont explicitement fournies dans la norme par des wellfor-
medness rules. Pour celles-ci, l’intérêt du travail a été de les avoir regroupées. 44 règles sont
issues de la bibliographie (proposées par des auteurs). 56 règles sont implicitement imposées
par le méta–modèle. Les autres (260) sont nouvelles.
Cette identification des incohérences est capitale car elle est la base du traitement des
risques : on ne peut traiter que ce qui a été identifié. Or, aucun travail systématique n’avait
été fait jusqu’alors sur l’ensemble de la norme (l’ensemble des diagrammes). La faiblesse des
études se voit par l’analyse des outils. A l’été 2004, nous avons évalué trois outils (AMEOS
d’Aonix, Rhapsody de Telelogic et Rational Rose). Nous avons introduit des modèles présen-
tant les incohérences identifiées et nous avons montré que ces outils ne détectaient que 20 à
25 % d’entre elles.
Signalons que les incohérences concernent soit les constructions d’un diagramme soit
celles de différents diagrammes. Dans ce dernier cas, les diagrammes concernent un seul
modèle (cohérence intra–modèle) et non plusieurs modèles successifs d’un même système
(cohérence inter–modèles) [22].
Le document [18] de 194 pages étudie tout d’abord chacun des diagrammes séparément.
Un chapitre examine ensuite les cohérences par couple de diagrammes. Pour chaque dia-
gramme, ses constructions sont étudiées et les incohérences les affectant sont énumérées.
Cette structure du document permet de mettre en valeur, pour une construction donnée, les
éléments qui en dépendent et l’ensemble des contraintes de dépendance (règles de cohérence).
Cette information sera utile pour juger le risque d’incohérence lié à l’utilisation des construc-
tions. En effet, lors de l’étape d’estimation (cf. chapitre 3), nous allons estimer le risque de
chaque incohérence. Connaissant la relation entre construction et règles de cohérence, on
pourra juger ensuite du risque pris par l’emploi des constructions.
Pour terminer cette section sur l’identification, nous proposons une réflexion sur le nombre
très important des incohérences (650). Pourquoi UML présente-il des incohérences ? Est-ce un
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défaut de ce langage ? Les incohérences sont issues des degrés de liberté indispensables laissés
aux concepteurs. Par exemple, lorsque plusieurs diagrammes sont développés, le langage ne
peut pas imposer par sa syntaxe que l’introduction d’un élément de modélisation dans un
diagramme exige la présence immédiate d’un autre élément de modélisation dans un autre
diagramme. En effet, ce sont des personnes différentes qui peuvent développer les différents
diagrammes. Il est indispensable qu’elles aient leurs degrés de liberté pour modéliser leurs
points de vue. Certaines incohérences peuvent être liées à l’incomplétude nécessaire en phase
de développement. Chaque concepteur avançant à son rythme, il est uniquement important
que le résultat soit globalement cohérent à des étapes de synchronisation. Il serait gênant que
le langage impose des contraintes fortes qui créeraient des dépendances entre les activités des
concepteurs.
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Approches actuelles de l’estimation des
risques d’incohérence
3.1 Estimation des risques
Les modèles UML ne sont pas systématiquement incohérents. Ils présentent des risques
d’incohérence. Ce risque doit être estimé. En effet, plus le risque sera élevé, plus on mettra en
oeuvre des moyens de traitement sophistiqués et couteux pour les éviter en les prévenant ou
en s’en protégeant. Cette exigence de traitement sera d’autant plus importante que le risque
est élevé mais aussi que le niveau de criticité de l’application l’est. En effet, la présence
d’incohérences dans les modèles UML peut conduire à celle de fautes dans les programmes
source déduits et donc de défaillances des programmes exécutables obtenus. Ces défaillances
sont d’autant plus dommageables que la fonction du système est critique.
Rappellons que nous ne nous sommes pas intéressés à l’étude des risques d’incohérence
des modèles UML des applications particulières mais au risque intrinsèque d’incohérence
des constructions du langage UML. Nous cherchons en effet à savoir quel est le degré de
risque d’incohérence induit par l’utilisation de chaque construction d’UML. Ceci permettra
de classer les constructions d’UML selon ce risque et de proposer des moyens afin de ré-
duire ce risque intrinsèque aux constructions UML (guides de modélisation, profils, moyens
de détection, etc.). De plus cette estimation permettra de s’assurer que les moyens proposés
seront adaptés. Par exemple, si une construction induit un risque très faible d’incohérence, il
n’est pas nécessaire d’imposer des contraintes importantes d’utilisation de cette contruction.
Au contraire, si une construction présente un risque élevé et si l’application développée est
critique, des contraintes fortes liées à son utilisation seront tout à fait nécessaires et justifiées.
L’estimation des risques d’incohérence est donc une étape essentielle. Elle consiste à me-
surer deux grandeurs : la vraisemblance d’occurrence de l’incohérence et sa gravité. Ce der-
nier critère sera développé plus loin.
Comment estimer le risque d’incohérence d’une construction donnée ? Chaque construc-
tion d’UML (Classe, Association, etc.) est concernée par un certain nombre de règles (ou
propriétés) de cohérence. Par exemple, supposons que l’Association intervient dans les règles
de cohérence numéros 178, 182, 184, 203 207, 212. Pour cette construction donnée, l’es-
timation du risque associé à chaque règle donne une mesure (probabilité, gravité) 1 comme
1. Les moyens d’obtention de cette mesure sont abordés dans la suite de ce chapitre
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représenté la figure 3.1 issue de [46].
FIGURE 3.1 – Evaluation des risques de la construction Association
Dans le cas où de nombreuses règles de cohérence sont associées à une construction, la re-
présentation graphique peut être synthétisée en dessinant des bulles de tailles proportionnelles
au nombre de règles étiquetées par ce nombre, comme représenté à la figure 3.2 (les numéros
des règles ne sont alors pas mentionnés).
Selon le niveau de criticité de l’application, un niveau d’acceptabilité du risque est asso-
cié. Plus l’application est critique, plus bas est le niveau du risque acceptable, la diagonale
inférieure de la figure 3.2 définit la limite théorique au-dessus de laquelle le risque n’est pas
acceptable. Ce résultat met en valeur les seules incohérences dont le risque doit être réduit. La
relation entre un niveau de criticité et un niveau de risque acceptable ne sera pas discutée ici,
même s’il s’agit d’un problème important.
Une seconde ligne supérieure est parfois représentée. La zone entre ces deux lignes s’ap-
pelle la zone ALARP (As Low As Reasonably Possible) ou zone dite "de risque raisonnable".
Au dessus de cette zone le risque doit être impérativement réduit. Dans cette zone, les risques
d’incohérence devraient être réduits. Cependant, si les moyens de réduction ont un coût trop
élevé, ces risques sont tolérés. Ceci exprime un compromis entre les coûts de réduction et les
conséquences des risques. Par exemple, considérons l’emploi de la construction Héritage. Un
guide de style de modélisation restreignant à 6 le nombre maximum de niveaux d’héritage
peut faire passer sous le niveau inférieur d’acceptabilité toutes les règles d’incohérence sauf
une qui resterait dans la zone ALARP. Si par exemple d’autres guides permettaient de réduire
ce dernier risque mais avec un coût trop élévé, ce risque peut être toléré. Par exemple, il est
possible d’interdire l’héritage ou de le limiter à un niveau, ce qui fait perdre tout l’intérêt de
cette construction.
Pour estimer les risques, il est nécessaire
– de définir des mesures des deux grandeurs que sont la vraisemblance et la gravité ; ceci
est développé à la section 3.2 ;
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FIGURE 3.2 – Evaluation des risques d’une construction UML
– de disposer d’approches pour estimer et affecter les valeurs de chaque risque ; ceci est
développé à la section 3.3.
3.2 Mesures d’estimation
3.2.1 Critères, métriques et méthodes
Le risque est défini par deux concepts : un événement et ses conséquences. Ils sont
respectivement estimés par la vraisemblance d’occurrence (de l’événement) et la gravité (de
la conséquence). Pour chacun de ces deux paramètres, deux attributs doivent être définis :
– les critères qui expriment le point de vue utilisé pour l’estimation ; par exemple, la
gravité d’une incohérence associée à une construction UML peut être évaluée par la
difficulté de sa détection dans les modèles UML ;
– les métriques qui énumèrent les valeurs utilisées pour mesurer les critères.
Les métriques peuvent être quantitatives ou qualitatives. Par exemple, la difficulté de dé-
tection des incohérences (critère) peut être définie par le nombre d’incohérences restantes dans
les modèles (métrique quantitative) ou par trois valeurs qualitatives (facile, assez difficile, très
difficile à détecter).
Lorsque des critères et des métriques sont choisis, une méthode d’estimation doit l’être
aussi. Trois types de méthodes sont fréquemment employées :
– L’interview d’experts présentée à la section 3.3.1.
– Le retour d’expérience qui consiste à déduire des estimations à partir de modèles pré-
cédemment développés sur lesquels on étudie les incohérences présentes (cf. section
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3.3.2).
– L’analyse statique qui consiste à déduire des valeurs à partir d’analyse du langage (cf.
section 3.4).
Dans la suite, des exemples de critères et de métriques associés aux deux premières ap-
proches sont fournis.
3.2.2 Critères et métriques pour des interviews
Les interviews ont pour but de présenter les règles de cohérence à un expert (par exemple
à travers des modèles cohérents et incohérents) et de l’interroger sur son estimation concer-
nant la fréquence et l’importance de ces incohérences dans les modèles UML. Des métriques
qualitatives sont utilisées.
Gravité Deux critères sont considérés :
I. L’impact de la présence d’une incohérence sur le code généré.
Le critère et la métrique associée sont définis par la question posée : ”Si l’incohérence
apparait dans un modèle, son impact sur le code est-il : très important, moyen, nul (sans
impact) ?”
II. La difficulté de détection.
Le critère et la métrique associée sont définis par la question posée : ”Dans un modèle,
la détection de l’incohérence est-elle : évidente, obtenue avec effort, très difficile ?”
Vraisemblance Un exemple de critère et de métrique associée est défini par la question
posée : ”Supposons que la construction UML soit utilisée ; l’incohérence peut apparaitre : très
fréquemment, fréquemment, parfois, presque jamais ?”
3.2.3 Critères et métriques par retour d’expérience
Le retour d’expérience consiste à vérifier que des modèles UML existants respectent ou
non les règles de cohérence.
– Tout d’abord et généralement, ce retour d’expérience est réalisé par des inspections
manuelles de ces modèles.
– Nous avons aussi envisagé une autre approche plus originale : l’évaluation de la capacité
de détection des incohérences par les outils de modélisation utilisés. En effet, moins
les outils sont capables de détecter des incohérences plus la présence d’incohérences
résiduelles sera importante dans les modèles.
La figure 3.3 montre deux critères utilisés pour évaluer la gravité : la difficulté de détection
manuelle et la capacité de détection automatique des environnements UML.
La difficulté de détection manuelle est mesurée par 3 valeurs (facile, moyenne, difficile)
en fonction de la durée de détection.
La difficulté de détection automatique des environements UML est mesurée en fonction de
l’étape de détection : à la création d’un modèle, par un outil de ”model checking” ou jamais.
Le critère de vraisemblance est le nombre d’incohérence effectif divisé par le nombre
d’incohérence possible.
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Severity
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FIGURE 3.3 – Critères et métriques pour la gravité et la vraisemblance
3.3 Les approches
Beaucoup de méthodologies d’estimation des risques existent, se concentrant sur diffé-
rents types de risques ou différents sujets de préoccupation (risques quantitatifs ou qualitatifs).
Pour évaluer le risque de chaque incohérence, deux approches ont été considérées : l’interview
d’experts et l’analyse de modèles UML. Ces deux méthodes fournissent des résultats complé-
mentaires : la première donne une évaluation qualitative et la deuxième une évaluation quan-
titative. Le guide pour la gestion des risques [12] montre les bénéfices et les inconvénients
de ces deux approches. Dans [11] les résultats soulignent les avantages de la combinaison
des deux approches. Nous employons les deux méthodologies dans ce travail. Les premiers
résultats ont été présentés dans [46] et [45]. Ces approches sont présentées brièvement dans
les sections suivantes.
3.3.1 Interviews
3.3.1.1 Rôles et portée
Trois personnes ont participé à chaque interview : l’expert, l’interviewer et un secrétaire.
L’expert donnait des réponses qualitatives aux questions posées. Ces réponses étaient issues
de son expérience. Durant l’interview, les règles de cohérence ont été projetées par l’inter-
viewer accompagnées d’exemples de modèles UML respectant la règle ou la violant (modèle
incohérent). L’expert devait choisir parmi les valeurs proposées. Le secrétaire notait ses ré-
ponses.
Parmi les 650 règles, 50 ont été sélectionnées concernant les constructions d’UML les
plus utilisées. Il s’agit de 24 constructions (incluant Operation, Property, Interface, Behavior,
Association Class, Generalization, Substitution and Association) de diagrammes de structure
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(class diagrams, package diagrams and object diagrams).
Deux types de résultats ont été obtenus :
– des estimations des risques d’incohérences des constructions prises séparément, et
– des estimations globales des risques liés à UML, en cumulant les résultats précédents.
3.3.1.2 Exemples de résultats concernant Association et Propriété
Les deux constructions Association et Propriété ont été choisies car elles donnent des
résultats caractéristiques.
Six règles de cohérence concernent la construction Association (numéros 178, 182, 184,
203, 207 et 212 dans [46]). La figure 3.1 montre l’estimation de leurs risques. La vraisem-
blance est estimée par la fréquence d’occurrence, de valeur 1 (Rarement) à 4 (Très fréquent),
et la gravité par la difficulté de détection, de valeur 1 (Evidente) à 3 (Très dure).
Remarquons que les points sont dispersés (nuage) ce qui veut dire que l’expert n’a pas une
idée arrêtée sur le risque d’incohérence lié à l’utilisation de la construction Association.
FIGURE 3.4 – Estimation du risque de Property
La figure 3.4 concerne la construction Propriété. Contrairement au cas précédent, les in-
cohérences sont regroupées. Seule la règle numéro 71 nécessitera un traitement spécifique.
3.3.1.3 Résultats globaux
Les figures 3.5 et 3.6 issues de [46] synthétisent les résultats en présentant les niveaux de
risque d’incohérence pour l’ensemble des constructions étudiées.
La vraisemblance est estimée par la fréquence d’occurrence à la figure 3.5. A la figure 3.6,
elle est estimée par la potentialité de présence de faute dans un programme source, induite par
l’incohérence.
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FIGURE 3.5 – Estimation globale du risque : difficulté de détection
FIGURE 3.6 – Estimation globale du risque : fautes dans les programmes
Dans les deux figures, la zone ALARP est représentée. A la figure 3.5 la plupart des valeurs
se trouvent dans cette zone. Ceci exprime le fait que les constructions d’UML considérées ne
doivent pas être rejetées mais le risque d’incohérence qu’elles induisent doit être si possible
réduit. D’un autre coté, la figure 3.6 montre que les incohérences rendent inacceptables la
génération automatique de code sans traitement préalable.
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3.3.2 Retour des expériences
Dans cette partie, 350 règles de cohérence ont été considérées. Elles concernent les dia-
grammes de classe et de séquence car ceux-ci étaient très utilisés dans l’application avionique
qui a été étudiée. Cette application était constituée de deux sous–systèmes : un "middleware"
fournissant les services généraux de communication et une base de données de navigation.
La table 3.1 montre la complexité de ces modèles. Par exemple, l’application de navigation
possédait 116 diagrammes de classe.
middleware NAVDB
Class diagrams 16 116
Classes 53 243
Attributes 101 824
Operations 174 523
Dependencies 35 376
Sequence diagrams 72 86
Messages 491 1419
TABLE 3.1 – Informations quantitatives sur les modèles considérés
Cette partie de mon travail de thèse a été effectué en collaboration avec M. Jean–Pierre
Seuma Vidal. On trouvera des résultats détaillés dans son mémoire de thèse [48] et une syn-
thèse dans [46].
3.4 Motivations pour utiliser l’analyse statique
Dans cette section, nous mettons en valeur les difficultés de mise en œuvre des deux
approches précédentes (interview d’experts et retour d’expérience), mais aussi les limites des
résultats obtenus par ces approches. Ceci nous conduira à proposer l’étude d’une troisième
voie.
Concernant l’interview d’experts, plusieurs critiques doivent être mentionnées :
– Tout d’abord, les résultats peuvent être variables selon
– la pratique des experts. En effet, ils n’ont pas l’expérience de certaines des construc-
tions d’UML car ils n’utilisent pas certains diagrammes, n’étant concernés que par
un aspect du système : son architecture, la partie métier, etc. ; de plus, dans le milieu
industriel, l’adoption d’une nouvelle version de la norme UML est longue car elle
nécessite de la formation, l’achat de nouveaux outils, la mise à jour des documents
métier (normes qualité par exemple) ; dans notre cas, la version courrament utilisée
dans le milieu industriel était la 1.4 alors que nous étudions la 2.0 ;
– leurs connaissances d’UML. On a constaté que les experts avaient des niveaux de
connaissance variés des constructions UML ; ceci pouvait fausser leur jugement de
valeur ;
– leur connaissance du méta–modèle. En effet, de nombreuses règles de cohérence
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concernent le méta–modèle ; il faut donc bien le connaitre pour pouvoir les com-
prendre et de nouveau pour porter un jugement pertinent.
– De plus, pour avoir des valeurs significatives, il faudrait conduire de nombreuses
interviews d’experts. Ceci est difficilement enviseageable du fait de la durée très longue
et donc du coût très élevé.
La méthode du retour d’expérience présente plusieurs désavantages qui limitent son utili-
sation et la pertinence de ses résultats.
– Le coût de l’examen des modèles est prohibitif. En effet, il faut, pour toutes les utilisa-
tions dans le modèle (des centaines) de chacune des constructions d’UML (des dizaines)
étudier si chacune des règles de cohérence associées (plusieurs) sont respectées ou non.
– Le niveau de connaissance des règles de cohérence de la part de la personne effectuant
l’examen des modèles. Cette connaissance inclut celle du langage mais aussi du méta–
modèle. Or très peu de personnes participant aux développements industriels ont cette
connaissance.
– Un grand nombre d’analyse de modèles. En effet, pour avoir des valeurs significatives,
il faudrait analyser de nombreux modèles car un modèle donné est souvent développé
par une équipe ayant la même culture et donc introduisant les mêmes incohérences.
– L’étude devrait être effectuée en cours de développement. Elle ne doit pas être conduite
sur des modèles finalisés car des analyses ont été déjà effectuées sur ces modèles ou sur
les codes source déduits ce qui a conduit à détecter et donc à corriger des incohérences
introduites. Or, il est difficile de dédier une personne de l’équipe sur cette tâche. Si une
personne externe est employée, elle risque de ralentir les développements. De plus,
dans le cas d’un consultant externe, des problèmes de confidentialité des modèles se
posent.
Pour ces raisons, il nous a semblé utile d’explorer une approche analytique qui, à partir de
l’étude du langage UML permettrait de déduire l’estimation des risques d’incohérence. Les
problèmes soulevés précédemment sont alors résolus :
– Tout d’abord, cette approche nécessite l’étude d’un seul modèle (le méta–modèle).
– De plus, toutes les règles associées à toutes les constructions de tous les diagrammes
peuvent être traitées car l’analyse sera automatique ce qui réduira le temps d’étude.
– Cette automatisation fournira également des résultats qui ne seront pas influencés par la
connaissance des humains (experts ou personnes effectant le retour d’expérience).
– Grâce à cette automatisation, il est facile de fournir de nouvelles estimations lors de la
disponibilité d’une nouvelle version du langage (traitement du nouveau méta–modèle).
– L’approche analytique proposée pourra également traiter des modèles UML d’appli-
cations (et non plus le méta–modèle) pour déduire d’autres types de mesure sur ces
modèles.
– Enfin, cette méthode pourra s’appliquer à d’autres méta–modèles et donc permettra
d’évaluer d’autres langages.
Ces intérêts doivent être tempérés. Par exemple, les pratiques industrielles peuvent conduire
à n’utiliser qu’une partie d’UML et que d’une certaine façon. Ces pratiques particulières vont
conduire à des estimations différentes car spécifiques.
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4.1 Vue d’ensemble
La section 4.2 présente le principe et les avantages des méthodes analytiques pour l’esti-
mation de la fiabilité d’un logiciel. A la section 4.3, nous présentons une taxonomie permettant
de comparer les différentes mesures d’estimation de la fiabilité des programmes ou modèles
orientés–objet. Ces mesures expriment la fiabilité comme inversement proportionnelle à la
complexité. En effet, la complexité des modèles est une cause essentielle de la présence de
fautes dans ceux–ci. Dans la section 4.4, nous présentons l’idée directrice de la nouvelle mé-
thode proposée, à savoir que le risque d’incohérence est lié à la complexité de la partie du
méta–modèle supportant la règle de cohérence estimée. La question qui se pose alors est la
définition de la complexité et sa mesure. A la section 4.5, nous explorons le concept d’entropie
en partant de domaines d’applications particuliers puis en fournissant un point de vue abstrait
de ce concept.
FIGURE 4.1 – Relations entre idées
En fait, tout modèle est supporté par le méta–modèle. Par exemple, quelques lignes du
schéma XMI du modèle (cf. Annexe D) représenté dans la Figure 4.2 montrent la présence
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des éléments du méta–modèle dans le fichier texte du modèle. Ces éléments du méta–modèle
représente la structure qui supporte le modèle de l’exemple.
FIGURE 4.2 – Instance du Méta–modèle
Ainsi, dans le code XMI du modèle on peut identifier :
Les classes A, B et C qui appartiennent à Namespace. Les classes sont munies d’un
identificateur interne qui permet d’avoir un traitement unique à chacun des éléments UML.
58 <UML:Class xmi.id = ’id_12’
59 name = ’A’ visibility = ’public’ isSpecification = ’false’ isRoot = ’false’
12 <UML:Namespace.ownedElement>
13 <UML:Class xmi.id = ’id_01’
14 name = ’B’ visibility = ’public’ isSpecification = ’false’ isRoot = ’false’
34 <UML:Class xmi.id = ’id_06’
35 name = ’C’ visibility = ’public’ isSpecification = ’false’ isRoot = ’false’
Les lignes suivantes montrent l’appartenance des attributs au méta–classe
Classifier.feature, ces attributs sont aussi instances de la méta–classe Attribute.
16 <UML:Classifier.feature>
17 <UML:Attribute xmi.id = ’id_02’
18 name = ’nAttr2’ visibility = ’public’ isSpecification = ’false’ ownerScope = ’instance’
40 <UML:Classifier.feature>
41 <UML:Attribute xmi.id = ’id_08’
42 name = ’nAttr3’ visibility = ’public’ isSpecification = ’false’ ownerScope = ’instance’
61 <UML:Classifier.feature>
62 <UML:Attribute xmi.id = ’id_13’
63 name = ’nAttr1’ visibility = ’public’ isSpecification = ’false’ ownerScope = ’instance’
Quand les attributs ont été dotés d’un type de données, ceci se retrouve aussi dans le
méta–modèle. Les méta–classes StructuralFeautre.type et DataType identifient
l’attribut nAttr2 comme un attribut de type double.
16 <UML:Classifier.feature>
17 <UML:Attribute xmi.id = ’id_02’
18 name = ’nAttr2’ visibility = ’public’ isSpecification = ’false’ ownerScope = ’instance’
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28 <UML:StructuralFeature.type>
29 <UML:DataType xmi.idref = ’id_05’/>
30 </UML:StructuralFeature.type>
132 <UML:DataType xmi.id = ’id_05’
133 name = ’double’ isSpecification = ’false’ isRoot = ’false’ isLeaf = ’false’
134 isAbstract = ’false’/>
Les relations (comme Generalization) ont aussi leur contrepartie dans le méta–
modèle. Dans cette première partie, la relation de generalization (héritage) identifie les deux
intervenants avec Generalization.parent et Generalization.child.
79 <UML:Generalization xmi.id = ’id_07’
80 name = ’’ isSpecification = ’false’>
81 <UML:Generalization.child>
82 <UML:Class xmi.idref = ’id_06’/>
83 </UML:Generalization.child>
86 <UML:Generalization.parent>
87 <UML:Class xmi.idref = ’id_12’/>
88 </UML:Generalization.parent>
89 </UML:Generalization>
La deuxième partie concernant les relations montre la relation d’association (cf.
Association et Association.connection) dans le méta–modèle et les classes du
modèle impliquées dans la relation avec la méta–classe AssociationEnd pour chaque
classe (issu d’UML 1.4).
90 <UML:Association.connection>
91 <UML:AssociationEnd xmi.id = ’id_18’
92 visibility = ’public’ isSpecification = ’false’ isNavigable = ’true’ ordering = ’unordered’
93 aggregation = ’none’ targetScope = ’instance’ changeability = ’changeable’>
94 <UML:AssociationEnd.participant>
95 <UML:Class xmi.idref = ’id_12’/>
96 </UML:AssociationEnd.participant>
97 </UML:AssociationEnd>
106 <UML:AssociationEnd xmi.id = ’id_21’
107 visibility = ’public’ isSpecification = ’false’ isNavigable = ’true’ ordering = ’unordered’
108 aggregation = ’none’ targetScope = ’instance’ changeability = ’changeable’>
109 <UML:AssociationEnd.participant>
110 <UML:Class xmi.idref = ’id_01’/>
111 </UML:AssociationEnd.participant>
112 </UML:AssociationEnd>
Pour conclure, la Figure 4.1 donne une première vue d’ensemble des éléments utilisés dans
nos réflexions et de leurs relations. Tout d’abord notre objectif est d’estimer les risques d’in-
cohérence (partie basse de la figure) issues du langage UML (partie gauche de la figure). Les
méthodes de revues portent sur des modèles réalisés. Les interviews, même si leurs objectifs
concernent le langage, les ingénieurs interviewés basent leurs réponses sur leurs expériences
de modèles. C’est pour cette raison que la Figure représente un lien entre ”Incohérence” et le
couple ”Langage” - ”Modèle”. Nous avons signalé dans le chapitre 2 l’existence d’un méta–
modèle d’UML.
Vu les limites déjà mentionnées des interviews et revues, nous cherchons à établir une
méthode analytique. Les résultats de l’évaluation des différentes mesures en utilisant une
taxonomie (élément, information, relation) conduira à l’utilisation de l’entropie. La structure
complexe du méta–modèle peut être la source des incohérences. Donc nous allons utiliser la
mesure d’entropie sur le méta–modèle pour mesurer le risque de chaque règle de cohérence.
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4.2 Introduction aux métriques logicielles
Notre objectif est d’établir une estimation des risques d’incohérence sans se baser sur
l’expertise humaine ou sur le retour d’expérience qui sont variables et qui présentent des
coûts importants. Pour cela nous voulons mettre au point une méthode d’évaluation analy-
tique du risque d’incohérence. Au préalable, nous présentons dans ce chapitre les méthodes
analytiques existantes mesurant les applications logicielles, même si elles ne sont pas propres
aux incohérences.
Ces méthodes sont réparties en trois grands types :
– celles évaluant le processus de développement ;
– celles mesurant des propriétés d’utilisation du produit (dites externes) ;
– et enfin, les méthodes basées sur la structure interne du produit logiciel.
Les premières méthodes mesurent le produit à travers une évaluation du ”processus” de
développement. Plus le processus impose des contraintes de développement, plus la qualité
obtenue des produits est élevée. Par exemple, la norme avionique DO-178B [4] estime l’ab-
sence de risque de défaillance d’un logiciel par quatre classes auxquelles sont associées des
contraintes de développement (emploi de techniques) de plus en plus importantes : de D à
A (le plus élevé). Ce type de mesures des produits basées sur l’évaluation de leur processus
de développement rejoint les niveaux de maturité des normes qualité qui sont associés à des
exigences de plus en plus importantes dans les pratiques.
Les méthodes ”externes” estiment des qualités du produit indépendamment du processus
de développement, comme précédemment, mais aussi indépendamment de sa réalisation
interne, comme on le verra ensuite. Le produit est évalué comme une ”boite noire”. Quelques
exemples de métriques externes des produits :
– La fiabilité d’un produit, évaluant le nombre de défaillances par heure.
– L’ergonomie, évaluant la facilité d’utilisation du produit.
– La performance d’exécution, évaluant les ressources nécessaires à l’utilisation d’un pro-
duit (temps de calcul, occupation de l’espace, etc.).
– La rentabilité, etc.
Enfin, les métriques ”internes” d’un produit évaluent les caractéristiques internes de sa
réalisation. Ces mesures concernent par exemple la taille, la structure, la complexité, etc.
Par la suite (cf. section 4.3) nous présentons une brève taxonomie des mesures ”internes”
existantes en insistant sur leurs applications aux modèles orientés-objet.
Il existe des relations entre ces 3 types de méthodes analytiques. Considérons par exemple
des guides de modélisation. Ils ont été conçus pour réduire la complexité des modèles (éva-
luée par une métrique ”interne”). Cependant, les modèles produits peuvent être mesurés en
évaluant les guides effectivement utilisés. Dans ce cas, on évalue le ”processus” de dévelop-
pement. Enfin, les guides de réduction de complexité ont été introduits dans le but de faciliter
la maitrise de la conception et donc d’augmenter la fiabilité (métrique ”externe”) en prévenant
les fautes.
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4.3 Mesures des modèles orientés objet
Dans cette section, nous présentons les mesures des modèles orientés objet. Il s’agit donc
de métriques ”internes”. Notre but n’est pas de fournir une liste exhaustive de ces mesures
mais d’utiliser des exemples de mesures pour illustrer les composantes d’une taxonomie in-
troduite dans cette section et qui sera à la base de la nouvelle mesure présentée au chapitre
suivant.
4.3.1 Taxonomie des mesures
Nous désirons classer les mesures selon les composantes des modèles qu’elles considèrent.
Afin de prendre du recul sur ces mesures, ces composantes doivent être suffisament généra-
listes. Ceci nous permettra d’avoir un nombre réduit de types distincts de mesures.
On distingue deux composantes :
– la structure qui représente l’architecture du modèle, et
– l’information supportée par le modèle.
La structure est composée :
– des éléments qui sont des conteneurs d’informations ; il s’agit par exemple des classes
d’un modèle objet ;
– des relations qui permettent les échanges d’informations entre les éléments ; il s’agit
par exemple de la relation d’héritage.
L’information est par exemple une méthode ou un attribut. Elle est contenue dans un élé-
ment de la structure. Attention, il s’agit d’informations de modélisation et non d’exécution
comme le sont les valeurs numériques (par exemple la valeur 3 affectée à un attribut lors de
l’exécution d’une méthode).
La Figure 4.3 synthétise la composition de la taxonomie.
S t r u c t u r e
E l é m e n t
I n f o r m a t i o n
R e l a t i o n
FIGURE 4.3 – Taxonomie pour l’analyse des mesures
La Figure 4.4 fournit un modèle UML dans lequel :
– les 2 classes ”Personne” et ”Homme” sont les éléments,
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– l’héritage reliant les 2 classes est une relation, et
– les attributs ”nom” et ”barbe” sont des informations.
P e r s o n n e
+ n o m
H o m m e
+ b a r b e
E l é m e n t
I n f o r m a t i o n R e l a t i o n
E l é m e n t
FIGURE 4.4 – Illustration de la taxonomie sur un modèle UML
4.3.2 Présentation et classification de mesures de modèles orientés objet
Dans cette sous-section, nous utiliserons la taxonomie (élément, relation, information)
pour caractériser des mesures utilisées pour évaluer les modèles ou programmes objet. Notre
objectif est de montrer la grande quantité de mesures concernant séparément chacune des
composantes de la taxonomie. Nous verrons ensuite l’intérêt de se baser sur plusieurs compo-
santes.
Signalons la différence entre des mesures sur le code (mise en oeuvre) et les mesures
effectuées sur les modèles. Par exemple, une métrique évaluant le nombre d’appels à des
méthodes ne peut être utilisée que sur des programmes qui décrivent une réalisation détaillée
et non sur des modèles qui ne fournissent généralement pas ces précisions.
4.3.2.1 Information
Dans le cas des programmes séquentiels, les métriques portant sur les informations que
définissent les variables sont anciennes. Par exemple, Halstead [19] définit une métrique ba-
sée sur le nombre d’opérateurs (respectivement d’opérandes) différents dans un programme
(n1 respectivement n2) et le nombre total d’utilisation des opérateurs (respectivement des
opérandes) dans ces programmes (N1, respectivement N2). En se basant sur la théorie de
l’information, il établit qu’un programme bien conçu doit respecter la formule :
N1 +N2 ≈ n1 log (n1) + n2 log (n2)
Dans le cas des langages objet, des informations nouvelles ont été introduites comme les
attributs et les opérations des classes pour les diagrammes de classe. Pour d’autres types de
diagramme, d’autres informations sont concernées telles que l’action dans les diagrammes
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d’activité. Un grand nombre de mesures concernent les informations des modèles objet. Le
tableau suivant regroupe quelques métriques portant sur les informations du modèle que sont
les attributs, les opérations et les actions.
Information concernée Description Références
Attribut Le nombre d’attributs dans la classe [43], [14]
Attribut Le nombre d’attributs hérités [43]
Opération Le nombre d’opérations dans une classe [43], [5], [14],
[9]
Opération Le nombre d’opérations héritées [43]
Opération Le nombre d’opérations dans l’interface [43]
Actions Le nombre d’actions de l’activité [43]
4.3.2.2 Élément
Dans le cas des programmes séquentiels, des métriques prennent en compte les sous-
programmes comme éléments. Dans le cas des langages objet, des éléments nouveaux ont été
introduits comme les classes, interfaces, paquetages. Pour les langages de modélisation tel
qu’UML, les diagrammes autres que ceux de classes offrent d’autres éléments. Il s’agit par
exemple des états des diagrammes de machine à état. Un grand nombre de mesures sur les
modèles objet considèrent ces éléments. Le tableau suivant fournit quelques exemples.
Élément concerné Description Références
Classe Le nombre total de classes du modèle [43], [5], [14]
Classe Le nombre d’enfants de la classe [43], [9]
Classe Le nombre d’ascendants de la classe [43], [5]
Interface Le nombre de descendants de l’interface [43]
Paquetage Le nombre de classes dans le paquetage [43]
Machine d’état Le nombre d’états dans la machine d’état [43]
Composant Le nombre d’interfaces que le composant fournit [43]
4.3.2.3 Relation
Dans le cas des programmes conventionnels, les métriques portant sur le flot de contrôle
mesurent la complexité des relations séquentielles entre les instructions des programmes. Il
s’agit par exemple de la mesure de MacCabe qui définit le nombre de chemins élémentaires
dans le flot de contrôle d’un programme. Dans le cas des langages objet, des relations
nouvelles ont été introduites comme l’héritage. Le tableau qui suit fournit des exemples de
métriques portant sur les relations.
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Relation concernée Description Références
Généralisation Nombre de relations de généralisation dans le modèle [5], [14], [15]
Généralisation Profondeur maximale de l’arbre d’héritage [5], [14], [9]
Agrégation Nombre total de relations d’agrégation dans le modèle [14]
Association Nombre total de relations d’association dans le mo-
dèle
[14]
Dépendence Nombre total de relations de dépendence dans le mo-
dèle
[14]
4.3.2.4 Mesures basées sur plusieurs composantes
Comme nous venons de l’établir, il existe diverses mesures qui prennent en considération
de manière séparée les diverses composantes d’un modèle ou d’un programme. Toutefois
il existe également d’autres méthodes qui proposent une vision globale de l’évaluation des
modèles orientés objets, intégrant des éléments, des relations mais aussi des informations.
Dans le cas des programmes séquentiels, des métriques mesurent conjointement des infor-
mations et des relations. Il s’agit par exemple des mesures de complexité du flot d’information
telle que [21].
Concernant les langages objets, les métriques synthétisées dans le tableau suivant sont
basées sur plusieurs composantes de la taxonomie. Elles sont expliquées par la suite. Dès
maintenant signalons que ces mesures sont de deux types :
– soient absolues : elles comptabilisent un nombre absolu d’informations, d’éléments ou
de relations dans un programme ou un modèle,
– soient relatives : elles divisent des valeurs absolues relatives à des critères particuliers
par des valeurs absolues relatives à des critères généraux. Par exemple le nombre d’hé-
ritages divisé par le nombre de relations (un héritage étant une relation particulière).
Les valeurs relatives pemettent de comparer des programmes ou modèles de natures
différentes.
Nom de la méthode Références Information Elément Relation
Flot d’information [21] X - X
Complexité cyclomatic [35] - X X
Couplage entre objets [30] X - X
Mesure de Marchesi [50] X X -
Mesure de Genero [50] X - X
Mesure de In [50] X - X
Mesure de Rufai [50] X - X
Mesure de Zhou [50] X - X
Mesure de Kang [50] X - X
Les présentations de ces méthodes permettront de mettre en valeur l’intérêt d’utiliser les
diverses composantes de la taxonomie dans la mesure.
– La mesure sur le Flot d’information. Cette mesure du logiciel est basée sur la mesure
du flot des informations entre les composants des systèmes [21]. Les termes ”fan–in”,
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”fan–out”, et complexité sont définis pour illustrer la mesure de flot de l’information. Le
”fan–in” et le ”fan–out” sont définis pour les procédures. Le ”fan–in” de la procédure
A est le nombre des flots locaux dans cette procédure A plus le nombre de structures de
données dans lesquelles la procédure A recherche l’information (en lecture). Le ”fan–
out” de la procédure A est le nombre des flots locaux de la procédure A plus le nombre
de structures de données que la procédure A met à jour (accès en écriture).
La complexité d’une procédure dépend de deux facteurs : la complexité du code de la
procédure et la complexité des relations de la procédure avec son environnement. La
longueur du code (nombre de lignes de texte) est souvent employée comme coefficient
de complexité du code de la procédure.
La formule définissant la valeur de complexité d’une procédure est
longueur · (fan− in ∗ fan− out)2
Le terme fan− in ∗ fan− out représente le nombre total possible de combinaisons
d’une source d’entrée à une destination de sortie. La pondération de fan-in et fan-out
par la longueur est basée sur l’idée présupposée ici que la complexité est une fonction
linéaire vis–à–vis des relations qu’une procédure possède avec son environnement.
– La mesure de Complexité cyclomatic évalue la complexité logicielle en utilisant les
concepts de la théorie des graphes. La définition du nombre cyclomatic V(G) d’un
graphe G ayant n sommets, e arcs et p états initiaux et finaux est
V (G) = e− n+ p
Un exemple pour la structure IF-THEN-ELSE est fourni par la Figure 4.5.
FIGURE 4.5 – Exemple de l’évaluation de la complexité cyclomatic pour la structure condi-
tionnelle
La valeur de V montre la complexité de la structure.
– La mesure sur Couplage entre objets [30] évalue la relation ou connectivité entre
classes en utilisant la visibilité des opérations et des attributs. Dans l’article cité est
montrée l’importance de la visibilité (accessibilité) de l’information dans l’évaluation
de la connectivité. Notons qu’on prendra en compte cette caractéristisque dans la
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définition de la proposition de mesure de complexité.
– La Mesure de Marchesi évalue la complexité des diagrammes de classes en utilisant 7
différents types de mesures OAn (n = 1 . . . 7). Ces mesures absolues et relatives de
la complexité entre classes prennent en compte partiellement les relations (généralisa-
tion et dépendance) et les éléments d’information [34]. Ces mesures sont calculées sur
l’ensemble du système (ou un sous-ensemble simple). Par exemple, les deux premières
métriques sont le nombre global de classes et le nombre global de hiérarchies de trans-
mission :
OA1 = NC
OA2 = NG
Où NC est le nombre de classes et NG est le nombre de chaines d’héritages (ou de
classes racines).
– La Mesure de Genero évalue la complexité des diagrames de classes en mettant l’accent
sur les relations (association, dépendance, agrégation, généralisation). Les mesures
proposées sont du type absolues et relatives [15].
Par exemple parmi les mesures proposées on trouve :
NC nombre total de classes
NAssoc nombre total d’associations
MaxDIT profondeur maximale de l’arbre d’héritage
– La Mesure de In évalue la complexité de l’architecture des diagrammes de classes
en utilisant des mesures absolues et relatives pour les relations (généralisations et
associations simples). L’utilisation de la métrique de la profondeur maximale de l’arbre
d’héritage est utilisée également dans [15]. Les informations 1 ont été partiellement
utilisées (attributs, opérations et paramètres) [50][24].
– La Mesure de Rufai évalue la similarité sémantique superficielle et profonde entre deux
modèles UML basées sur l’utilisation ou l’absence des informations [42].
Dans le contexte des modèles, une métrique de similitude est dite superficielle si elle
n’emploie pas l’information dans une classe (telle que ses méthodes et attributs) pour
l’évaluation de similitude. Une métrique de similitude est dite profonde si elle emploie
ces types d’information pour évaluer la similitude.
SSSM (M1,M2) =


1 si max (|M1| , |M2|) = 0
1
max(|M1|,|M2|)
∑
i
max
j
{
hso (name (Ci (M1)))
name (Cj (M2))
}
si max (|M1| , |M2|) > 0


Par exemple, la métrique de similitude sémantique superficielle (SSSM) est calculée
selon l’équation ci-dessus. Etant donné une paire de modèles M1 et M2, SSSM est
calculée comme similitude maximum moyenne sur l’ensemble des paires de classes Ci
et Cj , où la première appartient à l’ancien modèle M1 et la seconde au nouveau modèle
1. selon notre tricotomie, information, élément et relation
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M2.
– La Mesure de Zhou évalue comme les mesures precédentes la complexité des dia-
grammes de classes. Cette mesure nommée distance entropy, utilise la théorie de
l’information et le concept d’entropie. Cette mesure est plus globale dans le sens où
elle utilise conjointement les trois aspects pour son évaluation : informations, éléments
et relations [51]. Cette mesure, comme la suivante, seront détaillées par la suite.
– La Mesure de Kang évalue comme dans [51] la complexité globale en améliorant
l’évaluation des relations en assignant des pondérations [28].
Par la suite on montrera l’intérêt d’utiliser des métriques combinant les différentes com-
posantes afin d’évaluer la complexité globale d’un modèle. Par exemple, la complexité d’une
classe reliera les informations (attributs, méthodes) avec la classe (élément).
Il existe approximativement 6 types différents de mesures [50] qui proposent un point de
vue global des modèles orientés objets, c’est–à–dire qui intègrent les éléments et les relations
et l’information. Nous nous sommes intéressés aux mesures proposées par Kang [28] basées
sur les concepts d’entropie et de la théorie de l’information. Il convient d’indiquer que dans
cette approche, les éléments (classes, etc.) et les informations (attributs et méthodes), ainsi
que les relations (héritage, etc.) sont utilisés pour effectuer une mesure de la complexité du
modèle.
4.3.2.5 Complexité
Dans les modèles où le nombre d’informations et d’éléments se comptent par centaines
voire par milliers, la complexité peut être importante. Dans des modèles ayant moins d’élé-
ments et d’informations, la complexité est a priori beaucoup moins importante. Cependant, ces
affirmations ne sont pas toujours vraies. En effet, des échanges d’informations entre les élé-
ments se font en utilisant des relations. Ces relations sont la clé de la complexité. Par exemple,
une application constituée de très nombreuses classes indépendantes (peu de relations entre
elles), n’est pas complexe. En effet, l’analyse d’une classe permet aisément de la comprendre.
Au contraire, une application constituée de peu de classes fortement reliées à d’autres classes
(de très nombreuses relations entre elles), est très complexe. En effet, l’analyse d’une classe
ne permet pas de la comprendre de façon isolée. Il est nécessaire de regarder les classes qui
interagissent avec elle et entre elles. Les éléments entretiennent des rapports nombreux et di-
versifiés entre eux à travers les relations. De ce fait, les échanges d’informations sont plus
faciles dans le modèle mais ils sont moins évidents à comprendre par l’esprit. Eléments, in-
formations et relations se composent pour créer un système dont la complexité dépend de la
quantité des informations dans les éléments mais aussi du nombre des relations variées entre
eux.
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4.4 Idée directrice de la nouvelle métrique
4.4.1 De l’estimation du risque des incohérences d’un modèle au risque
inhérent au méta–modèle
Dans cette section, nous fournissons les principes sous–jacents à la nouvelle métrique que
nous allons proposer. L’objectif n’est pas de détailler cette métrique mais d’introduire les idées
qui en sont à l’origine afin de la justifier.
Rappellons que notre objectif est d’estimer le risque de chaque incohérence identifée.
Nous avons déjà mentionné qu’une première approche consiste à déduire cette estimation de
”dires d’experts” en signalant les nombreux inconvénients. Une seconde approche statistique
consiste à déduire cette estimation de modèles. Soit il s’agit de retours d’expériences : nous
en avons également montré les limites. Soit, si on ne dispose pas de données antérieures, et on
analyse de nouveaux modèles au moyen d’un checker. Pour fournir des résultats pertinents, il
faut disposer de centaines d’expérimentations sur des applications variées. Cette approche est
à nouveau difficile à mettre en oeuvre (temps, disponibilités des modèles, capacités effectives
à détecter les incohérences, etc.) et ses résultats seront contestables :
– modèles homogènes utilisant les mêmes types de constructions alors qu’il en faudrait
une grande diversité,
– influence des concepteurs qui ont souvent la même démarche conduisant aux mêmes
types d’incohérence, etc.
En fait ces approches n’estiment pas les risques des règles mais les risques d’instances de
ces règles sur des modèles particuliers. Considérons par exemple la règle de nommage qui
stipule que deux éléments du même type UML d’un même espace de nommage ne doivent
pas avoir le même nom. Les retours d’expériences ou les expérimentations portent sur des
instances d’éléments (par exemple des méthodes ou attributs particuliers de modèles). Par
exemple, on cherche si la méthode a() n’a pas un autre homonyme dans la même classe C.
Au contraire, une règle de cohérence exprime des contraintes sur des termes génériques :
éléments UML (méthodes, attributs, etc.) et espace de nommage. Cette règle s’applique sur les
termes du méta–modèle UML.
De façon générale, les règles de cohérence expriment des contraintes sur le méta–modèle.
Pour estimer le risque des incohérences, l’analyse doit donc porter sur le méta–modèle. C’est
en effet la définition du méta–modèle qui, laissant aux concepteurs de modèles des degrés de
liberté indispensables, peut conduire à la présence d’incohérences dans les modèles.
Une règle de cohérence met en jeu des éléments et des relations du méta–modèle UML,
c’est–à–dire des méta–éléments et des méta–relations. Seul un sous–ensemble du méta–
modèle est concerné par les éléments et les relations exprimés dans la règle.
La présence d’incohérences dans un modèle est due à la difficulté qu’a le concepteur du
modèle à maîtriser des contraintes (exprimées par des règles de cohérence) sur des éléments
et des relations de son modèle. Le risque de présence d’incohérences est d’autant plus grand
que les corrélations entre ces éléments et ces relations sont complexes. Pour cette raison, nous
faisons l’hypothèse que le risque associé à un type de cohérence donné (défini par une règle de
cohérence) est lié à la complexité du sous-ensemble du méta–modèle issu des méta–éléments
et méta–relations mis en oeuvre par l’expression de la règle de cohérence.
Le problème est alors de définir un moyen d’expression de cette complexité. Le problème
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de complexité a déjà été soulevé pour le méta–modèle pris dans son ensemble [3].
4.4.2 Complexité et mesure de cohérence
Une mesure de la complexité de la partie du méta–modèle concerné par une règle de
cohérence permet donc d’avoir un moyen d’estimer les risques de cette incohérence.
Le problème est de trouver une mesure de complexité représentative du risque effectif.
Cette mesure de complexité doit faire intervenir les informations (méta–attributs, etc.) du
méta–modèle mais aussi des relations entre les éléments (méta–classes, etc.) supportant les
informations. La prise en compte des relations est essentielle dans cette mesure de complexité.
En effet, il existe des relations qui sont bien maitrisées (comme les associations) et d’autres qui
le sont pas (comme les généralisations - spécialisations). En effet, selon nous, la maîtrise d’une
relation dépend étroitement de la précision et de la simplicité de sa définition. Elle dépend
aussi de la portée de la relation (son effet). Toutes ces informations sont fournies dans le
méta–modèle. Par exemple, une association UML précise les droits d’accès aux informations
des classes reliées. Par contre, l’héritage exprime un mécanisme de propagation implicite des
informations à travers l’arbre d’héritage.
Pour mesurer la complexité du sous-méta–modèle exprimé par une règle de cohérence, on
veut mesurer la difficulté de compréhension des données (informations, éléments et relations)
de ce sous-méta–modèle. Issue de la théorie de l’information, l’entropie a été utilisée pour
mesurer la difficulté d’identifier une donnée dans un système.
En mesurant l’entropie des données du sous-méta–modèle exprimé par une règle de co-
hérence, on obtient de façon analytique et statique l’évaluation des risques de cette règle. En
effet, nous faisons l’hypothèse que plus une règle est complexe, moins les concepteurs ne
peuvent s’assurer de la validité sur des modèles UML.
Nous présentons le principe de l’entropie à la section 4.5.
4.5 Principes de l’entropie et applications
Le concept de l’entropie a de multiples interprétations dues à ses multiples applications.
Dans le domaine de la physique, de la probabilité ou de l’information. Nous présentons
quelques interprétations qui éclaircissent son utilisation dans ces domaines.
4.5.1 Entropie comme mesure de l’efficacité énergétique
4.5.1.1 Dans la physique macroscopique
L’entropie est concept ancien de la physique. Il a exprimé tout d’abord l’énergie utile dans
un système. Par exemple, un verre d’eau à une température T1 dans une pièce à même tem-
pérature a une entropie minimale car il n’y a pas d’échange possible d’énergie. Au contraire,
un verre d’eau glacée à température T0 dans une pièce chaude à température T2 a une forte
entropie qui va conduire à un échange de chaleur δQ durant une période δt. L’entropie est
alors
∂S =
∂Q
Ts
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∂Q est la quantité de chaleur échangée par le système entre les instants t et t + δt. Ts est
la température de la source.
Pour que l’énergie soit exploitable, le système doit posséder de l’entropie : température
ou pression dans un piston différente de la température ou pression extérieure, etc. L’entropie
mesure alors l’efficacité énergétique du système.
Alors, pour une transformation irréversible mettant en jeu un transfert de chaleur ∂Q avec
une source extérieure à la température Ts l’entropie est S > 0.
4.5.1.2 Dans la physique microscopique
Les particules d’un système isolé peuvent être disposées dans un volume avec un très
grand nombre de configurations différentes. De même l’énergie interne peut être répartie sur
les particules possédant chacune des niveaux différents. Chaque façon de placer les molé-
cules dans un volume donné et de leur attribuer l’énergie interne s’appelle une configuration
microscopique de l’état macroscopique caractérisé par le volume V et l’énergie interne U .
On définit alors l’entropie S (fonction de U et V ) par :
S = kB · ln Ω
Ici, kB est la constante de Boltzmann, et Ω le nombre de micro-états différents qui sont
compatibles avec le macro-état thermodynamique donné.
Les termes employés sont développés dans l’annexe C. L’annexe B les illustre par quelques
exemples. Nous mettons en valeur dans ces annexes des principes généraux que nous retrou-
verons dans nos études spécifiques sur UML. Ceci montre qu’il existe des concepts génériques
qui sont transposables dans différentes sciences avec des interprétations propres. Nous allons
retrouver ce point de vue à la section suivante.
4.5.2 Entropie comme mesure de l’incertitude d’un événement aléatoire
Le concept de l’entropie dans la théorie de l’information [44] décrit combien l’nforma-
tion coûte dans un signal ou un événement. L’entropie de Shannon peut être vue comme la
mesure de la quantité d’incertitude rapportée à un événement aléatoire, ou plus précisément
sur la distribution de probabilité de cette incertitude. Considérons une variable aléatoire X,
pouvant prendre N valeurs xi = 1, n. Soit (p1, p2, ..., pN) les probabilités d’occurrence de ces
N valeurs (la distribution de probabilités) pi = P (X = xi). Notons que la somme des pi vaut
1. L’entropie mesure l’incertitude de la probabilité d’occurrence des valeurs de l’événement
par la formule (simplifiée) suivante :
H (x) = −
n∑
i=1
p (xi) log2 p (xi)
Où p (xi) est la fonction de masse définie comme la fonction qui donne la probabilité pour
qu’une variable aléatoire discrète soit exactement égale à une valeur donnée. Une fonction de
masse se distingue d’une densité de probabilité en ceci que les densités de probabilité ne sont
définies que pour des variables aléatoires continues, et que c’est leur intégrale sur un domaine
qui a valeur de probabilité (et non leurs valeurs elles-mêmes).
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p (xi) =
{
Pr (X = x) x ∈ S ⊆ R
0 x ∈ R\S
H [X] ≡ −
∑
x∈X Pr(x)log2(Pr(x))
Par exemple, considérons une pièce dont le tirage peut conduire à 2 valeurs (Pile, Face).
Tout d’abord, si la pièce est équilibrée, la distribution de probabilité est (1/2, 1/2). Alors
l’entropie vaut −2 ∗ 1/2log2(1/2) soit log2(2) soit 1. L’incertitude est maximale ce qui est
exprimé par une entropie maximale. Au contraire, si la pièce est biaisée avec une distribution
de (1/4, 3/4) l’incertitude sur un tirage est moindre car on a plus de chance d’avoir une Face.
Ceci est exprimé par l’entropie qui vaut −(1/4log2(1/4) + 3/4log2(3/4)).
4.5.3 L’entropie et l’information
On peut dire que l’utilité de l’information dans un message (c’est–à–dire son efficacité
informative) est liée à son volume et sa rareté. En effet, si on rencontre une information rare
en un lieu donné d’un message, on a une forte chance de pouvoir déduire correctement le sens
complet du message. Par exemple si un mot commence par ”xy”, on déduit avec certitude
qu’il s’agit du mot ”xylophone”. Le caractère ’y’ suivant ’x’ a donc une très forte efficacité
informative en français. Cette exemple montre que la mesure de l’efficacité de l’information
dépend d’un contexte qui définit des contraintes sur les données. Le dictionnaire de la lan-
gague française définit les contraintes, à savoir l’ensemble des mots ayant un sens.
L’entropie d’un message (ou source) est la valeur moyenne de l’efficacité des informations
qu’il contient.
L’entropie de Shannon [44] d’une variable aléatoire discrète X qui représente un mot,
avec n états possibles (mot formé de n lettres), 1 . . . n, est définie comme suit :
H (x) = −E [log2 p (xi)] =
n∑
i=1
p (xi) log2
(
1
p (xi)
)
= −
n∑
i=1
p (xi) log2 p (xi)
E est l’espérance mathématique et
p(xi) est la probabilité de l’état i c’est–à–dire de présence de xi en ie`me caractère du mot.
1) Pour n donné, la valeur de H est maximale pour une distribution uniforme des proba-
bilités, c’est–à–dire quand tous les états ont la même probabilité. On peut utiliser n’importe
quelle lettre de l’alphabet à n’importe quel endroit. On voit alors que les caractères ne pos-
sèdent aucune information sémantique.
2) H augmente avec le nombre d’états possibles, ce qui traduit l’intuition que plus il y a
de choix possibles de caractères plus l’incertitude du caractère suivant est grande.
4.5.4 Entropie comme mesure de la difficulté à identifier une donnée
Les modèles qui sont composés d’un grand nombre d’entités en interaction sont qualifiés
de complexes lorsqu’un observateur ne peut pas identifier, avec precision, les résultats de ses
interactions. Les éléments (classes) sont elles–mêmes des systèmes complexes dans la me-
sure des informations qui les composent. L’ontologie peut être vue comme la connaisance des
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structures d’un domaine particulier dans un contexte. Dans UML une classe est un classifica-
teur qui décrit un ensemble d’objets qui partagent les mêmes caractéristiques, contraintes, et
sémantiques. Un modèle UML peut définir l’ontologie d’un système.
On peut dire que l’ontologie est un ensemble de concepts variés, structurés ou dissociés,
où la structure n’est pas nécessairement identifiable, c’est–à–dire, un arbre, une hiérarchie,
etc. L’association de tous les concepts ne suit pas partout une même logique.
Une taxonomie est une classification de concepts qui forment des listes d’un domaine
particulier. Donc, deux differences importantes de l’ontologie : concepts variés et structure
complexe. Le problème qui se pose est d’identifier le degré de complexité de la structure et de
ses composants.
Il existe un nombre considérable de métriques pour estimer la complexité des modèles,
malhereusement l’ensemble de composants du modèle (élément–information–relation) sont
utilisés partiellement ou dissociés. Par exemple, lorsqu’on cherche à savoir si l’opération
d’une classe a accès (il existe une relation) à l’attribut d’une autre classe, on est obligé d’ana-
lyser tous les composants (classe, opération, attribut, et relation). Cet exemple montre que
pour valider une sémantique (une règle de cohérence), l’estimation du risque de non–respect
de la règle doit utiliser les composants issus de la règle.
Dans la théorie de l’information de Shannon, on cherche à identifier l’information
contenue dans une source (message, modèle, etc). En d’autres termes on cherche à identifier
une information dans une structure. L’identification de l’information dépend de l’expectative
d’un événement et de son incertitude. Par exemple, dans un message texto redigé en français
après la première lettre, on attend (expectative d’utilisation, écriture intuitive du type T9) une
deuxième qui donne sens (probabilité d’une information, dictionnaire français).
Exemple
Message (avec une faute de frappe)
bbonjour, la reunion a fini. au revoir
Identification
1ère lettre 2ème lettre
expectative
voyelle consonne
(sans accents) possible impossible
sens incohérente en français
(contrainte)
b aeiou lry cdfghjkmnpqstvwxz
Identification mot bonjour
B ok possibilitées après
connaissance de
la lettre précédente
b faute aeiou lry
b ok
o ok aeiou x = 1
2
vrai ou faux lry
n ok aeiou bcdfghlmnqrstvwxy
j ok aiu bdhjnstz
o ok o
u ok u
r ok r
Donc, il existe une organisation attendue ou reconnaissable dans le message. Dans un
modèle, la structure peut être identifiable ou organisée en suivant par exemple un hiérarchie
(voir Figure 4.6). La complexité apparaît quand les relations sont plus variées, comme dans
UML.
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FIGURE 4.6 – Exemple de la recherche d’évolution des expectatives sur l’information
Chapitre 5
Proposition d’une méthode d’estimation
des risques d’incohérence
Dans ce chapitre, nous définissons dans les sections 5.1–5.3 le cadre dans lequel doit
être définie une mesure (principes, propriétés attendues et processus d’obtention). Ensuite
à la section 5.4, une analyse critique des métriques existantes est fournie. Á la section 5.5
nous introduisons une nouvelle métrique, basée sur la taxonomie proposée (élément, relation,
information) detaillée ensuite de la section 5.6 à la section 5.8. Les valeurs de cette métrique
sont ensuite utilisées pour estimer la complexité des modèles UML à la section 5.9. Elle
inclut des exemples pour illustrer la méthode d’estimation globale. Enfin, la section ?? montre
que la métrique proposée répond aux caracteristiques d’une bonne métrique présentées à la
section 5.2.
5.1 Principes
5.1.1 Cadre de définition d’une mesure
Une métrique V est un ensemble de valeurs ordonnées v1, ..., vn. On notera avec le sym-
bole < (inférieur à) la relation d’ordre.
Une mesure M est une fonction définie sur un domaine ∆ composé d’éléments ei. Elle
associe à chaque élément, une valeur vk de la métrique choisie. Les relations existantes entre
métriques et mesures sont montrées par la suite.
∆
M
→ V
ei 7−→ vk
Une mesure M permet par exemple
• de définir des classes, c’est–à–dire des sous–ensembles d’éléments, ayant la même va-
leur de métrique ; alors, ces éléments appartiennent à une même classe d’équivalence ;
soit Ek l’ensemble des ei tels que M(ei) = vk ; ceci permet d’avoir un point de vue plus
abstrait et donc simplifié sur ∆ en ne distinguant pas l’ensemble des éléments ei mais
des groupes en classes Ek de même valeur vk ;
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• de définir une seconde relation d’ordre notée ℜ sur les classes d’éléments. Soit Ej et
Ek deux classes d’éléments telles que M(ej) < M(ek) avec ej ∈ Ej et ek ∈ Ek. Alors
EjℜEk. Ainsi, les classes Ek d’éléments sont ordonnées.
La définition d’une mesure M , c’est–à–dire l’association entre un élément ei ∈ Ej et une
valeur vk de V , représente un aspect jugé pertinent pour caractériser les éléments du domaine
∆.
Par exemple, si on considère un ensemble ∆ de personnes, différentes mesures permettent
de les caractériser en choisissant différents aspects répondant à differents objectifs : l’âge pour
vendre des jouets ou le revenu pour vendre des voitures. Cet exemple montre qu’une mesure
est choisie pour répondre à un besoin d’identification de classes d’équivalence d’éléments de
∆. Il n’existe donc pas une meilleure mesure mais des mesures pertinentes au regard d’un
besoin donné.
Fréquemment, répondre à un besoin particulier demande d’avoir des mesures combinant
différents aspects. On peut vouloir identifier les acheteurs de jouets onéreux. Il faut pour cela
identifier les enfants dont les parents ont des revenus élevés.
Considérons deux éléments ej ∈ Ej et ek ∈ Ek tels que EjℜEk. Cela veut dire que
M(ej) < M(ek). L’interprétation que l’on peut donner à ej vis–à–vis de ek dépend de la
caractéristique considérée.
On voit donc que la définition d’une mesure introduit une sémantique. Cette sémantique
exprime le sens que l’on donne à chaque classe d’éléments du domaine ∆ étudié. Cette sé-
mantique est établie grâce à la mise en correspondance d’un aspect avec une valeur via la
mesure choisie. La figure 5.1 illustre le mécanisme de définition de classes d’éléments.
FIGURE 5.1 – Sémantique des mesures
Dans l’exemple précédent, on a défini les classes d’enfants aux parents ayant des revenus
plus ou moins élévés. Cette classification peut être utilisée pour des besoins différents : vendre
des jouets mais aussi attribuer des allocations familiales. En conséquence une même mesure et
donc une même sémantique peut avoir plusieurs utilités et répondre ainsi à plusieurs besoins.
Remarquons qu’une mesure crée un filtre qui permet de raisonner sur des classes et non
plus des individus ou éléments. Par exemple, le marketing s’intéresse aux enfants dont les
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parents ont un niveau de revenu donné et non à des enfants particuliers identifiés. Par contre,
la mesure conduit à une perte d’information puisqu’on ne cherche plus à distinguer deux
éléments d’une même classe d’équivalence ; par exemple, une fille et un garçon dont les
parents ont des revenus élevés, ou encore deux enfants ”Jean” et ”Charles” qui sont dans cette
situation.
En résumé, une mesure est donc caracterisée par 2 aspects :
I. Sémantique
La mesure est un outil sémantique introduit pour répondre à un besoin en choisissant un
aspect ou caractéristique ;
II. Fonctionnelle
Il s’agit d’une fonction mathématique qui associe aux éléments d’un domaine des va-
leurs d’une métrique.
La figure 5.2 synthétise ces 2 points de vue (partie haute). Les éléments de la partie basse
seront détaillés dans les sous–sections suivantes.
FIGURE 5.2 – Métrique comme un outil mathématique et sémantique
Dans la figure 5.2 on observe comment la partie mathématique rejoint la partie sémantique
pour spécifier une métrique. Tout d’abord, la métrique mesure les éléments d’un domaine
en répondant à un besoin. En second lieu, la mesure n’est pas une fonction mathématique
quelconque. Comme nous le verrons, sa définition doit être conforme à certaines propriétés
spécifiques étudiées à la sous–section 5.2.1. De même la métrique sert d’outil sémantique.
Celui–ci doit être pertinent vis–à–vis des objectifs fixés. Cette pertinence sera étudiée à la
sous–section 5.2.2. Ces deux exigences sont illustrées en bas de la figure 5.2.
5.1.2 Application à l’estimation des risques d’incohérence
Dans cette sous–section, nous montrons comment les principes généraux de mesure pré-
sentés précédemment peuvent s’appliquer pour l’estimation des risques d’incohérence.
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Le domaine considéré ∆ est constitué de l’ensemble des règles de cohérence ri. Notre
besoin est d’identifier les règles qui sont les plus difficiles à vérifier et donc dont le non–
respect effectif dans les modèles est le plus vraisemblable. Ceci nous permettra d’obtenir des
classes de règles associées au même niveau de risque.
L’aspect utilisé pour caractériser ce besoin se résume par la complexité du sous–ensemble
du méta–modèle issu de la règle de cohérence. Ainsi, si une règle est exprimée au moyen
d’éléments issus de plusieurs diagrammes, leur mise en relation pour détecter le respect ou
non de la règle fait intervenir des méta–éléments ”éloignés” dans la structure du méta–modèle.
Au contraire, une règle corrélant des méta-éléments ”proches” est plus facilement vérifiable à
la conception de modèle.
Par exemple dans [18] la règle de cohérence 44 dit : Une classe est forcément
nommée ; c’est une exigence facilement vérifiable.
       Class       
 
 
 
  Classifier  
 
 
 
   NamedElement   
 name: String [0..1]
 visibility: VisibilityKind [0..1]
 /qualifiedName: String [0..1]
 
   Namespace   
 
 
 
 
FIGURE 5.3 – Sous–ensemble simplifié du méta–modèle entre NamedElement et Class
Elle met en relation deux méta–éléments : la méta–classe Class et la méta–classe
NamedElement qui contient l’attribut name. La figure 5.3 montre qu’il s’agit d’une re-
lation ”de proximité” dans le méta–modèle.
Considérons maintenant, la règle de cohérence 61 dans [18] qui stipule que : Deux
paramètres d’une opération ne doivent pas avoir le même nom
(même s’ils sont de types différents).
Les relations du méta–modèle rendent disponibles des caractéristiques dans la structure.
De ce fait, une classe a un nom (cf. figure 5.3). Ce sont les relations utilisées qui en possédant
l’attribut de transitivité diffusent ces caractéristiques. Les classes montrées dans les figures 5.3
et 5.4 sont reliées par des structures d’une façon différente et en quantités plus importantes
dans 5.4. Un premier réflexe sera donc d’accorder un éloignement plus important pour le
sous–ensemble qui lie les méta-classes mises en jeu par la règle de cohérence 61.
Les attributs (comme la sémantique-transitivité) utilisés pour estimer la complexité du
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  MultiplicityElement  
   Parameter   
 direction: ParameterDirectionKind = in
 /default: String
 
 
 
   TypedElement   
 
 
   NamedElement   
 name: String [0..1]
 visibility: VisibilityKind [0..1]
 /qualifiedName: String [0..1]
 
  Operation  
 isQuery: Boolean = false
 /isOrdered: Boolean
 /isUnique: Boolean
 /lower: Integer
 /upper: UnlimitedNatural
 
 
 
 
 
 
 
 
 
 
 
 
 
 
+operation +ownedParameter
0..1   {subsets namespace}
FIGURE 5.4 – Sous–ensemble simplifié du méta–modèle entre NamedElement et
Parameter
méta–modèle sont ceux introduits en section 4.3.1 pour définir la taxonomie d’une structure.
Il s’agit de l’aspect que l’on désire évaluer pour caractériser les règles de cohérence.
5.2 Caractéristiques d’une bonne métrique
Nous avons indiqué que de multiples métriques pouvaient être définies. S’il n’existe pas
de meilleure métrique dans l’absolu, il est utile de savoir comment évaluer la qualité d’une
métrique. Cette qualité répond à deux besoins distincts :
• conformité de la fonction mathématique ”mesure”, développée à la section 5.2.1, et
• sémantique répondant aux besoins, développée à la section 5.2.2.
5.2.1 Propriétés de conformité
La conception d’une fonction définissant une nouvelle métrique, doit respecter plusieurs
propriétés. Les plus largement acceptées sont proposées dans [49] et ont été adaptées dans [9],
pour la conception orientée–objet.
Il s’agit essentiellement des 7 propriétés suivantes qui ont été adaptées pour la mesure des
modèles UML.
I. Discrimination
Si P est un modèle et µ une métrique alors, il doit exister un modèle Q tel que µ(P ) 6=
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µ(Q). Sinon la mesure n’est pas discriminante car tous les éléments sont équivalents au
sens de la mesure.
II. Non-Unicité
Il doit exister deux modèles P et Q tels que µ(P ) = µ(Q). Sinon la mesure ne permet
pas de montrer que des éléments distincts sont de même nature (au sens qu’ils ont la
même mesure). Il n’existerait pas d’éléments comparables.
La mesure ne jouerait pas son rôle sémantique par la création de classes d’éléments
équivalents.
III. Non-Commutativité
La permutation des composants des modèles peut être significative. C’est–à–dire que si
P et Q sont deux modèles ayant les mêmes constituants (mêmes classes par exemple)
mais organisés différement, alors il est possible que µ(P ) 6= µ(Q).
En effet, dans le cas de relations non–symétriques comme la généralisation, permuter
une classe mère et une classe fille peut changer la valeur de la mesure.
IV. Implantation
Non seulement la fonction mais aussi l’implantation doit impacter la mesure. Si P
et Q sont deux modèles remplissant la même fonction par deux implantations diffé-
rentes (sont deux représentations différentes UML du même système), il est possible
que µ(P ) 6= µ(Q). Sinon la mesure ne permet pas de distinguer les caractéristiques de
l’implantation.
V. Non-Monotonie
Si P et Q sont deux modèles, la composition doit valider que :
µ(P ) ≤ µ(P +Q) et
µ(Q) ≤ µ(P +Q).
Ceci veut dire qu’un modèle ayant plus d’éléments doit avoir une mesure supérieure ou
égale ce qui est en accord avec le besoin de mesurer la complexité des modèles UML.
En effet, celle–ci est dépendante de la taille des modèles.
VI. Non-Distributivité
Il peut exister P , Q et R tels que µ(P ) = µ(Q) qui n’implique pas obligatoirement que
µ(P +R) = µ(Q+R).
Deux modèles P et Q peuvent avoir la même complexité, mais l’ajout d’un même frag-
ment de modèle R n’implique pas obligatoirement que les nouvelles complexités soient
identiques. Elles peuvent cependant l’être.
VII. Inégalité triangulaire
La composition augmente la complexité. Il existe P et Q tels que µ(P ) + µ(Q) ≤
µ(P +Q). L’idée est que la composition crée un effet démultiplicateur : le tout est plus
complexe que la somme des parties.
Ces dernières propriétés soulignent l’importance de la composition de la structure.
Les propriétés présentées doivent être respectées par toute mesure des modèles UML.
5.2.2 Pertinence vis-à-vis des objectifs
À la section 5.1.1, nous avons indiqué qu’une métrique devait repondre à des besoins
associés à des objectifs. Les caractéristiques choisies pour identifier ces besoins doivent être
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pertinentes vis–à–vis des objectifs.
Notre objectif est de mesurer la complexité de modèles. Les caractéristiques doivent donc
être représentatives de cet aspect des modèles. C’est dans ce but que nous avons introduit au
chapitre 4, une taxonomie identifiant tout modèle à partir de 3 concepts : élément, relation et
information.
Les exemples suivants ont été étudiés dans le chapitre 3. Nous illustrerons des règles de
cohérence qui dans les estimations faites présentent des positions opposées.
La règle de cohérence 178 dans [18] dit : Si une fin d’association est
une classe alors les autres fins de cette association doivent
aussi être des classes.
Cette règle est présentée dans la sous–section Association, pour le paque-
tage Diagramme de Classes, comme une des règles communes à toutes les associa-
tions.
La spécification de la superstructure d’UML [37] contraint dans sa sous–section 7.3.3 les
associations pour les classes. La contrainte de la règle de cohérence 178 porte sur l’élément
+/endType qui met en référence les classificateurs qui sont employés comme types des fins
de l’association. La figure suivante illustre le sous–ensemble du méta–modèle concerné par
cette règle de cohérence.
  Property 
 isDerived: Boolean = false
 isReadOnly: Boolean = false
 isDerivedUnioin: Boolean = false
 /default: String
 aggregation: AggregationKind = none
 /isComposite: Boolean
 
 
 
 
 
 
 
 
 
 
 
 StructuralFeature   Classifier  
       Class       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     Type     
 
     Association     
 isDerived: Boolean = false
 
 
 
 
 
 
 
 
 
 
 
 
+class +ownedAttribute
0..1 *
{subsets 
   classifier,
  subsets 
   namespace,
  subsets 
   featuringClassifier}
{ordered,
  subsets 
    attribute,
  subsets 
    ownedMember}
+memberEnd +association
2..* 0..1{ordered,
  subsets member}
+ownedEnd +owningAssociation
* 0..1
{ordered,
  subsets 
    memberEnd,
  subsets 
    ownedMember,
  subsets feature}
{subsets 
    association,
  subsets 
    namespace,
  subsets 
    featuringClassifier}
+/endType
{ordered}   1..*
FIGURE 5.5 – Sous–ensemble simplifié du méta–modèle pour la règle de cohérence 178
On observe que le seul classificateur instancié pour le paquetage de classes est Class. Ce
classificateur peut posséder une association. On observe que cette association ne lie que des
instances +memberEnd de ce type de classificateur. Le type des instances de ce classificateur
est référencé par +/endType.
La règle de cohérence 71 dans [18] dit : La somme des bornes inférieures
des multiplicités des possessions qui sont le sous-ensemble
d’une possession (nommée A) doit être inférieure à la borne
supérieure de la multiplicité de A.
Cette règle est présentée dans la sous–section Properties, pour le paque-
tage Diagramme de Classes, comme une des règles communes à toutes les associa-
tions.
La spécification de la superstructure d’UML [37] contraint dans sa sous–section 7.3.32
les multiplicités. La contrainte de la règle de cohérence 71, se porte sur les éléments
+upperValue,+lowerValue+memberEnd et +subsettedProperty qui mettent
en jeu les valeurs des bornes des fins d’association dans l’association des classes. La figure
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suivante illustre le sous–ensemble du méta–modèle concerné par cette règle de cohérence.
  Property 
 isDerived: Boolean = false
 isReadOnly: Boolean = false
 isDerivedUnioin: Boolean = false
 /default: String
 aggregation: AggregationKind = none
 /isComposite: Boolean
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 StructuralFeature   Classifier  
       Class       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     Type     
 
     Association     
 isDerived: Boolean = false
 
 
 
 
 
 
 
 
 
 
 
 
+class +ownedAttribute
0..1 *
{subsets 
   classifier,
  subsets 
   namespace,
  subsets 
   featuringClassifier}
{ordered,
  subsets 
    attribute,
  subsets 
    ownedMember}
+memberEnd +association
2..* 0..1{ordered,
  subsets member}
+ownedEnd +owningAssociation
* 0..1
{ordered,
  subsets 
    memberEnd,
  subsets 
    ownedMember,
  subsets feature}
{subsets 
    association,
  subsets 
    namespace,
  subsets 
    featuringClassifier}
+/endType
{ordered}   1..*
 TypedElement 
   Feature   
  ValueSpecification  
 
 
 
 
 
 
  LiteralBoolean  
 value: Boolean
  OpaqueExpression  
 body [1..*]: String {ordered}
 language [0..*]: String {ordered}
  InstanceValue    InstanceSpecification  
+instance
1
  LiteralSpecification  
  LiteralInteger  
 value: Integer
  LiteralString  
 value: String
  LiteralUnlimitedNatural  
 value: UnlimitedNatural
  LiteralNull  
+operand
{ordered, subsets ownedElement}   *
  Expression  
 symbol: String
+expression
{subsets owner}   0..1
  MultiplicityElement  
 isOrdered: Boolean = false
 isUnique: Boolean = true
 /upper: UnlimitedNatural [0..1]
 /lower: Integer [0..1]
+owningUpper
0..1   {subsets owner}
+owningLower
0..1   {subsets owner}
+upperValue
+lowerValue
{subsets ownedElement}   0..1
{subsets ownedElement}   0..1
     Element     
 
 
 
 
 
+subsettedProperty
+redefinedProperty
*
*{subsets redefinedElement}
FIGURE 5.6 – Sous–ensemble simplifié du méta–modèle pour la règle de cohérence 71
L’utilisation de critères d’analyse des mesures issues de la taxonomie permet d’avoir éga-
lement une vision des besoins auxquels doit répondre une mesure.
En effet, un des problèmes de la proposition de nouvelles mesures est la difficulté à jus-
tifier cette mesure en l’absence d’une identification claire des objectifs qu’elle doit atteindre,
c’est–à–dire, une identification des caractéristiques choisies pour pouvoir donner un sens aux
résultats produits. Ce besoin est en particulier souligné dans [36].
5.3 Processus de définition d’une mesure
Plusieurs approches peuvent être employées pour obtenir la définition des spécifications
de nouvelles mesures. Un processus pour la spécification de mesures basée sur les modèles
UML est proposé dans [10]. Ce processus se compose de 5 étapes qui seront mises en œuvre
de la façon suivante :
I. Description des caractéristiques
La définition d’une taxonomie permet d’identifier les caractéristiques et de décrire leurs
rôles dans les résultats de la mesure. Cette taxonomie a été définie en sous–section 4.3.1.
II. Identification des objectifs
Identifier les objectifs que la mesure doit atteindre, dans notre cas, l’estimation du risque
de non–respect des règles de cohérence dans un modèle UML.
III. Projection des caractéristiques sur le domaine
Le domaine considéré est celui des modèles UML. Dans cette étape, on précise ce que
sont :
* les éléments : la classe
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* les relations : la généralisation, l’association, etc.
* les informations : les attributs et opérations.
Utilisation du méta–modèle comme cadre d’évaluation en identifiant les éléments du
langage qui sont issus de la régle de cohérence. Ces éléments rassemblent un sous–
ensemble du méta–modèle qui sert comme base pour l’évaluation de sa complexité.
IV. Limitation du domaine
On s’intéresse à un modèle particulier qu’est le méta–modèle et plus précisement au
domaine des sous–ensembles du méta–modèle issus des régles de cohérences. La fi-
gure 5.3 fournit un exemple d’élément de ce domaine associé à la règle de cohérence 44 :
Une classe est forcément nommée. L’identification du sous–ensemble du
méta–modèle permet de limiter l’estimation au sous-ensemble des classes qui sont re-
présentatives ou nécessaires à l’évaluation.
V. Formalisation
Définir la fonction de calcul qui sera utilisée pour évaluer le sous–ensemble du méta–
modèle représentatif de chaque règle de cohérence.
Dans les sections suivantes on détaillera les pas suivis pour la spécification de la mesure.
5.4 Analyse critique des mesures existantes et voies d’amé-
lioration
Des observations sur la problématique de la définition de métriques propres aux modèles
UML sont présentées dans [36]. Dans les conclusions, l’accent est mis sur la réutilisabilité
des mesures (grâce surtout à l’utilisation du méta–modèle), sa capacité à mesurer les compo-
santes des modèles (en particulier l’information contenue) et l’interprétation des résultats des
métriques.
5.4.1 Tour d’horizon des mesures
Les mesures proposées dans [28] et [51] évaluent la complexité globale en utilisant comme
outil principal l’entropie. Une validation a été faite dans [50] pour vérifier la conformité de
ces mesures et les propriétes proposées dans [49]. Des évaluations sur les limites des mesures
sont presentées dans [7].
Un des problèmes les plus importants [51] est l’absence de complexité propre à la classe
dans le calcul de l’entropie. On verra dans les sous–sections et sections suivantes l’importance
d’intégrer dans la mesure tous les composants concernés dans les modèles.
Le calcul de la complexité des classes est vaguement abordé dans [28] et négligé dans
[51]. En fait, une classe a une complexité inhérente, car elle est composée d’autres éléments
(structural properties). Une représentation d’une classe avec un attribut peut se
faire en représentant deux classes et une relation (cf. Figure 5.7). Il est donc nécessaire d’as-
signer et d’utiliser la complexité inhérente à la classe isolée dans l’analyse, la description et
le calcul de la mesure. La section 5.7 est dédiée à cette question.
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  F e n ê t r e     S u r f a c e   
+ta i l l e
1
FIGURE 5.7 – Représentation d’une classe et d’un attribut
Dans [28] et [51], l’absence d’un objectif de mesure dans l’assignation de métriques (va-
leurs) s’observe dans l’assignation des valeurs aux relations. Dans l’argumentation de la sec-
tion 3.2 de [51] on observe des justifications assez variées : fonctionnelle (propre à la classe),
fréquence d’utilisation dans les modèles, comparatif entre relations, types d’éléments qui
peuvent être reliés, entre autres. Il n’existe pas un fil directeur (critère) pour évaluer ou as-
signer de façon objective et unique des valeurs de pondération aux relations.
Finalement, malgré l’adaptation de la théorie de l’information et de la conception (forma-
lisme de l’ontologie) pour évaluer des modèles UML, les objectifs de la mesure ne sont pas
reflétés. De ces deux approches de la complexité des modèles, on peut retenir de bonnes idées
comme la vision de variables stochastiques pour les fins d’association et l’idée de pondération
des classes et des relations.
Dans les sous–sections suivantes, nous montrerons comment les critiques qui viennent
d’être présentées sont étudiées en proposant une solution qui rendra cohérente la démarche
dans la définition de la mesure pour évaluer des modèles UML.
5.4.2 Besoin de combiner de multiples attributs
La plupart des mesures effectuent des estimations en prenant en compte séparément des
attributs qu’ils soient de types informations, éléments ou relations. Ce fait a été souligné lors
de l’étude des mesures des modèles orientés objet à la section 4.3.
Pourtant les modèles sont constitués de ces 3 aspects en les intègrant, c’est–à–dire en les
composant, de façon complémentaire. D’autre part, la cohérence d’un modèle ne peut pas être
définie par un point de vue partiel qui ne considérerait qu’un ou que quelques attributs. Les
fautes des modèles détectables par ces points de vue ciblés sont de type syntaxique, faciles
à détecter. Au contraire, les fautes de conception graves (au sens difficiles à prévenir et à
détecter) que révèlent les incohérences sont souvent issues de la complexité de la combinaison
de nombreux attributs de types différents.
La critique des mesures de complexité qui utilisent l’entropie concerne la prise en compte
partielle des divers aspects : il manque soit l’information, soit une définition claire des ob-
jectifs ou les deux. Aussi une définition des pondérations claire pour les relations doit être
proposée et justifiée.
Enfin, ces mesures de complexité doivent faire intervenir des critères et métriques spéci-
fiques aux objectifs.
5.4.3 Complexité non linéaire du modèle
Par ailleurs, les mesures des attributs évaluent des quantités absolues sans tenir compte
des positions relatives des attributs qu’exprime un modèle. Par exemple, si un modèle pos-
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sède 3 relations d’héritage entre des classes, une métrique comptant ce nombre d’héritages ne
distinguera pas le cas où il s’agit de 3 héritages en parallèle, ou linéaires (en série) ou encore
multiples. De plus, dans le cas de chaines d’héritages, les métriques associent une même im-
portance à chaque héritage (de façon linéaire). Or, ajouter un héritage supplémentaire à une
chaine d’héritage n’a pas la même importance s’il s’agit d’une chaine courte (1 ou 2 niveaux)
ou longue. Une croissance linéraire de l’héritage ne doit pas être traduit par une croissance
linéaire de la complexité du modèle.
Par ailleurs, cette complexité s’accroit de façon différente selon les attributs propres de
chacune des relations. Par exemple, une relation de généralisation n’a pas les mêmes attributs
qu’une relation de composition. Elle ne doit pas impacter de la même façon la mesure.
Une relation est une composition de plusieurs attributs. Ces attributs donnent des carac-
téristiques particulières à chaque relation, mais aussi à ces fontionnalités et puis à sa séman-
tique. Cet ensemble s’accroit de façon non–linéaire due à la varieté des attributs, et donc, les
relations changent de façon importante la complexité des modèles qui les utilisent.
Ces modèles voient changer cette complexité au fur et à mesure que les relations utilisées
sont variées et plus nombreuses ce qui conduit à une structure dont la complexité croît.
Nous voudrions voir un modèle comme un ensemble, un ensemble comme un réseau d’élé-
ments avec des relations qui permettent des échanges.
5.4.4 Complexité inhérente au méta–modèle
Les incohérences sont perceptibles à travers les modèles conçus. On pourrait chercher à
mesurer le risque d’incohérence d’un modèle donné en introduisant une nouvelle métrique
de complexité sur les modèles. Or, notre étude a pour but d’estimer le risque intrinsèque de
chaque incohérence, indépendemment des modèles dans lesquels elles peuvent apparaitre. Les
règles de cohérence étant portées par le méta–modèle, cette estimation du risque intrinsèque
doit être obtenue par une mesure sur le méta–modèle. Il existe des études qui montrent que
les mesures doivent se faire au niveau méta–modèle pour tirer tous les avantages d’agir sur la
structure même avant de réaliser des modèles [36].
  ValueSpecification  
 
 
 
 
 
 
  LiteralBoolean  
 value: Boolean
  LiteralSpecification  
  LiteralInteger  
 value: Integer
  LiteralString  
 value: String
+operand
{ordered, subsets ownedElement}   *
  Expression  
 symbol: String
+expression
{subsets owner}   0..1
FIGURE 5.8 – Sous–ensemble simplifié du méta–modèle pour l’affectation
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Par ailleurs, il existe un problème structurel dans la semantique d’UML [3]. Comme nous
allons le voir dans les deux illustrations suivantes, la structure du méta–modèle conditionne la
modélisation et la présence d’incohérences.
La figure 5.8 représente le sous–ensemble du méta–modèle d’affectation (simplifié)
d’UML. Nous voudrions faire remarquer qu’il existe des avantages et des défauts à ce
sous–ensemble. Parmi les désavantages, il est possible de réaliser des affectations entre, par
exemple, des variables de type entière et des expressions de type string.
Un autre sous–ensemble aurait pu être proposé pour définir des affectations fortement
typées. Dans ce cas, les opérateurs et variables d’une affectation correspondent à un type
determiné. Il n’est pas possible de faire des affectations entre variables et expressions de types
différents.
Ces deux illustrations, nous permettent de montrer qu’une structure est un compromis,
entre la flexibilité de réaliser des instances avec elle, et la responsabilité de faire des structures
cohérentes. Le méta–modèle n’est pas mauvais, dans le premier exemple, il permet d’intro-
duire des types utilisateur. Par contre il est plus risqué dû au transfert de responsabilité de la
gestion des types à l’utilisateur.
5.5 Méthode d’estimation
Cette section donne une vue d’ensemble de la méthode d’estimation.
Les règles de cohérence imposent des contraintes sur les modèles, non pas sur un modèle
particulier mais sur tous les modèles, quelles que soient les fonctionnalités qu’ils décrivent.
Ces règles, s’expriment soit :
– sur le méta–modèle comme par exemple dans [18] la règle 50 (niveau méta–modèle)
stipule que : Si une opération a un seul résultat, l’attribut
isOrdered est égal à l’attribut isOrdered de ce résultat.
Autrement, isOrdered est faux (cf. figure 5.9), ou
– sur le processus d’instanciation du méta–modèle comme par exemple
dans [18] la règle 60 (niveau modèle) exige que : Deux opérations
qui appartiennent à une même classe doivent avoir des
signatures différentes ; en effet, le méta-modèle n’exprime qu’une seule
méta–classe Operation (cf. figure 5.9) ; ceux sont les multiples instanciations de
cette méta–classe dans un modèle qui sont contraintes.
Les règles mettent en jeu de multiples attributs du méta–modèle. Par la suite nous ferons
des analyses sur les relations (cf. section 5.6), les éléments (cf. section 5.7) et les informations
(cf. section 5.8) pour réaliser des estimations qui nous permettent de leur donner des valeurs
concrètes et pouvoir fournir une estimation pertinente des modèles.
L’approche d’évaluation d’une pondération est fondée sur des critères à utiliser pour dif-
férencier ces relations. Des critères indépendants des relations permettent de faire une estima-
tion qualitative des relations. Par la suite, nous présentons des critères propres à chaque unité
taxonomique pour les relations, les éléments et l’information.
Une analyse detaillée de la taxonomie, permettra de faire des choix et des définitions des
métriques qui seront utilisées pour le calcul de la mesure à la section 5.9.
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{subsets redefinitionContext,
 subsets namespace,
 subsets featuringClassifier} 
{subsets feature,
 subsets ownedMember,
 ordered} 
+class
+ownedOperation
0..1 *
  Operation  
 isQuery: Boolean = false
 /isOrdered: Boolean
 /isUnique: Boolean
 /lower: Integer
 /upper: UnlimitedNatural
 
 
 
  Classifier  
       Class       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 5.9 – Extrait du Class Diagram of kernel package
5.6 Estimation des relations
L’estimation des relations s’effectue en deux temps. Tout d’abord, des critères et des mé-
triques qualitatives sont introduites à la sous–section 5.6.1. Ensuite, une caractérisation qua-
litative des relations d’UML est effectuée au moyen de ces critères et métriques à la sous–
section 5.6.2. Le même type de caractérisation qualitative est effectuée sur les propriétés struc-
turelles des relations d’UML à la sous–section 5.6.3. On en déduit à la sous–section 5.6.4, une
estimation quantitative des relations et de ses propriétés structurelles.
5.6.1 Critères et métriques qualitatives
Les relations en UML représentent un constituant majeur dans la construction des mo-
dèles. Les différents diagrammes d’UML permettent d’utiliser différents types de relations.
Dans le chapitre 4 une proposition de taxonomie (élément, relation, information) permet de
caractériser les composantes du méta–modèle. Maintenant, nous proposons une taxonomie
des relations basée sur la sémantique, la fonctionnalité, et l’implémentation. Cette taxonomie
nous permettra de faire une estimation plus objective des relations. Les valeurs associées aux
critères sont ici qualitatives.
5.6.1.1 Sémantique
La sémantique exprime le sens ou signification des relations.
En UML les différents diagrammes permettent d’utiliser différents types de rela-
tions et même une même relation dans différents diagrammes. Par exemple dans le dia-
gramme de déploiement, il existe des relations de type : Association, Dependency ,
Generalization, Deployment et Manifestation (cf. Table 10.2 Graphic nodes in-
cluded in deployment diagrams [37]).
Une brève description du diagramme de déploiement et un exemple illustreront graphi-
quement une relation couramment utilisée dans le diagramme de classes.
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Un diagramme de déploiement est utilisé, pour décrire la disposition physique des res-
sources matérielles que rassemblent un système. Ce diagramme décrit la répartition des com-
posants sur le matériel (éléments du monde réel). Chaque ressource étant matérialisée par un
noeud, le diagramme de déploiement précise la répartition des composants sur les noeuds et
qu’elles sont les connexions entre les composants ou entre les noeuds.
La figure 5.10 montre la relation d’association dans un diagramme de déploiement entre
deux noeuds. Par exemple, plusieurs applications web (WebApp) peuvent être hébergées par
un unique serveur (WebServer). Cet exemple montre clairement comment une même relation
d’association peut être utilisée dans différents diagrammes, par exemple de déploiement ou
de classes, tout en pouvant lui attribuer une sémantique différente.
  WebServer    WebApp  
FIGURE 5.10 – Exemple de l’association dans un modèle du diagramme de déploiement
La sémantique des relations peut dépendre de plusieurs facteurs :
• Le contexte, c’est–à–dire, le diagramme dans lequel la relation est utilisée. Comme dans
l’exemple ci–dessus, où une relation d’association dans un diagramme de déploiement
déploie les ressources. Dans l’exemple de la figure 5.11 la relation d’association dans
un diagramme de classes, R met en relation une classe avec une autre.
• Le sens propre, c’est–à–dire, le sens donné dans le modèle. L’exemple de la figure 5.11
montre les deux classes ”A” et ”B” dans une relation d’association avec une sémantique
différente : maintenant la classe ”B” appartient à la classe ”A”.
• La sémantique propre au modèle (métier) ne sera pas étudiée. Nous nous sommes inté-
ressés à la sémantique générale des relations hors de leur contexte d’utilisation.
   A      B   
R
(a) Sémantique A vers B
   A      B   
a p p a r t i e n t  à
(b) Sémantique B vers A
FIGURE 5.11 – Sémantique liée au nom de la relation et au sens de lecture
Par la suite, nous ferons une analyse des propriétés des relations, en particulier des rela-
tions du diagramme des classes et les classes paramétrables (class with template parameters).
Cette analyse a pour but d’obtenir une taxonomie qui nous permettra de réaliser une évaluation
des pondérations des relations la plus objective possible.
La sémantique est caractérisée par quatre sous–critères, indépendants des types particu-
liers des relations. Pour chaque critère nous donnons les valeurs qu’il peut prendre.
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Symétrie. La relation met en jeu des classes. Les classes dans la définition de la relation peuvent
avoir une sémantique ne distinguant pas les rôles particuliers des classes reliées. Par
exemple la relation d’association n’a pas de classe source et de classe destinataire. Au
contraire, les classes aux extrémités d’une relation de type composition ne sont pas
interchangeables.
Le critère ”symétrie” pourra prendre les valeurs :
• symétrique
• non–symétrique
Réflexivité. C’est la capacité de la relation à relier une classe à elle–même. Un type de récursivité
entre égaux. C’est le cas de l’association.
Le critère ”réflexivité” pourra prendre les valeurs :
• réflexive
• non–réflexive
Transitivité. C’est la capacité de pouvoir agir en dehors de ses limites ou contexte. Une classe
peut acquérir la capacité d’accéder à des informations ou à des opérations au–delà de
la classe liée par la relation dans une séquence des relations, c’est–à–dire dans leur
étendue. Soit trois classes A, B, et C ; la A liée à B par une relation transitive, et B liée
à C par une autre relation transitive, alors il est possible que A ait accès à C grâce à la
transitivité des relations. C’est le cas par exemple de la relation de généralisation. La
transitivité sera caractérisée par :
+ étendue : capacité à propager les informations à travers la même relation dans
l’étendue du modèle. C’est le cas en particulier pour la relation de généralisation.
Par exemple, la partie gauche de la figure 5.12 montre que l’attribut a est propagé
implicitement de la classe A vers B et puis à la classe C.
+ locale : capacité potentielle à accéder par demande explicite à une information de
l’élément associé par la relation. C’est le cas en particulier de l’association. Par
exemple, la partie droite de la figure 5.12 montre que l’attribute b est accessible
depuis la classe A mais nécessite une requête explicite depuis A.
     A     
+a
     B     
+b
     C     
+c
     A     
+a
 
     B     
+b
 
     C     
+c
 
FIGURE 5.12 – Exemple la transivité locale ou étendue des relations
Le critère de transitivité peut prendre les valeurs de :
• transitive implicite/étendue
INSA - Toulouse 61
Chapitre 5. Proposition d’une méthode d’estimation des risques d’incohérence
• transitive explicite/locale
• non–transitive
Action. Chaque relation a une sémantique qui définit son action vis–à–vis des classes connec-
tées. Par exemple l’action d’une agrégation sera de type ”appartient–à” par contre une
composition sera de type ”est partie–de”.
Les valeurs que nous avons associées à ce sous–critère sont :
• appartient–à (agrégation)
• affecté–à (assemblage)
• a–un (association)
• contrat–entre (classe d’association)
• est partie–de (composition)
• utilise–à (dépendence)
• est–un (généralisation)
• constitué–de (réalisation)
5.6.1.2 Fonctionnalité
Il existe des propriétés structurelles pour les relations. Ces propriétés permettent d’ajouter
ou de contraindre les relations. Les types de propriétés sont de type graphique, par exemple
une tête de flèche sur la ligne de la relation, ou textuelle, par exemple le nom de rôle de la fin
d’association.
Le critère de fonctionnalité peut prendre les valeurs :
• déterminé
• non–déterminé
Pour chaque propriété on distinguera une valeur pour ce critère qui représentera si la pro-
priété joue un rôle dans le fonctionnement du modèle ou est tout simplement informative.
5.6.1.3 Implémentation
La modélisation est un travail d’abstraction entre le monde réel et un système qui le dé-
crira. En général le passage entre un modèle et son implémentation n’est pas tout à fait exact.
Des constructions inexistantes, des propriétés trop complexes, des attributs sans utilité fonc-
tionnelle, entre autres facteurs, font de l’implémentation une phase délicate. Il ne faut surtout
pas perdre la fonctionnalité décrite par les modèles en réduisant les problèmes à la réduction
de la complexité du code, limitations du temps d’implémentation et réductions des coûts liés
au développement.
Il est important que les relations gardent dans la mesure où un langage d’implémentation
le permet, toute sa sémantique et sa fonctionnalité dans la mise en œuvre (par exemple sous
forme de programme). Divers langages (et compilateurs) implémentent de façon implicite ces
caractéristiques. C’est–à–dire, que la relation entre classes (objets) se réalise par l’intermé-
diaire d’une construction du langage de programmation cible. Il n’est pas besoin d’ajouter du
code explicite supplémentaire. Pour les caractéristiques qui ne sont pas implémentées auto-
matiquement, il faut donc encoder explicitement ces caractéristiques parfois en transformant
le modèle original ou en ajoutant ou en enlevant des éléments. L’implémentation des relations
est souvent un exercice périlleux. Contraintes liées au langage d’implémentation et au modèle
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doivent être prises en compte en amont. Les sous–critères proposés pour estimer ce critère
sont :
Type d’implémentation qui peut prendre deux valeurs : ”explicité”, s’il existe un ou plusieurs élé-
ments du langage qui à eux seuls peuvent représenter la relation. Par exemple un attribut
qui représente une association. ”Implicite”, si le langage fournit un élément dédié à re-
présenter la relation ou sa fonctionnalité. Par exemple, le mot ”extends” en Java, est
utilisé pour définir la relation de généralisation d’une classe. La mention ”extends” pré-
cise au compilateur qu’il s’agit d’une classe dérivée et lui fournit implicitement toute la
fonctionnalité (accès au membre public et protected de la classe de base) de la relation
de généralisation.
Élément propre d’implémentation qui estime si la relation est mise en œuvre par un élément équi-
valent du langage, par exemple un attribut pour les relations d’association ou le mot
”extends” pour la généralisation. Ce critère possède deux valeurs ”non–propre” ou ”pro-
pre”.
Élément suplementaire s’il existe un élément additionnel au langage pour remplir toute la séman-
tique de la relation. Par exemple, le « garbage collector », un gestionnaire automatique
de la mémoire en cours d’exécution pour les objets de Java, et qui aide à garantir la
sémantique de la relation de composition. De nouveau, ce sous–critère peut perdre deux
valeurs : ”oui” ou ”non”.
Codification étendue si l’implémentation de la relation nécessite ou non plus d’éléments du lan-
gage. Ainsi toute une structure peut être nécessaire pour représenter la relation. Par
exemple, une relation de classe d’association demande une classe avec attributs pour
représenter cette relation. Les valeurs de ce critère seront ”étendu” ou ”non–étendu”.
Par la suite, une brève analyse des relations et des propriétés basées sur la taxonomie
décrite permettra de différencier les relations. Des tableaux synoptiques seront ajoutés pour
clarifier les descriptions. Finalement un tableau d’évaluation avec pondérations sera présenté
dans la dernière section.
5.6.2 Caractérisation qualitative de la sémantique et de l’implémenta-
tion
Par la suite, on réalise une brève analyse des implémentations obtenues grâce à Objectee-
ring pour les relations UML dans les langages orientés objet. Le langage cible Java ou C++ a
été choisi en fonction du caractère explicite des implantations. Naturellement ces choix sont
subjectifs. La synthèse ne montre pas les détails ou particularités des langages. Des implé-
mentations sont réalisées dans [2], [23], [17], [31], [41], [8] et [40].
Chaque relation répond à un besoin différent dans les diagrammes et correspond à diffé-
rents niveaux d’abstraction et de représentation de la réalité. On effectue tout d’abord un bref
descriptif de ces relations d’après la spécification de la superstructure d’UML. Ensuite, on
fournit une évaluation par les critères présentés en sous–section 5.6.1.
5.6.2.1 Agrégation
L’agrégation est un type de relation binaire, c’est–à–dire qu’elle est utilisée uniquement
entre deux classes. Cette relation d’association non–symétrique exprime la subordination
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Agrégation Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
explicite Non–
symétrique
Non–réflexive Appartient à explicite non–propre non non–étendu
TABLE 5.1 – Caractérisation de la relation d’agrégation
et le couplage entre deux classes. L’agrégation est une relation ”tout–partie” entre l’agré-
gat (le tout) et une partie, aussi connue comme appartient–à. Elle peut être utilisée de fa-
çon réflexive, mais cette possibilité est à éviter car il existe des problèmes avec les instances
(cf. [18] et [6]). L’accès aux informations ou sa transmission est explicite. La caractérisation
de cette relation est synthétisée au tableau 5.1.
L’agrégation est implémentée de la même façon que l’association simple, en utilisant, en
général, des tableaux de pointeurs ou des collections (cf. figure 5.13).
1..91
type
TranspondeurUHFSkynet5
(a) Modèle en UML
1 EXTRAIT CODE JAVA
2
3 public class TranspondeurUHF
4 {
5 ...
6 }
7 ...
8 public class Skynet5
9 { public List<TranspondeurUHF> type =
10 new ArrayList<TranspondeurUHF> ();
11 }
12 ...
(b) Implémentation
FIGURE 5.13 – Exemple de relation d’agrégation.
5.6.2.2 Assemblage (Bind)
La relation d’assemblage est effectuée (opérée) entre une classe paramétrable (patron)
et des classes paramétrées (concrètes). Cette relation est transitive explicite locale, car les
paramètres spécifiés dans la classe paramétrable sont affectés dans les classes concrètes par
les valeurs spécifiées dans la relation. Cette différence entre les classes qui sont liées montre
qu’il s’agit d’une relation non–symétrique. Il n’est pas possible d’établir une relation entre
elle–même, donc c’est une relation non–réflexive.
   D i a p o s i t i v e   
   S é q u e n c e    
O b j e t T y p e : s t r i n g  e x p r e s s i o n
< < B i n d > >  
S é q u e n c e < O b j e t T y p e : s t r i n g  e x p r e s s i o n  =  P h o t o >
(a) Modèle en UML
1 EXTRAIT CODE CPP
2
3 template<std::string ObjetType > class Séquence
4 {
5 ...
6 };
7 ...
8 class Diapositive : public Séquence<Photo>
9 {
10 ...
11 };
12 ...
(b) Implémentation
FIGURE 5.14 – Exemple de relation d’assemblage.
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Cette implémentation est réalisée au moment de l’appel du constructeur par défaut de
la classe paramétrée. Dans le langage C++ (cf. figure 5.14), la classe est définie comme un
”template”.
Assemblage Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
implicite Non–
symétrique
Non–réflexive Affecte à implicite propre non étendu
TABLE 5.2 – Caractérisation de la relation d’assemblage
Elle réalise une action de type ”affecte à” entre la classe paramétrable et la classe paramé-
trée. La caractérisation de cette relation est synthétisée au tableau 5.2.
5.6.2.3 Association
La relation d’association est un lien sémantique entre une classe (réflexive) ou deux ou
plusieurs classes. La relation d’association est une relation symétrique si elle n’est pas di-
rigée. En général, l’association est une relation de type ”a–un” entre deux classes. Il existe
plusieurs décorations et propriétés qui permettent de contraindre cette relation. Étant donné
que l’association est une relation de base pour d’autres relations, ses décorations et proprié-
tés sont aussi utilisées pour celles-là (relations dérivées). L’association peut être réflexive,
c’est–à–dire, qu’il est possible d’établir une relation entre elle–même.
Cette relation est transitive explicite locale généralement implémentée sous la forme d’un
attribut (cas binaire) dans chacune des classes ou pour les relations plusieurs à un, une implé-
mentation avec des collections est utilisée.
volume son
1 1
EcouteursBaladeurMP3
volume : BaladeurMP3son : Ecouteurs
(a) Modèle en UML
1 EXTRAIT CODE JAVA
2
3 public class BaladeurMP3
4 { private Ecouteurs son;
5 public Ecouteurs getSon ()
6 { return this.son;
7 }
8 }
9 ...
10 public class Ecouteurs
11 { private BaladeurMP3 volume;
12 public BaladeurMP3 getVolume ()
13 { return this.volume;
14 }
15 }
16 ...
(b) Implémentation
FIGURE 5.15 – Exemple de relation d’association.
Un exemple de la relation d’association et d’une implémentation réalisée avec le langage
JAVA, sont présentés à la figure 5.15.
La caractérisation de cette relation est synthetisée au tableau 5.3.
5.6.2.4 Classe d’association
Cette relation possède les propriétés des associations et des classes. Donc, il s’agit d’une
relation qui peut disposer des attributs, des opérations et des associations vers d’autres classes,
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Association Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
explicite Symétrique Réflexive a un explicite non–propre non non–étendu
TABLE 5.3 – Caractérisation de la relation d’association
Classe d’Asso-
ciation
Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
explicite Symétrique Non–réflexive Contrat entre explicite propre non étendu
TABLE 5.4 – Caractérisation de la relation classe d’association
c’est–à–dire, elle est une relation transitive explicite locale. Toutes ces caractéristiques éten-
dues de la relation permettent de décrire un contrat explicité pour une relation donnée. La
relation est établie entre classes égales, donc elle est symétrique. Vu la composition structu-
relle (3 classes, 1 relation) la relation est non–réflexive.
L’implémentation de cette relation est une troisième classe qui fait le lien, entre une seule
instance de chacune de deux classes associées. Le lien est implémenté par des attributs.
11
fourniseurcliente
Service
FourniseurCliente
fourniseur : Fourniseur
cliente : Cliente
(a) Modèle en UML
1 EXTRAIT CODE CPP
2
3 class Cliente
4 {
5 ...
6 };
7
8 class Fourniseur
9 {
10 ...
11 };
12
13 class Service
14 {
15 ...
16 private:
17 Cliente cliente;
18 Fourniseur fourniseur;
19 ...
20 };
21 ...
(b) Implémentation
FIGURE 5.16 – Exemple de relation de classe d’association.
Un exemple de la relation d’association et d’une implémentation réalisée avec le langage
C++, sont présentés à la figure 5.16. Le code généré correspond à la transformation de la
relation de classe d’association en deux relations d’association.
La caractérisation de cette relation est synthetisée au tableau 5.4.
5.6.2.5 Composition
La composition est une relation binaire comme l’agrégation. Cette relation est non–
symétrique car elle exprime la composition entre une classe composée et ces composants,
relation de type ”tout–partie”. Les particularités de la relation ”est partie–de” se trouvent dans
les contraintes de création et destruction des instances des classes composantes et de la classe
composée et la contrainte sur la multiplicité de la relation : elle doit être 1 ou 0..1 du côté de la
66 LATTIS
5.6. Estimation des relations
Composition Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
explicite Non–
symétrique
Non–réflexive Est partie de explicite non–propre oui non–étendu
TABLE 5.5 – Caractérisation de la relation de composition
classe composée. Il n’est pas possible d’établir une relation entre elle–même, donc c’est une
relation non–réflexive. Comme pour l’agrégation, la composition est une relation transitive
explicite locale, due à son implémentation uniquement dans les classes liées par la relation.
0..21
centraleInertielle
CentraleInertielleSysAttitudeACS
centraleInertielle[0..2] : CentraleInertielle
(a) Modèle en UML
1 EXTRAIT CODE JAVA
2
3 public class SysAttitudeACS
4 { private CentraleInertielle[] centraleInertielle =
5 new CentraleInertielle[2];
6 public CentraleInertielle[] getCentraleInertielle ()
7 { return this.centraleInertielle;
8 }
9 }
10 ...
11 public class CentraleInertielle
12 {
13 ...
14 }
15 ...
(b) Implémentation
FIGURE 5.17 – Exemple de relation de composition.
Un exemple de la relation d’association et d’une implémentation réalisée avec le langage
JAVA, sont présentés à la figure 5.17.
La caractérisation de cette relation est synthetisée au tableau 5.5.
5.6.2.6 Dépendance
La relation de dépendance exprime le besoin d’une classe vis–à–vis des éléments d’une
autre pour spécifier sa sémantique ou sa structure. Cette relation ”client–fournisseur” n’a au-
cune implication sémantique dans l’exécution. Elle n’est utilisée que pour préciser l’interac-
tion ”utilise–à” dans la spécification de la classe ”cliente”. Vu cette interaction, la relation
est non–symétrique. La sémantique du modèle est indépendante de la classe qui fournit les
services. Elle utilise par exemple de façon provisoire une classe fournisseur comme paramètre
pour une de ses opérations, ou elle utilise une classe fournisseur comme variable locale pour
une de ses opérations ou pour envoyer des messages à une classe fournisseur. Elle est donc,
une relation transitive explicite locale. La dépendance ne peut pas être établie entre une seule
classe non-réflexive.
Un exemple de la relation de dépendance et d’une implémentation, sont présentés à la
figure 5.18.
La caractérisation de cette relation est synthetisée au tableau 5.6.
5.6.2.7 Généralisation
La généralisation est une relation qui permet d’établir une taxonomie entre classes. La gé-
néralisation représente d’un point de vue ascendant la relation entre une classe plus spécifique
INSA - Toulouse 67
Chapitre 5. Proposition d’une méthode d’estimation des risques d’incohérence
PositionSysAttitudeACS
z : integerAttitude(in z : Position)
(a) Modèle en UML
1 EXTRAIT CODE JAVA
2
3 public class SysAttitudeACS
4 { private void Attitude(Position z)
5 {
6 ...
7 }
8 }
9 ...
10 public class Position
11 { public int z;
12 public int getZ () {
13 return this.z;
14 }
15 }
16 ...
(b) Implémentation
FIGURE 5.18 – Exemple de relation de dépendance.
Dépendance Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
explicite Non–
symétrique
Non–réflexive Utilise à explicite non–propre non non–étendu
TABLE 5.6 – Caractérisation de la relation de dépendance
et une classe plus générale non–symétrique. Cette relation de type ”est–un” n’a pas de mul-
tiplicité. La généralisation peut s’opérer entre classes abstraites et concrètes ou entre–elles. Il
n’est pas possible d’établir une généralisation entre une seule classe. Elle est non–réflexive.
La généralisation est une relation implémentée d’origine dans les langages orientés objet
de façon implicite. Son fonctionnement n’est pas modifiable.
   Téléphone   
   TéléphoneMobile  
(a) Modèle en UML
1 EXTRAIT CODE JAVA
2
3 public class Téléphone
4 {
5 ...
6 }
7 ...
8 public class TéléphoneMobile
9 extends Téléphone
10 {
11 ...
12 }
13 ...
(b) Implémentation
FIGURE 5.19 – Exemple de relation de généralisation.
Un exemple de la relation de généralisation et d’une implémentation, sont présentés à la
figure 5.19.
La caractérisation de cette relation est synthetisée au tableau 5.7.
5.6.2.8 Réalisation
La réalisation est une relation que peut spécifier l’implémentation d’un modèle. Cette
relation de spécialisation abstraite permet de représenter la spécification par un ensemble de
modèles (fournisseur) d’un ensemble de modèles (client) plus abstraits. Elle est donc non–
symétrique. Il n’est pas possible d’établir une réalisation entre une seule classe. Elle est
non–réflexive.
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Généralisation Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
implicité Non–
symétrique
Non–réflexive Est un implicite propre non non–étendu
TABLE 5.7 – Caractérisation de la relation de généralisation
Réalisation Sémantique Implémentation
Transitivité Symétrie Réflexivité Action Type Élément Code
d’élément Propre Externe étendu
non–transitive Non–
symétrique
Non–réflexive Constitué de Non implémentée
TABLE 5.8 – Caractérisation de la relation de réalisation
Il n’existe pas d’implémentation et la réalisation est non–transitive. Pour la réalisation
des interfaces, le code est généré dans le cas de relation de réalisation entre une classe et
une classe interface. La classe Java est déclarée comme implémentant (implements) la classe
interface.
   A f fa i res    
   Pa t ron      E m p l o y é s   
(a) Modèle en UML
1 IL N’Y A PAS IMPLEMENTATION
2 ...
(b) Implémentation
FIGURE 5.20 – Exemple de relation de réalisation.
Un exemple de la relation de réalisation est présentée à la figure 5.20. La figure a été prise
de [37]. Dans la sous–section Realization (from Dependencies) la sémantique de
la relation Réalisation est différente de celle de l’implémentation des interfaces.
La caractérisation de cette relation est synthetisée au tableau 5.8.
5.6.3 Fonctionnalité et implémentation des propriétés structurelles
Les propriétés décrites dans [37] ont en particulier des implémentations dans les langages
orientés objet. Ces implémentations, comme pour les relations en général, peuvent être, soit
implicites, soit explicites, ou être des transformations pour celles qui ne sont pas existantes.
Une vue synoptique de l’ensemble de ces propriétés et de leurs implémentations vers des
langages orientés objet est présentée par la suite.
Dans un premier temps, nous nous intéresserons aux propriétés des relations et puis à
l’influence des décorations des fins d’association. Nous utiliserons aussi une approche plus
pragmatique dans la caractérisation de ces propriétés en regardant ses implémentations pour
des langages objets. Il est important d’indiquer que pour un langage particulier parfois il
n’existe pas une seule implémentation des relations ou des propriétés. L’implémentation est
un choix particulier et elle peut être différente pour une même relation.
L’analyse des propriétés est effectuée dans les sous–sections suivantes.
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5.6.3.1 Sur la relation
Nom : Certaines relations peuvent être nommées. Le nom est utilisé pour clarifier ou ex-
pliciter la signification de la relation. Le nom de la relation se place près du symbole de la
relation (lignes) en s’éloignant des extrémités de la ligne de la relation. Il n’y a pas d’implé-
mentation (cf. figure 5.21).
   FichierMP3     BaladeurMP3     lecture   
(a) Modèle en UML
1 IL N’Y A PAS IMPLEMENTATION
2 DE LA PROPRIETE
3 ...
(b) Implémentation
FIGURE 5.21 – Exemple de la propriété nom de relation.
Tête de flèche triangle noir : Pour les associations binaires, il est possible de placer une
tête de flèche à côté du nom de la relation ou à sa place. Ce symbole indique le sens de lecture
du commentaire entre les fins d’associations. Il n’y a pas d’implémentation (cf. figure 5.22).
   A      B   
R
(a) Modèle en UML
1 IL N’Y A PAS IMPLEMENTATION
2 DE LA PROPRIETE
3 ...
(b) Implémentation
FIGURE 5.22 – Exemple d’une propriété sens de lecture d’une relation.
Barre oblique ’/’ : Les relations qui sont dérivées possèdent devant le nom d’association
une barre oblique. Ce symbole indique que la relation est dérivée.
5.6.3.2 Les terminaisons d’association
Multiplicité : La multiplicité s’exprime comme une valeur naturelle ou comme un in-
tervalle déterminé ou non déterminé. Sa valeur par omission est 1. La multiplicité est une
contrainte à la collection d’instances du classificateur.
Puisque les associations représentent typiquement des rapports entre classes, elles in-
diquent des attributs d’une autre classe.
La multiplicité peut être aussi contrainte par des stéréotypes ou être dérivée. Cette déco-
ration possède, à la fois, des caractéristiques fonctionnelles et sémantiques. Cette contrainte
sémantique entre deux classes concerne un nombre fini ou infini des liens entre les instances,
par exemple un-un (symétrique, si non dirigée), un–plusieurs (non–symétrique) ou plusieurs–
plusieurs (non–symétrique). Cette multiplicité peut être implémentée au moyen d’un index
d’attributs.
Barre oblique ’/’ : Les fins d’association peuvent être dérivées. La barre oblique placée
avant le nom de la fin d’association ou à sa place indique que cette fin d’association est dérivée.
La multiplicité est donc une collection dérivée.
Tête de flèche ouverte : Cette décoration indique de façon explicite le sens de la naviga-
bilité de la relation. La flèche indique une navigabilité ”autorisée” vers le classificateur cible.
Au niveau sémantique, elle ajoute une non–symétrie dans la relation : il existe un classifi-
cateur source et un classificateur cible. Le classificateur source (instance) pourrait invoquer
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des opérations au classificateur cible (instance). Il est autorisé et conseillé d’implémenter un
attribut accessible (cf. Figure 5.23).
 B a l a d e u r M P 3  
 f i c h i e r :  F i c h i e r M P 3
 
 F i c h i e r M P 3  
0 . . 1
f i ch ie r
(a) Modèle en UML
1 EXTRAIT CODE JAVA
2 ...
3 public class BaladeurMP3
4 { private FichierMP3 fichier;
5 public FichierMP3 getFichier () {
6 return this.fichier; } }
7 ...
(b) Implémentation
FIGURE 5.23 – Exemple d’une propriété sens d’une relation.
Petite croix : La décoration est utilisée pour contraindre le sens de navigabilité de la rela-
tion vers un classificateur. Donc, il est possible d’interdire explicitement la navigation d’une
classe à l’autre en plaçant une petite croix sur la ligne d’association en fin d’association.
Comme pour la décoration précédente, l’interdiction d’interaction ajoute une non–symétrie
sémantique.
Losange noir : La relation d’association ”composition” est indiquée par cette décoration.
Dans le méta–modèle, il existe deux attributs pour indiquer la relation :
1) aggregation :AggregationKind = composite (cf. [37] point 9 page 120)
2) /isComposite = true
Cette décoration est utilisée pour indiquer qu’une relation est un type particulier d’associa-
tion, c’est–à–dire que la relation de composition au niveau méta–modèle est un type particulier
d’agrégation. Cette décoration change la sémantique de la relation vers une non–symétrie du
type ”tout–partie” au sens ”est partie–de”. Au niveau fonctionnel, le classificateur composé
acquière la responsabilité sur la durée de vie des classificateurs composants. L’implémentation
peut s’effectuer avec des collections (cf. figure 5.17).
Losange blanc : La relation d’association d’agrégation est indiquée par cette décora-
tion. Dans le méta–modèle, l’attribut aggregation :AggregationKind a la valeur
shared pour indiquer que l’agrégation est un type particulier d’association. L’agrégation
transforme au niveau sémantique une relation simple en une relation de type ”tout–partie” au
sens ”appartient–à” (cf. figure 5.13).
Nom (rôle) : Le nom de la fin d’association permet d’indiquer la sémantique du classi-
ficateur dans la relation. Au niveau fonctionnel il peut préciser l’accès aux classificateurs.
L’implémentation s’effectue avec des attributs.
Qualifier : Cette propriété est indiquée dans un rectangle (plus petit que celui du classifi-
cateur) à la fin de ligne de la relation et collée au classificateur. Le qualificatif précise l’accès
de façon explicite au classificateur par (en général) l’attribut d’une classe cible. Une réduction
de la multiplicité dans les classes du modèle de départ (original) est souvent réalisée. Les as-
sociations qualifiées sont un raffinement fonctionnel du modèle. L’implémentation se réalise
avec une table de hachage et en général avec une restriction de multiplicité.
5.6.3.3 Autres notations
Types de relations de dépendance
Comme une relation de dépendance peut représenter plusieurs types de relations, des mots
clés ou stéréotypes sont utilisés pour indiquer la nature exacte de la dépendance. Malgré l’exis-
tence de plusieurs types de dépendances, on fait une seule différenciation avec le type bind
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car de façon sémantique son rôle (action) est plus important que par exemple refine qui est
seulement une description plus détaillée du modèle et pas plus raffinée (sémantique). Donc
on retiendra la dépendance simple et la relation de type assemblage (bind) utilisées dans les
diagrammes de classes et templates.
Les types de stéreotypes pour la relation de dépendance sont :
– Abstraction (abstraction, derive, refine ou trace) associe deux éléments
de modèle, ou ensembles d’éléments de modèle, qui représentent le même concept à
différents niveaux d’abstraction ou sous différents points de vue.
– Assemblage (bind) relie des arguments d’un template à des paramètres du template
pour créer des éléments de modèle depuis des templates.
– Réalisation (realize) indique que l’élément de modèle client est une implémenta-
tion de l’élément de modèle fournisseur et que l’élément de modèle fournisseur est la
spécification.
– Substitution (substitute) indique que l’élément de modèle client prend la place du
fournisseur ; il doit respecter le contrat ou l’interface que l’élément de modèle fournis-
seur met en place.
– Utilisation (use, call, create, instantiate ou send) indique qu’un élément
de modèle a besoin d’un autre élément de modèle pour être implémenté complètement
ou pour fonctionner pleinement.
On remarque qu’il existe plusieurs relations utilisant un connecteur similaire à celui d’une
relation de dépendance, mais qui ne sont pas considérées comme des relations de dépendance,
par exemple les relations d’extension et les relations d’usage.
5.6.4 Estimation quantitative entre relations
Cette sous–section a pour but de fournir une estimation quantitative des relations. Avant
de présenter celle-ci, nous ferons une synthèse de la démarche, des critères et des métriques
(cf. sous–section 5.6.4.1). Ensuite nous définissons les critères et les métriques qui seront
utilisés pour estimer les relations (cf. sous–section 5.6.4.2). Une estimation de ces critères sur
les propriétés structurelles permettant de leur assigner une valeur de métrique est presentée
à la sous–section 5.6.4.3. Deux tableaux feront la synthèse des valeurs, un pour les relations
(tableau 5.11) et un autre pour les propriétés structurelles de ces relations (tableau 5.12).
5.6.4.1 Démarche et types de critères
Dans la démarche d’estimation de la complexité des modèles, une taxonomie a été propo-
sée pour choisir les structures principales du méta–modèle. Dans la même logique, nous avons
proposé une taxonomie qui nous aide à estimer une pondération relative entre les relations.
Rapellons que la taxonomie proposée pour les relations est constituée de trois concepts :
Sémantique : Cherche à fournir une caractérisation générique du rôle d’une relation par
4 critères : transitivité, symétrie, réflexivité et action.
Fonctionnalité : Cherche à caractériser la fonctionnalité des propriétés (graphiques ou
textuelles) qui définissent les relations (losanges et multiplicité par exemple).
Implémentation : Cherche à caractériser les structures définies dans les langages et utili-
sées effectivement pour l’implémentation de la relation ou de ses propriétés.
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Ces concepts ont été regroupés pour évaluer les relations (Sémantique et Implémen-
tation) et leurs propriétés structurelles (Fonctionnalité et Implémentation). Le but de ce
regroupement est de :
I. donner aux relations le statut d’entité individuelle, complète et unique, possédant une
sémantique particulière et une implémentation,
II. donner aux propriétés structurelles le statut de compléments aux relations, en ajoutant
des fonctionnalités ou des contraintes ; une sémantique fonctionnelle et une implémen-
tation propre.
On fera par la suite un balayage sur les particularités des relations ayant permis de définir
les critères pour lesquels nous fournirons une métrique. Une justification de ces choix est aussi
présentée.
5.6.4.2 Critères et métriques pour les relations
Une métrique définie pour un critère doit répondre à une conception élaborée. Tout d’abord
une métrique définit une position relative entre des valeurs. Par exemple, pour mesurer l’es-
pace, on peut considérer : proximité (moins de 3 mètres), éloigné (de 3 à 100 mètres), distant
(de 100 mètres à 100 km) et inaccessible (supérieur à 100 km). On aurait pu aussi choisir une
progression linéaire : [0, 3m], ]3m, 6m], ]6m, 9m], etc. Une métrique se place, donc, dans une
évolution mathématique, par exemple une fonction linéaire, exponentielle ou autre. Ce choix
est important car il sert de filtre pour discriminer les valeurs entre elles. Cette fonction dépend
du sens attribué aux valeurs.
D’autre part, les valeurs d’une métrique doivent être définies dans l’absolu. Les valeurs
peuvent être basées par exemple sur le principe suivant :
• une valeur négative caractérise une sémantique particulière des éléments reliés par la
relation ; par exemple, si on considère le critère symétrie, une relation non–symétrique
détermine une sémantique entre les 2 classes reliées : un client et un fourniseur.
• une valeur positive caractérise une situation de sémantique identique pour les élé-
ments ; par exemple, si on considère le critère symétrie, une relation symétrique ne
différencie pas les rôles des classes reliées.
• une valeur nulle correspond à une relation où le critère n’est pas concerné. Par exemple,
pour le critère transitivité appliqué à une relation, la non–transitivité sera mesurée par 0
pour la relation de dépendance car cette relation n’apporte pas de précision sur les rôles
relatifs des classes reliées.
Maintenant, nous allons assigner une métrique pour chacun des critères liés aux relations.
Signalons que le critère Action a posé une difficulté particulière pour lui assigner une mé-
trique. Une première proposition a été de voir les actions dans un espace sémantique avec
une représentation géométrique (voir [47], [39] et [32]). La dépendance d’un dictionnaire ou
corpus spécialisé écarte cette solution (voir [27] et [26]). En effet, les constructions des es-
paces sémantiques et des atlas sémantiques sont basées sur l’examen des relations entre mots.
Un corpus (ou source) est utilisé pour obtenir les données et construire un modèle mathéma-
tique et statistique. Le choix du corpus se révèle alors critique. Ne disposant pas de ce corpus
(spécialisé sur notre domaine particulière), une approche de cette nature est impossible.
Une deuxième proposition a été de voir la corrélation entre les actions et leur dépendance
aux propriétés structurelles. Les actions ont potentiellement besoin des propriétés pour avoir
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une sémantique ou fonctionnalité plus claire. En identifiant clairement les actions dans la
definition structurelle du méta–modèle, on arrive à classifier et assigner une métrique aux
actions.
Transitivité Cette caractéristique des relations est une des plus importantes. Elle
rend accessible (par permission) les informations des éléments qui sont liés par la relation
possédant cette propriété. Les valeurs attribuées à cette propriété sont en ordre croissant, car on
estime que plus la transitivité est importante plus il existe d’autres caractéristiques permettant
plus de communication entre les éléments ou pour les contraindre. Néamoins, il existe aussi
une corrélation directe entre la transitivité et la visibilité locale ou étendue de son action. On
a defini la fonction entre : non-transitive, explicitée-locale et implicitée-étendue vers {0, 1, 2}
c’est–à–dire la définition de la métrique.
Symétrie La notion de symétrie se rapporte à la capacité inhérente qu’une relation peut
avoir en permutant les éléments liés sans changer sa sémantique. Par exemple, une relation sy-
métrique qui lie les classes A et B n’a aucun problème sémantique en échangeant la classe B
avec la position de A et la classe A avec la position deB. Les valeurs assignées pour cette pro-
priété sont {−1, 1} qui correspondent aux valeurs non–symétrique et symétrique. Une relation
sans symétrie aura a priori moins d’autres propriétés à ajouter.
Réflexivité La réflexivité est une notion très importante, car elle permet une récursi-
vité ou reconstitution de l’élément associé sur lui–même. Un exemple de l’application de cette
propriété est la redéfinition très utilisée dans le méta–modèle UML. On estime que la réflexi-
vité permet un dégré de liberté très important et impose des contraintes aux autres propriétés.
Les valeurs associées à cette propriété sont {−1, 1} correspondant aux valeurs non–réflexive
et réflexive.
Action Cette notion est assez compliquée à definir et à mesurer, car il existe une
sémantique d’action parfois subtile entre les différentes relations. Néamoins, on montrera la
démarche d’assignation de valeurs pour les actions. Une estimation relative entre les relations
nous amène à les comparer entre elles, mais aussi nous permet d’abord de les grouper. La
démarche suivante est justifiée après :
• Estimation intra–groupes Grouper les actions (relations) par rapport à sa structure dans
le méta–modèle.
• Classement dans les groupes Classer les actions dans chaque groupe par rapport à sa
dépendance des propriétés structurelles.
• Estimation inter–groupes Classer les groupes originaux entre–eux.
• Métrique Assigner une métrique aux groupes, et par voie de conséquence aux actions.
I. Estimation intra–groupe
Notre premier groupe est constitué par les relations issues du même sous–ensemble du
méta–modèle. Il s’agit de l’association, l’agrégation et la composition, différenciées par
deux attributs dans le méta–modèle.
Un deuxième groupe est formé des relations suivantes : dépendance et réalisation, fai-
sant partie aussi d’un même sous–ensemble du méta–modèle.
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Finalement, on retrouve un groupe de relations décrites dans des sous–ensembles indé-
pendants : assemblage (bind), classe d’association et généralisation.
Dans les paragraphes suivants on fera référence aux relations plutôt qu’aux actions
pour mieux se repérer, en sachant qu’on parle bien de ses actions.
II. Classement
Cette seconde partie a pour but de classer les actions dans des groupes par rapport à
leurs dépendances aux propriétés structurelles.
Groupe 1 Association, agrégation et composition. Avec la même logique de les relier à
l’apport des propriétés additionnelles, pour étendre ou contraindre son action,
on estime que, par ordre croissant, on trouve : association, composition et
agrégation. En effet, le nombre de propriétés structurelles liées ou utilisées
dans ces relations diffère.
Groupe 2 Dépendance et réalisation. On estime que la dépendance est une relation qui
potentiellement demande le minimum en terme des autres propriétés structu-
relles et de réalisation en absence des propriétés additionnelles.
Groupe 3 Assemblage, classe d’association et généralisation. Il existe au niveau du
méta-modèle une différence très importante entre ces trois relations. Pour
l’assemblage un sous-ensemble particulier du méta–modèle est défini pour
cette relation. Pour la généralisation, il existe aussi un sous–ensemble
propre à elle seule. Pour la classe d’association, il n’existe pas un sous–
ensemble propre. Dans le méta–modèle, la relation est composée de deux
sous–ensembles Class et Association, ceci implique au moins le
même type de besoins d’apport de propriétes structurelles que pour la
relation Association plus celles pour les classes. L’assemblage demandant
potentiellement plus de propriétés additionnelles se positionne avant la
Généralisation.
III. Estimation inter–groupe
Après avoir classé les actions par groupe, il faut maintenant classer les groupes entre–
eux.
L’indépendance des sous–ensembles du méta–modèle pour les actions du groupe 3 nous
amène à penser qu’il existe des implémentations spécifiques et implicites pour ces trois
relations (montrées par ailleurs à la section 5.6.2). Ces parties indépendantes du méta–
modèle temoignent de l’importance des actions de ce groupe. En effet, chaque action
dispose d’un sous–ensemble propre et indépendant dans le méta–modèle. Par ailleurs,
les langages d’implémentation offrent des constructions spécifiques à ces actions. Donc,
on le placera en première position. La deuxième position est attribuée au groupe 2 avec
trois relations demandant des propriétés supplémentaires et puis au groupe 3 avec seule-
ment une relation qui peut être implémentée. Les valeurs pour chaque groupe sont :
– Groupe 3 : 3
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Propriétés Relations
Structurelles
Contrat entre Affecte à Est un A un Est partie de Appartient à Utilise à Constitué de
Classe d’association Assemblage Généralisation Association Composition Agrégation Dépendance Réalisation
Sur la rela-
tion
Nom
Tête de
fleche
noir
Barre
oblique
Aux fins
d’associa-
tion
Multiplicité
Tête de
fleche
ouverte
Losange
noir
Losange
blanc
Nom de
rôle
Qualificatif
TABLE 5.9 – Relations et propriétes structurelles UML
– Groupe 2 : 2
– Groupe 1 : 1
IV. Métrique des actions
La liste finale de valeurs assignées aux actions correspond à {1, 2, 3}, associées aux
groupes précédents :
– Contrat entre (Classe d’association) : 3
– Affecte à (Assemblage) : 3
– Est un (Généralisation) : 3
– A un (Association) : 2
– Est partie de (Composition) : 2
– Appartient à (Agrégation) : 2
– Utilise à (Dépendance) : 1
– Constitué de (Réalisation) : 1
Le tableau suivant (cf. 5.10) est une synthèse des métriques de relations liées aux notions
de transitivité, symétrie, réflexivité et action.
Les valeurs pour les relations isolées, c’est–à–dire sans propriétés structurelles, sont four-
nies dans le tableau 5.11. Ces estimations qualitatives ont été effectuées à la sous–section
5.6.1.
5.6.4.3 Valeurs des critères et des métriques pour les propriétés structurelles
Les valeurs associées aux propriétés structurelles doivent caractériser :
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Sémantique des relations
Transitivité 0,1,2 Symétrie -1,1 Réflexivité -1,1 Action 1,2,3
Metrique valeur Metrique valeur Metrique valeur Metrique valeur
implicite–
étendue
2 symétrique 1 réflexive 1 appartient à 2
explicite-locale 1 non–symétrique -1 non–réflexive 0 affecte à 3
non–transitive 0 a un 2
contrat entre 3
est partie de 2
utlise à 1
est un 3
constitué de 1
TABLE 5.10 – Estimation des critères des relations UML
Estimation des relations
Relations Transitivité 0,1,2 Symétrie -1,1 Réflexivité -1,1 Action 1,2,3
Relation valeur Metrique valeur Metrique valeur Metrique valeur Metrique valeur
Agregation 1 explicite–locale 1 non–
symétrique
-1 non–réflexive -1 appartient à 2
Assemblage 3 implicite–
étendue
2 non–
symétrique
-1 non–réflexive -1 affecte à 3
Association 5 explicite–locale 1 symétrique 1 réflexive 1 a un 2
Classe
d’association
4 explicite–locale 1 symétrique 1 non–réflexive -1 contrat entre 3
Composition 1 explicite–locale 1 non–
symétrique
-1 non–réflexive -1 est partie de 2
Dépendance 0 explicite–locale 1 non–
symétrique
-1 non–réflexive -1 utlise à 1
Généralisation 3 implicite–
étendue
2 non–
symétrique
-1 non–réflexive -1 est un 3
Réalisation -1 non–transitive 0 non–
symétrique
-1 non–réflexive -1 constitué de 1
TABLE 5.11 – Estimation des relations UML
– Le point de vue fonctionnel,
sa capacité à contraindre ou non les relations.
– Le point de vue implémentation,
s’il existe un élément qui représente cette propriété.
Les valeurs assignées aux critères liés aux propriétés structurelles appartiennent à
{−1
2
, 0, 1
2
}. L’absence d’implémentation ou d’une fonctionnalité propre au modèle (pour cla-
rifier sa sémantique) est représentée avec une valeur 0.
5.7 Estimation des classes
La classe dans UML est le type de classifieur le plus utilisé. Un conteneur qui peut prendre
des caractéristiques particulières liées à sa définition structurelle, à son contexte sémantique
ou à son utilisation dans les différents diagrammes d’UML.
La proposition d’évaluation de l’entropie d’un modèle utilise des pondérations relatives
de classes. L’approche d’évaluation d’une pondération est fondée sur des critères à utiliser
pour différencier ces classes. Des critères indépendants des classes permettent de faire une
estimation qualitative des relations. Par la suite, nous présentons des critères propres à chaque
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Implémentation des relations
Propriété Structurelle valeur Élément Propre valeur Code étendu valeur
Sur la relation
Nom valeur 0 0
Tête de fleche
noir
valeur 0 0
Barre oblique valeur
? ?
Aux fins d’association
Multiplicité valeur 1/2 1/2
Stéreotypes valeur −1/2 −1/2
Tête de fleche
ouverte
valeur −1/2 0
Losange noir valeur −1/2 0
Losange blanc valeur −1/2 0
Nom de rôle valeur 0 0
Qualificatif valeur −1/2 0
TABLE 5.12 – Estimation des propriétés structurelles des relations UML
unité taxonomique pour les classes. Les critères indépendants de types des classes concernent
la sémantique et le type d’implémentation.
Dans la littérature dédiée à l’évaluation des classes, il existe déjà une grande quantité
d’approches pour mesurer les classes : types de classes plus son contenu. Dans l’approche
présentée dans le chapitre 4 nous introduisons une taxonomie qui sépare les classes de leur
contenu (élément et information) pour mieux évaluer les composants. Nous voudrions donner
une approche complémentaire à ce qui a été développé dans le passé, en ajoutant une évalua-
tion sémantique de la structure propre de la classe et de son implémentation à partir d’une
taxonomie.
Les critères indépendants des types des classes concernent la sémantique et le type d’im-
plémentation.
SÉMANTIQUE La sémantique exprime le sens ou signification des classes. Elle est caractéri-
sée par trois sous-critères indépendants des types particuliers des classes. Pour chaque
sous-critère, nous donnons les valeurs qu’il peut prendre.
Abstraction C’est le niveau d’abstraction de la classe et sa capacité à générer des objets. Le
critère ”abstraction” pourra prendre les valeurs ”concret”, ”abstrait” ou ”paramé-
trique”.
Réciprocité ou Rôle La classe est capable dans un modèle d’avoir une dualité sémantique.
Les classes peuvent par exemple être à la fois la classe qui généralise ou la classe
qui spécialise.
IMPLÉMENTATION Il est important que les classes soient en mesure d’être implémentées,
en gardant leur sémantique et leur fonctionnalité. Divers langages implémentent ces
caractéristiques. Il est possible que des contraintes liées au langage d’implémentation
et au modèle soient prises en compte en amont. Le sous-critère proposé pour estimer ce
critère est :
Type d’implémentation qui peut prendre deux valeurs : ”explicite”, s’il existe un ou plusieurs
éléments du langage qui à eux seuls peuvent représenter la relation. Par exemple un
attribut qui représente une association. ”Implicite”, si le langage fournit un élément
dédié à représenter la relation ou sa fonctionnalité. Par exemple, le mot ”extends”
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en Java, est utilisé pour définir l’héritage d’une classe. La mention ”extends” pré-
cise au compilateur qu’il s’agit d’une classe dérivée et lui fournit implicitement
toute la fonctionnalité (accès aux membres publiques de la classe de base) de la
relation de généralisation.
5.7.1 Description basée sur la taxonomie
5.7.1.1 Descriptif sémantique et d’implémentation
Chaque classe répond à un besoin différent dans les diagrammes et correspond à diffé-
rents niveaux d’abstraction et de représentation de la réalité. On effectue tout d’abord un bref
descriptif de ces classes d’après la spécification de la superstructure d’UML.
I. Abstraite
II. Concrète
III. Paramétrique
Avant de présenter l’estimation relative, nous ferons une synthèse de la démarche, de la
taxonomie et des sous–critères. Ensuite nous ferons une évaluation des sous–critères pour
avoir des valeurs qui permettent de comparer les classes.
Dans la démarche d’estimation de la complexité des modèles, une taxonomie a été pro-
posée pour choisir les structures principales du méta–modèle. Dans la même logique, nous
proposons une taxonomie qui nous aidera à estimer une pondération relative entre les classes.
Nous rappelons que cette pondération est complémentaire aux estimations existantes dans la
littérature.
On fera tout d’abord un passage sur les particularités des classes, puis une évaluation des
classes étudiées.
La taxonomie proposée est constituée de deux concepts :
Sémantique : Son rôle dans un modèle (transitivité et visibilité ). Par exemple, entre classes
égales ou entre classes qui demandent et qui fournissent des fonctionnalités.
Implémentation : Quelles structures définies dans les langages sont utilisées effectivement
pour leurs implémentations (explicites ou non).
5.7.1.2 Classe Abstraite
Les classes abstraites ne peuvent pas être utilisées pour créer des instances.
Nous considérons que, dans la pratique, sa transitivité est réduite à l’utilisation de deux
relations : la généralisation et l’association. Il est possible donc de réaliser un arbre de géné-
ralisation avec des classes abstraites.
Généralement la classe abstraite est spécialisée avec une classe concrète. La classe
concrète devra spécifier les opérations nommées dans la classe concrète, et donc il existe
une visibilité totale des opérations.
5.7.1.3 Classe Concrète
Les classes concrètes sont utilisées pour créer des instances.
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Classe Sémantique Implémentation
Transitivité Visibilité Elément Code
Abstraite limitée Totale explicite
TABLE 5.13 – Caractérisation de la classe abstraite
Sa transitivité est étendue, elle est utilisée par toutes les relations. Il est possible donc de
réaliser une chaine des classes en utilisant les classes concrètes.
Les classes concrètes sont aussi utilisées pour spécialiser les classes abstraites. La classe
concrète devra spécifier les opérations nommées et les marquer avec une visibilité spécifique :
privée, publique, protegée. Elles ont une visibilité partielle des opérations.
P e r s o n A
+  ge tAge ( )  :  i n t
-  a d d Y e a r ( )  :  v o i d
(a) Classe concrète
1 code Cpp
2 ...
3 classe PersonA
4 {
5 public: \\ fonctiones membres
6 int getAge();
7 private: \\ fonctiones privés
8 void addYear();
9 ... // autres operations ou attributs
10 }
11
(b) Implémentation
FIGURE 5.24 – Exemple d’une classe concrète
Dans le langage C++, (cf. figure 5.24) la classe est définie concrète.
Classe Sémantique Implémentation
Transitivité Visibilité Elément Code
Concrète Totale Partielle explicite
TABLE 5.14 – Caractérisation de la classe concrète
5.7.1.4 Classe Paramétrique
Les classes paramétriques sont utilisées pour être instanciées par des classes concrètes.
Sa transitivité est locale, elle est utilisée que par la relation de Binding.
Les classes paramétriques sont utilisées pour contenir des opérations qui seront spécia-
lisées ou substituées à la compilation par des classes concrètes. La classe paramétrique devra
spécifier la visibilité et les types des opérations nommées ansi que ses attributs. Elles ont une
visibilité totale des opérations.
Elle réalise une action de type ”substitution” entre elle et la classe concrète.
Dans le langage C++, (cf. figure 5.14) la classe est définie comme ”template”.
Classe Sémantique Implémentation
Transitivité Visibilité Elément Code
Paramétrique Locale Totale explicite
TABLE 5.15 – Caractérisation de la classe paramétrique
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5.7.2 Estimation relative entre classes
Comme pour la taxonomie proposée au chapitre 4, ces concepts sont présents à différentes
étapes de la modélisation et constituent un véritable choix dans l’élaboration du modèle. Un
choix avec des implications très importantes par la suite de la construction d’un système ou
logiciel. Par exemple, le choix de modéliser un type de données par une classe abstraite peut
accroitre la complexité du code ou diminuer le temps du développement et ses coûts. Plusieurs
critères du projet peuvent être impactés. La difficulté de réaliser un choix pertinent à utiliser
un type de classe ou un autre, relève de l’abstraction et de la synthèse de ces concepts pour
les intervenants du projet.
Il existe un nombre important de mesures de complexité des classes. Nous avons decidé
de ne pas introduire une nouvelle mesure de complexité des classes mais de faire que cette
analyse participe dans le calcul d’une mesure plus globale.
Maintenant nous avons deux possibilités pour notre approche sur la mesure des classes.
I. Influence directe sur une mesure choisie pour évaluer la complexité des classes, par
exemple en applicant une pondération. La mesure choisie devra être compatible avec
les informations attendues d’elle.
II. Opérant comme choix pour appliquer une opération sur la valeur de la complexité de la
classe Cd 1 < d ≤ N(EEIP ) obtenue en utilisant une mesure existante. Ceci en vue
d’obtenir l’ensemble des éléments d’interrelation ponderés (EEIP ).
Nous choisissons la deuxième option, ce qui nous permettra d’appliquer des fonctions
adaptées au type de relation et aux types des classes jointes. Ces fonctions seront detaillées au
tableau 5.18.
5.8 Estimation des attributs
5.8.1 Pondération des attributs
Les attributs et les opérations dans UML représentent les informations et les moyens d’in-
teraction entre les classes. Les opérations possédent des caractéristiques specifiques au type
d’interaction, par exemple des actions de modification ou de lecture des informations. Les at-
tributs sont aussi caractérisés par sa visibilité au sein de la classe ou avec les classes voisines
dans un modèle UML.
On a analysé les classes et la taxonomie proposée pour les étudier. Nous avons decidé
d’utiliser les mesures existantes pour calculer la complexité des classes. Les justifications
seront fournies à la section 5.9 et illustrées à la section 6.1.1. Neamoins l’analyse nous permet
d’avoir une vision plus claire de la sémantique et de l’implémentation de chacun des éléments
dans un modèle.
Des critères indépendants des classes permettent de faire une estimation qualitative des
attributs et des opérations. Par la suite, nous présentons des critères propres à chaque unité
taxonomique. Les critères indépendants de types des attributs et des opérations concernent la
sémantique et le type d’implémentation.
Dans la littérature dédiée à l’évaluation des classes, il existe déjà une grande quantité d’ap-
proches pour mesurer les classes : types de classes associés à leur contenu. Dans l’approche
présentée dans le chapitre 4 nous introduisons une taxonomie qui sépare les classes de leur
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contenu (élément et information) pour mieux évaluer les composants. Nous voudrions don-
ner une approche complémentaire à celles qui ont été développées dans le passé, en ajoutant
une évaluation sémantique de la structure propre de la classe et de son implémentation. Nous
proposons donc une taxonomie basée sur la sémantique et l’implémentation.
Les critères indépendants des types des classes concernent la sémantique et le type d’im-
plémentation.
SÉMANTIQUE La sémantique exprime le sens ou signification des classes. Elle est carac-
térisée par des sous-critères indépendants des types particuliers des attributs ou des
opérations. Pour chaque sous-critère nous donnons les valeurs qu’il peut prendre.
Visibilité/Accesibilité C’est le niveau d’abstraction de la classe et sa capacité à générer des
objets. Le sous-critère ”visibilité” pourra prendre les valeurs ”privé”, ”publique”
ou ”protegé”.
Action Les opérations sont capables dans un modèle d’avoir une action sur les informa-
tions. Les opérations peuvent par exemple modifier les informations ou les lire. Le
sous-critère ”action” pourra prendre les valeurs ”modifier” ou ”lire”.
IMPLÉMENTATION Il est important que les attributs et les opérations soient en mesure d’être
implémentées, en gardant leur sémantique et leur fonctionnalité. Divers langages (com-
pilateurs) implémentent ces caractéristiques. Ces caratéristiques sont exprimées sous
forme de contraintes liées au langage d’implémentation.
Le sous-critère proposé pour estimer ce critère est :
Type d’implémentation qui peut prendre deux valeurs : ”explicite”, s’il existe un ou plusieurs
éléments du langage qui à eux seuls peuvent représenter l’élément. Par exemple un
attribut qui représente une association. ”Implicite”, si le langage fournit un élément
dédié à représenter l’attribut ou sa fonctionnalité. Par exemple, le mot ”public” en
C + +, est utilisé pour définir des attributs ou des opérations publiques. La men-
tion ”inout” précise au compilateur qu’il s’agit d’un paramètre de caractéristique
lecture ou écriture.
5.8.2 Descriptif sémantique et d’implémentation
Avant de présenter l’estimation relative, nous ferons une synthèse de la démarche, de la
taxonomie et des sous–critères. Ensuite nous ferons une évaluation des sous–critères pour
avoir des valeurs qui permettent de comparer les attributs et les opérations.
Dans la démarche d’estimation de la complexité des modèles, une taxonomie a été pro-
posée pour choisir les structures principales du méta–modèle. Dans la même logique, nous
proposons une taxonomie qui nous aidera à estimer une pondération ou classement entre les
attributs et entre les opérations. Nous rappelons que cette pondération est complémentaire aux
estimations existantes dans la littérature.
La taxonomie proposée est constituée de deux concepts :
Sémantique : Son rôle dans un modèle (action et visibilité/accessibilité). (Entre classes
égales ou de classes qui demandent et qui fournissent par exemple).
Implémentation : Quelles structures définies dans les langages sont utilisées effective-
ment pour leur implémentation (explicites ou non).
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SEMANTIQUE Implémentation
Attribut/Operation Visibilité Action Code
Publique Totale - explicite : public
Privé Locale - explicite : private
Protegé Restrainte - explicite : protected
entrée - lecture explicite : in
sortie - écriture explicite : out
entrée/sortie - lecture/écriture explicite : inout
TABLE 5.16 – Estimation des attributs et des opérations
Dans l’estimation globale des modèles, l’analyse faite pour les attributs et les opérations
n’auront pas d’impact. Ils seront utilisés pour choisir les mesures. Nous choisirons des me-
sures qui prennent en compte :
– attributs : publiques ou protegés
– opérations : out ou inout
Car ces attributs et opérations sont les seuls à participer à l’accessibilité ou distribution de
l’information dans le modèle.
5.9 Bases mathématiques
Dans cette section, nous présentons les bases mathématiques utilisées pour le calcul de
l’entropie des modèles UML.
Nous ferons tout d’abord une synthèse des métriques obtenues précédemment pour les
éléments, les relations et l’information. Ensuite nous présenterons l’influence des relations et
des éléments entre eux au moment de les assembler, c’est–à–dire la pondération des classes
due aux relations. Enfin, la description de la méthode de calcul pour les modèles UML est
présentée.
La théorie mathématique de la communication de Shannon [44] est une théorie d’unifica-
tion à l’intersection des probabilités, des statistiques et de l’informatique. En particulier, des
concepts comme l’entropie, la distribution de probabilité et la probabilité conditionnelle sont
employées dans la théorie de l’information.
Le concept de l’entropie, dans cette théorie, décrit une mesure de la pertinence de l’in-
formation fournie par un signal ou un événement. L’entropie de Shannon peut être également
vue comme la mesure de la quantité d’incertitude rapportée à un événement aléatoire, ou plus
précisément sur sa distribution de probabilité.
Nous utiliserons ce concept en y ajoutant une sémantique. Nous avons vu que les modèles
sont des entités qui possèdent une structure (définie par une taxonomie). Le but de cette struc-
ture est de permettre l’interaction des éléments entre eux. Cette interaction et l’étendue de ses
actions seront mesurées par l’entropie.
5.9.1 Métriques de la structure
Les relations Nous avons utilisé pour notre étude des relations, en particulier des rela-
tions du diagramme de classes et les classes paramétrables. Nous avons vu que les relations,
sans leurs propriétés structurelles, peuvent être ordonnées par leur capacité de transmission
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des informations et d’accessibilité aux informations entre les éléments des modèles (cf. ta-
bleau 5.17).
ESTIMATION DES RELATIONS
Relation valeur
Agregation R1 a
Assemblage R2 b
Association R3 c
Classe d’association R4 d
Composition R5 e
Dépendance R6 f
Généralisation R7 g
Réalisation R8 h
TABLE 5.17 – Métrique des relations UML
Dans la sous–section 5.6.4.3, il a été montré que ces valeurs de départ peuvent être adap-
tées en conformité soit au niveau du modèle soit aux exigences des estimations désirées, en
ajoutant les propriétés structurelles (cf. tableau 5.12). La notation Rn est utilisée pour repérer
les relations. Elle ne représente pas une hiérarchie ou un ordre de valeur absolue entre les
relations.
Les classes Nous avons étudié les classes de trois types : abstraite, concrète et paramé-
trique.
Ces classes peuvent être vues comme des conteneurs avec des entrées particulières pour
les relations. Les entrées représentent les clés pour se joindre aux autres types de classes et
des filtres pour laisser sortir ou entrer des informations. Donc, en utilisant le marquage des
informations, les filtres des classes et les types des relations, il est possible d’établir le sens et
le type des informations qui seront accessibles ou déployées vers les classes voisines.
Dans la figure 5.25 nous illustrons par exemple :
– Le marquage des informations : triangle, cercle et carré.
– Le filtre des classes : triangle, cercle ou carré.
– Les types de relations : cylindre, tube rectangulaire, tube étoile.
La figure 5.26 fournit un exemple d’un modèle, dont les informations sont accessibles ou
déployées dans le modèle. On observe des informations marquées qui sont dans les classes.
Les classes sont reliées entre elles en utilisant des relations adaptées au type d’entrée dans
la classe, par exemple la relation cylindrique pour le type d’entrée circulaire. Une fois les
connexions faites, les informations peuvent ou pas passer par les filtres de sortie ou entrée et
communiquer vers une autre classe en utilisant la relation.
Il existe un nombre important de mesures de complexité des classes. Deux possibilités se
présentent à nous pour choisir une mesure des classes.
I. Adapter une mesure choisie pour évaluer la complexité des classes, par exemple en
appliquant une pondération indépendamment du type de relation et du type de classe.
II. Effecuer un choix de mesure W en fonction du type de relation et du type de chacune
des classes reliées. Ainsi, pour chaque type de relation Ri reliant une classe A et une
classe B de complexité respective CA et CB, on définira W = f(CA, CB, Ri). CA et
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i n f o r m a t i o n
m a r q u a g e
é l é m e n t  ( c l a s s e )
t y p e  d e  r e l a t i o n
f i l t re  d ’ i n fo rmat ion
t y p e s  d e  r e l a t i o n s
FIGURE 5.25 – Vue des informations, des relations et des éléments
c l a s s e s  e n  r e l a t i o n
i n f o r m a t i o n  m a r q u é e
FIGURE 5.26 – Exemple des informations, des relations et des éléments
CB seront établies à l’aide des mesures existantes. La table 5.18 donne une synthèse des
valeurs de W qui seront expliquées par la suite.
Nous choisissons la deuxième option, ce qui nous permettra d’appliquer des fonctions
adaptées aux types de relation et aux types des classes etudiées. Rappelons que ces fonctions
seront detaillées au tableau 5.18. Ce choix est motivé pour répondre
– aux attentes décrites à la section 4.4, et
INSA - Toulouse 85
Chapitre 5. Proposition d’une méthode d’estimation des risques d’incohérence
– aux critiques mentionnées à la section 5.4.
5.9.2 Le calcul global
Considérons deux classes reliées tel qu’illustré à la figure 5.27.
   C lasse  1    
   C lasse  2    
R
C 1
C 2
FIGURE 5.27 – Exemple des deux classes reliées
Nous savons calculer les valeurs des composants que sont les classes (C1 et C2 pour
l’exemple) et les relations (R pour l’exemple). Ces composants sont connectés par les fins
d’association qui relient des relations à des classes ou des classes à des relations. Pour la
figure 5.27, deux valeurs sont attachées aux fins d’associations de la relation R.
Les deux valeurs attachées sont :
I. w1,2 qui caractérise l’influence de la classe 1 sur la classe 2, c’est–à–dire entre R et C2.
II. w2,1 qui caractérise l’influence de la classe 2 sur la classe 1, c’est–à–dire entre R et C1.
Les valeurs C1 et C2 représentent la capacité des classes à distribuer ou rendre acces-
sible l’information. La valeurs de la relation R représente la capacité à véhiculer, diffuser ou
propager l’information.
Les valeurs w1,2 et w2,1 représentent, donc, la dynamique entre la capacité de l’envoi de
l’information et le transport de ces informations.
Nous avons choisi que les valeurs les plus grandes (pour Cn R et w) correspondent à des
capacitées plus importantes de propagation de l’information. Les probabilités qui seront assi-
gnées suivent la même logique, c’est–à–dire, la probabilité de l’événement est proportionnelle
à sa capacité de propagation de l’information.
Maintenant nous pouvons définir l’événément x1 comme le fait de propager ou d’accé-
der à l’information de la classe 1 sur la classe 2. L’événement y1 sera l’action effective de
propagation ou accès à l’information de la classe 2 sur la classe 1.
Pour le calcul, nous allons utiliser les fins d’associations en assignant une variable stochas-
tique à chaque fin d’association d’une relation binaire. Les fins d’association d’une relation
sont marquées comme fi et fj .
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Dans la figure 5.28 nous avons un exemple d’un modèle où sont marquées les fins d’as-
sociations f2 et f4. La variable aléatoire X est définie par l’équation (5.1) et la variable aléa-
toire Y par l’équation (5.2) :
X avec un distribution Ax = {xi | 1 ≤ i ≤ m} et (5.1)
Y avec un distribution Ay = {yi | 1 ≤ j ≤ n} (5.2)
(5.3)
Considérons, que la variable aléatoire X peut prendre N valeurs xi = 1, N . Soit
(p1, p2, ..., pN) les probabilités d’occurrence de ces N valeurs.
La distribution de probabilités de X est :
X = P [Ax].
La probabilité de chacun des événements est :
pi = P (X = xi). Notons que la somme des pi vaut 1.
  M u l t i p l i c i t y E l e m e n t   
 i s O r d e r e d :  B o o l e a n  =  f a l s e
 i s U n i q u e :  B o o l e a n  =  t r u e
 / u p p e r :  U n l i m i t e d N a t u r a l  [ 0 . . 1 ]
 / l o w e r :  I n t e g e r  [ 0 . . 1 ]
 
   P a r a m e t e r    
 d i r e c t i o n :  P a r a m e t e r D i r e c t i o n K i n d  =  i n
 / d e f a u l t :  S t r i n g
 
 
 
   T y p e d E l e m e n t    
 
 
   N a m e d E l e m e n t    
 n a m e :  S t r i n g  [ 0 . . 1 ]
 v i s i b i l i t y :  V i s i b i l i t y K i n d  [ 0 . . 1 ]
 / q u a l i f i e d N a m e :  S t r i n g  [ 0 . . 1 ]
 
  O p e r a t i o n   
 i s Q u e r y :  B o o l e a n  =  f a l s e
 / i s O r d e r e d :  B o o l e a n
 / i s U n i q u e :  B o o l e a n
 / l o w e r :  I n t e g e r
 / u p p e r :  U n l i m i t e d N a t u r a l
 
 
 
 
 
 
 
 
 
 
 
 
 
 
+ o p e r a t i o n + o w n e d P a r a m e t e r
0 . . 1    { s u b s e t s  n a m e s p a c e }
   E l e m e n t    
f 4
f 2
FIGURE 5.28 – Exemple d’un modèle et des fins d’associations marquées f2 et f4
La cardinalité de l’ensemble d’éléments d’interrelation ponderés EEIP est N(EEIP ).
Il y a 6 classes reliées.
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Pour l’exemple de la figure 5.28 la cardinalité est : N(EEIP ) = 6. Il y a 6 classes
reliées.
W représente la valeur ponderée des fins d’associations liées à deux classes. Cette pondé-
ration est due à la relation existant entre les deux classes.
La cardinalité des distributions est D = Ax = Ay = N(EEIP ).
Les valeurs correspondant à EEIP sont fonction de
– Rn valeur d’estimation de la relation
– Cd complexité de la classe évaluée avec des mesures existantes
– sC sens de navigabilité de la fin d’association.
  M u l t i p l i c i t y E l e m e n t   
 i s O r d e r e d :  B o o l e a n  =  f a l s e
 i s U n i q u e :  B o o l e a n  =  t r u e
 / u p p e r :  U n l i m i t e d N a t u r a l  [ 0 . . 1 ]
 / l o w e r :  I n t e g e r  [ 0 . . 1 ]
 
   P a r a m e t e r    
 d i r e c t i o n :  P a r a m e t e r D i r e c t i o n K i n d  =  i n
 / d e f a u l t :  S t r i n g
 
 
 
   T y p e d E l e m e n t    
 
 
   N a m e d E l e m e n t    
 n a m e :  S t r i n g  [ 0 . . 1 ]
 v i s i b i l i t y :  V i s i b i l i t y K i n d  [ 0 . . 1 ]
 / q u a l i f i e d N a m e :  S t r i n g  [ 0 . . 1 ]
 
  O p e r a t i o n   
 i s Q u e r y :  B o o l e a n  =  f a l s e
 / i s O r d e r e d :  B o o l e a n
 / i s U n i q u e :  B o o l e a n
 / l o w e r :  I n t e g e r
 / u p p e r :  U n l i m i t e d N a t u r a l
 
 
 
 
 
 
 
 
 
 
 
 
 
 
+ o p e r a t i o n + o w n e d P a r a m e t e r
0 . . 1    { s u b s e t s  n a m e s p a c e }
C l a s s e  1
C l a s s e  3
C l a s s e  2
C l a s s e  4
C l a s s e  5
R e l a t i o n  R 7
R e l a t i o n  R 7
R e l a t i o n  R 7
R e l a t i o n  R 5
   E l e m e n t    
C l a s s e  6
FIGURE 5.29 – Exemple d’un modèle avec ces classes, relations et informations
La figure 5.29 montre les classes identifiées C1−6 et les relations comme par exemple la
généralisation marquée R7.
Les valeurs Cd seront calculées avec une mesure propre au métier par exemple :
la complexité de la classe 2 sera :
C2 = 1 ∗ 3 (1 * nombre d’attributs publiques)
On peut aussi noter que la valeur de la relation R7 entre f2 et f4 est 3.
La table 5.18 montre ces fonctions W entre deux classes.
Avec les valeurs calculées, on construit une matrice de valeurs W [i][j], la matrice EEIP .
Par exemple w2,4 sera :
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Type de classe Fonction
Relation Classe A Classe B W1 influence de B sur A W2 influence de A sur B
Agrégation concrète concrète (R1 ∗ CB) + (CA ∗ sB) (CB ∗ sA)
Assemblage paramétrable concrète 0 (R2 ∗ CA) + (CB)
Association concrète concrète (R3 ∗ CB) + (CA ∗ sB) (R3 ∗ CA) + (CB ∗ sA)
Classe d’association concrète concrète (R4 ∗ CB) + (CA ∗ sB) (R4 ∗ CA) + (CB ∗ sA)
Composition concrète concrète (R5 ∗ CB) + (CA ∗ sB) (CB ∗ sA)
Dépendance concrète concrète (R6 ∗ CB) + (CA) 0
Généralisation abstraite abstraite 0 (R7 ∗ CA) + (CB)
Généralisation abstraite concrète 0 (R7 ∗ CA) + (CB)
Généralisation concrète concrète 0 (R7 ∗ CA) + (CB)
Réalisation concrète concrète (R8 ∗ CB) + (CA) 0
sA,B =
{
0 Si sens non navigable
1 Si sens navigable
TABLE 5.18 – Valeurs des éléments d’interrelation pondérés (W )
(R7 ∗ C2) + (C4) = (3 ∗ 3) + 1 = 10
On a assigné la valeur 1 à la classe 4 (classe abstraite sans attributs).
La matrice suivante 5.19 montre les valeurs calculées pour le modèle de l’exemple de la
figure 5.29.
1 2 3 4 5 6
1 w1,1 w2,1 w3,1 w4,1 w5,1 w6,1
2 w1,2 w2,2 w3,2 w4,2 w5,2 w6,2
3 w1,3 w2,3 w3,3 w4,3 w5,3 w6,3
4 w1,4 w2,4 w3,4 w4,4 w5,4 w6,4
5 w1,5 w2,5 w3,5 w4,5 w5,5 w6,5
6 w1,6 w2,6 w3,6 w4,6 w5,6 w6,6
TABLE 5.19 – Matrice des éléments d’interrelation pondérés (EEIP )
p(xi, yi) 1 2 3 4 5 6 p(xi)
1 a b c d e f xi
2 a b c d e f xi
3 a b c d e f xi
4 a b c d e f xi
5 a b c d e f xi
6 a b c d e f xi
p(yi) yi yi yi yi yi yi
TABLE 5.20 – Matrice des probabilités P (X), P (Y ) et P (X, Y )
La probabilité des événements xi et yi est calculée comme suit :
p(xi) =
D∑
m=1
W (xi, m)
D∑
l,m=1
W (l,m)
(5.4)
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p(xi|yi) 1 2 3 4 5 6
1 a b c d e f
2 a b c d e f
3 a b c d e f
4 a b c d e f
5 a b c d e f
6 a b c d e f
TABLE 5.21 – Matrice des probabilités conditionnelles P (X|Y )
Voir tableau 5.20
p(yi) =
D∑
l=1
W (l, yi)
D∑
l,m=1
W (l,m)
(5.5)
La probabilité jointe de xi et yi est :
p(xi, yi) =
W (xi, yi)
D∑
l,m=1
W (l,m)
(5.6)
La probabilité conditionnelle de xi sachant yi est :
p(xi|yi) =
W (xi, yi)
D∑
l=1
W (l, yi)
(5.7)
Voir tableau 5.21
Dans la théorie de l’information, l’entropie de Shannon [44] d’une variable aléatoire dis-
crète X est définie par :
H [X] ≡ −
∑
x∈X
Pr(x)log2(Pr(x)) (5.8)
Donc, l’entropie des événements est calculée par la fonction suivante :
H (x) =
n∑
i=1
p (xi) log2
(
1
p (xi)
)
= −
n∑
i=1
p (xi) log2 p (xi) (5.9)
L’entropie croisée ou jointe entre X et Y est :
H(X, Y ) = −
∑
xi∈Ax,yi∈Ay
p(xi, yi) log2 p(xi, yi) (5.10)
L’entropie conditionnelle est calculée par :
H(X|Y ) = −
∑
xi∈Ax,yi∈Ay
p(xi|yi) log2 p(xi|yi) (5.11)
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L’information mutuelle est une mesure de la quantité d’information apportée en moyenne
par une réalisation des événements de X sur les probabilités de réalisation de Y . On mesure
l’absence d’information par l’entropie de cette distribution.
On calcule l’information mutuelle I par :
I(X, Y ) = H(X)−H(X|Y ) (5.12)
L’information mutuelle possède quelque propriétés :
– I(X, Y ) = 0 si et seulement si X et Y sont des variables aléatoires indépendantes.
– L’information mutuelle est positive ou nulle.
– L’information mutuelle est symétrique.
Finalement la complexité structurelle de l’ensemble du modèle est :
CM = H(X, Y )− I(X, Y ) (5.13)
Ces formules seront utilisées pour mesurer la complexité d’exemples au chapitre suivant.
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Application à l’estimation des règles de
cohérence UML
Nous allons développer deux exemples pour deux règles de cohérence (Règle 71 et Règle
178). Pour la première règle (71) nous allons détailler les calculs réalisés et les choix de
métriques et de valeurs, dans les cas où il y a des choix à faire.
Comme rappelé au chapitre 3, les figures 3.1 et 3.4 montrent les résultats de l’estimation
par des experts liée à la construction Association et Property qui concernent les règles
71 et 178. Remarquons que seule la règle numéro 71 nécessitera un traitement spécifique, car
son risque est trop élevé.
6.1 Règle de cohérence 71
6.1.1 Evaluation des classes
La règle de cohérence 71 dit : La somme des bornes inférieures
des multiplicités des possessions qui sont le sous-ensemble
d’une possession (nommée A) doit être inférieure à la borne
supérieure de la multiplicité de A.
L’estimation des modèles UML développée dans les sections 5.5–5.8 et appliquée dans
la section 5.9 a besoin d’estimer les composants du modèle (classes, relations, informations).
Nous commençons par l’évaluation des classes.
Il existe un nombre important des métriques dédiées à mesurer divers paramètres des
classes comme les attributs, les opérations, etc. (voir [16]). Nous avons choisi d’utiliser
quelques métriques pour l’évaluation des modèles pris en exemple.
Ces métriques (la dénomination des métriques peut changer selon les auteurs ou besoins,
mais le calcul reste le même) sont :
I. Nombre d’attributs (NAC). Total des attributs de la classe.
II. Nombre de méthodes (NMC). Total des méthodes de la classe.
III. Nombre d’attributs publics (NAPC). Total des attributs de type public de la classe, c’est-
à-dire à accès public.
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IV. Nombre d’attributs protégés (NAHC). Total des attributs de type protected de la classe,
c’est-à-dire accessibles grâce à la généralisation.
V. Nombre d’attributs privés (NARC). Total des attributs de type privated de la classe,
c’est-à-dire à accès restreint.
VI. Facteur d’accessibilité des attributs (FAA). Taux des attributs accessibles d’un modèle
défini dans [1] comme AHF.
VII. Nombre d’attributs pondérés (NAWC). Total des attributs de la classe pondéré par leur
accessibilité. Les facteurs sont : 1.0 s’il est public, 0.5 s’il est protégé et 0 s’il est privé.
(Métrique NATC2 dans [29]).
  P r o p e r t y  
 i s D e r i v e d :  B o o l e a n  =  f a l s e
 i s R e a d O n l y :  B o o l e a n  =  f a l s e
 i s D e r i v e d U n i o i n :  B o o l e a n  =  f a l s e
 / d e f a u l t :  S t r i n g
 a g g r e g a t i o n :  A g g r e g a t i o n K i n d  =  n o n e
 / i s C o m p o s i t e :  B o o l e a n
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 S t r u c t u r a l F e a t u r e    C lass i f i e r   
       Class       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
+ c l a s s + o w n e d A t t r i b u t e
0 . . 1 *
{ s u b s e t s  
   c lass i f ie r ,
  s u b s e t s  
   n a m e s p a c e ,
  s u b s e t s  
   f ea tu r i ngC lass i f i e r }
{ o r d e r e d ,
  s u b s e t s  
    a t t r ibu te ,
  s u b s e t s  
    o w n e d M e m b e r }
 T y p e d E l e m e n t  
   Fea ture    
  V a l u e S p e c i f i c a t i o n   
 
 
 
 
 
 
  L i t e r a l B o o l e a n   
 v a l u e :  B o o l e a n
 
  O p a q u e E x p r e s s i o n   
 b o d y  [ 1 . . * ] :  S t r i n g  { o r d e r e d }
 l a n g u a g e  [ 0 . . * ] :  S t r i n g  { o r d e r e d }
 
  I n s t a n c e V a l u e     I n s t a n c e S p e c i f i c a t i o n   
+ i n s t a n c e
1  L i t e r a l S p e c i f i c a t i o n   
  L i t e ra l In teger   
 v a l u e :  I n t e g e r
 
  L i t e ra lS t r ing   
 v a l u e :  S t r i n g
 
  L i t e r a l U n l i m i t e d N a t u r a l   
 v a l u e :  U n l i m i t e d N a t u r a l
 
  L i te ra lNu l l   
+ o p e r a n d
{ o r d e r e d ,  s u b s e t s  o w n e d E l e m e n t }    *
  E x p r e s s i o n   
 s y m b o l :  S t r i n g
 
+ e x p r e s s i o n
{ s u b s e t s  o w n e r }    0 . . 1
  M u l t i p l i c i t y E l e m e n t   
 i s O r d e r e d :  B o o l e a n  =  f a l s e
 i s U n i q u e :  B o o l e a n  =  t r u e
 / u p p e r :  U n l i m i t e d N a t u r a l  [ 0 . . 1 ]
 / l o w e r :  I n t e g e r  [ 0 . . 1 ]
 
+ u p p e r V a l u e
+ l o w e r V a l u e
{ s u b s e t s  o w n e d E l e m e n t }    0 . . 1
{ s u b s e t s  o w n e d E l e m e n t }    0 . . 1
     E lement      
 
 
 
 
 
+ s u b s e t t e d P r o p e r t y
+ r e d e f i n e d P r o p e r t y
*
*{ s u b s e t s  r e d e f i n e d E l e m e n t }
+ o w n i n g U p p e r
0 . . 1    { s u b s e t s  o w n e r }
+ o w n i n g L o w e r
0 . . 1    { s u b s e t s  o w n e r }
     Type     
 
     Assoc ia t ion      
 i s D e r i v e d :  B o o l e a n  =  f a l s e
 
 
 
 
 
 
 
 
 
 
 
 
+ a s s o c i a t i o n
0 . . 1
+ o w n i n g A s s o c i a t i o n
0 . . 1
{ s u b s e t s  
    assoc ia t i on ,
  s u b s e t s  
    n a m e s p a c e ,
  s u b s e t s  
    f ea tu r i ngC lass i f i e r }
+ / e n d T y p e
{o rde red }    1 . . *
+ m e m b e r E n d
2. . * { o r d e r e d ,
  s u b s e t s  m e m b e r }
+ o w n e d E n d
*
{ o r d e r e d ,
  s u b s e t s  
    m e m b e r E n d ,
  s u b s e t s  
    o w n e d M e m b e r ,
  s u b s e t s  f e a t u r e }
FIGURE 6.1 – Sous–ensemble simplifié du méta–modèle pour la règle de cohérence 71
Nous avons vu que donner un sens aux mesures et aux métriques est important. Pour éva-
luer nos exemples nous avons choisi d’utiliser des paramètres tels que le potentiel de diffusion
des relations, l’accessibilité de l’information par les classes et, l’information elle-même. Par
la suite, nous allons utiliser ces notions dans le choix des métriques.
Nous proposons d’utiliser une métrique issue des métriques FAA et NAWC. La métrique
FAA permet d’avoir une valeur de la potentialité d’accès et de diffusion des attributs vers
l’extérieur. Nous allons la restreindre à la seule classe concernée. Malheureusement, la FAA
ne permet pas d’avoir une différence entre attributs publics et protégés. Donc nous allons
ajouter la NAWC pour pallier ce problème en utilisant comme facteur de pondération, le taux
absolu du type d’attribut de la classe. Donc cette métrique sera nommée facteur d’accessibilité
des attributs pondéré (FAAW).
FAAW =
NAPC ∗
(
NAPC
NAPC+NAHC
)
+NAHC ∗
(
NAHC
NAPC+NAHC
)
NAPC +NAHC +NARC
(6.1)
Une autre métrique peut se définir comme un facteur de l’accessibilité relative de classes,
notée AAF, une variante de la métrique AHF.
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AAF Ci =
Av (Ci)∑TC
1 Ad (Ci)
(6.2)
La variable Av représente le nombre des attributs accessibles (publics et protégés) et Ad le
nombre total des attributs de la class Ci. Cette métrique étant dépendante de la classe Ci, on
parlera de métrique AAF relative à la classe Ci.
Pour nos modèles d’exemples, issus du méta–modèle, il n’y a pas d’opérations. Cependant,
il est possible d’étendre la FAAW pour les paramètres des opérations et pour les opérations.
Dans notre exemple, voir Figure 6.1 (cf. aussi figure 5.6), ce sous–ensemble du méta–
modèle, issu de la règle de cohérence 71, nous avons 21 classes. Le détail des classes est
résumé à la Table 6.1.
Classe Nombre d’attributs par type
Numéro Type Nom Publique Protégé Privé
1 Abstraite Element 0 0 0
2 Abstraite MultiplicityElement 3 0 0
3 Abstraite ValueSpecification 0 0 0
4 Abstraite Feature 0 0 0
5 Abstraite TypedElement 0 0 0
6 Concrète Expression 1 0 0
7 Concrète OpaqueExpression 2 0 0
8 Abstraite LiteralSpecification 0 0 0
9 Concrète InstanceValue 0 0 0
10 Concrète InstanceSpecification 0 0 0
11 Abstraite Classifier 0 0 0
12 Abstraite StructuralFeature 0 0 0
13 Concrète LiteralBoolean 1 0 0
14 Concrète LiteralInteger 1 0 0
15 Concrète LiteralString 1 0 0
16 Concrète LiteralUnlimitedNatural 1 0 0
17 Concrète LiteralNull 0 0 0
18 Concrète Class 0 0 0
19 Concrète Property 6 0 0
20 Concrète Association 1 0 0
21 Abstraite Type 0 0 0
TABLE 6.1 – Details des attributs de l’exemple (règle de cohérence 71)
Les métriques FAAW et AHF par classe ont été calculées pour les 21 classes du modèle,
les valeurs obtenues sont fournies à la Table 6.2.
Pour cet exemple, nous utiliserons la métrique AAF relative, car dans le méta–modèle, les
classes ont très peu d’attributs ou d’opérations et donc la métrique FAAW ne se montre pas
adaptée car les résultats sont peu diversifiés. Cette évaluation montre qu’il est possible de choi-
sir une métrique qui s’adapte au modèle soit dans ses caractéristiques à évaluer (par exemple
seulement évaluer l’impact des attributs) soit dans la phase de développement du modèle (par
exemple seulement quelques classes possèdent des opérations en début de développement).
6.1.2 Evaluation des relations
Les valeurs obtenues pour les relations UML sans propriétés structurelles sont fournies en
detail à la Table 5.11. La Table 6.3 en est déduite avec les valeurs de chacune des relations.
Ces valeurs peuvent être utilisées en ajoutant les propriétés structurelles des relations spé-
cifiques. La matrice (Table 6.4) suivante montre les relations du modèle de l’exemple.
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Classe Nombre d’attributs par type FAAW AAF Relatif Ci
Numéro Nom Publique Protégé Privé AAF Ci = Av(Ci)∑T C
1
Ad(Ci)
1 Element 0 0 0 0 0
2 MultiplicityElement 3 0 0 1 0,176
3 ValueSpecification 0 0 0 0 0
4 Feature 0 0 0 0 0
5 TypedElement 0 0 0 0 0
6 Expression 1 0 0 1 0,058
7 OpaqueExpression 2 0 0 1 0,117
8 LiteralSpecification 0 0 0 0 0
9 InstanceValue 0 0 0 0 0
10 InstanceSpecification 0 0 0 0 0
11 Classifier 0 0 0 0 0
12 StructuralFeature 0 0 0 0 0
13 LiteralBoolean 1 0 0 1 0,058
14 LiteralInteger 1 0 0 1 0,058
15 LiteralString 1 0 0 1 0,058
16 LiteralUnlimitedNatural 1 0 0 1 0,058
17 LiteralNull 0 0 0 0 0
18 Class 0 0 0 0 0
19 Property 6 0 0 1 0,352
20 Association 1 0 0 1 0,058
21 Type 0 0 0 0 0
TOTALES 17 0 0
TABLE 6.2 – Calcul des métriques FAAW et AHF de l’exemple (règle de cohérence 71)
Estimation des relations
Relation valeur
Agregation 1
Assemblage 3
Association 5
Classe d’association 4
Composition 1
Dépendance 0
Généralisation 3
Réalisation -1
TABLE 6.3 – Valeurs d’estimation des relations UML
La Table 6.4 montre les types de relation entre les classes (s’il y en a plusieurs, ils sont
marqués n*). Les classes abstraites sont en italique. En rappel, le nommage des relations est
défini à la Table 6.5
La Figure 6.2 montre le sous–ensemble avec les numéros assignés à chaque classe.
6.1.3 Evaluation du modèle
Comme exemple, nous allons utiliser les valeurs des relations sans ses propriétés structu-
relles (cf. Table 5.11). Dans la matrice suivante nous utiliserons la Table 5.18 pour évaluer les
éléments d’interrelations en utilisant les valeurs obtenues dans les tables 6.2 et 6.4.
Pour rappel, la Table 6.6 montre les formules utilisées. Les valeurs de la matrice d’élé-
ments d’interrelations pondérées (EEIP, cf. Table 5.19) sont fournies dans la Figure 6.3.
Dans la matrice (cf. Figure 6.3), on peut observer trois zones qui correspondent aux trois
sous–ensembles visibles dans la Figure 6.4.
On peut parler de zones d’influence locale :
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ClasseAB 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1
2 R7
3 2*R5 R5
4
5
6 R7
7 R7
8 R7
9 R7
10 R3
11
12 R7 R7 R7
13 R7
14 R7
15 R7
16 R7
17 R7
18 R7
19 R7 R5 2*R3 R5
20
21 R3
TABLE 6.4 – Details des relations de l’exemple (règle de cohérence 71)
NOMAGE DES RELATIONS
Relation valeur
Agregation R1
Assemblage R2
Association R3
Classe d’association R4
Composition R5
Dépendance R6
Généralisation R7
Réalisation R8
TABLE 6.5 – Nomage des relations UML
Type de classe Fonction
Relation Classe A Classe B W1 influence de B sur A W2 influence de A sur B
Association concrète concrète (R3 ∗ CB) + (CA ∗ sB) (R3 ∗ CA) + (CB ∗ sA)
Composition concrète concrète (R5 ∗ CB) + (CA ∗ sB) (CB ∗ sA)
Généralisation abstraite abstraite 0 (R7 ∗ CA) + (CB)
Généralisation abstraite concrète 0 (R7 ∗ CA) + (CB)
Généralisation concrète concrète 0 (R7 ∗ CA) + (CB)
sA,B =
{
0 Si sens non navigable
1 Si sens navigable
TABLE 6.6 – Calcul des éléments d’interrelation pondérés (W )
Zone 1 ensemble des classes entre Element et StructuralFeature.
Zone 2 ensemble des classes entre Class et Type.
Zone 3 ensemble des classes au-dessous de la classe ValueSpecification.
Les valeurs faibles de la zone 1 et zone 3 caractérisent le manque d’information plutôt que
les types de relations impliquées ou leurs nombres. En effet, ces classes ont peu d’attributs. Au
contraire, la zone 2 avec 5 classes obtient des valeurs assez élevées grâce aux deux relations
d’association et au nombre des attributs contenus dans la classe Property .
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  P r o p e r t y  
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FIGURE 6.2 – Marquage des classes (Règle de cohérence 71)
FIGURE 6.3 – Matrice d’éléments d’interrelations pondérées (EEIP) (règle de cohérence 71)
Les valeurs marquées en gras à la Figure 6.3 correspondent aux classes qui font la liaison
entre les zones.
Ces résultats montrent le caractère important de l’information, c’est–à–dire que malgré
un modèle avec des relations fréquemment utilisées et tout à fait classiques (généralisation,
composition et association), s’il n’existe pas d’information, il n’existe pas de diffusion.
Dans la Figure 6.5, on met en valeur les relations qui font la liaison entre les différentes
zones du sous–ensemble.
Entre la zone 1 et la zone 2, la liaison se fait à travers la relation de généralisation entre les
classes StructuralFeature et Property . La flèche à gauche indique l’influence de la
zone 1 sur la zone 2. La croix marque l’absence d’influence de la zone 2 sur la zone 1.
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FIGURE 6.4 – Zones identifiées du sous-ensemble (Règle de cohérence 71)
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FIGURE 6.5 – Influence entre zones (Règle de cohérence 71)
Par contre, entre la zone 1 et la zone 3, l’influence est bidirectionnelle, c’est–à–dire que la
relation de composition qui fait la liaison permet que les classes MultiplicityElement
et ValueSpecification aient une influence mutuelle. La taille des flèches correspond
aux valeurs obtenues (0,704 et 0,352) marquées à la Figure 6.3.
Jusqu’ici, nous pouvons faire une lecture assez cohérente des résultats, sur la règle de
cohérence.
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Une classe peut avoir la propriété structurelle qui peut être de type multiplicité qui est
formée par des valeurs ou variables. Ceci met en valeur les trois zones distinguées. Et ceux
sont bien les bornes (valeurs ou variables) qui ont une influence sur la mutiplicité et qui sont
au cœur de la règle de cohérence, c’est–à–dire de l’influence mutuelle entre la zone 1 et la
zone 3.
On retrouve ces éléments par une relecture de la règle de cohérence 71 : La somme
des bornes inférieures des multiplicités des possessions qui
sont le sous-ensemble d’une possession (nommée A) doit être
inférieure à la borne supérieure de la multiplicité de A.
Une remarque importante est qu’il est tout à fait possible d’inclure les propriétés structu-
relles (comme les graphismes, flèches) pour affiner les calculs des tables 5.11 et 5.18. Dans
notre cas, on conserve les calculs sans propriétés structurelles.
Les tables suivantes montrent les résultats des calculs de l’entropie. Nous commenterons
chacune des tables, pour suivre pas à pas les calculs.
La probabilité P (X, Y ) est le résultat de l’application du modèle probabiliste à la matrice
EEIP (cf. Table 5.18). Le résultat est fourni à la Table 6.7.
ClasseA 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 P(x)
B
1
2 0,016 0,032 0,049
3 0,065 0,005 0,070
4
5
6 0,005 0,005
7 0,011 0,011
8
9
10
11
12
13 0,005 0,005
14 0,005 0,005
15 0,005 0,005
16 0,005 0,005
17
18
19 0,032 0,032 0,649 0,038 0,752
20 0,038 0,027 0,065
21 0,027 0,027
P(y) 0,016 0,065 0,049 0,005 0,021 0,032 0,032 0,687 0,065 0,027 1,000
TABLE 6.7 – Valeurs de probabilité p(x,y) de la matrice EEIP (règle de cohérence 71)
Les valeurs pour le calcul de H(X) et H(X, Y ) sont disponibles dans la matrice suivante
(cf. Table 6.8).
Le résultat de l’entropie jointe est H(X, Y ) = 2, 188, calculé à partir de la fourmule 5.10,
fournie en section 5.9.2.
Le résultat de l’entropie est H(X) = 1, 458 (cf. formule 5.8).
La probabilité conditionnelle est nécesaire pour le calcul de l’entropie conditionnelle dont
la matrice des valeurs est fournie à la Table 6.9.
À partir des valeurs p(x | y), nous avons calculé les valeurs p(x| y) log2 p(x| y) fournies à
la Table 6.10.
Le résultat de l’entropie conditionnelle est déduit par la formule 5.11 : H(X | Y ) = 4, 507
L’information mutuelle entre X et Y (cf. formule 5.12) est alors : I(X, Y ) = H(X) −
H(X | Y ) = −3, 049
La complexité structurelle du modèle (cf. formule 5.13) définie comme l’entropie moins
l’information mutuelle (influences redondantes) vaut
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Classe A 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 F (x, y)
B
1
2 -0,097 -0,161 -0,212
3 -0,256 -0,040 -0,269
4
5
6 -0,040 -0,040
7 -0,071 -0,071
8
9
10
11
12
13 -0,040 -0,040
14 -0,040 -0,040
15 -0,040 -0,040
16 -0,040 -0,040
17
18
19 -0,161 -0,161-0,404-0,179 -0,309
20 -0,179 -0,140 -0,255
21 -0,140 -0,140
TABLE 6.8 – Valeurs p(x, y) log2 p(x, y) pour le calcul de H(X) et H(X, Y ) (règle de cohérence 71)
Classes A 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
B
1
2 1,000 0,668
3 1,000 1,000
4
5
6 0,110
7 0,222
8
9
10
11
12
13 0,250
14 0,250
15 0,250
16 0,250
17
18
19 1,000 1,000 0,945 0,586
20 0,055 1,000
21 0,414
TABLE 6.9 – Probabilité conditionnelle P (X | Y ) (règle de cohérence 71)
Classes A 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
B
1
2 -0,389
3
4
5
6 -0,350
7 -0,482
8
9
10
11
12
13 -0,500
14 -0,500
15 -0,500
16 -0,500
17
18
19 -0,077 -0,452
20 -0,230
21 -0,527
TABLE 6.10 – Valeurs p(x | y) log2 p(x | y) (règle de cohérence 71)
CM = H(X, Y )− I(X, Y ) = 5, 238
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6.2 Règle de cohérence 178
6.2.1 Evaluation des classes
La règle de cohérence 178 énonce que : Si une fin d’association est
une classe alors les autres fins de cette association doivent
aussi être des classes.
Nous allons suivre les mêmes calculs que pour la règle 71. Nous commençons donc par
l’évaluation des classes.
  P r o p e r t y  
 i s D e r i v e d :  B o o l e a n  =  f a l s e
 i s R e a d O n l y :  B o o l e a n  =  f a l s e
 i s D e r i v e d U n i o i n :  B o o l e a n  =  f a l s e
 / d e f a u l t :  S t r i n g
 a g g r e g a t i o n :  A g g r e g a t i o n K i n d  =  n o n e
 / i s C o m p o s i t e :  B o o l e a n
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FIGURE 6.6 – Sous–ensemble simplifié du méta–modèle pour la règle de cohérence 178
Pour cet exemple, voir Figure 6.6, ce sous–ensemble du méta–modèle, issu de la règle de
cohérence 178, nous avons 6 classes. Le détail des classes est résumé dans la matrice suivante
(Table 6.11) :
Classe Nombre d’attributs par type
Numéro Type Nom Publique Protégé Privé
1 Abstraite Classifier 0 0 0
2 Abstraite StructuralFeature 0 0 0
3 Concrète Class 0 0 0
4 Concrète Property 6 0 0
5 Concrète Association 1 0 0
6 Abstraite Type 0 0 0
TABLE 6.11 – Detail des attributs de l’exemple (Règle de cohérence 178)
La métrique AAF relative à chaque classe a été calculée pour les 6 classes du modèle. Les
valeurs obtenues sont fournies à la Table 6.12.
6.2.2 Evaluation des relations
Les valeurs obtenues pour les relations UML sans propriétés structurelles sont fournies à
la Table 6.3. Dans la Table 6.13, sont marqués les types de relation entre les classes (si il y en
a plusieurs, ils sont marqués n*). Les classes abstraites sont en italique.
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Classe Nombre d’attributs par type AAF Relatif Ci
Numéro Nom Publique Protégé Privé AAF
1 Classifier 0 0 0 0
2 StructuralFeature 0 0 0 0
3 Class 0 0 0 0
4 Property 6 0 0 0,352
5 Association 1 0 0 0,058
6 Type 0 0 0 0
TABLE 6.12 – Calcul de la métrique AAF relatif de l’exemple (règle de cohérence 178)
Classes AB 1 2 3 4 5 6
1
2
3 R7
4 R7 R5 R3’+R5
5 R3+R5’
6 R3
TABLE 6.13 – Details des relations de l’exemple (Règle de cohérence 178)
6.2.3 Evaluation du modèle
Pour l’exemple, nous allons utiliser les valeurs des relations sans ses propriétés structu-
relles (cf. Table 5.11). Dans la matrice suivante nous utiliserons la Table 5.18 pour évaluer les
éléments d’interrelations à partir des valeurs obtenues dans les Tables 6.12 et 6.13
Les valeurs de la matrice d’éléments d’interrelations pondérées sont fournies dans la ma-
trice EEIP (voir Table 6.14).
Classes AB 1 2 3 4 5 6
1
2
3 0 0 0
4 0 0,352 0,642+0,41=1,052
5 1,818+0,352=2,17 0
6 0,29
TABLE 6.14 – Matrice d’éléments d’interrelations pondérées (EEIP) (Règle de cohérence 178)
Les tables suivantes montrent les résultats des calculs de l’entropie. Nous commenterons
brièvement chacune des tables.
La probabilité P (X, Y ) fournie à la Table 6.15 est le résultat de l’application du modèle
probabiliste à la matrice EEIP (Table 6.14).
Les valeurs pour le calcul de H(X) et H(X, Y ) sont fournies dans la matrice suivante
(Table 6.16).
Le résultat de l’entropie jointe est alors H(X, Y ) = 1, 574 (rappel : Règle 71 = 2,188)
Le résultat de l’entropie est H(X) = 1, 279 (rappel : Règle 71 = 1,458)
La probabilité conditionnelle est nécessaire pour le calcul de l’entropie conditionnelle dont
la matrice des valeurs est fournie dans la Table 6.17.
Avec ces valeurs p(x | y), nous allons calculer les valeurs p(x| y) log2 p(x| y) fournies à
la Table 6.18.
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Classes A 1 2 3 4 5 6 P(x)
B
1 0,000 0,000 0,000 0,000 0,000 0,000 0,000
2 0,000 0,000 0,000 0,000 0,000 0,000 0,000
3 0,000 0,000 0,000 0,000 0,000 0,000 0,000
4 0,000 0,000 0,091 0,000 0,272 0,000 0,363
5 0,000 0,000 0,000 0,562 0,000 0,000 0,562
6 0,000 0,000 0,000 0,000 0,075 0,000 0,075
P(y) 0,000 0,000 0,091 0,562 0,347 0,000 1,000
TABLE 6.15 – Valeurs de probabilité p(x, y) de la matrice EEIP (Règle de cohérence 178)
Classes A 1 2 3 4 5 6 p(xi)*log2p(xi)
B
1 0,000 0,000 0,000 0,000 0,000 0,000 0,000
2 0,000 0,000 0,000 0,000 0,000 0,000 0,000
3 0,000 0,000 0,000 0,000 0,000 0,000 0,000
4 0,000 0,000 -0,315 0,000 -0,511 0,000 -0,531
5 0,000 0,000 0,000 -0,467 0,000 0,000 -0,467
6 0,000 0,000 0,000 0,000 -0,280 0,000 -0,280
TABLE 6.16 – Valeurs p(x, y) log2 p(x, y) (Règle de cohérence 178)
Classes A 1 2 3 4 5 6
B
1 0,000 0,000 0,000 0,000 0,000 0,000
2 0,000 0,000 0,000 0,000 0,000 0,000
3 0,000 0,000 0,000 0,000 0,000 0,000
4 0,000 0,000 1,000 0,000 0,784 0,000
5 0,000 0,000 0,000 1,000 0,000 0,000
6 0,000 0,000 0,000 0,000 0,216 0,000
TABLE 6.17 – Probabilité conditionnelle P (X | Y ) (Règle de cohérence 178)
Classes A 1 2 3 4 5 6
B
1 0,000 0,000 0,000 0,000 0,000 0,000
2 0,000 0,000 0,000 0,000 0,000 0,000
3 0,000 0,000 0,000 0,000 0,000 0,000
4 0,000 0,000 0,000 0,000 -0,275 0,000
5 0,000 0,000 0,000 0,000 0,000 0,000
6 0,000 0,000 0,000 0,000 -0,478 0,000
TABLE 6.18 – Valeurs p(x| y) log2 p(x| y) (Règle de cohérence 178)
Le résultat de l’entropie conditionnelle H(X | Y ) est alors :
H(X | Y ) = 0, 753 (rappel : Règle 71 = 4,507).
L’information mutuelle entre X et Y vaut
I = H(X)−H(X | Y ) = 0, 526 (rappel : Règle 71 = -3,049).
La complexité du modèle définie comme l’entropie moins l’information mutuelle est :
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6.2. Règle de cohérence 178
CM = H(X, Y )− I(X, Y ) = 1, 048 (rappel : Règle 71 = 5,238)
Les résultats obtenus, utilisant la mesure analytique, sont cohérents avec les résultats ob-
tenus par l’interview d’experts. La règle de cohérence 71 a des valeurs d’entropie et de com-
plexité structurelle du modèle (CM) plus importantes que celles de la règle de cohérence 178.
Les valeurs obtenues pour les deux règles sont cohérentes avec l’objectif d’estimer la ca-
pacité d’un modèle à rendre accessibles l’information et l’interaction au sein du modèle. Ces
résultats montrent qu’un modèle qui possède peu d’information (comme attributs ou opéra-
tions), obtiendra des valeurs faibles d’entropie et de complexité structurelle. Car, nous avons
la certitude que l’information à échanger est faible malgré une possible structure d’échange
importante.
Donc, les risques d’incohérences sont faibles dans les modèles avec des structures simples
ou peu étendues et qui ne contiennent pas beaucoup d’information.
Nous avons observé que le sous–ensemble du méta–modèle issu de la règle de cohérence
71 est plus important et comporte plus d’information que celui associé à la règle de cohérence
178. Les résultats obtenus nous donnent comme conclusion que la règle de cohérence 71 est
plus risquée en raison de sa complexité que la règle de cohérence 178.
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La présence possible d’incohérences dans les modèles UML est inhérente aux degrés de
liberté que donne ce langage de modélisation. Ces derniers sont indispensables et ne consti-
tuent pas un défaut du langage. Par exemple, il n’est pas possible d’imposer le développement
simultané et conjoint de divers diagrammes d’un même système alors qu’il existe des règles
de cohérence qui concernent conjointement leurs contenus. De plus, l’existence de ces inco-
hérences propres au langage, n’implique pas la présence obligatoire d’incohérences dans les
modèles. Par contre le risque d’incohérence dans les modèles existe et doit être maitrisé.
Dans le prolongement des travaux du LATTIS consacrés à l’identification de ces inco-
hérences, nos travaux ont porté sur l’estimation de leurs risques. Cet aspect est fondamental
car il pilotera la façon dont ces risques d’incohérence devront être traités. Par exemple, pour
une incohérence dont le risque est faible, il ne sera pas utile d’imposer des contraintes de
développement (comme l’utilisation de guides de modélisation ou des moyens de détection)
pour les prévenir. Au contraire, des techniques de traitement des risques élevés devront être
prioritairement établies et leur usage devra être imposé en particulier pour le développement
d’applications critiques.
Nous avons débuté nos travaux d’estimation de ces risques en participant à l’expérimen-
tation de deux approches : le dire d’experts (interviews d’experts) et le retour d’expérience
(analyse de modèles existants afin de détecter la présence d’incohérences). Nous avons mon-
tré les limites de ces types d’approches. Deux inconvénients majeurs peuvent être soulignés :
le cout (durée des interviews et des analyses qui seraient nécessaires à l’estimation des 650
règles de cohérence) et la confiance dans les résultats (valeurs des estimations dépendantes
des experts et des applications analysées). Pour pallier à ces limites, nous avons étudié une
méthode analytique. Celle-ci permet d’automatiser l’obtention des estimations afin d’analyser
toutes les règles de cohérence et de garantir la fiabilité des résultats.
La méthode analytique d’estimation proposée est basée sur une analyse du méta-modèle
d’UML et non sur l’analyse de modèles particuliers. Les résultats obtenus sont donc repré-
sentatifs des risques d’incohérences inhérents au langage et non à des utilisations particulières
dans des modèles. Nous avons donné un cadre général à la méthode proposée, basé sur l’entro-
pie. Nous avons mis en valeur les paramètres de cette méthode (choix de critères et métriques)
et en avons choisi certains afin d’appliquer notre approche à l’estimation de deux règles de
cohérence UML. Cependant, d’autres mesures peuvent être choisies ce qui rend adaptable
l’approche élaborée. L’expérimentation sur deux règles a permis une première validation de
la méthode qui a fourni des résultats en accord avec ceux obtenus par expertise.
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Parmi les perspectives de nos travaux, il conviendrait tout d’abord d’étendre la validation
de la méthode à un plus grand nombre de règles. Cette étude permettrait en particulier de véri-
fier la justesse des mesures choisies en en expérimentant d’autres. Dans ce but, il conviendrait
de développer un outil informatique automatisant la production des estimations.
Une fois obtenues les estimations, des moyens de traitement des risques d’incohérence
doivent être proposés. Il s’agit en premier lieu de moyens de prévention tels que des guides.
Comme souligné au début de ce texte, il est essentiel de posséder une estimation des risques
afin d’adapter les exigences de ces guides aux risques réels. De plus, ces contraintes devraient
dépendre du niveau de criticité des applications développées. Les moyens d’estimation pro-
posés pourraient être de nouveau utilisés pour mesurer l’impact effectif des guides sur les
risques résiduels. Le second type de moyen de traitement est la détection d’incohérence dans
les modèles. La thèse de Hugues Malgouyres a abordé cette question. La lourdeur de la vérifi-
cation due à la complexité du problème à traiter pourrait tirer profit de nos travaux en traitant
en priorité les incohérences les plus risquées. Cette thèse est donc complémentaire à la sienne.
La démarche d’estimation proposée peut s’appliquer à d’autres domaines. Nous pensons
tout d’abord à l’estimation des risques d’incohérence propres à chaque modèles UML. En
second lieu, le risque de violation d’autres propriétés que celles définies par les règles de co-
hérence pourrait être estimé. Ceci concerne par exemple des propriétés de sécurité propres à
des applications. Enfin, nos travaux pourraient être appliqués à d’autres langages qu’UML.
Ainsi les questions actuelles sur l’utilisation des langages orientés objet comme Java pour-
raient tirer parti de nos travaux, pour étudier les risques de fautes inhérentes à ces langages
(par exemple, la redéfinition accidentelle) qui ont été étudiées lors de la thèse de Stéphanie
Gaudan [13].
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Annexe A
Exemple XMI
1 <?xml v e r s i o n =" 1 . 0 " encod ing ="UTF−8" ?>
<uml:Model x m i : v e r s i o n=" 2 . 0 " xm lns :xm i=" h t t p : / /www. omg . o r g /XMI" xm lns :um l=" h t t p : / /www. e c l i p s e . o r g / uml2 / 1 . 0 . 0 /UML" x m i : i d ="
_vTWD4A96Edy8K9NkykHgtw " name=" H e r e n c i a " a p p l i e d P r o f i l e =" _vVQvcA96Edy8K9NkykHgtw _vVQvcw96Edy8K9NkykHgtw
_vVRWgQ96Edy8K9NkykHgtw _vVRWhA96Edy8K9NkykHgtw _vVRWhw96Edy8K9NkykHgtw _vVRWig96Edy8K9NkykHgtw" >
< packageI m por t x m i : i d =" _vUG44A96Edy8K9NkykHgtw">
< im por t edP ackage x m i : t y p e=" uml:Model " h r e f =" pa thm ap : / / UML2_LIBRARIES / J a v a P r i m i t i v e T y p e s . l i b r a r y . uml2 #_RjmyoK86EdieaYgxtVWN8Q" / >
< / packageI m por t >
6 < packageI m por t x m i : t y p e=" u m l : P r o f i l e A p p l i c a t i o n " x m i : i d =" _vVQvcA96Edy8K9NkykHgtw">
< e A n n o t a t i o n s x m i : i d =" _vVQvcQ96Edy8K9NkykHgtw" s o u r c e =" a t t r i b u t e s " >
< d e t a i l s x m i : i d =" _vVQvcg96Edy8K9NkykHgtw " key=" v e r s i o n " v a l u e =" 0 " / >
< / e A n n o t a t i o n s >
< im por t edP ackage x m i : t y p e=" u m l : P r o f i l e " h r e f =" p l a t f o r m : / p l u g i n / o r g . e c l i p s e . uml2 . r e s o u r c e s / p r o f i l e s / Complete . p r o f i l e . uml2 #
_M7pTkK87Edih9−GG5afQ0g" / >
11 < i m p o r t e d P r o f i l e h r e f =" p l a t f o r m : / p l u g i n / o r g . e c l i p s e . uml2 . r e s o u r c e s / p r o f i l e s / Complete . p r o f i l e . uml2#_M7pTkK87Edih9−GG5afQ0g" / >
< / packageI m por t >
< packageI m por t x m i : t y p e=" u m l : P r o f i l e A p p l i c a t i o n " x m i : i d =" _vVQvcw96Edy8K9NkykHgtw">
< e A n n o t a t i o n s x m i : i d =" _vVQvdA96Edy8K9NkykHgtw" s o u r c e =" a t t r i b u t e s " >
< d e t a i l s x m i : i d ="_vVRWgA96Edy8K9NkykHgtw" key=" v e r s i o n " v a l u e =" 1 " / >
16 < / e A n n o t a t i o n s >
< im por t edP ackage x m i : t y p e=" u m l : P r o f i l e " h r e f =" p l a t f o r m : / p l u g i n / com . omondo . uml . c o r e / p r o f i l e s / Ar che type . p r o f i l e . uml2 #
_14txEWVxEdmLjaVkDjVh5g " / >
< i m p o r t e d P r o f i l e h r e f =" p l a t f o r m : / p l u g i n / com . omondo . uml . c o r e / p r o f i l e s / Ar che type . p r o f i l e . uml2#_14txEWVxEdmLjaVkDjVh5g " / >
< / packageI m por t >
< packageI m por t x m i : t y p e=" u m l : P r o f i l e A p p l i c a t i o n " x m i : i d ="_vVRWgQ96Edy8K9NkykHgtw">
21 < e A n n o t a t i o n s x m i : i d =" _vVRWgg96Edy8K9NkykHgtw " s o u r c e =" a t t r i b u t e s " >
< d e t a i l s x m i : i d ="_vVRWgw96Edy8K9NkykHgtw" key=" v e r s i o n " v a l u e =" 1 " / >
< / e A n n o t a t i o n s >
< im por t edP ackage x m i : t y p e=" u m l : P r o f i l e " h r e f =" p l a t f o r m : / p l u g i n / com . omondo . uml . c o r e / p r o f i l e s / Java . p r o f i l e . uml2 #
_DXJlYDHbEdmbe4SyG6qsRg" / >
< i m p o r t e d P r o f i l e h r e f =" p l a t f o r m : / p l u g i n / com . omondo . uml . c o r e / p r o f i l e s / Java . p r o f i l e . uml2 #_DXJlYDHbEdmbe4SyG6qsRg" / >
26 < / packageI m por t >
< packageI m por t x m i : t y p e=" u m l : P r o f i l e A p p l i c a t i o n " x m i : i d ="_vVRWhA96Edy8K9NkykHgtw">
< e A n n o t a t i o n s x m i : i d ="_vVRWhQ96Edy8K9NkykHgtw" s o u r c e =" a t t r i b u t e s " >
< d e t a i l s x m i : i d ="_vVRWhg96Edy8K9NkykHgtw " key=" v e r s i o n " v a l u e =" 0 " / >
< / e A n n o t a t i o n s >
31 < im por t edP ackage x m i : t y p e=" u m l : P r o f i l e " h r e f =" p l a t f o r m : / p l u g i n / o r g . e c l i p s e . uml2 . r e s o u r c e s / p r o f i l e s / I n t e r m e d i a t e . p r o f i l e . uml2#
_Cz7csK87Edih9−GG5afQ0g" / >
< i m p o r t e d P r o f i l e h r e f =" p l a t f o r m : / p l u g i n / o r g . e c l i p s e . uml2 . r e s o u r c e s / p r o f i l e s / I n t e r m e d i a t e . p r o f i l e . uml2 # _Cz7csK87Edih9−GG5afQ0g" / >
< / packageI m por t >
< packageI m por t x m i : t y p e=" u m l : P r o f i l e A p p l i c a t i o n " x m i : i d ="_vVRWhw96Edy8K9NkykHgtw">
< e A n n o t a t i o n s x m i : i d =" _vVRWiA96Edy8K9NkykHgtw " s o u r c e =" a t t r i b u t e s " >
36 < d e t a i l s x m i : i d ="_vVRWiQ96Edy8K9NkykHgtw " key=" v e r s i o n " v a l u e =" 0 " / >
< / e A n n o t a t i o n s >
< im por t edP ackage x m i : t y p e=" u m l : P r o f i l e " h r e f =" p l a t f o r m : / p l u g i n / o r g . e c l i p s e . uml2 . r e s o u r c e s / p r o f i l e s / Bas i c . p r o f i l e . uml2#
_6mFRgK86Edih9−GG5afQ0g" / >
< i m p o r t e d P r o f i l e h r e f =" p l a t f o r m : / p l u g i n / o r g . e c l i p s e . uml2 . r e s o u r c e s / p r o f i l e s / Bas i c . p r o f i l e . uml2 #_6mFRgK86Edih9−GG5afQ0g" / >
< / packageI m por t >
41 < packageI m por t x m i : t y p e=" u m l : P r o f i l e A p p l i c a t i o n " x m i : i d =" _vVRWig96Edy8K9NkykHgtw">
< e A n n o t a t i o n s x m i : i d =" _vVRWiw96Edy8K9NkykHgtw " s o u r c e =" a t t r i b u t e s " >
< d e t a i l s x m i : i d ="_vVRWjA96Edy8K9NkykHgtw " key=" v e r s i o n " v a l u e =" 1 " / >
< / e A n n o t a t i o n s >
< im por t edP ackage x m i : t y p e=" u m l : P r o f i l e " h r e f =" p l a t f o r m : / p l u g i n / com . omondo . uml . c o r e / p r o f i l e s / Omondo . p r o f i l e . uml2 #
_zrN_0iUoEdmNXYQzyImvfA" / >
46 < i m p o r t e d P r o f i l e h r e f =" p l a t f o r m : / p l u g i n / com . omondo . uml . c o r e / p r o f i l e s / Omondo . p r o f i l e . uml2#_zrN_0iUoEdmNXYQzyImvfA" / >
< / packageI m por t >
<ownedMember x m i : t y p e =" um l :P ackage " x m i : i d =" _vVTLsA96Edy8K9NkykHgtw " >
<ownedMember x m i : t y p e=" u m l : C l a s s " x m i : i d =" _vVTywA96Edy8K9NkykHgtw" name=" V e h i c u l e " i s L e a f =" t r u e " / >
<ownedMember x m i : t y p e=" u m l : C l a s s " x m i : i d =" _vcQIQA96Edy8K9NkykHgtw " name=" V o i t u r e ">
51 < g e n e r a l i z a t i o n x m i : i d =" _vcQvUA96Edy8K9NkykHgtw" g e n e r a l =" _vVTywA96Edy8K9NkykHgtw" / >
< / ownedMember >
< / ownedMember >
< / uml:Model>
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Annexe B
Entropie, exemples en physique
B.1 Exemple macroscopique 1 : transfert thermique
Une source de chaleur 1 à température constante T1 fournit de la chaleur à une source de
chaleur 2 à température constante T2 (T1 > T2). Le contact thermique est fait par une paroi
solide. Si, par exemple les deux sources sont des fluides il s’agit d’un échangeur.
On est en régime permanent et considérons comme système la paroi. Ce système est en
état de déséquilibre. Par suite la variation d’entropie au cours du temps sera nulle (δS = 0).
Le système échange de la chaleur, donc de l’entropie, avec chacune des sources. Il reçoit, par
unité de temps, l’énergie calorifique δQ
δt
de la part de la source à température T1 qu’il perd
avec celle à température T2.
Tout ce processus est en concordance avec le second principe thermodynamique qui s’écrit
0 = Q
T
+ S ce qui entraîne −Q = W = T S.
B.2 Exemple macroscopique 2 : Entropie pour un gaz par-
fait
Un autre type d’application de l’entropie, le gaz parfait. Il est contenu dans un flacon
de volume V1 et est brutalement mis en contact avec un récipient vide de volume V2, où il
s’engouffre partiellement.
Dans cette expérience, irréversible et adiabatique l’entropie a augmenté :
∆S = R · ln
(
1 +
V2
V1
)
Où R = constante universelle des gaz parfaits R ≡ kB ·NA = 8, 314472 Jmol−1K−1
B.3 Exemple 3 : Entropie et probabilité
Considérons un jeu de 52 cartes. On les ordonne en les rangeant par ordre décroissant de
valeur, de l’as au 2 dans une couleur ; les couleurs étant rangées dans l’ordre suivant : trèfle,
carreau, coeur et pique.
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Avec cette contrainte définissant l’ordre parfait, il n’existe qu’une seule configuration or-
donnée : Ω (ordonnée) = 1. L’entropie définie selon Boltzmann sera égale à :
S = kB · ln Ω = 0 donc le système est ordonné.
Le nombre d’arrangements (configurations) possibles des cartes dans le jeu est :
Ω (desordonnee) = 52! = 8, 1067
Ils est donc plus probable se retrouver dans des configurations désordonnées qui sont
majoritaires par rapport à la configuration ordonnée.
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Annexe C
Entropie, définitions en physique
Quelque definitions :
Etat macroscopique (ou macro-état) un état macroscopique d’un système est défini par la
connaissance de paramètres macroscopiques mesurables. Par exemple, l’état macrosco-
pique d’un gaz est défini par la donnée de deux paramètres (appelés variables d’état),
tels que pression, volume ou température.
Etat microscopique (ou micro-état) un état microscopique d’un système est défini par la
connaissance de la position, de la vitesse, de l’énergie, etc., à un instant donné, de toutes
les particules constitutives du système (par exemple, les molécules d’un gaz).
Etats accessibles soit un système ayant une énergie interne et un volume constants. Ce
système doit être nécessairement dans un état microscopique compatible avec les
contraintes macroscopiques imposées au système (énergie interne et volume) : un tel
état microscopique est appelé état accessible.
Postulat fondamental de la physique statistique tous les états microscopiques accessibles
d’un système isolé à l’équilibre sont équiprobables.
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Annexe D
Elements du Méta-modèle d’un modèle en
XMI
1 <?xml version = ’1.0’ encoding = ’UTF-8’ ?>
2 <XMI xmi.version = ’1.2’ xmlns:UML = ’org.omg.xmi.namespace.UML’ timestamp = ’Tue Oct 23 12:45:27 CEST 2007’>
3 <XMI.header> <XMI.documentation>
4 <XMI.exporter>ArgoUML (using Netbeans XMI Writer version 1.0)</XMI.exporter>
5 <XMI.exporterVersion>0.24(5) revised on $Date: 2006-11-06 19:55:22 +0100 (Mon, 06 Nov 2006) $ </XMI.exporterVersion>
6 </XMI.documentation>
7 <XMI.metamodel xmi.name="UML" xmi.version="1.4"/></XMI.header>
8 <XMI.content>
9 <UML:Model xmi.id = ’id_00’
10 name = ’untitledModel’ isSpecification = ’false’ isRoot = ’false’ isLeaf = ’false’
11 isAbstract = ’false’>
12 <UML:Namespace.ownedElement>
13 <UML:Class xmi.id = ’id_01’
14 name = ’B’ visibility = ’public’ isSpecification = ’false’ isRoot = ’false’
15 isLeaf = ’false’ isAbstract = ’false’ isActive = ’false’>
16 <UML:Classifier.feature>
17 <UML:Attribute xmi.id = ’id_02’
18 name = ’nAttr2’ visibility = ’public’ isSpecification = ’false’ ownerScope = ’instance’
19 changeability = ’changeable’ targetScope = ’instance’>
20 <UML:StructuralFeature.multiplicity>
21 <UML:Multiplicity xmi.id = ’id_03’>
22 <UML:Multiplicity.range>
23 <UML:MultiplicityRange xmi.id = ’id_04’
24 lower = ’1’ upper = ’1’/>
25 </UML:Multiplicity.range>
26 </UML:Multiplicity>
27 </UML:StructuralFeature.multiplicity>
28 <UML:StructuralFeature.type>
29 <UML:DataType xmi.idref = ’id_05’/>
30 </UML:StructuralFeature.type>
31 </UML:Attribute>
32 </UML:Classifier.feature>
33 </UML:Class>
34 <UML:Class xmi.id = ’id_06’
35 name = ’C’ visibility = ’public’ isSpecification = ’false’ isRoot = ’false’
36 isLeaf = ’false’ isAbstract = ’false’ isActive = ’false’>
37 <UML:GeneralizableElement.generalization>
38 <UML:Generalization xmi.idref = ’id_07’/>
39 </UML:GeneralizableElement.generalization>
40 <UML:Classifier.feature>
41 <UML:Attribute xmi.id = ’id_08’
42 name = ’nAttr3’ visibility = ’public’ isSpecification = ’false’ ownerScope = ’instance’
43 changeability = ’changeable’ targetScope = ’instance’>
44 <UML:StructuralFeature.multiplicity>
45 <UML:Multiplicity xmi.id = ’id_09’>
46 <UML:Multiplicity.range>
47 <UML:MultiplicityRange xmi.id = ’id_10’
48 lower = ’1’ upper = ’1’/>
49 </UML:Multiplicity.range>
50 </UML:Multiplicity>
51 </UML:StructuralFeature.multiplicity>
52 <UML:StructuralFeature.type>
53 <UML:DataType xmi.idref = ’id_11’/>
54 </UML:StructuralFeature.type>
55 </UML:Attribute>
56 </UML:Classifier.feature>
57 </UML:Class>
58 <UML:Class xmi.id = ’id_12’
59 name = ’A’ visibility = ’public’ isSpecification = ’false’ isRoot = ’false’
60 isLeaf = ’false’ isAbstract = ’false’ isActive = ’false’>
61 <UML:Classifier.feature>
62 <UML:Attribute xmi.id = ’id_13’
63 name = ’nAttr1’ visibility = ’public’ isSpecification = ’false’ ownerScope = ’instance’
64 changeability = ’changeable’ targetScope = ’instance’>
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65 <UML:StructuralFeature.multiplicity>
66 <UML:Multiplicity xmi.id = ’id_14’>
67 <UML:Multiplicity.range>
68 <UML:MultiplicityRange xmi.id = ’id_15’
69 lower = ’1’ upper = ’1’/>
70 </UML:Multiplicity.range>
71 </UML:Multiplicity>
72 </UML:StructuralFeature.multiplicity>
73 <UML:StructuralFeature.type>
74 <UML:DataType xmi.idref = ’id_16’/>
75 </UML:StructuralFeature.type>
76 </UML:Attribute>
77 </UML:Classifier.feature>
78 </UML:Class>
79 <UML:Generalization xmi.id = ’id_07’
80 name = ’’ isSpecification = ’false’>
81 <UML:Generalization.child>
82 <UML:Class xmi.idref = ’id_06’/>
83 </UML:Generalization.child>
84 <UML:Generalization.parent>
85 <UML:Class xmi.idref = ’id_12’/>
86 </UML:Generalization.parent>
87 </UML:Generalization>
88 <UML:Association xmi.id = ’id_17’
89 name = ’’ isSpecification = ’false’ isRoot = ’false’ isLeaf = ’false’ isAbstract = ’false’>
90 <UML:Association.connection>
91 <UML:AssociationEnd xmi.id = ’id_18’
92 visibility = ’public’ isSpecification = ’false’ isNavigable = ’true’ ordering = ’unordered’
93 aggregation = ’none’ targetScope = ’instance’ changeability = ’changeable’>
94 <UML:AssociationEnd.multiplicity>
95 <UML:Multiplicity xmi.id = ’id_19’>
96 <UML:Multiplicity.range>
97 <UML:MultiplicityRange xmi.id = ’id_20’
98 lower = ’1’ upper = ’1’/>
99 </UML:Multiplicity.range>
100 </UML:Multiplicity>
101 </UML:AssociationEnd.multiplicity>
102 <UML:AssociationEnd.participant>
103 <UML:Class xmi.idref = ’id_12’/>
104 </UML:AssociationEnd.participant>
105 </UML:AssociationEnd>
106 <UML:AssociationEnd xmi.id = ’id_21’
107 visibility = ’public’ isSpecification = ’false’ isNavigable = ’true’ ordering = ’unordered’
108 aggregation = ’none’ targetScope = ’instance’ changeability = ’changeable’>
109 <UML:AssociationEnd.multiplicity>
110 <UML:Multiplicity xmi.id = ’id_22’>
111 <UML:Multiplicity.range>
112 <UML:MultiplicityRange xmi.id = ’id_23’
113 lower = ’1’ upper = ’1’/>
114 </UML:Multiplicity.range>
115 </UML:Multiplicity>
116 </UML:AssociationEnd.multiplicity>
117 <UML:AssociationEnd.participant>
118 <UML:Class xmi.idref = ’id_01’/>
119 </UML:AssociationEnd.participant>
120 </UML:AssociationEnd>
121 </UML:Association.connection>
122 </UML:Association>
123 <UML:DataType xmi.id = ’id_16’
124 name = ’int’ isSpecification = ’false’ isRoot = ’false’ isLeaf = ’false’
125 isAbstract = ’false’/>
126 <UML:DataType xmi.id = ’id_24’
127 name = ’long’ isSpecification = ’false’ isRoot = ’false’ isLeaf = ’false’
128 isAbstract = ’false’/>
129 <UML:DataType xmi.id = ’id_11’
130 name = ’boolean’ isSpecification = ’false’ isRoot = ’false’ isLeaf = ’false’
131 isAbstract = ’false’/>
132 <UML:DataType xmi.id = ’id_05’
133 name = ’double’ isSpecification = ’false’ isRoot = ’false’ isLeaf = ’false’
134 isAbstract = ’false’/>
135 </UML:Namespace.ownedElement>
136 </UML:Model>
137 </XMI.content>
138 </XMI>
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