Abstract-The joint source-channel coding problem of sending a Gaussian source over a multiple input-multiple output (MIMO) fading channel with time-varying correlated side information at the decoder is studied. A block fading model for both the channel and the side information qualities is considered, and perfect (channel and side information) state information at the receiver is assumed, while the transmitter has only a statistical knowledge. In particular, the high SNR performance is studied by deriving the distortion exponent of various transmission schemes. An upper bound on the distortion exponent is derived by providing the channel state to the encoder while the side information state remains unknown. Separate source and channel coding is considered as well as joint decoding at the receiver. The joint decoding scheme is extended to multiple digital layers. Finally, a hybrid digital-analog (HDA) scheme is analyzed. While the optimal distortion exponent is completely characterized for MISO/SIMO channels, for general MIMO channels, the optimal distortion exponent is characterized in the small bandwidth ratio regime.
I. INTRODUCTION AND PROBLEM STATEMENT
We wish to transmit a zero mean, unit variance complex Gaussian source sequence X m ∈ C m of independent and identically distributed (i.i.d.) random variables, i.e., X i ∼ CN (0, 1), over a MIMO block Rayleigh-fading channel with M t transmit and M r receiver antennas (see Figure 1 ). In addition to the channel output, block fading correlated source side information is also available at the decoder. The channel and the side information states are assumed to be constant for the duration of one block and independent among different blocks. We assume that each source block is composed of m source samples, which, due to the delay limitations of the underlying application, are supposed to be transmitted over one block of the channel, which consists of n channel uses. We define the bandwidth ratio of the system as b n m channel uses per source sample.
The encoder maps the source sequence X m to a channel input sequence U ∈ C Mt×n using an encoding function f (m,Mt×n) : C m → C Mt×n such that the average power constraint is satisfied: T r{E[U † U]} ≤ M t n. The memoryless slow fading channel is modeled as
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m with a random degradation modeled as,
where γ ∈ C ∼ p γ (γ), Z j ∼ CN (0, 1) and ρ s ∈ R + models the quality of the side information. We assume that the receiver knows the side information and the channel realizations γ and H, while the encoder is only aware of their distributions. The decoder reconstructs the source se-
The distortion between the source sequence and the reconstruction is measured by
We focus on the quadratic distortion measure, i.e., d(X i ,X i ) = X i −X i 2 . We are interested in characterizing the performance of the proposed schemes in the high SNR regime, i.e. when ρ, ρ s → ∞. The performance measure is the distortion exponent:
where ED is the expected distortion averaged with respect to the source and side information realizations as well as the channel state and noise, and x lim ρ→∞ log ρs log ρ measures the quality of the side information.
The characterization of the optimal distortion exponent in the absence of side information at the receiver has received a lot of interest in recent years. The optimal distortion exponent is known only in some regimes of operation and the general problem remains open. In [1] digital multi-layer transmission schemes are shown to achieve the optimal distortion exponent for high bandwidth ratio regimes in MIMO systems, and for all bandwidth ratios in MISO/SIMO systems. However, this scheme falls short of the upper bound in low bandwidth regimes. The optimal behavior for low bandwidth ratios is achieved by a hybrid digital-analog scheme as shown in [2] . Later in [3] , some digital multi-layer schemes are shown to achieve the hybrid digital-analog performance and improve upon it with a better power allocation. The source coding problem with a time-varying side information is studied in [4] . The problem in which both the channel and the side information are time-varying is studied in [5] for SISO systems.
In this work, our goal is to find tight bounds on the distortion exponent of a MIMO system with time-varying channel and side information quality. We first derive a tighter upper bound than the one presented in [5] . Then, for the lower bound, we first consider separate source and channel coding, and show that the expected distortion is improved by joint decoding, while the distortion exponent remains the same. A multilayer scheme is proposed for joint decoding and shown to achieve the optimal ∆ in MISO/SIMO channels. It achieves the optimal ∆ for general MIMO channels at low b values and performs very close to the upper bound when b is large. We then study the hybrid digital-analog (HDA) scheme, introduced in [6] , and show its ∆-optimality in SISO channels and at low b regime in MIMO channels.
II. UPPER BOUND
We derive a lower bound on the expected distortion by providing the transmitter with the actual channel state H while the side information state γ remains unknown. At each channel block, the optimality of source-channel separation, i.e., to design the source code independently of the channel statistics and the channel code independently of the source statistics, can be proven. We omit the proof due to lack of space.
As separation holds, a transmitter with the actual H realization can transmit at each block at a rate arbitrarily close to the channel capacity C(H) without experiencing any channel outages. At each channel block the problem reduces to the setup studied by Ng et al. [4] , in which the optimal expected distortion is studied in the case of a finite rate error-free channel. For time-varying Rayleigh distributed side information, the optimal expected distortion is achieved by ignoring the side information at the encoder (i.e. the source rate is the same as if no side information is present). The optimal distortion at each state H is then given by [4] 
where C(H) is the capacity of the channel in bits/s and E 1 (x) is the exponential integral given by
The lower bound on the expected distortion is then found as the average of D op (H) over all channel states, i.e.,
An upper bound on the distortion exponent in a MIMO system in presence of fading side information with quality x can be found by analysing the high SNR behavior of (5).
where 
III. ACHIEVABLE SCHEMES
A. Single layer digital schemes 1) Single layer separate source-channel coding: Separate source-channel coding in the presence of side information at the receiver requires Wyner-Ziv source coding followed by channel coding. Since the transmitter does not know the channel or the side information realizations, it has to fix the binning and the channel coding rates based on the statistics of the channel and the source. However, it is shown in [5] that, in this case the transmission suffers from two sources of outage: in channel decoding and in source decoding. It follows from [4] that the expected distortion is minimized by not binning at the encoder. In this case, once the channel code is decoded, the corresponding quantized source codeword can be determined, and the source is estimated from this codeword together with the side information.
Let R s and R c be the rates of the source and channel codes, respectively such that bR c = R s . The decoder recovers the digital codeword if R c ≤ I(U, V), and a distortion D d (bR c , γ) = (1 + γ 2 + 2 bRc ) −1 is achieved by minimum mean-square error (MMSE) estimation of the source using the quantization codeword and the side information. If there is an outage over the channel, only the side information is used for estimation. As the probability of outage depends only on the channel state H, the expected distortion can be written as
where P out (H) P r{R c > log det(I + ρ M * HH † )}. The high SNR approximation of (6) for a family of codes at rates R c = r c log ρ, where r c is defined as the multiplexing gain, is then
where d * (r c ) is the well known optimal DMT curve for an M t × M r MIMO system defined as d(r c ) − lim ρ→∞ log Pout(ρ) log ρ , and given by the piecewise-linear function connecting the points (k, d [7] .
We obtain the optimal distortion exponent ∆ d (b, x) for this scheme as
The solution to this maximization is provided next.
Theorem 2. The distortion exponent for the single layer separate source-channel coding,
, is given in (9) at the top of the last page.
2) Joint Decoding Scheme (JDS):
We can reduce the outage probability by using joint source-channel decoding [5] . This scheme uses no explicit binning at the encoding and the decoding depends on the joint quality of the channel and the side information.
At the encoder, we generate a codebook of 2 nRj lengthm quantization codewords W m ∈ C m generated through a test channel, W = X + Q, where Q ∼ CN (0, σ 2 Q ) and independent of X, and an independent Gaussian codebook of size 2 nRj with length-n codewords U(i) ∈ C Mt×n with U ∼ CN (0, 1), such that R j = I(X; W ). Given a source outcome X m , the transmitter finds the quantization codeword W m (i) jointly typical with the source outcome and transmits the corresponding channel codeword U(i). Joint typicality decoding is performed such that the decoder looks for an index i for which both (U n (i), V n ) and (Y m , W m (i)) are jointly typical. Then the outage event is given by
The reconstruction of the source is done similarly to the separation scheme, but the outage event depends on both the channel and the side information states (H, γ), and hence, the expectation over the states is not separable as in (6) . The expected distortion for JDS can be expressed as
Let λ 1 ≤ λ 2 ≤ ... ≤ λ M * be the ordered eigenvalues of HH † , such that λ i = ρ −αi , with α 1 ≥ ... ≥ α M * and γ 2 = ρ −β . The joint probability density function (pdf) of
is given in [7] and is exponentially equivalent to p α (α) .
Using Varadhan's lemma [7] ,
where the equivalent outage set at high SNR is given bỹ
where (α, β) + is the set such that α 1 ≥ ... ≥ α M * ≥ 0 and β ≥ 0. Finally, the distortion exponent is obtained as
Although JDS reduces the probability of outage and hence the expected distortion compared to separation [5] , the distortion exponents achieved by both schemes are equal.
Theorem 3.
The JDS scheme achieves the same distortion exponent as separate source and channel coding, i.e.,
B. Multi-layer JDS scheme
A multi-layer transmission scheme is proposed in [1] in which the transmitter combats channel fading by superposing multiple layers, such that each layer carries the successive refinement information for the previous ones. The decoder decodes as many layers as possible depending on the channel state. The better the channel state, the more layers can be decoded and the smaller is the achieved distortion. Here we derive the distortion exponent for a JDS multi-layer scheme.
At the encoder, we generate L Gaussian quantization codebooks, at rates R l = I(X; W l |W l−1 1 ), l = 1, ..., L, such that each Gaussian codebook is a refinement for the previous layers. The quantization codewords are generated as
are independent of X and each other. The quantization noises satisfy
T be the power allocation among channel codebooks such that ρ = L i=1 ρ i . The channel input U i is generated as the superposition of U l,i scaled with the corresponding power allocation √ ρ l . We consider power allocations satisfying
At reception, the decoder uses successive joint typicality decoding for each layer. We define
The outage event at layer l, provided that the previous l − 1 layers have been decoded correctly, is given by
The receiver reconstructs the source with an MMSE estimator using the side information and the decoded layers. The expected distortion can then be expressed as
where L L+1 is event in which all layers are decoded. Let r l be the multiplexing gain of the l-th layer and r [r 1 , ..., r L ]. The distortion exponent is found as ∆ L mj (b, x) = max r min k=0,1,...,L {∆ k (r)}, where
The outage region in the high SNR regime for each layer is
Next, we provide the distortion exponent for a continuum of infinite layers, i.e., L → ∞. [1] , [3] , some particular choices of power allocations suffice to meet the upper bound in some cases, and hence, achieve an optimal solution in terms of the distortion exponent, this is not the case in the presence of side information. Interestingly, while the first and second terms in (10) are obtained similarly to [3] , this approach is outperformed by single layer JDS for some values of b, given by the third term in expression (10).
C. HDA Scheme
An alternative optimal digital scheme for SISO point-topoint static systems in the presence of side information was introduced in [6] . This scheme quantizes the source and uses a scaled version of the quantization error as channel input. Joint decoding is applied at the receiver to recover the quantized codeword and reconstruct the source with all the available information, i.e. channel output, quantization codewords and side information sequence. The idea of using the error in the channel input was also used in Mittal and Phamdo in [8] . We propose an HDA scheme for MIMO systems for b ≥ 1/M * that generalizes both of these schemes. For 0 ≤ b ≤
