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The bulk photovoltaic effect is an example of a non-linear optical response that leads to a DC
current that is relevant for photo-voltaic applications. In this work, we theoretically study this
effect in the presence of electron-phonon interactions. Using the response function formalism we
find that the non-linear optical response, in general, contains three operator correlation functions,
one of which is not ordered in time. This latter correlator cannot be computed from equilibrium
field theory. Using a semiclassical approach instead, we show that the bulk photovoltaic effect can
be attributed to the dipole moment of the generated excitons. We then confirm the validity of
the semiclassical result (which agrees with the non-interacting result) for non-linear DC response
from a quantum master equation approach. From this formalism we find that, in contrast to usual
linear response, the scattering rate has a strong implicit effect on the non-linear DC response.
Most interestingly, the semiclassical treatment shows that the non-linear DC response for spatially
inhomogeneous excitation profiles is strongly non-local and must involve the aforementioned out-of-
time-ordered correlators that cannot be computed by equilibrium field theory.
I. INTRODUCTION
The fluctuation-dissipation theorem that relates the
perturbative response of observables to equilibrium corre-
lators of observables is one of the corner stones of quan-
tum many-body physics. Recently, a number of non-
linear phenomena such as non-linear optical response,
photogalvanic effect, pump-probe spectroscopy have been
used to characterize solid state materials. For exam-
ple, certain second harmonic generation coefficients have
been used to detect a hidden inversion symmetry break-
ing nematic phase [1]. Similar correspondence has been
shown between second harmonic generation and inver-
sion symmetry breaking in certain topological materials
with hexagonal warping term and a gap for quasiparticle
excitations [2, 3]. The non-linear response of the DC cur-
rent in a Weyl material to circularly polarized light, the
so-called circular photogalvanic effect has been shown to
be quantized [4]. In fact, the quantized circular photogal-
vanic response has been directly related to the topological
monopole charge of Weyl materials [4].
The circular photogalvanic effect is one example of a
broader class of bulk photovoltaic effects where the non-
linear response to optical excitation results in a DC cur-
rent. The bulk or anomalous photovoltaic effect, which
was discovered experimentally [5] as a large voltage in
optically illuminated semiconductors has been attributed
to a large number potential sources such as asymmetric
scattering from impurities, phonons or electron-electron
interactions [6–11]. The bulk photovoltaic effect (BPVE)
for linearly polarized light has been argued to be a result
of shift currents [12] in bulk materials, where the current
is generated by the sequential tunneling of electrons to
one direction. Theoretically, using a non-linear response
formalism, the BPVE was argued to arise intrinsically
even in single crystalline materials that break inversion
symmetry [13]. It was found that the magnitude of this
response is directly related to the Berry curvature over
parts of the Brillouin zone where the optical perturbation
is resonant [13, 14]. Aside from fundamental interest as
a probe of Berry curvature, the BPVE also has potential
applications to solar cell devices provided materials with
high efficiency can be found [15–23].
Despite the use of characterizing symmetries and topol-
ogy of materials, the understanding of non-linear opti-
cal responses such as the BPVE is quite limited outside
the purview of non-interacting systems. As elaborated
in Sec. II, the response function formalism for non-linear
effects such as the BPVE contains terms that are nei-
ther time-ordered nor anti-time ordered. Such out of
time ordered correlated terms that have also been shown
to appear in non-linear response of superconductors [24]
cannot be computed using standard equilibrium Feyn-
man diagram formalism and in this sense are truly non-
equilibrium properties.
The utility of the BPVE for solar cell devices ultimately
relies on the ability to annihilate photons and convert
them to electrical power. However, in the equilibrium di-
agram formalism, each power of the vector-potential A(t)
is associated with either the absorption or emission of a
photon. The creation of a DC current at second order in a
vector potential would then have to be interpreted as the
sequential absorption and emission of a photon. Within
this picture, the generation of electrical energy appears
quite paradoxical. An electrical current can only generate
electrical energy in the presence of a finite voltage that
can arise in the presence of a scattering process, which
is ignored in the non-linear response theory for shift cur-
rents [12–14]. While scattering processes play a crucial
role in certain extrinsic mechanisms for the BPVE [6, 7],
the non-linear response mechanism is typically consid-
ered to ignore such scattering processes [12–14]. Thus, it
is desirable to extend the non-linear response formalism
for the BVPE to include such scattering processes in a
way that is completely consistent with energy conserva-
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FIG. 1: Two step process determining DC response:
(a)Photon creates e-h pair density with their charge
centers separated, generating dipole moment.
(b)Scattering with phonons terminates charge shifting
for that e-h pair.
tion.
In this work, we systematically study the non-linear
response approach to the BVPE in a minimally inter-
acting system, where we include the interaction of the
electrons with the phonons in the material. We assume
that the electron-phonon interaction is symmetric so as
to not directly contribute to the shift current. In Sec.
II, we start by developing a response function formalism
for the BPVE and demonstrating the role of out of time-
ordered correlators (OTOC) [24]. However, the OTOC
relevant to this work involves three operators and is not
connected to Lyapunov exponents as is the case with the
OTOC in Ref. [24]. The presence of such correlators
invalidates the standard computation using equilibrium
Feynman diagrams. In order to gain intuition, we first
develop a semi-classical picture of the BPVE (Sec. III)
based on the processes shown in Fig. 1. This picture
is shown to lead to the conventional expression for the
DC current in the case of homogeneous optical excita-
tion. However, the application of inhomogeneous exci-
tation profiles are found to lead to results that cannot
be described by equilibrium response functions. Such
a semiclassical treatment is only justified in the strong
electron-phonon scattering limit relative to the optical
excitation. We go beyond this limit in Sec. IV using
a Floquet Master equation approach. We find that this
approach, in addition to reproducing the known small
vector potential limit of the DC response also predicts a
linearly scaling DC response in the limit of small electron-
phonon scattering. Finally, in Sec. V, we study the cross-
over between the small and large vector potential limit
by computing the response numerically within the same
formalism for the Rice-Mele model [25].
II. SECOND ORDER OPTICAL RESPONSE
We consider a generic Hamiltonian for a two band
semiconductor coupled to electromagnetic (EM) field,
given by
Hˆ(t) = Hˆ0 +
∫
dxA(r)Jˆ(r) (1)
where Hˆ0 is the two band system Hamiltonian and r =
(x, t) includes both space and time co-ordinates. Jˆ(r) is
the current operator which couples to the EM vector po-
tential, A(r) = A0(x) e
ηt
(
eιΩt + e−ιΩt
) ≡ A0(x) eηtα(t)
where η = 0+ is the rate at which the EM field is turned
on.
We can expand Jˆ(r) in powers of A as: Jˆ(r) ' Jˆ0(r) +
A(r)Jˆ1(r). The response 〈Jˆ(r)〉, up to second order in
A0(x), can be written as (see Appendix A)
〈Jˆ(r)〉 ' 〈Jˆ(r)〉0 +
∫ ∞
−∞
dx′A0(x′)χlin(r, x′)
+
∫ ∞
−∞
dx′A20(x
′)χn,2(r, x′)
+
∫ ∞
−∞
dx1dx2A0(x1)A0(x2)χn,3(r, x1, x2)
+
∫ ∞
−∞
dx1 dx2A0(x1)A0(x2)χotoc(r, x1, x2)
(2)
where χlin is linear response given by
χlin(r, x
′) = ι
∫ t
−∞
dt′ eηt
′
α(t′) 〈[J0(r′), J0(r)]〉0 (3)
Here the current operators are in interaction picture de-
fined as J0,1(r) ≡ eιHˆ0tJˆ0,1(r)e−ιHˆ0t. Among the non-
linear response functions, χn,2 is the part of non-linear
response that can be viewed as a linear response of the
current to a perturbation A20(r) Jˆ1(r) and is given by:
χn,2(r, x
′) = ι
∫ t
−∞
dt′ e2ηt
′
α2(t′) 〈[J1(r′), J0(r)]〉0 (4)
The term proportional to χn,3, while non-linear and in-
volving three current operators, is given by the time-
ordered product as
χn,3(r, x1, x2)
= −1
2
∫ t
−∞
dt1 dt2e
η(t1+t2)α(t1)α(t2) 〈{T {J0(r1)J0(r2)}, J0(r)}〉0
(5)
χotoc involves out of time ordered correlator of cubic cur-
rent operators given by
χotoc(r, x1, x2) =
∫ t
−∞
dt1 dt2e
η(t1+t2)α(t1)α(t2)
〈
J˜0(r1)J˜0(r)J˜0(r2)
〉
0
(6)
In these expressions, 〈..〉0 means expectation value w.r.t.
the ground state of the system. Since χotoc(t) contains
out of time ordered correlator (OTOC), Feynman di-
agrams cannot be used to evaluate it. One requires
Keldysh formalism [24] to compute such correlators in
3presence of any interaction.
Another way to see that the zero frequency part of 〈Jˆ(r)〉
is likely not computable as a response around equilib-
rium is to quantize the electromagnetic field in terms of
photons (as mentioned in the introduction). Expanding
A(t) = a†eiωt +h.c and substituting, A(t) into Eq. 2, we
see that 〈Jˆ(r)〉DC ∝ 〈aa†〉 , which represents absorption
and remission of a photon. This suggests that no energy
is absorbed, even though the DC current in the presence
of a voltage would do work. This would likely represent a
non-equilibrium situation suggesting the need for a non-
equilibrium theory. Consequences of this somewhat im-
precise argument will become clear from the semiclassical
treatment of the DC current in the next section.
III. SEMICLASSICAL DESCRIPTION
In order to understand the absorption of energy more
clearly, we include an explicit dissipation process through
phonon scattering with a semiclassical approach. In this
section we treat electron-phonon scatterings as proba-
bilistic events along with the quantum mechanical evo-
lution of the electronic state due to external EM field.
For simplicity we consider two band Hamiltonian for a
semiconductor given by
Hˆ0 =
∑
k
∆k
(
c†kck − v†kvk
)
(7)
where ck(vk) is conduction (valence) band state operator
and 2∆k is the band gap.
A. Shift current in homogeneous excitation
The incident EM radiation leads to the creation of
electron-hole (e-h) pairs. The time dependent amplitude
of such a pair can be extracted from the EM coupling in
Eq. 1 to be
|δΨk(t)〉I ' A0(Jx0,k − ιJy0,k)
sin
(
Ω
2 −∆k
)
t(
Ω
2 −∆k
) |e¯hk〉I
≡ A0|J⊥0,k|eιφk
sin
(
Ω
2 −∆k
)
t(
Ω
2 −∆k
) |e¯hk〉I (8)
where |0〉 is the ground state and |e¯hk〉 ≡ c†kvk|0〉 is e-h
pair state. ~J0 · ~σ ≡ Jˆ0 = ∂A ˆH(t)|A=0 such that ~σ is the
vector of Pauli matrices in the band basis (i.e. σz|ck〉 =
|ck〉, σz|vk〉 = −|vk〉) and |J⊥0,k| ≡
√
(Jx0,k)
2 + (Jy0,k)
2.
In non-centrosymmetric materials, the resulting e-h pair
can carry a dipole moment. So the electric field generated
dipole moment evolves in time accordingly as:
P (t) ≡
∑
k
〈δΨk(t)| (re − rh) |δΨk(t)〉
=
A20
2pi
∫
BZ
dk
sin2
(
Ω
2 −∆k
)
t(
Ω
2 −∆k
)2 ( ~J0,k × ~J1,k)
z
(9)
where ~J1,k ≡ −∂k ~J0,k. In this semiclassical approach the
coherent evolution under the electric field is interrupted
by phonon scatterings modeled as Poisson processes. The
coherent evolution time t corresponding to the Poisson
process is described by an exponential distribution func-
tion as
f(t) ≡ η e−ηt (10)
where η is the total rate for electron and hole scatterings
as detailed in the later part of this subsection. In the
weak electric field limit, once the scattering happens the
e-h pair disperses equally in either direction and no fur-
ther dipole moment can be generated. Thus integrating
the quantum dipole moment in Eq. 9 with f(t) leads
to an average dipole moment generated due to e-h pair,
given by
〈P 〉 ≡
∫ ∞
0
dtP (t)f(t) =
A20
pi
∫
BZ
dk
(
~J0,k × ~J1,k
)
z
η2 + (Ω− 2∆k)2
.
(11)
The DC current can be determined by the average rate
of dipole moment generation over the characteristic scat-
tering time, τ ≡ 1η . Using this relation we obtain the
expression for the shift current to be
JDCshift =
〈P 〉
τ
=
A20
pi
∫
BZ
dk
η
(Ω− 2∆k)2 + η2 (
~J0,k × ~J1,k)z.
(12)
Here η is a physical energy scale corresponding to elec-
tron phonon scattering strength. Considering the limit of
limη→0 η(Ω−2∆k)2+η2 = piδ(Ω− 2∆k) in Eq. 12 we obtain
lim
η→0
JDCshift = A
2
0
∫
BZ
dk ( ~J0,k × ~J1,k)zδ(Ω− 2∆k) (13)
which matches with the known expression for shift cur-
rent given in [4] (see Appendix B).
The semiclassical approach presented above, is valid in
the limit of strong e-ph coupling or weak electric field
(A0|J⊥0,k|  η) where the scattering processes are instan-
taneous events with time scale τ  1
A0|J⊥0,k|
. In Sec.
IV we will use a more quantum mechanical approach to
study the case of longer scattering times τ .
Let us now consider in detail the scattering of electrons
by phonons following the coherent exciton generation dis-
cussed above. Assuming the phonon scattering matrix
elements are momentum independent, the momenta and
the corresponding velocities of the electrons and holes
are uncorrelated. The resulting motion of the electrons
and holes are diffusive starting from the average posi-
tion. The electrons and holes can recombine and emit
a phonon. A current is generated if the electron and
hole annihilate with a pair that is different from the way
they were created. This is the notion of a shift current.
However, if the electron and hole of the generated pair
4FIG. 2: In the optically excited region, R, shift current,
JDCshift, is countered by the diffusion current, J
d, so that
the total current is divergence-less in the steady state.
A gate in proximity can be used to measure the charge
density profile capacitively and hence the shift current
in steady state.
recombine with each other before they can diffuse away,
for local electron-hole recombination, the recombined ex-
citons do not have any dipole moment. Therefore, in cal-
culating the shift current, the average dipole moment of
the exciton, remains unchanged right until the exciton
merges into the electron-hole gas.
B. Diffusion current response for inhomogeneous
excitations
Let us now consider the response of current to an inho-
mogeneous optical excitation profile applied to the sys-
tem which is often the case in practical setups [9]. We
assume that the intensity of the optical excitation is non-
zero over a finite region R in Fig. 2 and vanishes out-
side. We note that at finite temperature, there is finite
(although exponentially small as temperature vanishes)
carrier density due to thermal excitations on top of EM
excited electron and holes. Recombination with these
thermally excited carriers leads to a finite lifetime for
both electrons and holes, even though the total charge
density is conserved. The shift current JDCshift = αA
2
0(x),
in the case of an inhomogeneous intensity A20(x), varies
in space. This combined with the conservation of charge
leads to an inhomogeneous charge density. The gradient
in charge leads to a diffusion current Jd = −D∂xρ, where
the diffusivity of charge D = σ/χ and σ and χ are the
conductivity and compressibility of the unperturbed car-
riers. The density profile is determined from the equation
of charge conservation as
∂tρ(x, t) = −∂x(Jd + JDCshift) (14)
Substituting the form for the diffusion current transforms
this equation into a diffusion equation given by
∂tρ = D∂
2
xρ+ f(x) (15)
where the source term is given by the gradient of shift
current and has the form:
f(x) = −∂xJDCshift = 2αA0(x)∂xA0(x) (16)
Since there is no charge density initially (i.e. ρ(x, 0) = 0),
the solution of Eq. 15 is given by
ρ(x, t) =
∫ ∞
−∞
dx′ f(x′)
∫ t
0
dτ
e−
(x−x′)2
4Dτ√
4piDτ
(17)
The diffusion current can be obtained by differentiating
the solution in Eq. 17 w.r.t. x to be
Jd(x) =
∫ ∞
−∞
dx′ f(x′)
(x− x′)
4
√
piD
∫ t
0
dτ τ−
3
2 e−
(x−x′)2
4Dτ
(18)
Performing a change of variable, p = |x−x
′|
2
√
Dτ
, the limits
for p becomes ∞ and |x−x′|
2
√
Dt
respectively. In the long
time limit set by the illumination length and diffusion
coefficient(t  |x−x′|2D ), we can approximate the lower
limit to be zero |x−x
′|
2
√
Dt
→ 0. In this long time limit, per-
forming the Gaussian integral we obtain the expression
for the diffusion current to be
Jd(x) =
1
2
∫ ∞
−∞
dx′ f(x′) sgn(x− x′) (19)
Substituting Eq. 16 in Eq. 19 and integrating by parts
we obtain Jd(x) = −JDCshift(x), i.e. the diffusion current
cancels the shift current in steady state. A similar situ-
ation is discussed in Ref. [8] where the photocurrent is
compensated by the ohmic current in a circuit with open
boundary condition. The cancellation of the shift current
by the diffusion current relates the shift current to the
density profile as:
JDCshift = −Jd = D∂xρ (20)
The charge density ρ(x) can be measured capacitively
using the gate shown in Fig. 2. This provides a way to
measure the shift current without contacts [26].
Using A0(x
′) =
∫
dx′′A0(x′′)δ(x′ − x′′) we can rewrite
the expression for the diffusion current (Eq. 19) as
Jd(x) = α
∫ ∞
−∞
dx′ dx′′A0(x′)A0(x′′)sgn(x−x′)∂x′δ(x′−x′′)
(21)
From this expression, it is clear that the diffusion current
in case of inhomogeneous excitation profile (i.e. A0(x)
not constant in space) is non-local. This implies that the
resultant DC current from the response, given by Eq. 2,
must contain a spatially non-local contribution.
The non-local response is quite unexpected in the light
of Sec. II. This is because the time-ordered response
functions χn,2 and χn,3 can be related by analytic con-
tinuation to imaginary time correlation functions, which
in turn can be written as derivatives of an effective ac-
tion [27]. This is similar to finite temperature correlation
5functions in classical statistical mechanics, where corre-
lation functions decay on the scale of a correlation length
[28]. One subtlety to keep in mind here is that χn,2
and χn,3 in Eqs. 4-5 also involve time. However, ana-
lytic continuation from imaginary time suggests that the
time-ordered correlations at frequencies larger than tem-
perature are also expected to be local in space and time
on a scale determined by correlation lengths and times
[27]. Thus one does not expect χn,2 or χn,3 to contribute
to the non-local response in Eq. 21.
Assuming that χn,2 and χn,3 are local for the reasons out-
lined in the previous paragraph, the only term in Eq. 2
that can incorporate non-locality of Jd is the term involv-
ing OTOC, as appears in the expression of χotoc in Eq. 6.
The total current is written as 〈J〉DC = JDCshift+Jd. Since
the shift current response JDCshift is local, we can compare
the non-local contribution contained in χotoc with the
non-local diffusion response (Eq. 18) to write the non-
local part of χotoc as
χotoc(r, x1, x2) ' ∂x1δ(x1 − x2)
(x− x1)
4
√
piD
∫ t
0
dτ τ−
3
2 e−
(x−x1)2
4Dτ
(22)
for |x−x1|, |x−x2|  ξth, where ξth is a thermal correla-
tion length. Thus, the semiclassical approach can be used
to constrain the non-linear response correlator (Eq. 6),
which cannot be computed from equilibrium field theory
methods. In principle, this response can be computed
from a Keldysh field theory approach [24], but it is clear
that these correlators will be qualitatively more non-local
compared to equilibrium correlators.
C. Finite voltage and size effect on BPVE
Finite voltage that may be generated in the presence
of spatial variations can have an effect on the electron-
hole gas as mentioned at the end of Sec. III A. The carrier
density of this electron hole plasma, n, is limited since the
rate of exciton generation, for zero temperature, is bal-
anced by recombination rate. We emphasise here that
the time scale for recombination processes to lead to a
steady state is inversely proportional to some power of
EM amplitude (∝ 1Aα0 , α > 0) till which the response
function formalism is not applicable. We circumvented
this problem in the last sub-section by working at finite
temperature. The analysis of the balancing of the recom-
bination process at zero temperature considered in this
sub-section, assuming α = 1 for free diffusion of carriers,
leads to a steady state carrier density with n2 ∝ A20. The
shift current in the absence of a voltage can only be stable
for perfect translation invariance with periodic boundary
conditions. Any variations of parameters in the system
that would change the shift current, leads to a finite volt-
age. Let us now consider boundary conditions different
from periodic so that a finite voltage V can be generated
over length L of the material. The voltage V will lead to
a combination of drift and diffusion current among the
carriers which is given by
Jd =
ne2τd
m
V
L
∝ A0V
L
(23)
where τd is the scattering time for the charge carriers.
The combined system with a BPVE together with the
drift current can be thought of as a current source Jd in
parallel with a resistance R ∝ L/(τdA0). The maximum
voltage generated by this process is Vmax = J
DC
shiftR ∝
LA0/τd. This voltage can become anomalously large in
the limit of large L which is consistent with experimental
measurements reported in Ref. [29] and the discussions
in Ref. [8]. The maximum power that can be extracted
from this system is
Pmax,BPV E = (J
DC
shift)
2R ∝ A
3
0L
τd
. (24)
Note that total incident power scales as Pinc ∝ A20L.
Thus, despite the high open circuit voltage Vmax, the
efficiency scales as Pmax,BV PE/Pinc ∝ A0 which is quite
small and in agreement to the experimental results as
discussed in Ref. [29].
IV. QUANTUM APPROACH
In this section we go beyond the limit of weak optical
excitation strength by using a more quantum mechani-
cal master equation based approach to the photocurrent.
The problem of the semiconductor in EM field can be
described by Eq. 1 where Hˆ0 is the Bloch Hamiltonian
as in Eq. 7. The EM coupled Hamiltonian (Eq. 1) is
time periodic with period T ≡ 1Ω . The time periodic
Hamiltonian in Eq. 1 can be expressed in Floquet basis
as
HˆF =
∑
k
(
uk f
u†
k f
u
k + 
d
k f
d†
k f
d
k
)
(25)
where u,dk ∈ [0,Ω] are the two quasi energies and fu,dk
correspond to Floquet state operators (see Appendix C
for derivation of Floquet spectrum).
In the quantum mechanical treatment, we include the
phonons explicitly with a Hamiltonian that is written as
Hˆp =
∑
q,s
ωsq a
s†
q a
s
q (26)
where asq is annihilation operator for phonon of mode s
and momentum q. In absence of any e-ph coupling the
evolution operator for combined e-ph system is given by
Uˆ0 ≡ UˆF ⊗ Uˆp = e−ιHˆF t ⊗ e−ιHˆpt. (27)
The phonons couple to the electrons through the e-ph
interaction term in the Hamiltonian given by
Vˆ =
k,g,s∑
q=k−g
(
V1 c
†
kcg + V2 v
†
kvg
)(
asq + a
s†
−q
)
(28)
6where V1(V2) is the amplitude of intra band scatterings
within conduction (valence) band.
The equation of motion for e-ph combined density opera-
tor ρˆI(t) , in the interaction picture basis that is rotating
according to Eq. 27, is given by
∂tρˆI = −ι
[
VˆI , ρˆI
]
. (29)
Note that VˆI is obtained from Eq. 28 by transforming
the field operators ck, vk and a
s
q to the interaction picture
basis. In a standard procedure (outlined in Appendix D)
to obtain the dynamical equation for the reduced elec-
tronic density operator, ρˆeI , Eq. 29 is solved up to second
order in |V1,2| following which the phonon operators are
traced out under Markovian approximation. The resul-
tant equation of motion for ρˆeI becomes
∂tρˆ
e
I = −Tr
{[
VˆI(t),
∫ t
−∞
dt′
[
VˆI(t
′), ρˆI(t)
]]}
p
. (30)
ρˆeI can be represented more concretely in terms of its
matrix elements in Floquet basis:
Πabk (t) ≡ Tr
{
ρˆeS(t) f
a†
k f
b
k
}
e
≡ Tr
{
ρˆeI(t)U
†
F Θˆ
ab
k UF
}
e
(31)
where in the last line we have used the cyclic property of
trace.
A. Equation for equilibrium distribution
To obtain an equation of motion for Πabk we differenti-
ate Eq. 31 and use Eq. 30 in the similar way described
in [30]. In the process we assume zero temperature for
the phonon bath and translational invariance for the elec-
tronic system (see Appendix D) to obtain the final form
of the equation of motion for Πabk to be
∂tΠk = −ι[Πk, Fk]−Πk Ak −A†k Πk + (Iˆ −Πk)Dk +D†k(Iˆ −Πk)
(32)
where Fk can be thought of re-normalized Hamiltonian
(local in k) and is given by,
F abk =
uk − dk
2
δab + ι V bakk
βρ∑
g
(V˜ ρβgg − (V˜ βρgg )∗)Πρβg (33)
Here the Fourier components of the matrix elements of
V and V˜ are given by,
V αβkg (n) =
∑
m
〈ψαk (m+ n)|Vˆ S |ψβg (m)〉,
V˜ αβkg (n) = GV
αβ
kg (n) Θ
(
αk − βg + nΩ
)
.
(34)
where |ψαk (n)〉 is the nth frequency component of the Flo-
quet state |ψαk (t)〉 and Vˆ S =
∑
p,p′
(
V1 c
†
pcp′ + V2 v
†
pvp′
)
.
G is the constant density of states for the phonon bath
and Θ(x) is the Heaviside step function.
The structure of the tensor Dk,
Dabk ≡
βρ∑
g
V bβkg V˜
ρa
gk Π
ρβ
g (35)
in Eq. 32, can be understood by considering the diago-
nal limit of Πk. In this limit the product Π
ββ
g (1 − Πααk )
along with the corresponding matrix elements represent
the probability of scattering from |ψβg 〉 to |ψαk 〉 state. The
Θ function ensures the initial state has higher quasi en-
ergy than the final state thus only allowing processes that
dissipate energy to the phonon bath. Similarly the tensor
Ak is involved in reverse scattering processes (for instance
from |ψαk 〉 to |ψβg 〉 scatterings) and is given by,
Aabk ≡
βρ∑
g
V bβkg (V˜
aρ
kg )
∗(δβρ −Πρβg ). (36)
The steady state version of Eq. 32 can be obtained by
setting ∂tΠ
ab
k = 0. The result is a set of non linear alge-
braic equations involving Παβk Π
γδ
g terms and thus finding
exact, simultaneous solutions for
{
Παβk
}
is numerically
intensive.
We note since the EM amplitude is much smaller than the
bandwidth of the electronic energy spectrum (A0|J⊥0,k| 
|∆(0) − ∆(pi)|), Παβk differs from its ground state value
only in a small region (degeneracy region) of O[A0] in
Brillouin zone. Hence scattering contributions between
two degeneracy regions (being smaller by order of A0)
can be ignored.
Since Παβk is close to its ground state value for almost
all of the Brillouin zone, we can use the ground state
values for Παβg in the tensors A
αβ
k , D
αβ
k , F
αβ
k to linearize
the steady state equation of motion which can be readily
solved analytically. The linearized equation of motion,
for the k points inside the degeneracy region, is obtained
to be (see Appendix E for details)
ι[˜k,Πk] = −{Mk,Πk}+ Λk (37)
where ˜abk =
1
2 (
a
k − bk)δab is the Hamiltonian in Floquet
basis. Mk and Λk can be deduced from Ak and Dk as
defined in Eq. 35-36, to be
Mαβk ' q
∑
n<0
〈ψαk (n)|Sˆv|ψβk (n)〉+ p
∑
n≥0
〈ψαk (n)|Sˆc|ψβk (n)〉,
Λαβk ' 2q
∑
n<0
〈ψαk (n)|Sˆv|ψβk (n)〉.
(38)
Here p and q are effective scattering rates for electrons
and holes defined as:
p ≡ f>|V1|2G and q ≡ f>|V2|2G (39)
where f> is the fraction of the Brillouin zone such that
Ω > 2∆k. Sˆv and Sˆc are the projector operators on
7the valence and conduction band subspaces respectively
defined as
Sˆc ≡
∑
k
c†kck, Sˆv ≡
∑
k
v†kvk. (40)
The solutions of Eq. 37 can be used to calculate current
responses.
B. Expression for current response
The matrix elements of current operator in the basis
of Floquet states are
Cαβk ≡ 〈ψαk |Jˆ(t)|ψβk 〉. (41)
Solving the linear equations in Eq. 37 and calculating
Cαβk according to Eq. 41 (Appendix F contains expres-
sions for the steady state matrix elements, Παβk and C
αβ
k ),
we obtain expression for the current response. The AC
current can be obtained by computing the ±Ω frequency
components of Cαβk and combining with the steady state
solution for Παβk (see Appendix F). The resultant re-
sponse for the AC current up to leading order in electric
field amplitude is
JACk (Ω) = A0|J⊥0,k|2Lk
[
1− ι+ p+ q
k
+
Jz1,k(Ω− 2∆k)
|J⊥0,k|2
]
with Lk ≡
(
Ω
2 −∆k
)
2k
2q + tk(p− q)
(p+ q)2 + (2k)2
(42)
where tk is given by
tk ≡ Tr{Πk} =
1− 2(p−q)p
A20|J⊥0,k|2
(p+q)2+(2k)2
1 + (p−q)
2
pq
A20|J⊥0,k|2
(p+q)2+(2k)2
. (43)
Similarly, computing the zero frequency component of
Cαβk , we find the DC current up to second order in electric
field magnitude to be
JDCshift(k) = Tr{ΠkCk}e = 2A20
(
~J0,k × ~J1,k
)
z
2q + tk(p− q)
(p+ q)2 + (2k)2
.
(44)
The total DC current is obtained integrating Eq. 44 over
Brillouin zone as
JDCshift =
1
2pi
∫
BZ
dk JDC(k). (45)
If the EM perturbation is the smallest parameter (i.e.
A0|J⊥0,k|  p+ q), from Eq. 43 tk ' 1 which implies
lim
A0(p+q)
JDCshift(k) = 2A
2
0
(
~J0,k × ~J1,k
)
z
p+ q
(p+ q)2 + (2k)2
.
(46)
Recognizing the total scattering rate as η = p + q and
using the limit, limA0→0 k =
Ω
2 − ∆k, we recover the
semi classical result obtained in Eq. 13.
JDCshift(k) can also be evaluated in the opposite limit of
weak scattering (i.e. p, q  A0|J⊥0,k|) to obtain
lim
A0|J⊥0,k|→0
lim
p,qA0|J⊥0,k|
JDCshift(k)
=
A0
(
~J0,k × ~J1,k
)
z
2|J⊥0,k|
(2q + tk(p− q))δ
(
Ω
2
−∆k
)
.
(47)
Putting this expression into Eq. 45 it is easy to see that
the resultant DC current scales linearly with the electric
field in this limit, i.e. JDCshift ∝ A0. This result contra-
dicts Kubo formula by producing a linear scaling with
the external oscillating EM field for the DC current.
V. NUMERICAL EVALUATION OF THE WEAK
DAMPING LIMIT
According to the analytic results in Eq. 46 and Eq.
47, the DC current response scales quadratically at small
A0 and linearly at large A0 (smaller and larger than e-ph
scattering strengths). To study how the crossover occurs
between the two regimes, we perform the integral in Eq.
45 using the expression for JDCshift(k) given by Eq. 44
for the Rice-Mele model [25]. We also numerically study
the scaling property of AC current magnitude for the
same model. The Rice-Mele model is described by the
following tight binding Hamiltonian [25]
Hˆ0 =
∑
n
(
h a†nbn + h
′ a†nbn−1 + h.c.
)
+ d
(
a†nan − b†nbn
)
=
∑
k
∆k
(
c†kck − v†kvk
)
with ∆k ≡
√
h2 + h′2 + 2hh′ cos(k) + d2.
(48)
A A A AB B B
t t tt’ t’ t’
The EM vector potential A(t) introduces phases to the
hoping terms according to Peierls substitution as
a†nbn → e−ι
A(t)
2 a†nbn, a
†
nbn−1 → eι
A(t)
2 a†nbn−1. (49)
Transforming to Fourier space, the perturbed Hamilto-
nian, in the atomic (ak, bk) basis, becomes
Hˆ =
∑
k
(
a†k b
†
k
)
~Hk · ~σ
(
ak
bk
)
with
~Hk = −
[
(h+ h′) cos
k −A
2
, (−h+ h′) sin k −A
2
,−d
]
.
(50)
8FIG. 3: ln
∣∣∣JAC/|J⊥0,kD |∣∣∣ vs ln ∣∣∣2A0|J⊥0,kD |/(p+ q)∣∣∣ plot.
The equation for the linear fit is y = −11.65 + x.
FIG. 4: ln
∣∣∣JDCshift/|J⊥0,kD |∣∣∣ vs ln ∣∣∣2A0|J⊥0,kD |/(p+ q)∣∣∣
plot. Linear fits in regimes A0|J⊥0,kD |  p, q and
A0|J⊥0,kD |  p, q show a switch in slope from 2 to 1 as
A0 is increased across the e-ph coupling strength. The
linear fit equations are y = −13.3 + 2x and
y = −12.8 + 1.05x respectively.
In terms of system parameters,
(
~J0,k × ~J1,k
)
z
=
− d8∆k
(
h′2 − h2) where ~J0,k ≡ ∂A ~Hk(A)|A=0 and ~J1,k ≡
∂2A
~Hk(A)|A=0.
The AC current for this Rice-Mele model is obtained
by numerical integration of the expression given by Eq.
42 over the Brillouin zone with fixed values for p, q.
The resulting values for |JAC |/|J⊥0,kD | are plotted as a
function of 2A0|J⊥0,kD |/(p + q) on a log scale in Fig.
3 where kD is the momentum of the degeneracy point
(with the property, 2∆kD = Ω). The points on the plot
fit to a straight line with slope 1. Thus the AC cur-
rent response scales linearly in a range of values from
A0|J⊥0,kD |  (p + q) to A0|J⊥0,kD |  p + q. This scal-
ing is as expected from conventional linear response the-
ory. On the other hand same plot for the shift cur-
rent, |JDCshift|/|J⊥0,kD |, shows a crossover of scaling with
A0 as shown in Fig. 4. In the limit of weak electric
field,
(
ln
∣∣∣2A0|J⊥0,kD |/(p+ q)∣∣∣ < −1), the points fit to a
straight line of slope 2 whereas in the limit of weak scat-
tering
(
ln
∣∣∣2A0|J⊥0,kD |/(p+ q)∣∣∣ > 1), the corresponding
fit line has slope 1. Therefore, the DC current response
indeed shifts scaling from quadratic to linear through
a region where the electric field and the scattering
strengths are comparable
(
ln
∣∣∣2A0|J⊥0,kD |/(p+ q)∣∣∣ ∼ 0).
Thus the e-ph coupling strength sets an energy scale for
the EM field strength for a non-linear to linear crossover
of the shift current response.
VI. CONCLUSION
We have studied an example of a non-linear response
i.e. the BPVE in a system with electron-phonon inter-
actions. Since the response is dominated by resonant
transitions, we have limited our treatment to a two band
model. As we found in Sec. II, the BPVE contains
OTOC terms that cannot be computed by simple dia-
grams. However, in Sec. III, we find that the BPVE can
be understood semiclassically from the dipole moment of
generated excitons. The semiclassical limit assumes that
the scattering rate is large compared to the driving force.
We remedy this in Sec. IV using a master equation ap-
proach. From this we find that in the small scattering
rate limit the DC current scales linearly with the vec-
tor potential instead of quadratically. This signals that
this result is beyond the response function formalism in
Sec. II. The AC current doesn’t show any such anoma-
lous scaling behavior.
The DC current we obtain in the small A0 limit is consis-
tent with the non-interacting result for BPVE obtained
previously. The breakdown seen in Sec. IV at larger A0
shows that electron-phonon interaction affects the result
in an implicit way. However, what is interesting from
comparing to the general response in Sec. II is that only
the χn,2 term contribute to the shift current in configu-
rations with homogeneous excitation profiles. This term
is really conventional linear response of Jˆ0 to Jˆ1 contri-
butions in the BPVE and can be computed from equilib-
rium field theory. However, as shown in Sec. III B, the
situation is quite different for inhomogeneous excitation
profiles. In this case, owing to inhomogeneous carrier
density generated by the incident light an additional dif-
fusion current response is generated. This modulation of
the density profile provides an alternative way to measure
the shift current capacitively without the use of contact
leads. The diffusion current contribution is not captured
by the simple shift current that can be computed from
χn,2 and requires the computation of χotoc. As discussed
in Sec. II, since χotoc is not a time-ordered correlator, it
cannot be computed from conventional equilibrium field
theory but rather requires a Keldysh technique. In this
work, we have circumvented this using a semi-classical
approach that is of limited validity in the context of weak
interactions to place a constraint on the long ranged part
9of χotoc (Eq. 22). The full quantum mechanical compu-
tation of χotoc using Keldysh field theory for strongly in-
teracting systems where the semiclassical estimate would
break down, would be an interesting future direction.
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Appendix A DERIVATION OF SECOND ORDER
RESPONSE
We will derive the current response, 〈Jˆ(r)〉, up to sec-
ond order in the excitation amplitude, A0(x), due to the
EM perturbation,
∫
dxA(r)Jˆ(r), as given by Hamilto-
nian in Eq. 1. The space-time dependence of A(r) is
defined in Sec. II. The response can be written as the
trace of current operator with the density matrix, as
〈Jˆ(r)〉 = Tr {ρ˜(t)J(r)} (51)
where J(r), ρ˜(t) both are in interaction picture, i.e.
evolved by the unperturbed Hamiltonian for the system
Hˆ0 as in Eq. 1. The evolution of ρ˜(t) is thus given by:
ρ˜(t) = U˜(t) ρ˜−∞ U˜†(t) (52)
where ρ˜−∞ is initial equilibrium density matrix for the
system, before the EM field was turned on. U˜(t) is the
interaction picture time evolution operator which can be
expanded up to second order in A0(r) from the time-
ordered exponential as follows:
U˜(t) = T
{
e−ι
∫
r′ A(r
′)J(r′)
}
' 1− ι
∫ t
−∞
dt′
∫
dx′
[
A(r′)J0(r′) +A2(r′)J1(r′)
]
− 1
2
∫ t
−∞
dt1 dt2
∫
dx1 dx2A(r1)A(r2)T {J0(r1)J0(r2)}
(53)
Using this expansion for U˜(t) in Eq. 51 and using cyclic
property of trace, we obtain for 〈Jˆ(r)〉, up to second order
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in A0(x):
〈Jˆ(r)〉 ' 〈Jˆ(r)〉0 +
∫ ∞
−∞
dx′A0(x′)χlin(r, x′)
+
∫ ∞
−∞
dx′A20(x
′)χn,2(r, x′)
+
∫ ∞
−∞
dx1dx2A0(x1)A0(x2)χn,3(r, x1, x2)
+
∫ ∞
−∞
dx1 dx2A0(x1)A0(x2)χotoc(r, x1, x2)
(54)
where the linear response function, χlin is defined as
χlin(r, x
′) = ι
∫ t
−∞
dt′ eηt
′
α(t′) 〈[J0(r′), J0(r)]〉0 (55)
The non-linear response function χn,2 is given by
χn,2(r, x
′) = ι
∫ t
−∞
dt′ e2ηt
′
α2(t′) 〈[J1(r′), J0(r)]〉0 (56)
χn,3 contains equilibrium time-ordered correlators of
three current operators and is given by
χn,3(r, x1, x2)
= −1
2
∫ t
−∞
dt1 dt2e
η(t1+t2)α(t1)α(t2) 〈{T {J0(r1)J0(r2)}, J0(r)}〉0
(57)
χotoc contains out of time ordered correlator as
χotoc(r, x1, x2)
=
∫ t
−∞
dt1 dt2e
η(t1+t2)α(t1)α(t2) 〈J0(r1)J0(r)J0(r2)〉0
(58)
〈..〉0 = Tr {ρ˜−∞..} refers to the ground state expectation
value. Since there’s no current in equilibrium, the first
term vanishes (i.e. no current response in absence of any
excitation) and one obtains Eq. 2.
Appendix B DERIVATION OF SHIFT VECTOR
In this appendix we establish the agreement of our re-
sult for the DC current as obtained in Eq. 13 to the
conventional form of the same [12–14] as given by,
JDCshift = A
2
0
∫
BZ
dk |ucvk |2 (∂kφk + αcck − αvvk ) (59)
where ucvk = 〈c|uˆk|v〉 and uˆk is the velocity operator de-
fined as, uˆk = ∂kHˆ0,k. α
cc
k (α
vv
k ) is the Berry connection
for the |ck〉 (|vk〉) state and φk = −Im[log ucvk ] . Recalling
our result, Eq. 13:
lim
η→0
JDCshift = A
2
0
∫
BZ
dk ( ~J0,k × ~J1,k)zδ(Ω− 2∆k),
we recognize that we need to show(
~J0,k × ~J1,k
)
z
= |ucvk |2 (∂kφk + αcck − αvvk ) (60)
First we observe that(
~J0,k × ~J1,k
)
z
= Im
[
Jcv0,k J
vc
1,k
]
= Im [uvck (∂kuˆk)
cv
]
(61)
where from the definition of current operators, we have
used Jˆ0,k = −uˆk and Jˆ1,k = ∂kuˆk. Using chain rule for
derivatives, we expand the off-diagonal matrix element
of ∂kuˆk as:
(∂kuˆk)
cv
= 〈c|∂kuˆk|v〉
= ∂ku
cv
k − 〈∂kc|uˆk|v〉 − 〈c|uˆk|∂kv〉
(62)
〈∂kc|uˆk|v〉 can be expanded as:
〈∂kc|uˆk|v〉 = 〈∂kc|
[
∂k
(
Hˆ0,k|v〉
)
− Hˆ0,k|∂kv〉
]
= ∂k
v
k〈∂kc|v〉+ vk〈∂kc|∂kv〉 − 〈∂kc|Hˆ0,k|∂kv〉
(63)
Now inserting Identity operator, Iˆ = |c〉〈c| + |v〉〈v| in
between for the second and third terms in Eq. 63 we
obtain
〈∂kc|uˆk|v〉 = −acvk (uvvk − acck (ck − vk)) (64)
where aαβk = 〈α|∂kβ〉, uvvk = ∂kvk. Interchanging c and v
in Eq. 64 we obtain
〈∂kv|uˆk|c〉 = −avck (ucck − avvk (vk − ck)) (65)
We observe that the Berry phases are related to the aαβk
as ααβk = −ιaαβk . The off-diagonal term acvk can be re-
lated to the velocity matrix element as
acvk = 〈c|∂k
(
Hˆ0,k
vk
|v〉
)
= − u
cv
k
ck − vk
(66)
Using complex conjugate of Eq. 65in Eq. 62 we obtain:
(∂kuˆ)
cv
k = ∂ku
cv
k + u
cv
k
[
ucck − uvvk
ck − vk
+ acck − avvk
]
(67)
Writing ucvk = |ucvk |e−ιφk we obtain for the imaginary
part, Im [uvck (∂kuˆk)
cv
]:
Im [uvck (∂kuˆk)
cv
] = |ucvk |2 (∂kφk + αcck − αvvk ) = |ucvk |2Rcvk
(68)
where the last equality is the connection of the shift vec-
tor to the berry connection as defined in previous litera-
ture [12–14].
Appendix C FLOQUET THEORY FOR TWO
BAND SYSTEM
For a system with time periodic Hamiltonian of
frequency Ω, the solutions for the time dependent
Schrodinger equation (TDSE) have the following form
|ψαk (t)〉 = e−ι
α
k t|φαk (t)〉 = e−ι
α
k t
∑
n
|ψαk (n)〉eιnΩt. (69)
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where the quasi energy αk can be chosen to belong in a
[0,Ω] interval and |φαk (t)〉 is time periodic with period 2piΩ .
Substituting the form of Eq. 69 in TDSE, one obtains
the Floquet equations in frequency space as∑
n
(αk − nΩ) |ψαk (n)〉 =
∑
m
Hˆk(m− n)|ψαk (m)〉 (70)
where Hˆkm−n corresponds to the (m−n)Ω frequency com-
ponent of the Hamiltonian, Hˆk. The eigenvalue solutions
for Eq. 70 produce αk and |ψαk (n)〉.
For the two band case discussed in the main text, the
EM perturbation in frequency space can be written as
Hˆp = A0
∑
n
Jz0,k(c
†
k,nck,n±1 − v†k,nvk,n±1)
+A0
[
(Jx0,k − ιJy0,k)c†k,nvk,n±1 + h.c.
] (71)
where the subscript n correspond to nΩ frequency com-
ponent for the ck, vk operators .
For the unperturbed Hamiltonian (Eq. 7) the quasi en-
ergies are simply

u,(0)
k =
Ω
2
+
∣∣∣∣Ω2 −∆k
∣∣∣∣ and d(0)k = Ω2 −
∣∣∣∣Ω2 −∆k
∣∣∣∣ (72)
with the corresponding states as
|ψu(0)k 〉 = Θ(Ω− 2∆k)|ck(0)〉+ Θ(2∆k − Ω)|vk(−1)〉,
|ψd(0)k 〉 = Θ(Ω− 2∆k)|vk(−1)〉+ Θ(2∆k − Ω)|ck(0)〉.
(73)
If Ω = 2∆k, the quasi energies are degenerate and hence
to obtain the effect of perturbation (Eq. 71) an exact
diagonalisation needs to be performed in the vicinity of
those degeneracy points.
Up to leading order in A0, the shifts can be obtained by
diagonalizing the following matrix given by
H˜k =
(
∆k A0(J
x
0,k − ιJy0,k)
A0(J
x
0,k + ιJ
y
0,k) Ω−∆k
)
(74)
The corresponding eigenvectors can be used to obtain the
Floquet state solutions in time domain to be
|ψuk (t)〉 =
e−ι
u
k t√
1 + |xk|2
(|ck〉+ xk e−ιΩt|vk〉) ,
|ψdk(t)〉 =
e−ι
d
kt√
1 + |xk|2
(
x∗k |ck〉 − e−ιΩt|vk〉
)
with xk =
Ω
2 −∆k + k
A0|J⊥0,k|
Jx0,k + ιJ
y
0,k
|J⊥0,k|
and u,dk =
Ω
2
± k with k ≡
√(
Ω
2
−∆k
)2
+A20|J⊥0,k|2.
(75)
Appendix D DERIVATION OF EQUATION OF
MOTION FOR Πabk
Expanding the solution of Eq. 29 up to second order
in |V1,2| we obtain:
ρˆI(t) = −ι
∫ t
−∞
dt′
[
VˆI(t
′), ρˆI(−∞)
]
−
∫ t
−∞
dt′
[
VˆI(t
′),
∫ t′
−∞
dt′′
[
VˆI(t
′′), ρˆI(t′′)
]] (76)
Since, the first term contains single power of bath oper-
ators, its trace can be dropped. In that case we note,
|ρˆI(t′′)− ρˆI(t′)| ≈ O[|V1,2|2] and so up to second order in
|V1,2|, we can replace ρˆI(t′′) by ρˆI(t′) in Eq. 76 to obtain
a second order perturbative result for ρˆeI(t) as
ρˆeI(t) ≡ Tr {ρˆepI (t)}p
' −Tr
{∫ t
−∞
dt′
[
VˆI(t
′),
∫ t′
−∞
dt′′
[
VˆI(t
′′), ρˆepI (t
′)
]]}
p
.
(77)
Differentiating Eq. 77 w.r.t. time one obtains Eq. 30.
Using cyclic property of trace, from Eq. 31, ∂tΠ
ab
k pro-
duces
∂tΠ
ab
k = −ιT r
{[
Θˆabk , HˆF
]
ρˆeS(t)
}
e
− Tr
{[[
Θˆabk , Uˆ0VˆI(t)Uˆ
†
0
]
, Uˆ0
(∫ t
−∞
dt′ VˆI(t
′)
)
Uˆ†0
]
ρˆepS (t)
}
ep
.
(78)
Noting that UF (t) f
α†
k f
β
g U
†
F (t) = e
ι(αk−βg )t fα†k f
β
g and
Up(t) a
s
q U
†
p(t) = a
s
q e
ιωsqt, we obtain
U0 VˆI(t)U
†
0 =
αβ,s∑
kg
V αβkg (t) f
α†
k f
β
g
(
asq + a
s†
−q
)
(79)
where the interaction matrix elements V αβkg between the
Floquet states have the form:
V αβkg (t) =
∑
n
[∑
m
〈Ψαk (m+ n)|Vˆ S |Ψβg (m)〉
]
eιnΩt
≡
∑
n
V αβkg (n)e
ιnΩt
(80)
And the integral over time for the interaction gives
∫ t
−∞
dt′ VˆI(t′) =
ρ,σ,s′∑
p,p′
fρ†p f
σ
p′ V
ρσ
pp′ (n)
as
′
q′ e
ι(σρ
p′p+ω
s′
q′−nΩ)t
ι(σρp′p + ω
s′
q′ − nΩ + ιη)
+
ρ,σ,s′∑
p,p′
fρ†p f
σ
p′ V
ρσ
pp′ (n)
as
′†
−q′ e
ι(σρ
p′p−ω
s′
−q′−nΩ)t
ι(σρp′p − ωs′−q′ − nΩ + ιη)
(81)
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where η is an arbitrarily small imaginary number intro-
duced to regularize the integrals. Considering only the
Cauchy principal value one obtains energy conserving
delta functions as follows
U0
(∫ t
−∞
dt′ VˆI(t′)
)
U†0
=
ρ,σ,s′∑
p,p′
fρ†p f
σ
p′ V
ρσ
pp′ (n) a
s′
q′ e
ιnΩt δ
(
σρp′p + ω
s′
q′ − nΩ
)
+
ρ,σ,s′∑
p,p′
fρ†p f
σ
p′ V
ρσ
pp′ (n) a
s′†
−q′ e
ιnΩt δ
(
σρp′p − ωs
′
−q′ − nΩ
)
.
(82)
Going back to Eq. 78, the first commutator in the second
term gives
[
Θabk , VˆI(t)
]
=
α,β,s∑
g,g′
V αβgg′ (t)
(
asq + a
s†
−q
) [
fa†k f
b
k , f
α†
g f
β
g′
]
=
β,s∑
k,g
V bβkg (t)f
a†
k f
β
g
(
asq + a
s†
−q
)
−
α,s∑
k,g
V αagk (t)f
α†
g f
b
k
(
asq + a
s†
−q
)
.
(83)
In order to calculate the second commutator we need
to trace out the bath operators from the product of[
Θabk , VˆI(t)
] ∫ t
−∞ dt
′ VˆI(t′). We use Markovian approxi-
mation which assumes that the bath’s response time (τp)
is much shorter than the dynamical time scale due to
interaction Hamiltonian, τp  1|V | . Consequently, the
phonon density matrix remains effectively constant and
can be decoupled from the combined density operator as
ρˆI(t) ' ρˆeI(t)⊗ σˆpI . (84)
The decoupling implies 〈aa†f†ff†f〉 ' 〈aa†〉〈f†ff†f〉.
Now for the bath using zero temperature expectation val-
ues, i.e. 〈asqas
′†
q′ 〉 = δss
′
qq′ and assuming continuum energy
spectrum with a constant density of states, G, for each
momentum, i.e.
∑s
= G
∫∞
0
dωq, we obtain for the trace
of
[
Θabk , VˆI(t)
] ∫ t
−∞ dt
′ VˆI(t′),
Tr
{[
Θabk , U0VˆI(t)U
†
0
]
U0
(∫ t
−∞
dt′ VˆI(t′)
)
U†0 ρˆS
}
ep
= G
ρσβ∑
k,g,p,p′
V ρσ
pp′ (t) V
bβ
kg (t) Tr
{
fa†k f
β
g f
ρ†
p f
σ
p′ ρˆS
}
e
Θ
(
σρ
p′p − ωsq − nΩ
)
−G
ρσβ∑
k,g,p,p′
V ρσ
pp′ (t) V
αa
gk (t) 〈fα†g fbkfρ†p fσp′ 〉 Θ
(
σρ
p′p − ωsq − nΩ
)
(85)
Similar expression can be obtained for the term,
Tr
{
U0
(∫ t
−∞ dt
′ VˆI(t′)
) [
Θabk , U0VˆI(t)U
†
0
]}
p
.
While tracing out the electrons we assume the electronic
system is non interacting and it has translational invari-
ance so that
(i) 〈fa†k fβg fγ†p fδp′〉 = δβγgp 〈fa†k fδp′〉
− 〈fa†k fδp′〉〈fγ†p fβg 〉+ 〈fa†k fβg 〉〈fγ†p fδp′〉
(ii) 〈fα†k fβg 〉 = δkg〈fα†k fβk 〉
(86)
Using these expressions in Eq. 85 and putting back to
Eq. 78 we obtain the rate equation as in Eq. 32.
Appendix E LINEARIZATION PROCEDURE OF
MASTER EQUATION
As argued in the main text, away from the degeneracy
region only the valence bands are completely occupied
which implies
For g such that Ω > 2∆g
|ψug 〉 = |vg(−1)〉, |ψdg〉 = |cg(0)〉;
Πuug = 1, Π
dd
g = 0, Π
ud
g = 0;
For g such that Ω < 2∆g:
|ψug 〉 = |cg(0)〉, |ψdg〉 = |vg(−1)〉;
Πuug = 0, Π
dd
g = 1, Π
ud
g = 0.
(87)
where the states are written in frequency representation.
Putting Παβg values as input, Eq. 32 becomes linear in
Παβk since we can ignore scatterings in between two de-
generacy regions as its contribution is order of magnitude
smaller.
Furthermore, using the state expressions we obtain for
the interaction matrix elements,
For g, such that Ω > 2∆g:
V bukg (n)V
uσ
gk (−n) = 〈Ψbk(n− 1)|Vˆ S |vg〉〈vg|Vˆ S |Ψσk(n− 1)〉
= 〈Ψbk(n− 1)|Sˆv|Ψσk(n− 1)〉.
(88)
Similarly all other matrix element combina-
tions (V αβkg (n)V
γδ
gk (−n)) for different g points
(Ω > 2∆g Ω < 2∆g) can be obtained.
The additional Θ function puts constraint on the values
of n that goes into the summation formula in the steady
state rate equation. Consequently the contributions
from g : Ω < 2∆g become O[A
2
0] and thus can be
dropped. Incorporating all these, one obtains the Mk
and Λk matrix elements as in Eq. 37.
Appendix F STEADY STATE SOLUTIONS AND
CURRENT MATRIX ELEMENTS
Using the expressions for Floquet states (Eq. 75) one
can easily calculate the Mk and Λk matrix elements in
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Eq. 38 to find the solution for Eq. 37 in the form, Πk ≡
tk Iˆ + ~Rk · ~σ, given by
tk =
1− 2(p−q)p
A20|J⊥0,k|2
(p+q)2+(2k)2
1 + (p−q)
2
pq
A20|J⊥0,k|2
(p+q)2+(2k)2
Rzk =
2q + tk(p− q)
p+ q
Ω
2 −∆k
2k
Rxk = −
A0
2k
(p+ q)(2q + tk(p− q))
(p+ q)2 + (2k)2
(
Jx0,k −
2k
p+ q
Jy0,k
)
Ryk = −
A0
2k
(p+ q)(2q + tk(p− q))
(p+ q)2 + (2k)2
(
Jy0,k +
2k
p+ q
Jx0,k
)
.
(89)
The current operator, up to first order in A0, is given by
Jˆ =
m∑
k
(
c†k,m v
†
k,m
)(
~J0,k · ~σ
)(
ck,m
vk,m
)
+A0
m∑
k
(
c†k,m v
†
k,m
)(
~J1,k · ~σ
)(
ck,m±1
vk,m±1
)
.
(90)
Using the Floquet state expressions (Eq. 75) along with
the current operator definition in frequency space (Eq.
90), one can obtain the zero frequency component for the
matrix elements of current operator, C˜αβk (0), in {Iˆ , ~σ}
basis to be
C˜xk (0) ≡
1
2
(
C˜udk (0) + C˜
du
k (0)
)
' |xk|
1 + |xk|2
Jx0,k
|J⊥0,k|
2Jz0,k −
A0
1 + |xk|2
(
Jx1,k srk − Jy1,k sik
)
C˜yk (0) ≡ −
1
2ι
(
C˜upk (0)− C˜duk (0)
)
' |xk|
1 + |xk|2
Jy0,k
|J⊥0,k|
2Jz0,k −
A0
1 + |xk|2
(
Jy1,k srk − Jx1,k sik
)
C˜zk(0) ≡
1
2
(
C˜uuk (0)− C˜ddk (0)
)
' 1
1 + |xk|2
[
Jz0,k(1− |xk|2) + |xk| ~J0,k · ~J1,k
]
with srk ≡ 1 +
(Jx0,k)
2 − (Jy0,k)2
|J⊥0,k|2
|xk|2 and sik ≡
2Jx0,k J
y
0,k
|J⊥0,k|2
|xk|2.
(91)
The ±Ω frequency components of the matrix elements
of current operator, C˜αβk (±Ω), are given by
C˜uuk (Ω) =
A0
2k
(|J⊥0,k|2 + Jz1,k(Ω− 2∆k)) = C˜uuk (−Ω)
C˜ddk (±Ω) = −C˜uuk (±Ω)
C˜udk (−Ω) = −
Jx0,k − ιJy0,k
1 + |xk|2 C˜
ud
k (Ω) =
|xk|2
1 + |xk|2 (J
x
0,k − ιJy0,k)
C˜duk (Ω) =
[
C˜udk (−Ω)
]∗
C˜duk (−Ω) =
[
C˜udk (Ω)
]∗
.
(92)
