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Increasingly complex, non-linear World-Earth system models are used for describing the dynamics of the
biophysical Earth system and the socio-economic and socio-cultural World of human societies and their
interactions. Identifying pathways towards a sustainable future in these models for informing policy makers
and the wider public, e.g. pathways leading to a robust mitigation of dangerous anthropogenic climate change,
is a challenging and widely investigated task in the field of climate research and broader Earth system science.
This problem is particularly difficult when constraints on avoiding transgressions of planetary boundaries and
social foundations need to be taken into account. In this work, we propose to combine recently developed
machine learning techniques, namely deep reinforcement learning (DRL), with classical analysis of trajectories
in the World-Earth system. Based on the concept of the agent-environment interface, we develop an agent
that is generally able to act and learn in variable manageable environment models of the Earth system. We
demonstrate the potential of our framework by applying DRL algorithms to two stylized World-Earth system
models. Conceptually, we explore thereby the feasibility of finding novel global governance policies leading
into a safe and just operating space constrained by certain planetary and socio-economic boundaries. The
artificially intelligent agent learns that the timing of a specific mix of taxing carbon emissions and subsidies
on renewables is of crucial relevance for finding World-Earth system trajectories that are sustainable on the
long term.
We propose a framework for using deep rein-
forcement learning (DRL) as an approach to ex-
tend the field of Earth system analysis by a new
method. We build our framework upon the agent-
environment interface concept. The agent can ap-
ply management options to models of the Earth
system as the environment of interest and learn
by rewards provided by the environment. We
train our agent with a deep Q-neural network
extended by current state-of-the-art algorithms.
We find that the agent is able to learn novel, pre-
viously undiscovered policies that navigate the
system into sustainable regions in two exemplary
conceptual models of the World-Earth system.
I. INTRODUCTION
Efforts invested in identifying pathways towards global
sustainability need to account for critical feedback loops
between the socio-economic and socio-cultural World and
the biophysical Earth system1,2. These pathways may
require novel, yet undiscovered multi-level policies, from
a)Electronic mail: strnad@pik-potsdam.de
local to the global scale, for the governance of this cou-
pled World-Earth system leading towards a safe and just
operating space3,4. Striving for a safe and just operat-
ing space, policymakers of the United Nations agreed on
global political cooperation for a sustainable future at
the resolution of the 17 Sustainable Development Goals
(SDG)5 and the adoption of the Paris Agreement on Cli-
mate Change6. The safe and just operating space is based
on a set of biophysical planetary boundaries (defined on
dimensions such as climate change or biosphere integrity
loss) as they are formulated by Rockström et al. in3,4,7,8
extended by social foundations (e.g. poverty alleviation)
by Raworth9. If respected together, staying within these
boundaries is seen as a prerequisite to ensuring sustainable
human development. The field of Earth system model-
ing develops computer models to show possible pathways
towards a sustainable future. However, the identifica-
tion and characterization of concrete trajectories within
the planetary boundaries and above social foundations
remains a problem requiring ongoing research efforts10,11.
In this paper, we consider this problem on a globally ag-
gregated level assuming the following basic structure: An
abstract single decision-maker interacts with a dynamical,
in most cases non-linear environment to find sustainable
trajectories within certain boundaries. The field of Inte-
grated Assessment Modeling (IAM) addresses this issue
via optimizing a social welfare function in order to esti-
mate the design of sustainable management strategies12.
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2IAM models integrate data and knowledge from estab-
lished climate models13,14. To identify pathways in IAM,
numerical solvers such as GAMS15 are frequently used.
However, these IAM models are highly dependent on the
choice of the target function of the optimization. In many
cases, this choice may not be obvious and depends on the
IAM developers16.
As another approach, optimal control theory (OCT)
can be used to solve problems where dynamical systems
are supposed to stay within certain constraints. In these
systems, OCT tries to find an optimal choice for some con-
trol variable by optimizing a specific objective function17.
Applied to Earth system models, the focus has been set
on the design of climate regulators and their impact on
climate modification18,19. Viability theory (VT) as a sub-
field of OCT can be stated as an example. In this field,
such problems of identifying trajectories are typically ad-
dressed by methods that rely on a discretization of the
state space, followed by the application of local linear
approximations20. It is however not well applicable in
systems with more than just a small number of variables
due to the curse of dimensionality21.
The use of reinforcement learning (RL)22 can also be
considered as a possible approach for intelligent decision
making within World-Earth system models23. It is de-
signed for finding optimal policy strategies as well. But
in contrast to the previously presented approaches, RL
does not detect solutions based on numerically solving
an optimization problem, but by a dynamic search pro-
cess via exploration and exploitation of past experiences,
guided by a reward function. However, tabular methods,
which are mainly used for classical RL solutions, cannot
be straightforwardly applied to the systems of interest
here, due to the continuous state spaces that we mostly
find in World-Earth system models.
The common point of all the presented methods out-
lined above is that they reach their limits as the complex-
ity of the environments increases. However, deep rein-
forcement learning (DRL)24 algorithms have been shown
to detect solutions in other highly complex environments
surprisingly well24,25. In this paper, we propose using
DRL as a novel approach for Earth system analysis. Even
though first successful reinforcement learning experiments
by using neural networks as nonlinear function approxi-
mators were reported already in 199526, the breakthrough
of DRL was achieved only in 201324,25. Since then, DRL
algorithms have become increasingly popular in the field
of Artificial Intelligence27,28. The key to success of this
approach lies in the combination of Q-learning29, neu-
ral networks30 and experience replay31 which has been
shown to learn policies up to a super-human perfor-
mance in a variety of different environments24,25. Often
DRL-applications come up with unexpected and novel
solutions32,33. Many extensions have been proposed ad-
dressing both speed and efficiency34. Due to its general
applicability to various environments, DRL is used in
a wide range of different fields, e.g. resources manage-
ment in computer clusters35, optimization of chemical
reactions36, playing abstract strategy games like chess
and Go32,33, autonomous driving37, and in particular
robotics38–41.
Due to the wide applicability of DRL, we propose a
framework that uses DRL as a tool that is both robust
and easy to use at the same time to identify and classify
trajectories in Earth system models effectively. As a proof
of concept, we use our DRL framework within various
stylized World-Earth system models2,42. These models
are designed to investigate the coevolutionary dynamics
of humans and nature in the Anthropocene. Some first
applications of reinforcement learning methods within
resource use models have been carried out43–45, but as
far as we know, there are no approaches yet applying
DRL to Earth system models. We believe this approach
will open so far unused possibilities to discover so far
unknown management strategies that keep the Earth
system within planetary boundaries, while, at the same
time, respecting social foundations of the world’s societies.
Recently, various ways of how to tackle problems related to
anthropogenic climate change by using machine learning
techniques have been outlined46. Our work proposes a
novel strand to this list.
II. METHODS
This work uses the agent-environment interface22 as a
formal mathematical framework which allows for making
a fruitful connection between reinforcement learning and
the modeling of social-ecological systems, as it was, e.g.,
proposed by Barfuss, Donges, and Kurths47. In the case
of a single agent as studied here, RL problems are based
on the concept of Markov decision processes (MDPs)22.
Therefore, we will provide a brief introduction to MDPs,
followed by a description of how we included the learning
process by using neural networks. We will further give a
short overview of possible extensions and conclude this
section by outlining how we translate Earth system models
into the formal framework of an MDP.
A. Markov Decision Processes
RL is designed for problems where an agent observing
the environment output consisting of a state and a scalar
reward signal is acting upon this observation22. Formally,
this interaction is described by a so-called Markov decision
process (MDP)48. At each step t the environment is
in a certain state st ∈ S, where S describes the set
of all possible states. The agent chooses an action at
from a given finite action set at ∈ A. Environmental
dynamics are now determined by the transition probability
T (s′|a, s) = P (st+1 = s′|st = s, a = at) which does not
depend on t explicitly. When for a given action a the
environment transits from state s to s′, the agent receives
an immediate numerical value rt, called the reward, that
generally depends on the state s and action a. The tuple
3(s, a, r, s′) defines the MDP. The agent chooses its action
according to its behavior policy pi which maps state s to a
probability distribution over all actions a ∈ A, expressed
as pi(s, a) = P (a|s).
B. Deep Reinforcement Learning
Every decision the agent takes is followed by a re-
ward it gets from the environment. In all types RL algo-
rithms, the goal of an agent is to maximize its exponen-
tially discounted sum of future rewards22, called the gain
Gt = rt + γrt+1 + γ
2rt+2 + · · · =
∑∞
k=0 γ
krt+k, where the
discount factor γ ∈ [0, 1] expresses how much the agent
cares for future rewards. This lets us define a state-action
value function Qpi quantifying the value of a state s, given
that the agent applies action a, as the expected return,
following a given policy pi, Qpi(s) = Epi[Gt|st = s, at = a].
The average Epi can be understood as the sum over all
actions for a policy pi times the sum over all possible state
transitions to s′. Inserting the gain Gt yields the Bellman
equation49,
Qpi(s, a) = Epi [rt + γQpi(st+1, at+1)|st = s, at = a] . (1)
The best possible solution of an MDP is the optimal
state-action-value functionQ∗(s, a) which is the maximum
state-action value function over all policies
Q∗(s, a) = max
pi
Qpi(s, a). (2)
The problem of maximizing the expected discounted re-
ward sum Gt is transformed to find the optimal state-
action value function Q∗. The optimal value function
allows the following consideration. If for all possible ac-
tions a′ for the next time step s′ = st+1 the value of
Q∗(s′, a′) was known, then the optimal strategy would
be to choose that a′ ∈ A resulting in the highest value of
Q∗(s′, a′). This identity is known as the Bellman Opti-
mality Equation22,
Q∗(s, a) = ET
[
r + γ max
a′∈A
Q∗(s′, a′)
]
. (3)
ET averages over all possible state transitions, given by
the transition probability T . The task is now to find a
way to estimate the optimal action-value function Q∗(s, a).
Estimating the state-action value function by performing
rollouts on the environment are called model-free. Mnih
et al.24,25 address this issue with the combination of Q-
learning, deep neural networks and experience replay
successfully, called Deep Q-learning (DQL). Briefly, we
will provide an overview of their approach.
a. Q-learning Q-learning is a specific type of RL
which converges to the optimal solution. In Q-learning
we use the function Q(s, a) representing the state-action
value when performing action a in state s. The temporal
difference error of expected value Q(s, a) and experienced
value r +Q(s′, a′) is used to estimate the current value
of the state22. It is used to incrementally estimate Q-
values for actions, based on an iteratively updated Q-value
function29,
Qi+1(st, a) = rt + γ max
a′∈A
Qi(st+1, a
′). (4)
Action selection when acting in the environment is usu-
ally made with an -greedy policy, i.e., with probability
 ∈ [0, 1] the action argmaxaQ(s, a) is used and with
probability 1−  a random action is used. Here, the pa-
rameter  regulates this exploration-exploitation trade-off.
Q-learning is an off-policy algorithm, i.e. to estimate the
current state-action value the agent uses the maximum
state-action value of the next state, regardless which ac-
tion is actually chosen there. Still, one can prove that for
i→∞ this algorithm will converge to the optimal action
value function Q(s, a)→ Q∗(s, a)22.
b. Deep Q-Networks In practice, this convergence is
only applicable in state spaces with a small number of
states. However, continuous state spaces make it impos-
sible to learn state-action pairs independently22. Using
multi-layered neural networks as function approximators,
Q(s, a, θ) ≈ Q∗(s, a), called Deep Q-Networks (DQN), is
a possibility to overcome this issue24. As target func-
tion Yt one can use different RL variants22. Here the
Q-learning update from equation (4) is adjusted by set-
ting Yt(st, at, θ) = rt + γmaxa′∈AQ(st+1, a′, θ). The pa-
rameters (i.e., the weights) θi of the neural network are
optimized by gradient descent to minimize the loss Li(θi)
at iteration i between the target and the current Q value
via
Li(θi) =
(
Yt(θ
−
i )−Q(st, at, θi)
)2
, (5)
∇θiLi =
(
Yt(θ
−
i )−Q(st, at, θi)
)∇θiQ(st, a, θi), (6)
θi+1 = θi + α∇θiLi. (7)
The parameter α describes the learning rate of the net-
work. To account for a more stable learning a second
network with parameters θ−t is used. This network is a
copy of the first one but is frozen in time for τtarget iter-
ation steps. It is used as the target function Yt(s, a, θ−)
in equation (5). The fixed Q-values of Yt(s, a, θ− make
it possible, that the optimization process converges to
a stable target24. The target network is updated every
τtarget iteration steps by copying the parameters from the
current network: θ− ← θ.
c. Experience replay Instead of learning from state-
action pairs as they occur during simulation, updates for
the state action value function Q(s, a, θ) are applied on
samples (called Mini-Batches) randomly drawn from a
replay memory – typically a large table of stored obser-
vations, that are collected during the training process.
This separates the learning process itself from gaining
experience31 which breaks the similarity of subsequent
training samples and leads consequently to more stable
learning24.
4C. Extensions to DQN
After the convincing performance of the DQN network
presented by Mnih et al.24 the algorithm has been further
developed and significant improvements regarding stabil-
ity and learning speed could be achieved. By using double
Q-learning50 harmful overestimation of the Q values51 can
be reduced. With the introduction of dueling network
architectures52 the value of a state and the advantage of
taking a certain action at that state could be decoupled.
Furthermore, the distributional DQL algorithm by Belle-
mare, Dabney, and Munos53 addresses the issue that the
value of future rewards is restricted to the expected return
(i.e., to the Q function) and replaces it with a distribution
of Q-values per action. These improvements are often
combined with prioritized experience replay54 that priv-
ileges experiences from which the agent can learn more.
In34 Hessel et al. compare and combine improvements to a
new state-of-the-art DQL algorithm, they called Rainbow,
which we will also use in this paper.
D. Agent-Environment Interface
In this work, we transfer the theoretical framework of
an MDP to concrete applications in Earth system dy-
namics by using the agent-environment interface. In this
context, the concept of the agent is solely defined by its
action set. The action set can be regarded as a collection
of possible measures the international community could
use to influence the system’s trajectory. The agent uses
a DRL algorithm outlined in section IIB. Concerning
the detection of sustainable governance policies, we are
mostly interested in the final outcomes the agent has
learned rather than in letting the agent make real-world
decisions later on. To assess the feasibility of finding
sustainable policies, we also investigate the learning pro-
cess. In this work, we intend to test our framework in the
context of Earth system models. We focus on a particular
type of Earth system models, which has been termed
“World-Earth models”2,42. In World-Earth modeling, one
tries to capture the coevolving dynamics between bio-
physical dynamics of the Earth system on the one hand
and on the other hand the social and economic dynamics
of the World community. Since optimizing welfare may
lead to policies which are neither sustainable nor safe55,
we are interested in governance policies whose resulting
trajectories stay within certain “sustainability boundaries”
of the state space. These include both planetary and
socio-economic boundaries. We set up the environments
based on Kittel et al.21 and Nitzbon, Heitzig, and Par-
litz56, both using deterministic nonlinear World-Earth
models including planetary boundaries and social foun-
dations. The dynamics are described by a set of coupled
autonomous differential equations that define a contin-
uous state space. In our setting, time is discretized in
integration steps dt. At each n-th step, the environment’s
dynamics are numerically solved (i.e., integrated) for a sin-
gle timestep dtn = tn−tn−1. Therefore, the environments
fulfill the Markov property of the MDP.
A scheme of how this framework is implemented is
shown in Fig. 1. In the following paragraphs, we pro-
vide more details on how we map the required parts for
an MDP (i.e., concrete states in the environment, ac-
tions and reward function) to World-Earth models. We
conclude this section with some technical notes about
implementation and hyper-parameter search.
a. Environment 1: The AYS model This model is a
low-complexity model in three dimensions studied in57
and described in more detail by Kittel et al.21. It in-
cludes parts of climate change, welfare growth and energy
transformation. As compared to classical Earth system
models the AYS model is adapted. For simplicity carbon
dynamics A is not modeled in an explicit carbon cycle
but assumed to follow an exponential relaxation towards
equilibrium. The relation of the wealth of a society is
modeled through the economic output Y , where the econ-
omy is assumed to have a constant basic growth rate. A
renewable energy source with learning by doing dynamics
is implemented via a renewable energy knowledge stock S.
The state the agent observes at time t is therefore given
by the tuple st = (A, Y, S)t, consisting of three numerical
values. As sustainability boundaries we use a planetary
boundary A > APB = 345GtC and a social foundation
boundary Y > YSF = 4 · 1013 $/yr. For details, we refer
to the Appendix or21.
b. Environment 2: The copan:GLOBAL model This
model, studied by Nitzbon, Heitzig, and Parlitz56, is a
conceptual model that describes the coevolution of nat-
ural and economic subsystems of the Earth. The model
is meant for qualitative understanding of the complex
interrelations rather than for quantitative predictions.
Climate is represented as a global carbon cycle involving
stocks of terrestrial carbon L, atmospheric carbon A and
geological carbon G, which influence the global mean tem-
perature T . On the other hand socio-economic concepts,
expressed through population P with capital K, are used
to describe the flows of biomass and fossil fuels between
society and nature. In56, the authors consider a scenario
where renewable energy does not exist. We extend the
model for this study by including renewable energy use
via a learning-by-doing dynamics for the renewable energy
knowledge stock S, in the same fashion as it was done in42
for a regionalized version of56. The state st is thus deter-
mined by the tuple st = (L,A,G, T, P,K, S)t. Similarly,
we use again A > APB = 345GtC and a social founda-
tion boundary for consumption of W > WSF = 7850 $/yr
per-capita as sustainability boundaries. For details of the
system dynamics the reader is refereed to the Appendix
or42,56.
c. Action set The action set A represents certain
governance management options. It consists of no extra
management (called default), a carbon tax, subsidies of
renewable energies, for the c:GLOBAL environment of
a nature protection policy and all possible combination
of these management options. Depending on the specific
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FIG. 1. Using the agent-environment interface22 for analyzing World-Earth models via deep reinforcement learning (DRL)
techniques. The environment is in a certain state st, based on that state the agent chooses an action at. The environment
responds with a next state st+1 and a reward rt+1. The dynamics of the environment for every timestep dt are numerically
integrated. We interpret the action set A as a set of management options for the Earth system and propose different reward
functions. O describes the set of states that are within the planetary boundaries (PB). The learning agent is implemented to use
DRL24,25 using Q-Learning29 combined with deep neural networks30 and experience replay31 to choose at every step one action
from an action set which in our case represents governance management options. In the Q-learning box, the representation of
the target function is depicted. To visualize Deep Q-Networks’ functionality, we show a scheme for the function approximator
via a deep neural network. In the experience replay box, the dot as the index of the observations in the replay buffer of size k
represents an arbitrary time point.
environment, each action alters the dynamics of the state
variables. For details, we refer to the Appendix.
d. Reward function Reward functions express the
agent’s preferences over state-action pairs and therefore
control the learning process. Since we implemented our
own environments and are only interested in keeping them
within certain bounds, we have freedom of choice for the
reward function. The very simple reward functions we
used are the following:
• Survival reward : provide a reward of 1 if the state
st is the within the boundaries, else 0.
• Boundary distance reward : calculate the distance of
the state st to the boundaries in units of distances
from the current state of the Earth to the boundaries.
This distance is provided as a reward.
Depending on the chosen reward function, the trajectories
found by the agent differ. In the case of survival reward,
the agent is only interested in staying within the bound-
aries, whereas in the latter case of the boundary distance
reward the agent tries to detect trajectories resulting in
a large distance to the boundaries.
e. Implementation After the experience replay mem-
ory is filled with experiences from an agent that acts
randomly in the environment, the learning process runs
as follows. The agent is trained for a fixed number of
episodes. A start position within the boundaries is ran-
domly drawn from a uniform distribution of states around
the current state. The number of iteration steps during
one single learning episode is limited to a maximum of T .
The end of one learning episode is determined either when
T is reached or ended prematurely at time t either when a
boundary is crossed or when approximate convergence to
a fixed point is detected. In the latter case, the remaining
6future rewards are estimated with a discounted reward
sum for the remaining time T − t of the reward rt. In any
case, after the end of a learning episode, the environment
is reset to time t = t0 and a new start point st0 within
the boundaries of the environment is randomly drawn.
f. Hyper-parameter tuning For each environment, we
trained a different network. We systematically investi-
gated the effect of various parameters for the learning
success, such as the discount factor, the training data set
size or the exploration-exploitation trade-off to get an
optimal hyper-parameter set for every environment. The
exploration rate  starts with 1 and decays over time. We
achieved the best performance for a replay buffer (i.e., the
memory size) of 105 which is less than the default value
in many DRL algorithms (e.g.,25,34,52) but in accordance
with the work of58 stating that the size of the replay buffer
is crucially environment-dependent and needs a careful
tuning. A full list of all hyper-parameters can be found
in Table I in the Appendix.
The neural network is based on the following architec-
ture. The input layer of the size equalling the dimension of
the state space is followed by two fully-connected hidden
layers each one consisting of 256 units. The output layer
is a fully connected linear layer that provides an output
value for each possible action in the action set, represent-
ing the estimated Q-value of that action for the state
given by the inputs. For minimizing the loss function,
instead of simple stochastic gradient descent (SGD) the
Adam optimizer59 is used due to its better performance
than SGD in DRL applications as reported in34.
III. APPLICATION TO WORLD-EARTH MODELS
Based on our proposal outlined above, we implemented
an agent that learns by using a DRL (see section IIB)
to manage the environments described in Sect. II D. The
agent is trained for a maximum number of 104 episodes,
where the learning success is evaluated every 50 episodes.
Single simulation experiments can be carried out on stan-
dard notebook computers in a reasonable computing time
(one to two hours on a single machine). Using a tuned
hyper-parameter set (see Table I in the Appendix for
details), we can formulate three key findings of this work
that is outlined below. First, we find that learning in
terms of increasing rewards in the environments is indeed
possible. Second, we investigate the specific pathways
found by the learner and observe that the agent acts with
great farsightedness. Moreover, we see a general strategy
behind the detected trajectories that the learner has de-
veloped. Third, we explore that the agent also achieves
good performance in scenarios in which the state space is
only partially observable to the agent.
A. Training and Stability
In order to verify the overall applicability of our algo-
rithm, we first analyze the learning behavior in general.
Unlike in supervised learning, where one can evaluate the
performance of an algorithm by evaluating it on a set of
test data, it is not obvious how to evaluate accurately
the training progress an agent makes in RL problems.
Here, we stick to the method used by Mnih et al.25 visu-
alizing the training properly. We plot the total reward
the agent collects during one run over the number of
learning episodes. Each value is computed as a running
average over 50 episodes. Each curve is the average of
100 independent simulations.
As a result, we see that after a certain number of
episodes the average reward per episode significantly in-
creases in our environments (see Fig. 2). Obviously, the
agent finds trajectories that reveal a high reward. In other
words, it learns to manage the environment. We conclude
that management can indeed be learned by the agent.
Furthermore, we observe that the learning of the agent
is stabilized by using the extensions to DQN-Learning
as outlined in IIC. The plot suggests that the usage of
dueling network architectures combined with double-Q-
learning (DDQN + Duel) and prioritized experience replay
with importance sampling (PER IS) significantly increases
the performance of our DQN-Agent. This is in good
agreement with the results in52. Therefore, all results
outlined below are achieved by using our best performing
agent (DDQN + Duel + PER IS), if not stated otherwise.
Moreover, this is in qualitatively good accordance with
other comparisons of different learning architectures, as,
e.g., presented in34 and the learning curves show a similar
shape as seen in other DRL applications24,25,34.
B. Management Pathways in World-Earth System Models
In the following, we discuss the pathways in the two
environments described in section IID that were found
by using the outlined framework of DRL. In III B 1 we
explore the AYS model, in III B 2 the copan:GLOBAL
model. Specifically, in both environments, we are in-
terested whether the learner finds trajectories towards
regions which we can associate with a safe and just oper-
ating space without violating sustainability boundaries.
First, we present some successful examples. As a next
step, we look at the specific trajectories in more detail,
hoping to understand the general strategy the agent found
to reach its aim (i.e., maximize the total reward).
1. Pathways in the AYS-model
In the AYS model, the agent can choose between the
following actions: “energy transformation” (taxing carbon
emissions and/or subsidizing renewables) or “degrowth
management” (reducing the basic economic growth rate)
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FIG. 2. Development of total average reward per episode. The
average reward is a running average over the last 50 episodes of
the sum of all rewards gained during one training episode. The
curves are an average of 100 independent simulations of the
AYS-model. The light bands show 95% confidence intervals
for the expected values estimated by these averages. Differ-
ent Deep-Q-Network architectures are analyzed: DQN=Deep
Q-Networks, DDQN=Double DQN, DDQN Duel=Dueling
network architecture with DDQN, DDQN Duel PER IS =
DDQN Duel using prioritized experience replay together with
importance sampling. The simulations were performed with a
-greedy policy with  decaying exponentially from 1 to 0.01
at a decay rate of λ = 0.001.
or neither or both of them. As a first analysis step, we look
at the pathways the agent takes after it was trained for a
sufficiently long time (i.e., the convergence of the learning
is reached, see Fig. 2). We find that even though the
dynamics of the environment is unknown to the agent in
advance, it is able to find trajectories within sustainability
boundaries (see Fig. 3) that were deemed impossible in
another study based on a viability theory algorithm that
used state space discretization21.
Due to the setup of our framework, each of the two
management options can only be switched on and off. In
Fig. 3, in the region near to the boundaries, the energy
transformation (ET) option (representing an energy tax
or subsidy) is switched on and off in short alternations,
achieving essentially the effect that a continuous applica-
tion of a smaller tax/subsidy would have. Hence, offering
different tax levels as individual options might improve
the learning success further.
To get a deeper understanding of the found solutions,
we take a closer look at the different trajectories that
were detected by using the DRL framework. Depending
on the chosen reward function, the paths found by the
agent differ. If the boundary distance reward is chosen,
after sufficiently long learning, the agents always finds a
path towards the "green fixpoint" at (A, Y, S) = (0,∞,∞)
where the distance to the boundaries is maximized. For
the survival reward, the agent is only interested in stay-
FIG. 3. Dynamics of a stylized World-Earth system according
to Kittel et al.21. The default flow of the AYS model is sam-
pled with thin trajectories with randomly distributed initial
conditions. We used non-linearly scaled axes to account for
the full space R3. Red dot in the center: Estimated current
state of the world. Green lines: attraction basin of sustainable
fix point which can be understood as the safe and just operat-
ing space. Black lines: attraction basin of the carbon-based
economy. Grey surfaces: Sustainability Boundaries. In color:
Example trajectory from the current state into a green future.
The possible management options of the action set are: DG:
Degrowth, and Energy-Transformation, i.e., Carbon tax +
subsidies on renewables.
ing within the boundaries. Therefore, it finds pathways
leading to the green fixpoint as well as pathways towards
a region close to the boundaries with S = 0 where it then
manages to stay. Although many viable paths are found
by the learner, we find that the learning strategies that
were found can be generalized. We analyzed the man-
agement options the agent uses most on different parts
of the trajectories. They are depicted in Fig. 4. These
different regions of predominant management options are
now used for the following discussion. The different re-
gions colored in Fig. 4 may be analyzed with respect to
a mathematical theory of the qualitative topology of the
state space of a dynamical system with management op-
tions and desirable states, called topology of sustainable
management (TSM)60. Interestingly, these regions can
be seen to correspond roughly to some concepts from the
TSM-framework, in particular, the concept of "shelter"
and "backwaters". The approximate locations of these
regions are depicted by dashed lines in Fig. 4.
We identify a general strategy the agent uses. Starting
from the current state, we found that in order to stay
within the boundaries forever, it is not sufficient to use
only one single management option of energy transforma-
tion (ET) or degrowth (DG) in the beginning. Rather,
both ET and DG have to be applied to ensure keeping
the system within the sustainability boundaries also in fu-
ture times. However, to stay above the social foundations’
boundary, at a certain time only ET has to be applied pre-
dominantly, leading to more or less sharp "turns" in the
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FIG. 4. Analysis of predominant management strategies in
200 independent simulations that find a trajectory inside the
boundaries (grey surfaces). Half of them use the boundary
distance reward and go towards the green fixpoint within the
"shelter" region where management can be stopped (green
dashed line). The others use the survival reward and go into
a fossil-based future within the "backwaters" region from
which no return to the shelter region is possible (black dashed
line). Management options: DG: degrowth, reducing the basic
growth rate of the economy; ET: energy transformation, taxing
carbon and/or subsidizing renewables. Dots denote points
of strongest gradient on each trajectory (green for going into
the shelter, black for going into the backwaters). Here the
predominant learning strategy changes as well. The color of
the trajectories shows the predominant management option
used in each state. One can see that close to the shelter,
no specific management option is preferred since the choice
becomes irrelevant.
trajectory. If S is large enough at this point, the turn is
"upwards" and after some time, a region is reached where
every trajectory is now leading towards unlimited growth
of economic output and renewable knowledge regardless
of the chosen management option, so that management
can be "stopped". In TSM, such a secure region is called
a shelter. But if S is too small at the turning point, the
turn is "downward" towards S = 0, staying close to the
social foundation boundary. In21, it was shown that this
leads to a region called the backwaters, from which the
shelter could not be reached any longer, but one can still
stay within the boundaries by managing over and over
again.
Summarizing, the agent learns that the timing of the
particular change of management is of crucial relevance.
A general interpretation of the resulting pathways would
be that ET, e.g. via taxing fossils, is highly important to
ensure further development. However, to reach a secure
state without violating the sustainability boundaries, a
degrowth policy is needed for some time as well.
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FIG. 5. Exemplary trajectories for successful management
in the model based on56. The upper graph shows the time
evolution of the main variables, the lower the chosen actions at
every timestep. Dynamical variables are displayed as colored
bands and solid lines, derived variables as dashed lines, the
planetary boundaries and social foundations in dotted lines.
The total energy use is denoted as E = ER+EB+R. For visual
reasons we rescaled the S, P,W,K, Y with Smid = 5 · 1011 bits,
Pmid = 6·109 H,Wmid =WSF = 7850 $/yrH,Kmid = 5·1013 $
and Y = 6.2 · 1013 $/yr. Since the system converges, only the
first 100 years are shown. The available management options
were Sub (subsidies on renewables), Tax (carbon tax on fossils),
NP (nature protection for land use), and all combinations of
these.
2. Pathways in the c:GLOBAL-model
We verify that our framework works as well in
higher-dimensional environments by applying it to the
c:GLOBAL model. While classical approaches like via-
bility theory are no longer well applicable because of the
dimension, our DRL learner is also capable of detecting
solutions towards a sustainable future in this model, see
Fig. 5. Here, one learning episode has a maximum length
of 500 yrs. Successful trajectories often converge already
after around 100 yrs. However, to account for long-term
effects, simulations were executed for times up to 500 yrs
since we observed that seemingly converged trajectories
sometimes transgressed boundaries at much later times,
posing an additional challenge for the learner. The gen-
eral strategy found by the learner turns out to be this.
The NP option is used throughout and renewables are
subsidized during most of the time. The crucial point is
the timing of the carbon tax, which cannot be used imme-
diately without violating the social foundation boundary.
It is switched on only later and switched off again once
renewables have passed through most of their learning
curve.
9An interesting observation regarding the farsightedness
of the agent is the following. After some episodes, the
agent often uses trajectories that do not use any man-
agement during the years 20–60, which keeps the system
within the boundaries for some time but leads to a viola-
tion of APB later for some t > 100 yrs. Only after many
more episodes, the agent learns to act with foresight and
use management options early on that only make a rec-
ognizable difference much later and avoid crossing the
boundaries. This is indeed a key feature for the success of
DRL and shows the potential power of the method. One
example trajectory can be found in Fig. 7 in Appendix.
However, taking a look at the stability of the learning
(see Fig. 6), we observe that the learning success in the
copan:GLOBAL model also decreases again after a still
larger number of episodes. As a possible explanation, we
suggest that this is connected to the replay buffer. To
avoid this phenomenon, the replay buffer needs to contain
experiences especially about the timesteps where the dy-
namics of the system changes significantly58. After many
successful runs, we still continue collecting observations
in the memory buffer at every timestep. Therefore, it
mostly contains experiences for time points t > 50 ys.
However, especially the first timesteps are crucial to avoid
transgressing boundaries at later times as outlined above.
These are therefore essential for the learning success. It
seems that the agent tends to forget about experiences
from early timesteps and the learning success decreases.
Further investigation considering the question which ex-
periences should be stored in the replay buffer could be a
first step to overcome this issue.
C. Partial Observability and Noise
As a generalization of Markov decision processes, par-
tially observable Markov decision processes (POMDP) are
of great research interest. Here, the agent is only able to
observe only part of the actual system state61. We are in-
terested in the performance of our DRL agent under such
observational constraints since a real-world manager will
only have access to vastly restricted information about the
Earth system’s current state. Moreover, we added noise
to the observations of the agent. Our experiments show
(see Fig. 6) that even under partial observability of the
state, the agent is still capable of detecting sustainable
solutions. We observe that the learning curves for observ-
ing either the full state (L,A,G, T, P,K, S) or only the
variable combinations (A,G, T, P,K, S) or (G,T, P,K, S)
have very similar shape. So it seems that there is lit-
tle added value in observing the carbon stocks L and
A when already observing the geological stock G whose
decline is essential for the timing of the carbon tax (but
which is also the hardest to observe in reality). However,
even if we limit the agent’s observation capabilities to the
socio-economic variables (P,K, S) the agent achieves a
similar performance after a certain number of episodes,
only considerably later. This can be explained by the
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FIG. 6. Percentage of tests the agent passes successfully given
different information about the state. An episode is considered
successful if the agent, starting from the current state, manages
to reach the shelter region where management can be turned
off. For each set of dynamical variables, we simulated 100
independent learning processes and show 95% confidence bands
for the reported percentages as estimates of the true success
probabilities. The legend lists the variables observable by
the agent: L = terrestrial carbon, A = atmospheric carbon,
G = geological carbon, T = global mean temperature, P =
population, K = capital, S = renewable energy knowledge
stock.
dominant force humans exert on the Earth system.
To test the robustness of the DRL algorithm for a noisy
state input, we added white observational noise on the
input state st the agent receives from the environment.
Not surprisingly, noise can disturb the agent’s learning
and lead to a massive decrease in performance if the en-
vironment gets more complex. See Fig. 8 in Appendix
for details. Neural networks are known to be vulner-
able by perturbed input62,63 and the harmful effect of
noise has already been observed and discussed as well in
DRL applications64–66. Still, for further experiments with
more realistic scenarios, the influence of noise has to be
investigated more systematically.
For the analysis of trajectories in the Earth system, we
can deduce the following. Even if the full state will not be
observable to the agent, it is just based on the distance
boundary reward signal still able to sufficiently “under-
stand" the system’s dynamics in order to find appropriate
management pathways. Furthermore, in our experiments,
we see that noise will be a limiting factor for some DRL
algorithms. In simulations with very noisy environments,
some preprocessing of the input state might be necessary
to use DRL successfully.
IV. CONCLUSION
The main contribution of this work is the development
of a framework for using DRL in Earth system models,
mathematically formalized in a Markov decision process.
Throughout this paper, we have combined the technique
of deep reinforcement learning with Earth system mod-
eling in order to detect global sustainable management
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strategies. We have presented a prototype for which we
hope extensions based on our work will become a helpful
tool to discover and analyze management pathways and
to get a deeper understanding of the impact of global
governance policies.
As a proof of concept, we have applied it to two exem-
plary models from Earth system science, taken from the
World- Earth modeling literature. They include compo-
nents of Earth system modeling as well as constraints of
planetary boundaries and social foundations. We have
shown that our algorithm successfully identified trajecto-
ries towards a secure region for the Earth system which
a competing approach using viability theory and a dis-
cretization of the state space was not able to find21. Even
very simple reward functions were sufficient and only par-
tial observations of the system state were necessary for the
learner to understand the complex, non-linear system’s
dynamics. However, noisy observations have presented
a challenge. We have found significant learning improve-
ments by using the combination of DQN with dueling
network architectures and prioritized experience replay
and importance sampling.
With respect to management strategies that the learner
found in the AYS and the c:GLOBAL model, we can
support the intuition that neither there is one single way
for staying within the boundaries nor can the impact
of global management be observed immediately. Rather
we conclude from our models that only an intelligent
combination and timing of global policies may lead to a
sustainable future. We found that besides making renew-
ables more attractive, also a temporary slowing down of
economic growth might be necessary for staying within
planetary boundaries.
Moreover, we have shown that our method is applica-
ble as well in environments with only partially observ-
able state spaces. Due to its connection to real-world
problems61, for example in 3D navigation67, partial ob-
servability of state spaces is widely discussed in the rein-
forcement learning community. Hence, in future work, the
effects of reducing the dimensionality of the state space
in our World-Earth system models need to be studied in
more detail.
We used DRL to identify trajectories under certain con-
straints. Formally, this can be regarded as an optimization
problem, which could be approached with other methods
as well. E.g., the IAM community typically uses commer-
cial solvers for the optimization of long-term social welfare
functions which are influenced by nonlinear underlying dy-
namics. However, the choice of the welfare function is not
directly intuitive and hard to justify straightforwardly16.
As an example, Pindyck16 puts forward the significant
differences in the outcome of two established models in
IAM. The results in68 and69 differ widely, mainly based on
the different values of the discount rates for the choice of
which no uniform theory exists. However, in our models,
the constraints imposed by sustainability boundaries, as
well as the choice of simple reward functions, could be
argued to be easier to justify and to understand intuitively
in some contexts.
We encourage the reader to apply our framework to his
or her preferred models. Since we formulated our problem
as an MDP, our approach is not restricted to deterministic
environments but can be generalized to environments that
include stochastic dynamics and agent-based components.
One could think about replacing the global society used
in the models above by agent-based models of regionally
distributed interacting societies. Following the model
developed by Wiedermann et al.70,71 which is a stochastic
environment based on an adaptive network model, could
be a first step in this direction. On the other hand, the
biophysical dynamics could be incorporated in more detail
as well by using more complex global vegetation models
such as LPJ72.
Further, an interesting next step could be to use DQN
agents to represent major real-world agents such as gov-
ernments in a multi-agent environment setting. Here,
first experiments in simple grid worlds have already been
performed to investigate sequential social dilemmas73 and
common-pool resource appropriation74. Connections to
game theory in the climate context are conceivable as
well47,75.
Another approach that might be promising is to in-
clude model-based RL in our framework. Regarding com-
putation time, model-based RL tends to be much more
efficient76. The key difference is that model-free methods
act in the real environment in order to collect rewards
and update the action-value functions accordingly. In con-
trast, the agent in model-based methods uses RL to learn
a model of the environment and then predicts the system
dynamics in a second step. Once the model is learned,
actions can be chosen by using optimal control theory.
Especially as environments in World-Earth models are
often based on a set of biophysical and socio-economic
differential equations, this approach might be promising.
However, highly complex environments often cannot be
learned perfectly, such that solutions of this method in-
volve the risk of being suboptimal. A possible approach
to overcome this issue are recently developed algorithms
that aim to combine advantages of both methods in one
algorithm77.
Another fruitful exchange could emerge between the
field of Earth system analysis and the field of safe and ben-
eficial AI78. For example, the important question of the
latter field of how self-learning agents can safely explore
an environment without pursuing catastrophic action di-
rectly translates to finding sustainable policies in Earth
system analysis. Here as well, management strategies
need to navigate uncertain environments without activat-
ing tipping elements in the Earth system with potentially
catastrophic impacts on human societies79,80.
ACKNOWLEDGEMENTS
This work was developed in the context of the COPAN
collaboration at the Potsdam Institute for Climate Impact
11
Research (PIK). The authors thank the COPAN group for
helpful discussions and comments. Moreover, FMS thanks
the participants and organizers of the Eastern European
Machine Learning (EEML) Summerschool for inspiring
suggestions to this work. We are grateful for financial
support by the European Research Council (via the ERC
advanced grant project ERA), the Stordalen Foundation
(via the Planetary Boundaries Research Network PB.net),
the Earth League’s EarthDoc program and the Leibniz
Association (project DOMINOES). The authors grate-
fully acknowledge the European Regional Development
Fund (ERDF), the German Federal Ministry of Education
and Research and the Land Brandenburg for providing
resources on the high-performance computer system at
PIK.
APPENDIX
The AYS model environment
In this environment, the observable state is composed
of three real-valued components, the excess atmospheric
carbon stock over pre-industrial levels A ≥ 0 [GtC], the
gross world economic product Y ≥ 0 [$/yr], and the
global knowledge stock for producing renewable energy
S ≥ 0 [GJ]. The time evolution of these is given by three
ordinary differential equations in which several additional,
derived quantities occur that the agent cannot directly
observe. These auxiliary variables are total world demand
for primary energy U [GJ/yr], a relative price level of
renewables G, resulting in a division of U into renewable
energy production R and a flow of fossil energy F , and fi-
nally the global greenhouse gas emissions flow E [GtC/yr]
resulting from F . We assume each unit of output Y re-
quires a fixed amount 1/ of energy and the two energy
sources are used in proportion of relative price (see21 for
a justification), so that
U = Y/, F = GU, R = (1−G)U, E = F/φ. (8)
We assume the absolute price of fossils to remain constant
and that of renewable energy to depend on the renewable
knowledge stock in a power law relationship, so that the
relative price of renewables vs. fossils has the form
G =
1
1 + (S/σ)ρ
. (9)
Instead of assuming a carbon cycle as in the c:GLOBAL
model (see below), we here simply assume atmospheric
carbon stock declines exponentially towards its equilib-
rium value where excess atmospheric carbon vanishes, so
that
dA/dt = E −A/τA.
Likewise, instead of assuming a classical economic growth
model as in c:GLOBAL, we here simply assume gross
world product grows at a fixed basic rate which is reduced
in proportion to A (interpreted as a proxy for climate
damages),
dY/dt = (β − θA)Y.
Finally, learning-by-doing makes the renewable knowl-
edge stock grow with renewable energy production, and
forgetting makes it decline exponentially:
dS/dt = R− S/τS .
We use the following initial conditions and parameter
estimates from21: energy efficiency  = 147 $/GJ, fossil
combustion need φ = 4.7 · 1010 GtC/GJ, break-even level
of renewables σ = 4 · 1012 GJ, learning-by-doing exponent
ρ = 2, characteristic time of natural carbon uptake τA =
50 yrs, basic economic growth rate β = 0.03 /yr, climate
damage coefficient θ = 8.57 · 10−5 /yr/GtC, characteristic
time of forgetting τS = 50 yrs, initial values A0 = 840GtC,
Y0 = 7 · 1013 $/yr, S0 = 5 · 1011GJ.
The AYS environment is an interesting minimum-
complexity toy model for sustainability science because
one can represent both the climate change planetary
boundary and a wellbeing social foundation boundary
in it by studying whether A may stay below some thresh-
old APB = 345GtC and Y does not drop below some
minimum value YSF = 4 · 1013 $/yr. In this paper, we
assume the agent that represents the world community
will try to avoid that the system converges to a fixed
point with S = 0, A > A¯ and Y < Y¯ , e.g. by making
it instead go to A = 0 and S, Y = ∞ without violating
the bounds. To do so, she has the option “DG” to reduce
the basic growth rate to β¯ = β/2, the option “ET” to
support an energy transition and lower the break-even
point to σ¯ = σ · (1/2)ρ by subsidizing renewables and/or
taxing fossils, and she can also use neither or both of
these options.
The c:GLOBAL model environment
The model underlying this environment is of a similar
type but more complex, having seven dynamic variables,
of which the agent can observe different subsets in our
experiments, as well as several additional unobserved
auxiliary variables.
Here, terrestrial carbon stock changes due to
temperature-dependent photosynthesis (1st term) and
respiration (2nd term), and due to harvesting of biomass
B,
dL/dt = (l0 − lTT )
√
A/ΣL− (a0 + aTT )L−B.
Absolute atmospheric carbon stock A changes due to pho-
tosynthesis, respiration, combustion of harvested biomass
(= −dL/dt), and ocean-atmosphere diffusion,
dA/dt = −dL/dt+ δ(M −mA).
12
Geological carbon stock G declines because of extraction
of fossil fuels F ,
dG/dt = −F.
Global mean temperature converges to a value dependent
on A due to the greenhouse effect and is hence measured
for simplicity on a nonlinear scale in units of atmospheric
carbon per land surface area, so that
dT/dt = g(A/Σ− T ).
Population P has a fertility (1st term) and mortality (2nd
term) that depend on wellbeing W ,
dP/dt = P
(
2WWp
W 2 +W 2p
p− q
W
)
.
Physical capital K grows since part of GWP Y is invested,
and decays exponentially,
dK/dt = iY − kK.
For renewable knowledge stock S, we assume the same
dynamics as in the AYS model,
dS/dt = sRR− sSS.
Since total carbon is fixed at C∗, maritime carbon stock
M is
M = C∗ − L−A−G.
Usage of the three assumed perfectly substitutable energy
forms of biomass B, fossil F , and renewable energy flow
R is determined by a general price equilibrium model
(see42,56) that leads to these equations:
B =
aB
eB
L2(PK)2/5
(aBL2 + aFG2 + aRS2)4/5
, (10)
F =
aF
eF
G2(PK)2/5
(aBL2 + aFG2 + aRS2)4/5
, (11)
R = aR
S2(PK)2/5
(aBL2 + aFG2 + aRS2)4/5
. (12)
Economic output is proportional to energy input,
Y = yE(eBB + eFF +R).
Finally, wellbeing is determined by per-capita consump-
tion and ecosystem services which are assumed propor-
tional to terrestrial carbon density:
W =
(1− i)Y
P
+ wL
L
Σ
.
We use the following initial conditions and parameter es-
timates from42,56, which are based on data from year
2000: initial values L0 = 2480 GtC (GtC=gigatons
carbon), A0 = 830 GtC, G0 = 1125 GtC, T0 =
5.05 · 10−6 GtC m−2, (global mean surface air tempera-
ture is not measured in Kelvin but for simplicity in carbon-
equivalent degrees, i.e. GtC), P0 = 6 · 109 H (H=humans),
K0 = 5 · 1013 $, S0 = 5 · 1011 bits.
The parameters are: photosynthesis parameters l0 =
26.4 km yr−1 GtC−1/2 and lT = 26.4 km3 yr−1 GtC
−3/2,
total land mass Σ = 1.5 · 108 m2, respiration parame-
ters a0 = 0.03 yr−1 and aT = 1.1 · 106 km2 yr−1 GtC−1,
diffusion coefficient δ = 0.01 yr−1, solubility coefficient
m = 1.5, strength of greenhouse effect g = 0.02 yr−1,
peak fertility wellbeing level Wp = 2000 $ yr−1 H−1,
peak fertility p = 0.04 yr−1, mortality coefficient
q = 20 $ yr−2, savings and capital depreciation rates
i = 0.25 and k = 0.1 yr−1, knowledge accumulation
sR = 1.0 bits GtC
−1 and forgetting parameters sS =
1/50 yr−1, total carbon C∗ = 5500 GtC, energy subsec-
tor productivities aB = 1.5 · 104GJ5yr−5GtC−2$−2H−2,
aF = 2.7 · 105GJ5yr−5GtC−2$−2H−2, aR = 9 ·
10−15GJ5yr−5bits−2$−2H−2, energy efficiencies eB =
4 · 1010 GJ GtC−1, eF = 4 · 1010 GJ GtC−1, final sector
productivity yE = 120 $ GJ−1, wellbeing-sensitivity on
ecosystem services wL = 0.
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Unsuccessful Management in c:GLOBAL
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FIG. 7. Exemplary trajectories for unsuccessful management
in the model based on56. The upper graph shows the dif-
ferent trajectories, the lower the chosen action at that time.
Dynamical variables are displayed in solid lines, derived vari-
ables in dashed lines, planetary boundaries and Social Foun-
dations in dotted lines. The total energy use is denoted
as E = ER + EB + R. For visual reasons we rescaled the
S, P,W,K, Y with Smid = 5 · 1011 bits, Pmid = 6 · 109H,
Wmid = 7850 $/aH, Kmid = 5 · 1013 $ and Y = 6.2 · 1013 $/a.
Since the system converges, only the first 100 ys have been plot-
ted. The available management options were: Sub=Subsidies
on renewables, Tax=Carbon tax on fossils, NP=Nature pro-
tection for landuse.
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FIG. 8. Percentage of successful tests for environments with
different levels of noise strength σ. White noise is set on the
input states, the strength of the noise could be up to σ relative
to the input state st. We compare the the learning success
in the AYS as well as in the c:GLOBAL model. The agent is
provided all dimensions of the state space.
List of hyper-parameters
In Table I the list of the hyper-parameters in AYS and
c:Global environment is shown. The hyper-parameter
search was mainly done based on own exploration. Due
to high computational costs, no systematic grid search was
performed, but as one parameter was tested the remaining
were fixed at their previously explored optimal values.
For the priority of transition α, the initial importance
sampling weighting β0 and the Adam optimizer learning
rate the recommended values in54 and34 were used.
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Hyperparameter Value AYS Value c:Global Description
batch size 32 32 Number of training observationsover which Q-value function update is computed
replay memory size 1 · 105 1 · 105 Number of stored observations in replay memory.
initial exploration 1 1 Initial value in -greedy policy.
final exploration 0.01 0.001 Final value in -greedy. policy
decay rate exploration 0.001 0.001 Exponential decay of  towards final value.
target network update frequency 100 200
The number of episodes after which
the parameters of the target network
are updated to the current network parameters.
Adam learning rate 0.00025 0.00025 The initial learning rate in Adam optimizer
discount factor γ 0.96 0.96 Discount factor used in Q-learning. update
priority of transition α 0.6 0.6 In Prioritized Experience Replay: The exponentdetermines how much prioritization is used.
initial importance sampling weight β0 0.4 0.4
In importance sampling β is annealed
from β0 to 1, which means its affect
is more relevant at the end of the simulation.
TABLE I. Hyper-parameters for the AYS and the c:Global environment.
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