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Abstract 
In this paper an approach for controller reconfiguration is 
presented. The starting point in the analysis is a sufficiently 
accurate continuous linear time-invariant (LTI) model of the 
nominal system. Based on a bank of reconfigurable LQG 
controllers, each designed for a particular combination of 
total faults, the reconfiguration consists in two operation 
modes. In the first mode a switching is invoked towards 
one of the pre-designed LQG controllers on the basis of the 
information about only the combination of total faults that 
is in effect. In the second mode, which is activated in cases 
of partial and component faults, a dynamic correction pro- 
cedure is initiated which tries to reconfigure the currently 
active controller in such a way, that the failed closed-loop 
system remains stable and its performance is as close as pos- 
sible to the performance of the closed-loop system with only 
total faults present in the system. In cases of partial faults 
the second mode is practically an extension of the modi- 
fied pseudo-inverse method. In cases of component faults 
the second mode is based on an LMI optimization prob- 
lem. The approach is illustrated using a model of a real-life 
space robot manipulator, in which total, partial and compo- 
nent faults are simulated. 
Keywords: Reconfigurable control, Fault-tolerant systems, 
Multiple-Model Control, LMI. 
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1 Introduction 
The increasing complexity of modem control systems re- 
quire their ability for operation over long periods of time, 
without human intervention. These systems should possess 
the capability to accommodate faults, i.e. they should be 
fault-tolerant. Typical examples of such systems are sys- 
tems that operate in space [3, 9, 161 since they have prede- 
fined scheduled tasks, requiring timely completion. Other 
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examples are aircraft systems [15, 5, 1, 21 which will in the 
coming future operate autonomously with the requirement 
of highly increased survivability. The future fully automated 
trafJic control (FATC) [lo] having the purpose to reduce the 
human involvement in highway traffic as much as possible, 
is yet another example of systems in which the issue of fault 
accommodation is of critical importance. 
The problem of reconfigurable control has been addressed 
in the literature in different forms. In general, the follow- 
ing categories can be distinguished: multiple model adap- 
tive control [l, 13, 91, the pseudo-inverse method [7, 141, 
adaptive control [2], predictive control [ l l ,  121, control- 
allocation reconfiguration [5], eigenstructure assignment 
[17], input-output linearization [6] .  However, most of the 
existing techniques are either based on the assumption that 
the possible system faults are known a priori, i.e. only un- 
ticipared faults are "allowed", or consider only a given class 
of the possible system faults. The current paper aims at the 
development a controller reconfiguration (CR) methodology 
allowing stabilizing control in all cases of (sensor, actua- 
tor and component) faults, under which the systems remains 
stabilizable and detectable. By sensor and actuator faults 
we mean linear faults that can be modeled by re-scaling of 
the inputs and outputs of the system. By component fault 
a deviation of a physical parameter of the system from its 
nominal value is meant. 
A fault-tolerant system (FTS) in general consists of two 
main parts. The first part is a fuult detection and diagno- 
sis (FDD) mechanism [8 ] ,  having the task to detect faults in 
the system as well as to distinguish the origin and the mag- 
nitude of the detected faults (diagnosis). The-second part is 
controller reconfiguration which aims at maintaining a sat- 
isfactory level of closed-loop performance in cases of faults 
in the system. This paper focuses on the CR part of the 
FTS system. The information about faults is assumed to be 
precise and timely, supplied by the FDD part of the fault- 
tolerant control system. Nowadays, a lot of different types 
of algorithms for fault detection and diagnosis exist, some of 
which could be interconnected with the proposed technique 
to yield a complete fault-tolerant system. Readers who are 
interested in schemes for FDD are referred to [8] and the 
references therein. 
In general, given a linear system, the optimal performance 
of the nominal closed-loop system can always be preserved 
when the system undergoes only partial faults in its sen- 
sors and actuators. Then the CR simply consists of input- 
output scaling. However, this performance could not, in gen- 
eral, be achieved when the system experiences total (sensor 
and actuator) or component faults. Thus, it is desirable to 
have different performance objectives for the different total 
and component faults. Unfortunately, the set of all possible 
component faults is not finite, which makes it impossible 
and impractical to construct different performance criteria 
for them. There is, however, a finite number of possible 
total sensor and total actuator faults. Therefore, we could 
attribute a different cost function to the different combina- 
tions of total faults, and we could design an optimal LQG 
controller for each model that represents such a combina- 
tion of total faults. Then, whenever a total fault occurs we 
only need to activate the corresponding controller. Given an 
active controller we could try to reconfigure it in the case a 
partial or a component fault occurs. 
The paper is organized as follows. The next section in- 
troduces the model representation of faults that is assumed 
throughout the paper. Section 3 presents the main idea be- 
hind the proposed algorithm for controller reconfiguration, 
which guarantees stability in cases of (both partial and to- 
tal) sensor and actuator faults. In section 4 the algorithm is 
extended to assure the stability in cases of component faults 
as well. The proposed methodology is illustrated in section 
5 by a case study with a real-life space robot manipulator, 
in which different faults are simulated. Finally, section 6 
presents the conclusions, and section 7 - the acknowledg- 
ments. 
2 Modeling Sensor and Actuator Failures 
The notation is standard. 2(.9f, will denote the space of real 
rational stable transfer matrices. The pseudo-inverse of a 
matrix A is denoted as At. fi(*,*) will represent the lower 
linear fractional transformation (LFT). The transfer matrix 
of a system will be denoted 
S =  [#&I = C(sZ-A)- 'B+D. 
algorithm developed in this paper is based on LQG control, 
which has limited robustness properties, it is assumed that a 
sufficiently accurate nominal model of the system is given. 
In what follows we will model each actuator (sensor ) fault, 
either total or partial, by multiplication of the correspond- 
ing column (row) of the nominal B (C) matrix by a positive 
scalar in the interval [0, l), where zero corresponds to total 
fault. 
Thus, if we define the set 
Xr = {E: Z=diag{crl, ..., or},oi E W,oi E [O,l],i = 1 ,... , r }  (2) 
then all possible sensor and actuator faults can be modeled 
as 
(3) 
with Ea E Y, and Xs E V. In the case when c(t) is additive 
to the input u(t) ,  we have T =Band z = B&. 
We will make the assumption that the pair (A,B&) is stabi- 
lizable, and the pair (A,&C) is detectable. Otherwise, there 
exists no controller that can stabilize the closed-loop system. 
= Axf(t)  + B&u(t) + z;:4(t) sf: { y f ( t )  X W W x f ( t >  + W L u ( t )  +q(t) 
In general, models representing component faults cannot be 
described in such a convenient form. Depending on the lo- 
cation of the failed component, it could affect any one of the 
system (A, B, C, 0) matrices. 
3 A Bank of Reconfigurable LQG Controllers 
The controller reconfiguration approach that will be pre- 
sented here consists of a bank of LQG controllers, each cor- 
responding to a particular combination of total (sensor and 
actuator) faults (figure 1). Then, when a tofu1 fault (or a 
combination of total faults) takes place, the controller that 
is designed to be optimal for the current model of the failed 
system is activated. If afterwards some partial fault occurs, 
the transfer matrix of the currently active controller is pre- 
and post-multiplied by two gain matrices so that the optimal 
performance of the closed-loop system, that was active be- 
fore the occurrence of this partial fault, is preserved. Thus, 
no performance degradation of the closed-loop system can 
be expected as a result of (both sensor and actuator) partial 
faults. 
However, the situation is different in case of component 
faults. Such faults may, in general, lead to changes in all of 
the matrices in the state space model. Whenever a compo- 
nent fault occurs our primary goal will be to assure the stu- 
bility of the closed-loop system. Once the stability require- 
ment is fulfilled, we will try to reconfigure the controller in 
such a way, that the resulting closed-loop system is as close 
as possible (in some sense) to the closed-loop system before 
the occurrence of the component fault. 
Consider the nominal model of the system: 
i ( t )  = Ax(t) +Bu(t)  + T c ( t )  
S :  { y ( t )  = Cx(t)  + Du(t) + q(t) (l)  
where x( t )  E Rn is the system state, u(t)  E Rm is the input 
to the system, y ( t )  E Rp is the output of the system. 5 E R": 
and q E Rp are process and measurement noises with means 
4 and 4, and covariances V and W, respectively. Since the 
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Figure 1: Interconnection of the bank of reconfigurable LQG con- 
trollers with the other components of the fault-tolerant 
system. 
Let N be the number of possible combinations of total faults 
for which the system is still stabilizable and detectable. We 
design an LQG controller for each model that represents one 
of these combinations of total faults. The number of con- 
trollers in the bank, in general, is N < 2m+p - 2'" - 2P + 1. 
Thus, we have a set of N cost functions 
with Qi 2 0 and Ri > 0, V i =  1, ..., N ,  and a bank O f N  opti- 
mal LQG controllers Ki(s) ,  each optimizing its correspond- 
ing cost function Ji. 
Now, consider the transfer matrix of the model that corre- 
sponds to the i-th combination of total faults 
with state vector xi E It", 
Given this model of total faults, any model representing a 
subsequent occurrence of partial faults will be denoted by 
an upper suffix "P" (Gr), while models for occurrences of 
component faults - by a bar (Gi) .  If both partial and compo- 
nent faults occur, the model will be denoted as 
The corresponding LQG controller for the model Gi (s) is 
where xc,i E It" is its state vector, 4 = R i l  BTXi is the state 
feedback gain with Xi the solution of the Riccati equation 
A ~ X ~  + X A  -X ~ B ~ R ~ ~ B T X ~  + ei = 0, 
and Li = I(iC;V-' is the Kalman filter gain with I(i - the 
solution of the Riccati equation 
 AY^ + Y ~ A ~  - ~ c ' v - ~ c ~ Y ~  + w = 0. 
Then the autonomous part of the closed-loop system is de- 
scribed as 
We want to reconfigure the controller Ki(s)  in the case when 
some partial faults of the remaining sensors and actuators, 
or some component faults, occur. The information on the 
present total and partial faults will be represented by the di- 
agonal elements of the two matrices &,a E Cm and &,s E U, 
as explained in section 2. Note that BP = BXi,a = BiEi,a, 
given the model (A,Bi,Ci,Di) that corresponds to the i-th 
combination of total sensor and actuator faults, each addi- 
tional possible partial and component fault will be repre- 
sented by a model with state-space matrices 
Cr = Xi,sC = &,sCi, and Op = &,sDCi,a = Thus, 
(A,B:,q,D;) = (A,BCi,a,~i ,sC?Ci,s~)Ci ,a) .  
If we write the corresponding controller of this system as 
then, the autonomous part of the closed-loop system be- 
comes 
Since the poles of the closed-loop systems (7) and (9) are 
the eigenvalues of the matrices 
[ 0 A+BiF;: 0 A + B&J O I  A+LiCi 0 ] and [ A+LiXi,sC 
respectively, our aim will be to find the matrices Li and E 
that solve the optimization problem: 
minimize over the function 
Lemma 3.1. The solution of the optimization problem ( I O )  
is given by 
Proof: 
separate optimization problems: 




m i d 2  = m& ll(A +BiF,) - (A+BZi,afi)IIF 
El S 
Denote 
A-A+LiCi = [ y ]  EIWnX"and$= [ ':] E P ' P .  
Then the first optimization problem can be written as 
an 1" 
Thus, we are looking for the least squares solution of the 
equation a, = l jZ i , sc ,  which is l j  = ajCtZls. This solution 
minimizes the vector norm lla, - l jXi,sClli .  Therefore 
Now, denote 
Then the second optimization problem can be rewritten as 
NOW, f j  = Z:,Bt5j minimizes l lHj  -&,a f j l l i  and 
6 = [ f l ,  " ' )  fn J Z ~ ~ B + [  51, 6, J = 
= ZlaBt ( A  - A + Bifi)  
which completes the proof. 
Remark 3.1. When no component faults take place, the al- 
gorithm guarantees min (51) = min ( J z )  = 0, i.e. we have 
exact matching of the two closed-loop systems when only 
sensor and actuator faults occuz To see this, note that in 
this case ( A , B r , c F , z )  = (A,Br,C:,@). Thus, we have 
Li = 
f i  = q a F i  
/f we now substitute these in ( I O )  we get 
Since Z$i, models only the total sensor faults, and ZipEla  
models only the total actuator faults, we can write 
z:,zi,,c = ci 
BZi,aZLa = Bi 
which makes [; S ; ] = o .  
Unfortunately, in the case when component faults are 
present, the matrices and do not assure closed-loop sta- 
bility in general. The section that follows presents a possible 
solution of this problem by trying to do the same matching 
while maintaining the stability of the closed-loop system. 
4 Assuring Stability in Cases of Component Failures 
For the case of component faults, the idea is again to solve 
(lo), but now under the constraint that the system (9) is sta- 
ble. In other words, our goal in cases of component faults 
will be to find the matrices Li and f i  that solve the following 
two constraint optimization problems 
One way to solve these problems is to represent them as 
linear objective minimization problems subject to LMI con- 
straints. For this purpose, let us first note that the stability 
conditions above can be rewritten as 
3x1 = XT > 0, and Li, such that 
3x2 = X$ > 0, and 4, such that 
X I  (A  + &Z$) + (A  + LiXi,sC)TXl < o 
(A + B ~ i , a f i ) ~ 2  + ~2 (A  + B ~ i , a f i ) ~  < o
or, equivalently, by substituting YI = XI$ and Y2 = E X z ,  as 
3x1 = XF > 0, and k'1 , such that 
3x2 = X z  > 0, and Y2, such that 
xlA+ATxl + YICi,sC++TZi,s~T < o 
Ax2 + X2AT + BZilUY2 + Y;Zi,aBT < 0 
Let us first observe that, in general, the unconstrained mini- 
mization problem 
9 b11z7 
with A E Itnx", x E R", and b E R", can be restated as an 
LMI optimization problem the following way [4] 
mint subject to: 
X J  
t l  Rr-b 
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inertia of the output system I Ison 
spring constant C 11 130000 11 400 
Table 1: The nominal values of the parameters in the linear model 
of one joint of the SRM. 
Thus, substituting A1 = A -A  + LiCi and A2 = A - A  + B i 6 ,  
the initial two optimization problems (12) and (13) can be 
model representing a total fault of sensor No. 2. With this 
total fault the system is still controllable. It is also assumed 
that the necessary information from the FDD part is avail- 
able, exact and without delay. 
In this case study we have the following scenario: 
a) Models in effect 
for t E (0,301 the nominal model is in effect, i.e. 
= 12, and = 1. 
for t E (30,603 a faulty model, corresponding to si- 
multaneous total fault of sensor No.2 and partial 40% 
fault of sensor No.1, i.e. X2,, = [ ‘ 1, and 04 0 0 0  
= 1. 
rewritten as 
0 for t E (60,100] a component fault (Nf = 2.N = 
-521.2) takes place in addition to the total fault of 
sensor No.2 and the partial 40% fault sensor No.1. 
faults 
min t l  subject to: 
XI ,YI 
tl I n  X1A1--Y1XlSC 0 0 
A f X l +  C‘TZISY;r t l h  O o ] > o  0 0 di 0 
0 0 0 x1 b) Reference Signal 
(14) 
0 fort E (0,401, r(t) = [l, 0IT. 
[ 
where dl = -(XlA+ATX1 +YIXl,c+cTX., ,YT),  and 
I 1  0 
where d2 = - ( a 2  + X2AT + B&aY2 + Y2ClaB). 
Given the optimal solutions X;, X;, Y;, and Y;, the recon- 
figured controller (8) is parametrized by 
5 A Case Study 
In this-section we are going to present the result of a case 
study, in which we consider a linear model of one joint of a 
real-life space robot manipulator ([3]). Its state-space repre- 
sentation is given by 
r o  1 0 
where the nominal values of 




In this experiment the bank of controllers consists of only 
two controllers: one for the nominal system, and one for a 
fort E (40,701; r(t) = [-1, OlT. 
0 for t E (70,1001, r ( t )  = [-2, OlT.  












30 40 50 60 70 BO 90 100 
I I 
Figure 2: The reference r( t ) ,  the measured output ym(t ) ,  and the 
“real” output y ( t ) .  
In the time interval t E (30,601 no component faults are ac- 
tive. Then (see Remark 3.1 the reconfigured closed-loop 
system exactly matches the closed-loop system with only 
the total fault of sensor No. 2 active. However, for t > 60 
a component fault occurs. With this component fault the re- 
configuration process used equation (16) to parametrize the 
controller as the parametrization (1 1) did not stabilize the 
close-loop system. 
Figure 2 shows the faulty measured output, the “real” out- 
put, and the reference signal. The figure depicts the mea- 
surement of the first output, denoted ym(t), the “real” value 
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of the first output, denoted y ( t ) ,  and the reference signal, 
plotted in dotted line. We could see from the figure the abil- 
ity of the system to swiftly reconfigure the controller ap- 
propriately after each fault occurrence so that the fault is 
accommodate d. 
6 Conclusions 
In this paper we proposed a multiple-model based approach 
for controller reconfiguration. It consists of a bank of LQG 
controllers, each designed for the system with only (a com- 
bination of) total faults present in the system. Switching be- 
tween controllers is invoked whenever certain combination 
of total faults occur. Any additional occurrence of partial or 
component fault leads to reconfiguration of the currently ac- 
tive controller from the bank. The assumption is made that 
all faults that occur in the system are swiftly and precisely 
detected and diagnosed by the FDD part of the FTS. In ad- 
dition, a sufficiently accurate nominal model of the system 
is required due to the lack of robustness in the LQG con- 
trollers. The approach was illustrated by a case study with 
a linear model of one joint of a real-life space robot ma- 
nipulator, in which total and partial sensor faults, as well 
as a (gearbox ratio) component fault, were simulated. The 
experimental results show fast reconfiguration and perfect 
reference tracking of the reconfigured system. 
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