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ABSTRACT
An important need while using robots or remotely operated equipment is the ability for the operator or an
observer to easily and accurately perceive the operating environment.  A classic problem in providing a
complete representation of a work area is sensory overload or excessive complexity in the human–
machine interface.  In addition, remote operations often benefit from depth perception capability while
viewing or manipulating objects. Thus, there is an on going effort within the robotic field to develop
simplified telepresence interfaces.  The Department of Energy’s Idaho National Engineering and
Environmental Laboratory (INEEL) has been researching methods to generalize a human-machine
interface for telepresence applications.  Initial telepresence research conducted at the INEEL developed
and implemented a concept called the VirtualwindoW.  This system minimized the complexity of remote
stereo viewing controls and provided the operator the “feel” of viewing the environment, including depth
perception, in a natural setting.  The VirtualwindoW has shown that the human-machine interface can be
simplified while increasing operator performance.  This paper deals with the continuing research and
development of the VirtualwindoW to provide a generalized, reconfigurable system that easily utilizes
commercially available components.  The original system has now been expanded to include support for
zoom lenses, camera blocks, wireless links, and even vehicle control.
1.  Introduction
The term “Telepresence” refers to techniques and technologies that
allow a user the sense of being present in a remote environment.  Since
1995, the INEEL Robotics Group has been developing a computer-
based telepresence system called the VirualwindoW for use in nuclear
environments.  Since then, the system has evolved from a robot-
mounted, single purpose system to the generalized, reconfigurable
system of today.
1.1 Initial Development
The first incarnation of VirtualwindoW came out of a project to
incorporate telepresence technology into a mobile platform.  The result
was the device, shown in Figure 1, which was designed to explore the
use of this technology in nuclear environments.  Built on a Remotec
Andros tracked vehicle, the hardware consisted of an Eshed Robotec
MK2 arm, a high-speed pan and tilt unit, two stereo camera pairs, tactile
feedback, and directional stereo microphones.  The challenge of this Figure 1: Mobile Platform
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initial effort was to provide an intuitive and useful way
for a single operator to use all of these devices together
while providing telepresence.
The operator’s station that resulted is shown in Figure 2.
The operator wore Crystal Eyes stereo vision glasses that
allowed depth-perception-enabled viewing using the
stereo cameras.  Head motions (tracked using the
glasses) were used to move the pan and tilt unit, voice
commands were used to switch the video signal, and a 3-
D mouse was used to control arm motion.
Three computers were required to operate this system.  A
Silicon Graphics workstation monitored head position
and moved the pan and tilt unit (PTU).  A Macintosh Quadra handled the voice recognition and video
switching, and an IBM PC took input from the 3-D mouse and moved the arm in response.  More
complete details on the design of this system can be found in the Proceedings of the 1996 SPIE
Conference1.
1.2 PC-Based Standalone System
The initial success of the VirtualwindoW concept led to an effort to refine the system into a form suitable
for deployment.  Issues addressed in this upgrade included:
• Reducing the number of computing units from three to one.
• Improving camera motion control.
• Expansion of voice commands to other system functions.
• Improving the packaging of the system.
1.2.1 Embedded Controller
The three computers used in the first system were
replaced with a single, embedded, DOS-based Ampro
Littleboard 486I. The IBM PC-compatible board
provided enough processing power and serial ports in a
single package to handle all system functions.  All
software was combined into a single DOS program
written in the C language.
1.2.2 System Packaging
Reducing the number of computers allowed the
electronics to be packaged in a single rack-mounted box.
The front panel contains a Liquid Crystal Display (LCD)
flat panel video display, system power switches, and
Figure 2: Operator Station
Figure 3: Standalone System
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connections for the voice input and head-tracking glasses.
The flat panel, which is used to indicate the current state
of the system, has the advantage of allowing flicker-free
viewing while wearing the stereovision glasses.  When
this box is placed in a rack with the Crystal Eyes stereo
vision controller, video switcher, and monitor, the system
looks like that in Figure 3.
1.2.3 Pan and Tilt Control
Two significant improvements were made to the pan and
tilt control system.  First, the capability to control
multiple pan-and-tilt-mounted cameras was added to the
system.  This provided flexibility to customize the system
to a particular application.  A “Zone” concept was also
added that makes operator control easier.  Each head motion (turn right, turn left, tilt up, tilt down) was
divided into zones (See Figure 4), with each one causing successively higher speed as the operator’s head
turned farther from the center.  A dead zone in the center helps keep the camera stationary.  Small motion
within this zone would not move the camera, thus eliminating the need for the operator to hold their head
perfectly still.
1.2.4 Voice Commands
All system commands were made voice-capable.  These include switching cameras, freezing and
unfreezing the camera motion, moving the cameras to a known “home” position, and calibrating the
position of the dead zone.  In addition, a generic voice toolkit was used which eliminated the need to
train the system to a particular user’s voice.
1.3 Dual Arm Work Platform (DAWP) Deployment
The VirtualwindoW system was test-deployed at the CP-
5 nuclear reactor at Argonne National Laboratory-East as
part of the DAWP shown in Figure 5.  This platform was
used to dismantle highly radioactive sections of the
reactor.  A two-camera VirtualwindoW system was built
into this platform, with one camera along the top and one
on the bottom between the arms.  The VirtualwindoW’s
hands-free control allowed DAWP operators to move
cameras without taking their hands off the robot arm
controls.  For this installation, support for a linear
actuator (shown at the top of Figure 5) was added to
allow dynamic positioning of the camera while trying to
view around obstacles in the remote environment.
Lateral motion is controlled through the head-tracker by
having the operator’s head move from side to side.
Figure 4: Head Tracking Zones
Figure 5: Dual Arm Work Platform
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2.  Latest Generation Development Philosophy
The successful field trial of the VirtualwindoW on the Dual Arm Work Platform identified some areas of
possible improvement.  The most significant improvement identified was the ability to zoom the video
picture while maintaining stereo vision.  Internal research funding was obtained in late 1997 to support a
successful development effort to create this capability.  While incorporating this work into the larger
VirtualwindoW system, several significant software design improvements were incorporated.  These
software design improvements are the primary focus of this paper.
2.1 Generalization
Up to this point in the system development, the focus had been on hardware development and integration.
Because of this, some system software was directly imported from test programs used in the research
phase.  While functioning well, there were many cases where code was duplicated.  For example, at first
there was a separate software module for both of the nearly identical pan and tilt controllers.  The new
modules were developed to support the use of the zoom cameras, and were written to support multiple
instances of their use.  All existing device modules were also converted to this convention.
Each module is designed to take a standard system data structure that contains both interface and
parameter information as its input.  Interface data includes the specification of the port used for a
particular connection and any port setup needed.  In the case where this is an RS-232 serial port, this
means information such as baud rate, parity, etc.  Parameter support is also added because it was found
that the same module was often used in slightly different ways.  For example, a physically inverted pan
and tilt unit uses the exact same code that a non-inverted one uses, only a parameter specifies that
motions are reversed for identical inputs.
2.2 Flexibility
As the number of devices supported by the VirtualwindoW increased, it became progressively more
difficult to set up the system for a new configuration.  In response, the system has been redesigned to
read its hardware and setup information from an external plain text file.  To change the system
configuration, all that is required is to exit the program, edit the file, and restart the program.  The text
editor needed for this is provided on the system, and system restart of the embedded PC takes less than
one minute.  Several of these files can be kept on the VirtualwindoW file system ready for use.  Most
aspects of the system behavior characteristics can be modified including the voice input system, video
switching, and motion control.
During the DAWP deployment, the system was set up to support two different views, one for each of the
two cameras.  That “view” concept has been extended, through the configuration file, to support up to
five views which are voice-command selectable.  Any hardware device configured in the system may be
associated with any or all of the five views, and each one may have a unique set of video switcher
commands.  This makes it possible to have two identical views, or separate views in two different
physical locations.  An example will help illustrate this.
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A VirtualwindoW system with the configuration in Table 1 has been successfully operated using the latest
generation software (see Section 3 for a discussion of various hardware components).
Table 1: Example VirtualwindoW Configuration Set
View Number Included Devices
1 Logitech Head Tracker, Pan and Tilt #1 with Stereo Camera Pair #1
2 Logitech Head Tracker, Pan and Tilt #2 (inverted) with Stereo Camera Pair #2
3 PC Keyboard Motion Controller, Pan and Tilt #3 with single Sony Zoom Camera
4 Logitech Head Tracker, Multiplexed Pan and Tilt #4 and IT Zoom run over single
serial Radio Link, video signal over separate radio link
5 Logitech Head Tracker, Small Robot controlled via radio modem, single fixed
camera video signal over separate radio link
The embedded controller used in this development work contains eight RS-232 serial ports, most of
which were needed for the above configuration.  Each view must include one and only one user input
device (via the head tracker or keyboard in the example in Table 1), with input data converted into an
internal data structure.  This is then passed through the software modules controlling the devices in the
active view to cause whatever motion is appropriate for that device.
2.3 Generalized Zone
The desire for system flexibility has led to the creation of a concept called the “Generalized Zone.”  Recall
that earlier system development pioneered the idea of breaking up the head tracker’s six degrees of
freedom into zones to simplify motion control.  This idea has been extended to all system-supported
motions: Pan left-right, tilt up-down, slide left-right, focus in-out, zoom in-out, and magnification factor.
Each of these six behaviors is represented by a single integer in an internal zone data structure generated
each cycle by the user input device for the current view.  Where direction makes sense, the sign of the
integer is used to so indicate and zero means no motion (in the dead zone). The magnification code is
provided so zoom-capable devices have a mechanism to communicate the current zoom factor.
The use of generalized integer codes for these six characteristics greatly simplifies the addition of
hardware support to the system by encapsulating device-specific details within each module.  Input
modules (i.e. Logitech head tracker, keyboard, joystick, 3-D mouse) take their raw input and convert it to
a zone structure.  Output modules (pan and tilt, linear actuator, vehicle) take the zone structure and move
the devices they control appropriately.  Each output module need only respond to behaviors that concern
it.  For example, the pan and tilt ignores the slider, focus, and zoom components of the zone structure,
but uses the pan and tilt codes to determine direction and speed.  It also uses the magnification code to
slow down pan and tilt speeds when a zoom camera is mounted on the pan and tilt unit and the operator
is zoomed in on objects.
The focus and zoom components of the zone structure were needed because of the addition of
magnification-capable video devices to the system.  In the case of the Logitech head tracker input device,
additional head motions were added to provide hands-free means to control magnification and focus.
Two new head motions are now supported: 1) Leaning forward and back will provide magnification
input, and 2) Tilting the head to the right and left will signal focus in and out.  Figure 6 provides a
pictorial representation of the five motions supported for head tracker input.
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3. Implementation
Once the VirtualwindoW base software was modified to support
device modules and the zone structure concept, adding code to support
new devices became a simple matter.  This section details additional
software support provided for hardware devices identified during the
1997 to 1998 research effort.
3.1 Zoom Camera (Mono)
The Sony model EVI-370DG2 (see Figure 7) is an RS-232 serial
interface-controlled, self-contained camera block designed for use in
consumer camcorders.  This camera was initially identified as a
possible solution for the stereo zoom problem because it has Gen Lock
video and zoom synchronization features.  Two of these camera blocks
were configured so that they would change magnification together as
well as provide the Gen Locked synchronized dual video signal to the
Crystal Eyes equipment necessary for stereo vision.  It was found that the stereo picture from the cameras
was acceptable as long as the magnification factor was constant.  Once the zoom was adjusted, a different
Figure 6: Head Tracker Motion Set
Figure 7: Sony Camera
Block on PTU
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physical vergence of the two cameras was required to provide a useable stereo picture.  It was
determined that making this fine adjustment was not feasible within the scope of this project.  However, it
was found to be a simple matter to add a software module to control this zoom camera block through the
VirtualwindoW in a non-stereo vision mode.
3.2 Zoom Camera (Stereo)
A single-camera stereo vision system was also examined
for use in this project.  International Telepresence of
Canada, Inc. (IT) has developed a novel method of
producing the two separate video signals needed for
stereo vision from a single video camera.  This device had
already been successfully used in medical applications
such as endoscopic surgery3.  An IT camera system was
purchased and integrated with a separate zoom lens
produced by the Rainbow Corporation (see Figure 8).  A
small embedded controller provides an RS-232 interface
between the VirtualwindoW system and the IT stereo
camera.
3.3 Wireless Device Control
The nature of the serial digital communications used for most device control communications in the
VirtualwindoW system makes it a simple matter to change the physical signal transport.  In most cases,
this is cabling physically connected between the control console and the devices.  It was found that a pair
of serial radio modems could be inserted in place of a cable without changing the system software.
However, two serial links are required for a remote zoom camera, one for the pan and tilt controller and
another for control of the camera.  A new device was created that successfully combined two serial links
into a single serial link to multiplex the commands for both of these devices.
3.4 Diagnostic Tools
During the development work it was found that having the ability to directly communicate with serial-
connected devices would be useful from a troubleshooting standpoint.  Using the new modular
architecture, a module was added that provides simple terminal functions on the VirtualwindoW system
console for any system serial port in use.  This is particularly useful for serial ports at non-standard
hardware addresses that off-the-shelf terminal software is not normally programmed to communicate
with.
An alternative way of providing head tracker input was also desired for the system.  An input module was
written that maps the keyboard on the VirtualwindoW embedded controller to the zone structure.  All
generalized zone codes can be adjusted using the numeric keypad of a standard PC keyboard.  This was
found useful for providing known input for system devices without having to hold the head tracker
glasses in a particular position, and for situations where the head tracker was not present.
Figure 8: IT Stereo Zoom on PTU
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It was also found useful to have a visual indication of what the current zone structure contained.  Two
output devices were added to VirtualwindoW to provide such feedback.  The first is a visual indicator
that displays a graphical representation of the current generalized zone in a form analogous to the head
tracker position.  This is particularly useful to troubleshoot the head tracker—this indicator can be used
in place of actual moving devices such as the pan and tilt unit.  For times when more precise zone
information is needed, another device was created that prints the zone structure on the controller display
whenever one of the six parameters in the zone structure changes.
3.5 Vehicle Control
At the end of the project we briefly investigated extending the VirtualwindoW concept to the application
of mobile robotic vehicle control.  A module was added to the system that provided commands to a
wheeled robot called the Advanced Rover Chassis (ARC) III.  A command link was set up using radio
modems to communicate between the robot and the controller.  Certain generalized zone codes were
redefined to support vehicle motion control.  For example, the lean forward/backward motion associated
with camera zoom control was redefined to forward/backward movement of the robot.  The pan left/right
motion was adapted to turn and spin the robot in place.  Since the ARC III supports sideways translation
motion, the slide left/right was included to provide this as well.  Feedback to the operator was provided
using a single video camera.  The few initial trials of this concept were successful in controlling robot
motion, though some refinement of the control would be good future work.
4.  Conclusion
The VirtualwindoW system has evolved into a modular, flexible system that provides telepresence
capability for a wide range of applications.  The addition of magnification and focus control, file-based
system configuration, and expanded device support, makes the package suitable for application in remote
equipment operation.  The modularization of the software and incorporation of the generalized zone
concept make the platform easily expandable to other uses as well. Wireless operations and vehicular
control applications are two promising candidates worthy of future work.
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