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ABSTRACT 
 
 Statistical mechanical analytical theories are developed to model adsorption and 
diffusion of single component and binary fluids in crystalline nanoporous materials.  The 
theory provides insight into the molecular level mechanisms governing the behavior of 
adsorbed molecules.  The theory predicts diffusivities, adsorption isotherms, and heats of 
adsorption as functions of temperature, pressure, and composition. 
 Molecular dynamics simulations have identified localized adsorption sites within 
the adsorbent lattice.  In this work, a lattice model of adsorption is developed using an 
extension of the Quasi-Chemical Approximation Theory.  The theory demonstrates that 
competing entropic and energetic effects dictate the placement of molecules within the 
lattice sites.  The lattice theory is completely general and predictive in nature, and 
requires very few parameters to characterize the system. 
 A lattice model of diffusion is developed.  The theory yields a self-diffusion 
coefficient, which is a function of (i) temperature, (ii) adsorbate density, (iii) adsorbate 
size, (iv) the adsorbate-adsorbate energetic interaction, and (v) the adsorbate-pore 
energetic interaction.  The theory incorporates no fitting parameters and is generalizable 
to nanoporous materials with three-dimensional porous networks (e.g. Zeolite Y) and 
one-dimensional porous networks (e.g. AlPO4-5).   
 The analytical theory is tested with molecular dynamics simulations.  
Comparisons are presented between the results predicted by the theory and simulations.  
The agreements and discrepancies between the two approaches are discussed.  The theory 
requires only a minute on a desktop PC to generate the results as against hours of parallel 
supercomputer time required by the simulations.  
 This thesis presents an analytical molecular level theory that can be integrated 
into macroscopic process level simulators to (i) investigate new adsorbents, (ii) generate 
thermodynamic properties and transport properties in the adsorbed phase, and (iii) 
establish the principles of adsorption and diffusion in the macroscopic level using 
fundamentals of molecular physics and statistical mechanics. 
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Part 1 
Introduction 
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This thesis investigates the adsorptive and diffusive properties of fluids in  
crystalline nanoporous materials using fundamentals of statistical mechanics.  An 
analytical theory is developed to describe the phenomenon of adsorption and diffusion of 
fluids confined in nanopores.  The generalized theory is presented in Parts 2 and 3.    
Parts 2-5 of this thesis contain the appropriate literature survey and a complete list of 
references pertinent to the particular study.  This part provides a general overview of the 
status of the ongoing research in this field and the motivation for this work.    
 
1.1  INTRODUCTION TO NANOPOROUS MATERIALS AND THEIR 
APPLICATIONS 
 The chemical industry has been increasingly examining different nanoporous 
materials as potential adsorbents in various applications.  Nanoporous materials are 
attractive to the chemical industry due to a number of properties.  As the name suggests, 
these materials have porous networks having dimensions on the order of one nanometer.   
One example of nanoporous materials is molecular sieves.  Molecular sieves include 
silicates, aluminosilicates, aluminophosphates, and other various compositions.  Zeolites, 
commonly used in the industry are a subset of molecular sieves, which include silicates 
and aluminosilicates.  Figures (1 and 2) show two different types of molecular sieves – 
Zeolite Na-Y and AlPO4-5.  Zeolite Na-Y has a three-dimensional porous network 
whereas AlPO5 has a one-dimensional porous network. 
The nanoporous materials have a large surface area per unit volume.  Hence they 
find applications in the catalyst industry.  Furthermore, different fluids adsorbed in the 
nanopores have different diffusivities due to the relative pore size and energetic 
interactions.  Hence, these materials can effectively cause separation of fluid mixtures.  
Also, some molecular sieves, particularly zeolites, can facilitate ion exchange.  This 
property is utilized in the softening of water. 
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1.2  MOTIVATION 
Historically, molecular level simulations have been employed to investigate the 
phenomena of adsorption and diffusion in nanoporous materials.  The simulations 
provide structural and transport properties of fluids adsorbed in nanoporous materials.  
The simulations also provide important insight into the physical mechanisms within the 
nanoporous adsorbent structure.  However, the simulations are not predictive in nature.  
In other words, we still need to conduct simulations and experiment each time a new 
adsorbent-adsorbate system is investigated.  Furthermore, the simulations are 
computationally inefficient and require a lot of parallel supercomputing effort.  A 
predictive analytical theory that is completely generalizable and can be extended to 
various adsorbate-adsorbent systems will eliminate the above shortcomings.  
Furthermore, the theory would be easy to integrate into the industrial level process 
simulators unlike the computationally expensive simulations.  Such a theory could also 
provide a better physical understanding of the system within the context of the molecular 
level mechanisms.  This thesis presents a generalized predictive lattice theory that can 
describe the behavior of adsorbed molecules within confined geometries.  The theory 
assumes a static lattice composed of different types of sites.  The theory is very 
fundamental in nature and uses the principles of basic statistical mechanics.  The theory 
demonstrates that competing energetic and entropic effects dictate the placement of 
molecules within the adsorbent pores.  The theory requires only a minute on a desktop 
PC to generate all the thermodynamic as well as transport properties. 
 
1.3  SYNOPSIS 
In Part 2, “A generalized analytical theory for adsorption of fluids in nanoporous 
materials”, the predictive lattice theory of adsorption is developed.  The theory is 
presented in a very general form using principles of statistical mechanics.  We develop 
the partition function, which is used to generate the thermodynamic properties (for 
instance, adsorption isotherms, total energy, Helmholtz free energy).  We demonstrate the 
capabilities of the theory by generating thermodynamic and transport properties for 
 3
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randomly chosen lattice parameters.  Methane data is used for adsorbate properties 
because we needed a small, spherical molecule, which would provide simple radial 
adsorbate-adsorbate interaction potential for illustration purposes.   
In Part 3, “An analytical theory for diffusion of fluids in crystalline nanoporous 
materials”, we use the results generated by our lattice adsorption theory, and develop a 
lattice diffusion model to predict self-diffusivity.  Our diffusion model assumes blocking 
species, and models diffusivity as a function of the activation barrier that these species 
provide to lattice diffusion.  The mean diffusivity is a function of temperature, 
composition and adsorbate-adsorbate interactions.   
In Part 4, “Agreement between the analytical theory and molecular dynamics 
simulations for adsorption and diffusion of fluids in crystalline nanoporous materials”, 
we provide a comparison of our theory with Molecular Dynamics Simulations for single 
component methane in Zeolite Na-Y.  Simulations have identified that the Zeolite Na-Y 
structure consists of two different types of sites with different maximum occupancies.  
Hence, Na-Y was an ideal candidate for a first comparison of our theory as it can be 
easily visualized as a lattice composed of two types of sites.   
In Part 5, “A predictive model for adsorption and diffusion of fluids in 
nanoporous materials: Extension to binary mixtures”, we extend the lattice theory for 
binary fluids.  Using a completely generalized lattice model, we predict the 
thermodynamic and transport properties for both the components as functions of loading, 
temperature and composition.  Some of the lattice parameters are randomly chosen 
whereas others are obtained from the comparison study explained in Part 4.  
In Part 6, “Conclusions and Future Work”, I draw some general observations 
from this work.  Future work in this area is also discussed.  The theory is presently 
developed for single component and binary mixtures.  Some of the directions for future 
work are suggestions to extend the comparison studies for different geometries, and 
incorporate more complex qualitative functionality observed at extremely non-ideal 
conditions. 
APPENDICES 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: A three-dimensional porous network of Zeolite Na-Y. 
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Figure 2: A one-dimensional porous network of AlPO4-5   
 6
 Part 2 
A Generalized Analytical Theory for Adsorption of 
Fluids In Nanoporous Materials 
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ABSTRACT 
 
An analytical theory is presented for the adsorption of fluids confined in zeolites, 
molecular sieves, and other nanoporous materials. The theory takes advantage of the 
localized adsorption sites within a zeolite and develops a statistical mechanical lattice 
model of adsorption. The theory is completely generalized and can be used to model the 
lattice of adsorption sites within any arbitrary zeolite. The theory also has the advantage 
of requiring very few parameters: it requires only four parameters to describe the 
adsorbent, which can be obtained from a potential energy map of the adsorbent. No 
molecular dynamics simulations are required for parameterization. The theory 
incorporates both the atomistic structure of the adsorbent and the fundamental physical 
mechanisms, both of which dictate the behavior of fluids confined in nanoporous 
materials. Finally the theory has the practical advantage of computational efficiency. The 
theory can generate a complete isotherm in approximately one minute on a desktop PC 
(300MHz), compared with tens of CPU hours of supercomputer or parallel cluster time 
necessary to perform the molecular dynamics simulations required to generate a few 
points of the same isotherm. 
 
 
 
 
 
 
 
 
 
 
 
 
 8
2.1  INTRODUCTION 
 
2.1.1  Background 
 A substantial body of research on the behavior of fluids confined in nanoscale 
spaces has been conducted using molecular-level computer simulations.  The goal of the 
simulation work has been to define the fundamental mechanisms for adsorption and 
diffusion in nanoporous materials.[1-84] The state of the research has matured to the 
point where the fundamental mechanisms are relatively well understood.  It has been 
established that competing energetic and entropic effects dictate the placement of 
adsorbates within the nanoporous material [1-3, 6].  This placement is a function of the 
atomistic structure of the adsorbent, the size of the localized adsorption sites and the 
energetic well depth. [31]   
However, due to the vast range of nanoporous materials—molecular sieves, 
zeolites, and MCM-type materials, the results for different systems often give seemingly 
contradictory results.  For example, the diffusivity of methane may increase with methane 
loading in one nanoporous adsorbent, decrease with loading in a second, and show a 
maximum in a third absorbent [85,86,87].  The loading dependence of the diffusivity is of 
course dictated by the energetic and entropic landscape of the nanoporous environment.  
A unifying theory that incorporates the differences in the nanoporous environment would 
be able to show that the seemingly contradictory results in the literature are in fact 
manifestations of the same underlying physical mechanisms.   
Technology transfer to industry of this body of simulation knowledge is 
somewhat limited by the fact that the simulations are computationally expensive.  A 
predictive theory will reduce the computational requirement in obtaining, for example an 
adsorption isotherm, from hours of supercomputer usage to a few minutes on a desktop 
PC.  Furthermore, the theory can be efficiently used for each new nanoporous material to 
be considered as an absorbent for a particular process.  Additionally, a predictive theory 
can be easily integrated into industry standard finite-element process simulators, which 
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would demonstrate that the results indicated by molecular-level simulations do in fact 
have the suggested ramifications in a macroscopic chemical process. 
 
2.1.2  Objective 
The objective of the proposed work is to develop a predictive theory of adsorption 
in nanoscopically confined pore spaces. 
 
2.1.3  Theory  
 Simulations of fluids adsorbed in zeolites and other molecular sieves have 
identified localized adsorption sites.  Because these sites are localized, they can be 
described by an adsorption lattice.  The lattice of adsorption sites is distinct from and 
located within the pore space defined by the crystal lattice of the adsorbent.  Shifting 
from a continuum to a lattice model provides two major benefits.  First, it drastically 
reduces computational time.  Second, lattice models may have analytical solutions, which 
all but eliminates computational effort.   
Several lattice models of adsorption have been proposed in the literature. Van 
Tassel et. al. [36] have introduced a lattice model for the adsorption of small molecules in 
zeolite NaA. Snurr et al. [14] have presented a lattice model for adsorption of benzene in 
silicalite.  We provide a generalized model for the adsorption of any compound within 
any arbitrary zeolite. 
 Our predictive theory of adsorption and diffusion in nanoscopically confined pore 
spaces is a lattice model. We use standard statistical mechanics to develop the partition 
functions for the adsorbate molecules.  From the partition functions, we can directly 
obtain the desired thermodynamic and transport properties.  The nanoporous environment 
is determined by (i) adsorption site volume, (ii) adsorption site energetic well depth, (iii) 
lattice connectivity, (iv) and lattice spacing.  These four factors are distinct for each 
combination of adsorbate and adsorbent but can be calculated without molecular 
dynamics simulations.  All that is required is a potential energy map of the pore space 
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[31]. Thus, by minimizing the number of parameters required in the model, we make it 
more accessible to broader usage. 
 
2.2.  THEORY 
 
 The lattice model uses a generalization of the quasi-chemical approximation to 
account for adsorbate-adsorbate interactions.  The quasi-chemical approximation is the 
simplest approximation that will still allow for adsorbate clustering within the pore, a 
phenomenon, which is critical to obtaining correct isotherms, transport properties, and 
phase change (e.g. capillary condensation). 
 The theory results in a system of highly nonlinear algebraic equations.  In some 
cases, these equations must be solved numerically.  However, the numerical solution to a 
small system of nonlinear algebraic equations can be accomplished in a few minutes on a 
desktop PC, as compared to days of computation time on a supercomputer, required to 
perform the analogous molecular dynamics simulations.  To complicate matters, the 
system of equations is extremely stiff and a numerical technique must be specifically 
developed to account for the unique boundary conditions and scaling issues imposed by 
the functional form of the partition function.  We suspect that it is the extreme difficulty 
in solving these equations that has prevented the theory from being exploited to date.  In 
developing the theory, the bulk of our time is involved in creating a numerical algorithm 
that would solve the stiff equations efficiently and reliably. 
 
2.2.1  One type of site 
Consider an arbitrary lattice with connectivity (in other words, coordination 
number), , with sites separated by distance, l .  The sites have a well-depth of U , 
where this is the potential energy due to adsorbate-pore interactions.  U  may be a 
function of , the occupancy of the site, where in a zeolite or molecular sieve  typically 
takes on values of 1 or 2.  (The sites are small and cannot accommodate more than 1 or 2 
c )x(AP
)x(AP
x x
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adsorbates.)  The sites have volume, .  The four parameters— , , U , and 
—completely characterize the lattice. 
SV c l )x(AP
SV
Consider a pure fluid adsorbing in the nanoporous material.  The adsorbate is 
completely characterized by a given potential.  In our case, we use the Lennard-Jones 6-
12 potential  
 



 

 σ−

 σε=
612
LJ rr
4)r(U        (1) 
 
Here, we require two additional parameters:  σ , the molecule diameter and ε , the well 
depth of adsorbate-adsorbate interactions.  Generally these Lennard-Jones parameters are 
obtained from the literature [88]. With this potential we specify the adsorbate-adsorbate 
potential energy due to adsorbates in neighboring sites (an intersite interaction), , as xw
 
          (2) )(Uw LJx l=
 
The adsorbate molecule is assumed spherical such that the volume of the adsorbate is 
 
 3A 6
V σπ=          (3) 
 
In the case where a site can hold more than one adsorbate, we have additionally, an 
intrasite adsorbate-adsorbate interaction, w .  Since the sites sit next to each other, we 
assume that the potential in equation (1) is at a minimum, yielding a value of  
i
 
         (4) ε== )r(Uw minLJi
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The partition function for the system is composed of three factors:  (i) the configurational 
degeneracy,  (ii) the intrasite partition function, and (iii) energetic interactions due to 
neighboring atoms.  In our model, we include only nearest neighbor interactions.  In the 
simplest case, where we have only one type of site, which has a maximum occupancy of 
one adsorbate, the partition function in the canonical ensemble, takes the form: 
 
 ∑ −=
ionsconfigurat
kT
wNN
x
11e)T(q)M,N(g)T,M,N(Q      (5.a) 
 
Where N  is the number of adsorbates, M  is the number of sites, and  is the 
temperature, g  is the configurational degeneracy,  is the intrasite partition 
function, and N  is the number of neighbors of sites each with occupancy one.  N  is 
the only term that contributes to intersite interaction energy, since the other neighbor 
pairs, namely N , N , and all contain empty sites. 
T
)M,N(
11
00
)T(q
11
01 10N
 In the more general case, where we retain one type of site but allow the sites to 
have arbitrary maximum occupancy, m , we have the following analogous partition 
function 
1s ≥
 
 ∑ ∏ ∑∑= = ≥−
=
⋅
ionsconfigurat
kT
wNm
1x
)x(nx
sm
1x
x
sm
xy
xys
s e)T,x(q)M,N(g)T,M,N(Q    (5.b) 
 
where n  is the number of sites with occupancy , and the product, ( ) is the 
number of adsorbates in sites with occupancy .    The summation in the exponent 
includes all possible combinations of occupancies of neighboring sites with non-zero 
contributions to the intersite energy, avoiding double counting of N  and N . 
)x(s x )x(nx s⋅
yx
x
xy
 The intrasite partition function is given the form 
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 kT
w
2
)1x(x
3
AS
i
e
 x
xVV)T,x(q
−−


Λ
−=       (6) 
where  is the thermal de Broglie wavelength.  The factor Λ
2
)1x(x −  gives the correct 
number of intrasite adorbate-adsorbate interactions for any arbitrary occupancy, including 
one. 
 The next objective is to obtain the configurational degeneracy, g , all 
number of neighbor pairs, N , and all number of sites with occupancy x, n , as a 
function of the known canonical ensemble variables, , , and T , as well as the 4 
parameters that describe the lattice, and the 2 parameters that describe the adsorbate.  
There is no analytical solution for the general case, even when the maximum site 
occupancy, m , equals one, except at a N /  = 0.5.  Therefore we must use an 
approximation. 
)M,N(
x(sxy )
N M
s M
 The first approximation one might use in obtaining the configurational 
degeneracy is the Bragg-Williams approximation, which says that the adsorbate are 
randomly distributed, despite the fact that for non-zero , this will not be true [89]. A 
physical manifestation of the Bragg-Williams approximation is that the adsorbates cannot 
cluster within the pore.  Since, we have seen from simulations that adsorbate clustering in 
zeolites is important, we cannot use the Bragg-Williams approximation. 
xw
 The next simplest approximation is the quasi-chemical approximation [90]. In the 
quasi-chemical approximation, neighboring pairs are counted independently—double 
counting some combinations, then reweighted to give the proper total number of states in 
the configurational degeneracy.  This theory, while algebraically obtuse to manipulate, 
does yield adsorbate clustering.  It is the theory we expand upon and use in this work. 
 For the simple case where we have one type of site, N 1T =  and maximum 
occupancy m , it can be shown that the configuration degeneracy is given by [90] 1s =
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 ( ) ( ) !N!
2
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2
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2
cM
! NM!N
!MM,Ng
11
1001
00
c1 





−=
−
    (7.a) 
 
The factor of ½ is inserted in some of the factorials to avoid double counting.  Here, the 
maximum term approximation is used to remove the summation from the partition 
function.  Additionally, in order to obtain the weighting factor, we maximize  
with respect to the independent neighbor variables, .  We solve for N  at the 
maximum and substitute it back into 
( )M,Ng
01N 01
( )M,Ng  to obtain the weighting factor.  (See below 
for a discussion of determining independence among the various N .)   xy
 It is a non-trivial excercise in combinatorics to show that for an arbitrary 
maximum occupancy, m , the configuration degeneracy of the quasi-chemical 
approximation can be written as 
s
 
 ( )
∏∏∏
= =
−
= δ−








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


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=
s ss m
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m
0y xy
xy
c1
m
0x
s !)2(
N
! 
2
cM
)!x(n
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where δ  is the Kronecker delta function, which is unity for =  and zero otherwise. xy x y
 At this point we require equations to obtain (i) all number of neighbor pairs, N , 
and (ii) all number of sites with occupancy , n .  These equations take five forms.  
First, we have symmetry relations of the form: 
xy
x )x(s
  for all yxyxxy NN = ≠        (8.a) 
Second, we have a site balance: 
          (8.b) ∑
=
= s
m
x
s xnM
0
)(
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Third, we have an adsorbate balance: 
         (8.c) ∑
=
⋅= s
m
x
s xnxN
1
)(
 
Fourth we have balances on the number of neighbors, which have the form 
 ∑
= δ−=
⋅ sm
0y xy
xys
)2(
N
 
2
(x)nc   for smx0 ≤≤     (8.d) 
 The linear algebraic constraints in equations (8.a) through (8.d) are not sufficient 
to define all of the variables.  For example, in the case where m 1s = , the set of unknown 
variables is , so that we have six unknowns.  In terms of 
constraints, we have one symmetry equation (8.a), one site balance (8.b), one adsorbate 
balance (8.c), and two neighbor balances (8.d), giving a total of five equations.  We lack 
one equation. 
}N,N,N,N),1(n),0(n{ 11100100ss
 In the case where m 2s = , the set of unknown variables is 
, so that we have twelve 
unknowns.  In terms of contraints, we have three symmetry equation (8.a), one site 
balance (8.b), one adsorbate balance (8.c), and three neighbor balances (8.d), giving a 
total of eight equations.  We lack four equations. 
}N,N,N,N,N,,N),2(n),1(n),0(n{ 22212012111000sss N,N,N 0201
The final step of the quasi-chemical approximation, is to take all variables, not 
defined by the above constraints and minimize the partition function with respect to them.  
So that, in the case where m 1s = , the remaining equation is: 
 0
N
Qln
T,M,N01
=


 ∂          (9.a) 
For the case where m , the remaining equations are 2s =
 0
N
Qln
T,M,N01
=


 ∂  , 0
N
Qln
T,M,N02
=


 ∂
  , 0N
Qln
T,M,N12
=


 ∂ , 0)2(n
Qln
T,M,Ns
=


 ∂
  (9.b) 
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 What remains is a system of algebraic equations (six for m  and twelve for 
) which must be solved simultaneously to yield the partition function.  Once these 
variables are known, we know the partition function and we can extract thermodynamics 
properties from it per usual procedure. 
1s =
2ms =
 For the simplest cases, the system of equations has an analytical solution.  For 
more complicated systems, we were generally unable to obtain analytical solutions.  In 
those cases, we used numerical techniques to find the roots.  (See the Numerical Methods 
Section below.)  Here, we present, analytical solutions for three simple cases. 
 For 1N = , m , T 1s = 0=xw  (no intersite adsorbate-adsorbate interactions) 
 ,  NM)0(ns −= N)1(ns = ,  and  )y(n)x(nM
c
)1(
1N ss
xy
xy δ+=  (10.a)  
This is the standard qausi-chemical approximation without adsorbate interaction. 
For N , m ,  (non-zero intersite adsorbate-adsorbate interactions) 1T = 1s = 0wx ≠
 
 ,  NM)0(ns −= N)1(ns = ,   
( ) ( )
( )a12
)NM(Nca14cMcMN
22
01 −
−−−+=      (10.b) 
01s00 N2
1)0(n
2
cN −=  ,  0110 NN = ,  01s11 N2
1)1(n
2
cN −=     
 
where kT
wx
e
−=a . 
This is the standard qausi-chemical approximation with adsorbate interactions. 
For N , m ,  (no intersite adsorbate-adsorbate interactions) 1T = 2s = 0wx =
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 


 −



 −−


 −+−+


 −+−−
=
2
2
2
2
22
2
2
2
2
s
)2(q
)1(q12
n
)2(q
)1(q1)mn(
)2(q
)1(qn)mn(
)2(q
)1(qn
)2(n  
 ,   )2(n)1(nM)0(n sss −−= )2(n2N)1(n ss −= ,    (10.c) 
)y(n)x(n
M
c
)1(
1N ss
xy
xy δ+=     
 
 For 1N = , m , T 2s = 0wx ≠ , we found no analytical solution.  We solved the 
system of equations using a numerical technique. 
 
2.2.2  Two types of sites 
 Most zeolites and molecular sieves have more than one type of site.  Even in these 
cases, the lattice sites are still localized and can be solved using a lattice model.  We now 
extend the theory to an arbitrary lattice with two types of sites, N .  This lattice is 
described by a connectivity matrix, 
2T =
c , where 
 

=
2221
1211
cc
cc
c         (11) 
where each of these elements, , describes the number of sites of type j connected to a 
site of type i.  Specifying the connectivity in this way specifies the relative number of 
sites of Types 1 and 2, M  and M . 
ijc
1 2
 As an example consider the lattice schematic in Figure 1.  In this case, 


=
02
30
c .  The number of sites of Type 1 and 2 must obey the relations: 
          (12.1) MM
TN
1i
i =∑
=
and a neighbor balance 
          (12.2) 221112 McMc =
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which determines  and M  to be  1M 2
M
cc
cM
2112
21
1 +=  and Mcc
c
2112
12
2 +=M      (13) 
The separation between nearest neighbor sites is given by a matrix of distances, l .  When 
there are no nearest neighbor sites of type i and j (i.e. c 0ij = ), the value of  is 
immaterial.  As before, the sites have a well depth of U , where this is the potential 
energy due to adsorbate-pore interactions.  U  is now not only a function of b, the 
occupancy of the site, but also of site type i.  The sites have volume, .  As was the 
case with N , the four parameters—
ijl
)x(i,AP
)x(i,AP x
i,SV
1T = c , l , )x(APU , and SV —completely characterize 
the lattice. 
 We again use an arbitrary pairwise potential to model the adsorbate-adsorbate 
interactions, evaluating it at l  to obtain xw . 
 The partition function again has the same three factors, a configurational 
degeneracy, intrasite partition function, and intersite interaction energy, but is extended to 
account for sites of type i = 1 to N : T
 ∑ ∏ ∏ ∑∑ ∑ ∑

= = ≥ =
−
= =
⋅
ionsconfigurat
kT
wNN
1i
m
1x
)x(nx
i
TN
1i
TN
ij
i,sm
1x
x
i,sm
*y
xy,ijT i,s
i,s e)T,x(q)M,N(g)T,M,N(Q  (14) 
 
The summation in the exponential of equation (14) requires two comments.  First, the 
summation includes only combinations of i and j which have nearest neighbors (i.e. 
).  Second, the index varies.  If i0cij ≠ *y j= , .  If ixy* ≥ j≠ , . This way we 
avoid double counting.  Also, notice that the maximum occupancy, , the intrasite 
partition function, , and the number of sites with occupancy , n , are now 
defined for each site of type i.  Finally, note that the number of neighbors, N , now 
includes four subscripts designating the number of neighbors between sites of type i with 
occupancy  and sites of type j with occupancy . 
1y* ≥
,sm
x
i
)T,x(qi )x(i,s
xy,ij
x y
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 As before, we proceed with an extension to the quasi-chemical approximation in 
order to formulate the configurational degeneracy.  For the connectivity matrix given in 
equation (11), the general configurational degeneracy is given by 
 
( ) ( )






























=
∏∏
∏ ∏
= =
≠=
−
=
i,s j,s
T
ij
i,s m
0x
m
0y
xy,ij
112
N
ij
1i
c1
m
0x
s
i
!N
! Mc
)!x(n
!MM,Ng     (15) 
 
This general form would have to be altered to meet particular forms of the connectivity 
matrix.  We proceed with the case of the connectivity matrix given in equation (11). 
 At this point we require equations to obtain (i) all number of neighbor pairs, N , 
and (ii) all number of sites with occupancy , n .  These equations take the same 
five forms as in the single type of site case; however, the number of each constraint 
varies.  We have symmetry relations (8.a), N  site balances (8.b), one adsorbate balance  
(8.c), and neighbor balances (8.d) (for our 
xy,ij
x
T
)x(i,s
c , numbering , all but one of 
which are linearly independent).  All remaining unknowns must be determined by 
minimization of the partition function as was done in Equation (9).  For N , we 
obtained an analytical solution only for N
∑
=
+T
N
1i
i,s )1m(
1T >
2T = , m 11,s = , m 12,s = , and .  For all 
other cases, we employed a numerical solution. 
0w =
 We list the variables and equations for three cases below.  For the case where 
, m , m , and 2NT = 11,s = 12,s = 0w ≠ , we have twelve unknowns, given in the set: 
.  We have 
four symmetry relations of a new form 
}N,N,N,N,N,N,N),1 11,2110,2101,2100,2111,1210,1201122 N, ,1200,(n),0( 2,sn),1(n ,s1,s),0(n{ 1,s
 
          (16) yx,jixy,ij NN =
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We have N  site balances (8.b), one adsorbate balance  (8.c), and four neighbor balances 
(8.d), three of which are linearly independent.  These ten equations are supplemented by 
two additional constraints of the form: 
T
 
 0
N
Qln
T,M,N11,12
=


 ∂   and 0
)1(n
Qln
T,M,N1,s
=


 ∂
      (17) 
 
For the case where N 2T = , m 11,s = , m 22,s = , and 0w ≠ , a similar analysis of 
variables and constraints yields seventeen unknowns, requiring four constraints of the 
type shown in Equation (17).  
For the case where N 2T = , m 21,s = , m 22,s = , and 0w ≠ , a similar analysis of 
variables and constraints yields twenty-four unknowns, requiring seven constraints of the 
type shown in Equation (17).  
Again, once these variables are known, we can formulate the partition function 
and solve for any thermodynamic variables of interest.  We need to point out that, even in 
the cases where we require numerical solutions for the unknowns, we can still obtain 
analytical formulae for the thermodynamic properties. 
For example the Helmholtz Free Energy, A , given by 
 
QlnkTA −=          (18) 
 
can be obtained by solving for numerical values of the unknowns and substituting them 
into the partition function.  Similarly, we can obtain analytical expressions for the total 
energy , E , (kinetic and potential) and the entropy, S , from  
 
}unknowns{,M,N
2
T
QlnkTE 


∂
∂=        (19) 
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and 
  
T
EAS +−=          (20) 
 
We are able to obtain analytical expressions for these quantities because the unknowns 
are held constant in the differentiation for the energy.  Thus we do not need the 
derivatives of the unknowns; i.e., thus we don’t need their functional forms. 
 The chemical potential must be treated a little differently.  The chemical potential 
is given by 
T,NN
QlnkT 


∂
∂−=µ         (21) 
 
Many of the unknowns are functions of N .  However, since we are obtaining the values 
of the unknowns numerically, we do not know the analytical functionality of the 
unknowns on N .  This problem can be avoided by grouping our unknowns into two 
types.  The unknowns that we minimize the partition function with respect to, as in 
equations (9.a), (9.b), and (17)  comprise the first group.  Let us label the unknowns in 
the first group generically as { }un .  All other unknowns comprise the second group.  The 
variables in the second group can be arranged as functions of the variables in the first 
group and N .  We substitute the functional form of the unknowns of the second group 
into the partition function, before applying the derivative in equation (21).  Then we 
differentiate with respect to N : 
 







∂
∂




∂
∂+


∂
∂−=µ ∑
unknowns n,T
u
n,T,Ni,un,T,N j,uj,uu
N
n
n
Qln
N
QlnkT    (22) 
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The first factor in the summation is zero for all i, since we obtained the value of { }un  by 
minimizing the partition function.  Therefore, we don’t need the functional form of { }un  
in order to obtain 
j,un,T
u
N
n 

 ∂
∂ .  We remark that the analytical form of the chemical 
potential obtained in this way depends on which variables were chosen to comprise { }un .  
Different choices will yield different forms.  However, the numerical values will, of 
course, be the same. 
 
2.3  NUMERICAL METHODS 
 
2.3.1  The Problems 
 By far the most difficult element of evaluating the theory, once it has been 
formulated, is solving the system of nonlinear algebraic equations that result from the 
constraints on the system.  Our particular method of solution of these equations, and the 
reasons behind it, deserve explanation.  There are two issues: scaling of the unknowns 
and stiffness of the equations. 
 The set of unknowns contains variables that span many orders of magnitudes.  For 
example, the number of sites of type i with occupancy , , is bound by x )x(n i,s
)m,
x
Nmin()x(n0 ii,s ≤≤ .  Since we want to obtain the entire isotherm, we are interested 
in loadings ranging from maxNN0 ≤≤ , where the maximum loading is given by 
         (23) ∑
=
⋅= T
N
1i
ii,smax MmN
Because we have multiple occupancies in a site, in order to obtain a fractional occupancy 
bounded by zero and unity, we must use the definition 
 
∑
=
⋅
==
TN
1i
ii,s
max Mm
N
N
Nθ        (24) 
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Over this range of loadings, the number of neighbors, N , changes drastically.  N  is 
bounded by 0 .  For example, in a case where N
xy,ij xy,ij
iijxy,ij McN ≤≤ 2T = , m , and 
, 
21,s =
2m 2,s =
at the start of the isotherm, say , 410−=θ
M
N 00,12   is near its maximum value (on the order 
of , e.g. 3 or 4).  However, very few sites are doubly occupied; a variable like ijc M
N 22,12  
scales as n .  As a result, )2(n)2( 2,s1,s M
N ,12 22  is frequently twenty to thirty orders of 
magnitude smaller than 
M
N 00,12 . 
 One might think that since 
M
N 22,12
)x(i,s
is so small, it can be assumed to be zero.  
However, a closer examination of the constraints where we minimized the partition 
function (e.g. Equation 17, shows that we take the natural logarithm of the N , so that 
if we assume any one of them is zero, the entire equation blows up.  In fact, accurately 
knowing the values of all N and n  over a range of twenty or thirty orders of 
magnitude is essential to obtaining a partition function from which accurate 
thermodynamic properties can be obtained.  Since the computers at our disposal run at 
double precision (sixteen significant figures), it is impossible to directly solve for 
variables spanning more than sixteen orders of magnitude.  Therefore, we need to scale 
the unknowns. 
xy,ij
xy,ij
 The second issue is one of stiffness.  The equations obtained from minimizing the 
partition function contain various combinations of natural logarithms of sundry functions 
of the unknowns.  Thus, the constraints quickly become undefined for combinations of 
which yield negative values of the logarithm argument.  Due to this problem, 
solving the system of equations in the form in which the constraints are obtained over the 
entire range of the isotherm for arbitrary values of 
xy,ijN
c , sV , APU , and  has proven to be 
virtually impossible. 
xw
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 2.3.2  The Solution 
 We have obtained a robust method to solve the system of constraints for arbitrary 
systems.  The algorithm is as follows: 
1.  Obtain constraints from Equations (8) and (9). 
2.  Perform a nonlinear transformation of unknowns to scaled unknowns. 
3.  Formulate the constraints in terms of the scaled unknowns. 
4.  Solve the constraints in the transformed variables for and . 0wx = 410−=θ
5.  Select a new value of , incrementally higher than the previous value.  
Using the converged solution to the unknowns at the previous value of w  as 
the initial guess, solve for the unknowns at the new value of w .  Maintain a 
loading of θ . 
xw
x
x
410−=
6.  Loop through step 5 until the desired value of  is reached. xw
7.  Select a new value of θ , incrementally higher than the previous value.  Using 
the converged solution to the unknowns at the previous value of θ  as the 
initial guess, solve for the unknowns at the new value of θ . 
8.  Loop through step 7 until the entire isotherm has been defined.  
9.  Reverse the nonlinear transformation to obtain the unscaled unknowns. 
 
 We selected our scaled variables based on two criteria:  (1) the variables should 
be relatively well-scaled over the entire range of θ , (ii) the nonlinear transformation used 
to obtain the scaled variables should have a relatively simple reverse transformation.  
(Otherwise, we would be stuck solving a new system of nonlinear algebraic equations to 
get the unscaled variables from the scaled variables and we have the same problem of 
scaling as before.) 
 The choice of scaled variables and transformation varied for each combination of 
values of N  and T sm , depending upon which unknowns with respect to which we chose 
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to differentiate the partition function.  Most generically, our nonlinear transformation 
matrix from unscaled variables, x , to scaled variables  had the form: y
} x,
 
 b)xln(A)yln( +=         (25) 
 
The values of A  and b  had to be determined for each combination of N  and T sm . 
 In steps 5 and 7, we used a customized version of the multivariate Newton-
Raphson method with a first-order numerical approximation to the partial derivatives 
needed in the Jacobian.  An arbitrary element of the Jacobian was calculated as 
 
 
{ } {
j
jjijji
ij h2
)hx(f)hx,x(f
J
−−+=       (26) 
 
where the algorithm iteratively selects the size of the interval over which the partial 
derivative is approximated, , such that the magnitude of the residual at  and 
 is within a specified factor of the residual at .  (We used a value of 10 for our 
factor.)  This is necessary because the equations are so stiff that fixing  to be a constant 
factor like 10 , or worse yet a constant, results in a method that invariably does not 
converge to the solution at some value of 
jh jj hx +
jj hx − jx
jh
j
6 x−
θ , regardless of the goodness of the initial 
guess (or equivalently the number of increments into which the isotherm is divided). 
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 2.4  RESULTS AND DISCUSSION 
 
 In this section, we present results that demonstrate the capabilities of this theory.  
As mentioned previously, we have selected six different cases by varying the number of 
types of adsorbate sites and the maximum occupancy of molecules at them.  We 
parameterize the lattice as shown in Table 1 for the six cases, varying N  and T sm .  We 
randomly selected values for these parameters for illustration purposes.  Exact values 
could be obtained from a potential energy map of the pore space. The well depth, APU , is 
given as a matrix in Table 1, where rows indicate the type of site and columns indicate 
the occupancy of the site.  In this model, sites of Type 2 are assumed to be slightly larger 
than sites of Type 1.  Additionally, sites of Type 1 are assumed to be energetically deeper 
than sites of Type 2 at occupancy of one adsorbate in each site but less favorable 
energetically than sites of Type 2 at occupancy of two adsorbates in each site.  For the 
cases with N , the connectivity matrix defines the relative number of sites via 
Equation (13).  Forty percent of the sites are Type 1 and sixty percent of the sites are 
Type 2. 
2T =
Our model observes the behavior of fluids in context of the lattice structure of the 
adsorbent.  It may be easily understood that as the loading is increased, the adsorbate 
molecules occupy the different adsorbent sites depending on factors such as site volume 
and well depth. These variations in the occupancy levels of the two types of sites are 
plotted in Figure (2).  Here, we choose to show the occupancy for the case with two types 
of sites each having a maximum occupancy of two because of its generalized behavior.  
Since the connectivity matrix is given by 

=
02
30
c , forty percent of the sites are 
Type1 and sixty percent of the sites are Type 2.  This value would vary for each case 
depending on the maximum occupancy of each type of site in the system. Initially, when 
no molecules are present, all the sites of Type 1 and 2 have zero occupancy. The total 
 27
must sum to unity at all loadings.  At any given loading, the distribution of molecules, in 
the two types of sites with varying occupancy levels, would always sum to unity. 
As the loading increases, and n approach zero. On the other hand, 
 and n simultaneously increase as all sites are filled with one molecule each.  
At low loading, we see a preference in both sites for occupancies of Type 1, because 
there is an energetic and entropic barrier in the intra-site partition function to double 
occupancy.  This leads to the stage near a density of one adsorbate per site when both 
 and n have attained maximum values.  We notice that n  reaches a 
higher value than n  at the maximum, a fact clearly understood because sites of Type 
2 are more numerous than Type 1.  As we continue to fill the sites,  and n  
increase while n  and n  decrease.  The symmetry of the figure can thus be 
explained by the phenomenological sequence of the preferential filling of molecules in 
different types of sites. 
)0( n 1,s (0) 2,s
)1( n 1,s
)1( n 1,s
(1) 2,s
(1) 2,s
( 1,s
(1) 2,s
)2( n 1,s
)1( 1,s
)1
(2) 2,s
(1) 2,s
In Figure (3), we plot the normalized number of neighbors, N  for the same 
case as in Figure (2). (We designate N  as the number of neighbor interactions 
between sites of type i with an occupancy of  and sites of type j with an occupancy of 
)  As adsorbates try to fit into the lattice, at low loadings, the energetically deeper sites 
of Type 1 start filling first. This causes N  to attain higher values than N  for any 
given loading. We observe that both types of sites are first filled with one molecule each. 
This sort of arrangement appears because there is an entropic advantage to distributing 
adsorbates between both types of sites.  As both types of sites are filled with one 
molecule each, N  increases and reaches a maximum value at half loading, i.e. n  = 1. 
 and N  interactions are negligible until this point, as can be seen from the 
graph. As we further increase the loading, these interactions have an increasing effect 
because the sites are now filled with second molecule. Here, an interesting observation 
noted is that sites of Type 2 are filled with a second molecule before sites of Type 1 
because in moving from occupancy one to occupancy two, there is a steeper energetic 
penalty in sites of Type 1 than in sites of Type 2.  Hence these interactions are not 
xy,ij
xy,ij
12
x
y
N
10, 01,12
11,12
2112,12 ,12
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symmetric.  As both types of sites are filled with two molecules,  interactions 
increase until the full capacity loading is attained.  As explained before, it is unfavorable 
in these cases, under the prevalent assumptions, for any site to be filled with a second 
molecule with another site being empty due to the entropic effects. Hence, N  and 
 assume insignificant figures at any point of time during the loading.  
22,12N
1
02,12
20,12N
= 1s =
)x(AP SV
1  s =
T
Thus, having provided a thorough understanding of the present system, our model 
carries on to predict the thermodynamic properties of the same. Statistical mechanics 
fundamentals provide the partition functions for the different cases, which are effectively 
used to calculate these thermodynamic properties. As mentioned previously, our model 
predicts them for six different cases with various combinations of number of type of sites 
and maximum occupancy in them. As mentioned previously, the maximum loading 
capacity in all the six cases would be different. Hence all the figures henceforth would 
show the variations in thermodynamic properties against fractional loading. 
Figure (4) plots the adsorption isotherms as functions of chemical potential for the 
six different cases.  Using the standard quasi-chemical case (NT and m ) as a 
reference point, we can explain the features in the other isotherms based on the difference 
in their adsorbent structure as directed by c, l, U and v. c , l , U and . 
As a short hand, we designate the case with N 1T =  and m  as the 1-1 case. 
For N  (two types of sites), m2= 1,s = 1  (sites of Type 1 having a maximum occupancy 
of 1), and m  (sites of Type 2 having a maximum occupancy of 2), we use the 
notation 2-12.  The 1-1 case is a standard quasi-chemical adsorption isotherm, which 
demonstrates the expected behavior.  However, the isotherm in the 1-2 case shows 
different features. Since singly occupied sites have deeper wells, we see nearly complete 
adsorption of 1 adsorbate per site before any double occupancy.  Thus the adsorption 
isotherms in the 1-1 and 1-2 case are very similar up to a loading of one adsorbate per 
site.  After that, we see a plateau before the second adsorbate per site filling begins.  
22,s =
The isotherm in the 2-11 case shows less favorable adsorption relative to that of 
the 1-1 case because the 2-11 case has 40% sites of Type 1 that are the same as in the 1-1 
case, but 60% of the sites of Type 2, with shallower energetic wells.  The isotherm in the 
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2-12 case follows that of the 2-11 case up to a loading of approximately 0.9 adsorbates 
per site, and then we begin to fill 2 adsorbates in sites of Type 2 while there are still a few 
empty sites of Type 1.  This occurs in the 2-12 case (while it does not occur compared 
with 1-1 and 1-2 case) because this second type of site can more easily accommodate two 
adsorbates, due to the larger site volume and lesser energetic penalty involved for double 
occupancy.  
The adsorption isotherm of the 2-21 case follows the isotherm of the 2-11 case 
more closely than that of the 2-12 case because sites of Type 1 are smaller and have a 
larger energetic penalty to double occupancy than sites of Type 2.  The adsorption 
isotherm of the 2-22 case shows less favorable adsorption compared with that of the 1-2 
case at loading below one because we have introduced sites of Type 2, which have 
shallow wells.  However, at high loading, the 2-22 case shows more favorable adsorption 
because the sites of Type 2 have a smaller barrier to double occupancy.  
 Figure (5) plots the adsorbate-pore interaction energy for the six different cases.  
In these plots, and henceforth for the other energy and entropy plots, the properties are 
plotted against variations in the fractional loading ( θ ) and not the number of adsorbates 
per site. The adsorbate-pore interaction energy (a-p interaction energy) in the 1-1 case is 
constant and is equal to the well depth because there is only one type of site present with 
single occupancy.   The a-p interaction energy of the 1-2 case follows that of the 1-1 case 
closely up to a fractional loading of around 0.45.  Above this loading, the sites are filled 
with the second adsorbate, which causes an energetic and entropic penalty because of the 
smaller sites and shallower depths at double occupancy.  This leads to a sharp increase in 
the a-p interaction energy at high loading. 
The a-p interactions in the 2-11 case increase in an approximately linear pattern, 
indicating adsorption in both types of sites.  At 1  =θ , = -700 K because 40% of the 
sites which are of type 1 have an energetic well depth of –1000 K and 60% that are of 
type 2, a well depth of –500 K.   
APU
 The a-p interaction energy of the 2-12 case follows that of the 2-11 case at low 
loading.  We then see an increase in the a-p interaction as we begin to fill the second 
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adsorbate in sites of Type 2.  This increase is also observed in the 2-21 and 2-22 cases.  
However, the a-p interactions in the 2-21 case are energetically less favorable than in the 
2-12 case because, although both cases involve higher energetic penalties at double 
occupancy, the sites of Type 1 have a greater energetic and entropic barrier to double 
occupancy.  At θ , the 2-22 case shows the maximum a-p interactions among all the 
cases because both types of sites at double occupancy have to pay an energetic penalty.  
1  =
 Figure (6) shows the variations in the adsorbate-adsorbate (a-a) interaction energy 
for the six different cases.  The 1-1 case shows an approximately linear curve for the a-a 
interactions because the adsorbate-adsorbate interaction energy is relatively weaker than 
adsorbate-pore interaction energy.  A larger more attractive value of the a-a interaction 
would make the curve more non-linear with positive concavity.  The slope of the a-a 
interaction energy in the 1-2 case appears to be very different than that of the 1-1 case at 
< 0.5, primarily because the -axis is fractional occupancy and not the adsorbate 
loading.  Plotted against loading, the two cases would have a similar a-a interaction up to 
a loading of one adsorbate per site.  We observe a sudden change in slope at the onset of 
double occupancy in the 1-2 case, due to the intra-site a-a interaction , which has a 
larger magnitude than the inter-site a-a interaction . 
θ x
iw
xw
The a-a interaction energy slope in the 2-11 case is also approximately linear but 
is different and less than that of the 1-1 case.  This can be accounted for by the fact that, 
due to the connectivity between the different types of sites, there are 1.5 bonds per site in 
systems with one type of site and 1.2 bonds per site for systems with two types of sites.  
The a-a interaction energy of the 2-12 case has approximately the same slope as in the 2-
11 case because the adsorbate distribution is dominated by a-p interaction here.  
However, the a-a interaction energy of the 2-12 case has a slight kink.  The kink is 
observed due to the barrier encountered by the sites to double occupancy. The kink is 
more obvious in the a-a interaction energy of the 2-21 case because the 2-21 case has 
double occupancy of sites of type 1, which have a larger barrier to double occupancy than 
that of sites of type 2, thus making the transition to double occupancy more abrupt.  The 
a-a interaction energy curve in the 2-22 case has a less negative slope than that of the 1-2 
 31
case because of the differences in connectivity and thus the total number of a-a 
interactions. 
 Figure (7) plots the total energy for each of the cases.  Note that the variations are 
plotted for fractional occupancy and not the adsorbates per site. The total energy is 
merely an addition of the adsorbate-adsorbate interaction energy, adsorbate-pore 
interaction energy and the kinetic energy of the adsorbates.  A wide range of behavior is 
seen for energy of adsorption due to the adsorbent structure ( and TN sm ).  One peculiar 
observation in several cases is the non-monotonic nature of the curves.  We observe local 
minima for each of these cases, approximately during their transition from single 
occupancy to double occupancy.  This fact can be easily accounted for from our 
discussions of Figures (5 and 6).  
 Figure (8) shows the intensive entropic contribution for all the six different cases 
to the free energy (TS).  Entropy (S) has contributions from the system configurational 
degeneracy contained in Eq. (7.b) and the intra-site partition function in Eq. (6). Entropy 
decreases with loading as volume per adsorbate decreases.  To understand Figure (8), 
consider the standard quasi-chemical 1-1 case.  In this case, the contribution to entropy 
from intra-site partition function ( ) is constant with respect to loading because there is 
only one adsorbate per site.  Therefore, all the entropy is due to the configurational term.   
This entropy when plotted as an extensive variable has the same shape as the entropy of 
ideal mixing of a binary solution (where our two components are the occupied and 
unoccupied sites). This extensive entropy has a maximum at a fractional occupancy of 
0.5.  The intensive entropy plotted in Figure (8) thus corresponds to this same concept. 
q
 The differences in the six entropy curves are due to changes in the intra-site 
partition function, , and changes in the lattice configuration. The entropy per molecule 
of 1-2 case is less than the 1-1 case because we are putting twice as many adsorbates into 
the same number of sites.  Hence the volume per adsorbate is less.  Similar reasoning 
explains the trends in the four cases with two types of sites. The entropy in the cases with 
two types of sites is greater than that in the one type sites cases because of the greater 
number of configurations in the two site systems. 
q
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 In Figure (9), we show the Helmholtz free energy as a function of fractional 
occupancy for our six adsorbents. We show these principally to demonstrate that the 
theory is capable of predicting free energies and that the free energy has a functional 
form based on the molecular-level structure of the adsorbent as characterized by c , l , 
)x(UAP , SV , N  and T sm . 
 
2.5  CONCLUSIONS 
 
In this work, we have presented an analytical theory for adsorption of fluids 
confined in zeolites, molecular sieves, and other nanoporous materials.  It predicts the 
macroscopic thermodynamic properties of fluids. The advantage of this theory is that it 
takes a minute or so to evaluate an isotherm on a desktop PC, as opposed to tens of CPU 
hours of molecular dynamics simulations on a supercomputer or parallel cluster. 
The theory also has the advantage of requiring very few parameters.  The theory 
requires only four parameters to describe the adsorbent, which can be obtained from a 
potential energy map of the adsorbent.  It requires the selection of an adsorbate pair-wise 
interaction potential, such as the Lennard-Jones potential. 
The theory incorporates the atomistic structure of the adsorbent and also 
incorporates the fundamental physical mechanisms that dictate the behavior of fluids 
confined in nanoporous materials.  
We are currently in the midst of extending the theory in three directions. We are 
comparing the theory to simulation and experiment.  We are extending the theory to 
multicomponent fluids.  We are obtaining transport properties (i.e. diffusion coefficients) 
for the model.  
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APPENDICES 
 
Nomenclature 
SYMBOL DESCRIPTION UNITS 
a  exp (-wx/kT) - 
A  Helmholtz free energy {K/molecule} 
c  Connectivity matrix - 
ijc  Number of sites of type j connected to a site of 
type i 
- 
E  Total energy {K/molecule} 
)M,N(g  Configurational degeneracy of the lattice - 
k  Boltzmann constant {J/mole/K} 
l  Matrix of distances between sites {A} 
i,sm  Maximum occupancy of sites of type i - 
iM  Number of sites of types 1 - 
)x(n i,s  Number of sites of type i with an occupancy of 
x 
- 
µn  Label of unknowns - 
N  Number of adsorbates - 
xy,ijN  Number of neighbors between sites of type i 
with occupancy x and sites of type j with 
occupancy y 
- 
)T,x(qi  Intrasite partition function of sites of type i  - 
)T,M,N(Q  Partition function of a function of N, M, and T - 
r  Lennard- Jones distance between molecules {A} 
minr  Distance of well minimum {A} 
S  Entropy {/molecule} 
T  Temperature {K} 
)x(U i,AP  Well-depth of a site of type i having an 
occupancy of x 
{K} 
)l(ULJ  Inter-site potential energy obtained from LJ 
potential 
{K} 
)r(ULJ  Lennard- Jones potential energy {K} 
aV  Volume of adsorbate {A
3} 
i,SV  Volume of sites of type i {A
3} 
iw  Intrasite adsorbate-adsorbate interaction {K} 
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xw  Matrix of adsorbate-adsorbate potential energy 
due to adsorbates in neighboring sites 
{K} 
x  Occupancy of a site of type i - 
y  Occupancy of a site of type j - 
ε  Lennard Jones well-depth {K} 
θ  Fractional occupancy - 
xyδ  Kronecker delta function - 
Λ  Thermal deBroglie wavelength {A} 
σ  Molecule diameter {A} 
µ Chemical potential  {K/molecule} 
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Table 1:  Lattice Parameters  
Case TN  sm  c  l  (Å) SV  (Å3) APU  (K) 
1 1 [1] [3] [4.0] [78.1]  [-1000] 
2 1 [2] [3] [4.0] [78.1] 
 
350-   1000-



 
3 2 [1,1] 



0     2
3     0
 



-      4.0
4.0     -   
 
[ ]142 ,78.1  



500-
1000-
 
4 2 [1,2] 



0     2
3     0
 



-      4.0
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Figure 1: Lattice structure with two types of sites and connectivity matrix 
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Figure 2: Adsorbate distribution versus adsorbate density for the case where 2NT = , sm = (2,2). 
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Figure 3: Neighbor distribution versus adsorbate density for the case where , 2NT = sm  =  (2,2). 
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Figure 4: Adsorption isotherms as a function of chemical potential. 
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Figure 5: Adsorbate-Pore energy as a function of fractional occupancy. 
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Figure 6: Adsorbate-Adsorbate energy as a function of fractional occupancy. 
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Figure 7: Total energy as a function of fractional occupancy. 
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Figure 8: Entropy as a function of fractional occupancy. 
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Figure 9: Helmholtz Free energy as a function of fractional occupancy. 
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Crystalline Nanoporous Materials 
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ABSTRACT 
 
 An analytical theory for diffusion of fluids in zeolites and other nanoporous 
materials has been developed.  The theory incorporates molecular level information about 
the nanoporous material, which is obtainable from an energy minimization and does not 
require molecular dynamics computer simulations.  The theory is statistical mechanical in 
nature and assumes a lattice composed of adsorption sites.  The theory yields a self-
diffusion coefficient, which is a function of (i) temperature, (ii) adsorbate density, (iii) 
adsorbate size, (iv) adsorbate-adsorbate energetic interaction, and (v) adsorbate-pore 
energetic interaction.  The theory is generalized and is applicable to nanoporous materials 
with three-dimensional porous networks (e.g. faujusite) and one-dimensional porous 
networks (e.g. AlPO4-5).   
The theory is self-contained and incorporates no fitting parameters.  The theory does not 
require computational effort beyond a few seconds on a standard personal computer.   
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3.1  INTRODUCTION  
 
3.1.1  Background  
 Dynamic molecular-level computer simulations have been employed to study the 
behavior of fluids in nanoporous materials (e.g. zeolites) during the last fifteen years [1-
88]. The primary objective of the simulation work has been to define the fundamental 
mechanisms for adsorption and diffusion in nanoporous materials.  These phenomena 
play a pivotal role in the catalytic and separation processes that utilize these nanoporous 
materials [89,90]. The state of the research has matured to the point where it has been 
well established that competing energetic and entropic effects dictate the placement of 
adsorbates within the nanoporous material [1-3, 6]. This placement is a function of the 
atomistic structure of the adsorbent, and the size and energetic well depth of the localized 
adsorption sites.[31]  
However, due to the vast range of nanoporous materials, molecular sieves, 
zeolites, and MCM-type materials, the results for different systems often give seemingly 
contradictory results.  For instance, the diffusivity of methane may increase with loading 
in one nanoporous adsorbent, decrease in a second, and show a maximum in a third 
absorbent [91,92,93]. Such incongruent behavior is influenced by a variety of factors, 
which arise from the complex molecular physics within the adsorbate-adsorbent sphere of 
influence.  A unifying theory that incorporates the differences in the nanoporous 
environment would be able to show that the seemingly contradictory results in the 
literature are in fact manifestations of the same underlying physical mechanisms.  
Furthermore, the computational efficiency provided by analytical theory would facilitate 
the extension of the body of knowledge from the basic molecular realm to the 
macroscopic realm.  A predictive theory can be easily integrated into industry standard 
finite-element process simulators, which would demonstrate that the results indicated by 
molecular-level simulations do in fact have the suggested ramifications in a macroscopic 
chemical process. 
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3.1.2  Objective 
In our previous work we developed an analytical theory to describe adsorption in 
nanoporous materials [94]. The objective of the proposed work is to develop a predictive 
theory of diffusion in nanoscopically confined pore spaces. 
 
3.1.3  Theory 
Our predictive theory of adsorption and diffusion in nanoscopically-confined pore 
spaces is a lattice model.  In a recently published work, we developed the analytical 
model for adsorption of fluids in any arbitrary lattice [94].  In this work, we extend our 
knowledge to develop an analytical theory to predict lattice diffusion.  The pore network 
of crystalline nanoporous materials is regular, and hence the materials can be described 
as a network of well-defined sites.  A significant body of literature is dedicated to 
random-walk diffusion on regular lattices [95-99]. Molecules hop from one site to 
another depending on the nanoscale environment and the energetic interactions.  
Diffusion in the lattice sites is modeled as an activated process, with the jumping 
frequency of molecules determined by transition-state theory [85,86]. 
Mean-field approximations and the site-blocking model have been employed to 
describe the dependence of diffusion on concentration.  Of note in this connection is the 
work done by Auerbach, and Saravanan et.al [85-88]. Our theory is similar to the one 
proposed by Saravanan et.al [85,86] in that both the theories include nearest neighbor 
interactions and site blocking in calculating diffusivity.  However, we suggest that our 
theory is more easily generalizable to a variety of adsorbate-adsorbent interacting 
systems.  Also, there are some notable differences in the two approaches.  First of all, 
their analytical theory assumes a leading-order approximation, which limits adsorption to 
the sites that are more stable before filling the sites that are less stable.  Our lattice theory 
does not make this assumption.  Furthermore, they assume that the site occupancies can 
either be 0 or 1.  Our theory allows for higher maximum occupancies (in other words, we 
assume that diffusion can occur through partially occupied sites).  Also, our theory does 
not assume the instantaneous occupancies in different sites to be identical. 
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Our lattice theory is statistical mechanical in nature and assumes a lattice 
composed of adsorption sites. As we further demonstrate in Sections 2 and 3, the 
diffusion component of the theory incorporates no fitting parameters.  The theory 
incorporates molecular level information about the nanoporous material, which is 
obtainable from an energy minimization and does not require molecular dynamics 
computer simulations. The theory yields a self-diffusion coefficient, which is a function 
of (i) temperature, (ii) adsorbate density, (iii) adsorbate size, (iv) adsorbate-adsorbate 
energetic interaction, and (v) adsorbate-pore energetic interaction. (Section 2 explains the 
theory in detail.)  
 
Outline 
 The remainder of this paper is organized as follows.  In Section II, we derive the 
lattice diffusion theory, and obtain analytical expressions for the factors required.  In 
doing so, we refer to our lattice adsorption theory whenever needed.  In Section III, we 
present the results of our diffusion model for different lattice geometries and also provide 
a discussion on the behavior predicted.  The density and temperature dependencies of the 
self-diffusion coefficient are explained.   
 
3.2  THEORY 
 
3.2.1  Lattice Diffusion Theory 
Consider a lattice model with N 2t =  types of sites, Site 1 and Site 2.  Of these 
sites there are m  sites of Type 1 and m  sites of Type 2.  We have a total number of 
sites, m , where .  Sites of Type 1 have a maximum occupancy of m  
adsorbates.  Sites of Type 2 have a maximum occupancy of m  adsorbates.  Each type 
of site has an internal volume  or .  The connectivity of the lattice is defined by 
an N  matrix, 
1
m
2
2,sV
21 mm += 1,s
2,s
1,sV
ttxN c ij, where c  is the number of sites of type j adjacent to a single site of 
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Type i.  The separation between sites is defined by an  matrix, ttxNN l .  See Figure 1 for 
an example of such a matrix with 

=
02
30
c . 
d2
1
We know that lattice diffusion is an activated process with Arrhenius temperature 
dependence.  Typically, the activated process is modeled by requiring motion from a site 
of Type 1 to an adjacent site of type 1 to pass through a site of Type 2.  Sites of Type 2 
are considered “the activated state” site.  The activation energy is simply the difference in 
total energy for a single adsorbate in a site of Type 1 and Type 2.  We assume a 
functional form of the diffusion coefficient as   
 kT
E
o
21
eDD
∆−
=          (1.a) 
 
Where the prefactor, D , is defined as half the product of the frequency with which 
moves are attempted and the square of the displacement associated with the move. 
o
 
 
d2
D
2
o
lω=          (1.b) 
where d  is the dimensionality of the lattice.  The factor of  appears in the prefactor in 
order to make the diffusion coefficient derived from atomic motions agree with the form 
of the diffusion coefficient derived from a macroscopic solution of Fick’s equation.[93] 
 This formulation is valid if the site of Type 2 is always the activated state.  
However, in a more generalized lattice, the energy is a function of loading (site 
occupancy) and temperature.  Thus the activated state is not universally defined.  For 
example, a site of Type 2 may have a higher energy when the site of origin (Type 1) has 
occupancy of unity and the destination site (Type 2) is initially empty.  However, a site of 
Type 2 may have a lower energy when the site of origin (Type 1) has occupancy of two 
and the destination site (Type 2) is initially empty.  This effect is due to the functional 
dependence of energy on site occupancy.  The temperature can also change which state is 
 57
the “activated” state.  This can be seen by comparing the two temperature asymptotes.  At 
low temperature, the total energy is dominated by energetic contributions.  Thus, if a site 
of Type 1 is energetically favorable, then sites of Type 2 are activated states.  However, 
at infinite temperature, the total energy is dominated by the entropic contribution.  
Therefore, the larger site is favored, which could very well be sites of Type 2, making 
sites of Type 1 the activated sites. 
 To account for the functional dependence of the total energy on occupancy and 
temperature, we must account for the various activation barriers as seen by molecules in 
different local situations.  This accounting must take into effect the occupancy and type 
of the origin site and the occupancy and type of the destination site, as well as the 
temperature.  For each situation, the change in total energy is calculated.  If the change is 
positive, then it is to be considered an activation barrier.  The various activation barriers 
are weighted according to the probability of seeing an opportunity for a hop from a site of 
Type i with occupancy  to a site of type j with occupancy .  Of course, this 
probability is a function of temperature.   
x y
 In short, we pursue an average self-diffusivity that is weighted for all local 
environments in the system: 
 
      (2) ∑∑
= =
= t i,s
i
N
1i
m
0x
i )T,x(D)m,n,x(w)T,m,n(D
 
where D  is the self-diffusivity of the system, and in the canonical ensemble, is a 
function of the number of adsorbates, n , the number of sites, m , and the temperature, T .   
 is the diffusivity of an adsorbate sitting in a site of type i with occupancy  and 
 is the corresponding weighting function. 
)T,m,n(
)T
m)n,
,x(Di
(x, w i
x
 We have recently published an analytical theory of adsorption which can provide 
total energies and adsorbate distributions for the arbitrary lattice described above [94]. 
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The theory delivers the number of sites of type i with occupancy , .  The n  
are related to the total number of sites, , by the constraint 
x )x(n i,s )x(i,s
m
 
         (3) ∑∑
= =
= t
i,sN
1i
m
0x
i,s )x(nm
 
The probability of observing a site of Type i with occupancy , p , is given by x )x(i,s
 
 
m
)x(n
)x(p i,si,s =         (4)  
 
The number of adsorbates in a site of Type i with occupancy  is related to the total 
number of adsorbates, n , by the constraint 
x
 
         (5) ∑∑
= =
⋅=
tN
1i
i,sm
0x
i,s )x(nxn
 
The probability of observing an adsorbate in a site of Type i with occupancy , p , 
is given by 
x )x(i,a
 
n
)x(nx
)x(p i,si,a
⋅=         (6)  
 
Equation (6) is the weighting function required in the average diffusivity of Equation (2).   
Substitution yields 
 
 ∑∑∑∑
= == =
⋅==
tN
1i
i,sm
0x
i
i,st
N
1i
i,sm
0x
ii,a )T,x(Dn
)x(nx
)T,x(D)x(p)T,m,n(D   (7) 
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An adsorbate in a site of type i has c  adjacent sites through which diffusion can 
occur.  The activation barrier for moving to one of these adjacent sites depends not only 
on characteristics of the site of origin (Type i with occupancy ) but also upon the 
characteristics of the destination site (Type j with occupancy y).  Thus, the local 
diffusivity,D , must be expressed as an average over all possible paths. 
∑
=
=
tN
1i
iji c
x
)T,x(i
 
 ∑∑
==
=
j,sm
0y
ijij
tN
1j
ij
ii
)T,y,x(D)y,x(wc
c
1)T,x(D      (8) 
 
where D  is a diffusivity along a path leading from a site of Type i with 
occupancy  to a site of type j with occupancy .  The new weighting function, 
, provides the probability that such a pathway exists, given that the site of origin 
is Type i with occupancy  and given that the destination is Type j.  This is a conditional 
probability, which is defined as 
)T,y,x(ij
x
)y
y
,x(w ij
x
 
 
∑
=
=
j,sm
1z
ij
ij
ij
)z,x(N
)y,x(N
)y,x(w        (9) 
 
where the number of adjacent sites where one site is of Type i with occupancy  and the 
second of Type j with occupancy  is defined as N .  Our analytical theory of 
adsorption also delivers all values of N .  
x
y )y,x(ij
)y,x(ij
Substitution of Equations (8) and (9) into Equation (7) yields 
 
 60
 ∑∑ ∑
∑
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0z
N
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ij
i
i,s )T,y,x(D
)z,x(N
)y,x(N
c
c
1
n
)x(nx
)T,m,n(D   (10) 
 
 As a check that our weighting functions are appropriate, we can examine the case 
where the local diffusivities, D , are all the same.  In that case the local 
diffusivity can be pulled from the quadruple summation and the summation must 
therefore total unity, which upon evaluation is shown to be true. 
)T,y,x(ij
 The only remaining factor required to obtain the average diffusivity is the local 
diffusivity, D .   This function has the standard activated form T)y,(x, ij
 
 )y,x(he)x(D)T,y,x(D ijkT
)T,x,1y(E
,o
*
ji
ijij
+∆
=      (11) 
 
where   is an activation barrier to motion, which is defined as  )T,x,1y(ji*E +∆
 
 
0  )T,y,x(E if
  0  )T,y,x(E if  
   
0
)T,y,x(E
  )T,y,x(E
ij
ijij
ij ≤∆
>∆∆=∆     (12) 
This modified barrier allows activated motion to occur when the change in total energy is 
positive, and allows the move to occur freely when the change is zero or negative. 
 We have introduced an additional weighting function in Equation (11).  The 
weighting function, h , eliminates impossible moves, such as a hop from an origin 
site which is empty, or a hop to a destination site which is already at maximum 
occupancy. 
)y,x(ij
 
        (13) 



=
=
=
otherwise
m  y if
0  x if
1
0
0
)T,y,x(h js,ij
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 Our analytical theory of adsorption delivers .  From this we can obtain the 
difference needed in Equation (12), 
)T,x(iE
 
 )T,1y(E)T,x(iE)T,x,1y(jiE j +−=+∆      (14) 
 
The only remaining undetermined factor in Equation (11) is the prefactor, D , to the 
diffusivity.  The purpose of the prefactor is to provide the frequency with which moves 
are attempted and the mean square displacement of a successful move:   
)x(ij,o
 
 
2
)x(
)y,x(D
2
iji
,o ij
lω=         (15) 
 
The frequency of attempted hops of an adsorbate in a site of Type i with occupancy , 
, is given by the average velocity over the characteristic dimension of the site 
x
)x(iω
 
 
)x(D
v)x(
i,eff,s
i =ω         (16) 
where the velocity, , is given by v
 
 
am
kT3v =          (17) 
 
and m  is the molecular mass of the adsorbate.  The velocity is the same for all 
adsorbates regardless of the type of site in which they reside, or its occupancy.  The 
effective diameter of the site, D , assumes spherical sites and adsorbates and is 
given by 
a
)x(i,eff,s
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  ( )3 ai,s3 i,eff,si,eff,s xVV6)x(V6)x(D −π=π=      (18) 
 
where  is the effective volume of a site of Type i with occupancy ,   is 
the empty volume, and is the volume of the adsorbate. 
)x(V i,eff,s x i,sV
aV
 Thus, we have defined the diffusivity in equation (2) with no adjustable 
parameters. 
 
An Example Demonstrating Appropriate Asymptotical Behavior 
 The model proposed above replicates known behavior.  To illustrate this, consider 
a 1-dimensional lattice of alternating sites of type 1 and 2.  In this case, we have two 
types of sites, N , and maximum occupancies in each site of 1, m  and 
, with connectivity matrix 
2t = 11,s =
1m 2,s = 

=
02
20
c . 
 If we examine the quadruple summation in Equation (10) we see that there will be 
16 terms arising, since i and j can take on values of 1 and 2, and x and y can take on 
values of 0 and 1, for a total of 24=16 combinations.  Eight of these sixteen terms involve 
i=j and therefore are identically zero, since there is no connectivity between these sites, 
i.e. .   By the definition of h , Equation (13), six more of these 
terms are zero, since a move cannot originate in an empty site or terminate in an already 
full site.  Thus, we are left with only two non-zero moves,  and p .  
0cc 2211 == )T,y,x(ij
)0,1(p12 )0,1(21
 For the purposes of the example, suppose that the move from a site of Type 1 to a 
site of Type 2 is activated, meaning 0)T,x,1y(Eji <+∆ .  With these assumptions, 
Equation (10) becomes 
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The same difference in the total energy that forms the activation barrier also partitions the 
adsorbates between sites.  Thus, it can be shown by using our analytical theory of 
adsorption and algebra that  
 
 kT
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with the resulting simplification of Equation (19) to 
   
[ ])T,1(D)T,1(DkT
)T,1,1(21E
e
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)0,1(N
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If we additionally assume that the two sites have the same volume then the prefactors are 
the same: D )T(D)T,1(D)T,1( o21,o12,o == , yielding 
   
kT
)T,1,1(21E
e)T(D
)1,1(N)0,1(N
)0,1(N
n
)1(n
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At this point we can compare Equation (22) with the standard form of activated diffusion 
in equation (1).  We see three differences.  The first difference is that we have a prefactor 
containing , N , and N .  These factors do not appear in equation (1) because 
equation (1) assumes that there is negligible occupancy of the activated state.  In this 
limit, n  and n , i.e. all molecules are found in sites of Type 1.  
Furthermore, in this limit N .  Therefore, both of the factors become unity and the 
first difference is resolved.  As a reminder, this difference is due solely to the assumption 
in Equation (1) that the activated state has negligible occupancy.  This is an unrealistic 
assumption, since the barrier to activation is also the drive toward partitioning between 
sites.  If the barrier were so large that there is no occupancy of the activated state, then 
there would be no diffusion past it.  Our theory doesn’t make this assumption. 
)1(n 1,s
0)1 →
10,12
s
11,12
n→
0  11→
(2,s )1(1,
,12
 The second difference is the factor of two in Equation (22).  Again, this difference 
is a result of the assumption of negligible occupancy of the activated state.  This 
assumption implies that the time spent in site 2 is negligible.  In this limit, the total time 
for the complete move from a site of Type 1 via a site of Type 2 to a site of Type1 is t = 
t1 + t2 = 1/ω + 0 = 1/ω.  However, in Equation (22) where we have a finite residence time 
in the activated site, the total time for the same move is t = t1 + t2 = 1/ω + 1/ω = 2/ω.  
This explanation accounts for the factor of two.   
 The third and final difference between Equation (1) and Equation (22) is that in 
equation (1.b) the jump distance was , but in Equation (22) the jump distance is , 
which, if the activated site is midway between the two ground sites, yields 
11l 12l
2
11
12
l=l .  
Thus Equation (1) and Equation (22) differ by a constant factor, which in this example is 
¼.   This difference is due to a different assumption made in Equation (1), namely that 
the second half of the move, from the activated site to another site of Type 1, always 
proceeds to a different site of Type 1.   In this equation there is no instance of an 
adsorbate moving from a type of site 1 to a site of Type 2 then back to the original site.  
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The fact that the molecule can move back along this conjugated jump is taken into 
account in the ensemble average.   
 To see this we must begin with the derivation of Equation (1).  Assuming an atom 
begins at the origin, the position of the atom after n  steps, nR , is given by 
 ∑
=
=
n
1i
in rR          (23) 
where ir  is the vector representing the i  jump.  The square of the displacement at the 
 step is  
th
thn
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In Equation (1) all jumps are of magnitude l  (because a jump is strictly from ground 
site to ground site) so Equation (24) becomes 
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The ensemble average of the double summation of the cosine is zero, since forward and 
reverse hops are equally likely.  Thus the mean square displacement is 211
2
n nl=R . 
 However, we now assume that moves are of length  and that we have two 
types of hops, from 1 to 2 and from 2 to 1 (and thus moves from a site of Type 1 to an 
activated site then back to the original site are possible).  We will examine equation (24) 
now for twice as many hops ( ) since we want to compare for the same number of 
possible 1?1 motions.  Under these assumptions, we find 
12l
n2
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If we examine the summation over cosines, we see that all moves are not weighted 
equally (since the 1?2 move is activated and the 2?1 move is barrier-free.  Therefore, 
we must split up the summation into four components, noting that for all odd values of i, 
the hop was of type 1?2 and for all even values of i  the hop was of type 2?1.  All hops 
of the same type have equal weights, although different types of hops have different 
weights.  We can call these normalized weights f  and , respectively. 1 2f
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As was the case before, the odd-odd and even-even summations vanish, due to common 
probabilities.  If and only if the probability of returning from the activated state to the 
original site is the same as moving to a new ground site, will the second two summations 
vanish.  In other words  and  must be constants.  In this case, 1f 2f
2
12
2
n nl=R , and in our 
example we are off by a factor of four.   
 However, if we make the same assumption as Equation (1), that an adsorbate 
moving into Site 2 always proceeds to a different ground site, then f  is not a constant.  
In fact, it is zero for returning to the same site.  Therefore the cosines do not vanish.  In 
fact for the 2-D lattice of this example, the cosines in the summation over odd i  and i
2
1+  
(of which there are n ) take on a value of unity, with an ensemble average of n .  
Therefore equation (26) becomes 
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which is the same result as was obtained using Equation (1) as our starting point, but 
which can only be obtained from Equation (25) if we assume that all activated hops 
proceed to a different ground state.   
 We have provided this example to show our generalized theory can obtain the 
same results as the standard formulation of activated diffusion, under the same 
assumptions, namely (i) that the occupancy of the activated state is negligible and (ii) that 
all activated hops are successful.  In practice, our generalized theory for diffusion does 
not make these assumptions. 
 The next logical question is, “Are the assumptions of the standard model of 
activated diffusion legitimate?”  In the case of the localized adsorption sites of 
nanoporous materials, experiments and simulation have shown that the high-energy sites 
have appreciable occupancy [30].  Furthermore, the assumption that all activated motion 
is successful is generally false.  This can be seen immediately by considering the case 
where the destination site is already fully occupied.  The adsorbate makes it up to the 
activated state then has no choice but to return to the original site.  In short, the fact that 
our model avoids these assumptions is an advantage, resulting from our consideration of 
the finite loading of the lattice. 
 
3.3  RESULTS AND DISCUSSION 
 
In this section, we report the self-diffusion coefficients predicted by our lattice 
diffusion theory. (Note that our lattice adsorption theory provides the interaction energies 
and the adsorbate distribution, which are used in the diffusion component of the theory.  
See Section 2 for details).  The lattice diffusion theory yields a self-diffusion coefficient, 
which is a function of (i) temperature, (ii) adsorbate density, (iii) adsorbate size, (iv) 
adsorbate-adsorbate energetic interaction, and (v) adsorbate-pore energetic interaction.  
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This section presents four plots, which show the diffusivity for four different lattice 
configurations.  Particularly, the adsorption lattices are distinct from each other in the 
maximum occupancy of the two types of sites. i.e. 
1. Sites of type 1 with maximum occupancy of one and sites of type 2 with maximum 
occupancy of one (2-11 case). 
2. Sites of type 1 with maximum occupancy of one and sites of type 2 with maximum 
occupancy of two (2-12 case). 
3. Sites of type 1 with maximum occupancy of two and sites of type 2 with maximum 
occupancy of one (2-21 case). 
4. Sites of type 1 with maximum occupancy of two and sites of type 2 with maximum 
occupancy of two (2-22 case). 
The lattice parameters are listed in Table 1.  The two types of sites are connected 
to each other by a connectivity of .  In other words, 40% of the total sites are 
of Type 1 and 60% are Type 2.  Furthermore, sites of Type 2 are assumed to be larger 
than sites of Type 1.  The well depth, 


=
02
30
  c
APU , is given as a matrix in Table 1 where rows 
indicate the type of site and columns indicate the occupancy of the site.   
The four plots study the temperature and loading dependence of the diffusivity.  It 
is worthwhile to mention here that the diffusion component of our lattice theory 
incorporates no fitting parameters.   
Figure (2) plots the self-diffusion coefficients for the 2-11 case (two types of sites 
each with a maximum occupancy of one).  We can clearly make out that the self-
diffusion coefficient has a strong dependence on temperature.  At all loadings, the 
diffusivity increases with temperature.  Clearly, this is the behavior we expect from the 
Arrhenius temperature dependence of the diffusivity.  Molecules acquire increased 
kinetic motion at higher temperatures, resulting in more successful ‘jumps’ from one site 
to another.   
The second trend is the density dependence of the diffusivity.  At high 
temperatures, we see that the diffusivity decreases with loading.  We expect this behavior 
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due to the fact that the prefactor to the diffusivity term, D , decreases with loading due to 
the decrease in the number of sites open to motion – the entropic effect.  However, we 
notice that the diffusivity displays a maximum at 100 K.  To understand this behavior, we 
plot in Figure (3), the potential energy of the adsorbates in the two types of sites.  The 
difference in these energies is the activation energy for diffusion, which is plotted in 
Figure (4).  Figure (4) shows that the activation energy displays a minimum at 100 K.  
This minimum in the activation energy corresponds to a maximum in the diffusivity.  The 
fact that we observe a minimum in the activation energy only at low temperatures is a 
consequence of the combined effects of the adsorbate-pore interactions, intersite 
adsorbate-adsorbate interactions, and the entropic contributions to the adsorbate 
distributions as predicted by our adsorption theory [94]. 
0
  Figure (5) displays the self-diffusion coefficients for the 2-12 case.  This case is 
different from the 2-11 case due to the increased maximum occupancy of the larger and 
energetically more shallow Type 2 sites (two adsorbates/site).  An immediate observation 
on comparing with Figure (2), i.e., the 2-11 case, is that at infinite dilution, the self-
diffusion coefficients in both the cases have equal values (in other words, both cases have 
the same intercept at all temperatures).  This indicates that at infinite dilution, a 
negligible fraction of the sites are doubly occupied.  Furthermore, we notice that the 
temperature and loading dependence of the diffusivity is qualitatively similar to the 2-11 
case.  The diffusivity decreases with loading at high temperatures, and displays a 
maximum at 100 K.  Also, at all loadings, an increase in temperature increases the 
diffusivity.   
However, we notice that the self-diffusion coefficients for the 2-12 case are 
quantitatively higher than the self-diffusion coefficients for the 2-11 case at high 
loadings. (For instance, compare the diffusivities for the 2-11 case and the 2-12 case at a 
loading of one adsorbate/site.)  This is simply because the total adsorptive capacity of the 
2-12 case is greater than the 2-11 case due to the higher maximum occupancy of Type 2 
sites. 
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Figure (6) plots the self-diffusion coefficients for the 2-21 case.  In this case, the 
energetically deeper sites of Type 1 have a higher maximum occupancy of two.  On one 
hand, the temperature dependence is qualitatively similar to the previous two cases.  At 
all loadings, an increase in the temperature increases the diffusivity.  However, the 
loading dependence of the diffusivity is different from that seen in the previous two 
cases.  The diffusivity decreases with loading at high temperatures.  It is interesting to 
note that the decrease in the diffusivity observed in the 2-21 case is not as steep as seen in 
the previous two cases.  The differences in the variations in the activation energies with 
loading cause this deviation of the 2-21 case from the previous two cases.  At low 
temperatures (100 K, 200 K, and 300 K), the diffusivity displays a maximum near a 
loading of 1 adsorbate/site.  This maximum in the diffusivity is an effect of the minimum 
in the activation energy seen at low temperatures.  The minimum in the activation energy 
is a consequence of the fact that there is an energetic advantage in moving through a 
singly occupied site of Type 1 because the first molecule lowers the activation energy for 
the passage of another molecule.  We did not observe this behavior in the 2-12 case 
because in that case, the energetically more shallow sites of Type 2 were the higher 
occupancy sites, resulting in a monotonic increase in the activation energy.  Thus, we see 
a strong effect of multiple occupancies on the mean diffusivity and its strong correlation 
with the pore well depth. 
Furthermore, given the pore well depth APU , we see that there are few doubly 
occupied sites at a loading of one adsorbate/site.  In other words, most of the sites are 
filled with one molecule each, regardless of the type of the site.  For the given APU , we 
would expect the diffusivity to approach zero at a loading of one adsorbate/site.  (Other 
values of APU would produce different results.)  On the contrary, we see in Figure (6) that 
the diffusivity displays a maximum.  We attribute this aphysical behavior to the fact that 
our mean diffusivity is calculated from the local diffusivities weighted by their respective 
distribution of adsorbates.  This procedure produces a mean diffusivity that does not 
incorporate the global distribution of adsorbates.  It is well known that the global 
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distribution of adsorbates in a diffusive system can result in a percolation threshold, 
namely that there no longer appear sample spanning clusters through which global 
motion can occur.[7,102,103]  Typically, percolative behavior leads to zero diffusivity 
before complete loading.  Since our “blocking” species are mobile, we do not expect an 
absolute percolative threshold. We would expect the diffusivities to approach zero.  In 
the future, we intend to take the local diffusivities generated by our model, and use an 
effective medium approximation (EMA) [103,104] to incorporate the percolative effects 
of the lattice.  We expect the inclusion of percolative behavior will most strongly affect 
the mean diffusivity, D , at high loadings.  We expect the nonmonotonic trends shown 
here to persist, albeit weighted by the percolative effect of the lattice. 
The self-diffusion coefficients for the 2-22 case are displayed in Figure (7).  As 
seen in the previous three cases, we observe an increase in the diffusivity with 
temperature at all loading, which is a result of the Arrhenius temperature dependence of 
the diffusivity.  The molecules acquire increased mobility at high temperatures, thus 
resulting in more successful jumps between sites. 
The study of the density dependence of the diffusivity reveals some interesting 
patterns.  The diffusivity displays a maximum near a loading of 1.4 adsorbates/site.  It is 
interesting to note that unlike the 2-21 case, the diffusivity displays a minimum even at 
high temperatures.  The maximum in the diffusivity is a consequence of the minimum in 
the activation energy, seen at all temperatures.  It is important to note that in the 2-22 
case, both the types of sites have a maximum occupancy of two.  There is a high 
energetic advantage involved in moving the molecules from and through singly occupied 
sites of Type 1 and 2, which results in the decrease in the activation energy.  
Furthermore, at all temperatures, we observe a slight kink in the diffusivity near a loading 
of 0.75 adsorbates/site.  This kink corresponds to the fact that some of the sites are 
doubly occupied and hence there is a slightly higher activation barrier for diffusion in the 
presence of these sites.  At high loadings, as observed in the previous cases, the 
diffusivity decreases with loading at all temperatures.  As discussed in the previous case, 
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the inclusion of the percolative effects would strongly affect the diffusivities at high 
loadings.   
 
3.4  CONCLUSIONS 
 
In this work, we have presented an analytical theory for lattice diffusion.  The 
lattice diffusion theory predicts the behavior of fluids confined in zeolites, molecular 
sieves, and other nanoporous materials.  The theory incorporates molecular level 
information about the nanoporous material, which is obtainable from an energy 
minimization and does not require molecular dynamics computer simulations.  The 
theory yields a self-diffusion coefficient, which is a function of (i) temperature, (ii) 
adsorbate density, (iii) adsorbate size, (iv) adsorbate-adsorbate energetic interaction, and 
(v) adsorbate-pore energetic interaction.   
The theory is beneficial because it incorporates no fitting parameters.  The theory is self-
contained and does not require computational effort beyond a few seconds on a standard 
personal computer, as opposed to hundreds of CPU hours of molecular dynamics 
simulations on a supercomputer or parallel cluster. 
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APPENDICES  
 
Nomenclature 
SYMBOL DESCRIPTION UNITS 
A  Helmholtz free energy {K/molecule} 
c  Connectivity matrix - 
ijc  Number of sites of type j connected to a site of 
type i 
- 
d  Dimensionality of the lattice - 
)T,M,N(D  Diffusivity as a function of N, M, and T {m2/s} 
(x) D ij,0  Prefactor to diffusivity {m
2/s} 
Ds,eff,i(x) Effective diameter of a site as a function of x {A} 
E  Total energy {K/molecule} 
T)(x, Ei  Total energy contributed by site of type I as a 
function of occupancy x and temperature 
{K/molecule} 
)M,N(g  Configurational degeneracy of the lattice - 
)T,y,x(hij  Weighting factor to diffusivity - 
k  Boltzmann constant {J/mole/K} 
l  Matrix of distances between sites {A} 
am  Mass of an adsorbate {} 
i,sm  Maximum occupancy of sites of type i - 
im  Number of sites of types i - 
)x(n i,s  Number of sites of type i with an occupancy of x - 
µn  Label of unknowns - 
N Number of adsorbates - 
xy,ijN  Number of neighbors between sites of type i 
with occupancy x and sites of type j with 
occupancy y 
- 
tN  Number of types of sites  
)x( p i,a  Probability of observing an adsorbate in a site of - 
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type i with occupancy x 
)x( p i,s  Probability of observing a site of type i with 
occupancy x 
- 
)T,x(qi  Intrasite partition function of sites of type i  - 
)T,M,N(Q  Partition function of a function of N, M, and T - 
r  Lennard- Jones distance between molecules {A} 
minr  Distance of well minimum {A} 
nR  Position of an atom after n steps {m} 
S  Entropy {/molecule} 
T  Temperature {K} 
)x(U i,AP  Well-depth of a site of type i having an 
occupancy of x 
{K} 
v  Velocity of a molecule {m/s} 
AV  Volume of adsorbate {A
3} 
i,SV  Volume of sites of type i {A
3} 
xw  Matrix of adsorbate-adsorbate potential energy 
due to adsorbates in neighboring sites 
{K} 
x  Occupancy of a site of type i - 
)T,y,x(E ij*∆
 
Difference in total energy between site of type I 
with site of type j, as a function of occupancies 
x, y, and T 
{K} 
θ  Fractional occupancy - 
xyδ  Kronecker delta function - 
µ Chemical potential  {K/molecule} 
ω Angular velocity {rad/s} 
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Table 1.  Lattice Parameters  
Case TN  sm  c  l  (Å) SV  (Å3) APU  (K) 
1 2 [1,1] 



0     2
3     0
 



-      4.304
4.304     -   
 
[78.1, 142] 



500-
1000-
 
2 2 [1,2] 



0     2
3     0
 



-      4.304
4.304     -   [78.1, 142] 



350 -     500-
-        1000-
 
3 
 
2 [2,1] 



0     2
3     0
 



-      4.304
4.304     -   [78.1, 142] 



 -         500-
350-   1000-
 
4 2 [2,2] 



0     2
3     0
 



-      4.304
4.304     -   [78.1, 142] 



350 -     500-
350-   1000-
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Figure 1: Lattice structure with two types of sites and connectivity matrix 

=
02
30
c
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Figure 2: Self-diffusion coefficient as a function of loading for the 2-11 case where 2NT = , sm = (1,1).
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Figure 3: Potential energy for the adsorbates in the two types of sites as a function of loading for the 2-11 case where 2NT = , 
sm = (1,2). 
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Figure 4: Activation energy as a function of loading for the 2-11 case where 2NT = , sm = (1,2). 
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Figure 5: Self-diffusion coefficient as a function of loading for the 2-12 case where 2NT = , sm = (1,2). 
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Figure 6: Self-diffusion coefficient as a function of loading for the 2-21 case where 2NT = , sm = (2,1). 
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Figure 7: Self-diffusion coefficient as a function of loading for the 2-22 case where 2NT = , sm = (2,2). 
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 Part 4 
Agreement Between the Analytical Theory and 
Molecular Dynamics Simulations for Adsorption and 
Diffusion in Crystalline Nanoporous Materials 
 
 ABSTRACT 
 Analytical theories for lattice adsorption and diffusion recently published are 
tested with Molecular Dynamics (MD) simulations.  Our analytical theories are 
generalized and can be applied to various small molecules in different nanoporous 
structures such as zeolites and molecular sieves.  In this work, we validate our theory by 
comparing the results with those predicted by simulations.  We study the behavior of 
methane in zeolite Na-Y.  Specifically, the MD simulations are conducted to obtain the 
interaction energies and self-diffusion coefficients at five different temperatures and 
loadings.  While the lattice adsorption theory incorporates minimum parameters to obtain 
the thermodynamic properties, the diffusion component of the theory incorporates no 
adjustable parameters. 
 Our theory is in very good qualitative agreement with the simulations.  Overall, 
reasonably good quantitative agreement is found between the theory and simulations.  
Our theory studies the effect of temperature and density on the adsorption and diffusion 
of methane in Na-Y.  Our theory requires approximately only a minute to obtain the 
results, as compared with the tens of CPU hours required for simulations.   
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4.1  INTRODUCTION 
 
4.1.1  Background 
A significant body of literature has been devoted to investigate the phenomenon 
of adsorption and diffusion in nanoporous materials [1-92].  These phenomenon are of 
great scientific interest due to their increasing wide range applicability in separation and 
catalysis processes [91,92].  Molecular level simulations have established that competing 
entropic and energetic effects play an important role in the placement of adsorbates 
within the nanoporous materials.  It has been determined that the ongoing adsorbate-
adsorbate and adsorbate-pore interactions within the nanoporous material dictate the 
extent of adsorption.  However, some of the problems still persist.  For instance, literature 
suggests that different systems evolving from the vast range of nanoporous materials 
such as molecular sieves, zeolites, and MCM-type materials, often give contradictory 
results for different fluids.  E.g. the diffusivity of methane varies differently for different 
adsorbents as a function of loading and temperature [93-95].  Also, the industry is 
constantly exploring the applicability of new nanoporous materials as effective 
adsorbents.  The problem is that the computationally expensive simulations are often 
seen as inefficient platforms to produce quick results.  These problems can be overcome 
by the development of a quick, predictive theory, which would successfully replace the 
simulations and increase the understanding of the behavior of fluids in nanoporous 
materials.  The theory would provide a unified approach to highlight the physical 
mechanisms occurring at the molecular level, which would elucidate such seemingly 
contradictory results.   
There have been previous worthwhile attempts to develop analytical theories of 
adsorption and diffusion based on lattice models.  Of note in this connection is the work 
of Saravanan et.al. who developed an analytical theory of diffusion for benzene in Na-Y 
[87-90].  Van Tassel et. al. introduced a lattice model for the adsorption of small 
molecules in zeolite NaA.  Snurr et al. presented a lattice model for adsorption of 
benzene in silicalite [16,38].  In our previous work, we presented unifying analytical 
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theories for adsorption and diffusion of fluids in nanoporous materials such as molecular 
sieves and zeolites [1,2].  We suggested that our analytical theory is more easily 
generalizable to various solid-fluid interacting systems than the previously attempted 
models.  Also, our theory incorporates minimum parameters, which makes it easily 
accessible for broader usage.  Having said that, our second step is to validate these 
theories with the simulations.   
 
4.1.2  Objective  
This paper intends to compare the results of our analytical theories for adsorption 
and diffusion with Molecular Dynamics simulations for specific solid-fluid contacting 
system, namely- methane in Na-Y. 
Zeolite Na-Y has a three-dimensional channel system consisting of cavities 
separated by 12-membered oxygen rings.  It has nearly 50% of the volume of the crystal 
available for adsorption with a Si/Al ratio of 1.3.   We have mentioned previously how 
the diffusivity of methane shows different trends for different adsorbents.   It is seen that 
the diffusivity increases with loading for one adsorbent, decreases with loading for a 
second, and shows a minimum for a third adsorbent [93-95].  Though simulations reveal 
these trends and explain them to a reasonable extent, our theory investigates the 
fundamental molecular level mechanisms to understand the underlying physical 
mechanisms. 
 
4.1.3  Outline 
 The remainder of this paper is organized as follows.  Section 2 provides a brief 
review of our analytical theories of adsorption and diffusion.  Also included is a 
discussion on the functional form of the external potential.  Section 3 discusses the MD 
simulation methodology and convergence criteria.  Also, the numerical optimization 
routine for convergence parameters is discussed.  Section 4 presents the results from 
theory and simulation for methane in Na-Y and the comparison between the two.  
Finally, Section 5 presents the conclusions and findings from this work.  
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 4.2  THEORY 
 
4.2.1  Review of the lattice adsorption theory 
Our predictive theory of adsorption in nanoscopically-confined pore spaces is a 
lattice model [1].  We use standard statistical mechanics to develop the partition 
functions for the adsorbate molecules.  The partition functions are used to obtain the 
desired thermodynamic and transport properties.  There are four factors that determine 
the nanoporous environment, viz. (i) adsorption site volume, (ii) adsorption site energetic 
well depth, (iii) lattice connectivity, and (iv) lattice spacing.  In other words, these four 
parameters characterize the lattice.   
 The lattice model uses a generalization of the standard quasi-chemical 
approximation to account for the adsorbate-adsorbate interactions.  The quasi-chemical 
approximation is the simplest approximation that still allows for adsorbate clustering 
within the pore [96].  The standard quasi-chemical theory is limited to a lattice consisting 
of just one type of site.  But most of the zeolites and molecular sieves are found to have 
more than one type of site.  The standard quasi-chemical approximation cannot model 
these complex lattices.  However, we expand upon the quasi-chemical theory and use it 
to describe these lattices because the lattice sites are still localized. 
Let’s assume an arbitrary lattice with two types of sites, N 2  T = .  This lattice is described 
by a connectivity matrix, c , where 
 

=
2221
1211
cc
cc
c         (1) 
where each of these elements, , describes the number of sites of Type j connected to a 
site of Type i.  Specifying the connectivity in this way specifies the relative number of 
sites of Types 1 and 2, M  and M . 
ijc
1 2
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As an example consider the lattice schematic in Figure (1).  In this case, 

=
02
30
c .  
The number of sites of Type 1 and 2 must obey the relations: 
          (2.1) MM
TN
1i
i =∑
=
and a neighbor balance 
          (2.2) 221112 McMc =
which determines M  and M  to be  1 2
M
cc
cM
2112
21
1 +=  and Mcc
c
2112
12
2 +=M         (3) 
The separation between nearest neighbor sites is given by a matrix of distances, l .  The 
sites have a well-depth of U , which is the potential energy due to adsorbate-pore 
interactions.  U  is a function of , the occupancy of the site, and of site Type i.  
The sites have volume, .  The four parameters—
)x(i,AP
i,S
)x(i,AP x
V c , l , )x(APU , and SV —completely 
characterize the lattice. 
 We use an arbitrary pairwise potential to model the adsorbate-adsorbate 
interactions, evaluating it at l  to obtain xw . 
 The partition function has three factors, a configurational degeneracy, intrasite 
partition function, and intersite interaction energy: 
 ∑ ∏ ∏ ∑∑ ∑ ∑

= = ≥ =
−
= =
⋅
ionsconfigurat
kT
w
kT
wNN
1i
m
1x
)x(nx
i
TN
1i
x
TN
ij
i,sm
1x
x
i,sm
*y
xy,ijT i,s
i,s e)T,x(q)M,N(g)T,M,N(Q     (4) 
There are two points to be noted here.  First, the summation includes only combinations 
of  and  which have nearest neighbors (i.e. ci j 0ij ≠ ).  Second, the index varies.  If 
, .  If i , . This way we avoid double counting.  Also, the maximum 
occupancy of a site of Type i  is m , the intrasite partition function is , and the 
number of sites with occupancy , n is defined for each site of Type i .  The number 
*y
T,x
ji = xy* ≥ j≠ 1y* ≥
i,s
x
)(qi
)x(i,s
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of neighbors, N , designates the number of neighbors between sites of Type i  with 
occupancy  and sites of Type  with occupancy . 
xy,ij
x j y





m
x





∏
=
i,sm
0x
∏
≠=
TN
ij
1i
s
w =
 We extend the quasi-chemical approximation to determine the general 
configurational degeneracy as  
 
( ) ( )




















=
∏∏
= =
−
i,s j,s
ij
0
m
0y
xy,ij
112
c1
s
i
!N
! Mc
)!x(n
!MM,Ng        (5) 
 
This general form would be altered to meet particular forms of the connectivity 
matrix.  We consider the case of the connectivity matrix given in Equation (1). 
Determining the partition function would be a case of solving a set of equations 
for the various unknowns.  These equations can be generated from the following 
relations. 
• Site balances 
• Adsorbate balances 
• Symmetry relations for the number of neighbors, and 
• A balance on the number of neighbors. 
We minimize the partition function with respect to these unknowns to obtain the 
remaining equations.  Thus, we have a system of non-linear algebraic equations with an 
equal set of unknowns.  It was shown in our previous paper on lattice adsorption theory 
[1] that an analytical solution was obtained only for the single case, N , m2T = 11, = , 
, and .  For all other cases, we employed a numerical solution.  1m 2,s = 0
 Once the variables are known, we can formulate the partition function and solve 
for any thermodynamic variables of interest.   
For example the Helmholtz Free Energy, A , given by 
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QlnkTA −=             (8) 
 
can be obtained by solving for numerical values of the unknowns and substituting them 
into the partition function.  Similarly, we can obtain analytical expressions for the total 
energy , E , (kinetic and potential) and the entropy, , from  S
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2
T
QlnkTE 


∂
∂=           (9) 
 
and 
  
T
EAS +−=            (10) 
 
4.2.2  Review of the lattice diffusion theory 
The diffusion component of our lattice theory is based on the assumption that 
lattice diffusion is an activated process with Arrhenius temperature dependence [2].  For 
instance, an activated process requires motion from a site of Type 1 to an adjacent site of 
Type 1 to pass through a site of Type 2.  Sites of Type 2 are considered “the activated 
state” sites.  Similarly, sites of Type 1 are the activated sites when allowing motion 
between two adjacent sites of Type 2.  The activation energy is simply the difference in 
the potential energy for an adsorbate in a site of Type 1 and Type 2.  It is important to 
bear in mind the fact that the activation energy has a strong dependence on the site 
occupancy and the pore well depth.  We assume a functional form of the diffusion 
coefficient as:   
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Some of the unknowns in Equation (13) can be obtained from our lattice adsorption 
theory.  Also, the above equation includes weighting functions to account for the various 
factors such as site occupancy and lattice connectivity, affecting a jump of an adsorbate 
molecule from site of Type 1 to site of Type 2.  The only factor required to obtain the 
average diffusivity then, is the local diffusivity, D .  This function has the 
standard activated form: 
)T,y,x(ij
 
 )y,x(he)x(D)T,y,x(D ijkT
)T,x,1y(E
,o
*
ji
ijij
+∆
=      (14) 
 
where  is an activation barrier to motion, which is defined as  )T,x,1+y(*E∆ ji
 
 
0  T)y,(x, E if
0  T)y,(x, E if
    
0
 T)y,(x, E
  T)y,(x, E
ij
ijij
ij ≤∆
>∆∆=∆     (15) 
 
This modified barrier allows activated motion to occur, when the change in total energy 
is positive, and allows the move to occur freely, when the change is zero or negative. 
 The weighting function, , eliminates impossible moves, such as a hop 
from an origin site which is empty, or a hop to a destination site which is already at 
maximum occupancy. 
)y,x(hij
 
          (16) 
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Our analytical theory of adsorption delivers  from which we can obtain the 
difference needed in Equation (12). 
)T,x(iE
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 )T,1y(E)T,x(iE)T,x,1y(jiE j +−=+∆      (17) 
 
Furthermore, the prefactor D  in Equation (11) provides the frequency with which 
moves are attempted and the mean square displacement of a successful move.   
)x(ij,o
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The frequency of attempted hops of an adsorbate in a site of Type i  with occupancy , 
, is given by  
x
)x(iω
 
 
)x(D
v)x(
i,eff,s
i =ω           (19) 
 
The frequency is the average velocity over the characteristic dimension of the site.  The 
velocity, , is given by v
 
 
am
kT3v =            (20) 
 
where m  is the molecular mass of the adsorbate.  The velocity is the same for all 
adsorbates regardless of the type of site in which they reside, or its occupancy.  The 
effective diameter of the site, D , assumes that the sites and the adsorbate are 
spherical, and is given by 
a
)x(i,eff,s
 
 ( )3 ai,s3 i,eff,si,eff,s xVV6)x(V6)x(D −π=π=        (21) 
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 where  is the effective volume of a site of Type i  with occupancy ,   is 
the empty volume, and is the volume of the adsorbate. 
)x(V i,eff,s x i,sV
aV
 
4.2.3  Functional form of the external potential  
 Our lattice theory can be generalized to any arbitrary functional form of the 
external potential, APU - the adsorbate-pore interaction energy.  Here, we select a slightly 
different functional form.  Unlike assumed previously, the adsorbate-pore (ap) interaction 
energy could have a strong dependence on temperature in addition to the site occupancy.  
In other words, the ap interaction energy, APU , is now a function of site occupancy and 
temperature. 
 The functional form of the local ap interaction energy assumes spherical sites and 
adsorbates, and is a parabolic function of the site radius, r .  Let’s designate the local ap 
interaction energy as U .  Thus, the interaction energy between the adsorbate and 
the walls of the pore is a function of (i) energetic well depth, (ii) site occupancy, and (iii) 
pore radius, given by 
x)(r,iAP,
 
       (22) 2ii,APci,APi,AP r  U   (x) U  x)(r, U ×+=
 
The pore radius, ir , can be evaluated from the site volume: 
 
        3ii,s r3
4V π=          (23) 
 
(x)U iAP, is the pore well depth, which is a function of the site occupancy.  We use a 
Boltzmann distribution to calculate the average ap interaction energy for a given 
temperature T, given by 
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e  is Boltzmann weighting distribution.  Solving the integral, we 
obtain 
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Notice in Equation (23), we use a constant term U , for each type of site.  
Overall, the net result of including the temperature dependence of the ap interaction 
energy is that we have one additional fitting parameter, U , for each type of lattice 
site. 
i,APc
i,APc
 
4.3  SIMULATIONS AND NUMERICAL METHODS 
 
4.3.1  Simulation Methodology 
 We perform Molecular Dynamics (MD) simulations in the microcanonical 
ensemble, i.e. keeping the number of adsorbates, N , volume, , and the total energy, E , 
fixed.[97,98]  We use the Lennard-Jones 6-12 potential to model the adsorbate-adsorbate 
interactions: 
V
 102







 σ



 σε== ∑ ∑∑∑ −
= +== +
6
ij
ij
12
ij
ij
1N
1i
N
11j
ij
1-N
1i
N
1ij-
ijAA r
 - 
r
  4  U  U     (26) 
 
where the potential parameters  ε and σ  for methane are obtained from [99] and are 
given in Table 1.  For the adsorbate-pore interactions we use atomic positions for the 
oxygen atoms in zeolite Na-Y.  Only oxygen atoms contribute significantly to the 
external potential [85], permitting us to ignore the Si and Al.  We ignore the charge on 
the oxygen.  We use the Lennard Jones 6-12 potential to model the adsorbate-pore 
interactions.  The parameters are listed in Table 1.  
We simulate 128-512 atoms per unit cell, depending upon the density.  For low density, 
we use 128 atoms, and increase the number for higher densities.  A cut-off distance, r , 
of 15 Å and a neighbor distance, r , of 18 Å is employed.  We use a time step of 2 fs, 
and carry out 10,000 equilibration steps and 100,000 data production steps.  The 
numerical solution technique used is the 5
cut
nbr
th order gear predictor-corrector [100,101].  
Periodic boundary conditions and the standard minimum image convention are employed 
along the boundaries of the unit cell of Na-Y.  
The self-diffusivities are calculated using the Einstein relation [97], which relates the 
self-diffusion coefficient to the mean square displacement of a particle as a function of 
observation time, given by 
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where D  is the self-diffusion coefficient, and  is the dimensionality of the system. The d
numerator of equation (27) is the mean square displacement.  
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4.3.2  Numerical Methods 
This section describes the numerical optimization routine employed to conduct 
the parameter fitting for the lattice.  We optimize the parameters - APU , APcU  and sV .  
APU  is the pore well depth, sV  is the site volume, and APcU  is a vector of two constants 
that are included due to the modification of our lattice theory as discussed in the previous 
section.  The lattice parameters— c , l  are not fitted because they are easily available 
from the information about the lattice dimensions.   
The objective function is the error between the results predicted by our theory and 
simulation for the adsorbate-pore (ap) interaction energy.  We optimized the ap 
interaction energy because we suspect that it is physically the most significant property 
of interest. 
The objective function is given by, 
 
 ∑
=
=
n
1i
simulation
i
theory
i
simulation
i
X
X - X  f        (25) 
 
where  denotes the ap interaction energy, and the summation encompasses all the data 
points available from simulations.  We employ Nelder and Mead’s Downhill Simplex 
Method to minimize the objective function.[102]  The Downhill Simplex Method is 
chosen because of its simplicity and robustness.  However, the method suffers from a 
drawback that it depends heavily on the goodness of the initial guesses.  A poor initial 
guess would result in the code converging to a local minimum.  We run the code with 
numerous initial guesses to overcome this limitation and thus ensure that it searches the 
entire domain of convergence values to locate decisively the global minimum.  It is worth 
mentioning here that the entire optimization routine takes only a few minutes on a 
desktop PC to converge to the solution.  The optimized lattice parameters are listed in 
Table 2. 
X
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 4.4  RESULTS AND DISCUSSION 
 
 The molecular dynamics (MD) simulations were employed to determine the 
adsorbate-pore (ap) interaction energy, adsorbate-adsorbate (aa) interaction energy, total 
energy, and diffusivity.  Simulations were conducted at five temperatures and loadings.  
The simulations took approximately 200 hours on the 16-node super computing facility at 
The University of Tennessee.  The simulation results are reported in Table 2.  In this 
section, we present plots to test the results predicted by our theory against these 
simulations.  The theory generated the results in approximately a minute on a standard 
desktop PC.  Both theory and the simulation methodology have been discussed in 
previous sections. 
 We study the behavior of single-component methane in Na-Y.  Na-Y has roughly 
spherical nanopores tetrahedrally connected by 12-ring windows See Figure (1).   There 
are ten adsorption sites in a cage of Na-Y.  Six of them are located octahedrally, one in 
front of each of the central 4-rings and the other four are located tetrahedrally, one in 
front of each 6-rings.  Simulations have previously shown that the adsorption lattice of 
Na-Y is comprised of two types of localized adsorption sites [31].  The sites differ in the 
relative accessible pore volume (site volume and occupancy), and the energetic well 
depth.  The numerical values of the lattice parameters are obtained by conducting an 
optimization See Section 3.  The values are reported in Table 3.  It is seen that the sites of 
Type 2 are larger and energetically shallower than the sites of Type 1.  We mentioned 
earlier that simulations have shown that the two types of sites have different maximum 
occupancies.  We found that the 2-12 lattice configuration (lattice of two types of sites 
with sites of Type 1 having a maximum occupancy of one and sites of Type 2 having a 
maximum occupancy of two) provided a better fit than the 2-21 case.  We hence model 
the Na-Y sorption lattice as a 2-12 case in our lattice adsorption theory.  Also, the sites 
are connected to each other by a connectivity of c   i.e. a site of Type 1 is 

=
02
30
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connected to 3 sites of Type 2 and a site of Type 2 is connected to two sites of Type 
1.[31]  Thus 40% of the total sites are of Type 1 and 60% are of Type 2.  
Figure (2) plots the adsorbate-pore (ap) interaction energy as a function of 
adsorbate loading for five different temperatures.  The ap interaction energy, U , is the 
energetic contribution of the CH
AP
4-O interactions to the total energy.  Although Gupta 
et.al [31] experimentally achieved a maximum adsorbate loading of 18 adsorbates/cage 
under high-pressure conditions, they report an average density of 10 adsorbates/cage of 
Na-Y.  Correspondingly, we conduct simulations only up through a maximum loading of 
0.8 adsorbates/site or 8 adsorbates/cage.  Theoretically, however, the 2-12 lattice has 
40% of Type 1 sites with a maximum occupancy of one and 60% of Type 2 sites with a 
maximum occupancy of 2.  In other words, the maximum adsorbate loading is 
or 16 adsorbates/cage.  Although not shown, our 
theory can report the interaction energies up through the maximum possible loading of 
1.6 adsorbates/site, corresponding to 16 adsorbates/cage.  
/siteadsorbates 1.6  2  0.6  1  4.0 =×+×
Figure (2) reveals a very good agreement between the theory and simulations for 
the ap interaction energy.  Our theory and simulation results lie within an average error of 
2.3%, which is indicative of the good quantitative agreement between the two.  At all 
loadings, the ap interaction energy increases with an increase in temperature for both 
theory and simulation.  We discussed in Section 2 that the ap interaction energy is a 
function of the site occupancy and temperature.  As temperature increases, an adsorbed 
molecule explores less energetically favorable positions within the site, which increases 
the ap interaction energy.     
The loading dependence of the ap interaction energy is different at different 
temperatures.  At low temperatures, the ap interaction energy monotonically increases 
with loading.  At higher temperatures, the ap interaction energy generally decreases with 
loading. (Anomalous behavior at infinite dilution will be addressed)  Both theory and 
simulations predict the non-monotonic behavior of the ap interaction energy with density 
and temperature.  To understand this behavior, we plot in Figure (3) the adsorbate 
distribution as a function of loading at three different temperatures.  An immediate 
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observation here is that the number of sites of Type 2 with two adsorbates, n , is 
negligible at all loadings considered.  In other words, none of the sites of Type 2 are 
doubly occupied.  We see that at higher temperatures, n assumes higher values than 
at all loadings up to 0.8 adsorbates/site.  In other words, at higher temperatures, a 
higher number of adsorbates are filled in the sites of Type 2 than in the Type 1 sites.  
There is an entropic advantage to placing the molecules in the larger (but energetically 
more shallow) sites of Type 2.  The combined entropic and energetic effects cause an 
increase in the number of ap interactions with increasing loading, which results in a 
decrease of the ap interaction energy.  Hence, we see in Figure (2) that the ap interaction 
energy decreases with loading at higher temperatures.  In contrast, at low temperatures, a 
high number of molecules are adsorbed in the smaller (but energetically deeper) sites of 
Type 1, which results in a decrease in the ap interactions with loading.  Correspondingly, 
we see in Figure (2) that the ap interaction energy increases with loading at low 
temperatures. 
(2) 2,s
(1) 2,s
(1)n  1,s
We notice that the theory and simulations do not agree at infinite dilution.  At 
higher temperatures, the simulations show a steep increase in the ap interaction energy at 
infinite dilution.  Our theory does not predict this behavior.  We suspect that there is a 
subtle cross-correlation between the placement of the adsorbate within the sites and the 
transition from infinite dilution (no neighbors) to low density (few neighbors), which our 
model does not capture.  
Figure (4) plots the adsorbate-adsorbate (aa) interaction energy as a function of 
loading for five temperatures.  The aa interaction energy, U , is the energetic 
contribution of the CH
AA
4-CH4 interactions to the total energy.  It is important to note that 
the aa interactions occur between the molecules adsorbed in neighboring sites as well as 
within sites (2-12 case has doubly occupied sites of Type 2).  We notice that the theory is 
qualitatively in agreement with the simulations.  Both theory and simulations show that at 
all temperatures, the aa interaction energy decreases with loading.  At all temperatures, 
the adsorbate-adsorbate interactions increase as loading increases.  The density 
dependence of the aa interactions and correspondingly the aa interaction energy, arises 
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from the fact that both the intra-site and the inter-site partition functions have a high 
loading functionality.  
Our theory and simulations also observe the same temperature dependence of the 
aa interaction energy.  Both show that the aa interaction energy increases with 
temperature at all loadings.  The number of neighbor aa interactions decrease with rising 
temperature, which is energetically less favorable.  Hence we see an increase in the ap 
interaction energy with increasing temperature.  It should be noted that the aa interaction 
energy curves for all temperatures have the same intercept – zero.  We expect this trend 
because there are no aa interactions at infinite dilution.   
The qualitative agreement of the aa interaction energy established by our theory 
with the simulations is welcome since it has provided a much needed platform to 
understand the adsorbate-adsorbate clustering within sites and between neighboring sites 
using intra-site and inter-site partition functions.   
We report an overall error of 47% for the aa interaction energy.  The error 
between the theory and simulations is more pronounced at high loadings.  We suspect 
that the confined geometry of our lattice model, as against the continuum space assumed 
by simulation, is the prime cause for the inaccurate predictions at high loadings.   Fluid 
crowding forces the adsorbates to sit slightly outside of the lattice sites, which violates 
our strict lattice assumption.  However, one needs to realize that the aa interaction energy 
contributes only a small fraction of the total energy.  The major contributor to the total 
energy, i.e. the ap interaction energy has been modeled with relatively high accuracy.   
Figure (5) plots the total interaction energy as a function of loading and 
temperature.  It should be noted that the total energy, U , is merely a sum of the ap 
interaction energy, U , the aa interaction energy, U , and the kinetic energy of 
motion.  The plot reveals that the theory is in good overall agreement with the 
simulations.  We observe the correct density and temperature dependence of the total 
energy.  Both theory and simulations show that at all temperatures, the total energy 
decreases as loading increases.  Also, the total energy increases with temperature at all 
loadings.  Both the density and temperature behavior of the total energy were expected, 
TOT
AAAP
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as similar trends were observed in general for U and U .  Quantitatively, the results 
predicted by the theory are off within an average error of 4.5%.  It should be noted that 
the two errors that were discussed in the plots for U and U  are reflected in the 
present plot too.  For one, our lattice adsorption theory does not predict the maximum in 
the total energy as shown by simulations, at infinite dilution for higher temperatures.  
This maximum corresponds to the maximum seen in Figure (2) for U .  Also, as 
discussed for U , the theory does not follow the simulations at high loadings.  The fluid 
crowding observed by simulations at high loadings is not captured by the theory.  
However, it should be noted that the fact that U  constitutes only a fraction of the total 
energy makes the error less profound than was seen in Figure (4).     
AP
AA
AA
AP AA
AP
AA
From the discussion of Figures (2, 4, & 5), we demonstrated the capabilities of 
our lattice adsorption theory in successfully capturing the trends shown by simulations.  
The CH4-CH4 interactions and CH4-O interactions, in other words, the aa interactions and 
the ap interactions at different temperatures and loadings, are elucidated by exploring the 
domain of intra-site and inter-site partition functions.  We noticed that there were two 
issues that were not handled well by the lattice adsorption theory; (1) infinite dilution 
adsorbate-pore interaction energy, and (2) high density adsorbate-adsorbate interaction 
energy.  However, we believe that the simplicity and the fundamental basis of this lattice 
model definitely provide the impetus to carry out further explorations in this area in the 
near future. 
In Figure (6), we compare the self-diffusion coefficients predicted by our lattice 
diffusion theory and simulations for methane in Na-Y.  It is worthwhile to mention here 
that the diffusion component of our lattice theory makes use of the results of the lattice 
adsorption theory.  The diffusion component of our lattice theory is explained in Section 
2, and in [2].  Unlike the lattice adsorption theory, which incorporated adjustable fitting 
parameters, our lattice diffusion theory contains absolutely no fitting parameters.   
We plot the diffusivity as a function of loading for five temperatures.  The lattice 
diffusivity versus loading profile shares features predicted by the MD simulations.  The 
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theory and simulations are in good agreement.  We observe the correct temperature and 
density dependence.  Both theory and simulation predict that at all temperatures, the 
diffusion coefficient decreases with increase in loading.  As the loading increases, there 
are less vacant sites to facilitate diffusive motion through the lattice – the entropic effect, 
which decreases the diffusivity.   
Furthermore, the diffusivity increases with temperature at all loadings.  This is 
expected from the Arrhenius temperature dependence of the diffusivity.  At higher 
temperatures, the molecules make more successful ‘jumps’ between sites, which 
increases the diffusivity. 
We notice that the diffusivity predicted by the theory is much higher than the 
simulations at high loadings.  In our recently published paper on the lattice diffusion 
theory, we mentioned that the theory needs to incorporate the percolative effects of the 
lattice, which would lower the mean diffusivity, D , at high loadings [2].  We intend to 
include the percolative behavior in the near future.  We expect the trends shown here to 
persist, albeit weighted by the percolative effect of the lattice. 
The theory is in poor quantitative agreement with the simulations.  The theory is 
off with an average error of 62.9%.  Incorporating fitting parameters into the diffusion 
component of our theory could mask this error.  While the inclusion of the adjustable 
parameters in our lattice diffusion model may enable better quantitative agreement with 
the simulations, the power of the modeling approach presented here lies in its conceptual 
simplicity and its ability to compare reasonably well with the simulation data on a wide 
variety of zeolites, which for one, is demonstrated here with Na-Y. 
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4.5  CONCLUSIONS 
  
In this work, we have presented a validation analysis of our previously published 
analytical theories for adsorption and diffusion in nanoporous materials.  The results 
predicted by our theory are tested with MD simulations for the system Methane in Na-Y.   
A very good agreement is found between the theory and simulations.  The theory 
incorporates the atomistic structure of the adsorbent and also incorporates the 
fundamental physical mechanisms that dictate the behavior of methane molecules in 
zeolite Na-Y.   
While the lattice adsorption theory required five fitting parameters, the diffusion 
component of the theory incorporated no fitting parameters.  The theory was found to be 
computationally efficient, as it took approximately only a minute to generate the results 
against 200 hours of CPU time required by simulations.   
We are currently in the midst of addressing some issues that were left unresolved 
by the theory; namely percolative effects at high loadings, and infinite dilution behavior 
of the adsorbate-pore interactions.  Also, we are extending our theory for 
multicomponent fluids. 
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APPENDICES 
 
Nomenclature 
 
SYMBOL DESCRIPTION UNITS 
A
 
Helmholtz free energy {K/molecule} 
ijc  Number of sites of type j connected to a site of type i - 
)T,M,N(D  Diffusivity as a function of N, M, and T {m2/s} 
D0,ij(x) Prefactor to diffusivity {m2/s} 
)x(D i,eff,s  Effective diameter of a site as a function of x {Å} 
E  Total energy {K/molecule} 
)M,N(g  Configurational degeneracy of the lattice - 
)T,y,x(hij  Weighting factor to diffusivity  
k  Boltzmann constant {J/mole/K} 
l  Matrix of distances between sites {A} 
am  Mass of an adsorbate {kg} 
i,sm  Maximum occupancy of sites of type i - 
iM  Number of sites of types 1 - 
)x(n i,s  Number of sites of type i with an occupancy of x - 
µn  Label of unknowns - 
N  Number of adsorbates - 
xy,ijN  Number of neighbors between sites of type i with 
occupancy x and sites of type j with occupancy y 
- 
)T,x(qi  Intrasite partition function of sites of type i  - 
)T,M,N(Q  Partition function of a function of N, M, and T - 
r  Lennard- Jones distance between molecules {A} 
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minr  Distance of well minimum {A} 
S  Entropy {K/molecule} 
T  Temperature {K} 
)T,x,r(U i,AP
 
Potential energy of a site of type I as a function of 
radius, occupancy, and temperature 
{K/molecule} 
AAU  Adsorbate-adsorbate interaction energy {K/molecule} 
TOTU  Total energy {K/molecule} 
v  Velocity of a molecule {m/s} 
AV  Volume of adsorbate {A
3} 
i,SV  Volume of sites of type i {A
3} 
xw  Matrix of adsorbate-adsorbate potential energy due to 
adsorbates in neighboring sites 
{K} 
x  Occupancy of a site of type i - 
y  Occupancy of a site of type j - 
)T,y,x(E ij*∆
 
Difference in total energy between site of type i with 
site of type j, as a function of occupancies x, y, and T 
{K} 
θ  Fractional occupancy - 
xyδ  Kronecker delta function - 
µ Chemical potential  {K/molecule} 
ω Angular velocity {rad/s} 
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TABLE 1.  Potential parameters 
 
 k / ijε  
{K} 
ijσ  
{Å} 
Methane – methane 137 3.882 
Methane – oxygen 141 3.08 
Oxygen – oxygen - 3.04 
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TABLE 2: Simulation Results: Methane in Zeolite Na-Y  
Density 
adsorbate/site 
EAA 
{K} 
EAP 
{K} 
ETOT 
{K} 
Diffusivity 
{m2/s} 
Temperature 
{K} 
0.0 0.00E+00 -8.62E+02 -7.12E+02 7.80E-09 100 
0.05 -3.43E+01 -8.55E+02 -7.41E+02 6.36E-09  
0.2 -1.30E+02 -8.40E+02 -8.21E+02 6.29E-09  
0.4 -2.49E+02 -8.26E+02 -9.29E+02 3.75E-09  
0.8 -4.66E+02 -8.04E+02 -1.12E+03 2.27E-09  
0.0 0.00E+00 -7.61E+02 -4.61E+02 2.28E-08 200 
0.05 -2.82E+01 -6.79E+02 -4.07E+02 2.50E-08  
0.2 -1.08E+02 -6.79E+02 -4.90E+02 1.87E-08  
0.4 -2.12E+02 -6.82E+02 -5.91E+02 1.25E-08  
0.8 -4.29E+02 -6.92E+02 -8.23E+02 6.06E-09  
0.0 0.00E+00 -6.97E+02 -2.50E+02 3.20E-08 298 
0.05 -2.51E+01 -6.06E+02 -1.84E+02 3.70E-08  
0.2 -1.01E+02 -6.13E+02 -2.66E+02 3.06E-08  
0.4 -1.98E+02 -6.22E+02 -3.71E+02 1.85E-08  
0.8 -4.02E+02 -6.45E+02 -5.96E+02 8.73E-09  
0.00 0.00E+00 -6.34E+02 -3.38E+01 4.26E-08 400 
0.05 -2.35E+01 -5.64E+02 1.19E+01 5.12E-08  
0.2 -9.27E+01 -5.76E+02 -6.85E+01 3.86E-08  
0.4 -1.87E+02 -5.87E+02 -1.75E+02 2.56E-08  
0.8 -3.70E+02 -6.13E+02 -3.85E+02 1.22E-08  
0.00 0.00E+00 -5.83E+02 1.67E+02 6.01E-08 500 
0.05 -2.19E+01 -5.42E+02 1.86E+02 6.14E-08  
0.2 -8.69E+01 -5.50E+02 1.13E+02 4.39E-08  
0.4 -1.75E+02 -5.64E+02 1.12E+01 3.12E-08  
0.8 -3.37E+02 -5.90E+02 -1.77E+02 1.36E-08  
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TABLE 3:  Lattice Parameters 
 
2  NT = , [ ]21  s =m  
 
c  l  (Å) SV  (Å3) APU  (K) APcU (K) 
 



0     2
3     0
 
 



-      4.304
4.304     -   
 
 
[35.82,61.87]
 



806.715-     817.515-
1104.026-   1114.826-
 
 
[ ]4.6351.689  
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Figure 1: Schematic of the zeolite Na-Y cage structure
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Figure 2: Adsorbate-pore interaction energy as a function of fractional occupancy. 
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Figure 3: Adsorbate distribution versus adsorbate density
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Figure 4: Adsorbate-adsorbate interaction energy as a function of fractional occupancy 
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Figure 5: Total energy as a function of fractional occupancy. 
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Figure 6: Diffusion coefficient as a function of fractional occupancy. 
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Part 5  
A Predictive Model of Adsorption and Diffusion in 
Nanoporous Materials: Extension to Binary Mixtures 
 
ABSTRACT 
 
 The analytical theories for lattice adsorption and diffusion, presented in Parts 2-4, 
are extended for binary fluids.  The lattice theory is generalized and can be used to model 
different adsorbent-adsorbate systems.   
We use statistical mechanical tools to develop a partition function, which is used 
to generate thermodynamic as well as transport properties.  The theory can be generalized 
to different mixtures, and geometries.  The lattice parameters can be obtained from a 
potential energy map of the adsorbent.  In a previous paper, we optimized our theory with 
simulation data for single component methane in Zeolite Na-Y.  In this work, we use the 
optimized lattice parameters, together with a few other randomly chosen ones, to 
generate the results for a binary system.  The theory yields the chemical potential, the 
adsorbate-adsorbate energies, adsorbate-pore energies, and the diffusivity of the 
individual species in the mixture.  Each of these properties is a function of temperature, 
pressure, and composition in the adsorbed phase.  We also discuss the adsorbate 
distribution within the lattice, which provides useful insight into the molecular level 
mechanisms governing the behavior of binary fluids in zeolites and other nanoporous 
materials. 
 The theory requires very few parameters to characterize the lattice.  The theory is 
computationally very efficient and requires only a minute to generate all the properties.   
The impact of this theory is that it can be easily integrated into process simulators to 
provide a molecular-level understanding of the macroscopic industrial processes.  
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5.1  INTRODUCTION 
 
5.1.1  Background 
 Nanoporous materials find increasing use in the chemical industry due to their 
wide range of applications.  A significant amount of research has been conducted to study 
the process of adsorption and diffusion of various fluids within nanoporous materials [1-
23].  Historically, molecular level simulations have been employed to investigate these 
phenomena.  The simulations have identified localized adsorption sites within the 
adsorbent lattice where the molecules sit depending upon the lattice parameters.  Based 
on these findings, several researchers have concentrated on developing lattice theory to 
predict adsorption and diffusion in different adsorbate-adsorbent systems.  The 
theoretical approach has a few advantages over the simulations: (1) The simulations are 
computationally very expensive – for instance, they require hours of supercomputing 
time to generate a few data points along the adsorption isotherm. (2) A predictive model 
can better describe the fundamental physical behavior of fluids adsorbed within the 
nanoporous materials. 
  In our recently published works [1, 2], we presented an analytical model to 
describe adsorption and diffusion of fluids in the nanoporous materials.  The model 
extends the Quasi-Chemical Approximation Theory taking advantage of localized 
adsorption sites within the adsorbent lattice.  The lattice model is generalized and can be 
used to describe any fluid within an arbitrary zeolite.  We demonstrated the applicability 
of our model in [3] by comparing the results with Molecular Dynamics Simulations for 
the system - single component Methane in Zeolite Na-Y.   
 
5.1.2  Objective 
In this work, we extend our lattice theory of adsorption and diffusion to describe 
the behavior of binary fluids confined in nanoporous materials. 
 
 134
5.1.3  Outline 
 In the following Section 2, we provide a brief summary of our lattice adsorption 
theory.  Specifically, we develop the partition function for binary fluids.   The rest of the 
theory is analogous to our previously published work, and hence, for a detailed 
description of the theory, the reader is referred to [1].  Section 3 presents the results of 
our theory for randomly chosen lattice parameters.   
 
5.2  THEORY 
Our predictive analytical theory for lattice adsorption and diffusion [1, 2] uses 
standard statistical mechanics to develop the partition functions.  The partition function 
provides the desired thermodynamic and transport properties.  As described in our 
previous work, our lattice theory accounts for the adsorbate clustering within the pores as 
well as inter-site and intra-site adsorbate-adsorbate interactions.  These phenomenon are 
critical to obtaining the correct isotherms, transport properties, and so on.  The high 
degree of non-ideality provides a complex functional form to the partition function, 
which results in a system of non-linear algebraic equations to be solved simultaneously.  
The solution to this problem is non-trivial because many of the variables span several 
orders of magnitude.  We use a similar scaling technique as the one presented in [1].  
Hence, we avoid further discussion of the same.  The interested reader is referred to [1]. 
As mentioned previously, this work extends our already published lattice theory 
to describe adsorption and diffusion of binary mixtures confined in nanoporous materials.  
Hence, we do not present the theory in this section.  Instead, we only highlight certain 
variables and functions that we feel deserve special mention in the binary case.  Many of 
the lattice parameters now assume more complex dimensionality due to the increased 
number of combinations of the two components.  We notice that the adsorbent lattice can 
still be completely characterized by the same lattice parameters, namely – (i) lattice 
connectivity, (ii) lattice spacing, (iii) site well depth, (iv) site volume, and (v) adsorbate-
pore energy constant.  Some of these parameters are discussed in the Results and 
Discussion section.  These parameters are distinct for each combination of adsorbate and 
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adsorbent and can be determined either by (1) using infinite dilution potential energy 
maps of the adsorbent or (2) fitting the parameters with simulation data.  However, it is 
important to note that approach (1) eliminates the need to conduct molecular level 
simulations to obtain these parameters.     
 
5.2.1  The Partition function 
 In this section, we develop the partition function since it assumes a complex form 
for the binary system.  Our model assumes a static lattice structure composed of two 
different types of sites since we know from the literature that most zeolites and molecular 
sieves have more than one type of site (however, note that the theory is generalizable to 
one or three types of sites too).  In this current example, we consider a lattice composed 
of two types of sites N .  This lattice is described by a connectivity matrix, 2T = c , 
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c         (1) 
 
where each of these elements, , describe the number of sites of Type  connected to a 
site of Type i .   
ijc j
 The partition function has the same functional dependency as before.  In other 
words, the partition function again has three factors, a configurational degeneracy, 
intrasite partition functions, and intersite interaction energy.   
  
∑=
ionsconfigurat
2121 eterm*qterm*)M,N,N(g )T,M,N,N(Q    (2) 
 
We notice that the functional form of the overall partition function is similar to the one 
observed for the single component case.  However, the individual terms now assume 
more complex form. 
The intrasite partition functions term,  say, is now given by, qterm
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where N  is the number of sites, N is the number of components,  and  are the 
occupancy of component one and two respectively, m is the maximum occupancy 
of component one in a site of Type i , and is the maximum occupancy of 
component two in a site of Type i .  Furthermore, n  indicates the number of sites 
of Type i  with occupancy  of component one and occupancy  of component two.  
is the intra-site partition function for a site of Type i  for component , with an 
occupancy  for component one and  of component two.  Note that in Equation (3), the 
intra-site partition function is subject to the following constraint. 
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The constraint, is,aa  V )2(yV)1(xV >+ , indicates that the total volume of 
adsorbates in a site cannot be greater than the site volume itself. 
The intra-site partition function itself is given by, 
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Both of the above equations again are subject to Constraint (4). 
The configuration degeneracy term is given by  
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where M indicates sites of Type i , N  indicates number of neighbors of a site 
of Type i  having occupancy  of component one and  of component two, with a site of 
Type  having occupancy  of component one and  of component two.  The asterisks 
indicate that the summation is subject to the constraint, 
i
j
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Finally, the energetic term of the partition function is given by 
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where asterisks indicate that the summation is subject to Constraint (7).  Note that the 
adsorbate-adsorbate (aa) potential energy, , is the interaction energy between a 
molecule of component c  and a molecule of component d  sitting in the neighboring site.  
In Equation (8), we see three possible combinations of  (arising from the two 
cdw
w
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components), namely, , which is the interaction energy for two molecules of 
component one occupying neighboring sites, , which is the aa interaction energy 
between a molecule of component one and a molecule of component two, and , 
which is the interaction potential energy for two molecules of component two occupying 
neighboring sites.   
11w
12w
22w
 
5.3  RESULTS AND DISCUSSION 
 
In this section, we present plots that demonstrate the capability of our theory to 
predict the correct qualitative behavior for binary fluids in a particular lattice geometry 
that we have used in previous studies.  As mentioned previously, our binary adsorption 
and diffusion models work for different fluids confined within any arbitrary lattice.   
Table 1 shows the lattice parameters that are used in these plots.  There are a few points 
that need to be highlighted here before we discuss the plots.  The results presented in this 
section assume a lattice composed of two types of site with sites of Type 1 having 
maximum occupancy of one and sites of Type 2 with a maximum occupancy of two.  
Simulations have shown that many zeolites and molecular sieves are composed of two 
types of sites.  To supplement this work, we are also preparing a comparison study of our 
theory against Molecular Dynamics Simulations for binary adsorption of methane and 
ethane in Zeolite Na-Y. Zeolite Na-Y consists of two types of sites with sites of Type 1 
having a maximum occupancy of one and sites of Type 2 with a maximum occupancy of 
two.  Hence, we chose the same lattice structure in this example.  Furthermore, the two 
components selected in this example bear the properties of Lennard-Jones single-center 
methane and ethane.  In our earlier work, we optimized the lattice parameters for single 
component methane in Zeolite Na-Y by comparing with simulation data.  We use the 
same lattice parameters for component one (which bears methane properties).  The lattice 
parameters for ethane (i.e. component two) are randomly chosen and so are some of the 
parameters that arise from the binary combination.  Our comparison study, as mentioned 
earlier, would optimize those parameters against the simulation data; however, presently 
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our aim is to illustrate the general advantages of the binary theory and the current 
assumptions provide a reasonable set of parameters to illustrate the qualitative behavior. 
In this lattice structure, sites of Type 2 are assumed to be larger than sites of Type 
1.  Additionally, sites of Type 1 are assumed to be energetically deeper than sites of Type 
2 at the single occupancy level.  Table 1 also shows that the sites of Type 2 are 
energetically more shallow at double occupancy.  Also note that the sites of Type 2 are 
energetically more shallow at a double occupancy of component one than at a double 
occupancy of component two.  In other words, we assume that it is energetically 
favorable to place two molecules of component two in sites of Type 2 than two molecules 
of component one.  The connectivity matrix is given by 

=
02
30
c .  This means that 
forty percent of the sites are Type 1 and sixty percent of the sites are Type 2.  The well 
depth U is divided into two parts,  which shows the well depth of sites of Type 1 
for different occupancies and U which shows the well depth for sites of Type 2.  The 
rows indicate the occupancy of component one and the columns indicate the occupancy 
of component two.  Since, sites of Type 1 can hold a maximum of one molecule, U  is 
a 2x2 matrix of the respective combinations of the two components.  On the other hand, 
sites of Type 2 are assumed to have a maximum occupancy of two.  Hence, the 
occupancy of each component in site of Type 2 can vary between zero and two.  Hence 
is a 3x3 matrix of the different possible occupancy levels.  A similar logic is 
applied to the adsorbate-pore energetic constant, U  in Table 1.  Also, the 2-12 lattice 
has 40% of Type 1 sites with a maximum occupancy of one and 60% of Type 2 sites with 
a maximum occupancy of two.  In other words, the maximum adsorbate loading is 
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Figure (1) shows the adsorbate distribution as a function of loading.  As a 
reminder, n  indicates the number of sites of type i with occupancy  of 
component one and occupancy  of component two.  It should be noted that the 
summation of these sites variables at any given loading would always be unity, which is 
)y,x(i,s x
y
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the total number of sites, m .  Initially, when no molecules are present, all the sites of 
Types 1 and 2 have zero occupancy.  Hence we see that n and attain 
maximum values whereas all the other site variables are zero.  As the loading increases, 
and n approach zero. On the other hand, n , n , n , 
and n simultaneously increase as all sites are filled with one molecule each.  
There are two interesting observations here.  First, we see that only the site variables with 
single occupancy are increasing while all the sites variables with double occupancy are 
still zero.  In other words, we see a preference in both sites for occupancies of one.  This 
is due to the fact that, despite an energetic attraction, there is an entropic barrier in the 
intra-site partition function to double occupancy.  Second, we see that at low loadings, 
, and n always assume higher values than n  and n .  This is 
at least partially because sites of Type 2 are more numerous than sites of Type 1. 
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As we continue to fill the sites, n , n , and n  increase while 
 and n  decrease.  Interestingly, n  and increase with 
loading even at high loadings.  This fact is easily understood because the sites of Type 1 
have a maximum occupancy of one, unlike sites of Type 2, which are filled with two 
molecules.  Table 1 shows that it is energetically most favorable to place one molecule of 
component two in sites of Type 1.  Hence, we notice that at high loadings, 
attains the maximum value.   
(2,0) 2,s  2,s
0,1( 1,s
Figure (1) showed that the theory could provide a reliable physical understanding 
of the adsorption behavior of fluids in the lattice geometry.  Having thus demonstrated 
the capabilities of our theory in describing the molecular level mechanisms governing the 
adsorption of binary fluids confined in nanopores, we now present plots of the 
thermodynamic and transport properties as a function of loading. 
 Figure (2) plots the chemical potential of the individual components as a function 
of adsorbate loading at a temperature of 300 K.  The mole fractions of both the 
components are 0.5.  Hence, it is immaterial whether we plot the properties of the 
individual components as a function of the respective loading, or just as a function of the 
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total loading.  All the plots henceforth show the properties as a function of total loading 
(adsorbates/site).  Overall, we see that Figure (2) shows the correct qualitative behavior 
of the adsorption isotherms.  Furthermore, we see that at low loadings, the adsorption 
isotherms show less favorable adsorption of component one than component two.  We 
expected this behavior because it is more energetically favorable to place molecules of 
component two in both the types of sites at low loading.  As the loading increases, at 
around a loading of 1.1 adsorbates/site, the isotherms show a preference for adsorption of 
molecules of component one.  Again, we expected this behavior because at around a 
loading of 1 adsorbate/site (when the sites of Type 2 are placed with the second 
molecule), there is an entropic advantage to placing two molecules of component one in 
sites of Type 2, which dominates the overall placement of molecules.   
 Figure (3) plots the adsorbate-pore (ap) interaction energy as a function of 
adsorbate loading for three different temperatures.  The ap interaction energy, U , is the 
energetic contribution of the adsorbate-pore interactions to the total energy.  (Please note 
that the ap interaction energy plotted here receives contributions from the ap interactions 
for components one and two.)  We see that at low temperatures, the ap interaction energy 
increases with loading, whereas at higher temperatures, the ap interaction energy shows a 
minimum with loading.   
AP
 Let us first consider the higher temperature plots.  At low and intermediate 
loadings, more adsorbates (Components one and two) are filled in the sites of Type 2 
than in the Type 1 sites.  Apart from the fact that the sites of Type 2 are more numerous 
than the Type 1 sites, there is an entropic advantage to placing the molecules in the larger 
(but energetically more shallow) sites of Type 2.  The combined entropic and energetic 
effects cause an increase in the number of ap interactions with increasing loading, which 
results in a decrease of the ap interaction energy.  On the other hand, at low temperatures, 
we believe that a high number of molecules are adsorbed in the smaller (but energetically 
deeper) sites of Type 1, which results in a decrease in the ap interactions with loading.  
The decrease in the ap interactions causes an increase in the ap interaction energy at low 
temperatures. 
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At high loadings, the sites of Type 2 are filled with the second molecule.  
Immaterial of the type of component, the double occupancy involves an energetic as well 
as entropic penalty because of the smaller sites and more shallow depths.  This explains 
the increase in the ap interaction energy observed at high loadings for all temperatures. 
Figure (4) plots the adsorbate-adsorbate (aa) interaction energy as a function of 
loading for three temperatures.  The aa interaction energy, U , is the energetic 
contribution of the adsorbate-adsorbate interactions to the total energy.  It is important to 
note that the aa interactions occur between the molecules adsorbed in neighboring sites as 
well as within sites. (The within sites aa interactions are observed only in sites of Type 
2.)  
AA
We notice that at low and intermediate loadings, the aa interaction energy 
decreases in magnitude with temperature.  As the temperature increases, the entropic 
factor becomes more important at the expense of the energetic interactions.  However, at 
higher loadings, we see a slight positive concavity at lower temperatures.  This trend is 
explained later. 
The density dependence of the aa interaction energy arises from the fact that both 
the intra-site as well as inter-site partition functions have a high loading functionality.  
We see that at high temperatures, the aa interaction energy decreases with loading in an 
approximately linear pattern.  At low temperatures too, we see that the aa interaction 
energy decreases with loading.  However, at low temperatures, the slope of the decrease 
in the aa interaction energy decreases at higher loadings.  In other words, we see a 
plateau at around a loading of 0.8 adsorbates/site in the aa interaction energy.  To explain 
this trend, we plot in Figure (5), the adsorbate distribution of the site variables as a 
function of loading at 175 K.  On comparing Figure (5) with Figure (1), we clearly see 
that at 175 K, the number of sites with double occupancy, n , and the variable 
attain higher values than at 300 K at around a loading of 0.8 adsorbates/site.  
This means that there are more numerous interactions between molecules of component 
two singly occupying sites of Type 1 and the molecules in the neighboring sites with 
double occupancy.  These neighbor aa interactions are repulsive, and hence diminish the 
(0,2) 2,s
(0,1) n 1,s
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inter-site contribution to the aa interaction energy.  Correspondingly, we observe the 
decrease in slope of the aa interaction energy at low temperatures in Figure (4).  Also, we 
notice that the aa interaction energy curves for all temperatures have the same intercept – 
zero.  We expect this trend because there are no aa interactions at infinite dilution.   
Figure (6) plots the total energy as a function of the adsorbate loading for three 
temperatures.  It should be noted that the total energy is merely an addition of the 
adsorbate-pore interaction energy, adsorbate-adsorbate interaction energy, and the kinetic 
energy.  The trends in Figure (6) arise from the competing effects of the ap interaction 
energy and the aa interaction energy.  For instance, at low loadings, the aa interaction 
energy is very low.  Hence, the trends in total energy are similar to those observed in the 
ap interaction energy plots.  Whereas at higher loadings, the aa interaction energy 
decreases rapidly, which is reflected in the total energy.  Also, we notice that at low 
temperatures, the total energy displays a local minimum at a loading of 0.8 
adsorbates/site.  This is an artifact of the trends observed in the aa interaction energy at 
similar conditions. 
Figure (7) plots the diffusivities of the two components as a function of adsorbate 
loading.  The diffusivity is plotted at only one temperature (T = 300 K).  We notice that 
at infinite loading, the diffusivity of component one is higher than the diffusivity of the 
component two.  This is due to the fact that component one has a lesser mass than 
component two, which makes component one easier to diffuse in the bulk phase.  As 
expected, we see that the diffusivities of both the components decrease with loading.  As 
the loading increases, there are less vacant sites to facilitate diffusive motion through the 
lattice.  However, in addition to the number of free sites, the distribution of activation 
energies for motion is changing with the distribution of occupancies.  Hence, we notice a 
crossover in the diffusivity for the two components at around a loading of 0.8 
adsorbates/site.  At very high loadings, most of the sites are occupied and hence the 
diffusivities of both the components approach zero. 
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 5.4  CONCLUSIONS 
 
In this work, we demonstrated the capabilities of our lattice theory in predicting 
the behavior of binary fluids within any arbitrary lattice.  The theory required very few 
lattice parameters to describe the adsorbent.  The theory is generalized and could be used 
to describe the behavior for different binary mixtures in nanoporous materials.   
Competing energetic and entropic effects governed the placement of the 
molecules of the two components within the lattice.  The theory provided various 
thermodynamic and transport properties as a function of adsorbate loading.  The theory 
provided sound qualitative understanding of the trends observed in these plots.   
We are currently comparing the results predicted by our theory against simulation 
data for adsorption of a binary mixture of methane and ethane in Zeolite Na-Y.   
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APPENDICES  
 
Nomenclature 
SYMBOL DESCRIPTION UNITS 
ijc  Number of sites of type j connected to a site of type 
i 
- 
E  Total energy {K/molecule} 
i,sm  Maximum occupancy of a site of type i  
j,i,sm  Maximum occupancy of sites of type i for 
component j. 
- 
iM  Number of sites of types 1 - 
)y,x(n i,s  Number of sites of type i with an occupancy of x - 
N  Total number of adsorbates - 
1N  Number of molecules of component one  
2N  Number of molecules of component two  
)z,w,y,x(N j,i  Number of neighbors of a site of type i having 
occupancy x of component one and y of component 
two, with a site of type j having occupancy w of 
component one and z of component two. 
- 
)T,y,x(q j,i  Intrasite partition function of sites of type i for 
component j, having an occupancy x of component 
one and y of component two. 
- 
)T,M,N,N(Q 21
 
Partition function of a function of N1, N2, M, and T - 
r  Lennard- Jones distance between molecules {A} 
minr  Distance of well minimum {A} 
T Temperature {K} 
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)T,y,x,r(U i,AP  Potential energy of a site of type i as a function of 
radius, occupancy x of component one, occupancy 
y of component two, and temperature 
{K/molecule} 
i,AV  Volume of adsorbate of component i {A
3} 
i,SV  Volume of sites of type i {A
3} 
xw  Matrix of adsorbate-adsorbate potential energy due 
to adsorbates in neighboring sites 
{K} 
x  Occupancy of a site of type i - 
y  Occupancy of a site of type j - 
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Table 1:  Lattice Parameters 
 
 
c  l  (Å) SV  (Å3) 1APU (K) 2APU (K) 
 



0     2
3     0
 
 



-      4.304
4.304     -    
 
[ ]9447  
 



−−
−−
1115
1444
 
 








−−−
−−−
−−−
807
9265.817
10451060
 
 
 
1cAP
U  (K) 
2cAP
U (K)
 
 



−
−
1.689
7.892
 
 








−−
−
−
4.635
3.7294.635
2.8322.823
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Figure 1: Adsorbate distribution as a function of loading  
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Figure 2: Chemical Potential as a function of loading 
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Figure 3: Adosorbate-pore energy as a function of loading 
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Figure 4: Adsorbate-adsorbate energy as a function of loading  
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Figure 5: Adsorbate distribution as a function of loading 
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Figure 6: Total energy as a function of loading  
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Figure 7: Diffusivity as a function of loading 
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Part 6 
Conclusions and Future Work 
 
This thesis presented generic analytical predictive theories that describe 
adsorption and diffusion of small molecules in nanoporous materials.  Based on the 
material presented, various conclusions can be drawn.  This part summarizes the results 
and applications of the analytical theory.  Suggestions for future efforts directed in this 
area are presented as well. 
 
6.1  SUMMARY AND CONCLUSIONS 
Part 2 presented a predictive generalized theory to describe the phenomena of 
adsorpion and diffusion of fluids confined in nanopores.  The theory assumed a lattice 
composed of different types of sites.  The adsorbate molecules are placed in these sites 
depending upon the various lattice parameters.  The lattice theory of adsorption is 
fundamentally an extension of the Quasi-Chemical Approximation Theory.  The theory 
incorporates the intersite as well as intrasite interactions that play a dominant role in the 
placement of molecules.  The theory showed that competing energetic and entropic 
effects govern the adsorbate distribution within the lattice.  At infinite loading, the 
energetic effects play a dominant role in the placement of molecules.  We noticed that at 
low loadings, as expected, more molecules are adsorbed in the energetically deeper sites 
(that are smaller in volume) whereas at high loadings, the entropic effects dictate the 
placement as it is energetically less favorable for sites to hold two molecules. 
Part 3 described a lattice diffusion theory that yielded a self-diffusion coefficient, 
which is a function of (i) temperature, (ii) adsorbate density, (iii) adsorbate size, (iv) the 
adsorbate-adsorbate energetic interaction, and (v) the adsorbate-pore energetic 
interaction.  The theory included the nearest neighbor interactions and site blocking in 
calculating the mean diffusivity.   
Part 4 presented comparison of the results predicted by our theory with Molecular 
Dynamics simulations for system with high degree of non-ideality.  We demonstrated 
that the theory provided very good qualitative as well as quantitative agreement with the 
simulations.  These comparison studies established that the theory behaves well for 
 159
systems where the adsorbate and the adsorbent volumes are on the same order of 
magnitude.   
In Part 5, we demonstrated the capabilities of our theory in accurately predicting 
the behavior of binary fluids in confined geometries.  The model presented could be 
generalized to any binary mixture confined in an arbitrary geometry.  We presented plots 
of the adsorption isotherms, diffusivities and energies for each component in the 
adsorbed phase.   
This work presented a lattice theory from using concepts of fundamental statistical 
mechanics.  The theory established trends and relationships between the microscopic 
adsorbate and adsorbent parameters, and the macroscopic level thermodynamic 
properties such as adsorption isotherms, energy, entropy, and Helmholtz free energy.  
Our lattice adsorption theory incorporated only five lattice parameters whereas the 
diffusion theory incorporated no fitting parameters. 
Furthermore, this work established the superior computational advantage that 
theoretical modeling possesses compared to the computer simulations.  Our analytical 
theories took approximately a minute to generate thermodynamic properties including the 
entire adsorption isotherm, as compared to the MD simulations that took 200 hours of 
parallel super computing time to generate a few points along the isotherm.  Our overall 
aim was to develop a predictive theoretical alternative to simulations in predicting trends 
and establishing the molecular level mechanisms governing adsorption and diffusion in 
nanopores.  This thesis developed and examined an analytical theory based on 
fundamental principles of statistical mechanics.  The theory has the potential of 
displacing simulations and integrating into process simulation packages to investigate 
novel adsorbent-adsorbate systems currently of interest in several industrial applications.  
However, as mentioned before in this thesis, further efforts need to be directed in certain 
areas to improve the model and provide better visibility.  This topic is addressed in the 
following section.  
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6.2  FUTURE WORK 
  
6.2.1  Inclusion of percolative effects in the diffusion theory 
Chapter 3 described the diffusion component of our lattice theory.  The theory 
calculated a mean diffusivity that is basically the local diffusivities weighted by their 
respective distribution of adsorbates.  However, we neglected to incorporate the global 
distribution of adsorbates that can result in a percolation threshold.  Our diffusion model 
assumed “blocking” species, in that an adsorbed molecule sitting in a site provided an 
activation barrier for the neighbor molecule to diffuse in that direction.  To include the 
percolative effects, an Effective Medium Approximation (EMA) can be conducted which 
would account for the global diffusivity.  It is important to mention here that since our 
“blocking” species are mobile, we may not see an absolute percolative threshold - instead 
the diffusivities would merely approach zero.   
 
6.2.2  Development of a novel generalized method to model different geometries 
The analytical adsorption theory presented in this thesis was developed for single 
component and binary mixtures in various confined geometries.  However, each time a 
different nanoporous material is investigated, the equations need to be reformulated to 
solve for the statistical functions.  One of the future projects in this area should be to 
develop a novel generalized method to formulate and code-up equations for arbitrary 
geometries.   
  
6.2.3  Extension of adsorption theory to multicomponent fluids with more than two 
species 
Chapter 4 of this thesis developed the lattice theory for binary mixtures of small 
molecules.  Preliminary results were presented and discussed.  Based on this work, the 
next step would be to extend the theory to more complex systems (for instance, ternary 
mixtures).  Extending the theory in this direction is non-trivial due to the relatively 
complex numerical solution techniques required to solve systems of non-linear algebraic 
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equations.  In this work, we presented a novel method of numerically scaling the 
unknown variables to dimensionless form before solving the system of non-linear 
equations.  Certainly, this technique can be used as a benchmark while addressing these 
issues.  
 
6.2.4  Investigation of infinite dilution behavior of adsorbate-pore interactions 
Chapters 4 and 5 presented comparisons of our theory with simulation data for 
two different adsorbate-adsorbent systems.  We noticed that the adsorbent-adsorbate 
interactions at infinite loadings were not entirely captured by our theory.  Here, our 
model suffered from an inadequate characterization of the transition from infinite dilution 
to low density.  There might be several unexplored factors causing this problem.  One 
could be that the site volume needs to be a function of the occupancy.  However, this 
analysis is only preliminary, and efforts need to be drawn in this direction to improve the 
model. 
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