Abstract-When performing physical collaboration tasks, like packing a picnic basket together, humans communicate strongly and often subtly via multiple channels like gaze, speech, gestures, movement and posture. Understanding and participating in this communication enables us to predict a physical action rather than react to it, producing seamless collaboration. In this paper, we automatically learn key discriminative features that predict the intent to handover an object using machine learning techniques. We train and test our algorithm on multichannel vision and pose data collected from an extensive user study in an instrumented kitchen. Our algorithm outputs a tree of possibilities, automatically encoding various types of prehandover communication. A surprising outcome is that mutual gaze and inter-personal distance, often cited as being key for interaction, were not key discriminative features. Finally, we discuss the immediate and future impact of this work for human-robot interaction.
I. INTRODUCTION
In this paper, we explore communication that occurs just prior to collaborative physical tasks. For example, when a roommate is helping their friend pack a picnic basket (Fig. 1 , a running example in this paper and the focus of our user study in Section II), there is a flurry of communication, from posture, to gaze, to speed of motion, that occurs much before the physical act of lifting an arm to handover an object. It is this communication, occurring via multiple channels at multiple time-scales, and its response that enables the roommate to be predictive of the handover instead of being reactive to the handover. Our goal is to to automatically learn the key discriminative features hidden in the data that enable the prediction of the intent to handover.
Predicting this intent enables seamless collaboration, without pauses or confusion, and empowers a robot assisting humans to understand and participate in the communication.
In the latter case, it gives the collaborating robot the ability to control the interaction, by selectively choosing if and when to communicate. Furthermore, it reduces false positives in detection: humans often wave their arms and it is the communication of intent that can discriminate a handover.
We are also motivated to understand human-human collaboration. There is a rich vein of research in interaction theory [1] that scrutinizes interaction and formalizes the key channels and features. Our method helps automate this process by learning from data.
We first conducted a study (Section II, Fig. 1 ) where 27 pairs of human subjects performed handovers in an instrumented kitchen, outfitted with several calibrated cameras and microphones. We labeled attributes like gaze, inter-personal 1 The Robotics Institute, Carnegie Mellon University 2 Human-Computer Interaction Institute, Carnegie Mellon University distance, and object locations at 10 Hz, as well as the physical actions of the handovers such as reaching out and the completion of the handover, for ground truth.
To interpret this data, we employ machine learning which is used to analyze sequential data in domains such as human activity recognition [2] , economics [3] , fault prediction in mechanical systems [4] , and genetics [5] . Although our domain (learning the communication of intent) is vastly different, we share a common goal: extracting key features hidden in large complex multi-channel time-series data and using these features to understand new experiences.
We use a classifier [2] , [6] - [8] that learns to map features of the data to high-level behavior, by training on data labeled with the correct high-level behavior. A key challenge is to extract meaningful features from the data that are indicative of the high-level behavior. In our method, we automatically extract a large number of features using simple operations on the data, and then use feature selection [9] - [12] to adaptively remove non-informative features, honing in on the most meaningful features (Section III).
Our application is a significant departure from current work on handovers, which analyze important features of the handover process, like posture, interpersonal distance, arm dynamics, and grip forces [13] - [18] . Our results complement this work by focusing instead on the communication of intent prior to the physical act of the handover.
In our experiments (Section IV), decision trees outperformed other classifiers, with an average accuracy of 80%, peaking at 89%. Our final output is a tree of possibilities encapsulating types of handovers (Fig. 4) . The tree identifies some commonsense features, for example, that to give an object the giver must face the receiver and must have an object. Although intuitive, it is reassuring that our algorithm was able to extract these features automatically.
But, the tree also reveals some surprises. Mutual gaze, often cited as critical for interaction [19] , was not a key discriminative feature. In fact, a classifier based just on mutual gaze performed significantly worse compared to ours. This reinforces the fact that humans use many channels, not all obvious, to effect communication.
The tree also provides a recipe for a robot to engage in effective handover communication, illuminating some key perceptual and action triggers a robot must be able to automatically detect and effect.
We discuss the implications of our analysis to human-robot physical collaboration, and the limitations of our approach in Section V. A key limitation is that as the classifier is focused solely on discrimination, it will, by design, ignore features that are common to both positive and negative examples, features that are redundant, and features that are less discriminative. A potential worry is that these ignored features may include important social cues. We are excited about the potential of our approach to enable seamless human-robot collaboration by enabling the robot to participate not just in the physical interaction but also in the social interaction that precedes it.
II. USER STUDY
Our first step towards learning the cues people use to initiate object transfer coordination in everyday tasks was to acquire data of natural interactions. To do so, we designed a user study that tracked pairs of participants as they handed over objects to each other. To avoid drawing attention to the handovers themselves, we placed the participants in a setting where handovers would occur naturally, without letting them know the study was focused on handovers. We chose a task that gave both participants equal opportunities to give and receive objects.
A. Participants
We recruited participants through a university experiment participant recruiting sites. We had 27 pairs of participants with an average age of 29 (SD=11)). 14 pairs were mixedgender, 8 were female-female, and 5 were male-male. The participants were paired in the order they arrived in the lab. 7 pairs knew each other already and 20 pairs did not.
B. Procedure
We conducted the experiments in a lab that simulates a home kitchen (Fig. 1a) , with a cabinet, sink, refrigerator, and table. On the table was a bag of groceries and an empty picnic basket. The kitchen lab was instrumented with 4 depth cameras, 3 color cameras, and 2 microphones, so that we could record the coordination process from various view points. Fig. 1b shows the camera images from six of the cameras, and Fig. 1c shows an example aggregated point cloud from the depth cameras.
Upon the participants arrival, an experimenter told the pair of participants that they were roommates returning from grocery shopping and that they needed to pack a picnic basket. Then, the experimenter randomly assigned a role, Person A or Person B, to each participant. Person A was asked to stand at the table to unpack the grocery bag and pack the picnic basket while Person B was asked to help Person A by taking objects (e.g. canned goods, soda, etc.) to and from the cabinets and refrigerator. Each of them was also given a list with different items they would like to bring; these items were originally located in either the grocery bag, cabinets, or refrigerator, giving both Person A and Person B equal opportunities to give and take objects from each other.
Each experiment lasted around 250 seconds, during which the participants performed an average of 9.2 handovers per experiment, leading to a total of 248 handovers. The duration of the arm motions corresponding to each handover was 1.5 ± 0.9 seconds. All participants successfully completed the tasks, putting the right set of objects in the picnic basket; no one dropped objects while transferring them.
C. A Taxonomy of Handovers
Handovers can be direct or indirect. While in direct handovers the object is passed from the giver's hand to the receiver, in indirect handovers it is set down (e.g. on the table), waiting to be picked up by the receiver. Direct handovers are usually initiated by the giver himself, but they can also be initiated by the receiver: he can extend his hand to ask that for an object to be given to him. In this study, we focus on the former: handovers initiated by the giver. A first analysis of the recording revealed that this type of handover was consistent with our previous findings [20] . Handovers have distinct coordination phases: a signaling phase in which the giver reaches out his hand holding an item, a transaction phase in which the object is exchanged, and finally a termination phase in which both the giver and the receiver retract their arms. We found that the receiver starts extending their arm almost immediately after the giver starts moving his arm, indicating that the two communicated their intent to start the physical handover action. This communication is the focus of this paper: we will be analyzing the phase occurring right before the signal to give phase starts. Our analysis of the recordings also revealed that verbal communication happens only when the participants communicate what objects they want from each other. Therefore, we will be focusing on non-verbal communication behaviors [21] .
D. Data Coding
First, we manually coded our recordings from the study at 10 Hz. A single coder annotated where the participants were looking (e.g. face, hands, torso, table, basket, etc.), what their location in the environment was (x, y, θ), where the objects were, and when the handover actions occurred 1 . Next, we extracted the following discrete-valued variables for both the giver and the receiver involved in a handover: 1-2. Orientation: facing towards, perpendicular to, or away from the partner. 3-4. Eye Gaze: looking at partner, partner's handover hand, partner's non-handover hand, partner's task area, own handover hand, own non-handover hand, own task area, or other. 5-8. Hand occupancy: occupied (true), or not occupied (false). 9-12. Handover signals: signal to give and signal to receive (the extension of the arm to offer or ask for an object), the response to give and to receive (the partner's extension of the arm as a response), a few indirect handover types, or none. 13. Inter-Subject Distance: near (< 1.5m, the distances a direct handover is possible), mid (∈ [1.5m, 2.75m]), or far (> 2.75m, the distances where one subject is at the table and the other is within reach of the cabinets). Fig. 1d shows the values for each of the variables during the time leading up to 50 handovers. Each variable box has a row for each of the 50 selected examples. The columns denote time at 10Hz and the entire row represents a 3.5 second time window starting 3 seconds before the signal to give phase begins.
E. Generating Sequences
Our goal is to analyze the phase right before the signal to give (i.e. the reaching) in handover interactions: the phase where we hypothesize the communication of intent happens. Our approach is based on learning what distinguishes this phase from the phase before other interaction signals (e.g. indirect handovers), and from phases that do not lead to any interaction signal. The first step towards this is to create example data sequences from both labels: signal to give vs. not. These sequences comprise of 3 seconds of data, either right before a signal, or sampled at random (and without a signal at the end).
III. LEARNING FROM SEQUENTIAL DATA
Our learning pipeline consists of the three following steps. 1. Definition of Sequence Features. Our key insight is to generate features that capture patterns of events that occur one after the other, independent of their duration. For example, let A be a variable with values A1, A2, A3. If A1 represents 'facing away from partner', A2 represents 'facing perpendicular to partner' and A3 represents 'facing towards partner', then we consider the two sequences A1-A2-A3 and A1-A1-A2-A2-A3 to indicate the same pattern, turning to face your partner.
We generalize compositional sequence features to capture this behavior. In previous works [5] , these features evaluate to 0 or 1 if the pattern is absent or present. The disadvantage of this is that similar sequences do not evaluate to similar values, as shown in Fig. 2 , which makes them susceptible to noise in coding or in human behavior. In such cases, we want the feature to evaluate neither to 0, because it is a close match, nor to 1, because it is not a perfect match. To address this issue, we soften the evaluation to return a number between 0 and 1, based on the strength of the pattern in the data, as shown in Fig. 2 .
Although different handovers take different amounts of time, they share one common time point: the trigger, or the end of the sequence which is immediately followed by a handover action in the positive examples. We utilize this structure to generate trigger features, which are identical to compositional features, except we enforce that the pattern must end at the trigger.
In addition, univariate features fail to capture important interactions between channels. Connections between the same participant's channels could be important: for example, the gaze and the orientation on their own might not be predictive of his intent, but the fact that he is looking at his partner and is facing him might be a strong indication of the intent to interact. Similarly, connections between channels from each partner could be important: mutual gaze might be a better predictor than each participant's gaze independently. To enable detecting such connections, we generalize these features to multivariate data, generating multivariate compositional and multivariate trigger features. 2. Feature Selection. An exhaustive enumeration of every possible pattern would result in an astronomical number of features (in our case, about 10 20 just for features of length 1). To make this problem tractable, we use an iterative scheme for expanding and pruning the feature set based on the work by [5] .
We start by creating and evaluating univariate sequence features with a single entry for each variable. We expand the highest ranking features, either by adding one more entry to the pattern, or by combining multiple features into a multivariate sequence feature. These new features are then evaluated and ranked, iterating the process until we reach a desired classification accuracy. We use a number of feature ranking measures, including Information Gain, Pearson Correlation, Relief, and Positive Ratio [22] . 3. Classification. We use the selected sequence features to train a set of standard machine learning classifiers, including Support Vector Machines (SVMs) with linear and radial kernels, k-Nearest Neighbors with a range of values for k, and Decision Trees with various settings for the ranking methods Information Gain (IG), IG Ratio, Gini, and Relief [22] .
We partition the data into three sets: a training set, on which the various classifiers are trained, an evaluation set which is used to rank and select the best among the classifiers, and a test set which is used to evaluate true performance.
IV. RESULTS
In our implementation of the method described above, we stopped the feature expansion process at combining 2 variables, and having a maximum length of 3. We combined the best sequence features from each expansion step into a set containing 1371 features. The average classification accuracy on the evaluation data (across different classifiers) was 80%, with a decision tree using Relief (either with k = 5, m = 40 or with k = 10, m = 130) performing the best: 89% success rate. We verified that using sequence features leads to better results than using PCA features based on the raw variable data, which are not robust to time warping between examples. Indeed, the average accuracy using PCA features was only 65%, peaking at 80%. Fig. 4 shows a depiction of the best performing decision tree on the evaluation data. On the test data, this tree kept a high success rate of 82%, proving that the result generalizes well. The advantage of the decision tree, aside from its high accuracy, is its amenability to interpretation. The path from the root of the tree to the signal-to-give prediction gives us insight into the cues that must or must not be present in setting the stage for a handover. Although there is one main path to the signal-to-give class, this path corresponds to 240 different types of pre-signal sequences, due to the alternatives available at each node. The tree suggests that there are four important features that make the difference between phases Fig. 3 . Two examples that led to handovers. The top example is a typical example where the decision tree accurately predicts intent. The bottom example was misclassified and after examination it was found that the giver did not have the intent to handover until he signaled which meant there could not have been communication of intent before the signal.
that precede signals-to-give, and ones that precede other or no signals: Previous signals: This feature cannot be true if a signal-togive is about to occur. It implies that for a signal-to-give to occur, the sequence cannot not contain actions in which the giver is receiving an object with his handover hand, or in which either person is performing indirect handovers instead of directly interacting with one another. Giver orientation and hand occupancy: At the end of the sequence, the giver must have an object in his handover hand, and cannot face away from his partner. Giver orientation and receiver gaze: At the end of the sequence, the giver must turn from facing perpendicular to his partner to facing toward him. While this happens, the receiver must be looking toward the giver (his face, torso, or hands). Giver gaze and hand occupancy: At the end of the sequence, the giver is either looking at his hands (or the object he is holding), or at the receiver.
We found the sequences that the decision tree misclassified just as insightful as the ones classified correctly, an example of each is shown in Fig. 3 . While one way to hand on object over is by first communicating this intention with the partner, a far less common way is to simply start the physical action and wait for the partner to react. This happened when the giver extended his arm and continued doing his task while waiting for the partner to take the object, when the receiver extended his arm and waited for the giver to bring over the object, and when the receiver was ready to interact but the giver did not have the intent to handover yet. The decision tree, which is focused on the communication cues before the signal happens (i.e. before arm extension), incorrectly classified these instances as negative examples.
Overall, our method gives us some intuitive, interesting and even surprising insight into the communication before handovers, all automatically, by learning what distinguishes signal-to-give phases from other interactions. That the giver must be holding an object and must not be facing away is a very intuitive requirement of this phase. That he turns and faces his partner is a reinforcement that orientation is an important communication cue for physical interactions. Similarly, it is very intuitive that someone who had just received and object will usually not hand it back (there was one exception to this rule in our data). The role of the receiver's gaze is more interesting: gazing toward the giver is possibly used to indicate that he is ready to receive the object. What is surprising is not in the features that are used by the classifier, but in the ones that are not: distance and mutual gaze are not considered important by the classifier, and we discuss this in the next section.
V. DISCUSSION

A. Proxemics
Research on proxemics [23] suggests that different distances between people have varying meanings and functions in human-human interaction. Research in human-robot interaction proposes that a human coming in close proximity to a robot suggests an intention to engage in interaction with the robot [24] - [26] . Our initial hypothesis was that a giver being close enough that the receiver can reach out to grab an object (approx. 1.2 meters) will be a strong indicator of the initiation of the handover. Our results contradict this: distance was not part of the features used for classification. A giver reached out his hand even when he was not close to the receiver (37% of the signals to give happened when their distance was between 1.5 and 2.75 meters, and 17.7% when it was greater than 2.75 meters). This suggests that the reachable distance might not be the only factor to consider, and the dynamic gaze pattern between the robot and the person is important. This also suggests that the robot should be sensing communication cues from a person even when she/he is not in the immediate interaction zone.
B. Mutual Gaze
Human communication research [i.e.., [1] ] suggests that people must coordinate in performing tasks together, and that this coordination requires communication. One way that people communicate their intent and confirm their agreement is through mutual gaze [19] . We initially hypothesized that mutual gaze would play a central role in the communication of intent for handovers. However, very surprisingly, our results suggest that mutual gaze is not one of the features used by the decision tree to predict the intent to handover. The receiver has to look in the givers direction, but there is no requirement, according to this classifier, that the giver looks back at all, let alone that he looks back simultaneously. Indeed, mutual gaze only occurred in 43% of the signal-togive sequences. Although this is a much larger percentage than for randomly drawn sequences (only 11% of them including mutual gaze), it leads to an important observation -mutual gaze itself is not predictive of giver initiating the handover process; rather asynchronous eye gaze exchange that confirms each other's state and availability matters.
C. Implications for Robots
With the decision tree (Fig. 4) , a robot can accurately recognize the intent to give in human-human interactions. This is useful for a robotic helper that is assisting multiple collaborating humans. The robot can recognize a human's intent to handover an object to another human, predict the handover between the humans, and start planning actions to help the humans in advance of the handover attempt. Most state of the art handover predictors use arm motion to classify intent to handover. However, 90% of handovers in our dataset contained events before the physical arm motions that the decision tree learned were signs of intent to handover. Therefore, a robot could use our results to greatly increase both the recognition time and classification accuracy of predictors based on arm motion, thus allowing it to respond sooner and with more confidence.
The decision tree not only informs us about the communication before handovers, but also has important implications for the design of robot behavior for human-robot handovers. Rather than being reactive to a human's handover motion after-the-fact, the robot can detect the human's intent to interact and anticipate the motion. If the human is holding an object, turns and looks at the robot, then the robot should look at the person in order to participate in the communication, and get ready (e.g. compute a motion plan) for the interaction. Aside from enabling more seamless interaction by participating in the communication, the robot can actually control the interaction. For example, the robot could purposefully keep its gaze away from the human in order to indicate that it is not ready to receive an object. When roles flip and the robot is the one handing over the object, it could make its intent clearer by explicitly turning toward the human and looking at him or at its own hand. The robot also should wait until the human glances in the direction of it before reaching out its arm to hand over the item.
We are also excited to use this method in future work. We believe it is possible to extend these sequence features into sequence prototypes that represent entire sequences. With these full length sequence prototypes, we could say a lot more about the events and communication leading up to a handover. And since the sequences in our data use minimallyprocessed variables that a robot can both perceive and enact, we could even directly generate robot behavior from these sequence prototypes.
D. Limitations
Like any studies, this work is limited in many ways. We collected data on human coordination in a lab, which may have influenced users' behaviors. Our number of subjects was limited. Our sequential analysis only accounts for patterns, and not for duration of each element in the pattern. Furthermore, we didn't look beyond 3 seconds before the handover, nor did we look at how the participants were holding the objects, which might also serve as a communication cue. A key limitation is that as the classifier is focused solely on discrimination, it will, by design, ignore features that are common to both positive and negative examples, features that are redundant, and features that are less discriminative. A potential worry is that these ignored features may include important social cues.
