Recently, the geodesibility of planar vector fields, which are algebrizable (differentiable in the sense of Lorch for some associative and commutative unital algebra), has been established. In this paper, we consider algebrizable three-dimensional vector fields, for which we give rectifications and Riemannian metrics under which they are geodesible. Furthermore, for each of these vector fields F we give two first integrals h 1 and h 2 such that the integral curves of F are locally defined by the intersections of the level surfaces of h 1 and h 2 .
Introduction
The Cauchy integral theorem is satisfied on algebras, for a proof by using analytic arguments, see [8] and [10] ; [9] and [14] for proofs by using conservative vector fields. Thus, the fundamental theorem of calculus on algebras is satisfied. The theory of analytic functions over algebras extends other results of the classical complex function theory; see [3] , [8] , [10] , [15] , [18] , and [19] . Differentiability with respect to finite dimensional associative algebras over R (not necessarily commutative) has been recently reconsidered in [4] under the name of A-Calculus.
In this paper, for fluency in writing planar vector fields, functions with domain and values in R n for n = 2, 3 are denoted in the same way.
Let A be an algebra; this means A is the R-linear space R n endowed with a structure of an associative, commutative algebra with unit that is denoted by e; see [13] . An element a ∈ A is regular when its multiplicative inverse a −1 exists, which is also denoted by e a . The set of all the regular elements in A is denoted by A * .
We say that a vector field F : Ω ⊂ R n → R n is A-algebrizable on an open set Ω when F is differentiable in the sense of Lorch with respect to A on Ω. We simply say F is algebrizable if F is A-algebrizable for some algebra A. The Lorch differential of F with respect to A at a point w is called A-derivative of F at w, and it is denoted by F ′ (w). Thus, if F is A-algebrizable on Ω, then F ′ is the function defined by the A-derivative of F . This definition is the same for each function H : Ω ⊂ R n → R n . An A-antiderivative H of a vector field F is an A-algebrizable function H such that H ′ = F .
In this work F = (f 1 , . . . , f n ) denotes a vector field defined on an open set Ω ⊂ R n for n = 2, 3 and A an algebra such that F is A-algebrizable. We call the regular domain of F with respect to A to the set Ω(F, A * ) := F −1 (A * ), which is characterized in Subsection 4.3. Thus, F (A \ A * ) is the set of the singular points of F with respect to A.
In [1] conditions are given under which two-dimensional vector fields are algebrizable. In this paper we rewrite these conditions in terms of the generalized Cauchy-Riemann equations. Theorem 1.1 and Proposition 1.1 describe families of two-dimensional algebras. Each algebrizable planar vector field is algebrizable for some of these algebras. Thus, in order to consider all the algebrizable planar vector fields we do not have to classify the two dimensional algebras. If we consider a system of generalized Cauchy-Riemann equations associated with an arbitrary two-dimensional algebra A, by making elementary operations with equations it fall in some of the families of generalized Cauchy-Riemann equations considered in Lemmas 2.1 and 2.2. Thus, if a given vector field is algebrizable with respect to A, then it must be algebrizable with respect to an algebra in the families considered in this paper.
Conditions are given in [2] under which three-dimensional vector fields are algebrizable. We rewrite these results in terms of generalized Cauchy-Riemann equations, see Theorems 2.3, 2.4, and 2.5. The systems of six generalized Cauchy-Riemann equations satisfying conditions given in Theorem 2 of [19] are linearly equivalent to some of the systems given in Lemma 2.3. Thus, the vector fields satisfying some of the systems of generalized Cauchy-Riemann equations given in [19] are algebrizable with respect to some of the algebras given in Theorem 1.2. The threedimensional algebras considered in this paper are given in Theorem 1.2, and Propositions 1.2, 1.3.
The Cauchy integral theorem is fundamental in this work, since a line integral with respect to a three dimensional algebra A of e F for a three-dimensional vector field F , can be written by
for every differentiable curve γ contained in Ω(F, A * ), as well as for certain conservative vector fields G 1 , G 2 , G 3 ; see Propositions 3.1, 4.1, 4.2, and 4.3. The existence of A-antiderivatives of A-algebrizable functions and vector fields is guaranteed by the fundamental theorem of calculus on algebras: each A-algebrizable vector field has an A-antiderivative on each simply connected region.
It is said that a vector field F on Ω is geodesible on Ω(F, A * ) if there exists a Riemannian metric on Ω(F, A * ) for which the integral curves of F are unitary geodesics. The geodesibility of algebrizable planar vector fields was established in [5] .
The function H : Ω(F, A * ) → R 3 defined locally by the line integral
is locally an A-antiderivative of e F , where γ is a differentiable curve in Ω(F, A * ) starting at w 0 and ending at w. In this paper, we introduce H for A-algebrizable three-dimensional vector fields F . The function H could be multivalued if the homotopy group of some of the connected components of Ω(F, A * ) is not trivial. If all the connected components of Ω(F, A * ) are simply connected, then H is a univalued function defined on Ω(F, A * ). In addition, it depends only on F and a base point w 0 in every connected component of Ω(F, A * ). For a point w 0 ∈ Ω(F, A * ) and for each of the multiple values of H(w 0 ), the function H can be restricted to a local neighborhood of w 0 such that the restricted function H α will be a diffeomorphism and H α * F (w) = e for all w in the domain of H α , where e is the unit of A; see Corollary 3.1.
Denote by λ the natural Riemannian metric of R 3 . The pullback of λ under H associates with F the Riemannian metric g = 1 e 2 H * λ defined on Ω(F, A * ), where e denotes the Euclidean norm of the unit e of A. In the rest of the paper g will denote this Riemannian metric.
In this paper we consider the vector fields E i = e i F for i = 1, 2, 3. We show that E i , G j = δ ij for i, j ∈ {1, 2, 3} with respect to the usual inner product of R 3 , where δ ij denotes the Kronecker delta. Thus, first integrals h i for E j for i, j ∈ {1, 2, 3} and i = j are the components of an antiderivative H = (h 1 , h 2 , h 3 ) of e F , which is given in (1) and (2) . We give some relations between F , E i , G i , h i , for i = 1, 2, 3; see Propositions 4.1, 4.2, and 4.3.
We say that two differentiable functions h 1 , h 2 : Ω ⊂ R 3 → R defined on an open set Ω ⊂ R 3 have transversal intersections, if for every pair of level surfaces S 1 = h −1 1 (c 1 ), S 2 = h −1 2 (c 2 ) with S 1 ∩ S 2 = ∅, S 1 and S 2 have transversal intersection. Each algebrizable three-dimensional vector field F defined on an open set Ω admits two first integrals h 1 , h 2 defined locally on Ω(F, A * ) that have transversal intersections; see Proposition 4.4. The image of the integral curves of F are locally contained in the transversal intersections of the level surfaces of h 1 and h 2 ; see Corollary 4.1.
Since we are working in an algebraic framework, antiderivatives of e F can be calculated by using the integration rules known for functions of a single real or complex variable. For example, if e F (w) = w −n , then an antiderivative of e F is H(w) = −e (n−1)w n−1 ; see Example 4.2. Thus, for a family of vector fields F , their antiderivatives H can be calculated by making operations in their corresponding algebras.
In this paper we define a family of three-dimensional vector fields
where F θ,φ is the product F θ,φ = u θ,φ F of u θ,φ = (cos θ sin φ, sin θ sin φ, cos φ) and F with respect to A. Thus, E 1 = F 0, π 2 , E 2 = F π 2 , π 2 , and E 3 = F 0,0 . All the vector fields on F are geodesible with respect to g, and they are commutative: the Lie bracket of each pair of vector fields on F is equal to zero. By the definition of g, we have that {E 1 , E 2 , E 3 } is orthonormal with respect to g, g is flat, and g can be written in terms of the components of F ; see Proposition 5.2.
If N ⊂ Ω(F, A * ) is a simply connected neighborhood and it is small enough, then the metric d F : N × N → R arising from g satisfies
where · denotes the Euclidean norm in R 2 ; see Theorem 5.1. We give two examples in Subsection 5.3.
H. Gluck [6] and D. Sullivan [17] recognized the obstructions of a non-vanishing vector field F to be geodesible. In the case of complex analytic vector fields F , the theory of quadratic differentials (as in J. A. Jenkins [7] , K. Strebel [16] , J. Muciño-Raymundo and C. Valero-Valdéz [12] ) recognizes that H given by (2) is a local rectification. In general, for each algebrizable planar vector field H is a multivalued rectification of F , when restricted to each simply connected domain defines a local rectification for each of the multiple values of H; see [9] .
In Section 1, we consider n-dimensional algebras for n = 2, 3 and their generalized Cauchy-Riemann equations. In Section 2, the algebrizability of n-dimensional vector fields for n = 2, 3 is characterized in terms of the generalized Cauchy-Riemann equations. In Section 3, we recall the usual line integral, define a line integral on algebras, and give multivalued rectifications of algebrizable vector fields. In Section 4, for each algebrizable vector field F we give the expressions of the vector fields E i and G i for i = 1, 2, 3. In addition, first integrals h j , h k of G i for {i, j, k} = {1, 2, 3} are given. We show that each antiderivative H of F gives first integrals of F and that the integral curves of F are locally contained in the intersection of the level surfaces of h j and h k . In Section 5, it is showed that {E 1 , E 2 , E 3 } is an orthonormal frame for the Riemannian metric g, and the components of g are expressed in terms of the solutions of a linear system of six equations with six variables. Furthermore, the metric d F locally arising from g is expressed in terms of H.
Algebras and algebrizability 1.First fundamental representations of algebras
Consider an algebra A and a base β = {β 1 , · · · , β n } of A. The product between the elements of β is given by
n, is called the first fundamental representation of A associated with β. If A as a linear space is R n , R : A → M(n, R) will denote the first fundamental representation of A associated with the ordered standard basis β = {e 1 , · · · , e n }, and in this case R will be called simply a first fundamental representation of A. When we refer to an algebra A, we are considering the linear space R n with an algebra structure.
Two-dimensional algebras
In this subsection, we give quit a different presentation of the algebras given in [1] which are used in [5] . is an algebra A with unit e = e r and with structure constants c rrr = 1, c rsr = 0, c srr = 0, c ssr = p 1 , c rrs = 0, c rss = 1, c srs = 1, c sss = p 2 .
Proof. Consider the matrix Thus, we get an algebra A with a product given by (3) , in which the first the fundamental representation is given by R.
We use the notation A 2 r (p 1 , p 2 ) for the algebra with unit e = e r and parameters p 1 , p 2 , as defined in Theorem 1.1.
Proposition 1.1
The linear space R 2 endowed with the product e i e i = e i for i = 1, 2, and e i e j = 0 in the other case, is an algebra A with unit e = e 1 + e 2 .
We use the notation A 2 1,2 for the algebra with unit e = e 1 + e 2 , as defined in Proposition 1.1.
Three-dimensional algebras
In this subsection, we give quit a different presentation of the algebras given in [2] .
Theorem 1.2 Let p 1 , p 2 , · · · , p 9 be constants satisfying the equalities
and {e r , e s , e t } = {e 1 , e 2 , e 3 }. Thus, the linear space R 3 endowed with the following product · e r e s e t e r e r e s e t e s e s p 7 e r + p 1 e s + p 2 e t p 8 e r + p 3 e s + p 4 e t e t e t p 8 e r + p 3 e s + p 4 e t p 9 e r + p 5 e s + p 6 e t (5) is an algebra A with unit e = e r .
Proof. Consider the matrices
is the identity matrix. The following products of matrices satisfy
Thus, the three-dimensional space M spanned by β = {R 1 , R 2 , R 3 } is a matrix algebra in M(3, R) with the first fundamental representation R β that is the identity automorphism. Let R : R 3 → M(3, R) be the representation linearly defined by R(e i ) = R i for i = 1, 2, 3. We endow R 3 with the algebra structure induced by R. Thus, we get an algebra A with the product given in (5) , and with first fundamental representation given by R. Since R(e r ) = R r is the identity matrix, we have that e r is the unit e of A.
We use the notation A 3 r (p 1 , · · · , p 6 ) for the algebra with unit e = e r and parameters p 1 , · · · , p 6 , as defined in Theorem 1.2.
We call the set of equations (4) commutativity equations. From these, we can obtain
We give more examples of algebras in the following proposition.
then the linear space R 3 endowed with the product · e r e s e t e r e r 0 0 e s 0 e s e t e t 0 e t p 1 e s + p 2 e t , is an algebra A.
Proof. The matrices
define a commutative matrix algebra M with respect to the matrix product. If we linearly define R : R 3 → M by R(e r ) = R 1 , R(e s ) = R 2 , and R(e t ) = R 3 , then R is a linear isomorphism that we use to define a product between the elements of β = {e r , e s , e t } in such a way that R 3 is an algebra A with first fundamental representation R β = R. Thus, the proof is finished.
We use the notation A 3 r,s (p 1 , p 2 ) for the algebra with unit e = e r + e s and parameters p 1 , p 2 , as defined in Proposition 1.2.
The last type of three-dimensional algebra considered in this paper is the given in the following proposition. Proposition 1.3 The linear space R 3 endowed with the product e i e i = e i for i = 1, 2, 3, and e i e j = 0 in the other cases, is an algebra A.
We use the notation A 3 1,2,3 for the algebra with unit e = e 1 + e 2 + e 3 , as defined in Proposition 1.3.
Algebrizability
The definitions and results regarding algebrizability, classical line integrals and line integrals on algebras, of vector fields and functions F : Ω ⊂ R n → R n are the same in this paper. These vector fields and functions are denoted in the same way F = (f 1 , · · · , f n ). Now, we recall the definition of algebrizability of vector fields. 
We simply say F is algebrizable if F is A-algebrizable for some algebra A.
If F : Ω ⊂ R n → R n is differentiable in the usual sense, we denote by JF : Ω → M(n, R) the function defined by the Jacobian matrix of F in w:
The following two results are given in papers related to differentiability on algebras.
where uw denotes the product in A, R(u)w T denotes the matrix product of R(u) by w T , and T denotes the transpose matrix.
Proof. It is sufficient to show that e i e j = [R(e i )e T j ] T , which can be shown in a straightforward form. Proof. Suppose that F is A-algebrizable at w 0 . The A-derivative and the usual differential of F at w 0 satisfy the equality F ′ (w 0 )w = (JF (w 0 )w T ) T , where F ′ (w 0 )w denotes the product on A of F ′ (w 0 ) by w, JF (w 0 )w T is the matrix product of JF (w 0 ) by w T , and T denotes the transpose matrix. From Lemma 1.1, we have that JF (w 0 ) = R(F ′ (w 0 )); thus JF (w 0 ) ∈ R(A).
Generalized Cauchy-Riemann equations
In this subsection, we give a characterization of the algebrizability based on the generalized Cauchy-Riemann equations.
Given an algebra A with structure constants c ijk , the set of partial differential equations
appears in [8] p. 646 and is called generalized Cauchy-Riemann equations of A. A vector field F = (f 1 , · · · , f n ) is A-algebrizable on Ω if and only if {f 1 , · · · , f n } satisfy (8) on Ω. We use GCRE for generalized Cauchy-Riemann equations.
Definition 1.2 We say that two linear systems of partial differential equations are linearly equivalent if under a finite number of elementary operations we can obtain one system from the other.
We think that each three-dimensional algebra A has GCRE that are linearly equivalent to the GCRE of some of the three-dimensional algebras given in this section however, we do not prove them.
On algebrizability of vector fields
We use the notations for algebras introduced in Section 1.
Algebrizability of planar vector fields
In this subsection, we consider planar vector fields F = (f 1 , f 2 ) defined in regions Ω of R 2 .
In the following lemma, we give the GCRE associated with A 2 r (p 1 , p 2 ).
Proof. Let A = A 2 r (p 1 , p 2 ). The GCRE (8) with respect to the structure constants of A given in Theorem 1.1 define the set of equations (9) .
The corollary of Theorem 2 of [19] considers linear systems of two partial differential equations and gives conditions in order to define algebras. Each system satisfying these conditions is linearly equivalent to some of those considered in Lemma 2.1. Thus, if some vector field F = (f 1 , f 2 ) satisfies a linear system of partial differential equations satisfying the conditions of Theorem 2 of [19] , then F satisfies some of the systems of GCRE given in Lemma 2.1.
, the A-algebrizability of a planar vector field F can be verified by the GCRE (9), as we see in the following theorem. Proof. Let A = A 2 r (p 1 , p 2 ). Suppose that the components of F satisfy equations (9), then Jf = 1 0 0 1
By proof of Theorem 1.1, we have that JF ∈ R(A). Thus, by Lemma 1.2 we have that F is A-algebrizable.
Suppose that F is A-algebrizable, then by proof of Theorem 1.1 and by Lemma 1.2 we have that
for certain functions u 1 and u 2 depending on (x 1 , x 2 ). The last equality for JF implies that u i = ∂f i ∂x 1 for i = 1, 2. So, the components of F satisfy equations (9) . The other case can be proved in a similar way.
In the following lemma, we give the GCRE associated with A 2 1,2 .
Proof. The structure constants of A 2 1,2 are c iii = 1 for i = 1, 2 and c ijk = 0 in another case. By substituting these constants in equations (8), we obtain (10) . Thus, the proof is finished.
The set of GCRE (10) does not satisfy conditions of the corollary of Theorem 2 of [19] . In [1] it is shown with quit a different presentation of the subject that every algebrizable planar vector field F = (f 1 , f 2 ) satisfies equations (9) for a suitable choice of parameters p 1 , p 2 and {r, s} = {1, 2}, or it satisfies equations (10) . This gives a criterion that serves to determine the algebrizablity of a planar vector field F .
If A = A 2 1,2 , the A-algebrizability of a planar vector field F can be verified by the GCRE (10), as we see in the following theorem. Proof. The proof is similar to that of Theorem 2.1.
For F A-differentiable with respect to A = A 2 1,2 , the component f r is a differentiable function of the variable x r , and it does not depend on x s for {r, s} = {1, 2}.
Algebrizability of three-dimensional vector fields
In this subsection we study the algebrizability of vector fields F defined on regions Ω of R 3 . We characterize the algebrizability of families of three-dimensional vector fields in terms of GCRE. In the rest of the paper, F will denote a three-dimensional vector field F = (f 1 , f 2 , f 3 ). 
where p 7 , p 8 , and p 9 are defined by the commutativity equations (4).
Proof. Consider the algebra A 3 r (p 1 , · · · , p 6 ) with unit e r for r ∈ {1, 2, 3}. The six equations (8) obtained with j = r and m ∈ {1, 2, 3} \ {r} are the equations given above.
In Theorem 2 of [19] are given sufficient conditions in order to ensure that a given linear systems of partial differential equations is a set of GCRE for some algebra. Each system satisfying these conditions is linearly equivalent to some system like (11) . Thus, if some vector field F = (f 1 , f 2 , f 3 ) satisfies a linear systems of partial differential equations satisfying the conditions of Theorem 2 of [19] , then F satisfies some of the systems like (11) .
For algebras A = A 3 r (p 1 , · · · , p 6 ), the GCRE associated with A serve as a criteria for determining the A-algebrizability. Proof. Let A = A 3 r (p 1 , · · · , p 6 ). Suppose that the components of F satisfy equations (11), then
By proof of Theorem 1.2, we have that JF ∈ R(A). Thus, by Lemma 1.2 we have that F is A-algebrizable.
Suppose that F is A-algebrizable, then by proof of Theorem 1.2 and by Lemma 1.2 we have that
for certain functions u 1 , u 2 , u 3 depending on (x 1 , x 2 , x 3 ). The last equality for JF implies that u i = ∂f i ∂x 1 for i = 1, 2, 3. Thus, the components of F satisfy equations (11) . The remaining cases can be proved in a similar way. 
Proof. We consider only the case where r = 2, s = 1, and t = 3. Then, the product of A is given by · e 1 e 2 e 3 e 1 e 1 0 e 3 e 2 0 e 2 0 e 3 e 3 0 p 1 e 1 + p 2 e 3 , from which we obtain the structure constants of A:
C 111 = 1, C 112 = 0, C 113 = 0, C 121 = 0, C 122 = 0, C 123 = 0, C 131 = 0, C 132 = 0, C 133 = 1, C 211 = 0, C 212 = 0, C 213 = 0, C 221 = 0, C 222 = 1, C 223 = 0, C 231 = 0, C 232 = 0, C 233 = 0, C 311 = 0, C 312 = 0, C 313 = 1, C 321 = 0, C 322 = 0, C 323 = 0, C 331 = p 1 , C 332 = 0, C 333 = p 2 .
If we substitute these structure constants in the GCRE (8) of A, we obtain the linear system of partial differential equations given in the lemma for constants r = 2, s = 1, and t = 3.
The algebras A 3 r,s (p 1 , p 2 ) do not satisfy conditions of Theorem 2 of Ward; see [19] . The GCRE associated with A 3 r,s (p 1 , p 2 ) imply algebrizability, as we see in the following theorem. Proof. We consider only A 3 r,s (p 1 , p 2 ) with r = 2, s = 1, and t = 3, then equations (12) are given by
By considering the structure constants given in Theorem 2.4, we have that the first fundamental representation of A is given by We then obtain
Suppose now that F is A-algebrizable, then JF ∈ R(A). Thus, JF = u 1 R(e 1 ) + u 2 R(e 2 ) + u 3 R(e 3 ) for certain functions u 1 , u 2 , and u 3 . Therefore, u 2 = ∂f 2 ∂x 2 , f 1 , f 3 do not depend on x 2 , and f 1 , f 3 satisfy equations
Thus, f 1 , f 2 and f 3 satisfy equations (12) for r = 2, s = 1, and t = 3.
Lemma 2.5 Let
The GCRE associated with A are given by
Proof. The structure constants of the algebra A given in Proposition 1.1 are c iii = 1 for i = 1, 2, 3 and c ijk = 0 in other case. By substituting these constants in equations (8), we obtain (13) . Thus, the proof is finished.
The algebra A 3 1,2,3 does not satisfy conditions of Theorem 2 of Ward; see [19] . The GCRE associated with A 3 1,2,3 imply algebrizability, as we see in the following theorem. Proof. The proof is similar to that of Theorem 2.3.
On line integrals of algebrizable vector fields
In the rest of the paper, we use the notation ·, · : R n ×R n → R for the usual inner product, and A for an algebra defined by the linear space R 3 endowed with a product defined in the canonical basis {e 1 , e 2 , e 3 } by e i e j = 3 k=1 c ijk e k . The elements of R 3 are denoted by w = (x 1 , x 2 , x 3 ), then w = x 1 e 1 + x 2 e 2 + x 3 e 3 . 
On line integrals
where γ : [0, a] → Ω is a differentiable curve, andγ its derivative.
In the same way, the following definition of a line integral relative to algebras is given. 
where F (γ(t))γ(t) denotes the product of F (γ(t)) andγ(t) with respect to A.
A characterization of Ω(F, A * ) is given in Subsection 4.3. The following proposition is satisfied for algebrizable vector fields defined on open subsets of R n . The proof of the first part appears in [9] p. 198 for the general case.
Proposition 3.1 Let F be an A-algebrizable vector field defined on an open set
for every differentiable curve γ contained in Ω(F, A * ). Here G 1 , G 2 , and G 3 are conservative vector fields (gradient) given by G k = 3 j=1
3 i=1 c i,j,k g i e j for k = 1, 2, 3, where c ijk are the structure constants of A and g 1 , g 2 , g 3 satisfy (g 1 , g 2 , g 3 ) = e F . Thus,
G 2 = (c 112 g 1 + c 212 g 2 + c 312 g 3 , c 122 g 1 + c 222 g 2 + c 322 g 3 , c 132 g 1 + c 232 g 2 + c 332 g 3 ), G 3 = (c 113 g 1 + c 213 g 2 + c 313 g 3 , c 123 g 1 + c 223 g 2 + c 323 g 3 , c 133 g 1 + c 233 g 2 + c 333 g 3 ),
Moreover, E i , G j = δ ij , where δ ij denotes the Kronecker delta and E i = e i F is the A product of e i and F .
Proof. The first part is proven in [9] p. 198. Consider the function H defined by (2), then
Thus, the proof is finished.
Multivalued rectifications of algebrizable vector fields
If F is an A-algebrizable vector field, the local inverse of H given by (2) carries Euclidean geodesics to geodesics of a certain Riemannian metric associated with F . The function H is well defined locally on Ω(F, A * ) and globally can be defined as a multivalued function on Ω(F, A * ), as we see in the following result. 2. The function H defined locally by (2) can be extended to a multivalued function H : Ω(F, A * ) → R 2 , which depends only on F and at an initial point w 0 in each connected component of Ω(F, A * ).
3. If all the connected components of Ω(F, A * ) are simply connected, then H defined locally by (2) can be extended to an univalued function H : Ω(F, A * ) → R 3 , which depends only on F and at an initial point w 0 in Ω(F, A * ).
If we change the points w 0 in Ω(F, A * ) used to define H, then H changes by a adding a constant on the connected components.
Proof. The proof is the same as in the case of planar vector fields, which appears in [5] .
We say that a multivalued function H : Ω → R 3 is multivalued rectification of a vector field F if for every w 0 ∈ Ω there exists a neighborhood N(w 0 ) such that for each of the branches k α = H α (w 0 ), α ∈ I (enumerates the branches), there exists a neighborhood V α and a local diffeomorphism
In this work we denote the natural Riemannian metric λ on R 3 given by λ ij = δ ij for i, j ∈ {1, 2, 3}, where δ ij denotes the Kronecker delta.
The rectifying coordinates of vector fields are used by the classical Lie methods in order to find their integral curves. In this paper we use H given in (2) to define a Riemannian metric g on Ω(F, A * ). Therefore, the geodesics of g are carried to Euclidean straight lines. The following theorem gives multivalued rectifications for algebrizable vector fields on terms of line integrals. 
under which H * (F ) = e, where e is the unit of A.
2. There exists a Riemannian metric g on Ω(αF, A * ) defined by
where e is the Euclidian norm of e, and λ is the natural Riemannian metric of R 3 .
Proof. The proof is the same as the case of planar vector fields, which appears in [5] . 
Algebrizable vector fields and their first integrals
In this section, we give three propositions in which we associate with each A-algebrizable vector field F three vector fields E i = e i F for i = 1, 2, 3 as well as three gradient vector fields G i for i = 1, 2, 3. These vector fields are obtained by using the products of the algebras A 3 r (p 1 , · · · , p 6 ), A 3 r,s (p 1 , p 2 ) and A 3 1,2,3 ; see Section 1. We show in this section that the potential functions of the vector fields G i for i = 1, 2, 3 determine two first integral for F such that the integral curves of F are locally contained in the intersections of the level surfaces of these first integrals.
Cases considered by Ward: algebras with unit e r
In this subsection the algebra A = A 3 r (p 1 , · · · , p 6 ) with unit e r defined by six real parameters p 1 , · · · , p 6 is considered. The structure constants for A are the following:
where {r, s, t} = {1, 2, 3}. The first fundamental representation of F = (f 1 , f 2 , f 3 ) is
By using the equalities given in (4) and the commutativity equations (6), the determinant of R(F ) is 
In addition,
where γ is a differentiable path contained in Ω(F, A * ) and G r , G s , G t are the conservative vector fields given by
Moreover, E i , G j = δ ij . Thus, the potential function h i of G i given by (16) is a first integral for E j for i, j ∈ {1, 2, 3} and i = j.
Proof. We consider only the case when r = 1, s = 2, and t = 3. Let A = A 3 1 (p 1 , · · · , p 6 ). From Proposition 3.1 and the structure constants of A, the vector fields G i for i = 1, 2, 3 are
where (k 1 , k 2 , k 3 ) = e F , and
By substituting the k ′ i s for i = 1, 2, 3 in the G j , the expression of G j given above can be obtained for j = 1, 2, 3.
The last part of Proposition 3.1 gives E i , G j = δ ij .
In the following example, we consider the radial vector field F (w) = w seen as an Aalgebrizable vector field with respect to the algebra A = A 3 1 (0, · · · , 0) defined in Section 1.
Example 4.1 Consider the three-dimensional vector field F (w) = (x 1 , x 2 , x 3 ) and A = A 3 1 (0, · · · , 0). The vector fields E ′ i s are given by E i = x 1 e i for i = 1, 2, 3. By Subsection 4.1, we have that
). In addition,
where the vector fields G ′ i s for i = 1, 2, 3 are given by
and they are conservative.
Note that E i , G j = δ ij , where δ ij is the Kronecker delta and E i = e i F for i, j ∈ {1, 2, 3}.
In this case Ω(F,
Cases do not considered by Ward

Algebras with unit e r + e s
Now the algebra A = A 3 r,s (p 1 , p 2 ) defined by two real parameters p 1 and p 2 is considered. The structure constants are given by C rrr = 1, C rrs = 0, C rrt = 0, C rsr = 0, C rss = 0, C rst = 0, C rtr = 0, C rts = 0, C rtt = 0, C srr = 0, C srs = 0, C srt = 0, C ssr = 0, C sss = 1, C sst = 0, C str = 0, C sts = 0, C stt = 1, C trr = 0, C trs = 0, C trt = 0, C tsr = 0, C tss = 0, C tst = 1, C ttr = 0, C tts = p 1 , C ttt = p 2 .
The determinant of the first fundamental representation of F = f r e r +f s e s +f t e t is det(R(F )) = f r f 2 In addition,
Proof. The multiplicative inverse e F = (k 1 , k 2 , k 3 ) of F is given by
then
From Proposition 3.1 and the structure constants of A, the vector fields G i for i = 1, 2, 3 are
By substituting the k ′ i s for i = 1, 2, 3 in G j , the expression of G j given above can be obtained for j = 1, 2, 3. 
The last part of Proposition 3.1 gives
where γ is a differentiable path contained in Ω(F, A * ) and G 1 , G 2 , G 3 are the conservative vector fields given by G i = 1 f i e i for i = 1, 2, 3. Moreover, E i , G j = δ ij . Thus, the potential function h i of G i given by (16) is a first integral for E j for i, j ∈ {1, 2, 3} and i = j.
Proof. The proof is trivial.
The regular domain on F
By using the first fundamental representation R of A, we notice that F (w) is regular in A if and only if det(R(F (w))) = 0. Thus, from Subsections 4.1 and 4.2 we obtain that F (w) is regular for w in the corresponding set
and {r, s, t} = {1, 2, 3}.
Ω(F,
Thus, generically the set Ω(F, A * ) is dense in Ω.
First integrals of algebrizable three-dimensional vector fields
The level surfaces of a first integral contain the integral curves of the corresponding vector field. If G = (p, q, r) is a gradient vector field and F is a vector field with inner product F, G = 0, then a first integral h of F may be calculated by quadrature in the form
where w = (x 1 , x 2 , x 3 ). The following proposition gives two first integrals having transversal intersections for algebrizable three-dimensional vector fields. 
If H is an A-antiderivative of e F on N(w 0 ), then a pair of first integrals for F on N(w 0 ) is given as follows:
1. h s and h t , when F is A-algebrizable with respect to A = A 3 r (p 1 , · · · , p 6 ); 2. h r − h s and h r − h s + h t , when F is A-algebrizable with respect to A = A 3 r,s (p 1 , p 2 ); and
where {r, s, t} = {1, 2, 3}. Moreover, these pairs of first integrals have transversal intersections.
Proof. By Proposition 3.1, there exist conservative vector fields G 1 , G 2 , and G 3 satisfying (1).
If H = (h 1 , h 2 , h 3 ) is an A-antiderivative of e F on N(w 0 ), then K(w) = H(w)+C, where C ∈ A is a constant. Thus, K(w) = H(w)−H(w 0 ). Now if H has the expression given in the proposition, then by the fundamental theorem of calculus on algebras, H is an antiderivative of e F . From Proposition 4.1, we have e = e r , then F = E r . By Propositions 4.1, 4.2, and 4.3, the vector fields E i , G i for i = 1, 2, 3 satisfy E i , G j = δ ij where δ ij denotes the Kronecker delta. Thus, the potential functions h s , h t of the gradient vector fields G s , G t defined on Ω(F, A * ) are first integrals of E r . Therefore, item 1) is proved.
If H = (h 1 , h 2 , h 3 ) is an A-antiderivative of e F , then ∇h, F = 0 for each candidate h to be a first integral of F . Thus, items 2) and 3) can be proved.
Suppose the existence of a point w 0 ∈ Ω(F, A * ) such that the intersection of the level surfaces of h s , h t by w 0 does not have a transversal intersection, then the tangent spaces at w 0 coincide and the vector fields G s , G t are linearly dependent. That is, there exists c ∈ R such that G s + cG t = 0, and by Proposition 4.1 E i , G j = δ ij for i, j ∈ {1, 2, 3}, where δ ij denotes the Kronecker delta. Thus,
which is a contradiction. As a result h s and h t have a transversal intersection at w 0 . In the same way, since the vectorial products following (G r − G s ) × (G r − G s + G t ) = 0 and (G r − G t ) × (G r − G s ) = 0, the transversal intersections for the the cases of items 2) and 3) can be obtained.
The intersections of the level surfaces of two first integrals having transversal intersections of a three-dimensional vector field F define solutions of F , in the sense of the following corollary. 
The A-derivative satisfies the usual differentiation rules of the complex derivative. For example, the antiderivatives of the polynomial functions in the variable of A, such as w → a 0 + a 1 w + a 2 w 2 + · · · + a n w n where a 0 , a 1 , · · · , a n ∈ A are constants, can be expressed by
Thus, for an important family of vector fields F , the first integrals can be easily calculated by their antiderivatives by using Corollary 4.4. The A-algebrizable vector fields of the form F (w) = w n (for n = 1) have first integrals which can be calculated by finding antiderivatives of the functions e/F (w) = w −n , as we see in the following example. (h 1 (w), h 2 (w), h 3 (w)) = −e (n − 1)w n−1 , then h i is a first integral for E j = e j F and E k = e k F on Ω(F, A * ) for {i, j, k} = {1, 2, 3}.
Riemannian metrics and commutative orthonormal frames 5.1 On Riemannian metrics and orthonormal frames
The set of vector fields {E 1 , E 2 , E 3 } defines an orthonormal frame, as we see in the following proposition.
Proposition 5.1 Let F be a vector field defined on an open set Ω ⊂ R 3 that is A-algebrizable with respect to an algebra A, and E i the vector field E i = e i F for i = 1, 2, 3, where e i F denotes the product of e i and F with respect to A. Thus, the set of vector fields {E 1 , E 2 , E 3 } defines an orthonormal frame on Ω(F, A * ) for the Riemannian metric g = 1 e 2 H * λ defined in Theorem 3.1.
Proof. We have that H * E i = e i for i = 1, 2, 3. Since g = 1 e 2 H * λ, we have that {E 1 , E 2 , E 3 } is orthonormal with respect to g. Proposition 5.2 Let F be a vector field defined on an open set Ω ⊂ R 3 that is A-algebrizable with respect to an algebra A, and E i the vector field E i = e i F for i = 1, 2, 3, where e i F denotes the product of e i and F with respect to A. Thus, the metric g = 1 e 2 H * λ defined on Ω(F, A * ) is given by g =   a 1 a 2 a 3 a 2 a 4 a 5 a 3 a 5 a 6   , where a 1 , a 2 , a 3 , a 4 , a 5 , and a 6 are the solutions of the linear system of the six equations:
Proof. By Proposition 5.1, we have that equations (17) are satisfied.
Corollary 5.1 If F = (f 1 , f 2 , f 2 ) is A-algebrizable with respect to the algebra A = A 3 1 (0, · · · , 0), then g defined on Ω(F, A * ) = {w ∈ R 3 : f 1 (w) = 0} is given by
Proof. The vector fields E i are given in Proposition 4.1.
Corollary 5.2 If F = (f 1 , f 2 , f 2 ) is A-algebrizable with respect to A = A 3 1,2 (p 1 , p 2 ), then g defined on Ω(F, A * ) = {w ∈ R 3 : f 1 (w)([f 2 (w)] 2 − p 1 f 2 (w)f 3 (w) − p 2 [f 3 (w)] 2 ) = 0} is given by
Proof. The vector fields E i are given in Proposition 4.2. We use the results given in [5] . Proof. The vector fields E i are given in Proposition 4.3.
Families of geodesible vector fields
Let A be a three-dimensional algebra, F = (f 1 , f 2 , f 3 ) an A-algebrizable vector field, and F θ,φ the vector field obtained from the product F θ,φ = u θ,φ F with respect to A of the unitary vector u θ,φ = (cos θ sin φ, sin θ sin φ, cos φ) and F . Thus, we define the family of three-dimensional vector fields
The vector fields of F are geodesible and commutative with respect to the Lie bracket, as we see in the following proposition. Proposition 5.3 Let A be a three-dimensional algebra and F = (f 1 , f 2 , f 3 ) an A-algebrizable vector field. The vector fields in F are geodesible with respect to the Riemannian metric g = 1 e 2 H * λ given in Proposition 3.1, and {E 1 , E 2 , E 3 } = {F 0,π/2 , F π/2,π/2 , F 0,0 }. Moreover, F is commutative with respect to the Lie bracket.
Proof. We have that H * F θ,φ is the unitary vector u θ,φ , then by the definition of g the integral curves of F θ,φ are unitary geodesics of g.
For k, l ∈ A we take K 1 = kF and K 2 = lF . The Lie bracket [K 1 , K 2 ] of every pair of vector fields K 1 and K 1 satisfies [K 1 , K 2 ] = dK 2 (w)(K 1 (w)) − dK 1 (w)(K 2 (w)).
Since K 1 and K 2 are A-algebrizable vector fields, we have dK 2 (w)(K 1 (w)) − dK 1 (w)(K 2 (w)) = K ′ 2 (w)K 1 (w) − K ′ 1 (w)K 2 (w) = l(F ) ′ (w)kF (w) − k(F ) ′ (w)lF (w) = 0, where d denotes the usual differentiation and ′ denotes the A-differentiation. Therefore, the vector fields K 1 and K 2 commute.
Metrics defined by Riemannian metrics
Let us remember that · denotes the Euclidean norm in R 3 .
The following theorem relates the metric d F arising from the Riemannian metric g given in Theorem 3.1 with the antiderivatives H of e F given in (2) . is the metric arising from the Riemannian metric g given in Theorem 3.1.
