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Abstract
In this paper we consider the least-squares (LS) (tting of the Gompertz curve to the given nonconstant
data (pi; ti; yi), i=1; : : : ; m, m¿ 3. We give necessary and su:cient conditions which guarantee the existence
of the LS estimate, suggest a choice of a good initial approximation and give some numerical examples.
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1. Introduction
In this paper we consider the least-squares (LS) (tting problem for the Gompertz function
f(t; a; b; c) = ea−be
−ct
; b; c¿ 0; a∈R (1)
which is a solution of the so-called Gompertz growth rate model (see, e.g., [8,16])
dy
dt
= cy ln
(
ea
y
)
; c¿ 0; a∈R:
Gompertz function (1) occurs frequently in various areas of applied research, e.g., in actuarial science
for specifying a mortality law [8], in medicine for tumor growth modelling [14], in biology as a
model for describing the growth of organisms and systems [16,17], in ecology [15], in marketing
[6], etc.
Since b; c¿ 0, f(t; a; b; c) is increasing on R, limt→∞ f(t; a; b; c)=ea and limt→−∞ f(t; a; b; c)=0.
At the point of inBection tinf = ln b=c the Gompertz function attains value ea−1 (see Fig. 1). A
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Fig. 1. Gompertz curve.
Gompertz curve is a special case of the so-called hyper-Gompertz curve, which is also known as a
generalized ecological curve, or simply, a generalized Gompertz curve (see [15,16,17]).
2. LS problem for the Gompertz function
Parameters a; b and c of Gompertz function (1) have to be estimated from the experimental
or empirical data (pi; ti; yi), i = 1; : : : ; m, m¿ 3, where t1¡t2¡ · · ·¡tm denote the values of the
independent variable, yi are the respective measured function values and pi ¿ 0 are the data weights.
Since numbers yi usually denote a quantity of something, we assume that y1; : : : ; ym¿ 0. There are
several known methods for parameter estimation. If the errors in the measurements of the independent
variable are negligible, and the errors in the measurements of the dependent variable are independent
random variables following the normal distribution with expectancy zero, then a common way for
an estimate of (a; b; c) is the LS method (see [1,2,7]) i.e., it is common to choose
(a?; b?; c?)∈P := {(a; b; c)∈R3 : b; c¿ 0}
such that F(a?; b?; c?) = inf (a;b; c)∈P F(a; b; c), where
F(a; b; c) =
m∑
i=1
pi(ea−be
−cti − yi)2: (2)
Minimizing value (a?; b?; c?)∈P is called the LS estimate, if it exists.
Numerical methods for solving the nonlinear LS problem are described in [5,7]. Before the iterative
minimization of the sum of squares it is still necessary to ask whether an LS estimate exists. In the
case of nonlinear LS problems it is still extremely di:cult to answer this question (see [1–4,9–13]).
Some theorems about the existence of the LS estimate for the Gompertz function can be found in
[4,3]. So, e.g., Demidenko in [4,3] by using the concept of the existence-level gives some conditions
on the data under which the LS estimate exists.
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In this paper we give necessary and su:cient conditions on the nonconstant data which guar-
antee the existence of the LS estimate for the Gompertz function, suggest a choice of the initial
approximation and give some numerical examples.
3. The existence theorem
We suppose that the data (pi; ti; yi), i=1; : : : ; m, m¿ 3, are such that yi ¿ 0 and t1¡t2¡ · · ·¡tm.
Motivated by Lemma 1 from [9], we (rst prove the following similar lemma for the Gompertz model.
This lemma shows that there exist data such that the LS estimate does not exist.
Lemma 1. If the data (pi; ti; yi), i = 1; : : : ; m, m¿ 3, are such that:
(i) points (ti; yi), i = 1; : : : ; m, m¿ 3, all lie on some exponential curve y = el+kt , k ¿ 0, or
(ii) 0¡y16y2 = y3 = · · ·= ym= : A
then the LS estimate does not exist.
Proof. The proof will be done in a similar way as the proof of Lemma 1 in [9].
(i) Let (0; y0), y0¿ 0, be an arbitrary point on the exponential curve y = el+kt , k ¿ 0. Then
y0 = el+k0 and yi = y0ek(ti−0), i = 1; : : : ; m. Consider the following class of Gompertz functions
(see Fig. 2(a)):
t → f
(
t; ln y0 +
1
c
;
eck0
c
; ck
)
= y0e
1−e−ck(t−0)
c ; c¿ 0
whose graph contains point (0; y0).
Fig. 2. (a) Gompertz functions t →y0e
1−e−ck(t−0)
c , 0¡c2 ¡c1. (b) Gompertz functions t →A
( y0
A
)e−c(t−0) , 0¡c1 ¡c2 ¡c3.
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Since
lim
c→0+F
(
ln y0 +
1
c
;
eck0
c
; ck
)
= lim
c→0+
m∑
i=1
pi
(
y0e
1−e−ck(ti−0)
c − yi
)2
=
m∑
i=1
pi
(
y0ek(ti−0) − yi
)2
= 0;
this means that inf (a;b; c)∈P F(a; b; c)=0. Furthermore, since any Gompertz curve of type (1) intersects
the exponential curve y=el+kt (k ¿ 0) at two points at most and m¿ 3, it follows that F(a; b; c)¿ 0
for all (a; b; c)∈P, and hence the LS estimate does not exist.
(ii) In this case consider the following class of Gompertz functions (see Fig. 2(b)):
t → f(t; ln A; ln(A=y0)ec0 ; c) = A
(y0
A
)e−c(t−0)
; c¿ 0
whose graph contains point (0; y0) chosen in the following way:
If y1 = y2 = · · · = ym = A, let (0; y0) be any point such that 0¡t1 and y0¡A, and in case
y1¡A let (0; y0) := (t1; y1).
Then
F(ln A; ln(A=y0)ec0 ; c) =
m∑
i=1
pi
[
A
(y0
A
)e−c(ti−0) − yi
]2
;
wherefrom taking the limits we obtain limc→∞ F(ln A; ln(A=y0)ec0 ; c) = 0. It is easy to show that
F(a; b; c)¿ 0 for all (a; b; c)∈P, which means that in this case the LS estimate does not exist.
Remark 2. By an appropriate translation of the coordinate system we can transform our problem
into an equivalent one having ti’s positive. It is enough to substitute i = T + ti, i= 1; : : : ; m, where
T ¿− t1. After this transformation we have 0¡1¡2¡ · · ·¡m, and functional F takes the form
F(a; b; c) = (a; ; c) =
m∑
i=1
pi(ea−e
−ci − yi)2;
where  = becT . Functional  is of the same type as F , and since map (a; b; c) → (a; ; ) is a
bijection of P onto P, our problem is equivalent to the following one:
Does there exist a point (a?; ?; c?)∈P, such that
(a?; ?; c?) = inf
(a;;c)∈P
(a; ; c)?
As illustrated in Lemma 1, in order to guarantee the existence of the LS estimate, it is necessary
to require that the data (pi; ti; yi), i=1; : : : ; m, m¿ 3, satisfy some additional conditions. Therefore,
we introduce the following de(nition.
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De"nition 3. The data (pi; ti; yi), i=1; : : : ; m, are said to be constant if the sequence (yi) is constant,
i.e., if there exists a natural i0¡m such that i¿ i0 implies yi = yi0 .
The following theorem gives necessary and su:cient conditions on nonconstant data which guar-
antee the existence of the LS estimate for the Gompertz function. First, let us introduce the following
notations:
Let S?E be an in(mum of the sum of squares for the exponential function y(t)=e
l+kt (l∈R; k ∈R+),
i.e.,
S?E := inf
(l; k)∈R×R+
SE(l; k) where SE(l; k) =
m∑
i=1
pi(el+kti − yi)2:
Theorem 4. Suppose we are given nonconstant data (pi; ti; yi), i = 1; : : : ; m, m¿ 3, such that
t1¡t2¡ · · ·¡tm and yi ¿ 0, i= 1; : : : ; m. Then the LS estimate for the Gompertz function exists
if and only if there is a point (a0; b0; c0)∈P such that
F(a0; b0; c0)6 S?E :
Proof. If (a?; b?; c?)∈P is the LS estimate, then
F(a?; b?; c?)6F(a; b; c); ∀(a; b; c)∈P:
Let (l; k)∈R×R+. Since F(a?; b?; c?)6F(l+1=c; 1=c; ck) and limc→0+ F(l+1=c; 1=c; ck)=SE(l; k)
(see proof of Lemma 1), we have F(a?; b?; c?)6 S?E .
Let us show the converse. Suppose that there is a point (a0; b0; c0)∈P such that F(a0; b0; c0)6 S?E .
By Remark 2 we can assume that
t1¡t2¡ · · ·¡tm = 0: (3)
Since F¿ 0, there exists F? := inf (a;b; c)∈P F(a; b; c). Let (an; bn; cn) be a sequence in P, such
that
F? = lim
n→∞F(an; bn; cn) = limn→∞
m∑
i=1
pi%2i; n ¡+∞; where %i;n = ean−bne
−cnti − yi:
Note that
F? = lim
n→∞F(an; bn; cn)6F(a0; b0; c0)6 S
?
E
and that point (a0; b0; c0) is the LS estimate if limn→∞ F(an; bn; cn) = S?E . Hence, we can further
assume that
lim
n→∞F(an; bn; cn)¡S
?
E : (4)
Without loss of generality, whenever we have an unbounded sequence, we may assume that it tends
to ∞ or −∞—otherwise by the Bolzano–Weierstrass theorem, we take a convergent subsequence.
Similarly, whenever we have a bounded sequence, we may assume it is convergent, otherwise we
take a convergent subsequence.
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We (rst show that sequence (an; bn; cn) is bounded by showing that functional F cannot attain its
in(mum F? in either of the following two ways:
I. |an| → ∞, i.e., an → +∞ or an → −∞,
II. (∃a˜∈R, an → a˜) and (b2n + c2n →∞).
In each of these cases we are (rst going to (nd limn→∞ F(an; bn; cn). Then we will show that there
exists a point in P at which functional F attains a value which is smaller than limn→∞ F(an; bn; cn),
thus proving that neither of these two cases is possible.
I. Suppose |an| → ∞. If an → −∞, since the Gompertz function is increasing, we have
ean−bne
−cnti 6 ean−bn ; i = 1; : : : ; m− 1; (5)
from where
lim
n→∞ e
an−bne−cnti 6 lim
n→∞ e
an−bn = 0; i = 1; : : : ; m (6)
and thus limn→∞ F(an; bn; cn) =
∑m
i=1 piy
2
i = : F1.
Now consider the case an → ∞. If an − bn → −∞, from (5) and (6) we again obtain
limn→∞ F(an; bn; cn) = F1. If an − bn → ∞, then limn→∞ %2m;n = limn→∞(ean−bn − ym)2 =∞,
which would imply F? =∞.
Hence, it remains to determine limit limn→∞ F(an; bn; cn) in the case when sequence (an−bn)
is convergent. Note that then bn →∞. Let l0 := limn→∞(an − bn).
I.1. Consider the case when cn runs to +∞. Because of (3) we have
an − bn e−cnti ¡ an − bn(1− cnti); i = 1; : : : ; m− 1;
from where
lim
n→∞(an − bn e
−cnti)6 lim
n→∞(an − bn(1− cnti)) = l0 + limn→∞ bncnti =−∞
for all i = 1; : : : ; m− 1, and thus
lim
n→∞F(an; bn; cn) = limn→∞
m∑
i=1
pi(ean−bne
−cnti − yi)2
=
m−1∑
i=1
piy2i + pm(e
l0 − ym)2= : F2:
I.2. Suppose cn → c˜∈R. If c˜ = 0 or if c˜=0 and limn→∞(bncn)=∞, then by the same argument
as in case I.1 we would obtain limn→∞F(an; bn; cn) = F2.
Hence, it remains to determine the limit limn→∞ F(an; bn; cn) when c˜ = 0 and limn→∞
(bncn)=:k0¿ 0. By the Lagrange mean value theorem, for every n∈N there exist real
numbers #i;n ∈ (0; 1), i = 1; : : : ; m, such that an − bn e−cnti = an − bn + bncntie−#i; ncnti , from
where
lim
n→∞(an − bne
−cnti) = l0 + k0ti; i = 1; : : : ; m:
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If k0 = 0, then
lim
n→∞F(an; bn; cn) =
m∑
i=1
pi(el0 − yi)2:
In case k0¿ 0 we have
lim
n→∞F(an; bn; cn) =
m∑
i=1
pi(el0+k0ti − yi)2:
In both cases (k0 = 0 and k0¿ 0) we have limn→∞ F(an; bn; cn)¿ S?E which contradicts to
assumption (4). This means that in this way functional F cannot attain its in(mum.
II. Consider the case an → a˜ and b2n + c2n →∞.
II.1. If bn →∞, then by using (5) and (6) we obtain limn→∞ F(an; bn; cn) = F1.
II.2. Suppose now that bn → b˜¿ 0 and cn →∞. Let us denote
IL :=
{
i∈{1; : : : ; m} : lim
n→∞ bne
−cnti =∞
}
;
I0 :=
{
i∈{1; : : : ; m} : lim
n→∞ bne
−cnti ¿ 0
}
;
IR :=
{
i∈{1; : : : ; m} : lim
n→∞ bne
−cnti = 0
}
:
Note that sets IL; I0 and IR are pairwise disjoint, that I0 is either an empty or a one-point set
(i.e. |I0|6 1) and max IL¡min IR. Furthermore, if I0 = {i0}, then max IL¡i0¡min IR.
In case I0 = {i0}, let us denote ˜ := limn→∞ bne−cnti0 ¿ 0. Now for the corresponding weighted
sum of squares we obtain
lim
n→∞F(an; bn; cn) = F{IL ;I0 ;IR};a˜;˜
where
F{IL ;I0 ;IR};a˜;˜ :=
∑
i∈IL
piy2i +
∑
i∈I0
pi(ea˜−˜ − yi)2 +
∑
i∈IR
pi(ea˜ − yi)2:
Note that F1; F2¿
∑m−1
i=1 piy
2
i =F{{1; :::;m−1};{m};∅}; ln ym;0. According to Lemma 5, there exists a point
in P at which functional F attains a value smaller than
min{F{{1; :::;m−1};{m};∅}; ln ym;0; F{IL ;I0 ;IR};a˜;˜}:
This means that the sequence (an; bn; cn) is bounded. Let (an; bn; cn)→ (a?; b?; c?). By the continuity
of functional F we have
inf
(a;b;c)∈P
F(a; b; c) = lim
n→∞F(an; bn; cn) = F(a
?; b?; c?):
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Fig. 3. Gompertz functions t → ea0−(a0−ln ym)e−c(t−tm) .
If b? = 0, or c? = 0, then F(a?; b?; c?) =
∑m
i=1 pi(e
a?−b? − yi)2 = F{∅;∅;{1; :::;m}}; a?−b?;0. This is
impossible because according to Lemma 5 there exists a point in P at which functional F attains a
smaller value. Thus, b?; c?¿ 0, i.e., (a?; b?; c?)∈P. This completes the proof of Theorem 4.
Lemma 5. Suppose we are given nonconstant data (pi; ti; yi), i = 1; : : : ; m, m¿ 3, such that
t1¡t2¡ · · ·¡tm and yi ¿ 0, i = 1; : : : ; m. Let {IL; I0; IR} be a collection of subsets of {1; : : : ; m}
with the following two properties:
(i) IL ∪ I0 ∪ IR = {1; : : : ; m} and |I0|6 1,
(ii) If I0 = ∅, max IL¡min IR; if I0 = {i0}, max IL¡i0¡min IR.
(Note: If IL = ∅, max IL := −∞; if IR = ∅, min IR :=∞.)
Then for all a∈R and ¿ 0 we have
inf
(a;b;c)∈P
F(a; b; c)¡F{IL ;I0 ;IR};a;
where
F{IL ;I0 ;IR};a; =
∑
i∈IL
piy2i +
∑
i∈I0
pi(ea− − yi)2 +
∑
i∈IR
pi(ea − yi)2:
Proof. Let us show that there exists a point in P at which functional F attains a value smaller than
F{IL ;I0 ;IR};a;. Only one of the following two cases can occur: (1) IR = ∅ or (2) IR = ∅.
Case 1: IR=∅. In this case we have I0=∅, IL={1; : : : ; m} and F{IL ;I0 ;∅};a;=
∑m
i=1 piy
2
i or I0={m},
IL = {1; : : : ; m− 1} and F{IL ;I0 ;∅};a;¿
∑m−1
i=1 piy
2
i .
Let a0 be any real number such that a0¿ ln ym and consider the following class of Gompertz
functions:
t → f(t; a0; (a0 − ln ym)ectm ; c) = ea0−(a0−ln ym)e−c(t−tm) ; c¿ 0
whose graph contains point (tm; ym) (see Fig. 3). Then
0¡f(ti; a0; (a0 − ln ym)ectm ; c)6yi; i = 1; : : : ; m
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Fig. 4. The ways of choosing (c).
for every su:ciently large c∈R, whereby the equality holds only if i = m. Therefore, for every
su:ciently large c∈R we obtain
F(a0; (a0 − ln ym)ectm ; c)¡
m−1∑
i=1
pi(ea0−(a0−ln ym)e
−c(ti−tm) − yi)2
¡
m−1∑
i=1
piy2i 6F{IL ;I0 ;∅};a;:
Case 2: IR = ∅. Denote tr := tmin IR . Let us (rst de(ne real numbers 0 and y0 in the following
way:
0 :=


ti0 if I0 = {i0};
1
2 (max IL + tr) if I0 = ∅ and IL = ∅;
any number¡t1 if I0 = ∅ and IL = ∅;
y0 :=
{
ea− if I0 = {i0};
any number ¡ ea if I0 = ∅
and consider the following class of Gompertz functions:
t → f(t; a+ (c); (a+ (c)− ln y0)ec0 ; c) = ea+(c)−(a+(c)−ln y0)e−c(t−0) ; c¿ 0 (7)
whose graph contains point (0; y0). In (7) (c) is chosen in the following way:
(A) If |IR|=1, put T0 := tm; if |IR|¿ 1 and yr ¡ ea, let T0 be any real number greater than tm. We
now de(ne (c) in such way that point (T0; ea) lies on curve (7) (see Fig. 4(a)). We obtain
(c) :=
a− ln y0
ec(T0−0)−1
:
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(B) If |IR|¿ 1 and yr¿ ea, let (c) be such that point (tr ; ea−(c)=2) lies on curve (7), i.e., that there
holds (see Fig. 4(b))
ea+(c)−(a+(c)−ln y0)e
−c(tr−0) = ea−(c)=2;
wherefrom we obtain (c) = 2(a− ln y0)=(3ec(tr−0)−2).
Note that
IL = {i∈{1; : : : ; m} : ti ¡ 0}; I0 = {i∈{1; : : : ; m} : ti = 0};
IR = {i∈{1; : : : ; m} : ti ¿ 0};
limc→∞ (c) = 0 and
lim
c→∞f(t; a+ (c); (a+ (c)− ln y0)e
c0 ; c) =


y0 if t = 0
ea if t ¿ 0;
0 if t ¡ 0:
(8)
Therefore, for the corresponding weighted sum of squares
(c) :=F(a+ (c); (a+ (c)− ln y0)ec0 ; c)
=
∑
i∈IL∪I0∪IR
pi[ea+(c)−(a+(c)−ln y0)e
−c(ti−0) − yi]2
there holds
lim
c→∞(c) =
∑
i∈IL
piy2i +
∑
i∈I0
pi(y0 − yi)2 +
∑
i∈IR
pi(ea − yi)2 = F{IL ;I0 ;IR};a;:
Furthermore, the derivative of function  reads
1
2
d
dc
(c) =
∑
i∈IL∪IR
pi[ea+(c)−(a+(c)−ln y0)e
−c(ti−0) − yi]ea+(c)−(a+(c)−ln y0)e−c(ti−0)
×[′(c) + ((a+ (c)− ln y0)(ti − 0)− ′(c))e−c(ti−0)];
where
′(c) =
d
dc
(c) =


− (a−ln y0)(T0−0)ec(T0−0)
(ec(T0−0)−1)2 in case (A);
−6 (a−ln y0)(tr−0)e−c(tr−0)
(3−2e−c(tr−0))2 in case (B):
(9)
Note that limc→∞ ′(c) = 0 and
lim
c→∞ 
′(c)ec(tr−0) =
{
0 in case (A);
− 23 (a− ln y0)(tr − 0) in case (B):
(10)
Case 2.1: |IR|= 1, i.e., IR = {m}. From (8) follows that
0¡f(ti; a+ (c); (a+ (c)− ln y0)ec0 ; c)6yi; i∈ IL ∪ I0 ∪ IR
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for every su:ciently large c¿ 0, whereby the equality holds only if i∈ I0 ∪ IR. Hence, for every
su:ciently large c¿ 0 we have F(a+ (c); (a+ (c)− ln y0)ec0 ; c)¡F{IL ;I0 ;IR};a;.
Case 2.2: |IR|¿ 1. Let us denote QyR :=
∑
i∈IR piyi=
∑
i∈IR pi.
If ea = QyR, choose a real number a0 such that
y0¡ ea0 and |ea0 − QyR|¡ |ea − QyR|
and consider the following class of Gompertz functions:
t → f(t; a0 + (c); (a0 + (c)− ln y0)ec0 ; c) = ea0+(c)−(a0+(c)−ln y0)e−c(t−0) ; c¿ 0:
As shown (see (8)),
lim
c→∞F(a0 + (c); (a0 + (c)− ln y0)e
c0 ; c) =
∑
i∈IL
piy2i +
∑
i∈I0
pi(y0 − yi)2 +
∑
i∈IR
pi(ea0 − yi)2:
Since |ea0 − QyR|¡ |ea − QyR| and the quadratic function x →
∑
i∈IR pi(x − yi)2 attains its minimum∑
i∈IR pi( QyR − yi)2 at point QyR, we obtain
F{IL ;I0 ;IR};a; =
∑
i∈IL
piy2i +
∑
i∈I0
pi(y0 − yi)2 +
∑
i∈IR
pi(ea − yi)2
¿
∑
i∈IL
piy2i +
∑
i∈I0
pi(y0 − yi)2 +
∑
i∈IR
pi(ea0 − yi)2
= lim
c→∞F(a0 + (c); (a0 + (c)− ln y0)e
c0 ; c);
from where we conclude that there exists a point c′¿ 0 such that
F(a0 + (c′); (a0 + (c′)− ln y0)ec′0 ; c′)¡F{IL ;I0 ;IR};a;:
Hence, in the remainder of the proof it remains to consider the case ea = QyR. We are going to
show that (d=dc)(c) is strictly positive whenever c is large enough. This will mean that there exists
a real number c0¿ 0 such that function  is strictly increasing on interval (c0;∞), and thus
F(a0 + (c′); (a0 + (c′)− ln y0)ec′0 ; c′) = (c′)¡ lim
c→∞(c) = F{IL ;I0 ;IR};#;
for every c′ ∈ (c0;∞).
For this purpose let us consider the expression
(d=dc)(c)
2[′(c) + ((a+ (c)− ln y0)(tr − 0)− ′(c))e−c(tr−0)]ea+(c)−(a+(c)−ln y0)e−c(tr−0)
=
∑
i∈IL
pi[ea+(c)−(a+(c)−ln y0)e
−c(ti−0) − yi]e(a+(c)−ln y0)(e−c(tr−0)−e−c(ti−0))−c(ti−tr)
× 
′(c)ec(ti−0) + ((a+ (c)− ln y0)(ti − 0)− ′(c))
′(c)ec(tr−0) + ((a+ (c)− ln y0)(tr − 0)− ′(c))
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+
∑
i∈IR
pi[ea+(c)−(a+(c)−ln y0)e
−c(ti−0) − yi]e(a+(c)−ln y0)(e−c(tr−0)−e−c(ti−0))
×
′(c)ec(tr−0) + ((a+ (c)− ln y0)(ti − 0)− ′(c))e−c(ti−tr)
′(c)ec(tr−0) + (a+ (c)− ln y0)(tr − 0)− ′(c) : (11)
If i∈ IL, then ti ¡ 0¡tr and thus
lim
c→∞ e
−c(ti−0) =∞; lim
c→∞ e
−c(tr−ti) = 0; lim
c→∞ c(ti − tr)e
c(ti−0) = 0:
Now from the expression
(a+ (c)− ln y0)(e−c(tr−0) − e−c(ti−0))− c(ti − tr)
=e−c(ti−0)[(a+ (c)− ln y0)(e−c(tr−ti) − 1)− c(ti − tr)ec(ti−0)];
we obtain
lim
c→∞ (a+ (c)− ln y0)(e
−c(tr−0) − e−c(ti−0))− c(ti − tr) =−∞; i∈ IL:
and therefore by using (9) and (10) we obtain
lim
c→∞
∑
i∈IL
pi[ea+(c)−(a+(c)−ln y0)e
−c(ti−0) − yi]e(a+(c)−ln y0)(e−c(tr−0)−e−c(ti−0))−c(ti−tr)
× 
′(c)ec(ti−0) + ((a+ (c)− ln y0)(ti − 0)− ′(c))
′(c)ec(tr−0) + ((a+ (c)− ln y0)(tr − 0)− ′(c)) = 0: (12)
In order to determine the limit of the second sum in (11) we are going to consider the following
three cases separately: (a) yr ¡ ea = QyR, (b) yr ¿ ea = QyR or (c) yr = ea = QyR.
Case 2.2(a): yr ¡ QyR. Note that 0¡tr ¡ ti for all i∈ IR. By using (9) and (10) we obtain
lim
c→∞
∑
i∈IR
pi[ea+(c)−(a+(c)−ln y0)e
−c(ti−0) − yi]e(a+(c)−ln y0)(e−c(tr−0)−e−c(ti−0))
×
′(c)ec(tr−0) + ((a+ (c)− ln y0)(ti − 0)− ′(c))e−c(ti−tr)
′(c)ec(tr−0) + (a+ (c)− ln y0)(tr − 0)− ′(c)
=pr(ea − yr)¿ 0: (13)
Furthermore, the denominator of (11) can be rewritten as
′(c) + ((a+ (c)− ln y0)(tr − 0)− ′(c))e−c(tr−0)
=e−c(tr−0)[(a+ (c)− ln y0)(tr − 0)− ′(c) + ′(c)ec(tr−0))] (14)
wherefrom by using (10) we conclude that the denominator has a positive sign whenever c is large
enough. Now from (12) and (13) we conclude that (d=dc)(c) is strictly positive whenever c is
large enough.
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Fig. 5. (a) Original data. (b) New data.
Case 2.2(b): yr ¿ QyR. Since 0¡tr ¡ ti for all i∈ IR, ea = QyR and
∑
i∈IR pi(e
a − yi)2 =
∑
i∈IR
pi( QyR − yi)2 = 0, by using (9) and (10) we obtain
lim
c→∞
∑
i∈IR
pi[ea+(c)−(a+(c)−ln y0)e
−c(ti−0) − yi]e(a+(c)−ln y0)(e−c(tr−0)−e−c(ti−0))
×
′(c)ec(tr−0) + ((a+ (c)− ln y0)(ti − 0)− ′(c))e−c(ti−tr)
′(c)ec(tr−0) + (a+ (c)− ln y0)(tr − 0)− ′(c)
=pr(ea − yr) + 2
∑
i∈IR\{r}
pi(ea − yi) = pr(yr − ea) + 2
∑
i∈IR
pi(ea − yi)
=pr(yr − ea)¿ 0: (15)
In this case denominator (14) also has a positive sign whenever c is large enough. From (12), (15),
and (11) we conclude that (d=dc)(c) is strictly positive whenever c is large enough.
Case 2.2(c): yr = QyR. Let us also show that (d=dc)(c) is strictly positive whenever c is large
enough. For this purpose let us choose a datum (pl; tl; yl), l∈ IR, such that
yl ¿ QyR :
Since |IR|¿ 1 and sequence (yi) is not constant, such a datum exists. Namely, otherwise we would
have yi6 QyR for all i∈ IR. So because of equality
∑
i∈IR pi( QyR − yi) = 0 there would be yi = QyR,
i∈ IR, which would mean that sequence (yi) is constant.
De(ne function $ : (0;∞)→ R by the formula
$(c) :=
∑
i∈IL∪I0∪(IR\{l})
pi(ea0+(c)−(a0+(c)−ln y0)e
−c(ti−0) − yi)2
+pl(ea0+(c)−(a0+(c)−ln y0)e
−c(t˜l−0) − yl)2;
where t˜l := (0 + tr)=2. In comparison with %, function $ can be considered as the weighted sum
of squares for the new data obtained from the data (pi; ti; yi), i = 1; : : : ; m, such that the datum
(pl; tl; yl) is replaced by (pl; t˜l; yl) (see Fig. 5).
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Note that (c)¡$(c) for all c∈ (0;∞) and limc→∞$(c) = limc→∞(c). Arguing similarly as
in case 2.2(b), one can show that (d$=dc)(c) is strictly positive whenever c is large enough, so
F(a0 + (c′); (a0 + (c′)− ln y0)ec′0 ; c′) =(c′)¡$(c′)6 lim
c→∞$(c)
= lim
c→∞(c) = F{IL ;I0 ;IR};a;
for every large enough c′. This completes the proof of Lemma 5.
4. Choice of initial approximation
Numerical methods for minimizing functional F de(ned by (2) require an initial approximation
(a0; b0; c0)∈P which is as good as possible.
Using the fact that the observed values yi must clearly be close in some sense to the corresponding
exact values, i.e.,
ea−be
−cti ≈ yi; i = 1; : : : ; m;
we can determine a possible good initial approximation (a0; b0; c0). We suggest to do this in the
following way: Choose three data points (ti1 ; yi1); (ti2 ; yi2); (ti3 ; yi3) such that ti1 ¡ti2 ¡ti3 , and for
(a0; b0; c0) take a solution of the system
a− be−cti1 = ln yi1 ;
a− be−cti2 = ln yi2 ;
a− be−cti3 = ln yi3 : (16)
Obviously, the choice of points (ti1 ; yi1); (ti2 ; yi2); (ti3 ; yi3) is dictated by the need to be able to solve
system (16).
In many practical problems we can choose equally spaced points (ti1 ; yi1); (ti2 ; yi2); (ti3 ; yi3). Since
in this case ti2 = (ti1 + ti3)=2, the solution of (16) is
a0 = ln yi1 −
(ln yi2 − ln yi1)2
ln yi3 − 2 ln yi2 + ln yi1
;
b0 =
−(ln yi2 − ln yi1)2
ln yi3 − 2 ln yi2 + ln yi1
(
ln yi2 − ln yi1
ln yi3 − ln yi2
)2ti1 =(ti3−ti1 )
c0 =
−2
ti3 − ti1
ln
(
ln yi3 − ln yi2
ln yi2 − ln yi1
)
: (17)
Example 6. We are going to (t Gompertz function (1) to the data (pi; ti; yi), i = 1; : : : ; m, where
m= 50; pi = 1; ti = 10 + i; i = 1; : : : ; m;
yi = f(ti) + i; i =N(0; 0:3);
f(t) = e2−e
0:05t
:
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Fig. 6. The graph of the function f(t; a?; b?; c?) and the data.
Taking ti1 = t1, ti2 = t25 and ti3 = t49, from (17) we obtain the initial approximation: (a0; b0; c0) =
(1:96464; 1:48767; 0:086785). By using the Gauss–Newton method with regulated step (see [5]) we
obtain the LS estimate (a?; b?; c?) = (1:96997; 1:03442; 0:0566737) and the corresponding sum of
squares F(a?; b?; c?) = 2:32584. In Fig. 6(a) we show the graph of the function f(t; a?; b?; c?)
and the data (pi; ti; yi), i = 1; : : : ; m.
In a great number of numerical experiments it was con(rmed that the iterative process is much
more e:cient if the initial approximation (a0; b0; c0) de(ned by (17) is such that ti3 − ti1 is as great
as possible.
Example 7. The stock of cars (expressed in thousands) in the Netherlands (in period 1965–1989)
is shown in the following table (see [6]):
ti (year—1965) 0 1 2 3 4 5 6 7 8 9 10 11 12
yi 1273 1502 1696 1952 2212 2465 2702 2903 3080 3214 3399 3629 3851
ti (year—1965) 13 14 15 16 17 18 19 20 21 22 23 24
yi 4056 4312 4515 4594 4630 4728 4818 4901 4950 5118 5251 5371
Fitting Gompertz function (1) to these data we obtain the LS estimate and the corresponding sum
of squares:
(a?; b?; c?) = (8:69571; 1:53597; 0:105687); F(a?; b?; c?) = 99886:7:
Thereby we calculate the initial approximation (a0; b0; c0)=(8:73171; 1:58258; 0:100182) from formula
(17) taking ti1 = 0; ti2 = 12, and ti3 = 24.
Fig. 6(b) shows the graph of Gompertz function f(t; a?; b?; c?) and the data points.
To estimate the unknown parameters of model (1), Franses [6] used the logarithmic transformation
lnf(t; a; b; c)= a− be−ct and obtained the following estimate of the unknown parameters: (aˆ; bˆ; cˆ)=
(8:69584; 1:5; 0:104). The corresponding sum of squares equals F(aˆ; bˆ; cˆ) = 113589.
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Fig. 7. The graph of the function f(t; a?; b?; c?) and the data.
Example 8. By observing once a week the weight of a certain kind of female chickens we obtained
the following data on their average weight (measured in kg) at the end of each of 13 weeks:
ti 1 2 3 4 5 6 7 8 9 10 11 12 13
yi 0.147 0.357 0.641 0.980 1.358 1.758 2.159 2.549 2.915 3.251 3.510 3.740 3.925
We calculated the initial approximation (a0; b0; c0) = (2:33681; 4:8121; 0:123244) from (17) for
ti1 = t1, ti2 = t7 and ti3 = t13. Fitting Gompertz function (1) to the given data we obtain the LS estimate
(a?; b?; c?) = (1:55467; 4:13773; 0:238587) and the corresponding sum of squares F(a?; b?; c?) =
0:00256553. Fig. 7 shows the graph of function f(t; a?; b?; c?) and the data.
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