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Abstract—This paper presents a dual method of closed-form
analysis and lightweight simulation that enables an evaluation of
the performance of mobile ad hoc networks that is more realistic,
efficient, and accurate than those found in existing publications.
Some features accommodated by the new analysis are shadowing,
exclusion and guard zones, and distance-dependent fading. Three
routing protocols are examined: least-delay, nearest-neighbor,
and maximum-progress routing. The tradeoffs among the path
reliabilities, average conditional delays, average conditional num-
ber of hops, and area spectral efficiencies are examined.
I. INTRODUCTION
There has been extensive recent research directed toward
providing insights into the tradeoffs among the reliabilities,
delays, and throughputs of mobile ad hoc networks with
multihop routing (e.g., [1] - [5]). However, the mathematical
models and necessary assumptions have not been adequate
for obtaining reliable results. Much of this research uses
network models based on stochastic geometry with the spatial
distribution of the mobiles following a Poisson point process,
and simplifying but unrealistic restrictions and assumptions.
One of the principal problems associated with the models
based on stochastic geometry [6], [7] is that they assume an
infinitely large network with an infinite number of mobiles
so that routing in the interior of the network cannot be
distinguished from routing that includes a source or destination
mobile near the perimeter of the network. The Poisson point
process does not account for the dependencies in the placement
of mobiles, such as the existence of exclusion zones [8] that
ensure a minimum spatial separation between mobiles. Among
the unrealistic restrictions are the absence of shadowing, the
neglect of thermal noise, and the identical fading statistics for
each link. Among the unrealistic assumptions are the inde-
pendence of the success probabilities of paths from the source
to the destination even when paths share the same links, and
the constraining of the number of end-to-end retransmissions
rather than link retransmissions.
This analysis in this paper combines closed-form calcula-
tions of outage probabilities, derived in [8], with simple and
rapid simulations that accomodate additional network features.
This approach allows routing to be statistically characterized
without requiring assumptions about the statistical indepen-
dence of possible paths. During each trial of the simulation,
the topology is fixed and mobiles are placed according to any
distribution; we focus on uniform clustering with exclusion
and guard zones. Paths for message delivery are selected
by using the closed-form expression for the per-link outage
probability to determine which paths are possible, and the
delay associated with each available link is determined. The
number of transmission attempts per link is constrained, and
several routing protocols are considered. Using these paths
and averaging over many topologies, three routing protocols
are examined: least-delay, nearest-neighbor, and maximum-
progress routing. The dependence of the path reliability, area
spectral efficiency, average message delay, and average number
of hops on network parameters such as the maximum number
of transmission attempts per link, source-destination distance,
and density of mobiles are evaluated.
Among the features of our analysis that distinguish it from
those by other authors are the following.
1. Distinct links do not necessarily experience identically
distributed fading.
2. Source-destination pairs are not assumed to be stochas-
tically equivalent. For example if a source or destination
is located near the perimeter of the network, the routing
characteristics are different from those computed for source-
destination pairs near the center of the network.
3. There is no assumption of independent path selection,
path success probabilities, or link (hop) success probabilities.
Many routes share links, which cause all these routes to fail
if one of the shared links fails. Link success probabilities are
correlated to the degree that lengths of the links are similar.
4. The shadowing over the link from one mobile to another
can be modeled individually, as required by the local terrain.
For computational simplicity in the examples, the shadowing
is assumed to have a lognormal distribution.
5. The analysis accounts for the thermal noise, which is an
important consideration when the mobile density, and hence
the interference, is moderate or low.
6. The routing protocols do not depend on predetermined
routes. Instead, they use the more realistic dynamic route
selection that entails hop-by-hop route selection and allows for
the possibility of successful communication over alternative
routes.
II. NETWORK MODEL
The network comprises M+2 mobiles in a circular area with
radius rnet, although any arbitrary two- or three-dimensional
regions could be considered. The variable Xi represents both
the ith mobile and its location, and ||Xi−Xj|| is the distance
from the ith mobile to the jth mobile. Mobile X0 serves as
the reference transmitter or message source, and mobile XM+1
serves as the reference receiver or message destination. The
other M mobiles X1, ..., XM are potentially relays or sources
of interference. Each mobile uses a single omnidirectional
antenna. The radii of the exclusion zones surrounding the
mobiles are equal to rex.
The source and destination mobiles are placed within the
circular area, and the remaining mobiles X1, ..., XM are
uniformly distributed throughout the network area outside the
exclusion zones, according to a uniform clustering model. One
by one, the location of each remaining Xi is drawn according
to a uniform distribution within the radius-rnet circle. However,
if an Xi falls within the exclusion zone of a previously placed
mobile, then it has a new random location assigned to it as
many times as necessary until it falls outside all exclusion
zones. Setting the exclusion zone to rex = 0 is equivalent to
drawing the mobiles from a binomial point process.
In a DS-CDMA network of asynchronous quadriphase
direct-sequence systems, a multiple-access interference signal
with power I before despreading is reduced after despreading
to the power level Ih(τo)/G, where G is the processing gain or
spreading factor, and h(τo) is a function of the chip waveform
and the timing offset τo of the interference spreading sequence
relative to that of the desired or reference signal. If τo is
assumed to have a uniform distribution over [0, Tc], then the
expected value of h(τo) is the chip factor h. For rectangular
chip waveforms, h = 2/3 [9], [10]. It is assumed henceforth
that G/h(τo) is a constant equal to G/h at each sector receiver
in the network.
After the despreading, the power of Xi’s signal at the mobile
Xj is
ρi,j = P˜igi,j10
ξi,j/10f (||Xi −Xj ||) (1)
where P˜i is the received power at a reference distance d0
(assumed to be sufficiently far that the signals are in the far
field) after despreading when fading and shadowing are absent,
gi,j is the power gain due to fading, ξi,j is a shadowing factor,
and f(·) is a path-loss function. The path-loss function is
expressed as the power law
f (d) =
(
d
d0
)−α
, d ≥ d0 (2)
where α ≥ 2 is the path-loss exponent. It is assumed that
rex ≥ d0.
The {gi,j} are independent with unit-mean, but are not
necessarily identically distributed; i.e., the channels from the
different {Xi} to Xj may undergo fading with different
distributions. For analytical tractability and close agreement
with measured fading statistics, Nakagami fading is assumed,
and gi,j = a2i,j , where ai,j is Nakagami with parameter mi,j .
When the channel between Xi and Xj undergoes Rayleigh
fading, mi,j = 1 and the corresponding gi,j is exponentially
distributed. In the presence of shadowing with a lognormal
distribution, the {ξi,j} are independent zero-mean Gaussian
with variance σ2s . For ease of exposition, it is assumed that
the shadowing variance is the same for the entire network,
but the results may be easily generalized to allow for different
shadowing variances over parts of the network. In the absence
of shadowing, ξi,j = 0. It is assumed that the {gi,j} remain
fixed for the duration of a time interval but vary independently
from interval to interval (block fading). We define µi to be the
service probability that mobile i can serve as a relay along a
path from a source to a destination. With probability pi, the
ith mobile transmits in the same time interval as the desired
signal. The {pi} can be used to model voice-activity factors,
controlled silence, or failed link transmissions and the resulting
retransmission attempts. When the jth mobile is in service as
a potential relay, we set pj = 0.
The instantaneous signal-to-interference-and-noise ratio
(SINR) at the mobile Xj of the signal transmitted by relay
Xk is given by
γj =
ρk,j
N +
M∑
i=1,i6=k
Iiρi,j
(3)
where N is the noise power, and the indicator Ii is a Bernoulli
random variable with probability P [Ii = 1] = pi and P [Ii =
0] = 1− pi.
Since the despreading does not significantly affect the
desired-signal power, the substitution of (1) and (2) into (3)
yields
γj =
gk,jΩk,j
Γ−1 +
M∑
i=1,i6=k
Iigi,jΩi,j
(4)
where
Ωi,j =


10ξk,j/10||Xk −Xj ||−α i = k
hPi
GPk
10ξi,j/10||Xi −Xj ||−α i 6= k
(5)
is the normalized power of Xi at Xj , Pi is the received power
from Xi at the reference distance d0 before despreading when
fading and shadowing are absent, and Γ = dα0Pk/N is the
SNR when relay Xk is at unit distance from mobile Xj and
fading and shadowing are absent.
The outage probability quantifies the likelihood that the
noise and interference will be too severe for useful communi-
cations. Outage probability is defined with respect to an SINR
threshold β, which represents the minimum SINR required for
reliable reception. In general, the value of β depends on the
choice of coding and modulation. An outage occurs when the
SINR falls below β.
In [8], closed-form expressions were found for the outage
probability conditioned on the particular network geometry
and shadowing factors. Let Ωj = {Ω0,j, ...,ΩM,j} represent
the set of normalized powers at Xj . Conditioning on Ωj , the
outage probability of the link from relay Xk to receiver Xj is
ǫk,j = P
[
γj ≤ β
∣∣Ωj] . (6)
The conditioning enables the calculation of the outage prob-
ability for any specific network geometry, which cannot be
done by models based on stochastic geometry.
Restricting the Nakagami parameter mk,j of the channel
between the relay Xk to receiver Xj to be integer-valued, the
outage probability conditioned on Ωj is found in [8] to be
ǫk,j = 1− e−βk,jz
mk,j−1∑
s=0
(βk,jz)
s
s∑
t=0
z−tHt,j
(s− t)! (7)
where βk,j = βmk,j/Ωk,j , z = Γ−1,
Ht,j =
∑
ℓi≥0
∑
M
i=1
ℓi=t
M∏
i=1,i6=k
Gℓi(i, j) (8)
the summation in (8) is over all sets of indices that sum to t,
Gℓ(i, j) =


1− pi(1−Ψmi,ji,j ) for ℓ = 0
piΓ(ℓ+mi,j)
ℓ!Γ(mi,j)
(
Ωi,j
mi,j
)ℓ
Ψ
mi,j+ℓ
i,j for ℓ > 0
(9)
and
Ψi,j =
(
βk,j
Ωi,j
mi,j
+ 1
)−1
, for i = {1, ...,M}. (10)
III. ROUTING MODELS
There is no fixed optimal path from source X0 to destination
XM+1 in a network because every path has a nonzero prob-
ability of failure or outage. Link connectivity and end-to-end
connectivity are random variables affected by the vicissitudes
of fading. The optimal path, however defined, can change
within milliseconds. There is one single-hop possible path
from X0 to XM+1. There are M possible paths with 2 hops,
M (M − 1) possible paths with no return to X0 and 3 hops,
and O
(
MH−1
)
possible paths with no return to X0 and H
hops.
Three reactive or on-demand routing protocols are con-
sidered: least-delay, nearest-neighbor, and maximum-progress
routing. All of these protocols only seek routes when needed.
The medium-access-control protocol is Aloha or CSMA with
collision avoidance. To simplify the analysis when CSMA is
used, the CSMA guard zones are assumed to coincide with
the exclusion zones.
In the implementation of least-delay routing, a source X0
that seeks to communicate with a destination XM+1 floods
the network with request packets to create it. The trans-
mission of request packets through multiple routes increases
the probability that some request packet successfully reaches
the destination the failures of some paths. The path through
intermediate relays followed by the packet that first reaches
the destination determines the least-delay path, which conveys
subsequent message packets, and subsequent receptions of
other request packets by the destination are ignored. The least-
delay path from X0 to XM+1 causes the least interference
throughout the network due to multiple transmissions of the
same packet in a multihop path from X0 to XM+1.
In both nearest-neighbor and maximum-progress routing,
the next relay in a path to the destination is dynamically
selected at each hop of each packet and depends on the local
configuration of available relays. A candidate link is one that
connects available relays and is not experiencing an outage
due to fading or unfavorable propagation conditions. Nearest-
neighbor routing builds the nearest-neighbor path by choosing
the closest relay that lies at the end of a candidate link as the
next one in the path from X0 to XM+1. Maximum-progress
routing constructs the maximum-progress path by choosing the
next relay on the path as the one that lies at the end of a
candidate link and minimizes the remaining distance to the
destination. In a practical implementation of either nearest-
neighbor or maximum-progress routing, a geographic routing
protocol would be used. Geographic routing [11] selects a
path to a destination based on the geographic positions of
the potential relays and makes path decisions at each hop.
Each mobile must know its own location and the locations
of other mobiles at the ends of candidate links. Both the
nearest-neighbor and maximum-progress paths are among the
successful paths from X0 to XM+1 traversed by request
packets during the flooding stage of least-delay routing.
Let δ(a, b) denote the distance between mobile a and mobile
b. All routing methods use a distance criterion to exclude a
link from mobile a to mobile b as a link in one of the possible
paths from X0 to XM+1 if δ(b,XM+1) > δ(a,XM+1).
These exclusions, which will eliminate the majority of links,
ensure that each possible path has links that always reduce the
remaining distance to the destination. A mobile may not be
able to serve as a relay in a path from X0 to XM+1 because it
is already receiving a transmission, is already serving as a relay
in another path, is transmitting, or is otherwise unavailable.
All links connected to mobiles that cannot serve as relays are
excluded as links in possible paths from X0 to XM+1. Links
that have not been excluded are called included links.
We draw a random realization of the network (topology)
using the uniform clustering distribution of mobiles. Each net-
work topology t is used in Kt simulation trials. The modeling
of routing entails the identification of candidate links. Among
the links between possible relays, the distance criterion is
used to exclude various links, and we apply our analysis to
determine the outage probability ǫi for each included link i. A
Monte Carlo simulation uses the outage probabilities as failure
probabilities to determine which of these links provides a
successful transmission after B or fewer transmission attempts.
Each included link that passes the latter test is called a
candidate link and is assigned a delay determined by the
number of transmission attempts Ni required for successful
transmission, where Ni ≤ B. The candidate paths from X0
to XM+1 are paths that can be formed by using candidate
links.
The delay of candidate link i is Ti = NiT + (Ni − 1)Te,
where T is the delay of a transmission over a link, and Te is the
excess delay caused by a retransmission. The delay Ts,t of a
path from X0 to XM+1 for network topology t and simulation
trial s is the sum of the link delays in the path:
Ts,t =
∑
i∈Ls,t
[NiT + (Ni − 1)Te] (11)
where Ls,t is the set of candidate links constituting the path,
and the {Ts,t} for topology t are sorted in ascending order
of delay; i.e., Ts+1,t ≥ Ts,t. If there is a routing failure, then
1/Ts,t = 0.
A. Least-delay routing
For least-delay routing, the candidate path with the smallest
delay from X0 to XM+1 is selected as the least-delay path
from X0 to XM+1. This path is determined by using the
Djikstra algorithm [12] with the candidate links and the cost
of each link equal to the delay of the link. If there is no set
of candidate links that allow a path from X0 to XM+1, then
a routing failure occurs. If there are Ft routing failures for
topology t and Kt simulation trials, then the probability of
end-to-end success or path reliability within topology t is
Rt = 1− Ft
Kt
. (12)
Among the Kt − Ft trials with no routing failure, the
conditional average delay from X0 to XM+1 is
Dt =
1
Kt − Ft
Kt−Ft∑
s=1
Ts,t. (13)
If the least-delay path for trial s has hst links or hops,
then among the Kt − Ft trials with no routing failure, the
conditional average number of hops from X0 to XM+1 is
Ht =
1
Kt − Ft
Kt−Ft∑
s=1
hst. (14)
Let λ = (M+1)/πr2net denote the density of transmitters in
the network. We define the normalized area spectral efficiency
for the Kt trials of topology t as
At = λ
Kt
Kt∑
s=1
1
Ts,t
(15)
where the normalization is with respect to the bit rate or bits
per channel use. The normalized area spectral efficiency is a
measure of the end-to-end throughput in the network.
After computing Rt, Dt, Ht, and At for Υ network
topologies, we can average over the topologies to compute
the spatial averages:
R =
1
Υ
Υ∑
t=1
Rt, D =
1
Υ
Υ∑
t=1
Dt
H =
1
Υ
Υ∑
t=1
Ht, A = 1
Υ
Υ∑
t=1
At. (16)
B. Nearest-neighbor routing
The candidate links are used to determine the nearest-
neighbor path from X0 to XM+1. Starting with the source X0,
the candidate link that spans the shortest Euclidean distance
is selected as the first link in the nearest-neighbor path. The
shortest link among the candidate links that are connected to
the relay at the end of the previously selected link is added
successively until the destination XM+1 is reached and, hence,
the nearest-neighbor path has been determined. If no nearest-
neighbor path from X0 to XM+1 can be found, a routing
failure is recorded. Equations (12)−(16) are used to determine
the routing characteristics.
C. Maximum-progress routing
The candidate links are used to determine the maximum-
progress path from X0 to XM+1. Starting with the source
X0, the candidate link with a terminating relay that minimizes
the remaining distance to destination XM+1 is selected as the
first link in the maximum-progress path. The link among the
candidate links that minimizes the remaining distance and is
connected to the relay at the end of the previously selected link
is added successively until the destination XM+1 is reached
and, hence, the maximum-progress path has been determined.
If no maximum-progress path from X0 to XM+1 can be found,
a routing failure is recorded. Equations (12) − (16) are used
to determine the routing characteristics.
D. Simulation
In the dual approach of analysis and simulation, the sim-
ulation is simple and rapid because of the closed-form equa-
tion for the outage probability. The simulation allows the
compilation of statistical characteristics of routing without
assumptions about the statistical independence of possible
paths. The simulation can be divided into three levels, each of
which corresponds to a nested for loop. The outermost loop
(Level 1) is run Υ times, once per topology. The next loop
(Level 2) is run √Kt times per topology, and the innermost
loop (Level 3) is run √Kt times for every iteration of level
2, so that the total number of trials per topology is Kt.
Level 1: Topology. The source mobile is placed at the origin,
and the destination mobile is placed a distance δ(X0, XM+1)
from it. The other M mobiles are randomly placed according
to the uniform clustering process.
Level 2: Service Model. Each of the M mobiles is marked
as available as a relay with probability µi.
Level 3: Link-Level Simulation. The outage probability at
each potential relay or destination is computed, where each
mobile that is not a potential relay is a source of interference
with probability pi. By simulating outages, the candidate links
are determined, and the required number of transmissions is
determined for each of these links.
During each simulation trial, the least-delay, nearest-
neighbor, and maximum-progress routes are identified.
IV. NUMERICAL RESULTS
Least-delay routing includes both the nearest-neighbor and
maximum-progress paths among the candidate paths that could
be selected by the Djikstra algorithm. Thus, the least-delay
path not only has less or equal delay than the nearest-neighbor
and maximum-progress paths but also more or equal path
reliability and area spectral efficiency.
In the subsequent examples of least-delay routing (LDR),
nearest-neighbor routing (NNR), and maximum-progress rout-
ing (MPR), distances and times are normalized by setting
rnet = 1 and T = 1. Other fixed parameter values are
rex = 0.05, Te = 1, Γ = 0 dB, M = 200, Kt = 104,
and Υ = 1000. Each power Pi is equal. A distance-dependent
fading model is assumed, where a signal originating at mobile
Xi arrives at mobile Xj with a Nakagami fading parameter
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Fig. 1. Path reliability as a function of the distance between source and
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Fig. 2. Conditional average delay as a function of the distance between
source and destination.
mi,j that depends on the distance between the mobiles. We
set
mi,j =


3 if ||Xj −Xi|| ≤ rf/2
2 if rf/2 < ||Xj −Xi|| ≤ rf
1 if ||Xj −Xi|| > rf
(17)
where rf is the line-of-sight radius. The distance-dependent-
fading model characterizes the typical situation in which
nearby mobiles are in each other’s line-of-sight, while mobiles
farther away from each other are not.
In Figures 1, 2, and 3, β = 3 dB, B = 4, G/h = 48,
µi = 0.3, rf = 0.2, and pi = 0.4. Figure 1 shows the
variation of path reliability R for each routing algorithm as the
distance δ(X0, XM+1) between the source X0 and destination
XM+1 increases. Plots are shown for both no shadowing
and lognormal shadowing with σs = 8 dB, and α = 3.5.
For smaller values of δ(X0, XM+1), the shadowing causes
a decrease in path reliability, but the opposite is true for
larger values. The increase in path reliability for larger values
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between source and destination.
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Fig. 4. Normalized area spectral efficiency as a function of the number of
allowed transmissions.
of δ(X0, XM+1), particularly with shadowing, is due to the
decreased interference at the destination when it lies on the
outskirts of the network. NNR exhibits greater path reliability
than MPR if δ(X0, XM+1) > 0.45.
Figure 2 shows the conditional average delay D for each
routing algorithm and α = 3.5 as a function of δ(X0, XM+1).
For LDR and MPR and larger values of δ(X0, XM+1),
D ceases to increase, and the shadowing causes an de-
crease in D. For NNR, D increases monotonically with
δ(X0, XM+1), and the shadowing has a relatively small effect.
For δ(X0, XM+1) = 1 and shadowing, it is found that
H ≈ 2.0, 2.4, and 7.3 for LDR, MPR, and NNR, respectively.
Figure 3 shows the normalized area spectral efficiency A for
each routing algorithm as a function of δ(X0, XM+1) with α
as a parameter. Shadowing with σs = 8 dB is assumed. As α
increases, both the desired signal and the interference signals
are attenuated. However, particularly for large δ(X0, XM+1),
the net effect is that the more severe propagation conditions
reduce A, which is largest for LDR and least for NNR.
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Fig. 6. Path reliability as a function of contention density.
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Fig. 5. Normalized area spectral efficiency as a function of the spreading
factor.
When the number of allowed transmission attempts B
increases, the path reliability and conditional average delay
increase for all three routing algorithms. Figure 4 shows
the normalized area spectral efficiency A for each routing
algorithm as a function of B with the line-of-sight radius rf
as a parameter. The parameter values are β = 3 dB, α = 3.5,
δ(X0, XM+1) = 0.5, G/h = 48, µi = 0.3, and pi = 0.4.
Little or no increase in A occurs beyond B = 2. The reason
is that more allowed transmissions not only provide greater
path reliability but also lead to successful paths with longer
delays. An increase in rf is slightly detrimental.
The effects of the spreading factor G and the SINR thresh-
old β are illustrated in Figure 5. All other parameter values
are the same as those in Figure 4 except that rf = 0.2, and
B = 4. The normalized area spectral efficiency A increases
monotonically with G. An increase in β affects LDR and MPR
more than NNR.
Figure 6 shows the path reliability for each routing protocol
as a function of the contention density λpi with relay density
λµi as a parameter. This figure indicates the degree to which
an increase in the contention density is mitigated by an
increase in relay density.
V. CONCLUSIONS
This paper presents a new analysis of multihop routing in ad
hoc networks. Many unrealistic and improbable assumptions
and restrictions of existing analyses are discarded. The new
analysis is combined with a simulation to compare three rout-
ing protocols: least-delay, nearest-neighbor, and maximum-
progress routing. The tradeoffs among the path reliabilities,
average delays, and area spectral efficiencies of these three
routing protocols and the effects of various parameters have
been shown. Least-delay routing has superior characteristics,
but its overhead cost is large because it requires flooding.
Maximum-progress and nearest-neighbor routing both have
much lower overhead costs, but provide more conditional
average delay, less area spectral efficiency, and less path
reliability than least-delay routing. Maximum-progress routing
provides less conditional average delay and more area spectral
efficiency than nearest-neighbor routing, but provides less path
reliability when the paths are long.
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