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Abstract
Travel mode choice prediction of individuals is important in planning new transportation projects. In this paper, we present
four machine learning methods namely artiﬁcial neural net-MLP, artiﬁcial neural net-RBF, multinomial logistic regression, and
support vector machines, for predicting travel mode of individuals in city of Luxembourg. The presented methods use individuals’
characteristics, transport mode speciﬁcations and data related to places of work and residence. The dataset analyzed comes from a
national survey. It contains information on the daily mobility (e.g., from home to work) of individuals who either live or work in
Luxembourg. We extracted individual characteristics to relate daily movements (journeys between home and work, in particular) to
the characteristics of working individuals. We used the information about public transportation and some geographical location of
the residential and work places. We compare the rates of successful prediction obtained by neural networks and several alternative
approaches for predicting the travel mode choice using cross-validation. The results show that the artiﬁcial neural networks perform
better compared to other alternatives. Our analysis can be used to support management decision-making and build predictions under
uncertainty related to changes in people’s behavior, economic context or environment and transportation infrastructure.
c© 2015 The Authors. Published by Elsevier B. V.
Selection and peer-review under responsibility of Delft University of Technology.
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1. Introduction
The globalization of the economy and the development of transport and telecommunication technologies has led
to an increasing concentration of knowledge-intensive employment and global ﬁrms in metropolitan regions, such as
Luxembourg City. Between 1985 and 2007, the labor force employed in Luxembourg has more than doubled, from
141700 (among 125600 residents in Luxembourg and 16100 cross-borders workers who commute daily across the
borders) to 316500 workers (180250+136250, source: STATEC, Luxembourg). A consequence of this is a dramatic
increase in road traﬃc and congestion in peak hours. In Omrani et al. (2010), we explored the spatial and temporal
patterns of commuting to work in Luxembourg. The present study follows up on this by studying also the mode of
transport, which is relevant to the sustainable development of the Luxembourg transport infrastructure, and to further
understanding of travel behavior of individuals and households.
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We consider the following travel modes: private car, public transport (bus or train) or soft mode (walking or
cycling). By modal split we mean the composition (percentages) of commuters who use each of these travel modes.
We study the everyday modal split of the workers who reside in Luxembourg by several modeling techniques, and
estimate it within categories of social, economic, demographic characteristics, location (places of work and residence)
and related variables, such as cost and availability and abundance of public transport. Prediction of the travel mode
is a pattern recognition problem (supervised learning), in which several variables (e.g., human characteristics and
geographical patterns) explain the choices among the travel modes. We assess models and estimation procedures by
the quality of their prediction. Recently, new artiﬁcial intelligence models have been applied to predict individual
travel mode. They have been introduced as alternatives to complex behavior modeling and pattern recognition.
The standard way of assessing the quality of prediction is by splitting the sample S into a learning and a testing
dataset, denoted by L and T (S = L ∪ T, L ∩ T = ∅). The model is ﬁtted to L and its performance is evaluated by
comparing the ﬁt to the observed values on T . In cross-validation, the sample is split into K subsamples (folds), and
a random subset of these subsamples forms L and the remainder forms T . Several splits of S to L and T are drawn at
random, and prediction is evaluated on T . We denote this method by L.T(K,R), where K is the number of folds and
R the number of replications. The standard approach is L.T (2, 1); L.T (1, 1) corresponds to learning and assessment
on the entire dataset, without splitting it. Zhang and Xie (2008) demonstrated by this approach that support vector
machine (SVM) outperforms multinomial logit (MNL) in terms of prediction and generalization. He claims that the
multilayer feed-forward neural network model, an adaptation of artiﬁcial neural network (ANN), is superior to MNL
and SVM for ﬁtting (L) but inferior for testing (T ). Of course, the concern arises that this conclusion is speciﬁc to
the dataset or its context. We assess this approach further by applying it to predicting travel mode. The ANN model
is known for its high quality of prediction (Yamamoto et al., 2002; Li et al., 2008; Xianyu et al., 2008; Wang and
Elhag, 2007; Yang et al., 1993); we highlight its strengths for travel mode over the established models. We assess
the performance of the method by cross-validation. Unlike several case studies, in which L = T = S or L ∩ T = ∅
with R = 1; we use R = 100 replications. We use many replications because the results of one are associated with
uncertainty due to sampling (selection of L from S ). The results show that ANN predicts individual travel mode better
on average than the alternatives.
The paper is organized in ﬁve sections. In the next section, we review the recent methodological developments in
modeling travel mode, with an emphasis on the relevance and the motivation of ANN. Section 3 describes how travel
mode is predicted by ANN using several explanatory variables. Section 4 presents the application, its results, and
compares them with several alternatives. The concluding Section 5 discusses a planned implementation of ANN in a
user-friendly package with R programming language (Team et al., 2010).
2. Related work
The prediction of the transport mode used by individuals has attracted much attention in recent years. There are
many ways of undertaking this, but methods based on artiﬁcial neural networks (ANN) are relatively new. Several
data mining methods (e.g. SVM) have been relatively successfully applied to solve this kind of problem. But it is
not clear from the literature which model is the most appropriate for prediction. In Xie et al. (2003), it has been
shown that the ANN is more robust for travel mode prediction than decision tree (DT) and multinomial logit (MNL)
models. Moreover, it was demonstrated in (Zhang and Xie, 2008) that SVM and ANN models outperform MNL
model. The contribution of this paper is to apply the ANN model to predicting travel mode. We conﬁrm the superior
performance of ANN by extensive simulations (cross-validation). Our assessment is based on the average probability
of correct assessment (APCA). These eﬃciency criteria are described in more detail in section 4. To justify the model
performance, a lot of papers dealing with the prediction tasks, provide a quantitative comparison to several other
methods (using cross-validation technique). In fact, some recent papers present an empirical study for travel mode
analysis and they shown that either ANN or SVM model lead to better results than logit or nested logit model (Hensher
and Ton, 2000).
This practice of comparison is not very forceful and even not extensively studied to provide a strong justiﬁcation
of model performance. Therefore, there is a need to additional methodological justiﬁcation (i.e. empirical and not
theoretical evidence) to prove the performance in the prediction. A deep study is needed to understand the raisons that
one method overcomes another one. Thus the main question is why a given model provides better prediction quality
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than other? Will a given model still be better if applied to other datasets? There is a weak justiﬁcation given to answer
this research question. We judge that this research question is not well studied and needs additional methodological
justiﬁcation and further research. The travel mode choice modelling is a non linear regression problem which can be
tackled using several approaches and methods. Hereafter we describe a set of methods used for predicting individuals
travel mode choice.
3. Methods description
In this paper, we investigate four methods namely neural net-RBF, neural net-MLP, MNL and support vector
machines for travel mode choice predication. These methods are describes as follows:
3.1. Multinomial logistic regression: MNL
The multinomial logit is used to predict the probability of an outcome with more than two categories. It allows
to model the link between a set of independent (explanatory) variables and a categorical dependent variable. The
outcome probabilities is deﬁned as follows:
P(Y = 1|Xj) = 1
1 +
k∑
j=2
exp(β j × Xj)
(1)
P(Y = k |X j ) = exp(β j × Xj)
1 +
k∑
j=2
exp(β j × Xj)
(2)
The parameters β j are estimated by maximizing the likelihood function. Y has k states and X is a vector of independent
variables which we assume to inﬂuence the outcome Y .
3.2. Artiﬁcial neural network-multi layer perceptron: Neural net-MLP
We used a conventional MLP with one hidden layer trained using back propagation method by minimizing the
mean square error (MSE) function. The hidden layer is a set of simple non-linear hidden neurons. According to
Heaton (2005), neural networks without a hidden layer will not model any non-linear function, but with a hidden
layer they can approximate/estimate the relationship between the inﬂuencing factors and the outcome. This approach
is known to provide good estimates of the output given the observed values of input variables. Let y be the output with
a value in the set (1, 2, . . . ,K). Its distribution is expressed as a function of the input x = (x1, x2, . . . , xq) (see Fig. 1-a)
as follows (3):
P(yk |x) = Ψ
⎧⎪⎪⎪⎨⎪⎪⎪⎩
p∑
j=1
v jkΦ
⎛⎜⎜⎜⎜⎜⎝
q∑
i=1
ωi j xi + ω0 j
⎞⎟⎟⎟⎟⎟⎠ + v0k
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (3)
where the ωi j and v jk are weights assigned to the connections between the input layer and the hidden layer, and
between the hidden layer and the output layer, respectively, ω0 j and v0k are biases (or threshold values in the activation
of a unit). Φ is an activation function, applied to the weighted sum of the output of the preceding layer (in this case,
the input layer). Ψ is also an activation function applied, to each output unit, to the weighted sum of the activations of
the hidden layer. This expression can be generalized to networks with several hidden layers. The output of the ANN
is contained in (0, 1), but will not be exactly equal to 0 or 1. A suitable choice for Ψ is a function that maps the real
axis (−∞,+∞) to the interval [0, 1] (for instance by using the sigmoid or the hyperbolic tangent sigmoidal function).
The output of ANN is given in equation 3, a composition, that is a set of probabilities that added up to unity. Figure 1
shows the ANN architecture with an input layer, one hidden layer (with h units) and one output layer.
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Fig. 1. Architecture of ANN topology with (q=6) input variables, 4 hidden units and 2 outputs (a), Classiﬁcation problem using SVM with linear
separable case: graphic showing 3 Hyperplanes in 2D. H3 doesn’t separate the 2 classes. H1 does, with a small margin and H2 with the maximum
margin (b).
3.3. Artiﬁcial neural network - radial basis function: Neural net-RBF
An ANN-RBF is a neural network model that has the structure of ANN-MLP (Lowe and Broomhead, 1988). ANN-
MLP formulates the problem as a stochastic approximation and ANN-RBF as an interpolation. An ANN-RBF model
assumes that the predicted value of an input x is likely to be equal to the output of other patterns (training patterns)
that have close values to x. An ANN-RBF model is generally composed of one input, one or more hidden and one
output layers. The hidden layers contain a set of neurons, each neuron applies a non-linear function (called radial
basis function: RBF). Neurons of the output layer apply a linear function. The output is drived from input by the
following equation:
y =
h∑
i=1
ωi × φ(||x − ci||), (4)
where h is the number of hidden neurons, ωi and ci are respectively the optimized weights and the centre of hidden
neurons number i and φ(x) is the radial basis function (deﬁned later by equation 5). The two sets of values ω and c
are optimized by the training procedure.
3.4. Support vector machine: SVM
SVM, also called maximum margin classiﬁer, is a supervised machine learning algorithm. It was introduced with
all its features by Vapnik and his co-workers Cortes and Vapnik (1995). This method presents an extension to non-
linear models of Vapnik (1963) for pattern recognition using generalized portrait method. The concept behind the
SVM algorithm is to ﬁnd a hyperplane which seperates two categories (classes) perfectly (e.g., all observations in one
class above and all observations in other class below the hyperplane), in such a way to be as far as possible from the
nearest members of both classes which are called the support vectors. Thus, SVM tries to ﬁnd a hyperplane where
the margin is the largest possible (see Fig. 1-b). This method assumes that new unseen input will often be close
to the training patterns. The bigger the margin between classes, the bigger the chances that the new input will be
successfully classiﬁed and will be more generalizable.
The separating hyperplane is given by: ω • ϕ (x) + b = 0, where ω is perpendicular vector to the hyperplanes (’•’
is scalar product), b is a constant such that
b
||ω|| is the perpendicular distance from the hyperplane to the origin of the
space and ϕ (X) is the a projection function that maps x to the hyperplane. This function will be used to deﬁne the
kernel of SVM model given by: K
(
xi, x j
)
= ϕ (xi) • ϕ
(
x j
)
. The kernel function is mainly used to project and remap
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the input vector on generally a higher dimension space in which this non linearly separable problem is transformed
into linearly separable one in this new ”feature” space. Thus, in case, of linearly separable problem, a linear kernel is
used: K
(
xi, x j
)
= xi • x j with ϕ (x) = x. Thus, to successfully implement an SVM, it is enough to optimize ω and b
to maximize the margin. The margin is given by:
2
||ω|| . Optimisation is done using Lagrange multiplier and quadratic
programming. In case of a binomial classiﬁcation where the output is 1 or -1, each new input X is classiﬁed by
evaluating y = sgn (ω • ϕ (x) + b) , where sgn is the sigmoid function having an ”S” shape. Often, sigmoid function
refers to the special case of the logistic function deﬁned as follow: sgn(x) =
1
1 + exp(−x) .
In this paper, we are dealing with a non-linearly separable problem, so we need a non-linear kernel function and
we choose the radial basis function (RBF), a real function that depends only on the norm of its arguments. The kernel
we use is given by:
k
(
xi, x j
)
= exp
{
−
( ||xi − x j||2
2σ2
)}
, (5)
where xi is the vector of variables i, σ is called the width of the radial base function and ||xi− x j||2 = (xi− x j)t · (xi− x j).
4. Model validation and assessment
4.1. Which criterion to use for judging model performance?
Criteria commonly applied in the literature for evaluating the performance of a model include: the sum of square
error (SSE), mean absolute error (MAE), mean absolute percentage error (MAPE), root mean square percentage error
(RMSPE), correlation coeﬃcient (R), Theil’s inequality coeﬃcient (U), sensitivity (overall prediction accuracy or
percentage of cases correctly predicted), speciﬁcity, recall, precision, area under ROC curve (AUC), F-measure, and
so on. The mean square error (MSE) is another good measure of performance because all methods minimize MSE
and therefore, it is a standard measurement for performance of predicting methods.
A more detailed summary of the predictions is obtained by the confusion matrix (called also classiﬁcation table or
tabulation of observed vs. predicted). Some of these criteria (i.e. sensitivity, speciﬁcity, recall, precision, AUC, F-
measure) are based on this confusion matrix. Some other criteria (SSE, MAE, MAPE, RMSPE, R, U and MSE) are
based on the set of predicted probabilities. In the confusion matrix for trinomial outcomes, the element in cell (k; h),
with k ≤ 3 and h ≤ 3, is the number of individuals whose outcome is k and prediction is h. The accuracy rates for the
outcomes are obtained as the within-row percentages of the diagonal elements. The conventional confusion matrix is
obtained by replacing each triplet with the indicator of the highest probability. For example, (0.2, 0.5, 0.3) is converted
to (0, 1, 0), just like (0.1, 0.85, 0.05) which indicates much less uncertainty about the prediction. Any criterion that
ignores this diﬀerences is problematic.
In this paper, we use RMSE (root MSE) and the average probability of correct assessment (APCA) for model
performance. In each applied method, the set of probabilities (for all individuals) is calculated directly from the
model ﬁt to the training dataset (L), applied to the test dataset (T ). The APCA is used also for selecting an optimal
split to construct learning and testing datasets. These selected criteria (RMSE and APCA) are deﬁned as follows:
RMSE =
√√
1
N
×
NT∑
i=1
K∑
k=1
(yik − yˆik)2, (6)
where yik and yˆik are respectively observed and predicted values for individual i and mode k. The model with the
smallest RMSE is considered to be the best with the used dataset.
APCA = p =
(p1 + p2 + p3)
NT
, (7)
where pk =
NT∑
i=1
P(yik = k|Xi, yik = k); yik is the actual categorical outcome and pk is the sum of the probabilities of
correct assessment of mode k, and the subscript T denotes restriction to the test dataset T .
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The APCA (also called the success rate) is deﬁned as the mean of the ﬁtted probabilities for the observed modes.
For example, if p = (0.6, 0.3, 0.1) and the observed mode is 2, then this individual contributes to the success rate by
0.3.
4.2. Splitting the data into L and T
There is not enough work (i.e. experiment or comparison) in travel mode prediction, about the proportion in which
to split a dataset into L and T . Also to what extent a given data split inﬂuences the model capability (e.g. consider
the APCA). A common practice is to split the dataset into L and T as 2 : 1. There is no profond justiﬁcation for
this, wheither there is it clear, wheither diﬀerent splits yield less precise results. The result of a split is an assessment
of the quality of the prediction by the model. Such an assessment is subject to uncertainty because the split entails
randomness. An ideal split is associated with very small variation of the results. By a split we balance the uncertainty
associated with the model (large L is preferred for that) and the uncertainty associated with evaluation (large T is pre-
ferred). This will not imply that the ideal balance is 50 : 50, because L and T have diﬀerent roles in the assessment.
We replicate a range of splits on a given dataset and assess the quality of the validation empirically.
Algorithm of data split:
1. Split the whole dataset (|S | = N) into learning (|L| = n) and test (|T | = m) datasets.
2. Model ﬁt to L: Estimate the model parameters.
3. Validation on T : Apply APCA criteria.
Repeat steps 1 − 3 several times with diﬀerent proportions (ratio split).
4. Select optimal split ratio for which the validation is optimal.
4.3. How to avoid overﬁtting?
Overﬁtting is a well studied problem in machine learning methods (neural networks and other complex methods;
e.g., see (Weigend et al., 1990)). We may ﬁnd a very good ﬁt for a learning sample L, but may then be disappointed
by its poor prediction on the sample T . We assess a method by its (prediction) success rate, and compare the diﬀerent
methods (ANN, SVM) by their success rates. The problem of overﬁtting is addressed by ﬁtting the model on a sample
L and evaluating the success rates on the complementary sample T . We want to avoid the vagaries of choosing a
particular partitioning L.T , and therefore we evaluate the success rates (APCA) on a large number of partitions by
cross-validation. We split the dataset (sample) S into training (learning) sub-sample L and testing sub-sample T by a
random process. We ﬁt the model to L and evaluate the success rate on T . We replicate this process of partitioning,
ﬁtting the model and evaluating the success rate R times, obtaining R sets of the success rates. Their average is the
overall success rate. We use this method throughout. The model performance is measured over testing dataset using
the success rates (as eﬃciency criteria). The best model tends to maximize these criteria.
5. Application
5.1. Descriptive analysis: daily mobility in Luxembourg and mode choices
In all analyses, we use data from the PSELL survey (Socio-economic Panel Survey Liewen zu Le¨tzebuerg). This
survey was launched in 2003 with a representative sample of the resident population in Luxembourg. The sample
size of the survey is around 3670 households (9500 individuals), which allows estimation of social, demographic
and economic indicators for the whole population. The Survey is carried out annually by CEPS/INSTEAD research
center in collaboration with the Luxembourg Statistical Oﬃce (STATEC). It forms the Luxembourg’s contribution to
the European Union Statistics on Income and Living Conditions (EU-SILC).
According to the PSELL (2007), 77% of workers residing in Luxembourg used their private cars for commuting to
work (see Table 1). The proportion of people who use the public transport (PT) alone or combined with other modes
was only 16%. Within public transport, bus was the dominant mode (80% of the commuters). Among soft modes, 9%
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of the workers used the bicycle (corresponding to about 0.5% of all cases). Men were more likely to use private cars
and less likely to use public transport than women. The diﬀerences among the age groups and categories of educational
level were much smaller. Purchase and maintenance of a private car is expensive for those with lower income, who
tend to be in lower social-economic categories. In the bottom quartile of households according to equivalised income,
only 61% of workers commute by private car, compared to 80% in the top quartile. Moreover, approximately 43% of
households had at least two cars (source: PSELL, 2007). Another factor in the choice is availability (and abundance)
of public transport. In (rural) areas not reached by public transport, private car is the only option for those who
have a longer commute, especially when the car is essential also for other activities (such as shopping, entertainment,
school). However, the choice of travel mode should not be regarded in total separation from the choice of location for
residence and the associated life style. The private car has become more important with the peri-urbanisation, despite
expansion of public transport. Simply, bus lines cannot cater for all the dispersed locations of those commuting to
places of work, which themselves have become more dispersed. The dataset extracted from the PSELL database is
Table 1. Characteristics of sample (PSELL survey) and modal split (%)
Car PT Soft mode
Luxembourg 83 11 6
European (EU) 70 24 6
Other EU 78 15 7
Non EU 59 33 8
Total 77 16 7
Source: PSELL/2007, CEPS/INSTEAD, STATEC
composed of 3670 observations and 15 relevant variables; details of variables are given in Omrani et al. (2014). Only
observations with complete records are included in the analysis (i.e. 3670 individuals among 4138, thus near 11% of
missing values). The outcome variable is the travel mode; it has three categories, private car, public transport (PT)
and soft mode. We combine walking and cycling mode because their frequency is only 7%; see Table 1. The input
variables are classiﬁed to the following groups:
i) C: cost
ii) D: income, age, gender, nationality, type of household, education
iii) A: car ownership, number of bus stops and train stations in the municipality of residence
iv) G: region of residence and type of work area.
5.2. Results
The observed composition of the modes is (77, 16, 7)% as presented in Table 1. For illustration, we give details of
the confusion matrix for MNL applied to one replication (Table 2). To avoid vagaries, each model was run thousand
times in each conﬁguration. In ﬁgure 2-(a), we present the confusion matrix obtained from MNL after one thousand
replications with a split of (60:40) of the overall sample S to subsamples L (60%) and T (40%). All computations and
graphics have been obtained using R programming language (www.r-project.org). After estimating coeﬃcients
values, the predicted probabilities for car, public transport (PT) and soft modes are generated for each individual (as
shown in ﬁgure 2-(b)).
5.2.1. Predictions - ternary plot
The prediction for a case (individual i) is a triplet of probabilities, denoted by pik=(pi1, pi2, pi3), one for each mode
(component k); the probabilities add up to the unity. The estimated probabilities of belonging to the components (C1:
Car, C2: PT and C3: Soft) can be graphically summarised by a ternary (composition) plot (Aitchison, 1982), as shown
in ﬁgure 3. In the plot, each individual is represented by a point. Vertices C1, C2 and C3 correspond to certainty that
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Table 2. Confusion matrix from MNL model
Observed mode Predicted mode
Car PT Soft mode
Car 1288 250 142
PT 277 72 31
Soft mode (walk, bike) 92 34 16
Fig. 2. Boxplot of confusion matrices after 100 replications (a), Histogram of predicted travel mode (from MNL model) of 2202 individuals (size
of learning dataset among 3670) (b).
the individual belongs to the respective component 1 (Car), 2 (PT) and 3 (Soft). Proximity to the vertices reﬂects
the probability pik that the individual belongs to the corresponding component Ck. The graph conﬁrms that most
individuals can be allocated to a component with a high degree of certainty. Moreover, some points are on or near the
two sides of the triangle, C1 −C2, C1 −C3 or C2 −C3. For these individuals, either components 1, 2 or 3 can be ruled
out.
Fig. 3. The ternary plot of the estimated probabilities of belonging to the travel mode; three modes: Car (C1), PT (C2) and Soft (C3).
848   Hichem Omrani /  Transportation Research Procedia  10 ( 2015 )  840 – 849 
5.2.2. Results from ANN-MLP
We apply ANN with one hidden layer of softmax units trained by minimisation of the mean square error (MSE)
function. This approach is known to provide estimates of the conditional average of the output variable (here, the
travel mode choice) given the observed values of the input variables. Figure 4(a) shows the ANN architecture with
an input layer, one hidden layer with h hidden units and one output layer. The number of units in the hidden layer is
found by comparing the test error rate (RMSE) for several numbers h. These rates are displayed in ﬁgure 4(b) and the
optimal choice of h = 6 is highlighted. The optimal value of the standard deviation test error rate obtained is 0.032
for 6 units in the hidden layer.
Fig. 4. (a) Architecture of the ANN-MLP model applied to predicting travel mode of workers (soc-dem: social and demographical variables, such
as gender, age and nationality). (b) Standard deviation of the root mean square error (RMSE) as a function of the number of hidden units.
The data split ratio was varied from 0.4 to 0.8 (by a step of 0.05). To avoid vagaries, each model was run thousand
times in each conﬁguration. The optimal split is the one with the smallest standard deviation where the validation
is much certain. This suggests that moderate values of split ratio might provide a good trade-oﬀ between model
eﬃciency and generalization ability. A split ratio equal to 0.60 seems to be an optimal ratio for data split into learning
and testing datasets. We use this split ratio throughout.
The results from diﬀerent methods are shown in Table 3 (using an optimal split of 0.45). Note that no method
was signiﬁcantly better than ANN-MLP (only diﬀerences of more than 4% are signiﬁcant at the level of 5% (Ripley,
1994)). However, it is obvious that ANN does not overcome other methods in all kind of data and context; any learning
method has this property.
Table 3. Results comparison: Means of hundred runs (with ± standard deviations) of the avarage probability of correct assessment (APCA)
APCA×100 APCA×100 APCA×100 APCA×100
Overall (Car) (PT) (Soft mode)
MNL 64.68 ± 1.16 78.48 ± 0.14 22.68 ± 0.95 7.29 ± 0.50
SVM 67.70 ± 3.81 79.96 ± 2.56 23.01 ± 0.83 26.49 ± 7.16
ANN-RBF 79.24 ± 4.54 80.96 ± 2.83 35.01 ± 6.71 31.27 ± 8.71
ANN-MLP 81.12 ± 1.12 85.10 ± 1.23 40.65 ± 2.27 25.63 ± 9.84
Notes: The methods are multinomial logit (MNL), multi-layer perceptron network (ANN-MLP), radial basis function network
(ANN-RBF) and support vector machine (SVM).
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6. Conclusions and further research
In this paper, we apply four machine learning methods namely neural net-RBF, neural net-MLP, multinomial
logistic regression, and support vector machines for travel mode choice prediction of individuals in Luxembourg.
The results of our study support the artiﬁcial neural network models for travel mode choice prediction because of its
promising performance. By applying cross-validation technique, the eﬃciency criterion APCA (average probability of
correct assessment) of SVM and MNL is still higher; however ANN had slightly better performance which increases
the accuracy of the prediction. In the application, a large set of variables related to transport cost, work and residence
places, social and demographic variables like gender and nationality have been used with a real dataset to model the
mobility of workers in Luxembourg. The programming for the four models was done using R. The next step of our
work involves using the results of the ANN models for generating behavioural rules for modeling the transport of
individuals. An agent-based system will be developed to simulate the movement of individuals in city of Luxembourg
to assess various modal split scenarios and select scenarios for sustainable mobility in Luxembourg and its bordering
areas. Finally, a user friendly tool for decision making will be developed.
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