We derive a family of labeled, undirected graphs from the Stirling table of the rst kind and investigate properties of these graphs as a basis for multiprocessor interconnection networks. The diameter of a Stirling network with n nodes is dlog 2 (n + 1)e ? 1, the average distance is less than 10/3, and the number of links is O(n 1:59 ). Stirling networks can be inductively speci ed with incrementability of one, and adjacencies can be determined solely by the node addresses. Many standard networks including full-ringed binary trees, tree-machines, meshes and half mesh-of-trees are shown to be embedded in these combinatorial networks.
Introduction
With rapid advancements in VLSI circuit technology and parallel processing, various networks have been proposed for interconnecting a large number of computing elements. Direct-interconnect networks are often modeled as undirected graphs, where vertices represent processor-memory nodes and edges represent full-duplex communication links between pairs of nodes. Therefore, it is important to study graph-theoretic properties of interconnection network topologies 8] . A tree uses the minimum number of links required for a connected graph, but has unacceptably poor communication properties. On the other hand, the complete graph is prohibitively expensive since the number of links grows as O(n 2 ) for an n-node network. Between these two extremes, di erent families of graphs have been proposed as static interconnection networks including leaf-ringed, halfand full-ringed binary trees 24, 34] Some of the desirable properties of interconnection networks are high fault-tolerance, small diameter, small degree, high connectivity, simple routing algorithms, a high degree of symmetry, e cient layout, and provision for input/output (I/O) 52]. The network should also be able to grow in small increments. These properties are related to performance parameters, such as communication delays, reliability, bisection bandwidth and throughput, or design considerations, such as modular expandability, cost, regularity, and I/O port connections. General surveys of interconnection networks can be found in 27, 55] . Design considerations for multicomputer networks are given in 47, 53] , while 6, 29] concentrate on the reliability and fault-tolerant properties of these systems. None of proposed networks is optimal for all metrics. This is because many of the properties make contradictory demands, and hence a compromise is necessary. Therefore, researchers still continue to search for better interconnection networks, and develop new metrics for their evaluation 42, 50] .
Recently, several families of graphs have been de ned and studied by us and others from a combinatorial point of view 48], including Pascal graphs 23], Rencontres graphs 17], and Stirling graphs 16] . A uni ed characterization of these graphs is given in 15] . In this paper, we investigate properties of a family of interconnection networks based on Stirling graphs and assess their suitability for implementing multicomputer systems.
The organization of the paper is as follows: We introduce Stirling networks and examine their basic properties in Section 2. Subsequently, in Section 3, we identify several known interconnection topologies as subgraphs of Stirling graphs. For example, a linear array and a ring network of n nodes are embedded in a Stirling graph SG(n) of order n for all n 3. A complete binary tree of n nodes is present in SG(n). Also, leaf-, half-, and full-ringed binary trees of n nodes, a wheel-augmented binary tree of n nodes, and a tree machine of 3(n=4) ? 2 nodes are subgraphs of SG(n), where n = 2 k?1 for integer k 3 . Section 4 presents a distributed routing algorithm, and investigates the reliability and fault-tolerance of Stirling networks. Section 5 addresses the issue of laying out SG(n) on a plane, as this is central to a VLSI/WLSI implementation. Finally, we show how a wide class of algorithms can be e ciently implemented using Stirling networks.
For standard graph-theoretic terminology, readers may refer to 22, 32] . All logarithms in this paper are to the base 2, so that log n stands for log 2 (n). By die (alternately, bic), we denote the least (alternately, greatest) integer greater (alternately, less) than or equal to i. Some other symbols and notations used in this paper are given below: where is addition modulo 2.
An undirected, simple (without parallel edges and self loops) graph that has SM(n) as its adjacency matrix is called the Stirling graph SG(n), of order n. We number the nodes in the same order as the rows of SM(n): Figure 1 depicts Stirling graphs SG(1) through SG (8) .
A Stirling network with n processors can be associated with SG(n). The vertices of the graph correspond to the processor-memory nodes and hence will be simply referred to as nodes. The edges of the graph correspond to communication links between nodes. Note that by de nition, SG(n) is a subgraph of SG(n + 1). Hence Stirling networks can be incrementally constructed. Each new node entails the addition of some links, but none of the pre-existing links are disturbed. Table 3 compares salient features of these graphs with other direct-interconnect topologies.
For interconnection networks, it is advantageous to determine adjacency between two nodes directly from the node addresses. This can lead to self-routing schemes that obviate the need for maintaining routing tables at each node. We rst show the existence of a binary tree embedded in a Stirling network. Then we develop an adjacency criteria for Stirling networks. The notation v i ! v j ( alternately, v i 7 ! v j ) will be used to mean that \node v i is (alternately, is not) adjacent to v j ." Lemma Proof of (a): Since sm j;1 = st j?1;1 (mod 2) = (j ? 2)! (mod 2) = 0 for j > 3, we see that v 1 7 ! v i for i > 3. Assume the claim to be true for i = k 1. To prove that sm j;k+1 = 0 for all j > 2(k + 1) + 1. The minimum value of such i is 2k + 4. Now, sm 2k+4;k+1 = sm 2k+3;k + (2k + 2) sm 2k+3;k+1 (mod 2) = 0, by induction hypothesis. Also, sm 2k+5;k+1 = sm 2k+4;k + (2k + 3) sm 2k+4;k+1 (mod 2) = 0 + 1 0 (mod 2) = 0. Therefore, no matter whether i is even or odd, sm j;k+1 = 0 for all j > 2k + 3. Hence v i 7 ! v j for all i 1 and j > 2i + 1.
Proof of (b): Since sm 2;1 = sm 3;1 = 1, node v 1 is adjacent to v 2 and v 3 . Assume the claim to be true for i = k 1. Now, sm 2k+2;k+1 = sm 2k+1;k + (2k) sm 2k+1;k+1 (mod 2) = 1, by induction hypothesis. Also, sm 2k+3;k+1 = sm 2k+2;k + (2k + 1) sm 2k+2;k+1 (mod 2) = 1.
Thus, v k+1 ! v 2k+2 and v k+1 ! v 2k+3 and therefore the claim is true for all i 1.
The underlying tree in every Stirling network is used to depict SG(n) (as in Fig. 1 The preceding theorem enables us to determine adjacency between two arbitrary nodes using O(log n) bit operations. In other words, Stirling networks are \succinctly represented" 38] and we do not need to store the adjacency matrices explicitly. An alternate and more convenient rule for determining adjacency can be obtained using a result originally due to Lucas 28, 40] , who showed that n k , and let SG(2 k ) = (V k ; E k ) be given. To generate SG(n) = (V n ; E n ), we de ne the edge set E i;j as follows:
ng:
This de nes the total adjacency of nodes in the graph SG(n), n 3. Note that a node is adjacent only to those which either belong to the same level or di er by exactly one level in the underlying complete binary tree. Moreover, the Ecopy edges imply that SG(2 , the theorem follows. Figure 2 shows the k levels in a full-ringed binary tree embedded in SG(2 k ? 1).
The end-around connections also exist at each level but have been omitted in the gure for clarity.
Theorem 5 Stirling graph SG(n) contains a full-ringed tree-machine of 3(n=4)?2 nodes when n = 2 k ? 1, for integer k 3.
Proof: The proof goes by induction. Graphs SG (7) and SG (15) has exactly one member from each set, and forms an embedded chain by Lemma 6. Indeed, for even-numbered sets, this node is the rst element of the set, while for odd-numbered sets, this node is the second element of the set. while preserving the mesh adjacencies. Also, the \end-around connections" exist between the rst and last nodes in a column, while the horizontal rows have twisted end-around connections that follow the bitreverse permutation. Moreover, since meshes exist at each level of the underlying binary tree in SG(n), skewed pyramids are also obtained as subnetworks. Circulant graphs 10] also exist in each leaf set LS(k). Another useful structure is the half mesh-of-trees 4] (see Fig. 5 ) in which the row trees are present but the column trees cannot be guaranteed. The trees connecting consecutive levels can be conveniently used as fan-out trees for I/O purposes, as detailed later.
The sequence S l k can also be used to show the existence of several types of multiloops as subgraphs of Stirling networks. For example, Fig. 6 shows a two-level multiloop with 4 nodes in the outer loop and 6 nodes in each inner loop. This is an example of the following result that can be shown by considering nodes in two adjacent levels of the underlying binary tree, and then taking advantage of the ring connections at each level. Some of the important subgraphs of Stirling graphs are summarized in Fig. 7 . Figure 8(a) shows two interesting cases of the three-dimensional hypercube Q 3 as a subgraph of SG (15) . In fact, there exists Q 3 between every pair of adjacent levels of the underlying complete binary tree of SG(n) for n 15. Also, it is found that Q 4 is a subgraph of SG(31), as shown in Fig. 8(b) . We have yet to prove or disprove the following conjecture: 
Routing and Fault-Tolerance
In this section, we will discuss connectivity properties that are useful for designing fault-tolerant or reliable communication networks 6]. The length of a path between two distinct nodes is the number of edges encountered in the path. The distance between two nodes in SG(n) is the length of a shortest path between them. The diameter, dm(SG(n)), of the network is the maximumof distances among all node-pairs. The diameter represents the longest delay in message communication through the network.
Let us associate with each node i in SG(n), a set of binary trees (i) as follows:
The dlog(n + 1)e-level binary tree given by Theorem 1 spans all nodes of SG(n) and is therefore a member of (i) for all i. If Figure 9 shows the parent and children of node 10 in the three trees associated with it (n > 20). It can be shown that the trees in (i) are edge-disjoint for any i.
We now present a distributed routing scheme for communicating between any two nodes in SG(n) using the tree sets (i). The application is recursive, and at each step only the source and destination address bits are required to determine the forwarding path. In the algorithm given below, an intermediate node d 0 Here, s is the current node address after traversal of a link, and parent j (i) denotes the parent of node i in the tree BT j (i). Its address is obtained from that of i by shifting right the j least signi cant bits, and setting the (j + 1)th bit to zero.
The path traced out by the routing algorithm is depicted in Fig. 10 . Figure 10 (a) shows the case where BR j (s) = 1. A path is found to a node at the same level as d in BT j (s), and the destination is reached using the smaller tree embedded in this level. Alternately, if d > s, then a node d 0 is found that is at the same level as s in BT j (d) and is an ancestor of d. This node is used as an intermediate routing address, as shown in Fig. 10(b) . Also note that for j 1, only links in the tree sets (i) are traversed. If j = 0, then the link v l ! v l?1 is used, where v l is the current root node.
The routing algorithm is based on moving up or down a tree in the set (i) that contains both s and d 0 . If the traversal is downwards, then the other child can be traversed in case the original link or destination node has a fault. This does not incur a penalty in terms of additional number of hops. If the traversal is upwards, then an arbitrary node in the upper level is selected as the forwarding address in case of a single fault. Since the trees in (i) are embedded trees of smaller Stirling nets, the existence of at least two links beween a node and another in the immediately upper level is guaranteed if the lower node is at level 2 or more. Thus, at most one extra hop penalty is incurred for a single fault.
An alternative, and equally simple, fault-tolerant routing algorithm can be derived based on the observation that the trees traversed are fully ringed. This means that a single link or node fault can be avoided by one or two extra routing steps respectively, using the technique given in 45]. The only modi cation required in the routing algorithm in this case is that a message is handed over to the left or right sibling instead of the parent (or child) in case the parent (or child) is faulty.
Let dist(i; j) be the number of link traversals undergone when the routing algorithm is used to go from node i to j, and dist k = maxf dist(i; j) j i; j 2
Theorem 9 dist(i; j) dlog(max (i; j) + 1)e ? 1 8i; j n.
Proof: We prove the theorem for n = 2 k ?1. The extension for general n is obvious.
We need to show dist k k ? 1:
The result is true for k = 1. If i and j belong to the same level l k of the tree BT k (i), then dist(i; j) dist l?1 . Otherwise, if they di er by h levels, then dist(i; j) h+dist k?h , since after h hops, the current source and destination will be in some common tree with at most k ? h levels. Solving the recursion, we get dist k k ? 1. This theorem gives an upper bound on the diameter of SG(n). This is also the lower bound since in a Stirling network, adjacencies exist only between nodes in the same or adjacent levels of BT dlog(n+1)e (n): The lower bound can also be derived from Theorem 1(a). Therefore we have:
Corollary 5 The diameter of a Stirling network is given by dm(SG(n)) = dlog(n + 1)e ? 1:
It is interesting to see that the Stirling network recursively includes complete binary trees at each level of the spanning tree. The routing algorithm stated above is devoid of the notorious congestion at the root. This congestion is caused due to communication between nodes in the left and right subtrees of the root. Note that if the two nodes are at the same level of some tree, then they are at di erent levels of the embedded tree at this level. In our case, as soon as the message reaches the same level as the destination, it will traverse lateral links and thus avoid routing via the root. Thus there is no congestion at node v 1 or at the root of any of the various subtrees used for message traversal. This observation can be validated by nding the forwarding index for each node 11] .
We can also show that the routing algorithm is deadlock-free by inducing a topological ordering among the links used for routing. As mentioned earlier, the edges in (i) are disjoint for any i. Moreover, the index of the tree being used for the routing monotonically decreases as the message progresses towards its destination. So we can enforce a precedence order that lets the message attempting to use a link belonging to the tree with the lowest index to be routed rst. The resultant channel dependency graph 13] is acyclic. Therefore, by considering each link as two virtual channels, deadlock-free routing can be performed that can support fast protocols such as wormhole routing and virtual cut-through 12, 39] using only two bu ers per link.
We The index i gives the contribution of the path lengths between nodes at level i and the leaf nodes. Each node at level i is an ancestor to 2 k?i leaf nodes at a distance k ? i. Furthermore, a node at level i is adjacent to at least i nodes in that level, and at a distance of 2 from the other nodes at the same level. Thus Eq.( 6) re ects only i adjacencies per node at the same level and the tree connections to the leaf nodes, and is evidently a loose bound.
Solving the recurrence (6) Let the fault-diameter, fdm 1 (SG(n)), be de ned as the worst-case diameter of SG(n) after removing a node from it. We claim:
Theorem 10 The Stirling graph is at least biconnected. Moreover, fdm 1 (SG(n)) = dlog(n + 1)e, for n 3.
Proof: For biconnectivity, it is enough to show that there exists at least two nodedisjoint paths between any pair of nodes in SG(n), for n 3. In addition, the length of the shorter (alternately, longer) path between these two paths determines the diameter (alternately, fault-diameter) of the graph. Let v i and v j be two nodes of SG(n), where i > j. Depending on the di erent values of i and j, the required paths are indicated in Fig. 11 . The detailed derivation is given in 16].
Since the fault-diameter is very close to its diameter, the performance of network SG(n), in terms of communication delay, does not drastically worsen in the presence of a single fault. Furthermore, since the root is of degree two, biconnectivity is the best that can be achieved for SG(n). A recent paper has demonstrated the importance of using a probabilistic measure for fault-tolerance and network resilience 43]. In the following paragraphs, we show that certain subnets of Stirling networks have strong fault-tolerance properties, and consequently, the average-case fault-tolerance of Stirling networks is much better than the worst-case.
The connectivity within the set LS(k) increases with k. Indeed, it can be shown that, for k > 3, any node except v 2 k in LS(k) is adjacent to at least two nodes in LS(k?1). By induction, one can also show that the degree of node v 2 k?1 +1 in SG(2 k ); k > 2, is 2k?1. This gives an upper-bound on the number of node-disjoint paths between any two nodes in LS(k).
The following theorem states that we can come to within one path of this bound.
Theorem 11 For Stirling networks, there exist at least 2k?2 node-disjoint paths between any two nodes in LS(k), k > 1. Moreover, each of these paths is of length at most 2k ?2.
Proof: By inspection, the theorem is true for LS(2) and LS (3) . Assume that the theorem is true for LS(k?1). The Ecopy edges create a unique path between two nodes of LS(k) for every path between the corresponding nodes in SG(2 k?1 ). In other words, there are 2k ? 4 node-disjoint paths within LG(k) between any two nodes of LS(k). If none of the nodes is v 2 k , then each of them is adjacent to two nodes in the layer above. In that case, by using the ring and tree connections, one can easily nd two more node-disjoint paths that involve only nodes in SG(2 k?1 ) as internal nodes. If one node is v 2 k , then there is only one such additional path. However, since v 2 k is adjacent to all nodes in LS(k), one simply has to pick a node in this set that is not traversed by the paths determined by the Ecopy edges. A path in SG(2 k?1 ) from this node to the destination then serves as the second additional path. Thus, in either case, the number of node-disjoint paths is equal to 2k ? 4 + 2 or 2k ? 2. The result for the maximum path length can be proved likewise by induction. That is, about 75% of nodes in network SG (2 k ) have fault-tolerance 2 log n ? 2, although the overall fault-tolerance is 2.
A family of graphs G n is said to be strongly resilient 41] if the fault-diameter fdm f (G n ) is at most dm(G n ) + c, where c is a xed constant independent of n. Here, f is the fault-tolerance of the associated routing algorithm, i.e., the router can always nd a path between two non-faulty nodes in the presence of at most f faults. Again, if we restrict ourselves to the node set LS(k), then the distance between any two nodes is at most 2 because each node is adjacent to v 2 k . Even on removing 2k?2 edges, this distance does not exceed 4. This can be proved by considering the two sets of neighboring nodes of the source and destination nodes and showing that there is at least one node in each of the sets that remains adjacent to both the source (or destination) node and to v 2 k .
The reliability of certain subgraphs of SG(n) can be shown through established results. For example, in Section 3, we have shown the existence of a double-loop graph comprising of all the nodes in two consecutive levels of SG (2 k ). Escudero et al. 25] have proved that in any double-loop network, there exists a shortest path routing for which the associated surviving route network has diameter 2 in case of up to 3 failures.
The concept of vulnerability has been recently proposed in 1] for characterizing the performance of various classes of interconnection networks in the presence of increasing numbers of faults. Let F be the number of faulty nodes in a network of size N. Let U be the number of usable nodes, taken to be the size of the maximal fault-free connected component in the resultant network. Then, the number of isolated nodes, I, is given by I = N ? F ? U. The vulnerability of a network is the maximum of I=F taken over all possible sets of faulty nodes. Evidently, the lower the vulnerability index, the better the fault-tolerant capability is of a static topology. Akers and Krishnamurthy AK88] have shown that the fully connected network, the square crossbar, the binary n-cube and the 
VLSI Layout Considerations
The generation of Stirling networks based on the recursively de ned total adjacency of nodes suggests a building-block approach to the construction of SG(n). Let n = 2 k+1 . Then SG(n) can be obtained by augmenting an SG(n/2) network with extra links and then connecting it to another SG(n/2) network in a manner dictated by Eq. 4. The nodes of the augmented SG(n/2) network now become nodes v 2 k +1 ; :::; v 2 k+1 of the composite network. This modular approach is particularly signi cant for implementing Stirling networks using the state-of-the-art VLSI/WLSI technology 35]. We determine the largest n for which SG(n) can be implemented on a single chip for a given complexity of the nodes. Larger networks are then obtained by adding o -chip connections.
We now determine the number of links needed to augment SG(n/2) and to join the two subnetworks. This then leads to an upper-bound for the VLSI area required for laying out SG(n) on a plane 51]. ).
The properties of Stirling networks developed in the previous sections are summarized in Table 4 and compared with those of the binary hypercube. In the following section, we indicate how several algorithms can be e ciently implemented using a Stirling network.
Mapping of Algorithms onto Stirling Networks
We have seen that several popular static networks such as meshes, tree-machines, broadcast nodes, and full-ringed trees are found as subnetworks at di erent levels of a Stirling network. Hence the large body of algorithms that have been mapped on these structures ?, 19, 20, 52] can also be implemented on SG(n) in a straight-forward way.
More interesting are algorithms that can e ectively utilize a combination of the embedded topologies. For example, the NON-VON machine proposed at Columbia University envisaged a tree-structured machine with the leaf-nodes connected as a mesh. This combined topology made it suitable for many database operations 33] and low-level vision problems 36, 37] . Since the Stirling network contains complete binary trees on top of a mesh at several levels, it can also be used for these ne-grain operations.
The mapping of a parallel minimum spanning tree (MST) algorithm on Stirling networks is given below as a case study. The problem is to nd a spanning tree with minimum sum of edge-weights in a connected, undirected, weighted graph G with N vertices 4, 20] . The sequential Prim-Dijkstra algorithm for MST forms a partial tree T which is expanded by recruiting the closest vertex v currently not included in T at each step until all N vertices are included. A (sequential) time complexity of O(N 2 ) is obtained using a weight-matrix data structure.
There exist several parallel algorithms which implement the Prim-Dijkstra algorithm on various machine models { both shared memory and distributed memory 4, 18, 20, 57] . We outline the basic steps of the algorithm and see how it can be e ciently implemented using the underlying tree and other connections in Stirling networks.
Step 1: Partition the rows of the weight-matrix equally among the p processors, so that each processor is in charge of about dN=pe vertices.
Step 2: The tree T initially consists of one (arbitrarily chosen) vertex.
Step 3: Each processor examines its subset of vertices not in T and selects the closest neighbor to T.
Step 4: The processors nd the globally closest neighbor, say v, which is to be included in T.
Step 5: v is broadcast to all processors, and each processor uses this information to update its closest neighbor information.
Step 6: Steps 3 through 5 are repeated until T has all N vertices.
We can use the p = 2 , and each of these processors has log N storage, then an O(N log N) algorithm is obtained. Thus the processor-time product is O(N 2 ), the same as that for the sequential case. The asymptotic time complexity is no better than that reported in 4] for tree-structured machines. However, the presence of a lateral binary tree with a broadcasting node enables us to broadcast the result in two (instead of O(log p)) timesteps after each iteration. Moreover, we can simultaneously compute the MST of di erent graphs by processors at di erent levels of SG(n), and with di erent granularity.
Some other examples of graph algorithms that can be solved using a similar approach are the all-pairs shortest path, fundamental cycles and bridge-detection 19, 56] , connected components and transitive closure. Of course, all algorithms that can be implemented on a tree-machine can always be directly mapped onto a Stirling network. Furthermore, the presence of broadcast nodes at each level (the hubs of odd wheels), and between adjacent levels (hubs of even wheels) are useful for combining operations as well as bit-operations such as those used for marker-passing systems 26]. We are currently compiling a detailed list of ne-grain algorithms suitable for Stirling networks 21], and determining their computational complexities.
Concluding Remarks
In terms of link-density, Stirling networks lie almost in the middle of the spectrum ranging from very sparse networks with poor reliability to highly dense and expensive networks. Due to its recursive nature with an incrementability of one, the existing network does not have to be recon gured when a new node is added. Stirling networks are also succinctly represented because we do not need to store the adjacency matrices explicitly. Rather the adjacency between two arbitrary nodes in SG(n) can be determined in O(log n) bit operations. Popular static-interconnection networks such as full-ringed binary trees, meshes, and tree machines are shown to be subnetworks of SG(n).
The existence of a family of edge-disjoint trees of decreasing sizes leads to a simple routing algorithm that provides deadlock-free routing, avoids congestion at or near the \roots", and can be easily modi ed to cater to link or node failures. These trees are also convenient for broadcasting messages to select neighborhoods without resorting to the wheel connections. Moreover, the presence of regular subnetworks and broadcast nodes at each level enables us to e ciently map a variety of parallel algorithms onto Stirling nets.
Two disadvantages of Stirling nets are its asymmetry and a high link complexity that becomes expensive when the number of nodes is large. These two properties are a direct consequence of Stirling nets being essentially de ned by the combinatorial Stirling tables rather than being synthesized speci cally as a static-interconnection topology with tailor-made attributes. Indeed, it is not possible to obtain any network (except for the completely connected network, K n ) that can be de ned recursively with an incrementability of one, and still be regular. All other families of regular networks are de ned only for certain values of n, the number of vertices, and irregular structuresresult for other values. A consequence of the irregular nature of Stirling networks is that average-case properties are often much better than the worst-case. For example, though the diameter is O(log n), the average distance among vertex-pairs is less than 3.5. In fact, 50% of nodes are only at a distance of 2 while 75% of them at a distance of 3. Similarly, probabilistic measures of fault-tolerance and resilience show better results than worst-case metrics. We are currently investigating pruned versions of Stirling nets that are able to retain most of the power of these networks at a reduced cost. A promising approach is to retain only those links that are members of the orthogonal tree sets used by the routing algorithm. Another alternative for an actual machine implementation is to restrict the processor-memory elements to leaf nodes. The other nodes are used as fan-in/fan-out trees for loading in data and extracting the results from the processors, and thus form the I/O subsystem 5]. Moreover, wheel connections can be replaced by broadcast buses. These steps signi cantly reduce the number of direct links in large Stirling networks. 
