This work is concerned with testing the population mean vector of nonnormal high-dimensional multivariate data. Several tests for high-dimensional mean vector have been proposed in the literature, but they may not perform well for high-dimensional continuous, nonnormal multivariate data, which frequently arise in genomics studies and quantitative finance. This paper aims to develop a novel high-dimensional nonparametric test for the population mean vector so that multivariate normality assumption becomes unnecessary. With the aid of new tools in modern probability theory, we proved that the limiting null distribution of the proposed test is normal under mild conditions for p > n. We further study the local power of the proposed test and compare its relative efficiency with a modified Hotelling T 2 test for high-dimensional data. Our theoretical results indicate that the newly proposed test can have even more substantial power gain than the traditional nonparametric multivariate test does with finite fixed p. We assess the finite sample performance of the proposed test by examining its size and power via Monte Carlo studies. We illustrate the application of the proposed test by an empirical analysis of a genomics data set.
Introduction
Testing a hypothesis on the population mean is of fundamental importance in the statistical literature. It becomes very challenging for high-dimensional multivariate data since the traditional Hotelling T 2 test for mean vector is not well defined as the inverse of sample covariance matrix may not exist for the large p, small n problem.
Here and throughout this paper, p stands for the number of variables (or features) of the data, and n for the sample size. It has been observed in Bai and Saranadasa (1996) that the power of the Hotelling T 2 test can be adversely affected even when p < n, if the sample covariance matrix is nearly singular. Several extensions of Hotelling T 2 test to high-dimension with a general covariance matrix have been proposed in the literature, see Bai and Saranadasa (1996) for the setting with p/n → c ∈ (0, 1), Srivastava and Du (2008) for the setting with n = O(p δ ) for some 1/2 < δ ≤ 1 and
Chen and Qin (2010) for the setting with the assumption Tr(Σ 4 ) = o((Tr(Σ 2 )) 2 ), an implicit condition on the relationship between p and n, and among others.
This work was motivated from an empirical analysis of a microarray data set, for which the marginal distributions of microarray expressions seem to be nonnormal and heavy tailed based on values of their marginal kurtosises (Section 3.2). This leads us to develop a nonparametric test for high-dimensional population mean vector or the location parameter without multivariate normality assumption. Specifically, let X 1 , . . . , X n be an independent and identically distributed (iid) p-dimensional random sample from the model X i = µ + i , where i is the random error to be specified later.
In this paper, we consider a novel nonparametric procedure for testing the hypothesis
when p is potentially much larger than n.
We propose a new nonparametric test for hypothesis (1) based on spatial signs of the observations, and further study the asymptotic theory of the new test. Comparing with the extensions of Hotelling's T 2 test (Chen and Qin, 2010) , the theory for the nonparametric test with p > n is considerably more challenging. To derive the asymptotic theory, we employ new probability tools on the concentration properties of certain quadratic forms, which may be of independent interest and have potential applications in developing the theory for other related high-dimensional nonparametric procedures. The proposed nonparametric test has several appealing properties. First it is directly applicable for the setting with p > n, and it is computationally simple.
Second, the new test is shown to lose little efficiency when the underlying data are multivariate normal and to have potential significant efficiency gain for heavy-tailed multivariate distributions. This is verified by deriving its asymptotic relative efficiency. From our Monte Carlo simulation, significant efficiency gain can be achieved at moderate sample size.
Nonparametric statistical procedures have been explored little in the high dimensional setting. This work takes a substantial step towards understanding their properties when p > n. Our theoretical analysis reveals a striking phenomenon: the efficiency gain of the new nonparametric test in the high-dimensional setting can be more substantial comparing with the well known traditional nonparametric tests efficiency gain in the "classical" framework where p is fixed and n goes to infinity. For example, consider the p-dimensional multivariate t-distribution with 3 degrees of freedom, which is heavy-tailed. For this distribution, it is well known that the asymptotic relative efficiency of the spatial sign test versus Hotelling's T 2 test is 1.9 for p = 1, 2.02 for p = 3, and 2.09 for p = 10. This implies an increasing trend as the dimension p increases. The theory established in this paper suggests that when p > n, the asymp- 
A high-dimensional nonparametric test
Throughout this paper, it is assumed that the random vector X i follows a p-dimensional elliptical distribution. Elliptical distribution has been well studied in the statistical literature (Fang, Kotz and Ng, 1990) , and has been considered to be useful models for finance data (McNeil, Frey and Embrechts, 2005) . For an elliptically distributed random variable X i , one has the following stochastic representation:
where Γ is a p × p matrix, U i is a random vector uniformly distributed on the unit sphere in R p , and R i is a nonnegative random variable independent of U i . It has been
shown that the distribution of X i depends on Γ only through ΓΓ T (Fang, Kotz and Ng, 1989) . Thus, denote Ω = ΓΓ T for easy future reference. Note that if X i is a multivariate normal vector with mean µ and covariance matrix Σ, then X i can be expressed in the form of (2) Our test statistic T n is based on the spatial sign function of the observed data.
Denote by X i the L 2 norm of X i , the spatial sign function of X i is defined as
The spatial sign vector is simply the unit vector in the direction of X i . In the univariate case, it reduces to the familiar sign function.
We propose the following new nonparametric test for (1):
which indeed is a U -statistic. Note that under H 0 , since E(U i ) = 0, it follows that E( Chen and Qin (2010) , the factor model assumes that X = µ + AZ, where A is a p × m matrix for some m ≥ p such that AA T = Cov(X) and Z satisfies: E(Z) = 0 and V ar(Z) = I m . Furthermore,
and that
for a positive integer q such that q l=1 α l ≤ 8 and l 1 = l 2 = · · · = l q . Note that although the factor model is flexible, the pseudo-independence assumption (5) is difficult to justify and excludes some commonly-used multivariate distributions such as the multivariate t distribution. In contrast, the models in (2) are rich, based on which one does no need to impose technical condition such as (5) for the asymptotic theory in this paper.
The limiting null distribution
Despite the simple form of T n , deriving its asymptotic distribution when p > n is by no means straightforward. As for any other high-dimensional inference, the most challenging issue lies in characterizing the underlying conditions for the asymptotic theory. In Bai and Saranadasa (1996) and Chen and Qin (2010) , besides the model structure given in Remark 1, the key sufficient condition is stated through the behavior of the population covariance matrix Σ = Cov(X). In Bai and Saranadasa (1996) , it is assumed that λ max (Σ) = o{ Tr 2 (Σ 2 )}, where λ max (·) denotes the largest eigenvalue of a matrix and Tr(·) denotes the trace of a matrix. While in Chen and Qin (2010), it is assumed that Tr(Σ 4 ) = o{Tr 2 (Σ 2 )}, which is satisfied under quite relaxed conditions on the eigenvalues of Σ. For the nonparametric test T n , it is desirable to characterize the underlying conditions in a similar fashion. However, this is very challenging as the building blocks of T n are the transformations Z i 's, which are not directly related to Σ.
In deriving the asymptotic properties of T n , moment conditions directly related to Z i 's naturally arise. Lemma 2.1 below plays an important role in this paper. It establishes some of the key properties of the moments of Z i 's under a set of relaxed conditions on the high-dimensional covariance matrix Σ. More specifically, we impose the following two conditions:
Remark 2. We first note that conditions (C1) and (C2) diverges to ∞ at a polynomial rate of n.
Lemma 2.1 Suppose that conditions (C1) and (C2) hold. Let
The proof of Lemma 2.1 is given in the appendix. The result is established by using a recent probability tool developed by Karoui (2009) on the concentration inequality for quadratic form of the uniform distribution over the unit sphere of R p .
Some intuition on T n 's asymptotic behavior under H 0 can be gained by observing its first two moments. It is evident that E(T n ) = 0. To calculate its variance, we write
where B is defined in Lemma 2.1. Hence, Var(T n ) =
Tr(B 2 ). Although T n has a U -statistics structure, the classical central limit theorem for U -statistics does not apply because the dimension p may depend on the sample size n. By applying Lemma 2.1 and exploring the martingale structure of T n , we can establish the asymptotic normality of
. The limiting null distribution of T n is given in the following theorem.
Theorem 2.2 Assume conditions (C1) and(C2) hold. Then under
Remark 3.
Note that besides what is implied by (C1) and (C2), the asymptotic normality of T n under H 0 holds without explicit conditions on the relationship between p and n. (C1) and (C2) both hold as long as the eigenvalues of Σ are bounded away from 0 and ∞. They are generally weaker than those conditions in the literature which explicitly imposed a relationship between n and p such as p = o(n 2 ). Furthermore, the above asymptotic normality result can be extended beyond the family of elliptical distributions. In (2), the requirement that U i is uniformly distributed on the sphere can be relaxed. In fact, concentration inequalities similar to that given in Lemma A.2, which is the key to the proof, can be obtained by random vectors that satisfy certain concentration of measure properties (Karoui, 2009 ).
Remark 4. To apply T n in practical data analysis, we need an estimator of Tr(B 2 ).
Following Chen and Qin (2010), we may estimate Tr(B 2 ) using the cross-validation approach as follows.
where Z (j,k) is the sample mean after excluding Z j and Z k . It is noteworthy that the estimator in Chen and Qin can be computationally intensive for large p as each term inside the U-statistic involves multiplying high-dimensional matrices. In contrast, the computational burden of the estimator in (9) can be substantially reduced by observing
Local power comparison
We now turn our attention to the power analysis of T n under contiguous sequences of alternative hypotheses. This analysis enables us to further investigate the asymptotic relative efficiency of T n with respect to Chen and Qin's test (referred to as CQ test in the sequel). Some interesting findings are revealed, which suggests promising efficiency gain of the new test for heavy-tailed multivariate distributions.
For the local power analysis, we impose the following additional conditions.
Tr(Σ) .
(C6) For some 0 < δ < 1,
Remark. Conditions (C3) and (C4) are concerned with the properties of the population covariance matrix Σ. These two conditions are relatively weak. In particular, they are satisfied when the eigenvalues of Σ are bounded away from 0 and ∞. Conditions (C5) and (C6) can be viewed as high-dimensional local-alternative statements for p > n. To gain some insight into the local alternative, we consider the case the eigenvalues of Σ are bounded away from 0 and ∞, then the right-hand side of (C5) is
. A slightly more involved calculation based on the properties of F -distribution reveals that E(
. Then the conditions in (C4) and (C5) amount to
If we consider the local alternatives such that all components of µ are equal to κ, then we have κ = o(n −1/4 p −1/4 ), which when p > n is of smaller order of n −1/2 , the usual local alternative rate for Hotelling's test with fixed dimension. The faster rate of local alternative can be viewed as a blessing of high dimensionality, where more information can be gained to distinguish subtle deviation from the null hypothesis.
Then as n, p → ∞,
Theorem 2.3 implies that under the local alternatives, the proposed level α test has the local power
where Φ(·) and z α denote the cumulative distribution function and the upper α quantile of the N (0, 1) distribution, respectively. On the other hand, the test of CQ test has the local power
The asymptotic relative efficiency (ARE) of T n versus the CQ test is
To give an idea of the implication of the above result, we consider the asymptotic relative efficiency when the data arise from a spherical p-dimensional t distribution with ν degrees of freedom (ν > 2). In this case, A = 
. Hence, (12) reduces to
For
, where
For ν = 3, this value is about 2.54; for ν = 4, it is about 1.76; for ν = 5, it is about 1.51; for ν = 6, it is about 1.38; for ν = ∞ (corresponding to multivariate normal distribution), by noting that Γ(
as ν → ∞, we have that the ARE has limit one. Theoretically, the efficiency loss of the new test under multivariate normality is little, but the efficiency gain can be substantial for heavytailed distribution.
3 Numerical studies Note that the Monte Carlo error is 0.0135 for 1000 simulation at level 0.05. It is noted that for the second alternative, the power of the new test is more than twice of that of the CQ test when n = 20. 
An application
Type 2 diabetes is one of the most common chronic diseases. Insulin resistance in skeletal muscle, which is the major site of glucose disposal, is a prominent feature of The underlying genetics of Type 2 diabetes were recognized to be very complex. It is believed that Type 2 diabetes is resulted from interactions between many genetic factors and the environment. In our analysis, we considered 2519 curated gene sets. The gene sets we used are from the C2 collection of the GSEA online pathway databases (http://www.broadinstitute.org/gsea/msigdb/collection details.jsp#C2). The largest gene set contains 1607 genes, which makes the hypothesis testing problem a highdimensional one.
We applied both the new test and the CQ test at 5% significance level with the Bonferroni correction to control the family-wise error rate at 0.05 level. For the CQ It is interesting to point out that exploratory analysis of the gene expression data suggests the multivariate normality assumption is questionable. For example, Figure 1 displays the histogram of the marginal kurtosises of the difference of each gene expression levels (before/after the treatment) of all genes in MCCLUNG CREB1 TARGETS DN gene set, which was selected among the top 10 gene sets by the new method but not by the CQ method. Figure 1 clearly shows that some gene expression levels have heavy tails as their kurtosises are much larger than 3, the kurtosis of a normal distribution.
[13] Schmidt, R. Appendix: Technical proofs Appendix 1: Some useful lemmas
T be a random vector uniformly distributed on the unit sphere in R p . Then
, where c p =
Proof. Part (1) was shown in Section 3.1 of Fang, Kotz and Ng (1990). Part (2) was implied by Lemma 7 of Karoui (2009), which deals with a more general setting and a complex-valued matrix M . For completeness, we include below a simple, direct proof based on Karoui's idea. First, note that U
2k-Lipschitz function of U on the unit sphere. Theorem 2.3 of Ledoux (2001) implies
. These two inequalities together give the result in part (2). 2 Lemma A.2 (A concentration inequality) Assume W = ΓU , where U is uniformly distributed on the unit sphere in R p . Let Ω = ΓΓ T and consider the event A =
. Then
for all p > 1, where c 1 = 2 exp(π/2) is a finite constant.
Proof. We have
in part (2) of Lemma A.1, we have
where c p =
for all p > 1. Hence the result follows. 2
Proof of Lemma 2.1.
, where W i = ΓU i , and U 1 and U 2 are independent random vectors uniformly distributed on the unit sphere in
part (1) of Lemma A.1.
We first prove (6) . Note that E (Z
by part (1) of Lemma A.1 and condition (C1), and noticing that
and
where we write Γ T ΩΓ = (ν
, i = 1, 2. Applying the above upper bound of
, where c 1 is the constant in Lemma A.2, the first inequality follows from the CauchySchwarz inequality and the second inequality is a result of Lemma A.2.
On the other hand,
that is, Γ T j denotes the jth row of Γ, j = 1, . . . , p. Then it can be shown that
Furthermore, applying Lemma A.2, we have (1)).
In the above, the third inequality applies the Hölder's inequality. To prove the last equality, we use condition (C2) by noting that the fact Tr(
by condition (C2). This proves (6).
Next we prove (7) . Note that E Z
2 and
Hence, (7) follows from (6).
Finally we prove (8) . Note that
Similarly as for the proof of (6), we can show that
Hence, by conditions (C1) and (C2),
This proves (8). 2
Lemmas A.3-A.5 below are useful for proving the results under local alternatives.
Lemma A.3 For any p-dimensional vectors X and µ,
, for all 0 < δ < 1, where c 2 is a constant that does not depend on X or µ. Proof. Let A 1 be the event defined as in the proof of Lemma 2.1. and α be an arbitrary unit length p-dimensional vector. Similarly as in the proof for Lemma 2.1,
Then it follows by condition (C3) that
Lemma A.5 Let A be the matrix defined in Theorem 2.3 and
Proof. We first note that the eigenvalues of the matrix I p − T 2 are all between zero and one. This leads to the upper bounds of λ max (A) and λ max (D). Let A 1 be the event defined as in the proof Lemma 2.1, then similarly as before,
where the second inequality follows because
and A 1 only depend on U 1 , which is independent of R 1 ; the last inequality applies Lemma A.4, conditions (C3) and (C4).
Recall that 1 = |R 1 ||U where the last inequality follows by applying condition (C3) and observing E |U (1)).
Appendix 2: Proof of main theorems
In the sequel, we use c or C to denote generic positive constants, which may vary from line to line. 
To apply the martingale central limit theorem (Hall and Heyde, 1980) , it is sufficient to check two conditions: 
Hence,
by Hölder's inequality. By Lemma 2.1, we have E (Z
Therefore, (A.5) holds.
To prove (A.6), it is sufficient to verify that E(V 2 n −S 2 n ) 2 S 4 n → 0 as n, p → ∞. We write If j 1 ≤ k 1 and j 2 ≤ k 2 , then
Therefore, for i 1 ≤ i 2 ,
Consequently, Note that E Z 
