We propose a new second-order method for geodesically convex optimization on the natural hyperbolic metric over positive definite matrices. We apply it to solve the operator scaling problem in time polynomial in the input size and logarithmic in the error. This is an exponential improvement over previous algorithms which were analyzed in the usual Euclidean, "commutative" metric (for which the above problem is not convex). Our method is general and applicable to other settings.
INTRODUCTION
Group orbits and their closures capture natural notions of equivalence and are studied in several fields of mathematics like group theory, invariant theory and algebraic geometry. They also come up naturally in theoretical computer science. For example, graph isomorphism, the VP vs VN P question and lower bounds on tensor rank are all questions about such notions of equivalence.
In this paper, we focus on the orbit-closure intersection problem, which is the most natural way to define equivalence for continuous group actions. We explore a general approach to the problem via geodesically convex optimization. As a testbed for our techniques, we design a deterministic polynomial-time algorithm for the orbitclosure intersection problem for the left-right group action. Recent results by [22, 46] have reduced this problem to polynomial identity testing (PIT), which yields a randomized polynomial-time algorithm. We derandomize this special case of PIT, perhaps surprisingly, by continuous optimization.
On the optimization side, we propose a new second-order method for geodesically convex optimization and use it to get an algorithm for operator scaling with time polynomial in the input bit size and poly-logarithmic in 1/ε (ε is the error). In contrast, prior work [32] gives an operator-scaling algorithm that runs in time only polynomial in 1/ε, which is not sufficient for an application to the general orbit-closure intersection problem.
On the PIT side, we have continued the line of research initiated by Mulmuley [59] to the study of problems in algebraic geometry and invariant theory from an algorithmic perspective in order to develop and sharpen tools to attack the PIT problem. Our result adds to the growing list of this agenda [29, 32, 45, 46] , and continues the paper [32] in building optimization tools for PIT problems (at least for those arising from invariant theory). Could it be possible that the eventual solution to PIT will lie in optimization (perhaps very wishful thinking)?
Below is an outline of the rest of the introduction. We review geodesically convex optimization and explain its application to the operator-scaling problem in Section 1.1. We discuss the basics of invariant theory in Section 1.2 and an optimization approach to invariant-theoretic problems in Section 1.2.1. We discuss the leftright group action in detail and explain how the orbit-closure intersection problem for this action (for which we give the first deterministic poly-time algorithm) is a special case of PIT in Section 1.3.
In Section 1.4, we discuss the unitary equivalence problem for the left-right action. Section 2 contains an overview of the techniques we develop.
Geodesically Convex Optimization and Operator Scaling
Convex optimization provides the basis for efficient algorithms in a large number of scientific disciplines. For instance, to find an ε-approximate minimizer, the interior point method runs in time polynomial in the input and logarithmic in 1/ε. Unfortunately, many problems (especially machine-learning ones) cannot be phrased in terms of convex formulations. A body of general-purpose nonconvex algorithms have been recently designed with theoretical guarantees (see [3-6, 15, 62, 65] ). However, their guarantees are not as good as in the convex case: they only converge to approximate local minima (some only to stationary points) and run in time polynomial in 1/ε.
So one might wonder, for what generalizations of convex optimization problems, can one design optimization algorithms with guarantees comparable to convex optimization? One avenue for such a generalization is given by geodesically convex problems. Geodesic convexity generalizes Euclidean convexity to Riemannian manifolds [14, 36] . While there have been works on developing algorithms for optimizing geodesically convex functions [1, 63, 72, 76, 78, 79] , the theory is still incomplete in terms of what is the best computational complexity.
We focus on geodesically convex optimization over the space of positive definite (PD) matrices endowed with a different geometry than the Euclidean one. This specific geometry on PD matrices is well studied, see [39, 58, 70, 76 ].
An n × n (complex) matrix M is positive definite (PD) if it is Hermitian (i.e., M = M † ) and all of its eigenvalues are strictly positive. We write M ≻ 0 to denote that M is PD. The geodesic path from any matrix A ≻ 0 to matrix B ≻ 0 is a function γ that maps [0, 1] to PD matrices, satisfies γ (0) = A and γ (1) = B, and is locally distance minimizing (w.r.t. an appropriate metric). A function F (M) is geodesically convex iff the univariate function F (γ (t)) is convex in t for any PD matrices A and B.
In the Euclidean metric, shortest paths are straight lines and such a path is γ (t) = (1 − t)A + tB. In this case, geodesic convexity reduces to classical convexity.
In the standard Riemannian metric over PD matrices, the geodesic path becomes γ (t) = A 1/2 (A −1/2 BA −1/2 ) t A 1/2 . It should be noted that there does not seem to be any global change of variables that would turn geodesically convex functions into Euclidean convex ones; the change of variables is local and varies smoothly over the manifold.
Operator Scaling. An example of an optimization problem which is geodesically convex but not convex arises in the problem of operator scaling [32, 37] . A tuple of matrices (A 1 , . . . , A m ) defines a positive operator 1 T (X ) = i A i XA † i , mapping PSD matrices to 1 It is also known as a completely positive operator.
PSD matrices. The so-called capacity of operator T is defined by:
det(T (X )) .
The name "operator scaling" comes from the fact that if the infimum X * is attainable, then by defining Y * = T (X * ) −1 and re-scaling
. This is also known as saying that the new operator
Before our work, the only known algorithmic approach to solve the above capacity optimization problem was by Gurvits [37] in 2004. His algorithm is a natural extension of Sinkhorn's algorithm, which was proposed in 1964 [69] for the simpler task of matrix scaling. A complete analysis of Gurvits' algorithm was done in Garg et al. [32] . Unfortunately, Gurvits' algorithm (and Sinkhorn's algorithm too) run in time poly(n, log M, 1/ε), where M denotes the largest magnitude of an entry of A i , 2 and ε is the desired accuracy. The polynomial dependency on 1/ε is poor and slows down the downstream applications (such as orbit-closure intersection). Remark 1.1. A special case of operator scaling is the matrix scaling problem (cf. [7, 18] and references therein). In matrix scaling, we are given a real matrix with non-negative entries, and asked to re-scale its rows and columns to make it doubly stochastic. In this very special case, one can make a change of variables in the appropriate capacity, and make it convex in the Euclidean metric. This affords standard convex optimization techniques, and for this special case, algorithms running in time poly(n, log M, log 1/ε) are known [7, 18, 49, 56] .
It is known that for every positive operator T , log(det(T (X ))) is geodesically convex in X [70] . Also, it is simple to verify that log(det(X )) is geodesically linear (i.e., both convex and concave) 3 . Hence, if we define the following alternative objective (removing the hard constraint on det(X )) logcap(X ) = log det (T (X )) − log det X (1.1) then it is geodesically convex over PD matrices X . Note that if cap(T ) > 0, then inf X ≻0 logcap(X ) = log(cap(T )).
Our main result is an algorithm which ε-approximates capacity and runs in time polynomial in n, m, log M and log(1/ε).
Theorem M1 (informal). For every ε > 0, there is a deterministic poly(n, m, log M, log(1/ε))-time algorithm that finds X ε ≻ 0 satisfying logcap(X ε ) − log(cap(T )) ≤ ε.
Because the problem is non-convex, geodesic convexity plays an important role in getting such an algorithm with a polynomial dependency on log(1/ε). Our algorithm is a geodesic generalization of the "box-constrained Newton's method" recently introduced in two independent works [7, 18] . In each iteration, our algorithm expands the objective into its second-order Taylor expansion (up to a geodesic diameter 1/2), and then solves it via Euclidean convex optimization.
Although we consider a specific application to operator scaling, our algorithm is in fact a general second-order method and applies to any geodesically convex problem (over PD matrices) that satisfies a particular robustness property. This robustness property is much weaker than self-concordance, and was introduced in the Euclidean space by [7, 18] . We believe that our method applies in a similar way to other metrics, and thus may be of much more general applicability.
In contrast, some previous results (e.g. [78, 79] ) only analyze firstorder methods for geodesically convex functions, and thus cannot achieve polynomial dependency on log(1/ε) for operator scaling 4 . We hope that more methods from the Euclidean setting would be transported into the geodesic settings and find applications in invariant theory, machine learning, or more broadly in the future.
Invariant Theory, Orbits and Orbit-Closures
We start with a short introduction to the basic concepts of invariant theory, focusing on the various notions of equivalence under group actions.
Invariant theory [16] is the study of group actions on vector spaces (more generally algebraic varieties) and the functions (usually polynomials) that are left invariant under these actions. It is a rich mathematical field in which computational methods are sought and well developed (see [21, 71] ). While significant advances have been made in computational problems involving invariant theory, most algorithms still require exponential time (or longer).
Let G be a group which acts linearly 5 on a vector space V . (In other words, V is a representation of G.) Invariant theory is nicest when the underlying field is C and the group G is either finite, the general linear group GL n (C), the special linear group SL n (C), or a direct product of these groups. Throughout this paper, whenever we say group, we refer to one of these groups because they are general enough to capture most interesting aspects of the theory. • The symmetric group G = S n acts on V = C n by permuting the coordinates. In this case, the invariant polynomials are symmetric polynomials, and are generated by the n elementary symmetric polynomials.
a change of bases of the rows and columns, namely left-right multiplication: that is, (A, B) maps X to AX B † . Here, det(X ) is an invariant polynomial and in fact every invariant polynomial must be a univariate polynomial in det(X ).
The above phenomenon that the ring of invariant of polynomials (denoted by C[V ] G ) is generated by a finite number of invariant polynomials is not a coincidence. The finite generation theorem due to Hilbert [40, 41] states that, for a large class of groups (including the groups mentioned above), the invariant ring must be finitely generated. These two papers of Hilbert are highly influential and laid the foundations of commutative algebra. In particular, "finite basis theorem" and "Nullstellansatz" were proved as "lemmas" on the way towards proving the finite generation theorem! Orbits and Orbit-Closures. The orbit of a vector v ∈ V , denoted by O v , is the set of all vectors obtained by the action of G on v.
The orbit-closure of v, denoted by O v , is the closure (under the Euclidean topology 6 ) of the orbit O v . For actions of continuous groups (like GL n (C)), it is more natural to look at orbit-closures. Call points in the same orbit (or orbit-closure in the continuous setting) equivalent under the action of the group. Many fundamental problems in theoretical computer science (and many more across mathematics) can be phrased as questions about such equivalence.
Here are some familiar examples:
• Graph isomorphism problem can be phrased as checking if the orbits of two graphs are the same or not, under the action of the symmetric group permuting the vertices. • Geometric complexity theory (GCT) [60] formulates a variant of VP vs. VN P question as checking if the (padded) permanent lies in the orbit-closure of the determinant (of an appropriate size), under the action of the general linear group on polynomials induced by its natural linear action on the variables. • Border rank (a variant of tensor rank) of a 3-tensor can be formulated as the minimum dimension such that the (padded) tensor lies in the orbit-closure of the unit tensor, under the natural action of GL r (C) × GL r (C) × GL r (C). In particular, this captures the complexity of matrix multiplication.
Orbit-closure Intersection. We study the orbit-closure intersection problem. Given two vectors v 1 , v 2 ∈ V , we want to decide
By definition, invariant polynomials are constant on the orbits (and thus on orbit-closures as well). Thus, if
A remarkable theorem due to Mumford says that the converse is also true (for a large class of groups including the ones we discussed above).
. Fix an action of a group G on a vector space V .
The above theorem gives us a way to test if two orbit-closures intersect. However, in most cases, efficient constructions of invariant polynomials (in the sense of succinct descriptions of Mulmuley [59] , see also [29] ) are not available. In cases where they are available (as we will see is the case for left-right action in Section 1.3), the orbit-closure intersection problem reduces to polynomial identity testing that can be solved by randomized poly-time algorithms.
Our optimization approach (see Section 1.2.1) yields deterministic poly-time algorithms, and we believe it should work even in settings where efficient constructions of invariants are not available. We describe a general approach next before describing a concrete application for the left-right action in Section 1.3.
1.2.1
Optimization approach to invariant-theoretic problems. We review an optimization approach to invariant-theoretic problems that comes out of the classical works in geometric invariant theory [51, 61] . We start with the null-cone membership problem, which is well defined for any group action. A vector v ∈ V is said to be in the null cone if the orbit-closures of v and 0 intersect. Then the null-cone membership problem is to test if a vector v is in the null cone. This is a special case of the orbit-closure intersection problem.
Given a vector v ∈ V , consider the optimization problem which finds a vector of minimum ℓ 2 -norm in the orbit-closure of v:
It is easy to see that v is in the null cone iff N (v) = 0. For most group actions (think of G = GL n (C) for concreteness), the function
2 is not convex in the Euclidean geometry but is geodescially convex (e.g. see [35, 77] ). A consequence of geodesic convexity is the so-called Kempf-Ness theorem [51] , that states that any critical point (i.e., point with zero gradient) of f v (д) must be a global minimum. This brings us to moment maps.
Moment map. Informally, the moment map µ G (v) is the gradient of f v (д) at д = id, the identity element of G. The Kempf-Ness theorem draws the following beautiful connection between the moment map and N (v). It is a duality theorem which greatly generalizes linear programming duality to a "non-commutative" setting. Theorem 1.3 (Kempf and Ness [51] ). Fix an action of group G on a vector space V and let v ∈ V .
Uniqueness is upto the action of a maximal compact subgroup K of G. 7 Theorem 1.3 gives an optimization route to null-cone membership (which was used in [13, 32] ): it suffices to find a w ∈ O v satisfying µ G (w) = 0. 8 Of course, one cannot hope to compute w exactly as it may not have finite bit-size. Instead, one can hope that 'computing it approximately' will suffice, but how accurate do we need to approximate this vector? We will shortly return to this. First let us discuss if this optimization approach be extended to orbit-closure intersection 9 . The extension is provided by the following theorem due to Mumford [61] :
7 Maximal compact subgroups of the groups we care about are simple to describe. For GL n (C), a maximal compact subgroup is the unitary group U n (C). For SL n (C), it is the special unitary group SU n (C). 8 This yields a "scaling problem" of the variety of "matrix scaling" and "operator scaling", and leads naturally to alternating minimization heuristics for special classes of groups. 9 One could also consider an optimization problem which tries to minimize the distance between the two orbit-closures, something like inf д,h∈G ∥д · v 1 − h · v 2 ∥ 2 2 . It is not clear if this optimization problem has nice properties like geodesic convexity.
The above theorem essentially follows from Hilbert's Nullstellansatz and the fact that closed orbits are algebraic varieties 10 , and hence separated by a polynomial. Theorems 1.3 and 1.4 imply:
Corollary 1.6. In other words, orbit-closure intersection reduces to
• testing if w 1 and w 2 are in the same orbit of the action of the maximal compact subgroup K.
Again one cannot hope to compute w 1 and w 2 exactly as they may not have finite bit-sizes. Instead, one can hope that 'computing them approximately' will suffice, but how accurate do we need to approximate these vectors?
For null-cone membership, in some cases [13, 32, 33, 37] , it suffices to calculate ε-accurate vectors in poly(n, m, 1/ε) time. For the orbit-closure intersection, we need a faster poly(n, m, log 1/ε)time algorithm because the distance between two non-intersecting orbit-closures could be exponentially small in n, m, log(M) (see Section 2.4) . This is what our algorithm for capacity minimization (see Theorem M1) achieves. We remark that the optimization problem N (v) for the left-right group action (described next), after elementary transformations, translates directly to the capacity optimization problem. The role of v is played by the tuple of matrices (A 1 , . . . , A m ) which define the completely positive operator T .
Left-Right Group Action and Polynomial Identity Testing
In this section, we introduce the left-right group action, describe its invariants, and explain how to reduce its orbit-closure intersection to a special case of polynomial identity testing. Finally, we use our operator-scaling algorithm to derandomize this special case of polynomial identity testing.
Left-right action is a generalization of the basic action we saw in Section 1.2. The group G = SL n (C) × SL n (C) acts simultaneously on a tuple of matrices by left-right multiplication. That is
The following theorem characterizes the invariants for left-right action. In remarkable progress recently, Derksen and Makam [22] proved polynomial bounds on the dimension d that one needs to form a generating set (previous bounds were exponential but held for more general group actions [20] ). Formally, they proved Theorem 1.8 ([22] ). The invariants for the left-right action are generated by polynomials of the form
Using Theorem 1.2, this reduces the orbit-closure intersection problem for the left-right action to the following special case of polynomial identity testing (PIT). 
Here, the matrices Y i are d ×d with disjoint sets of variables. Corollary 1.9 implies a randomized poly-time algorithm for the orbit-closure problem for the left-right action (randomly picking the entries of the Y i using the Schwartz-Zippel lemma). Using our algorithm for capacity minimization in Section 1.1 and the invarianttheory framework in Section 1.2.1, we show Theorem M2 (informal). There is a deterministic polynomialtime algorithm for the orbit-closure intersection problem for the left-right action.
This generalizes the results in [32, 46] where deterministic polytime algorithms were designed for the null-cone problem. We refer the readers to those papers for applications of the null-cone problem in non-commutative algebra, analysis, and quantum information theory.
Designing a deterministic algorithm for PIT is a major open problem in complexity theory with applications to circuit lower bounds [48] . There has been extensive work on designing deterministic algorithms for identity testing for restricted computational models (e.g. [26, 30, 50, 53, 66] ). 12 However, the above results in PIT (corresponding to the null-cone or orbit-closure intersection problems) give rise to very different class of polynomials for which we can now solve PIT in deterministic poly-time. This is part of a bigger agenda proposed by Mulmuley [59] to study PIT problems arising in algebraic geometry and invariant theory.
The other novel aspect of the PIT algorithms in [32] and the current paper is that they are based on continuous optimization whereas the original problems are purely algebraic. It is perhaps not surprising that optimization approaches are now coming back to PIT, since many of the fundamental combinatorial optimization problems like bipartite matching, general matching, linear matroid intersection, and linear matroid parity are special cases of PIT [27, 57] . 12 It is perhaps worth pointing out that, the null cone and orbit-closure intersection problems for the simultaneous conjugation action can be done in deterministic time using one such computational model -read-once algebraic branching programs [29, 64] . There are also other instances of PIT that can be solved in deterministic poly-time but which do not correspond to any restricted computational models. These include papers in math studying subspaces of singular matrices [8-10, 28, 34] (after all, by Valiant's completeness theorem for determinant [73] , PIT is essentially equivalent to testing if a subspace of matrices contains a non-singular matrix), PIT for subspaces of matrices spanned by rank-1 matrices [37, 42, 43] and algorithms for module isomprhism [12, 17 ].
Side Result: Unitary Equivalence Testing for the Left-Right Action
When deriving our algorithm for Theorem M2, we in fact need a subroutine for checking if two given tuples are equivalent under the left-right action: given two tuples of matrices A = (A 1 , . . . , A m ) and
Recall there is a deterministic polynomial-time algorithm for this problem (for instance combining [17, Theorem 4] and [44, Proposition 15] ). There has been a lot of work characterizing the conditions under which two tuples are equivalent up to unitary transformations [31, 47, 68, 75] .
However, in this paper, we need an algorithm for an approximate version of the unitary equivalence problem (recall the discussion in Section 1.2.1). We develop a deterministic polynomial-time algorithm for this purpose, where the time complexity has only poly-logarithmic dependency on the approximation parameter ε.
Theorem M3 (informal). There is a deterministic poly(n, m, log M, log(1/ε))-time algorithm that, given two tuples A and B and ε > 0, outputs
We believe this algorithm may be of independent interests with possibly other applications.
Open problems
We design an algorithm for operator scaling with time polynomial in input size and log(1/ε), and use it to give a deterministic polynomial-time algorithm for the orbit-closure intersection problem for the left-right action. We believe the recent coming together of optimization and invariant theory (from an algorithmic perspective) is a very exciting development and there are many interesting research directions and open problems in this area. We list some of the most interesting ones (from our perspective).
(1) In terms of optimization, it is interesting to design efficient algorithms for other classes of geodesically convex functions, especially with time polynomial in log(1/ε), even when the function is not strongly convex. Of particular interest is the manifold on PD matrices that is described in Section 1.1. This will directly lead to polynomial-time algorithms for testing nullcone membership for more general actions, e.g. for the natural action of SL n (C) × SL n (C) × SL n (C) on tensors in C n ⊗ C n ⊗ C n (see [13] for some partial results). (2) Design black-box PIT algorithms for testing null-cone membership and orbit-closure intersection for the left-right action, even for characteristic 0. Our algorithm is inherently white box. (3) Design efficient deterministic algorithms for the null cone and orbit-closure intersection problems for actions, of GL n (C) for concreteness, only assuming polynomial degree bounds on a generating set. The tools in this paper might already be enough to tackle this general problem.
Independent work
Independent and concurrent to this work, Derksen and Makam [23] have found a different algorithm for testing orbit-closure intersection for the left-right action. Their algorithm is conceptually simpler than ours, and does not use optimization techniques. Their algorithm works over fields of positive characteristic as well, and may be viewed as extending the null-cone membership algorithm in [46] .
TECHNIQUES AND PROOF OVERVIEW
• Section 2.1 describes a high level plan for our second-order algorithm for geodesically convex optimization. • Section 2.2 contains an overview of our optimization algorithm for operator scaling. • Section 2.3 contains a proof overview of our diameter bound for the optimal solutions to capacity optimization. • Section 2.4 describes our algorithm for the orbit-closure intersection problem for the left-right action. • Section 2.5 describes an algorithm for checking approximate unitary equivalence of two tuple of matrices under the left-right action.
Geodesically Convex Optimization
In this section, we provide a high-level overview of our general algorithm for minimizing geodesically convex functions over a natural manifold over PD matrices. The algorithm is a geodesic analogue of the box-constrained Newton's method in [7, 18] . The box-constrained Newton's method is related to trust-region methods (see [19] and the references therein). There has been study of Riemannian/geodesic analogues of these trust-region methods [11] . As far as we know, there was no analysis previously that gave a running time polylogarithmically in the error parameter. While we apply our second-order method to a specific metric, the framework is very general and we believe applicable to many other settings.
We say that a function F over PD matrices is g-convex if for every PD matrix X and every Hermitian matrix ∆, F X 1/2 e s ∆ X 1/2 is a convex function in s. We also assume a robustness condition on the function F which essentially says that the function behaves like a quadratic function in every "small" neighborhood with respect to the metric.
Our algorithm is quite simple. Starting with X 0 = I , we update X t to X t +1 by solving a (constrained) Euclidean convex quadratic minimization problem. Define f t (∆) = F X 1/2 t exp(∆)X 1/2 t . Let q t be the second-order Taylor expansion of f t around ∆ = 0. We have q t is a convex and quadratic (in the Euclidean space) because F is д-convex. Then, we optimize q t (∆) under the convex constraint ∥∆∥ 2 ≤ 1/2 (i.e., the "box" constraint). Let ∆ t be the optimal solution, and we update X t +1 = X 1/2 t exp(∆ t )X 1/2 t . 13 We prove this algorithm finds an ε-approximate minimizer of F (·) in O(R log(1/ε)) iterations. Here, the diameter parameter R is an upper bound on log X
where X * is some optimal solution for F . Let us give some intuition for the proof of this. We will prove that in each iteration F (X t ) − F (X * ) decreases by a multiplicative factor of roughly 1 − Ω(1/R). Denote by ∆ * = log X −1/2 t
that is, the "direction" from X t towards X * . Also let h(s) = f t (s∆ * ) and ∆ ′ t = ∆ * /2R. We know h is a univariate convex function due to g-convexity of F . Therefore,
On the other hand, since ∥∆ ′
t by the robustness assumption. Therefore, our obtained solution ∆ t -which minimizes q t (∆) under the convex constraint ∥∆∥ 2 ≤ 1/2-will be at least no worse than ∆ ′ t , or in symbols:
Operator Scaling via Geodesically Convex Optimization
Recall that we are given a positive operator T (X ) = m i=1 A i XA † i , where matrices A i are n ×n and whose entries are complex numbers with integer coefficients (Gaussian integers). 14 We want to solve the following optimization problem:
det(T (X ))
Before going into our algorithm, let us first explain what is known for a commutative special case of the above optimization problem, which is called matrix scaling. There one is given a non-negative n × n matrix N and one wants to solve the following optimization problem [38] :
The above program is an instance of geometric programming, so one can formalize it as a convex function and apply the ellipsoid algorithm to solve it to accuracy ε in time poly(n, b, log(1/ε)), where b denotes the bit size of entries in N [49] . In contrast, our operator scaling problem is not convex, and there is no analogue of ellipsoid algorithm for geodesically convex optimization.
Linial et al. [56] presented an algorithm for matrix scaling which also gives a polylogarithmic time dependency in 1/ε. Unfortunately, for its natural extensions to operator scaling, we are aware of counter examples (due to matrix non-commutativity) in which their approach fails to generate similar polylogarithmic efficiency.
We apply Section 2.1 to operator scaling. Recall that logcap(X ) = log det i A i XA † i − log det X is geodesically convex over PD matrices [54, 70] . Unfortunately, in the language of Section 2.1, the diameter parameter R is not polynomially bounded. In particular, the exact minimizer X * of logcap(X ) may not even be attainable (so can be at infinity). We fix this issues in two steps.
• First, we show (see Section 2.3) that there is an (approximate) minimizer X * ε of logcap(X ) that has a bounded condition number. That is, logcap(X * ε ) ≤ inf X ≻0 logcap(X ) + ε and κ(X * ε ) def = λ max (X * ε )/λ min (X * ε ) ≤ exp(poly(n, log M, log(1/ε)) is bounded. • Second, we add a regularizer reg(X ) = TrX · TrX −1 (which is also g-convex) to the objective. This ensures that when minimizing F (X ) = logcap(X ) + µ reg(X ) for some sufficiently small parameter µ > 0, we always have κ(X ) ≤ exp(poly(n, log M, log(1/ε)).
Finally, since both κ(X * ε ) and κ(X ) are bounded, one can show that the diameter parameter R = O(log κ(X * ε ) + log κ(X )) is also polynomially bounded. We can now apply Section 2.1 directly.
Bounds on Eigenvalues of Scaling Matrices
We want to bound the condition number of a minimizer X * of the logcap(X ). Note that the infimum of inf X ≻0 {logcap(X )} may not be attainable, and in such case we want to bound the condition number of some X * ε that satisfies logcap(X * ε ) − inf X ≻0 {logcap(X )} ≤ ε. Let us call such X * ε being ε-minimizers. We remark that similar bounds for the simpler matrix-scaling case were derived in Kalantari and Khachiyan [49] (for X * ) and in Allen-Zhu et al. [7] (for the more general X * ε ). Unfortunately, these combinatorial proofs do not apply to the operator case due to non-commutativity, even when the infimum is attainable.
We take a completely different approach by considering a symmetric formulation of capacity: 15
Optimal solutions for cap(T ) have direct correspondence to the optimal solutions for cap(T ). The proof considers running gradient flow on the objective Tr [X T (Y )]. 16 The main trick is to continuously follow the gradient but normalized to norm 1. That is d dt
where the gradient has to be defined appropriately. Then, we use several known properties of capacity [32, 55] to prove that the gradient flow converges in polynomial time with a linear convergence rate (i.e., error ε ∝ e −O (t ) where t is the time). Also since the gradient has norm 1, informally, the log of the condition number of an ε-minimizer shall be bounded by the amount of time that the gradient flow reaches an ε-minimizer. This yields that there exists an ε-minimizer X * ε (one reached by the continuous gradient flow) that has a bounded condition number, that is, κ(X * ε ) def = λ max (X * ε )/λ min (X * ε ) ≤ e R where R = poly(n, log M, log(1/ε)) and log M is the bit complexity of entries of the matrices A i defining the operator T .
Note that this is only an existential proof and one cannot algorithmically find an ε-minimizer using this gradient flow. Indeed, if one discretizes the gradient flow, the resulting algorithm will be a first-order method that converges in a number of iterations polynomially in 1/ε as opposed to poly-logarithmically (the objective is not strongly geodesically convex). This is why we have to design a separate algorithm (as explained in the next section) to find an ε-minimizer. Note that our proof strategy only yields that there exists an ε-minimizer that has "small" condition number. But as we will describe in the previous section, this will suffice through the use of an appropriate regularizer.
Orbit-Closure Intersection for Left-Right Action
In this section, we give an overview of our algorithm for orbitclosure intersection. We are given two tuples A = (A 1 , . . . , A m ) and B = (B 1 , . . . , B m ), which we assume integral for simplicity. They are associated with completely positive operators T A and T B :
We can assume wlog that both the tuples are not in the null cone since testing null-cone membership for the left-right action is already solved in [32, 46] . This means we can assume cap(T A ) > 0 and cap(T B ) > 0 (as a consequence of the Kempf-Ness theorem, alternatively see [32] ).
Recall from Corollary 1.6 that to test orbit-closure intersection for A and B, it suffices to
• find tuples C = (C 1 , . . . , C m ) and D = (D 1 , . . . , D m ), in the orbit-closures of A and B respectively, that have moment map 0. For the left-right action, C (or similarly D) has moment map 0 if there exists a scalar α s.
• test whether C and D are equivalent up to left-right multiplications of unitary matrices: that is, whether there exist special
As argued in Section 1.2.1, we cannot hope for calculating C or D exactly since they do not even have finite bit length. However, we can run our operator scaling algorithm (on the capacity optimization problem) to find tuples A ′ = (A ′ 1 , . . . , A ′ m ) and B ′ = (B ′ 1 , . . . , B ′ m ), in the orbits of A and B respectively, that are exponentially close to C and D respectively. We describe how to do this (this is a standard argument and is explained in the full paper). Suppose X ε is s.t. log cap(X ε ) ≤ log cap(T A ) + ε. Then one defines
ε , and similarly for B ′ . Here c is a normalization constant to ensure that we remain in the SL n (C) × SL n (C) orbits. Now, if the orbit-closures of A and B intersect, not only C and D are related by unitary matrices, we also know A ′ i ≈ δ 1 U B ′ i V up to some exponentially small error δ 1 > 0. Note that due to our new operator-scaling algorithm, we can make the running time polylogarithmic in 1/δ 1 .
We will prove (see below) that if the orbit-closures of A and B do not intersect, then the tuples U A ′ V and B ′ must be δ 2 (in ℓ 2 distance) far apart for every pair of unitary matrices U , V ∈ U n (C) (with det(UV ) ≈ 1). Here δ 2 is some fixed exponentially small parameter, and we shall choose δ 1 ≪ δ 2 . In other words, the orbitclosure intersection problem now reduces to checking if there exist unitary matrices s.t. U A ′ V is close to B ′ . We provide an efficient algorithm for this problem too, and overview of the techniques will be presented in Section 2.5.
Distance between non-intersecting orbit-closures. We now explain, how to prove that U A ′ V and B ′ must be δ 2 -apart if orbitclosures of A and B do not intersect. By Corollary 1.9, there is an invariant polynomial p of degree at most n 6 such that p(A) p(B). We can arrange p to have "small" integer coefficients (using the Schwarz-Zippel lemma). We provide a simple example to show that the orbit-closures can be exponentially close. In this example, m = 1, so the tuple has only one matrix. Let A be the (n × n) diagonal matrix whose entries are all 2. Let B be an arbitrary (n × n) matrix with entries 1's and 2's s.t. det(B) = 2 n + 1. Since the determinants are different, the orbit-closures of A and B do not intersect. The matrix 2I n lies in the orbit of A and (2 n + 1) 1/n I n lies in the orbit of B. The ℓ 2 distance between these is √ n (2 n + 1) 1/n − 2 = 2 √ n (1 + 1/2 n ) 1/n − 2 ≈ 2 √ n2 n which is exponentially small in the dimension n.
Comparison of null-cone membership with orbit-closure intersection. We highlight differences of our result from the work of Garg et al. [32] (which solves a simpler null-cone membership problem). Garg et al. [32] used invariant theory and degree bounds to analyze the convergence of Gurvits' algorithm from [37] 17 . For the simpler null cone problem, it sufficed for them to have an algorithm with inverse polynomial dependence on the approximation parameter.In this paper, we need significant more work (on designing operator-scaling algorithms) to achieve a polylogarithmic time dependency on the error as can be seen from the previous example where non-intersecting orbit-closures can be inverse exponentially close (in terms of the input size).
Algorithm for Checking Unitary Equivalence
In Section 2.4, we have essentially reduced the orbit-closure intersection problem to the following unitary equivalence problem. 17 Indeed, the most recent version of their paper does not use any degree bounds Given two tuples of matrices A = (A 1 , . . . , A m ) and B = (B 1 , . . . , B m ), decide: 18
• if there exist unitary matrices U , V ∈ U n (C) s.t. the tuples U AV and B are ε close; or • for all unitary matrices U , V ∈ U n (C), the tuples U AV and B are ε ′ far apart.
Here, ε ≪ ε ′ and both are exponentially small in the input-size.
What does the left-right action by unitary matrices preserve?
The (real) singular values of individual matrices A i and B i are preserved. Therefore, we look for an i ∈ [m] s.t. the singular values of A i form at least two distinct clusters. Since singular values in different clusters must be matched differently, we can reduce problem into smaller dimensions each corresponding to one cluster of singular values. However, what if all singular values for A i are close to each other? This means each A i must be close to being (a scaling of) a unitary matrix.
Next, let us assume for simplicity that all matrices A i and B i are exactly unitary. Since U A 1 V ≈ B 1 if and only if V ≈ A −1 1 U † B 1 , this restricts the search to just U because V can be explicitly written as a function of U . Therefore, the new problem we need to solve is the following: does there exist a unitary U s.t.
What does conjugation by a unitary matrix (i.e., left multiplication by U and right by U † ) preserve? The eigenvalues! Therefore, similar to the previous step, we can compute the eigenvalues of our new matrices A i A −1 1 and B i B −1 1 for all i ∈ {2, . . . , m}, and look for clusters of eigenvalues to reduce dimensions. If all the eigenvalues are close to each other for every unitary matrices A i A −1 1 and B i B −1 1 , then they must both be close to scalings of the identity matrix so all we are left to do is to compare scalars.
Unfortunately, after reducing the dimensions using eigenvalues, we may come back to matrices with different singular values. Therefore, we need to alternatively apply singular-value and eigenvalue decomposition routines, until we are left with identity matrices. It is in fact tricky, but anyways possible, to ensure that the error does not blow up too much in this decomposition process.
