for all (x, y) such that x, y e [0,1) and x + y < 1, given by Kendall [4] and we note that f(x; x) =f(x) is the Kendall's information function.
Darôczy [1] generaîized the functional équation (1.3) as , P > 0 (1. 4) and obtained that under the boundary conditions
which according to Darôczy is information function of type-(ï.
When (3-> 1, under the regularity condition
which is Shannon's [7] information function [4] . This contains only one parameter P(> 0). In the present paper we introducé a generalization including two parameters p > Oand y > 0. This generalization contains all earlier ones as particular cases.
In section 2 of this paper we shall give generalized functional équation in two variables and define both inaccuracy function and measure of inaccuracy of type (P, y)-
We shall study some properties of new measure of inaccuracy of type (P, y) in section 3. In section 4, we shall define the joint and marginal measures of inaccuracy of type (P, y) and discuss their properties. IL Measure of Inaccuracy of type (P, y) of the discrete probability distribution Q = (q u ..., # n ) with respect to probability distribution P = (p l3 ...»ƒ?,,) [10] under the specified conditions.
GENERALIZED FUNCTIONAL EQUATION
The forms of the fonctions obtained are
for ail x 9 y € [0,1], p > 0, y > 0 and p ^ 1 when y = 1. Also when S = y = 1. we have
This is Kerridge's [5] Inaccuracy function.
NEW MEASURES OF INACCURACY
Let X be a random variate assuming the values x t ,..,, x n . If an expérimenter asserts that the probability of the ith event is q t while/>,. is its true probability, then by définition II, the Measure of Inaccuracy of type (P, y) is obtained by the quantity 
ifp t = q. z= 1 for one value of i = /: and consequently j? £ = ^ = 0 for / ^ A: provided (S > 0 and p ^ 1, which implies that in the absence of inaccuracy there is a correct statement made with complete certainty.
In the following theorem we prove some properties of H®' y \P ; g). 
7=1 '
Proof. The properties (i) to (iii) are obvious and can be verified easily. We, however prove (iv) and (v) by direct computation. 
MEASURES OF INACCURACY OF TYPE (P, y) FOR BIVARIATE DISTRIBUTIONS
Let X and Y be two discrete finite random variables assuming the values ipc u x 2 , ...,#") and (y u y 2 ,-jy m ) respectively. We define the measure of Inaccuracy of type (p, y) of the probability distribution Q(X) with respect to probability distribution P(X) by {p u ..., p n ; q u ..., q n )) (4.1) where p ( = 1, 2 Next if p(x t , yj) and ^(x i? 7 y ) are the joint probability of (x u y^) for the distribution P and Q of (X 9 Y) respectively, then the joint Inaccuracy of type (P, y) of Ö(X, 7) with respect* to P(Z, F) is defined as and similarly we can prove (4.14).
When p -> 1, the last terms in (4.13) and (4.14) vanish and we have REMARKS. These results correspond to Shannon's results
H(X) ^ H(X/Y) and H(Y) > H(Y/X).

