ABSTRACT Winning a granting is critical in helping young and innovative firms to reduce financial burden, yet successfully get funding is not easy. Granting applicants are eager to find out the funding evaluator's decision pattern and fully prepare for the fund application. In such condition, supervised machine learning models seem to be a suitable tool. Based on nearly 5000 Beijing Innofund applicants, we find that supervised machine learning models, like support vector machines (SVM), K-nearest neighbors (KNN), decision tree, logistic regression, and Artificial Neutral Network (ANN) can produce both accurate and reasonably understandable funding prediction results with their average accuracy rate over 80%. Yet, the comparison results also reveal that the SVM model produces the most accurate forecasts in terms of average accuracy rate (86%) and F-score (82%). The findings indicate that SVM is an effective and reliable classification algorithm that can perform tasks well with small datasize. Based on the selected attributes and their weights, the funding applicants can get ready for the grants, by making up for the disadvantages and enhancing the advantages.
I. INTRODUCTION
Financial funding is a serial of special funds allocated by government. It plays an important role in reducing young and innovative firms or individual's financial burden and supporting their innovative activities [29] . Statistically, 24 of the top 28 listed companies in the China Growth Enterprise Market have received government funding [32] . However, winning a funding is not easy. In China, less than 22% applicants can get support from National Natural Science Foundation by National Science Foundation Committee (NFSC). Things are even harder in the United States. Less than onesixth of NIH applicants win the support, and one-fourth win a NSF funding [5] . Therefore, how to find out the evaluator's evaluation pattern and fully prepare for the fund application is especially important for applicants.
In tradition, researchers mainly rely on correlation analysis, or regression analysis to test attributes' influence on evaluation results. However, linear regression methods are incompetent for predicting human decision-making due to human thinking is a complicated system instead of linearity. Under such circumstance, traditional linear statistical
The associate editor coordinating the review of this manuscript and approving it for publication was Shuai Han. methods may fall short of expectation in providing effective predicting results [19] . As an interdisciplinary tool, machine learning seems to be effective in solving this problem. In essence, machine learning is a model to find the unknown function, dependency or structure between inputs and outputs which are impossible to be represented by explicit algorithms through an automatic learning process [30] . Based on different data types (numerical data, byte data, textual data and so on), machine learning can be used for classification, regression, clustering, dimensionality reduction, anomaly detection and so on (see Fig.1 ). Due to its outstanding ability in processing large quantity of data, large dimensional problems, and their high flexibility in reproducing the data generation structure [28] , machine learning models have been used in many cases, for example in pattern recognition, classification problems, spam filtering, and also in data mining and forecasting problems [30] .
As mentioned above, our motivation is to identify the decision-making model of project reviewers to help companies better prepared for financial funds, and to help organizers improve review efficiency. In such cases, supervised machine learning model seems to be more suitable. Supervised learning is to derive a model from labeled training data by using the labeled data act as classification criterion. Through the learning of funding evaluation results (approved or not), supervised learning can simulate the evaluation results. In this paper, we provide a detailed review and evaluation of five kinds of supervised machine learning methods-KNN, decision tree, logistic regression, SVM and ANN. Although they all can produce both accurate and reasonably understandable funding prediction results, SVM performs better on small datasize than the other four models. Based on nearly 5000 applicants of Beijing Innofund, we find that SVM model produces the most accurate forecasts in terms of average accuracy rate (86%) and F-score (82%). Hence, we highly recommend SVM model for funding prediction. We believe we are the first to provide a comprehensive review of KNN, decision tree, logistic regression SVM and ANN in application to funding decision prediction and the first to combine machine learning tools with firm value evaluation.
Thus, main contributions in this paper are as follows:
• We tested the performance of five supervised machine learning models based on a new scenario-Innofund. It extends the application scope of machine learning.
• Based on the real-life data, we found that SVM is most suitable to our data. It performs better than logistic regression, KNN, decision tree and ANN in average accuracy rate by 5.71%, 2.39%, 11%, and 4.76%, respectively This paper is organized as follows. Sec. II, introduces theoretical knowledge on machine learning methodology, including KNN, decision tree, logistic regression, support vector machine, and neutral network. Sec. III is Beijing Innofund background introduction with data preparation. Sec. IV describes research design. Sec. V provides with experiment results and analysis model. Finally, concludes the paper in Sec. VI.
II. BACKGROUND AND RELATED WORK
Supervised machine learning methods, like KNN, decision tree, logistic regression, ANN and SVM can improve decision-making quality and prediction accuracy by figuring out unknown dependencies or structures [2] . And they have testified their ability in stock price prediction [10] , [13] , [14] , house price prediction [23] , [25] , disease diagnosing [4] , [27] ; consumption prediction [31] , [35] . Yet which method is more suitable to predict funding results still up in the air. Conclusions are inconsistent: [18] , [21] compare ANN with linear discriminant analysis (LDA) models, the result clearly indicates that the former is a better model to forecast the credit ratings of companies. [12] compares credit rating analysis with an SVM and traditional neural networks in Taiwan and the US. According to their experiments, SVM performs better than neural networks and logistic regression models. [15] finds that the accuracy performance of the SVM model is better than that of back-propagation neural networks (BPNs) and logistic regression in credit scoring of SMEs. Experimental results of [24] show that ANN system outperforms SVM system in credit scoring. [1] finds that SVM can produce notably better predictions of international bank ratings than ordered choice models. The results of [20] shows that the SVM provides the best accuracy for bankruptcy prediction among back-propagation neural network, radial basis function neural network, linear discriminant analysis, and naive Bayes classifier.
A. LOGISTIC REGRESSION MODEL
Logistic regression is used for predicting categorical dependent variables, especially binomial dependent variables rather than a continuous one. In essence, logistic regression is a generalized linear model. It tries to build a linear model to separate data into two parts. The non-linear function Sigmoid Function is used to normalize the values in any range into the [0,1] interval, which is represented as:
Then the odds of the event happening of each independent variable is calculated by taking its logarithm to create a continuous criterion as a transformed version of the dependent variable. The logarithm of the odds is the logit of the probability, and being defined as:
Assume that p is the funding probability ranging from 0 to 1, while (1 − p) is the probability of not approved. p/(1−p) is the happening ratio of approved. The logical linear regression function equation can be expressed as
In the above formula x 1 , x 2 . . . x k are independent variables, and b k is a logistic regression coefficient.
B. DECISION TREE MODEL
The aim of decision tree is to classify an instance into a predefined set of classes based on their attributes' values (features) [26] . Different from logistic regression, decision tree is constructed in a top-down manner in a sequence, i.e. the entire dataset splits into smaller partitions until no further partitioning can be made (as shown in Fig.2 ). The construction of a decision tree usually involves two main steps: feature selection, and pruning. The popular attributes selecting algorisms including: ID3, ID4.5, CART and so on. Take ID3 for example, it follows the principle of attribute's information gain maximization to select features, i.e. to combine variables that have the strongest association with the other variables. When the tree construction is finished, all the instances in a node are of the same class [17] . For a decision tree, the more the number of leaf nodes, the worse the generalization ability of the decision tree. Therefore, pruning is needed to achieve a better generalization ability. By cutting out branches, the decision tree can be optimized. 
C. K-NEAREST NEIGHBOR MODEL
KNN is a simple, effective non-parameters method. The classification process of KNN can be summarized as following. Firstly, calculate the similarity between a target object and the most similar k-nearest neighbors in the training sample set. The similarity distance of KNN is normally measured by Euclidean distance
where x is the target object and x i is the i-th similar nearest neighbors. Then according to a majority vote of its neighbors, the target will be assigned to the most common class among its k-nearest neighbors. The classification δ(x i , c i ) is for x i with respect to class c i can be expressed as:
SVM is a classification technique based on statistical learning theory [6] . It can handle linear indivisible problems by using nonlinear kernel support vector machines. The kernel function can achieve a maximum predetermined deviation from the actual values of the dataset, i.e. a hyperplane that lies ''close'' to as many of the data points as possible [13] . The training points that are closest to the optimal separating hyperplane are called support vectors [15] . They determine the decision boundary.
E. ARTIFICIAL NEURAL NETWORK MODEL
The artificial neural network consists of three layers: input layer, hidden layer and output layer. The neurons of each layer are connected to all neurons of the adjacent layer, and there is no connection between the neurons of the same layer. When the neurons of the input layer are activated by the activation function, the activation values will propagate from the input layer to the output layer via the intermediate layers. If the output does not match the expectation, the errors will be sent back to correction through the back-propagation phase, and the weights of each layer are corrected according to the error gradient decreasing. The processes of information forward propagation and error back propagation are the learning and training process of the neural network. This process continues until a specified value or a predetermined number of learnings is reached [18] . Fig.3 is the graphical representation of Artificial Neural Network. From the brief introduction above, we can see that these different machine learning models have different theoretical assumptions and application conditions. Data applicability differences may be the main factor causing the inconsistency in decision-making process. Generally speaking, logistic regression, decision tree, KNN models are sensitive to unbalanced data, so they can hardly provide reliable results if the number of positive case and negative case are of big difference. Moreover, decision tree, KNN are more suitable to large sample size. Large sample size may reduce the overfitting problem and generate a more robust model. ANN is able to handle complex nonlinear relationships, but it is not user friendly and lack of self-explanatory. On the other hand, SVM seems to be the most promising model for our data. SVM can not only provide accurate classification results, but also applicable to small datasize. summaries of the advantages and disadvantages of machine learning models.
III. MATERIALS AND METHODS

A. PROJECT SELECTION OF BEIJING INNOFUND: A BACKGROUND
Small and medium-sized technology-based enterprise special fund in Beijing (known as ''Beijing Innofund'') is initiated by Beijing municipal government. It aims to support SMEs' technological innovation activities and foster their growth. In the very beginning, Beijing Innofund acted as a subsidiary fund of Innovation Fund for Small Technology-based Firms held by State Council. In 2006, Beijing Innofund got independent and grew into a main source of funding for application research in Beijing. It covers electronic information, biomedicine, new materials, equipment manufacturing, renewable energy, modern agriculture industry and so on. Over its ten years' development, Beijing Innofund has achieved a great accomplishment. It has spent over 1.34 billion yuan to support technology-based small and medium-sized enterprises. Most of those approved firms have grown into national high-tech enterprises. The average annual R&D investment of the approved firms has increased from 1.1 million to 3.05 million RMB; the average annual operating income has increased by 50% from 6 million to 9 million RMB; the annual average tax payment increased from 100,000 to 200,000 RMB in two years. In order to select the most promising and suitable innovative SMEs, expert evaluation is always going first. When applicants submitted proposals to one of ten the discipline panels, each application will be randomly assigned to five experts to be rated on the quality of the proposal (project ratings) in regarding to technology innovation, core team, business plan, economic performance and so on. These experts may be members of TMTS, government officials, professors, experienced VC investors, or entrepreneurs and so on. The average score over the five experts' ratings determines which project gets approved, i.e. starting from the best-ranked proposal and working down the list until the available funding is exhausted. In general, the top 25% of proposals will be success. Our research is based on a database of 4900 proposals, and 28% among them are successful winners. The data not only contain general characteristics of the company including team profile, innovation capability, firm scale, profitability, but also indicators of project feasibility, and firm's future development.
B. DATA PREPARATION
Our study consists of 14 input variables, and 1 output variable. These indicators are coincident with the Beijing Inofund's scoring table. As shown in TABLE 2, Hedu and RDstuff are the two dimensions of team profile. Hedu represents the number of stuff with bachelor diploma or above, and RDstuff is the total number of R&D stuff of the firm. RD (Firm-level R&D investment), and PjRD (the project level R&D investment) reflect firm's innovation capability. Firm size and firm age, together with firm's total assets and firm's total revenue are used to measure firm scale. Profitability is measured as firm's net asset and profit. The measurement of project feasibility,prophase, is a categorical variable. Specifically, product development phase is coded as 1, pilottesting phase as 2, and on the market as 3. Firm's future development potential is measured by Fasset, i.e. the estimated asset increase in the flowing two years; Fstuff, the estimated stuff number increase in the flowing two years; Frev, the estimated revenue increase in the flowing two years. The detailed information of these 14 attributes please refer to TABLE 3. Since the predicting items of Beijing Innofund is composed of firm level information and individual level of information, normalization is needed. In this study, data are scaled into the interval of [0, 1] by using the following formula:
where x is the original value, x is the scaled value, max(x) is the maximum value of feature x, and min (x) is the minimum value of feature x. Then the dataset is divided into two parts for training and testing the model. The training dataset is used to develop the model, while the testing dataset is used to evaluate the predictive and generalization ability of the developed model. Since there is little or no guidance in the literature on the division ratio for the training and testing of the model, we follow the tradition to set 80% of the data for training and 20% for testing. Yet in the case of a back-propagation neural network, the data are divided into three subsets: a training set of 60%, a validation set of 20%, and a test data set of 20%. 
IV. MODEL DEVELOPMENT A. PERFORMANCE MEASUREMENTS
The predictive performance of a data mining technique can be summarized into four categories: true positive, false positive, true negative, and false negative. The four values are defined as following [3] : True Positives (TP) = number of instances with positive outcomes that are correctly classified. False Positives (FP) = number of instances with positive outcomes that are wrongly classified. True Negative (TN) = number of instances with negative outcomes that are correctly classified. False Negative (FN) = number of instances with negative outcomes that are wrongly classified. As shown below, precision measures the percentage of how many reported approved projects are correct. Recall measures the percentage of how many real approved projects are detected. F-score is the harmonic average of precision rate and recall [9] . Since precision and recall are mutually exclusive, F-score is more widely used. The higher F-score, the higher classification accuracy. Their expressions are as follows:
We also include average accuracy rate into our model. Unlike accuracy rate, average accuracy rate is suitable for unbalanced data, because it calculates the accuracy of each category separately.
B. DEVELOPMENT OF LOGISTIC REGRESSION MODEL
As mentioned before, the funding results of Beijing Innofund is of two types: approved or not. In this paper, we take those approved projects as positive ones, and those are not as negative ones. Transformed from formula(3), the approved chance is (10) and the unapproved probability is 1-p. In this paper, we test different thresholds. As shown in Fig.4 , with thresholds ranging from 30% to 70%, classification accuracy indicators, like recall, precision, F-score, average accuracy rate (AAR) follow an inverted U pattern with the highest accuracy rate achieved at 45% threshold. Take average accuracy rate for example, the highest accuracy rate (0.85) is got at threshold of 45%, meaning that 85% of the samples are correctly categorized if threshold is set as 45%. To be more specifically, if the approved probability p is over 45%, we presume it should be approved for granting, and cases that are under 45% threshold will not get the grant. Results reveal that such a classification threshold is satisfying. Therefore, we set the threshold at 45%.
C. DEVELOPMENT OF KNN MODEL
The selection of K value determines classification results of KNN. The smaller K value means using a training instance that is closer or similar to the instance; A larger K value means the training instance that is far (not similar) to the input instance. Although the smaller K may provide less approximation error, but it will lead to overfitting problem. Whereas a larger K value may generate more prediction erroneous, the model will be simpler. In practice, trial and error are commonly used to determine the optimal K value. Fig.5 (a) reveals the accuracy rate under various K values. It shows whatever the accuracy indicator (AAR, precision, recall, F-score) is, the accuracy rate follows a trend of rising first and then stabilizing. Take AAR as an instance, with the increase of K, the accuracy of KNN goes up as well until it reaches stable at K = 8. The accuracy of KNN increases from 0.79 to 0.87, and remains steady around 0.87. Therefore, we choose smallest stable K = 8 in the following analysis as the parameter K in the KNN model. To get further insights of the indicators importance in winning a funding, we test the classification accuracy of the 6 indicators: team profile, innovation capability, firm scale, profitability, project feasibility, future development, respectively. As shown in Fig.5(b) , profitability contributes the most, i.e. 0.85 for classification accuracy; future development runs for the next at around 0.82; firm scale, project feasibility and innovation capability follow in sequence ranging from 0.8 to 075. Team profile provides the least classification accuracy with 0.7.
D. DEVELOPMENT OF DECISION TREE MODEL
We use sklearn. tree to run our model. The feature selection criteria provided by scikit-learn database is Gini. Gini refers to uncertainty. The larger the Gini index, the higher the categorization uncertainty and the greater the impurity (i.e. the lower the probability that the sample belongs to the same class). Firstly, we calculate the Gini index of each attribute(A) under segmentation point (α) to get the Gini Split info of the attribute. The smallest Gini index and its segmentation point among all possible attributes(A) and all possible segmentation value (α) will be taken as the optimal attribute and the optimal binary segmentation point. The recursive process will be continued until the sub-datasets belong to the same class or all the features are used up. And by pruning the decision tree according to the error loss of each node, our decision tree is finally made. To avoid overfitting problem, we test the max-depth of our model. As shown in Fig.6 , when the max-depth reaches to 10, the accuracy rate does not improve any more. Therefore, max-depth is set as 10. 
E. DEVELOPMENT OF SVM MODEL
The accuracy of SVM model depends on the chosen kernel function. Like most of other studies, we use RBF kernel in our SVM model. Two parameters should be chosen for the RBF kernel function: penalty parameter (C) and kernel parameter γ . C is the trade-off parameter. It trades off between misclassification samples and interface simplicity. A low C smoothens the interface, while a high C increases the model freedom to select more support vectors to ensure that all samples are correctly classified. In other words, the smaller the C, the smaller the penalty for the error and the classifier will allow more error points in the training data; the larger the C, the smaller number of errors allowed in the training data. γ is defined as the impact of a single training sample on the entire classification hyperplane. When γ is small, the influence of a single sample on the entire classification hyperplane is relatively small. Conversely, when γ is large, a single sample has a greater influence on the entire classification hyperplane. Since there is no predefined γ and C, grid search method is used to set their values [12] . We take different values of γ and C for training, then choose the best effect. The range of C and γ are (C) = 1, 2 1 , 2 2 , 2 3 , 2 4 , and 
F. DEVELOPMENT OF ANN MODEL
An ANN prediction model is a network with determined architecture, weights, biases and activation function [34] .
Assuming that the input layer is represented by the vector x, with w 1 representing weight (also called the connection coefficient), b 1 for offset, and the function f as the commonly used sigmoid function. In this study, a three-layer fully connected back-propagation neural networks (BPN) is used as benchmark. According to our sample data, our input layer contains 14 nodes representing the 14 attributes, and one node for the output layer as the categorical decision. The trial-and-error method is the most frequently used to determine the optimal number of hidden nodes [16] in order to optimize the process and to avoid the randomness and blindness. After the iteration, an ANN architecture of 14-5-1 (11 input variables, 1 hidden layer with 5 neurons and 1 output) generated by the software was found to be the best network in this study(as shown in Fig.7) . 
V. EVALUATION A. COMPARISON OF PREDICTION RESULTS OF CLASSIFIERS
As illustrated in Fig.8 , we can observe that all the five supervised machine learning methods (logistic regression, decision tree, KNN, SVM, ANN) achieve high training accuracy in predicting firms' funding results. Specifically, the lowest average accuracy rate is at 0.8, and highest average accuracy rate is at 0.88; the lowest precision is at 0.77, and highest precision is at 0.86; the lowest recall is at 0.73, and highest recall is at 0.79; the lowest F-score is at 0.75, and highest precision is at 0.83. It implies that machine learning methods are effective tools in predicting mankind decision-making and they have extensive applicability in funding evaluation field. However, accuracy on testing data varies with different methods and datasets. We observe that SVM achieves the best overall accuracy. The average accuracy score of SVM is 0.863, followed by KNN (0.859), ANN (0.852), linear regression (0.849) and decision tree (0.798). It is reflected that approved cases and unapproved cases can be separated by using our machine learning models, and the attributes we selected is an accurate reflection of firm value. What's more, the F-score of SVM, ANN, decision tree, KNN, and logistic regression is 0.815, 0.778, 0.734, 0.796, 0.771 respectively. SVM outperforms logistic regression, KNN, decision tree and ANN by 5.71%, 2.39%, 11%, and 4.76%. Based on these results, the SVM model is recommended for default funding prediction. TABLE 5 shows the forecasting accuracy attained of all the five supervised machine learning methods with 50%, 60%, 70% and 80% of the dataset. The predictive performance of all the models increase progressively from the smallest to the biggest size group. SVM model performs better than the other four machine learning tools at each stage while attaining an overall accuracy of 74.1% (50%), 79% (60%), 82.1% (70%) and 83.9% (80%) respectively. It shows that SVM can not only provide reliable prediction results, but also in a consistent way.
B. ROBUST CHECK OF CLASSIFIERS
VI. DISCUSSION AND CONCLUSION
The Chinese government has been funding innovative SMEs for years. Winning a government financial funding can not only ease financial difficulties, but also help them gain other external financial supports as a quality signal. So far, Beijing Innofund has nurtured over 5000 firms growing into mature firms. In order to discover hidden patterns in evaluators' decision making and prepare firms for funding application, we resort to the help of data mining techniques.
In this paper, we give a comprehensive review of logistic regression, KNN, decision tree, SVM and ANN, and their application in funding decision prediction field. We find that these different machine learning models have different theoretical assumptions and application conditions. Generally speaking, logistic regression, decision tree, KNN models are sensitive to unbalanced data, and they are more suitable to large sample size. Because large sample size may reduce the overfitting problem and generate a more robust model. ANN is able to handle complex nonlinear relationships, but it is not user friendly and lack of self-explanatory. On the other hand, SVM seems to be the most promising model for our data. SVM can not only provide accurate classification results, but also applicable to small size and unevenly distributed data [33] . Moreover, by exploiting the popular RBF function in our SVM model, it is proved to yield the most accurate forecasts in terms of average accuracy rate (average accuracy rate of SVM is 86%) and F-score (F-score of SVM is 82%).
The learning from data by machine learning techniques can be used to simulate reviewer's thinking to help applicants in successfully get financial funding. Based on the selected attributes and their weights, the funding applicants can get ready for the grants, by making up for the disadvantages and enhancing the advantages. But due to the prediction accuracy rate is not very high, one must not replace peer-review with automated review. We can join both procedures to reduce bureaucracy, make peer review process clearer and more transparent. Furthermore, such technique makes possible to double-check peer review process, detect outliers, discover how additional criteria might affect decisions, and so on.
However, like other studies, limitations also exist in this study. Small dataset can hardly derive general and robust results. It is recommended of using substantial amount data for getting better generality. What's more, with sufficient data, more other machine learning methods, such as unsupervised machine learning can be integrated into the model to improve the prediction accuracy. Hence, the work can be extended to build an automated decision support system which can not only predict the outcomes, but also provide the smart decisions based on a set of rules derived.
