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Human activity affects white-tailed deer (Odocoileus virginianus) movement and habitat
selection during all times of the year, but knowledge is limited regarding how human risk affects
white-tailed deer during the summer and winter. During spring and summer, variation in patch
selection varied. Natural vegetation was selected for early in the year, with anthropogenic
forages being important for deer use during the summer. During the winter, deer responded to
different levels of risk. As hunter risk increased on the landscape, deer altered selection of the
landscape. Deer avoided areas that were heavily used by hunters, using areas containing less
hunter risk. Use of land cover classifications varied temporally, with cover selected for during
the day and forage selected for at night. I have demonstrated that deer respond to human activity
on the landscape, by selecting for anthropogenic foraging sources during the spring and summer
and avoiding patches that contain risk.
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CHAPTER I
INTRODUCTION
Movement of an organism is a fundamental part of life and plays a role in many different
dynamics of ecological systems (Nathan et al. 2008); thus, understanding the decision making
process is important. Temporal and spatial variables are a key part of understanding movement
based decisions (Zeller et al. 2012, Lowrey et al. 2019). Particular temporal and spatial events,
such as predation risk, can alter movement and habitat selection directly (Ordiz et al. 2012,
Picardi et al. 2018, Gehr et al. 2020). While there are a multitude of studies on movement, a gap
exists between the ecology and the biology of movement (Holyoak et al. 2008).
Movement decisions while traversing a landscape are complex and must assess the risks
involved (Creel and Winnie 2005, Christianson and Creel 2008). The risk allocation hypothesis
predicts how animals assess and respond to risk, stating that animals increase anti-predator
responses in high-risk situations (Lima and Bednekoff 1999). This response can be detrimental to
a foraging animal as reduced foraging decreases forage uptake (Verdolin 2006), with potential
detrimental effects on energy intake (Thompson 1983, Ordiz et al. 2012).
When in high risk areas, some animals generally alter habitat use to avoid risk (Little et
al. 2014, Marantz et al. 2016, Visscher et al. 2017), showing that animals have the ability to
determine risk in an area. Visscher et al. (2017) showed that elk altered habitat to use refuge
areas more during hunting season; white-tailed deer (hereafter deer) are similar in that they
change habitat use under predation risk of hunters (Kilgo et al. 1998). Thus, these antipredator
1

responses affect habitat selection, as prey species exclude themselves from areas when risk is
high (Ordiz et al. 2011, Crowder and Cooper 2014, Visscher et al. 2017).
Risk, however, is not the only thing that affects animal movement and selection. Animals
view the landscape as consisting of greater and lower quality habitat scattered in patches
(Charnov 1976), which may influence movement choices. To maximize nutrition and energy
gain, animals must decide which patch to use and for how long. With declining forage
availability, an animal eventually reaches an intake threshold where it is more beneficial to be in
another patch; thus making the animal move (Charnov 1976). Usually, this is choosing a patch
with greater quality habitat, as intake rate is maximized in these patches. However, other
variables must be assessed when determining which patch to use.
When habitat quality and risk levels vary, animals must make a choice to be safe and gain
less nutrients, or to be risky and gain more (Brown 1988, Gehr et al. 2020). Animals use risky
patches that are normally seen as dangerous when predators are absent (Creel and Winnie 2005,
Picardi et al. 2018). Use of patches will decrease as risk increases (Brown et al. 1992), which
force animals to a safer, sometimes lower quality patch. With risk varying across the landscape,
the choice of patch use depends on quality of the patch in conjunction with risk of using it.
Humans have fragmented landscapes into high and low quality patches with varying risk
of using a patch (Fahrig 2007, Fahrig et al. 2011). Shifting from a homogenous to a
heterogeneous landscape has changed how animals interact with patches and changed habitat
selection patterns (Saïd and Servanty 2005, Fahrig et al. 2011). Habitat selection in
heterogeneous landscapes is difficult, as risk changes frequently between patches, creating areas
of fine temporal and spatial risk (Crist et al. 1992, Fahrig and Rytwinski 2009). When traversing
a landscape, organisms must determine and react to this fine-scale risk.
2

For this study I evaluated fine-scale temporal and spatial responses of adult male whitetailed deer to human activity throughout the year. I programmed GPS collars to record deer
locations every 15 minutes from September – February and to record locations every 4 hours
from March - August. In my second chapter, I addressed how deer responded to human activity
during the hunting season, and I analyzed how bucks change habitat selection with varying levels
of risk using a resource selection function. I split my deer data into three different risk categories
during the firearm hunting season and also by day and night. This enabled me to see how habitat
selection changed as human hunting risk increased on the landscape. In my third chapter, I
assessed habitat selection of adult male white-tailed deer during the summer. I analyzed variation
of habitat selection during the months of March – August using a step selection function;
enabling me to see how anthropogenic and environmental variables alter selection annually and
seasonally. Finally, in my fourth chapter, I addressed micro-site selection of adult male whitetailed deer during the firearm hunting season. I created home ranges of marked deer and located
heavily used areas and unused areas within the home range; within those areas, I conducted
vegetation sampling procedures. This enabled me to assess the vegetative differences between
these heavily used areas and unused areas, to determine vegetative characteristics that deer select
for during the hunting season.
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CHAPTER II
EFFECTS OF RELATIVE HUNTER ACTIVITY ON ADULT MALE WHITE-TAILED DEER
HABITAT SELECTION
INTRODUCTION
Movement of an organism is a fundamental part of life and plays a role in many different
dynamics of ecological systems (Nathan et al. 2008). Various temporal and spatial variables
affect movement of organisms as they traverse a landscape (Street et al. 2016, Moll et al. 2017,
Lowrey et al. 2019). Two of these variables, predation risk and forage availability, are
particularly interesting, as they can alter movement and habitat selection directly and are
influenced by human activity (Ordiz et al. 2012, Kohler and McPeek 2016, Picardi et al. 2018).
Risk an organism encounters is a main driver of habitat selection. This is described by the
risk allocation hypothesis, which predicts how animals assess and respond to risk (Lima and
Bednekoff 1999). There is ample research that shows areas with less risk are used more often
than an area with high risk (Lehtiniemi 2005, Hochman and Kotler 2006, Crowder and Cooper
2014). The consideration of risk during movement decisions has been shown in many taxa,
including Allenby’s gerbil (Gerbillus allenbyi), red-backed salamanders (Plethodon cinereus),
mule deer (Odocoileus hemionus), and several passerines (Brown 1999, Altendorf et al. 2001,
Roberts and Liebgold 2008, Tvardikova and Fuchs 2012). While risk is important to take into
consideration when moving, risk interacts with forage availability, which creates a trade-off that
organisms must consider.
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Organisms must weigh the cost versus benefit of using risky patches of forage (Brown et
al. 1992, 1999, Fahrig 2007), as described by the optimal foraging theory (Charnov 1976). This
has been shown in brown bears (Ursus arctos) who alter movements during hunting season, and
elk (Cervus elaphus) who avoid open foraging areas when wolves (Canis lupus) are present
(Creel et al. 2005, Ordiz et al. 2012). However, with high quality forage, organisms may accept
greater risk in a patch to obtain forage (Charnov 1976). Eventually, risk becomes too great and
organisms’ feeding rate slows or they will exclude themselves from an area (Lima and
Bednekoff 1999, Verdolin 2006).
If risk increases during certain periods of the year, selection should also change during
these time periods. This has been previously shown with white-tailed (hereafter deer; Odocoileus
virginianus; Karns et al. 2012, Little et al. 2014) during short, intense hunting seasons or acute
expose to risk. Many areas of the U.S. have hunting seasons lasting several months, exposing
deer to more chronic risk; leaving a gap in the knowledge of how risk affects deer over a larger
temporal setting. My objective was to determine the effects of relative hunter activity during a 3month hunting season on habitat selection of adult male white-tailed deer. I hypothesized whitetailed deer would respond to risk by altering habitat selection (Creel and Winnie 2005, Ordiz et
al. 2012, Tvardikova and Fuchs 2012, Little et al. 2014). I predicted that during times of high
risk, deer would alter their habitat selection to areas providing greater predator avoidance. There
is a tradeoff of predator avoidance and forage availability (Crowder and Cooper 2014, Kohler
and McPeek 2016), that will likely alter deer habitat selection. Deer will try to maximize
predator avoidance and forage availability, by altering use during the day and possibly during the
night.
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METHODS
STUDY SITE
I conducted the study on approximately 20,000 ha in Madison and Yazoo counties in
west-central Mississippi (Figure 2.1). Land cover on the study site is characterized in two major
groups: forest and agriculture, with the forest cover being the most abundant. The largest forest
cover type is bottomland hardwoods consisting of approximately 7,500 ha (38%) of the study
area and almost entirely along the Big Black River. The Big Black River forms the border
between Yazoo and Madison County and regularly floods the bottomland hardwoods. The river
bottom consists of abundant hard mast producing trees such as water oak (Quercus nigra),
cherrybark oak (Quercus pagoda) and other species important to wildlife such as black cherry
(Prunus serotina) and red maple (Acer rubrum). Understory in the hardwood bottom is
characterized by species tolerant of inundation, such as dwarf palmetto (Sabal minor) and
rivercane (Arundinaria gigantean) and various forbs. Coniferous forest consists of commercial
loblolly pine (Pinus taeda) plantations and makes up approximately 3,000 ha (15%) of the study
area. Upland deciduous forest consists of approximately 3,400 ha (17%) of the study area.
Understory species in upland portions of the study area include American beautyberry
(Callicarpa americana), Rubus spp., and various herbaceous and forb species. Commercial
agriculture is common and comprises approximately 6,000 ha (30%) of the study area.
Agricultural crops commonly grown in the study area include soybeans, cotton, and corn.
Average land-holding size was 707.04 acres (SD = 849.78, range = 2 – 3355). These
land-holdings range from hunting properties with 20 or more members to single family land
owners. The predominant deer management approach is trophy deer management, with 13 of the
largest landholders enrolled in the state Deer Management Assistance Program (Guynn et al.
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1983). This allows intense deer management by providing landowners with doe and buck
management tags.
Approximately 48% of the landowners in the study area provide deer with supplemental
feed. Corn, rice bran, and protein pellets were commonly fed during the hunting season and
supplemental agronomic food plantings (i.e., food plots) were interspersed across the study area.
Food plots were characterized by many different deer forages, such as several types of clover
(Trifolium spp.) and cow peas (Vigna spp.). The firearm hunting season is three months long and
runs from November 9th to January 31st. Peak breeding occurs from December 29th to January 4th
(MDWFP 2020), coinciding with the middle of the hunting season. Landowners were informed
of the study through public meetings and phone calls.
DEER
I used dart rifles (Pneu-Dart, Inc., Williamsport, PA) and drop nets to capture adult male
deer (2 years or older) during 30 September – 2016 – 31 January 2017. I also captured deer
during July –September of 2017 and 2018. I anesthetized deer using a mixture of butorphanol,
azaperone, and medetomidine (BAM; Zoohpam, Windsor, Colorado; Mich et al. 2008). I set
dosages at 2.7 cc of BAM, with additional BAM administered when necessary. I attached GPS
collars (Lotek Wireless, Inc., Newmarket, Ontario, Canada) and uniquely marked deer with
plastic and metal ear tags (Allflex USA Inc.). I programmed collars to take location estimates at
15-minute intervals during the 2017-2018 and 2018-2019 Mississippi hunting seasons. While
anesthetized, I estimated age (Severinghaus 1949), body mass and neck diameter, and Boone and
Crockett antler score for each deer (Nesbitt and Wright 1981). I injected each deer with 3 cc of
Nuflor (Merk Animal Health, AN Boxmeer, Netherlands) per 45 kg of body mass to prohibit
possible respiratory infections. I reversed anesthesia using 0.5 cc of naltrexone and atipamezole
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at twice the total amount of BAM. The Mississippi State University Institutional Animal Care
and Use Committee approved all capture methods (Protocol #16-621).
HUNTERS
Landowners agreed not to harvest collared deer during the study period (September 1st
2016 – February 28th 2019). Hunters recorded all hunting events from 9 November to 31 January
during firearm seasons. I asked that all hunting times and locations be recorded using either of
two methods. Hunters recorded their name, the location of the hunt (stand name and GPS
coordinates), and the time the hunt began and ended in a paper booklet, which I provided.
Alternatively, they record the same information using a smartphone app created by the
Mississippi State University Extension Service, called MSUES Deer Hunt.
At the end of each season, I tallied the total amount of hunting hours per day on the study
area. The total amount of hours hunted per day was then matched with the deer location
estimates for that day. This gave each location estimate a risk level based on the day it was
recorded. To determine how deer were responding to different risk levels, I separated days into
three risk categories using quantiles based on the total amount of hours hunted that day: low risk
days, medium risk days, and high risk days. Low risk days were any day with less than 41 hours
of hunting, medium risk days were any day with 41 – 85 hours of hunting, and high risk days
were any day with greater than 86 hours of hunting.
DATA CHARACTERISTICS
I created aggregate land cover classification rasters for the study area using the U.S.
National Land Cover Database 2016 (NLCD; Jin et al. 2013) and the USDA National
Agricultural Statistics Service CropScape Data Layer (CropScape) for the firearm hunting
seasons of 2017/18 and 2018/19. The NLCD classifies fields that are not in agriculture as
10

“cultivated crops” (i.e. actively tilled land) and does not distinguish between specific crop types
and is not updated to the year. Thus, I used CropScape to identify crops present in each year and
grouped the 3 crop classifications (corn, cotton, soybeans) into one variable (“crop”). These were
the only crops that were present on the landscape. During this time of the year, the vast majority
of all crop fields have been harvested (USDA 2010), meaning that they are all barren fields and
provide relatively the same value (i.e. no cover and minimal forage as waste grain). I then
combined the forested and other vegetative land cover classifications from the NLCD with the
CropScape crop-specific classification of the study area to produce a single land cover raster
with natural habitat defined by the NLCD, and agriculture by CropScape. The “woody wetlands”
classification in the NLCD is synonymous with bottomland hardwoods within my study area;
thus for simplicity I called this classification “bottomland”. I combined several land cover
classifications from the NLCD into one distinct variable that I classified as herbaceous
(shrubland, herbaceous, pasture, emergent herbaceous wetlands). Within my study area, these
land cover classifications all contain the same vegetative structure and species. The “mixed
forest” classification in the NLCD was present in very small quantities on the landscape (>2%),
so I combined this classification with “evergreen”. I removed several land classifications that
should not be informative to deer habitat selection (developed land, open water) or because they
were present in small quantities (barren land). Finally, I digitized food plot boundaries and
supplemental feeder locations in ArcMap v. 10.5 (ESRI, Environmental Systems Research
Institute: Redlands, California, U.S.) using information supplied by landowners.
Before I began data analysis, I cleaned the data and prepared it for use in a resource
selection function (Manly et al. 2002). I pooled all location estimates from both hunting seasons.
I excluded all used locations with a horizontal dilution of precision (HDOP, a measure of
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accuracy) >10, as they are unreliable (Street et al. 2016). I paired 5 available locations with each
used location for a 1:5 sampling ratio. I limited available locations for each individual to that
deer’s specific 95% home range based on standard kernel density estimation. This provides a
more accurate representation of available locations by constraining availability to areas used
during the hunting seasons. I put a 100-m buffer around each used and available location to
describe proportional cover by habitat types and resources around unique locations. I calculated
proportional cover in 100-m buffers by 5 land cover variables taken from the NLCD and
CropScape (Table 2.1) and summer and winter food plots. I also determined whether a feeder
was within a given buffer (i.e. presence/absence of feeder). After calculating proportional cover,
I sub-sampled deer location estimates into the 3 risk groups defined above (low, medium, and
high). To further differentiate how risk affected deer use, I also grouped deer location estimates
into day and night, where daytime (including dawn) was 6 a.m. to 5 p.m. and nighttime
(including dusk) was 6 p.m. to 5 a.m.
Collars on 42 bucks generated 432,877 used locations (SD = 4,623, range = 1,26116,127) with an average HDOP of 3.2 during the 2017/18 and 2018/19 firearm hunting seasons. I
paired these location estimates with 2,164,385 available locations. I determined two cases of
poaching of white-tailed deer in the study area, one mortality from a car collision, and eight
hunter related mortalities. Hunters recorded 7,723 hunting events during the 2017/18 and
2018/19 firearm seasons. I paired these location estimates with 38,615 available locations across
79 properties
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STATISTICAL ANALYSIS
DEER RESOURCE SELECTION FUNCTION
I fitted mixed-effects resource selection function (hereafter RSF) using generalized linear
mixed-effects logistic regression via the lme4 package in Program R ( v. 3.5.3 Core Team 2019,
Bates et al. 2007), including individual as a random intercept, to assess how different risk levels
affected habitat selection in the 2017/18 and 2018/19 deer firearm hunting seasons. This
accommodates the possibility that sample sizes and effect sizes may vary among individuals,
making fixed effects more reliable (Gillies et al. 2006). RSFs are a form of habitat suitability
index and estimate habitat selection using binary (here, used vs. available) location data (Manly
et al. 2002). I modeled the probability of selecting used and available points in each risk level, as
well as day and night (i.e., 5 models in total). This multi-model approach was necessary because
used locations have discrete timestamps, but available locations are considered equally available
at all times and thus have no discrete timestamp; as such, temporal variables cannot be used as
predictors in RSFs. In each model I used the same 8 predictors: the function of proportional
coverage for each land classification (crop, deciduous, evergreen, herbaceous, bottomlands),
proportional cover by food plots (winter and summer), and binary presence of feeders within the
100 m buffer (Table 2.1).
HUNTER RESOURCE SELECTION FUNCTION
Because hunter activities were georeferenced, I also estimated RSFs for hunters using the
glm function in Program R to assess resource selection of hunters within the study area. Because
hunters are constrained to only their properties during the hunting season, available points were
restricted to the properties that hunters used. I paired 5 available points to each known hunter

13

location and calculated the same 8 predictors, and estimated the same 6 model combinations, as
used in the deer RSFs.
RESULTS
DEER RESOURCE SELECTION
All land cover classifications other than food plots and feeders showed a decrease in
selection strength from low risk days to high risk days (Figure 2.2). The crop land cover
classification was the only variable that shifted from a positive selection to a negative selection
with increasing risk. Evergreen and herbaceous land cover showed the most dramatic shift in
positive selection by declining 78% and 72% respectively.
Deciduous, evergreen, and bottomland classifications were more strongly selected for
during the day than during the night. All other variables were more selected for during the night.
Summer and winter food plots were the most highly selected for variables during the night and
showed the biggest increase in selection from day to night (Figure 2.3). Summer food plots
showed a doubling in selection from day to night, while winter food plots showed a 5-fold
increase in selection.
HUNTER RESOURCE SELECTION
Hunter selection across different risk levels varied only slightly (Figure 2.4). Crop land
cover was the only classification to exhibit negative selection; all other variables were positively
selected. Summer and winter food plots were the most highly selected land cover variables, with
selection coefficients more than double those of natural land cover classifications and 87%
increase over feeders.

14

DISCUSSION
Previous studies involving elk (Cervus canadensis; Creel et al. 2005), white-tailed deer
(Marantz et al. 2016), brown bears (Ordiz et al. 2012), and multiple passerine species
(Tvardikova and Fuchs 2012) have shown that organisms are able to recognize and alter habitat
selection based on risk. However, few studies have looked at how deer respond to long-term
hunting risk over several months and few, if any, studies have ever conducted a habitat selection
analysis on hunters. My results support previous research and my hypothesis that in response to
increased risk levels, deer altered selection. As hunter risk increased on the landscape, deer
began to decrease selection strength for land cover classifications. Specifically, deer decreased
the use of land cover classifications that hunters used the most, demonstrating that deer
responded to hunter presence to avoid risk.
Unlike other studies that directly controlled hunting effort to create low and high risk
areas (Little et al. 2014), I allowed unrestricted access by hunters on the landscape so that they
could select when and where they hunted, naturally creating areas with different risk levels that
follow realistic temporal trends in hunting activity. This is important, because to truly model
selection with risk, I likely need to detect when risk occurs and at what magnitude risk is present
(Creel and Winnie 2005). I believe this study design allowed us to evaluate how deer responded
to a more natural setting of an uncontrolled population of hunters and detect fine temporal
groups of risk.
Observed shifts in habitat selection were consistent with other research involving deer
and other ungulates that shows habitat use is altered as risk increases (Creel et al. 2005, Marantz
et al. 2016, Picardi et al. 2018). With increasing hunter effort, deer altered selection to best avoid
risk. During lowest risk days, when hunters displayed more negative selection towards crop
fields, deer showed a positive selection. Once risk increased during high risk days, only then did
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deer begin to exhibit a negative selection for crops. During the firearm season, most crops have
been harvested (USDA 2010), and fields are barren with small amounts of residual crops that
would not provide cover, which increases perceived risk (Benhaiem et al. 2008). This supports
previous research that showed areas containing more cover are selected for at a greater rate than
areas without cover when risk is high (Creel et al. 2005). It also supports the hypothesis that
habitat shift can be a form of cover-seeking behavior (Creel and Winnie 2005).
Of the natural land covers, evergreen and herbaceous classifications were the least
selected for during any risk level by deer. Simultaneously, these classifications were the most
selected for by hunters according to my hunter selection model. While deer may want to forage
in these areas, the presence of risk decreased their selection (Creel et al. 2008, Picardi et al.
2018). Other ungulates have shown that they likely know when they are being hunted
(Benhaiem et al. 2008, Jayakody et al. 2008) and as hunting risk increases, deer decrease
observation rates (Little et al. 2014). A trade-off is likely occurring, as organisms must weigh the
cost of foraging in an area with risk present (Brown 1988, Fahrig 2007). The decrease in
selection between these two classifications shows that relative selection strength is consistent
across risk levels. For example, herbaceous areas were always more selected (by both deer and
hunters) no matter the risk level, when compared to evergreen areas. Thus, deer likely are willing
to accept more risk to forage in herbaceous areas over evergreen, perhaps because of better
forage or cover (Lima and Bednekoff 1999).
For many cervids, greater cover is always attributed to forested land cover (Lone et al.
2015, Padié et al. 2015, Simoneaux et al. 2016), as open habitats are generally seen as risky
(Creel and Winnie 2005, Gehr et al. 2020). In contrast to other classifications, hunters selected
for deciduous and bottomland areas the least, no matter the risk level. Simultaneously, deer
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selected for deciduous and bottomland areas the most no matter the risk level. Deer exhibited the
exact opposite of hunter selection. This occurred not only with deciduous and bottomland areas,
but also feeders. As more hunters began to hunt on the landscape and risk increased, hunter
selection for feeders decreased. Simultaneously, selection of feeders increased 34% from low to
high risk days for deer. Showing that deer are able to identify when and where risk is present on
the landscape and alter selection accordingly (Lehtiniemi 2005, Buenestado et al. 2008, Little et
al. 2014).
According to Lima and Bednekoff (1999), areas of greater forage may be used even in
the face of greater risk. While other land cover classifications decreased in selection strength as
risk increased, food plots did not show the same pattern. Food plots do provide high quality
forage (Keegan et al. 1989, Hehman and Fullbright 1997), but hunters greatly selected to hunt
near food plots, selecting for food plots at a five-fold increase in magnitude of selection over
other classifications. Empirical evidence also suggests that food plots may increase hunter
success (Johnson and Dancak 1993). Thus, I would expect selection of these areas by deer to
decrease. However, deer still selected for food plots over any other variable, despite these areas
being the most selected by hunters. Selection for food plots by deer stayed relatively constant
between low and medium risk days, suggesting that deer were willing to accept the trade-off of
risk to access the nutritious forage (Verdolin 2006, Beauchamp and Ruxton 2011). However,
selection of food plots drastically decreased between medium and high risk days (18% decrease
in magnitude of selection). This suggests risk during high risk days, was enough to alter
selection, while risk during low and medium risk days did not. This further provides support for
the trade-off of forage and risk as described by risk allocation hypothesis (Lima and Bednekoff
1999), but shows that this trade-off changes for different resources types.
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The drastic increase of hunter risk associated with food plots and the subsequent use of
food plots during these high risk times may also be a function of a mismatch at a temporal scale
(Godvick et al. 2009, Visscher et al. 2017). It has been shown that during highest risk days, deer
movement is lowest during daytime hours (Little et al. 2016). No hunters are legally hunting at
night, thus human predation risk should be zero. Looking at selection of food plots by day, I see
they are selected for at a similar magnitude of selection as other land cover classifications. In
other words, the attraction of food plots was similar or the same as the other land cover
classification during the day. Food plots were not an attractive area, like they are assumed to be,
while people were hunting. However, selection for food plots at night greatly increases, and they
are the most selected for land cover classifications at this time. With zero hunter risk, deer could
access the high quality forage with little predation risk, providing further proof and support that
deer are able to identify when risk is and is not present (Benhaiem et al. 2008, Jayakody et al.
2008).
Another interesting side effect of predation risk is the possible consequences to
organisms when they are forced to select for areas that they otherwise would never select for
(Lendrum et al. 2012, Benson et al. 2016). For example, mountain lions (Puma concolor) should
not select to be near urban development, but they are positively affected by having increased
access to prey species (Benson et al. 2016). Likewise, mule deer are negatively impacted by gas
development, but sometimes must select to be near these areas during migration (Lendrum et al.
2012). Within my models, I excluded variables that would not be attractive to deer or where
present in small amounts (developed land, open water, barren land), which has been done in
similar research (Street et al. 2016). However, the relative selection strength consistently drops
for all variables included in my models, which means that the relative selection strength of
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excluded variables must increase. These excluded variables should have little to no cover and
provide very little foraging habitat, meaning I would assume they are of little value to deer.
However, based off the deer’s selection, deer would rather be in these areas that provide no cover
and minimal forage, instead of being in areas where hunters are located. The possible
consequences of selecting for areas such as these is a topic that future research could focus on, as
there is little information that exists.
MANAGEMENT IMPLICATIONS
Predation risk is a primary factor for why deer alter habitat use. Across much of the
United States, this predation risk is due to hunter harvest. As hunter effort increased on the
landscape, deer altered habitat use to avoid areas where the most hunting risk was present.
During high risk times, deer selected areas which would provide the best chance to reduce
predation risk. In doing so, they selected for areas containing less hunter pressure and more
cover. These results can be used by hunters and game managers to answer questions about
decreased deer sightings and increase hunter success. By altering hunting locations to hunt
between deer forage and vegetative cover, hunters could likely increase deer sightings and hunter
success. Hunters could also use these results to decrease hunter density on the landscape. Deer
altered selection by responding most dramatically during high risk days. By spreading risk across
an entire week, instead of concentrating it on weekends, deer would likely alter habitat selection
less. Managers could also use this information to limit hunters on the property to control the risk
deer are exposed too during specific days.
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Table 2.1

Variables used in resource selection functions to estimate habitat selection of adult
male white-tailed deer and hunters in Yazoo and Madison Counties, MS, USA
Variable
Crop

Deciduous

Evergreen

Herbaceous

Bottomland

Summer Food Plots

Winter Food Plots

Feeders within 100m
buffer (Feeders)

Description
Aggregate of corn,
cotton, and soybean
agricultural crops.
More than 75% of the
tree species shed
foliage simultaneously
in response to seasonal
change.
More than 75% of the
tree species maintain
their leaves all year.
Canopy is never
without green foliage.
Areas dominated by
gramanoid or
herbaceous vegetation,
generally greater than
80% of total
vegetation.
Areas where forest or
shrubland vegetation
accounts for greater
than 20% of vegetative
cover and the soil or
substrate is periodically
saturated with or
covered with water.
Summer food plots
containing summer
forages
Winter food plots
containing winter
forages
Feeder present within
100m of a deer
location.
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Source
USDA CropScape
2017/18
NLCD 2016

NLCD 2016

NLCD 2016

NLCD 2016

Provided by
landowners
Provided by
landowners
Provided by
landowners

Figure 2.1

Study area (approximately 22,000 hectares) in west-central Mississippi, USA
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Figure 2.2

Average selection by risk levels for land cover classifications for white-tailed deer.
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Figure 2.3

Average selection by day and night for land cover classifications for white-tailed
deer.
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Figure 2.4

Average selection by risk levels for land cover classifications for hunters.
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CHAPTER III
HABITAT SELECTION OF ADULT MALE WHITE-TAILED DEER IN A DECREASING
NUTRIONAL ENVIRONMENT
INTRODUCTION
Nutrition influences many natural processes and is one of the driving forces behind an
organism’s movement through a landscape (Parker et al. 2009). Focusing on areas with greater
nutritional quality has been shown in a variety of organisms, such as African elephants
(Loxodanta genus) and brown bears (Ursus arctos); both of these organisms alter movement to
focus on better quality forage (Collins et al. 2005, Shannon et al. 2006). Given that nutritional
demand is an important driver for movement patterns and habitat selection, I expected movement
to shift as organisms undergo changes in nutritional needs (Festa-Bianchet 1988, Merems et al.
2020).
Biological processes change seasonally, which may change nutrient requirements for
organisms (Herrera 1982, Bronson 1985, Festa-Bianchet 1988). Antlerogenesis increases the
nutritional demand of male white-tailed deer (hereafter deer; Odocoileus virginianus) during the
spring and summer, when up to 20% of the animal’s skeleton is produced during this process
(Grasman and Hellgren 1993). While antlerogenesis is occurring, plants are simultaneously
declining in nutritional quality during the summer as they lignify and produce tannins (Jung and
Fahey 1983, Jones et al. 2010). Simultaneously, late-term gestation and lactation are increasing
nutritional needs of adult females. Decreasing plant nutritional quality during a time of high
30

nutritional need creates a unique problem and likely makes deer search for more nutritious
seasonal food sources.
To cope with declining forage quality on a landscape, organisms display a movement
response to seasonal nutrient sources (Levey and Stiles 1992, Wilson et al. 1997, Shannon et al.
2006, Williams et al. 2012). This phenomenon has been shown in several orders of mammals:
moose (Alces alces) shifted towards seasonally available anthropogenic resources, wood mice
(Adopedmus sylvaticus) dispersed from hedgerows as crops became available, and bottlenose
dolphins (Tursiops truncatus) moved to inland waters seasonally (Wilson et al. 1997, Ouin et al.
2000, Sahlsten et al. 2010). Movement to these new food sources provides evidence that
organisms have the ability to adapt and meet nutritional needs as seasonal sources become
available.
Few studies have described how seasonal nutrient sources, such as agricultural and
supplemental foraging alters habitat use, while also considering how the natural landscape
changes in nutrient quality as plants emerge in the spring and senesce throughout the summer.
The purpose of this study was to describe habitat selection for male white-tailed deer during
nutritionally demanding times of the year. My objective was to determine changes in seasonal
habitat selection of adult male white-tailed deer during the spring and summer. I hypothesized
that vegetative communities with greater quality nutrient sources will be selected in support of
the animals’ increased needs, altering habitat use of white-tailed deer (Brinkman et al. 2005,
Grovenburg et al. 2009, Williams et al. 2012). I predicted that in spring and early summer,
natural vegetation will be selected for as it provides greater quality nutrition and less secondary
plant compounds (Jones et al. 2010, Timmons et al. 2010), but as the summer continues and
natural vegetation starts to senesce and loses nutrition (Mcart et al. 2009, Timmons et al. 2010,
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Hewitt 2011), other seasonal food sources will be used. Agriculture and supplemental agronomic
plantings (i.e., food plots) will increase in use as they become available and as nutrient
concentration diminishes in naturally occurring forages. I also hypothesized that areas of high
summer predation risk, such as agricultural fields, will be avoided compared to areas without
depredation risk (Picardi et al. 2018)
METHODS
STUDY SITE
My study was conducted on approximately 20,000 ha of private land in Madison and
Yazoo counties in Mississippi, USA (Figure 3.1). My study area is characterized by two major
land covers: forest and agriculture, with the former the most abundant. The largest forest cover
type is bottomland hardwood forest, comprising approximately 7,500 ha (38%) of my study site.
The majority of the bottomland hardwood forest is located within the flood plain of the Big
Black River, which forms the border between Madison and Yazoo counties. This river bottom
contains large amount of mast producing trees, such as cherrybark oak (Quercus pagoda),
swamp chestnut oak (Quercus michauxii), willow oak (Quercus phellos), and overcup oak
(Quercus lyrata). Other hardwood species important to wildlife include black cherry (Prunus
serotina) and red maple (Acer rubrum). Regularly inundated areas contain bald cypress
(Taxodium distichum). The understory in wet areas contain species that can tolerate regular
flooding, such as dwarf palmetto (Sabal minor) and rivercane (Arundinaria gigantean) and
various forbs. Upland coniferous forest comprises approximately 3,000 ha (15%) of my study
area and is dominated by commercial pine plantations of loblolly pine (Pinus taeda). Upland
deciduous forest consists of approximately 3,400 ha (17%) of the study area. Understory species
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in upland areas contain species such as American beautyberry (Callicarpa americana) and
Smilax spp. Areas of fallow fields are also present along the forested areas.
Commercial agriculture was common in my study area and comprises approximately
6,000 ha (30%) of the study area. Agricultural crops commonly grown in my study area include
soybeans, cotton, and corn. Landowners are issued depredation permits by the Mississippi
Department Wildlife, Fisheries, and Parks (MDWFP) for their agricultural fields which allow
them to harvest deer outside of a hunting season. Conservation officers visit the fields and issue a
depredation permit if damage is significant. Once the permit is issued to the landowner, the
landowner is allowed to shoot deer in their fields to protect the crop and there is no limit to the
number of deer that can be shot.
Supplemental feeding is conducted on approximately 48% of land holdings in the study
area. Corn, rice bran, and protein pellets are fed for all or part of the year depending on the
landowner. Food plots are interspersed across the study area. Specific forages planted in food
plots vary by landowner but include vetch (Aeschynomene americana), cow peas (Vigna
unguiculata), and white clover (Trifolium repens), making them nutritional food sources during
the spring and summer.
CAPTURE AND DETERMINGING DEER LOCATIONS
I used dart rifles (Pneu-Dart, Inc., Williamsport, PA) and drop nets to capture adult male
white-tailed deer (2 years or older) during 30 September 2016 – 31 January 2017. Subsequent
capture seasons occurred during the fall of 2017 and fall of 2018. I anesthetized deer using a
mixture of butorphanol, azaperone, and medetomidine (BAM; Zoopham, Windsor, Colorado
USA; Mich et al., 2008). I set dosages of BAM at 2.7 cc, with additional BAM administered
when necessary while handling. I attached GPS collars (Lotek Wireless, INC., Newmarket,
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Ontario, Canada) and uniquely marked plastic and metal ear tags (Allflex USA Inc.) to each
deer. I programmed collars to take location estimates at 4-hour intervals during 1 March 2017 –
31 August 2017 and 1 March 2018 – 31 August 2018. While anesthetized, I estimated age
(Severinghaus 1949), body mass, neck diameter, and Boone and Crocket antler score for each
deer (Nesbitt and Wright 1981). I injected each deer with 3 cc of Nuflor (Merk Animal Health,
AN Boxmeer, Netherlands) per 45 kg of body mass to reduce possibility of respiratory infection.
I reversed anesthesia using .5 cc of naltrexone and atipamezole at twice the total amount of
BAM. The Mississippi State University Institutional Animal Care and Use Committee approved
capture methods (Protocol #16-621).
DATA CHARACTERISTICS
I created aggregate land cover classification rasters for my study area using the U.S.
National Land Cover Database 2016 (NLCD; Street et al. 2016) and the USDA National
Agricultural Statistics Service CropScape data layer (CropScape) for both spring and summer of
2017 and 2018. I used the CropScape data layer from each year, to create an aggregate land
cover classification raster for the spring and summer of 2017 and 2018. The NLCD data contains
classification for agriculture; however, it does not contain information regarding specific crop
type. Thus, I combined the forested land cover classification from the NLCD with the crop
specific classifications from the CropScape data layer to create a land cover classification raster
containing forested land covers and crop specific land cover over my study area. The “woody
wetlands” classification in the NLCD is synonymous with bottomland hardwoods within my
study area; thus for simplicity I called this classification “bottomland”. I combined several land
cover classifications (shrubland, herbaceous, pasture, emergent herbaceous wetland) from the
NLCD into one distinct variable called herbaceous. Within my study site, all of these areas were
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fallow fields or areas enrolled in conservation reserve programs and contained similar vegetative
structure. The “mixed forest” classification in the NLCD was present in very small quantities on
the landscape (>2%), so I combined this classification with “evergreen”. I also removed several
land cover classifications as they should not be informative (developed land, open water) or they
were present in very small quantities (barren land). I digitized food plot boundaries and
supplemental feeder locations in ArcMap v. 10.5 (ESRI, Environmental Systems Research
Institute: Redlands, California, U.S.) using information supplied by landowners. Locations of
agricultural fields with depredation permits were supplied by the Mississippi Department of
Wildlife, Fisheries, and Parks. Further descriptions of land cover types can be found in Table 3.1.
Before data analysis began, I cleaned my data and prepared it to be used in a step
selection function analysis. I excluded unreliable location estimates with a horizontal dilution of
precision (HDOP, a measure of accuracy) > 10 (Street et al. 2016). I paired 5 randomly-selected
available points with each used point (i.e. 1:5 sampling ratio). Available points of a step selection
function are directly linked to the used points in a stratified fashion (Thurfjell et al. 2014). I
generated available points by randomly sampling from the empirical distributions of step lengths
and turn angles between consecutive points along each animal’s trajectory. I gave each used and
available location a season variable: spring or summer. I considered spring to be March, April,
and May; while summer was considered June, July, and August. I put a 100 m buffer around
each used and available location to describe the local availability of resources around unique
locations. The probability of selecting available points within a stratum was a function of
proportional coverage within this buffer (Street et al. 2016). I calculated proportional cover
within 100 m buffers by 7 land cover variables taken from the NLCD and CropScape (Table
3.1), as well as proportional cover of summer and winter food plots. I also calculated if feeders
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were within the 100 meter buffer around each used and unused location and the distance to
agricultural fields with and without depredation permits associated with them.
In total, my data set included 61 animal years and 39 unique deer using a 4 hour fix rate. Collars
on 34 bucks generated 33,804 used locations (SD = 176, range = 502– 1173) with an average
HDOP of 3.3 during the spring and summer of 2017. I paired these used locations with 169,020
available locations. Collars on 27 bucks generated 25,250 used locations (SD = 254.63, range =
462 - 1102) with an average HDOP of 3.4. I paired these used locations with 126,250 available
locations.
STATISTICAL ANAYLSIS
I fitted step selection functions (SSF) with regularization via the lasso using the clogitL1
package in Program R (v. 3.5.3 Core Team 2019, Reid and Tibshirani 2014) to assess habitat
selection of adult male white-tailed deer during the spring and summer of 2017 and 2018. I
modeled the probability of selecting each point in a stratum as the function of proportional
coverage of each land cover variable mentioned above, as well as feeders within the 100 m
radius buffer, and the distance to agricultural fields with and without a depredation permit. I
included step lengths in the model to accommodate potential bias (Forester et al. 2009). Each
distance was multiplied by -1 to make coefficients easier to interpret. I included interactions
between the above main effects and the season. I also calculated the relative risk (the ratio
between two probabilities; predicted selection strength from model based estimates) for each
land cover classification across a gradient of proportional coverage for each variable across
seasons, holding the season constant (spring or summer).
I estimated models individually for each animal-year in my dataset and calculated
average model coefficients across individuals with corresponding 95% empirical intervals.
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Averaging models this way produces a population level response and accommodates variation by
animals, and approximates a mixed-effects model with random slopes and intercepts for all
coefficients (Fieberg et al. 2010). This method also reduces sample size for a given individual’s
SSF if the sample size is too small relative to the number of parameters in the model (here, 26).
To prevent this, I fitted each SSF with regularization via the lasso. The lasso utilizes the
bias/variance trade-off to estimate the model that maximizes predictive accuracy (i.e. minimizes
variance) using a model coefficient penalization parameter λ. As λ increases, model coefficients
that are uninformative to the model approach 0 and are removed from the model. In this fashion,
the lasso simultaneously performs both model and variable selection and eliminates the
possibility of overfitting (James et al. 2017).
RESULTS
SPRING/SUMMER 2017
Cross validation and lasso on my SSFs indicated that all land cover classifications and
other variables were informative towards my models for the spring and summer of 2017 (i.e., all
coefficients were non-zero following regularization). I detected changes in the proportional use
of land cover types associated with used locations throughout the spring and summer of 2017
(Figure 3.2). On average, proportional coverage more than doubled from March to August for all
agricultural crops (corn, cotton, and soybeans); however, there were differences between
available and used locations. The proportion of used locations of corn almost perfectly matched
the available locations of corn throughout the spring and summer. Soybeans followed a similar
pattern early in the year, with proportionally more soybeans at available locations. However later
in the summer, the proportion of used locations was slightly greater than the available locations
and peaked at 11% proportional coverage. During all times of the year, proportional cover of
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cotton was greater in available locations than used locations. Forested land covers peaked in
proportional use in March and April and began to decline by May. During the beginning of
summer in late May and early June, deciduous and bottomland areas saw a sharp decrease in
proportional use, with available locations containing more coverage than used locations through
the summer. In contrast, available locations had proportionally more evergreen cover than used
locations through the entire spring and summer. Herbaceous land cover increased in proportional
use from 10% during March to a high of 25% during July. During the beginning of the spring,
available locations had proportionally more herbaceous cover than used locations; however, used
locations saw more from mid-May till the end of the summer. Early in the spring, summer food
plots showed relatively little difference in proportional cover between used and available
locations; however, coverage began to increase in mid-May and by the end of the summer, used
locations (0.8%) had on average more than double the proportional cover than available locations
(0.4%). Used locations showed more proportional cover of winter food plots throughout the
entire spring and summer, with more than double the amount of coverage during May. Distance
to fields with depredation permits was slightly larger for used locations when compared to
available locations throughout the spring and summer. Distance to fields without depredation
permits was perfectly matched for used and available locations from March to May; however,
during mid-May, available locations began to be slightly farther away from fields without
depredation permits. Used were always farther away from depredation permit fields (always >
875 m) than non-depredation permit fields (always < 800 m).
Predicted selection strength (i.e., relative risk of selection) was inconsistent between land
cover classifications across seasons (Figure 3.3). For all agricultural crops, predicted selection
strength decreased as proportion of each crop increased. Corn decreased in predicted selection
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strength at similar rates by season, but cotton and soybeans quickly decreased during the spring
season. Deciduous and evergreen classifications showed similar predicted selection strength
decrease as the proportion of each increased, with spring decreasing slightly slower than
summer. Predicted selection strength for bottomland was zero during the spring, no matter the
proportion. Selection strength was similar during the summer until proportion reached 80% or
more. Predictive selection strength by proportional coverage was similar by season for
herbaceous land cover. Summer food plots predicted selection strength increased as proportional
coverage increased in the summer; however, it decreased during the spring. Predicted selection
strength decreased as proportional coverage increased during the spring and summer for winter
food plots.
SPRING/SUMMER 2018
As for 2017, the lasso procedure indicated that all land cover classifications and other
variables were informative towards my SSFs for the spring and summer of 2018. I detected
changes in the proportional use of land cover associated with used locations throughout the
spring and summer of 2018 (Figure 3.4). Both corn and cotton showed a cyclical pattern of
proportional coverage of used locations during the spring and summer of 2018. Corn showed a
similar pattern to 2017, with proportional coverage of corn almost perfectly matching between
used and available locations. However, during 2018, proportional coverage of used locations
were two times less than the coverage of available locations between April and late May. Cotton
on the other hand showed an opposite pattern to corn. Proportional coverage of available
locations was greater during the spring for soybeans. During June, used locations contained
proportionally more soybeans than available locations, with the greatest difference between used
and available locations peaking in August, with soybeans peaking at 12.5% proportional
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coverage. Proportional coverage of used locations showed little variation for deciduous land
cover compared to 2017; however, unlike 2017, early in the year there was no difference
between proportional coverage of used and available locations. Later in the year during June to
August, available locations had on average more proportional cover of deciduous cover.
Evergreen decreased in proportional use throughout the spring and summer. Bottomland cover
had a strong cyclical pattern of use, increasing in March and peaking at 40% proportional use,
before decreasing to 30% and increasing again in July. Average proportional use of used
locations was greater than available locations during the spring months, while during the summer
months, used and available locations had relatively the same proportional coverage. For summer
food plots during the spring and early summer, proportional use of available points was greater
than used points. Later in the summer during July and August, proportional use of used points
was more than double that of available points and peaked at 0.7%. Proportional use of winter
food plots decreased throughout the year (0.6% to 0.2%), with used locations containing more
proportional coverage than available locations during the months of March and April.
Throughout the year, used locations were farther away than available locations from fields with
depredation permits, while fields without depredation permits showed the opposite pattern.
Predicted selection strength was inconsistent between land cover classifications across
seasons (Figure 3.5). Corn and cotton predicted selection strength decreased quicker during the
spring than the summer, with corn showing a quicker decrease in predicted selection strength.
During the spring, predicted selection strength increased as proportional coverage increased for
soybeans and decreased in predicted selection strength during the summer. Deciduous and
evergreen decreased in predictive selection strength during both seasons, with deciduous
decreasing slower during the spring. Bottomland showed an increased predicted selection
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strength during the spring and summer, with a larger increase during the summer. Herbaceous
predicted selection strength was relatively constant during the spring and decreased during the
summer. Winter and summer food plots decreased in predicted selection strength during the
summer; however, summer food plots also decreased during the spring while winter food plots
drastically increased in predicted selection strength during the spring.
DISCUSSION
Many species of organisms, from birds to large ungulates, shift habitat use during the
year depending on seasonally available nutrient sources within the landscape (Wilson et al. 1997,
Briand et al. 2009, Hedd et al. 2010). My results support previous research and support my
hypothesis that some areas containing more relative nutrition, including anthropogenic nutrient
sources, become attractive to deer as the spring and summer progress. Shifts in selection towards
more nutritious sources demonstrate that these areas are likely important for deer throughout the
spring and summer.
While most of these areas are risk free, some still have relatively high risk, which does
alter selection (Little et al. 2014, Marantz et al. 2016, Simoneaux et al. 2016). These results
support my hypothesis that areas containing predation risk during the summer would be avoided.
Fields with and without depredation permits were informative to my models and deer actively
stayed further away from fields with depredation permits than fields without depredation
permits. Thus, during the spring and summer, deer are selecting habitat based on nutritional
quality, as well as predation risk associated with that area.
Bottomland areas in my study area are characterized as large hardwood forest with some
browse and forb availability on the forest floor, while deciduous areas of upland hardwood forest
offer browse and soft mast located on the forest floor. Browse has similar levels of metabolizable
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energy (less than 0.2 kcal/g difference) when compared to forbs during the spring and summer,
while forbs have more (5%) digestible protein (Timmons et al. 2010). Browse consists of 53% of
a deer’s diet during the early spring months and decreases throughout the year (David G. Hewitt
2011). I expected heavy proportional use and increased predictive selection strength in areas with
large amounts of browse during these months.
There was little annual variation between years on proportional use and predicted
selection strength of forested land classifications, except for bottomland hardwoods. This
discrepancy between years is likely caused by annual variation in usable habitat. Two large flood
events (large floods being 3 or more feet above flood stage) occurred during April 3rd to April
13th and June 24th to July 1st of 2017. During peak flooding, approximately 7,500 ha were
flooded. Forage biomass varies across years (Merems et al. 2020), and floods have been shown
to alter habitat use of ungulates (Macdonald-beyers and Labisky 2005), and the floods the deer
experience likely excluded them from bottomland areas, altering selection for other variables on
the landscape. For instance, used locations contained proportionally more deciduous cover in the
spring of 2017 when deer were excluded from the bottomlands. Proportional use of bottomland
areas during 2017 steadily decreased beginning in March and April, with a sharp drop in June
that coincides with the flood dates. During the spring of 2017, predicted selection strength for
bottomland cover was effectively zero. Coincidentally, the largest flood of 2017 was the April
flood. Likewise, flooding during June also coincides with the time when available locations had
proportionally more bottomland cover than used locations, and predicted selection strength was
low for the summer season. A small flood event (small floods being less than 3 feet above flood
stage) occurred in March of 2018; however, depth and duration of flooding did not equal that of
2017. This likely caused the difference in use and predicted selection strength that were seen in
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2018. While these bottomland areas provide high quality browse during the early spring, flood
events altered use and selection, excluding deer from these areas. Many forages, especially
browse, also begins to lignify and lose nutritional quality during summer (Baker and Hobbs
1982, Beck and Peek 2005, Mcart et al. 2009), likely signaling deer to search for other highquality foraging areas.
Herbaceous land cover in my study area is characterized by conservation reserve program
areas or large fallow fields, containing a variety of forbs and grasses. These are important food
sources during the spring and summer, accounting for a large portion of a deer’s diet during this
time in the Southeast region of the United States (David G Hewitt 2011). During the spring and
summer, forbs have the highest amount of digestible protein and metabolizable energy available
to deer (Timmons et al. 2010). It is obvious that these areas should be of high importance to deer
in need of greater nutritional forage. There was little annual variation of herbaceous use during
my study. Areas classified as herbaceous land cover stayed in high relative use (on average
greater than 15% proportional use), generally increasing as forested areas decreased in use.
However, during 2017, used locations had a greater proportional coverage of herbaceous cover
than available locations when compared to 2018. At the same time, predicted selection strength
increased in the summer of 2017, while it decreased in 2018. The change of proportional
coverage occurred during mid-summer, coinciding with a flood event in 2017. This event likely
altered what was available for use and increased predicted selection strength as deer couldn’t
select for other areas on the landscape. While herbaceous areas provide nutrition, they also
provide important thermal cover later in the year when temperatures begin to rise, which is an
important aspect of ungulate selection (Tull et al. 2001, Street et al. 2016). While I did not
specifically look at how this may have affected my deer, it likely has some effect on proportional
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use and selection of deer in the Southeast and is a potential avenue for future research. Much like
other natural vegetation, herbaceous areas also begin to lose nutritional value as the summer
progresses. Without a flood event in 2018, predicted selection strength decreased in the summer.
I expected this as the summer progresses and plants loose nutritional quality, which forces deer
to search for other nutrient sources.
Agriculture is an anthropogenic foraging source that introduces nutrition that otherwise
would not be available to deer on the landscape. Even though agricultural crops constitute a
small portion of a deer’s diet in the Southeast (Hewitt 2011), areas with heavy agriculture affect
deer habitat selection (Grovenburg et al. 2009, 2010). Proportional use of crops showed little
annual variation between years, and in general, showed an increase in use as the summer
continued. Corn in Mississippi is mostly planted between the end of March and beginning of
April, while cotton and soybeans are planted later at the end of April or early May (USDA
2010). This is important because before these times, fields contain bare soil with minimal
available forage. This explains the generally low proportional use and the decreasing predicted
selection strength during the early spring months. However, once these crops begin to produce
nutritious forage or abundant cover, proportional use begins to increase and eventually double in
late summer. For example, used locations for cotton contained more proportional use than
available locations right after planting, likely because of fresh growth. During the summer in late
June to August, used locations contained on average more proportional coverage of soybeans
than available locations. This likely occurred because soybeans contain very high protein levels
and greatly increase in proportion of diet during mid-summer for deer (Colligan et al. 2011). It is
obvious that agricultural areas are important for deer use, particularly when other nutrient
sources are scarce.
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It is important to note that many of the agricultural fields in the study area had
depredation permits active during 2017 and 2018, so while proportional coverage increased,
predicted selection strength decreased in the summer. This is likely because of risk associated
with these areas (Lima and Bednekoff 1999). Specifically, the vast majority of soybean fields
had a depredation permit active, as well as some cotton and corn fields. These permits are active
for two weeks and must be written by a MDWFP conservation officer. Properties must be reinspected every two weeks to get another permit. While active, these permits allow the
landowner on the property to indiscriminately shoot deer in agricultural fields to protect crops.
The number of deer (male and female) killed in fields range from a few to over 90, signaling that
these areas are very risky. While no studies have looked at the effects depredation permits have
had on deer, other risks affect movement and selection (Ciuti et al. 2012, Picardi et al. 2018);
thus, I would expect deer to avoid areas with the risk of being killed. The risk present during the
summer in these agricultural fields is likely less than risk during the hunting season; however,
these permits provide the only risk from humans during the summer, making agricultural fields a
relatively high risk area compared to the rest of the landscape. Indeed, my models showed that
depredation permits were informative to habitat selection of deer. Depredation permits were only
active in the months of May, June, and July; thus, it is interesting that during the spring and
summer, used locations were always further away from fields than available locations. This was
true even when depredation permits were not active. In contrast, some fields never had a
depredation permit active, and used locations were of similar distance to available locations early
in the year; however, later in the year used locations were closer than available locations to fields
without depredation permits. As risk increases on the landscape, there should be a buildup that
alters deer response (Little et al. 2014). Little et al. (2014) showed that as hunting season
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progressed, deer decreased their observability rate from 53% to 0%, as risk grew in high risk
areas. A similar phenomenon could be occurring with depredation permits, as the same farmers
acquire depredation permits every year and certain fields are always high risk. Even though these
areas are highly nutritious compared to other natural vegetation on the landscape, risk is still
altering the use of deer near these fields during the spring and summer, making other nutrient
sources potentially important for deer as they have no risk associated with them.
Food plots and feeders are an increasingly common management practice for deer (Payne
and Bryant 1994) and adding supplemental food sources has been shown to alter movement of
several species, including cervids (Henke 1997, Fortier and Tamarin 2006, Sahlsten et al. 2010).
These anthropogenic sources function similarly to agricultural areas and provide nutrients that
otherwise may be scarce on the landscape. Previous research has shown that food plots are
highly nutritious and are highly used by deer (Keegan et al. 1989, Hehman and Fullbright 1997,
Edwards et al. 2004). Forages planted in winter food plots do not thrive during the hot summer
months, while forages in summer food plots senesce in winter and are not planted again until the
next summer. Forages planted in food plots are too numerous to list here, but constitute
everything from cereal grains (oats, rye) to legumes (alfalfa, cowpeas; Kammermeyer and
Thackston 1995), while supplemental feeding with feeders are common with pelleted feed and
corn.
As the year switches from spring to summer, male deer produce the majority of their
antlers, which is a large energetic and nutritional drain (Grasman and Hellgren 1993). While this
is happening, the environment is losing available nutrition as plants begin to lignify and produce
secondary plant compounds (Feeny 1970, Jones et al. 2010, David G Hewitt 2011). This creates
a need for high quality nutrition on the landscape, making areas such as food plots and feeders
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potential hot spots for deer use. Food plots that are planted in winter forages still provide forage
during the early spring (March and April) and begin to decrease in available forage as average
temperature increases. Use and predicted selection strength was inconsistent among years for
winter food plots, with proportional use decreasing as the summer progressed, except during
2017. The previously mentioned flood events likely caused this discrepancy and predicted
selection strength showed a more predictable pattern. However, predicted selection strength had
a positive relationship with proportion during the spring of 2018. Summer food plots however,
are planted and begin to provide forage in early summer (May/June) as shown by an increase in
predicted selection strength and proportional use during these months, with used locations
containing more than double or even triple the proportional coverage of available locations.
Flooding during June of 2017 likely attributed to the positive increase in predicted selection
strength during the summer. Thus, deer use specific types of food plots during certain parts of the
year depending on the forages planted in them, but it is inconsistent between years. Food plots,
particularly summer food plots, are dependent on people planting them yearly and could alter
what and when things are available. Feeders are also an anthropogenic nutrient source that deer
have access to throughout the year on the study area. Providing these potential foraging sources
gives deer access to nutrition that otherwise may not be available to them, potentially making
these important tools for deer management.
MANAGEMENT IMPLICATIONS
For deer populations where buck management is a concern, adding anthropogenic
foraging sources may help meet objectives by providing nutrition during a nutritionally
demanding time of the year when bucks and does need as much nutrition as possible. Negative
consequences should be discussed before adding a supplemental feeding program using feeders.
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However, as I have shown, other land cover classifications are important to selection, and
anthropogenic food sources should be used to supplement habitat management, not replace it.
Additionally, adding risk to a landscape like depredation permits, achieves the desired effect and
deer begin to avoid these areas compared to areas without permits. Thus, permits do have an
effect on deer habitat use and can be used to help keep deer out of areas such as agricultural
fields or other areas such as airfields.
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Table 3.1

Variables used in step selection functions to estimate habitat selection of adult
male white-tailed deer during the spring and summer (March – August) of 2017
and 2018 in Yazoo and Madison Counties, MS, USA.
Variable
Corn

Summer Food Plots

Description
Derived from satellite
imagery.
Derived from satellite
imagery.
Derived from satellite
imagery.
More than 75% of the
tree species shed
foliage simultaneously
in response to seasonal
change.
More than 75% of the
tree species maintain
their leaves all year.
Canopy is never
without green foliage.
Areas dominated by
gramanoid or
herbaceous vegetation,
generally greater than
80% of total vegetation.
Areas where forest or
shrubland vegetation
accounts for greater
than 20% of vegetative
cover and the soil or
substrate is periodically
saturated with water.
Summer food plots

Winter Food Plots

Winter food plots

Feeders within 100m
buffer (Feeders)

Feeder present within
100m of a deer
location.
Distance from deer
location to nearest field
with a depredation
permit.
Distance from deer
location to nearest field
without a depredation
permit

Cotton
Soybeans
Deciduous

Evergreen

Herbaceous

Bottomland

Distance to agricultural
fields with depredation
permits
Distance to agricultural
fields without
depredation permits
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Source
USDA CropScape
2017/18
USDA CropScape
2017/18
USDA CropScape
2017/18
NLCD 2016

NLCD 2016

NLCD 2016

NLCD 2016

Provided by
landowners
Provided by
landowners
Provided by
landowners
Provided by
Mississippi Department
of Wildlife, Fisheries,
and Parks
Provided by
Mississippi Department
of Wildlife, Fisheries,
and Parks

Figure 3.1

Study area* (approximately 22,000 hectares) in west-central Mississippi, USA.

*Red star denotes location of inlay map
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Figure 3.2

Averaged used (black solid lines) and available (light grey dashed lines)
proportional coverage within a 100 m buffer of land cover classifications and the
average distance from used and available locations estimates to fields with and
without depredation permits, during the 2017 spring and summer (March 1st –
August 31st) in Mississippi, USA.
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Figure 3.3

Predicted selection strength (relative risk; Y-axis) for a gradient of 0-100%
proportional coverage (X-axis) by land cover classifications during the spring (red
lines and upside down triangle) and summer (black lines and circles) of 2017 in
Mississippi, USA.
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Figure 3.4

Averaged used (black solid lines) and available (light grey dashed lines)
proportional coverage within a 100 m buffer of land cover classifications and the
average distance from used and available location estimates to fields with and
without depredation permits, during the 2018 spring and summer (March 1st –
August 31st) in Mississippi, USA.
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Figure 3.5

Predicted selection strength (relative risk; Y-axis) for a gradient of 0-100%
proportional coverage (X-axis) by land cover classifications during the spring (red
lines and upside down triangle) and summer (black lines and circles) of 2018 in
Mississippi, USA.
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CHAPTER IV
FINDING ESCPAE COVER: VEGETATION USED BY WHITE-TAILED DEER IN A
FORESTED LANDSCAPE DURING HUNTING SEASON
INTRODUCTION
Fine scale habitat selection influences an organism’s home range use (Bose et al. 2018) and
creates areas that are used disproportionately to other areas in a home range (Samuel et al. 1985,
Riedle et al. 2006). Fine scale selection is dependent on several factors, such as vegetative
characteristics and structural components that provide cover (Tabor and Wurtsbaugh 1991,
Pollock et al. 1994, Meiners and Obermaier 2004, Lehtiniemi 2005). For example, several fish
species, such as juvenile rainbow trout (Oncorhynchus mykiss) and pike (Esox lucius), select
areas that contain more complex vegetation to hide from predators (Tabor and Wurtsbaugh 1991,
Lehtiniemi 2005). Cervid species, such as roe deer (Capreolus capreolus), have shown similar
results where foraging and bedding sites contained greater cover, suggesting that cover is
important to habitat use for cervids (Tufto et al. 1996, Ratikainen et al. 2007). These studies
illustrate that vegetative cover is used to enhance an organisms ability to safely inhabit an area,
as the benefit of using this vegetation is increased survival (Babbitt and Tanner 1998).
Cover is often recognized as a critical component of animal space use trends (Pollock et al.
1994, Davis 2005, Riedle et al. 2006, Lowrey et al. 2019); however, most studies simply define
cover as “thick vegetation,” “complex vegetation,” or use indexes such as Nudds board values to
define discrete cover categories or a simple cover gradient (Nudds 1977, Wagner et al. 2000,
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Lehtiniemi 2005). While Nudds boards are easy to use and interpret, from an organism’s
perspective, the characteristics defining good vegetative cover may be substantially more
complex than simple screening cover, leading to discrepancies between how much cover is
actually available. Because of this potential discrepancy, definitions of cover for prey species
should be refined to understand what vegetation they may select as screening cover. This, in turn,
should provide a better understanding of how they select these areas for cover, and by extension,
how they use their entire space to facilitate survival.
White-tailed deer (hereafter deer; Odocoileus virginianus) are popular large game mammals
and socially important species in the United States, accounting for 8.1 million hunters
nationwide (USFWS 2016). The popularity of deer hunting has increased interest in local habitat
management for deer (Demarais et al. 2000) and also provides positive values and economic
impacts for land (Mozumder et al. 2007). Because cover is a potentially important part of forest
management for deer (Pollock et al. 1994, Lopez et al. 2001), understanding how it affects
selection by deer is of interest to hunters and land managers of private and public property.
Previous studies have described deer movements relative to risk, showing that risk does alter
movement and habitat selection (Little et al. 2016, Simoneaux et al. 2016). However,
information is lacking for the type of habitat that deer select for during heightened risk. Pollock
et al. (1994) conducted a similar experiment to ours in Texas, but the landscape is drastically
different (hot and dry with less vegetation) than the Eastern United States (hot and humid with
plenty of vegetation). Identifying what vegetative characteristics deer select for cover at fine
scales could inform land management actions to increase cover. By increasing cover, land
managers would help mitigate risk to attract and hold deer on a landscape, improving deer
hunting opportunities.
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The purpose of this study was to identify vegetation characteristics selected during periods of
high risk for deer. My objective was to determine the vegetative differences between the most
heavily used and randomly selected unused areas within the hunting season home range of adult
deer. I hypothesized that areas actively used more by deer during hunting season provide more
effective cover for predator avoidance (Creel and Winnie 2005, Doherty et al. 2008, Bonnot et
al. 2013) relative to unused areas. I predicted that used areas will contain vegetation that
provides more concealment (more dense vegetation), as these characteristics should provide
cover and make deer feel less exposed to predation risk.
METHODS
STUDY SITE
My study was conducted on approximately 20,000 ha in Yazoo and Madison counties in
west-central Mississippi (Figure 4.1) near Canton, Mississippi, U.S. Mississippi is characterized
as a subtropical humid climate, with long, hot summers and short, mild winters.
Land cover in my study site is characterized in two major groups: forest and agriculture,
the former being most abundant. Coniferous forests comprise approximately 3,000 ha (15%) of
the study area, mostly in commercial loblolly pine (Pinus taeda) plantations. Upland deciduous
forests comprise approximately 3,400 ha (17%). Within dry sites, important understory species
include American beautyberry (Callicarpa americana), Rubus spp. and Smilax spp. These
species produce abundant cover and are important foraging options for deer within my study site.
The largest forest type is bottomland hardwoods comprising approximately 7,500 ha (38%)
bordering the Big Black River. The Big Black River forms the border between each county and
inundates the bottomland hardwoods during wet periods. The river bottom contains abundant
water oak (Quercus nigra), willow oak (Quercus phellos), swamp chestnut oak (Quercus
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michauxii), black cherry (Prunus serotine), and red maple (Acer rubrum). Sloughs and oxbow
lakes in the hardwood bottom contain bald cypress (Taxodium distichum). In wet areas,
important understory species are river oats (Chasmanthium latifolium), rivercane (Arundinaria
gigantean), and dwarf palmetto (Sabal minor). These species provide dense screening cover for
deer.
Commercial agriculture is the second most common land cover, making up the remaining
6,000 ha (30%) of the study area. Agricultural crops planted in the study area include cotton,
corn, soybeans, and peanuts. A total of 35 depredation permits were given to landowners
allowing deer to be harvested while this permit is active; however, these permits are only active
during the summer months. Non-lethal scare tactics are also used to keep deer from foraging on
agricultural crops. Roughly 200 hectares of CRP are present in small quantities across the study
area, mostly adjacent to agricultural fields.
CAPTURE AND DETERMINGING DEER LOCATIONS
I used dart rifles (Pneu-Dart, Inc., Williamsport, Pennsylvania) and drop nets to capture
adult male deer (>2 years or older) during September 30, 2016 - January 31, 2017. I anesthetized
deer using a solution of butorphanol, azaperone, and medetomidine (BAM; Zoopham, Windsor,
Colorado, USA; Mich et al. 2008). I set dosages at 2.7 cc of BAM, with additional BAM
administered when necessary. I attached GPS collars (Iridium Track M 3D, Lotek Wireless, Inc.,
Newmarket, Ontario, Canada) and uniquely numbered plastic and metal ear tags (Allflex U.S.
Inc.) to each deer. Collars uploaded location fixes that were taken at 3-hour intervals during the
2017-2018 Mississippi hunting season, specifically November 1, 2017 - January 31, 2018. This
time frame coincided with the gun season in Mississippi, which is when the most hunters are in
the field. While anesthetized, I estimated age (Severinghaus 1949), measured body mass and
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neck diameter, and estimated Boone and Crocket antler score for each deer. I injected each deer
subcutaneously with 3 cc of Nuflor (Merk Animal Health, AN Boxmeer, Netherlands) per 45 kg
of body mass to prohibit possible infections. Reversal of BAM was performed using atipamezole
at twice the total amount of BAM administered coupled to constant 0.5 cc of naltrexone. All
capture methods were approved by the Mississippi State University Institutional Animal Care
and Use Committee (Protocol #16-621).
HOME RANGE FORMATION AND SAMPLING PROCEDURES
I calculated 85% Kernal Density Estimate (KDE) isopleths (home ranges) using the
adehabitatHR package in Program R (Calenge 2011, version 3.5.1, R Core Team 2017, Vienna,
Austria) using the ad hoc method for bandwidth estimation. I chose an 85% KDE to reduce the
sampling area to areas located near the majority of a deer’s locations and to reduce the overlap
with other deer’s home ranges, to minimize intraspecies competition. Additionally, the ad hoc
method is known to over-smooth the KDE (Rodgers and Kie 2010), which for my purposes
produces a more liberal estimate of the home range and provides more opportunity to identify
areas of high and low intensity of use. I then loaded the home ranges into ArcMap v. 10.5 (ESRI,
Environmental Systems Research Institute: Redlands, California, U.S.), with the locations of
each deer overlaid with the home ranges. I created a 50 m grid over the home range and
calculated the number of GPS locations within each 50 m grid cell to identify the most used and
unused areas within each individual’s home range. I defined the most used areas as the two grid
cells with the most locations of one specific buck located in the cell. I defined unused areas as
two randomly selected grid cells which contained no locations of the specific buck. The two used
grid cells always had a high amount of usage compared to other grid cells, so the areas I sampled
corresponded to the highest intensity of deer activity, while unused cells had zero deer activity.
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Selected unused cells were adjacent to at least one other unused cell. I excluded unused cells
located in agricultural fields, roads, or open water.
I began sampling vegetation at the geographic center, identified by latitude and longitude,
of each of two used and two unused grid cells. I recorded basal area (BA) using a wedge prism
with a basal area factor of 10 (Bonham 1988, Elledge and Barlow 2012). I sampled vegetation of
each grid cell using three randomly placed transects 15 meters long that began one meter from
the cell center and orienting outward on a randomly selected azimuth. I recorded Nudds board
values at the center and end of each transect to estimate the horizontal cover (Nudds 1977). To
maintain consistency, the same person recorded each Nudds board estimate. I measured height of
vegetation from the forest floor up to three meters every meter along each transect. Vegetation
above three meters was deemed not to provide cover for deer from hunters. I measured the cover
of four vegetation groups along each transect using the line-intercept method (Bonham 1988).
Vegetation groups were placed into four categories: thicket (semi-woody dwarf palmetto, river
cane, and Rubus spp), herbaceous (live or dead herbaceous vegetative matter, such as Salidago
spp.), live woody (small trees and shrubs less than three meters in height), and dead woody (logs
> three dm in diameter).
STATISTICAL ANALYSIS
Due to logistical (personnel and time sensitive data) constraints, I randomly sampled 22
deer from a larger pool of data. I fit a conditional logit model with regularization via the lasso
using the clogitL1 package in Program R (Reid and Tibshirani 2014). The lasso utilizes the
bias/variance trade-off to estimate the model that maximizes predictive accuracy (i.e. minimizes
variance) using a model coefficient penalization parameter λ. At λ = 0, the model is identical to a
standard conditional logit model (e.g., fit using the clogit function in the survival package;
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Therneau and Grambsch 2000). As λ increases, the magnitudes of model coefficients are reduced
such that uninformative coefficients approach zero and are removed from the model. Selection of
λ is performed using cross validation across a λ gradient. I identified the value of λ that
minimized the default cross validation statistic and thus maximized the predictive accuracy of
the model (Reid and Tibshirani 2014). It is important to note that, because the lasso
systematically introduces bias to model coefficients thereby minimizing variance and
maximizing predictive accuracy, lassoed regression produces no P-values or confidence intervals
but rather relies on the cross-validation metric to arrive at the model that best predicts held-out or
new data (James et al. 2017). In this fashion, the lasso simultaneously performs both model and
variable selection in a statistically rigorous fashion where unnecessary parameters are reduced to
a magnitude of zero. This accommodates the possibility of overfitting my conditional logit model
and addresses common concerns about interpretation of P-values (Wasserstein and Lazar 2016)
and model selection procedures in ecology (Fieberg and Johnson 2015).
RESULTS
Collars on 22 adult bucks that averaged 4.0 years of age (SD = 1.0, range = 2.5 – 5.5)
generated 17,904 location estimates with an average horizontal dilution of precision (HDOP, a
measure of location accuracy) of 3.2, excluding relocations with HDOP > 10 (I excluded 420
locations, Street et al. 2016). On average I used 814 fixes (SD = 128.9, range = 670 – 950 fixes,
92.2% fix-rate success) to calculate 85% KDE home ranges using data with three hour intervals
during November 1, 2017 – January 31, 2018. Estimated ranges averaged 227.1 ha (SD = 136.8,
range = 50.8 – 543.1). Heavily used grid cells contained an average of 34 location estimates (SD
= 24.2, range = 7 – 109).
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The cross validation deviance curve identified λ = 2.76 (Lambda 1) as the penalization
value minimizing the variance of the model (Figure 4.2). The final reduced model identified four
of seven vegetation variables that were different between heavily used and unused cells and
positively related to use of an area: thicket (ß = 0.074), herbaceous (ß = 0.022), live woody (ß =
0.003), and dead woody (ß = 0.019). Basal area, height, and Nudds board values were dropped
from the final model (i.e. ß = 0).
DISCUSSION
My results supported my hypothesis that vegetative characteristics that should be
conducive to predator avoidance are more likely to be selected within heavily used areas in home
ranges of white-tailed deer (Bechard 1982, Tufto et al. 1996, Creel et al. 2005, Jayakody et al.
2008, Willems et al. 2009). Previous studies have frequently found that vegetation providing
screening cover were more abundant in areas that were heavily used by many species (Creel et
al. 2005, Bonnot et al. 2013, Lone et al. 2015). Other studies have also shown that deer respond
by altering movement strategies both temporally and spatially (Little et al. 2016) and use refuge
areas where little hunting is occurring (Simoneaux et al. 2016). Thus, when risk is present during
the hunting season, deer should select areas of habitat that promote predator avoidance.
Fine scale selection of vegetation based on screening cover is likely a high priority during
high risk times, such as during the hunting season. Other cervids, such as red deer (Cervus
elaphus) and roe deer, where shown to increase vigilance levels during the hunting season,
making it likely that organisms know they are being hunted (Benhaiem et al. 2008, Jayakody et
al. 2008). Deer were observed less by hunters as hunting pressure increased, signaling that they
likely knew hunters were in the area (Little et al. 2014). Little et al. (2014) found that over a
three week hunting season with a high hunter density, observation rates declined from 53% on
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the first weekend of hunting to 0% during the third weekend of hunting. Decreases in
observation rates suggest that deer detect and reduce risk in a heterogeneous environment. To
decrease observation rates, deer must either completely leave an area or choose vegetation that
provides predator avoidance benefits. Leaving an area presents additional risk because moving
prey is easier to locate for predators (Lima and Dill 1990). Deer may recognize this risk of
moving, as travel is reduced during high times (Marantz et al. 2016). Thus, deer likely do not
leave an area; rather, my results show they select vegetation for cover to decrease visibility
during these risky times. This use of cover likely allows deer to feel more secure, while also
reducing risk.
Surprisingly, my reduced model did not include Nudds board values, despite greater
values correlating to more screening cover (Nudds 1977). This is likely because the selected
variables were those that provide cover, such as thicker vegetation (Tufto et al. 1996, Benhaiem
et al. 2008, Ferreguetti et al. 2015). For example, the thicket variable consisted of mostly dense
areas of palmetto, river cane, and rubus spp. These species provide abundant horizontal and
vertical screening cover, which deer are able to utilize. Clearly the selected variables should
covary with Nudds board values (Guthery et al. 1981); indeed, a subsequent analysis using
Poisson regression (with a log link) revealed that Nudds values as a function of the four variables
identified by my model revealed that Nudds values were predicted well by thicket (ß = 0.02),
herbaceous (ß = 0.008), and live woody variables ( ß = 0.006; R2 = 0.23). My conditional logit
model selecting these vegetation metrics over the Nudds board values demonstrates that these
better covary with the intensity of use of a given location than in concert with Nudds values, or
Nudds values alone. This seems reasonable because deer may not perceive visual obstruction as
being more important than the physical characteristics of obstruction (i.e. plant density and
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configuration, species present, etc.). From this perspective, the propensity for deer to selectively
use their habitat is not dependent on Nudds values, but rather the vegetation that creates those
values. The vegetation that creates horizontal or vertical cover makes it difficult to see into or
beyond, decreasing predator success. This is not to say that Nudds board values are irrelevant;
indeed, they can be a useful surrogate for cover when used by managers, as indicated by the
regression mentioned above. Instead, I suggest that Nudds board values can be limiting from a
human perspective because they equate all cover and disregard selectivity for the vegetation
characteristics that create cover. By shifting from Nudds values to vegetation indices, I create the
opportunity to encourage management practices promoting cover conditions based on the
characteristics of habitat selected by deer rather than a correlative and subjective metric.
The presence of the vegetative variables (thicket, herbaceous, live woody, and dead
woody) in the most heavily used sites demonstrates that site selection was influenced by the
occurrence of vegetative structure, alive or dead. There are several factors that these vegetative
structures influence. While I believe these characteristics were selected for cover in my study
area, forage availability and possibly thermal protection are also a potential key component of
used areas (Heck and Crowder 1991, Pollock et al. 1994, Babbitt and Tanner 1998, Meiners and
Obermaier 2004). Thermal protection, forage availability and anti-predatory effects are important
determinants of space use and should be simultaneously considered when discussing selection
(Street et al. 2013). Likewise, I did not track movements of female white-tailed deer and the time
period of my study coincided with breeding activity. While these could influence my results, risk
is a large factor in habitat selection for ungulates and should heavily influence selection (Little et
al. 2014, Marantz et al. 2016, Picardi et al. 2018). Future studies could better control for these
other variables that could influence how male deer use an area.
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Vegetative height was not influential towards selection of used areas within my model;
however, this does not mean it is necessarily unimportant. Other studies have shown the
importance of height towards protective cover (Ebensperger and Hurtado 2005, Jacob 2008).
Vegetative height varied relatively little in my study area. I speculate that other factors were
likely more influential in selection of an area because deer had little access to areas of differing
heights. Alternatively, given little variation in height I may have simply had insufficient sample
sizes to detect its effect on habitat selection. I recognize that this may be a short coming of my
study and suggest this as a topic of study for future research.
Survival is increased when organisms select habitat with greater available cover (Heck
and Thoman 1981, Babbitt and Tanner 1998, Hovel and Lipcius 2002, Lowrey et al. 2019),
suggesting similar benefits to hunted species. Several crab species infraorder Brachyura exhibit
increased survival in areas with more structural cover, such as turtlegrass (Thalassia testudinum)
and algae (Heck and Thoman 1981). Blue crab (Callinectes sapidus) survival was inversely
related to seagrass density because density decreased, less cover was available, making it easier
for predators to locate them (Hovel and Lipcius 2002). Because organisms feel more secure in
these areas, they are readily utilized, making cover an important aspect in heavily used areas.
While I did not directly test survivability, I expect the deer would show similarly increased
survival as they selected areas with greater cover.
Vegetation can provide nutrition as another very important benefit for organisms (Werner
and Hall 1988, Kotler et al. 1991, Verdolin 2006). Moose (Alces alces) chose birth-sites based on
micro-site characteristics that provided predator avoidance and beneficial nutritional
characteristics (Bowyer et al. 1999). As predation risk increases, gerbil species shift forage
activities to a more protected habitat to continue foraging (Kotler et al. 1991). Selecting habitat
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solely based on one need and ignoring other needs (e.g., forage availability vs. anti-predatory
cover, thermoregulatory habitat, etc.) could produce detrimental effects in prey species (Monteith
et al. 2015, Street et al. 2016). While my study was conducted during the winter months when
forage is limited, some forage was still present and located in used cells, such as smilax spp.
Similarly, rubus spp. was included in the thicket variable and was much more prevalent in used
cells than unused cells. These plant groups are important parts of a deer’s winter diet in the
Southeast (Hewitt 2011). Therefore, it is likely that my deer selected used areas not only for the
cover provided, but also for forage requirements. This gives deer the benefit of having multiple
needs in one area which lets them expend less energy throughout the day.
MANAGEMENT IMPLICATIONS
Determining how to attract and hold large game animals on properties is a great concern
to many land managers and describing actions to take to achieve these results is beneficial.
Utilizing disturbances such as thinning the canopy or letting a field go fallow would produce
beneficial plant species, such as rubus spp and native warm season grasses andropogon spp.
These species or similar species provide vertical and horizontal screening cover, creating areas
that are attractive to deer, benefitting land managers who want to attract and hold deer on a
property. These disturbances also create beneficial foraging areas for white-tailed deer, providing
the added benefit of nutrition during a nutritionally poor time of year. In addition, agriculturally
dominated areas where cover may be lacking could benefit from programs such as the
Conservation- and Wetland-Reserve Programs by which landowners could manage their property
to provide cover producing vegetation. Alternatively, if a land manager is concerned with
reducing deer use of an area, for example around an airfield, the opposite approach could be
taken. By reducing the amount of cover producing vegetation by frequent mowing or herbicide
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application, deer use of an area may be lessened. Providing beneficial results where human and
wildlife interaction should be kept to a minimum.
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Figure 4.1

Study area* (approximately 22,000 hectares) in west-central Mississippi, USA.

*Red star denotes location of inlay map
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Figure 4.2

Cross validation deviance curve showing at which point lambda 1 was identified.

74

REFERENCES
Babbitt, K. J., and G. W. Tanner. 1998. Effects of cover and predator size on survival and
development of Rana utricularia tadpoles. Oecologia 114:258–262.
Bechard, M. J. 1982. Effect of vegetative cover on foraging site selection by Swainson’s hawk.
Condor 84:153–159.
Benhaiem, S., M. Delon, B. Lourtet, B. Cargnelutti, S. Aulagnier, A. J. M. Hewison, N. Morellet,
and H. Verheyden. 2008. Hunting increases vigilance levels in roe deer and modifies
feeding site selection. Animal Behaviour 76:611–618.
Bonham, C. D. 1988. Measurements for Terrestrial Vegetation. John Wiley & Sons, Fort Collins,
Colorado.
Bonnot, N., N. Morellet, H. Verheyden, B. Cargnelutti, B. Lourtet, F. Klein, and A. J. M.
Hewison. 2013. Habitat use under predation risk: Hunting, roads and human dwellings
influence the spatial behaviour of roe deer. European Journal of Wildlife Research 59:185–
193.
Bose, S., T. D. Forrester, D. S. Casady, and H. U. Wittmer. 2018. Effect of activity states on
habitat selection by black-tailed deer. The Journal of Wildlife Management 1–14.
Bowyer, R. T., V. Van Ballenberghe, J. G. Kie, and J. A. K. Maier. 1999. Birth-Site Selection by
Alaskan Moose: Maternal Strategies for Coping with a Risky Environment. Journal of
Mammalogy 80:1070–1083.
Calenge, C. 2015. Home Range Estimation in R : the adehabitatHR Package. R vignette 1–60.
Creel, S., and J. A. Winnie. 2005. Responses of elk herd size to fine-scale spatial and temporal
variation in the risk of predation by wolves. Animal Behaviour 69:1181–1189.
Creel, S., J. Winnie, B. Maxwell, K. Hamlin, and M. Creel. 2005. Elk alter habitat selection as an
antipredator response to wolves. Ecology 86:3387–3397.
Davis, S. K. 2005. Nest-Site Selection Patterns and the Influence of Vegetation on Nest Survival
of Mixed-Grass Prairie Passerines. The Condor 107:605–616.
Demarais, S., K. V. Miller, and P. R. Krausman. 2000. White-tailed Deer. Pages 601–619 in.
Ecology and Management of Large Mammals in North America.
Doherty, K. E., D. E. Naugle, B. L. Walker, and J. M. Graham. 2008. Greater Sage-Grouse
Winter Habitat Selection and Energy Development. Journal of Wildlife Management
72:187–195.
75

Ebensperger, L. A., and M. J. Hurtado. 2005. On the relationship between herbaceous cover and
vigilance activity of degus (Octodon degus). Ethology 111:593–608.
Elledge, J., and B. Barlow. 2012. Basal Area: A measure made for management. Alabama
Cooperative Extension System.
Ferreguetti, Á. C., W. M. Tomás, and H. G. Bergallo. 2015. Density, occupancy, and activity
pattern of two sympatric deer (Mazama) in the Atlantic Forest, Brazil. Journal of
Mammalogy 96:1245–1254.
Fieberg, J., and D. H. Johnson. 2015. MMI: Multimodel inference or models with management
implications? Journal of Wildlife Management 79:708–718.
Guthery, F. S., T. B. Doerr, and M. A. Taylor. 1981. Use of a Profile Board in Sand Shinnery
Oak Communities. Journal of Range Management 34:157–158.
Heck, K. L., and L. B. Crowder. 1991. Habitat structure and predator—prey interactions in
vegetated aquatic systems. Pages 281–299 in. Habitat Structure.
Heck, K. L., and T. A. Thoman. 1981. Experiments on predator-prey interactions in vegetated
aquatic habitats. Journal of Experimental Marine Biology and Ecology 53:125–134.
Hewitt, D. G. 2011. Nutrition. Pages 75–106 in. Biology and Management of White-tailed Deer.
CRC Press, Boca Raton, Florida.
Hovel, K. A., and R. N. Lipcius. 2002. Effects of seagrass habitat fragmentation on juvenile blue
crab survival and abundance. Journal of Experimental Marine Biology and Ecology 271:75–
98.
Jacob, J. 2008. Response of small rodents to manipulations of vegetation height in agroecosystems. Integrative Zoology 3:3–10.
James, G., D. Witten, T. Hastie, and R. Tibshirani. 2017. An Introduction to Statistical Learning
with Applications in R. Springer, New York, NY.
Jayakody, S., A. M. Sibbald, I. J. Gordon, and X. Lambin. 2008. Red deer Cervus elephus
vigilance behaviour differs with habitat. Wildlife Biology 14:81–91.
Kotler, B. P., J. S. Brown, and O. Hasson. 1991. Factors Affecting Gerbil Foraging Behavior and
Rates of Owl Predation. Ecology 72:2249–2260.
Lehtiniemi, M. 2005. Swim or hide: Predator cues cause species specific reactions in young fish
larvae. Journal of Fish Biology 66:1285–1299.

76

Lima, S. L., and L. M. Dill. 1990. Behavioral decisions made under the risk of predation: a
review and prospectus. Canadian Journal of Zoology 68:619–640.
Little, A. R., S. Demarais, K. L. Gee, S. L. Webb, S. K. Riffell, J. A. Gaskamp, and J. L. Belant.
2014. Does human predation risk affect harvest susceptibility of white-tailed deer during
hunting season? Wildlife Society Bulletin 38:797–805.
Little, A. R., S. L. Webb, S. Demarais, K. L. Gee, S. K. Riffell, and J. A. Gaskamp. 2016.
Hunting intensity alters movement behaviour of white-tailed deer. Basic and Applied
Ecology 17:360–369. Elsevier GmbH.
Lone, K., L. E. Loe, E. L. Meisingset, I. Stamnes, and A. Mysterud. 2015. An adaptive
behavioural response to hunting: Surviving male red deer shift habitat at the onset of the
hunting season. Animal Behaviour 102:127–138. Elsevier Ltd.
Lopez, R. R., N. J. Silvy, R. N. Wilkins, P. A. Frank, M. J. Petersn, and M. N. Peterson. 2001.
Habitat-Use Patterns of Florida Key Deer : Implications of Urban Development. Journal of
Wildlife Management 68:900–908.
Lowrey, B., J. Devoe, K. M. Proffitt, and R. A. Garrott. 2019. Hiding Without Cover? Defining
Elk Security in a Beetle-Killed Forest. Journal of Wildlife Management 84:138–149. John
Wiley & Sons, Ltd.
Marantz, S. A., J. A. Long, S. L. Webb, K. L. Gee, A. R. Little, and S. Demarais. 2016. Impacts
of human hunting on spatial behavior of white-tailed deer (Odocoileus virginianus).
Canadian Journal of Zoology 94:853–861.
Meiners, T., and E. Obermaier. 2004. Hide and seek on two spatial scales - Vegetation structure
effects herbivore oviposition and egg parasitism. Basic and Applied Ecology 5:87–94.
Mich, P. M., L. L. Wolfe, T. M. Sirochman, M. A. Sirochman, R. Davis, W. R. Lance, and M.
W. Miller. 2008. Evaluation of intramuscular butorphanol, azaperone, and medetomidine
and nasal oxygen insufflation for the chemical immobilization of white-tailed deer,
Odocoileus virginianus. Journal of Zoo and Wildlife Medicine 39:480–487.
Monteith, K. L., R. W. Klaver, K. R. Hersey, A. A. Holland, T. P. Thomas, and M. J. Kauffman.
2015. Effects of climate and plant phenology on recruitment of moose at the southern extent
of their range. Oecologia 178:1137–1148. Springer Berlin Heidelberg.
Mozumder, P., C. M. Starkbuck, R. P. Berrens, and S. Alexander. 2007. Lease and Fee Hunting
on Private Lands in the U.S.: A Review of the Economic and Legal Issues. Human
Dimensions of Wildlife 12:1–14.

77

Nakagawa, S., and H. Schielzeth. 2017. Coefficient of determination R 2 and intra-class
correlation coefficient ICC from generalized linear mixed-effects models. Ecology and
Evolution.
Nudds, T. 1977. Quantifying the vegetative structure of wildlife cover. Wildlife Society Bulletin
113–117.
Picardi, S., M. Basille, W. Peters, J. M. Ponciano, L. Boitani, and F. Cagnacci. 2018. Movement
Responses of Roe Deer to Hunting. The Journal of Wildlife Management 1–9.
Pollock, M. T., D. G. Whittaker, S. Demarais, and R. E. Zaiglin. 1994. Vegetation characteristics
influencing site selection male white-tailed deer Texas. Journal of Range Management.
Ratikainen, I. I., M. Panzacchi, A. Mysterud, J. Odden, J. Linnell, and R. Andersen. 2007. Use of
winter habitat by roe deer at a northern latitude where Eurasian lynx are present. Journal of
Zoology 273:192–199.
Reid, S., and R. Tibshirani. 2014. Regularisation Paths for Conditional Logistic Regression: the
clogitL1 package. Journal of Statistical Software 58:1–23.
Riedle, J. D., P. a. Shipman, S. F. Fox, and D. M. Leslie. 2006. Microhabitat Use, Home Range,
and Movements of the Alligator Snapping Turtle, Macrochelys Temminckii, in Oklahoma.
The Southwestern Naturalist 51:35–40.
Rodgers, A. R., and J. G. Kie. 2010. HRT: Home Range Tools for ArcGIS-Draft User’s Manual.
Ontario Ministry of Natural Resources, Ontario.
Samuel, M. D., D. J. Pierce, and E. O. Garton. 1985. Identifying Areas of Concentrated Use
within the Home Range. Journal of Animal Ecology 54:711–719.
Severinghaus, W. C. 1949. Tooth development and wear as criteria of age in white-tailed deer.
Journal of Wildlife Management 13:195–216.
Simoneaux, T. N., B. S. Cohen, E. A. Cooney, R. M. Shuman, M. J. Chamberlain, and K. V.
Miller. 2016. Fine-scale movements of adult male white-tailed deer in northeastern
Louisiana during the hunting season. Journal of the Southeastern Association of Fish and
Wildlife Agencies 3:210–219.
Street, G. M., J. Fieberg, A. R. Rodgers, M. Carstensen, R. Moen, S. A. Moore, S. K. Windels,
and J. D. Forester. 2016. Habitat functional response mitigates reduced foraging
opportunity: implications for animal fitness and space use. Landscape Ecology 31:1939–
1953. Springer Netherlands.
Street, G. M., F. W. Weckerly, and S. Schwinning. 2013. Modeling forage mediated aggregation
in a gregarious ruminant. Oikos 122:929–937.
78

Tabor, R. A., and W. A. Wurtsbaugh. 1991. Predation risk and the importance of cover for
juvenile rainbow trout in lotic systems. Transactions of the American Fisheries Society
120:728–738.
Therneau, T. M., and P. M. Grambsch. 2000. Modeling Survival Data: Extending the Cox
Model. Springer, New York, NY.
Tufto, J., R. Andersen, and J. Linnell. 1996. Habitat Use and Ecological Correlates of Home
Range Size in a Small Cervid: The Roe Deer. The Journal of Animal Ecology 65:715.
USFWS. 2016. 2016 National Survey of Fishing, Hunting, and Wildlife-Associated Recreation.
Verdolin, J. L. 2006. Meta-analysis of foraging and predation risk trade-offs in terrestrial
systems. Behavioral Ecology and Sociobiology 60:457–464.
Wagner, D. M., G. A. Feldhamer, and J. A. Newman. 2000. Microhabitat Selection of Golden
Mice (Ochrotomys nuttalli) at Arboreal Nest Sites. The American Midland Naturalist
144:220–225.
Wasserstein, R. L., and N. A. Lazar. 2016. The ASA’s Statement on p -Values: Context, Process,
and Purpose. The American Statistician 70:129–133. Taylor & Francis.
Werner, E. E., and D. J. Hall. 1988. Ontogenetic Habitat Shifts in Bluegill : The Foraging RatePredation Risk Trade-off. Ecological Society 69:1352–1366.
Willems, E. P., R. A. Barton, and R. A. Hill. 2009. Remotely sensed productivity, regional
home range selection, and local range use by an omnivorous primate. Behavioral Ecology
20:985–992.

79

APPENDIX A
DATA ON HEAVILY USED AND UNUSED LOCATIONS DURING THE 2017-18
HUNTING SEASON BY ADULT MALE WHITE-TAILED DEER
IN MISSISSIPPI, U.S.
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Table A.1

Mean of vegetative structural characteristics located in the most heavily used and
unused areas in 22 adult male white-tailed deer home ranges, during the 2017-2018
Mississippi hunting season.

Useda
BA
7.4 (4.2)
Height
11.2 (4.2)
Thicket
9.4 (12.2)
b
Nudds
34.0 (16.6)
Herbaceous
23.6 (31.0)
Live woody
35.9 (20.8)
Dead woody
13.2 (16.9)
a
Parenthesis denotes standard deviation
b
Nudd’s board values are reported in percentages
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Unuseda
9.18 (4.2)
9.34 (5.6)
4.23 (6.1)
21.8 (13.9)
10.58 (15.4)
37.98 (30.2)
10.12 (10.2)

P-value
0.144
0.009
0.007
< 0.001
0.008
0.902
0.744

Table A.2

Percent of cover in each Nudds boards section in the most heavily used and unused
areas in 2017-18 hunting season home range of 22 adult male white-tailed deer
Used
SE
Height (m)
𝑥̅
50% 0.014
0.0 – 0.5
0.5 – 1.0
37% 0.014
1.0 – 1.5
32% 0.013
1.5 – 2.0
26% 0.012
2.0 – 2.5
25% 0.012
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Unused
SE
𝑥̅
31% 0.012
21% 0.011
20% 0.011
18% 0.010
19% 0.011

P-value
<0.001
<0.001
<0.001
<0.001
<0.001

