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Introduction
Let J be a Jacobi matrix acting in l 2 (N) by the formula (Ju)(n) = n−1 u(n − 1) + n u(n + 1); n¿ 1 with the condition u(0) = 0. In this paper we shall consider the case of weights n = n + c n , ¿ 0, where c n is a periodic sequence of real numbers such that n ¿ 0 for all n. As is seen from the methods of proof, essentially all of our results remain the same if ÿnitely many entries of J are changed. Denote by T the minimal period of c n . In the special case of T = 2 and = 1 the Jacobi matrix with weights n + c n has been studied (from the spectral point of view) in [12, 4] . We shall study the general case of arbitrary T and . In the case 6 1 we know that J is essentially self-adjoint on the ÿnite vectors (with ÿnitely many coordinates di erent from zero) due to the Carleman condition: k −1 k = ∞, see [1, p. 504, Theorem 1.3]. J is not essentially self-adjoint on the ÿnite vectors if ¿ 1. This also follows from the results in [1] (note that J is a bounded perturbation of the Jacobi matrix with weights n and that the latter is not essentially self-adjoint due to [1, p. 507, Theorem 1.5] . Thus all self-adjoint extensions of J have discrete spectrum (see [1, p. 528, Corollary] ). Therefore we assume in the following that 6 1. One of our main goals here is to provide elementary techniques which demonstrate the recent discovery that Jacobi matrices of the type considered here provide examples of unbounded Jacobi matrices with a spectral gap. This topic is now under very active investigation and new results appear in rapid succession. It is not our aim to survey the most general results, for which we rather provide references.
The case T = 2 will be treated separately in Theorem 1.3, where our methods will allow for arbitrary ∈ (0; 1) (but we will exclude = 1). In this case one can also study the spectral structure of Jacobi operators with zero diagonal and n replaced by a more general "regular" sequence j n tending to inÿnity as n goes to inÿnity, see [3] .
For general period T we will state our results for ∈ ( ; 1]. One can obtain the same results for any positive but the analysis is more complicated (and has been done in a recent paper [7] ). Nevertheless, the elementary methods used here are strong enough to uncover the spectral structure of J . We shall use the so-called grouping in blocks approach as already applied successfully in our earlier paper [8] . This approach, when combined with the discrete version of the Levinson theorem (with l 1 perturbation), will allow to ÿnd the asymptotics of generalized eigenvectors of J at inÿnity (see Section 4) . Knowledge of the asymptotics of generalized eigenvectors and the Gilbert-Pearson theory of subordinacy is su cient to determine the character of the spectrum of J . It will be shown that the spectral properties of J depend crucially on the parity of T . The asymptotics of generalized eigenvectors of J (found below in the case of even T ) will also be used in a forthcoming paper to demonstrate the sharpness of Combes-Thomas-type estimates for the resolvent of general Jacobi operators [10] .
We will give proofs of the following results.
Theorem 1.1. Let J be the Jacobi matrix with weights
where c n is a periodic sequence of real numbers with minimal odd period such that n ¿ 0 for all n. Then the spectrum of J is purely absolutely continuous in R.
In the proof Theorem 1.1 as well as in the statement and proof of the following Theorem 1.2 we will use the abbreviation a := In fact, the result of Theorem 1.3 also holds for = 1 as was proven in [4, 12] with di erent methods. We exclude it from our presentation here as the elementary method of proof which we provide in Section 5 (using quadratic forms) would become technically less transparent in this case.
Preliminaries
We start with some preparatory computations which will be used in the next sections. Fix ∈ R. A complex sequence u(n) (n ¿ 1) satisfying the equation
is called a generalized eigenvector for J and . Following a standard procedure we rewrite the scalar system (2.1) in the vector form
here,ũ
n is the transfer matrix. Due to the periodic perturbation the entries of B(n) are not su ciently regular to directly apply the well-known methods used already in our previous papers, [8, 9, 13] . However the products of B(k) of length T behave more regularly and so we deÿne
Now consider the equation
Note that for any solution x(·) of (2.4) there is a unique generalized eigenvector u(·) for J and satisfyingũ(nT ) = x(n). It is easy to check that for 6 1
where
In what follows, O(n −2 ) terms can be di erent in various formulas (but we shall keep the notation to stress their order of decay). As usual it is useful to work with pairs of the B(k)'s.
In particular, (2.5) will be used below to ÿnd a suitable form of C(n) given by (2.3).
Although the spectral analysis of J looks similar for odd and even T , we shall deal with each case separately because there are some important di erences. Below [x] stands for the integer part of x.
Odd case
Proof of Theorem 1.1. Let T = 2L + 1. The asymptotic behaviour of solutions of (2.2) is reduced to the asymptotic analysis of the products N n=1 C(n). Thus we start by ÿnding a suitable form of C(n).
Using (2.5) we can write
In the above computations we have replaced 1 − (nT +2s) −1 by 1 − (nT ) −1 and (nT +2s − 1) − by (nT ) − , for s = 1; : : : ; L, which is correct up to O(n −2 ).
Note that E(·) belongs to D 1 (the class of bounded sequences of bounded variation) and E(n) → E, as n → ∞. Applying [6, Lemma 1.7], we obtain a sequence of invertible matrices S n in D 1 and a sequence of diagonal matrices {D n } ∈ D 1 such that E(n) = S n D n S −1 n whenever n ¿ n 0 for some positive integer n 0 . Since {S n } ∈ D 1 and the norms of S −1 n are uniformly bounded we have
for some M ¿ 0 and all N ¿ n 0 . It follows (due to the fact that D n has complex conjugate eigenvalues and thus But det B(k) = k−1 = k and the above estimates imply that for any solutionũ of (2.2), ũ(n) 2 6 const −1 n . Using the generalized Behncke-Stolz Lemma, see [8] , it follows that (2.1) has no subordinate solutions. Finally, by applying Gilbert-Kahn-Pearson theory [11] we conclude that J is purely absolutely continuous in R. The proof of Theorem 1.1 is complete.
We emphasize that in the odd case the analysis is simple because the matrices E(n) are small real perturbations of the real matrix E with elliptic spectrum (complex conjugate eigenvalues). Hence the spectrum of E(n) is again elliptic and this leads to the conclusion about pure absolute continuity of the spectrum of J .
Even case
Proof of Theorem 1.2. If the minimal period T is even, i.e. T = 2L, then the spectral structure of J is more complicated. Again, let be real. By repeating the computation in pairs of transfer matrices we have
where 
Therefore, the right-hand side of (4.2) can be estimated from above by
where C 1 ; C 2 ¿ 0. This is obvious because the matrices exp[ − (nT ) − D 1 ] are unitary. Hence, again ũ(n) 6 M −1 n and so (2.1) has no subordinate solutions. Consequently J is purely absolutely continuous in R \ [ − |a|=L; |a|=L].
In the case (ii) a 2 − b 2 ¿ 0 the analysis is more complicated (the matrices exp[−(nT ) − D 1 ] are no longer unitary!). Moreover, the matrices C(n) have the form
where D = diag(Á; −Á), T − A = SDS −1 , and Á = (a 2 − b 2 ) 1=2 T − . Since the identity has a double root we cannot apply the standard version of the discrete Levinson theorem, see [5] . However, we can use the idea of grouping in blocks (developed in [8] ) to ÿnd the asymptotics ofũ(n). As a matter of fact, this is a new version of the grouping in blocks method. It will be based on the "accumulation" of slight di erences between two eigenvalues of C(n) over su ciently long blocks of indices, eventually allowing us to apply the standard version of the discrete Levinson theorem.
Assume ÿrst that ¡ 1. Let N = ). Note that
Using (4.5) we can write (note that S does not depend on k)
the last equality holds due to the uniform boundedness of
Combining (4.4), (4.6) and (4.7) we have
Thus if we set n = N s in (2.4), then for all s ¿ 1, Applying the discrete Levinson theorem (see [5] ) we obtain a solution w 1 of (4.10) such that
for large s. Thus the solution x 1 of (2.4) with x 1 (1) = Sw 1 (0) satisÿes Combining (4.11) and (4.12) we obtain
as n → ∞. In particular {x 1 (n)} ∈ l 2 . There is a unique generalized eigenvectorũ 1 for J and withũ 1 (nT ) = x 1 (n) for all n. Thus {ũ 1 (nT )} ∈ l 2 and, as sup n B(n) ¡ ∞, the whole sequence {ũ 1 (n)} is in l 2 . Since is an arbitrary point in (−|a|=L; |a|=L), it follows that the spectrum of J in this interval is pure point.
In the case = 1, the grouping in blocks approach is also e cient but we have to choose integers N l to satisfy the condition:
). By repeating the reasoning given for ¡ 1 above it is clear that (J ) is pure point in the gap(−|a|=L; |a|=L) also in the case = 1.
Finally, for = 0 direct computation shows that 0 ∈ p (J ) if and only if a ¿ 0. The proof of Theorem 1.2 is now complete. 
Case T = 2
Proof of Theorem 1.3. In this section we will prove Theorem 1.3, namely that for period T = 2 the number of eigenvalues in (−|a|=L; |a|=L) is ÿnite. We do not know the answer to this question for general T = 2L.
The idea of proof is simple. We want to prove that for some N ¿ 0 and all f = (0; : : : ; 0; f N ; f N +1 ; : : :) ∈ D(J ) it holds that
Then, by the variational principle, estimate (5.1) forces the number of eigenvalues of J in (−|c 1 −c 2 |, |c 1 − c 2 |) to be less than N . The proof of (5.1) is straightforward but tedious. We shall try to be brief.
First note that J 2 preserves the subspaces M e (M o ) generated by even (odd) canonical vectors e s . Denote ' k := e 2k . Let f ∈ M e . Then f = s f s ' s . Suppose that f ∈ D(J 2 ). We have (which is asymtotically close to the position of the minimum of A n ( ) as n → ∞) we can write
We also ÿnd that ) 2 . This proves the desired estimate of Jf 2 for f ∈ M e . In the case f ∈ M o one could repeat similar estimates but we shall use the following simple observation.
Let U e (resp. U o ) be the canonical isometries mapping l 2 onto M e (resp. M o ) and given by U e e n = e 2n (resp. U o e n = e 2n−1 ). If (Au)(n) := 2n−1 u(n) + 2n u(n + 1) then direct computation shows that This completes the proof of Theorem 1.3.
Remark 5.1. Note that much simpler calculations of similar type allow to prove the discreteness of the spectrum in the gap with possible accumulation of eigenvalues at the boundary points only. The above more precise considerations showed that accumulations do not occur. Moreover, in the recent work of Dombrowski [2] it was shown (in the case 0 ¡ ¡ 1) that (−|c 1 − c 2 |; |c 1 − c 2 |) has no nonzero eigenvalues provided that all weights n are positive.
