The coherent control of laser-driven intramolecular hydrogen transfer is considered in the presence of pure dephasing. Emphasis is put on performing the optimization in the presence of dephasing. Simple analytical expressions are obtained for the optimal pulse shape and optimal yield as functions of the dephasing rate constant. It is found that dephasing is not always uncontrollable and destructive, and that the optimal pulse shape is dictated by the minimization of the destructive attributes of the dephasing processes, as much as by steering the coherent component of the dynamics towards the desired goal.
I. INTRODUCTION
The goal of quantum coherent control is the design of laser pulses for controlling molecular motion and chemical reactivity. [1] [2] [3] [4] The main question is formulated in terms of optimal control theory: Given the constraints on the duration and intensity of the pulse, what temporal changes of the amplitude and phase of the laser field would maximize a desired objective? The objective is usually represented by an expectation value at the final state. The optimal pulse is found by solving the optimal control problem, either computationally, via quantum molecular dynamics simulations, [5] [6] [7] or experimentally, via a closed adaptive learning loop. [8] [9] [10] Most of the research to date in coherent control has focused on isolated systems which are not subject to decoherence ͑decoherence is defined as any nonunitary contribution to the dynamics͒. Some of the main reasons for this are as follows:
͑1͒ Decoherence is usually conceived as uncontrollable and purely destructive due to its ability to dephase the very same coherences that make coherent control possible in the first place. ͑2͒ Decoherence is assumed to be too slow to be effective on the ultrafast time scale on which the laser pulse operates. ͑3͒ Gas-phase coherent control is typically found to require very intense laser fields, which could lead to the destruction of a condensed phase sample. ͑4͒ The simulation and theoretical analysis of solution-phase coherent control is usually more complex and computationally intensive in comparison to gas-phase coherent control.
Nevertheless, an increasing number of recent studies that address various aspects of solution-phase coherent control is indicative of a growing interest in this fascinating problem. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] Some of the reasons behind this recent interest are the following: ͑1͒ Many chemical and physical processes of fundamental as well as technological importance take place in solution. ͑2͒ Finding the optimal pulse in complex systems has become possible in recent years via the experimental adaptive learning close loop strategy. [8] [9] [10] Decoherence through coupling to intermolecular and intramolecular degrees of freedom is inevitable in these cases. ͑3͒ It has been realized that optimal strategies can be devised that are based on lower intensities which will not destroy a condensed phase sample.
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͑4͒ It is becoming increasingly clear that viewing decoherence as uncontrollable and destructive represents an oversimplification. Recent studies, mostly in the context of quantum computing, have demonstrated that decoherence can be controlled by laser fields, 23, 24 or by confining the system to decoherence free subspaces. 25 Furthermore, it was demonstrated that decoherence is in fact indispensable for certain important objectives, such as cooling ͑the reduction of entropy͒ of internal molecular degrees of freedom. 26 -29 ͑5͒ Significant progress has been made during the last decade in our ability to simulate quantum molecular dynamics in the condensed phase.
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The purpose of this article is to quantitatively explore the interplay between coherent control and decoherence within the context of a simple model that allows for a tractable analytical treatment. The model is based on the laserinduced intramolecular asymmetrical hydrogen tunneling reaction, the control of which has been the subject of several recent papers. [19] [20] [21] [22] 32 In these previous studies, the optimal pulse shape was calculated in the absence of decoherence, and its robustness to decoherence was explored. However, no attempt was made to optimize the pulse in the presence of decoherence. The performance of such an optimization is the main contribution of the present article, and provides a concrete demonstration of some of the general themes underlying the interplay between coherent control and decoherence.
The plan of this article is as follows. The basic model is outlined in Sec. II, and the optimal pulse in the absence of decoherence is presented. The optimal pulse in the presence of decoherence is discussed in Sec. III. This section also includes a general discussion on various possible dephasing mechanisms, and the optimization is carried out for two distinct types of pure dephasing. The main conclusions are summarized in Sec. IV.
II. OPTIMIZATION OF HYDROGEN SWITCHING IN THE ABSENCE OF DECOHERENCE
Following Refs. 19-22 and 32, we consider a generic intramolecular hydrogen transfer reaction that can be described in terms of a 1D reaction coordinate. The adiabatic potential energy along this reaction coordinate is assumed to take the form of an asymmetrical double-well, and the asymmetry is assumed large enough such that the ground and first excited wave functions are localized on both sides of the barrier. For concreteness, we will assume that the well to the left of the barrier is deeper than that to the right ͑cf. Fig. 1͒ . The ground and first excited states are denoted ͉L͘ and ͉R͘, respectively ͉͑L͘ is localized on the left-hand side and ͉R͘ on the right-hand side͒. It will be assumed that the energy gap between the ͕͉R͘,͉L͖͘ doublet and higher lying states is much larger than the energy gap between ͉L͘ and ͉R͘, and that the temperature and laser pulse shape are such that contributions from these higher states are negligible. An example for a system that satisfies these conditions at room temperature when driven by a pulse of the shape described below is thioacetylacetone ͑in this case the hydrogen switches between an OH and a SH binding sites͒. 32 The above discussion leads to a compact description of the reactive system in terms of the 2D Hilbert space spanned by ͉R͘ and ͉L͘. The field-free Hamiltonian can therefore be put in a form equivalent to that of a fictitious spin-1 2 system which is subject to a constant field in the xz plane:
where AϾ0 is the asymmetry, JϾ0 is the tunneling matrix element ͑both in units of angular frequency͒, 34, 35 and
It should be noted that A is assumed to be much larger than J, such that for all practical purposes, the localized states ͉L͘ and ͉R͘ are stationary ͑i.e., the mixing between ͉L͘ and ͉R͘ due to tunneling is negligible in the absence of a driving field͒.
The interaction of the reactive system with the driving laser field, E(t), is given by
where is the dipole operator, which is assumed to be linear in the reaction coordinate, q. We will assume, for simplicity, that ͗R͉q͉R͘ϭϪ͗L͉q͉L͘ and that ͗R͉q͉L͘ϭ0. This assumption would be exact in the case of a symmetrical double-well.
Deviations from it in the case of an asymmetrical doublewell will introduce an additional field-dependent term which is linear in S x . Hence, the above assumption will be valid when this additional term is negligible relative to the fieldfree tunneling matrix element, J. 20 This assumption allows us to set ϭ 0 S z ͑ 0 is a proportionality coefficient͒, and therefore rewrite W(t) in the following way:
where ⑀(t)ϭ 0 E(t) ͓⑀(t) has units of angular frequency͔. We will assume that the system is prepared in the ground state, such that its initial state is given by the following density operator:
In terms of the spin-1 2 terminology, this means that ͗S z ͘(0) ϭϪប/2. Since, for all practical purposes, ͉L͘ is a stationary state, the system will remain in this state in the absence of a driving field. The laser is then turned on at tϭ0 in order to induce hydrogen transfer, i.e., to change the state to ͉R͘, which is localized on the other side of the barrier. Optimal control theory was utilized in Ref. 22 in order to find the pulse shape, ⑀(t), that maximizes the photo-isomerization yield after the pulse is turned off at tϭt p , Tr͓(t p )͉R͘ ϫ͗R͉͔, where (t p ) is the density matrix at time tϭt p . In terms of the spin-1 2 terminology, this is equivalent to maximizing ͗S z ͘(t p ). The actual optimal pulse shape obviously depends on the constraints imposed. Of particular importance to coherent control in the solution phase is the constraint imposed on the time-integrated intensity. This is because the pulse intensity has to be low enough so as not to destroy the sample. Such a constraint was indeed incorporated in Ref. 22 by penalizing high-intensity pulses in the objective functional. The optimal pulse at intensity levels which are not likely to destroy the sample was found to have the particularly simple form of a square pulse: 
͑6͒
When the pulse is on, 0ϽtϽt p , the total Hamiltonian is given by
Thus, the field tunes the asymmetry, and can therefore turn ͉L͘ into a nonstationary state. Starting with (0)
it is straightforward to find ͗S z ͘ immediately after the pulse is turned off:
where
Maximizing the reaction yield, ͗S z ͘(t p ,⑀), with respect to the pulse length, t p , for a given field amplitude, ⑀, yields the following optimal pulse length and corresponding optimal yield:
Next, maximizing ͗S z ͓͘t p *(⑀),⑀͔ with respect to the pulse amplitude, ⑀, yields the following optimal pulse amplitude and corresponding optimal yield:
Thus, a square pulse with the optimized length and amplitude in Eqs. ͑10͒ and ͑11͒, respectively, which is consistent with the optimal pulse obtained via optimal control theory, leads to the maximal possible yield, i.e., to complete switching of the hydrogen from one side of the barrier to the other. Interestingly, t p *(⑀*) corresponds to the maximum of t p *(⑀) as a function of ⑀, i.e., the optimal pulse amplitude leads to the longest possible pulse. It should be noted that turning the field off at tϭt p * returns the system to its original Hamiltonian, H 0 , thereby locking it in the state ͉R͘. The interpretation of how the optimal pulse operates is particularly straightforward in this case. To this end, it is instrumental to adopt a representation that diagonalizes the total Hamiltonian in Eq. ͑7͒:
The corresponding eigenvalues are ϮបE/2, such that H͉Ϯ͘ ϭϮ(បE/2)͉Ϯ͘, with E as in Eq. ͑9͒. In terms of the spin-1 2 terminology, H corresponds to a spin-1 2 system which is subject to a constant magnetic field that lies in the xz plane, and whose components along the x and z axes are ϪJ and AϪ⑀, respectively. The states ͉Ϯ͘ are the eigenstates of the spin component along the direction of the field, which can be identified as the z axis of a new Cartesian coordinate system. The latter is obtained from the original coordinate system by rotating it by an angle 2 around the y axis. The spin components along the axes of the new coordinate system are related to these along the axes of the original coordinate system via
In terms of the new coordinate system, the total Hamiltonian is given by
The initial state can be described by a spinor, i.e., a 3D vector whose Cartesian components along the axes of the ͕x ỹ z͖ coordinate system are ͗S x ͘(0)ϭϪបJ/2E, ͗S y ͘(0) ϭ0, and ͗S z ͘(0)ϭϪប(AϪ⑀)/2E, respectively. As is well known, the dynamics induced by H is equivalent to a normpreserving precession of the initial state vector around the z axis, with the angular frequency E. Thus, the optimal pulse length, t p *(⑀) ͓cf. Eq. ͑10͔͒, corresponds to a half-cycle precession, which obviously leads to the maximal change in the spin component along the z axis. Furthermore, the optimal pulse amplitude corresponds to setting the asymmetry to zero, cf. Eq. ͑11͒. Hence, the initial spinor is perpendicular to the axis of precession, which leads to complete switching of
The above simple scheme should be clearly distinguished from other methods of controlling tunneling in bistable systems, which are based on monochromatic or polychromatic CW driving fields. [11] [12] [13] [14] [15] [16] [17] [18] The main differences are as follows: ͑1͒ The method in the present article is based on a dc field, while the other methods are based on CW fields. ͑2͒ The method in the present article is based on manipulating the asymmetry, while methods such as coherent destruction of tunneling are based on tuning the effective tunneling matrix element. ͑3͒ The method in the present article is pulse based and the system remains in the product well after the pulse is turned off, while most other methods are based on a steady state which requires that the field stays on.
It should also be noted that although the overall effect of the optimal pulse is the same as that of a conventional pulse, the mechanism in the two cases is completely different. In the case of the optimal pulse, the driving field is used to shift the energy levels, whereas in the case of the conventional pulse, an oscillating field is employed which is in resonance with the transition. In fact, a conventional pulse cannot be realized in our model because it requires that the dipole moment be linear in S x , rather than in S z .
III. OPTIMIZATION OF HYDROGEN SWITCHING IN THE PRESENCE OF DECOHERENCE

A. General considerations
The optimization scheme discussed in Sec. II assumes that the dynamics is unitary. In fact, since the initial state is pure, the analysis could have been carried out in terms of wave functions instead of density matrices. The discussion in Sec. II also clarifies the crucial role played by coherent dynamics in switching the hydrogen from one site to the other. In this sense, the system described provides one of the simplest examples for coherent control. However, the notion of an isolated reaction coordinate is a highly idealized one. In reality, the reaction coordinate will almost always be coupled to an external bath that consists of the other intramolecular and intermolecular degrees of freedom, and the coupling to this bath will have a dramatic effect on the system's dynamics. In particular, it is well known that coupling to a bath leads to dephasing, i.e., to the destruction of the very same coherences that make it possible to control the hydrogen tunneling in the first place. It is therefore natural to ask how the presence of dephasing affects the optimal pulse shape.
Generally speaking, the interplay between coherent control and dephasing can give rise to a rich variety of systemspecific phenomena. The hydrogen transfer system described above provides a relatively simple model for exploring such phenomena. This is because of the low dimensionality of the system, the simplicity of the optimal pulse in the absence of decoherence, and the fact that it does not explicitly involve time-dependent driving fields ͑except for switching the pulse on and off, which we assume to be instantaneous͒.
We will describe the decoherence dynamics in terms of a generic quantum master equation. We will also restrict the optimization to pulses that have the same general form as in Eq. ͑6͒. These choices obviously limit the range of validity of our results-it is not always possible to treat the dynamics in terms of a quantum master equation, and it is conceivable that the optimal pulse may have a different shape in the presence of dephasing. However, these choices also lead to the following major simplifications: ͑1͒ The fielddependence of the decoherent terms in the master equation is relatively straightforward in the case of a dc driving field, but becomes far more complicated in cases involving explicitly time-dependent driving fields. ͑2͒ Instead of solving the optimal control problem, the optimization is reduced to finding the optimal values of two parameters: the pulse length and amplitude ͑in the presence of dephasing͒. We believe that the model remains physically relevant even within this restricted setting.
Before embarking on the optimization of the pulse in the presence of decoherence, it is important to understand how the decoherence dynamics is modified by the laser field. We start by noting that the system-bath coupling term can be written in terms of field-free operators:
where ⌫ x , ⌫ y , and ⌫ z are bath operators, and S x , S y , and S z are as given in Eq. ͑2͒. It should be noted that ⌫ x , ⌫ y , and ⌫ z may depend on the system parameters A and J. We will assume that the system-bath coupling term in the presence of the driving field is the same as in its absence, such that ⌫ x , ⌫ y , and ⌫ z in Eq. ͑16͒ are independent of the driving field. Although the system-bath coupling in Eq. ͑16͒ is field independent, it can still be written in terms of fielddependent operators:
where S x , S y , and S z are as given in Eqs. ͑14͒, and
The decoherence dynamics during the period of time when the pulse is turned on will direct the system towards thermal equilibrium with respect to the field-dressed Hamiltonian, HϭES z . Following the standard procedure ͑for example, see Ref.
36͒ leads to the following set of Heisenberg Markovian quantum master equations for S x , S y , and S z :
Here, 1/T 1 is the population relaxation rate constant, 1/T 2 is the dephasing rate constant, 1/T 2 * is the pure dephasing rate constant, and b eq is the free bath equilibrium density matrix. It should be noted that the validity of Eqs. ͑19͒-͑21͒ rests on the following assumptions ͑see, for example, Ref. 36͒: ͑1͒ Weak coupling between the system and the bath; ͑2͒ separation of time scales between the rapidly decaying bath fluctuations and the relatively slow relaxation of the system; ͑3͒ the secular or rotating-wave approximation, which decouples the dynamics of S z from that of S x and S y ; and ͑4͒ the neglect of Lamb shifts.
The dependence of T 1 on the field comes from two sources: ͑1͒ the dependence of ⌫ x and ⌫ y on the field, through the angle ͓cf. Eqs. ͑13͒ and ͑18͔͒ and ͑2͒ T 1 is proportional to the Fourier component of the corresponding bath correlation function at the system frequency, E, which is field dependent ͓cf. Eqs. ͑9͒ and ͑20͔͒. As a result of the second effect, the dependence of T 1 on the field reflects the specifics of the system-bath interaction. On the other hand, the only field dependence of the pure dephasing rate constant, 1/T 2 * , is due to ͑the second source of fielddependence does not exist in this case because 1/T 2 * is proportional to the zero frequency component of the corresponding correlation function͒. In order to avoid a model which is specific to the particular spectral density of the bath, we will assume that 1/T 2 *ӷ1/T 1 and that T 1 processes are negligible on the time scale of the experiment (t p ). It should also be noted that T 1 processes would rapidly thermalize the reactant and product populations, thereby making any control of the reaction quite impossible.
Focusing our attention on T 2 * , it should be reemphasized that T 2 * will generally be field dependent. For example, the frequently encountered choice of a system-bath interaction term which is linear in the reaction coordinate (S z ),
While ␥ in Eq. ͑23͒ is field independent, the factor preceding it is explicitly field dependent. It is important to note that in this case, 1/T 2 *ϭ0 when ⑀ϭA. This is because the coupling to the bath, ⌫ z S z , is off-diagonal within the eigenrepresentation of the Hamiltonian, HϭϪJS x , and is therefore unable to lead to pure dephasing ͑it can still lead to population relaxation, which is assumed negligible͒. Thus, it will be advantageous to minimize ͉AϪ⑀͉ not only because it is the best strategy in the absence of decoherence ͓cf. Eq. ͑11͔͒, but also because it diminishes the dephasing rate. In other words, the optimal laser field can be actively used to eliminate dephasing, as well as steering the coherent dynamics towards the desired goal! However, there will also be cases where T 2 * is field independent. This happens when the interaction term is as in Eq. ͑16͒, where ⌫ x , ⌫ y , and ⌫ z are assumed to be uncorrelated and to have identical autocorrelation functions:
͑24͒
In this case,
is field independent and therefore cannot be controlled by pulse shaping. Equations ͑23͒ and ͑25͒ represent two out of a very wide range of possibilities that will emerge when coherent control is attempted in the solution phase. The above discussion makes it clear that the optimal pulse design would simultaneously optimize the decoherent and coherent components of the dynamics. In fact, the optimal pulse will often represent a compromise between these two driving forces. It should also be noted that the optimal pulse will depend on the specific decoherence mechanism that is at play, which provides another mean of control in the sense of looking for a system with an optimal decoherence mechanism. In the next two sections we will demonstrate these points in the context of the two decoherence mechanisms described above.
B. Optimization with respect to the pulse width
Neglecting T 1 relaxation (T 1 →ϱ) and solving Eqs. ͑19͒ for the initial state in Eq. ͑5͒ leads to the following expression for the final yield:
It is straightforward to maximize the yield, ͗S z ͘(t p ,⑀), with respect to the pulse length, t p . The optimal pulse length, t p * , is found to satisfy the following identity:
has an infinite number of solutions. However, since E, T 2 and t p * are all positive, the optimal pulse length corresponds to the smallest positive solution for t p * ͑cf. Fig.   2͒ , namely,
ͪͬ .
͑28͒
The dependence of t p *(⑀) on the dephasing rate is shown in Fig. 3 switching off the field will stabilize ͗S z ͘ at its value at t ϭt p , while ͗S x ͘ and ͗S y ͘ will gradually vanish via pure dephasing.
When ET 2 becomes very small, the optimal pulse length approaches the lower bound, t p *(⑀)ϭ/2E, i.e., the optimal pulse becomes a quarter-cycle rather than a half-cycle pulse.
However, it should be noted that ͗S z ͘(t p ,⑀) is actually independent of t p in this case, and that the optimal yield,
2 , is completely dictated by the dephasing. Nevertheless, this yield still depends on the field amplitude, ⑀, and can be optimized with respect to it. Figure 4 provides a schematic view of the above observations for the case Aϭ⑀.
C. Optimization with respect to the pulse amplitude
Our next step will be to evaluate the optimal field amplitude, ⑀*. Substituting Eq. ͑28͒ into Eq. ͑26͒, we find that ͗S z ͓͘t p *(⑀),⑀͔ can be put in the following form:
where F͑x ͒ϭx 2 ͕1Ϫcos ͓Ϫtan
In the case where T 2 is independent of ⑀, Eq. ͑25͒, the dependence of ͗S z ͓͘t p *(⑀),⑀͔ on ⑀ is contained in the variable 1/ET 2 . Since F(x) is a monotonically increasing function of x, maximizing ͗S z ͓͘t p *(⑀),⑀͔ with respect to ⑀ is equivalent to maximizing 1/ET 2 with respect to ⑀, which implies that ⑀*ϭA. ͑31͒
Thus, the optimal pulse amplitude is the same as that in the absence of dephasing. Substituting this ⑀* back into Eq. ͑29͒ leads to the following optimal yield:
In Fig. 5 , the optimal yield, ͗S z ͓͘t p *(⑀*),⑀*͔, is plotted as a function of the dephasing rate, 1/T 2 . The optimal yield is clearly lower than 1 2 in the presence of dephasing, and has a lower bound of 0, which is the optimal yield in the presence of very strong dephasing, i.e., when1/͉J͉T 2 ӷ1.
It should be noted that when ⑀ϭ⑀*ϭA, the dephasing and coherent components of the dynamics push the system in the same direction. We have already seen that the coherent component of the dynamics favors this amplitude because the initial spinor is then perpendicular to the axis of precession, thereby allowing for complete switching. At the same time, the dephasing process destroys the components of the initial spinor that are perpendicular to the axis of precession. Thus, setting the axis of precession along the x axis means that the dephasing increases ͗S z ͘ during the first quarter In this case the precession of the spinor takes place in the yz plane, around the x axis. In the absence of dephasing, 1/T 2 ϭ0, the optimal pulse leads to a precession by half a cycle. In the opposite extreme of strong dephasing, J/T 2 ӷ1, the precession is completely damped, and the increase in ͗S z ͘ is brought about solely by the dephasing process. As a result, ͗S z ͘ϭ0 is the maximum obtainable yield. In the intermediate case, the optimal pulse is shorter than it would have been in the absence of dephasing, and therefore leads to a precession between half a cycle and a quarter of a cycle. The corresponding yield is between 0 and cycle, by making it less negative. Because the second stage of the pulse involves a precession by less than a quarter of a cycle, the net effect is that dephasing actually helps to increase the yield! We now turn to the case where T 2 is explicitly dependent on ⑀, Eq. ͑23͒. It is straightforward to verify that here, too, ͗S z ͘(t p *(⑀),⑀) is maximized when ⑀*ϭA. However, unlike the case of a field-independent T 2 , in this case the optimal yield is given by ͗S z ͑͘t p *͑⑀͒,⑀*͒ϭ 1 2 , ͑33͒
which is the same as that in the absence of dephasing. In other words, we can reach complete switching in a system which is subject to dephasing. The origin of this result can be traced back to the fact that by setting ⑀ϭA, we have also effectively neutralized the dephasing mechanism ͓(1/T 2 )(⑀ ϭA)ϭ0, cf. Eq. ͑23͔͒.
IV. CONCLUSIONS
The goal of this article was to provide a concrete and simple demonstration of several unique features of coherent control in the presence of decoherence. The main observations may be summarized as follows:
͑1͒ Achieving coherent control in the solution phase is as much about controlling dephasing as it is about steering the coherent dynamics. The optimal pulse shape will generally represent the best compromise between these two driving forces. ͑2͒ The optimal pulse shape in the presence of decoherence will usually be different from the optimal pulse shape in the absence of decoherence. ͑3͒ The optimal pulse and optimal yield can be extremely sensitive not only to the system's free Hamiltonian, but also to the nature of the dephasing mechanism. Both dephasing mechanisms discussed above can be realized in solution. Mechanism a will be relevant when the bath couples predominantly to the reaction coordinate, and as a result leads to fluctuations of the asymmetry. Mechanism b will be relevant when the bath also causes similar fluctuations in the tunneling matrix element ͑by modifying the barrier height and well frequencies͒. In fact, one should expect other intermediate cases between these two extremes. Furthermore, it appears that coherent control experiments can be used to extract quantitative information about the particular dephasing mechanisms that are at play in a given system.
It should be noted that the features demonstrated in this article are expected to be general and not limited to the particular model studied. The study of more elaborate models of coherent control in the presence of decoherence will be the subject of future work.
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