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1. Introduction
Let m  4 henceforth. Let R ∈ ⊗4(Rm)∗ be a 4 co-tensor. Let {X, Y, Z , W } be unit vectors
in Rm . We say that R is an algebraic curvature tensor if R satisfies the identities
R(X, Y, Z , W ) = −R(Y, X, Z , W ),
R(X, Y, Z , W ) = R(Z , W, X, Y ),
R(X, Y, Z , W ) + R(Y, Z , X, W ) + R(Z , X, Y, W ) = 0.
(1.1a)
The set of algebraic curvature tensors forms a linear subspace. Let (· , ·)be the standard positive
definite inner product on Rm . We define the associated curvature operator R(X, Y ) by the
identity (R(X, Y ) Z , W ) = R(X, Y, Z , W ). Let R be an algebraic curvature tensor. The Jacobi
operator
JR;1(X) : Y → R(Y, X) X
is a self-adjoint operator. Let Grp(m) be the Grassmannian of unoriented p planes inRm where
1  p  m − 1. We define
JR;p(π) =
∫
X∈π, |X |=1
JR:1(X) d X.
Let {Xi }pi=1 be an orthonormal basis for π . Then, modulo a suitable normalizing constant which
plays no role, we have that
JR;p(π) :=
∑
i
JR;1(Xi );
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this sum is independent of the orthonormal basis chosen. This operator is self-adjoint and hence
diagonalizable. We say that R is p-Osserman if the eigenvalues of JR;p are constant on Grp(m).
Let R(g) be the Riemann curvature tensor of a Riemannian manifold (Mm, g). We say that
(Mm, g) is p-Osserman if the eigenvalues of JR(g);p are constant on Grp(TMm).
The case p = 1 was first studied by Osserman [12]. If (M, g) is a local 2 point homogeneous
space, then the local isometry group acts transitively on the unit tangent bundle and hence
(M, g) is 1-Osserman. Osserman wondered if the converse held; this question has been called
the Osserman conjecture by later authors. Chi [3] proved this conjecture if m ≡ 1 mod 2, if
m ≡ 2 mod 4, or if m = 4. The Osserman conjecture is open if m ≡ 0 mod 4 and if m > 4
although there are some partial results. We refer to [4, 7, 9] for related work on the Osserman
conjecture. The higher-order Jacobi operator JR;p seems to have been first introduced by Ivanova
and Stanilov [11]; we refer to related work in [5, 6, 8, 10, 14, 16].
Let R be an algebraic curvature tensor which is p-Osserman. By Lemma 1.3 below, R is
(m − p)-Osserman. Thus the case p = m − 1 is equivalent to the case p = 1. The curvature
tensor of a metric of constant sectional curvature +1 is defined by
R0(X, Y, Z , W ) := (Y, Z)(X, W ) − (X, Z)(Y, W ). (1.1b)
If m is even, let c be an almost complex structure on Rm . We define
Rc(X, Y, Z , W ) := (Y, cZ)(cX, W ) − (X, cZ)(cY, W ) − 2(X, cY )(cZ , W ). (1.1c)
In Lemma 1.6 below, we show that these tensors are p-Osserman algebraic curvature tensors
for any p. Let 2  p  m − 2. The following classification Theorem is the main result of this
paper. It shows that, up to rescaling, any p-Osserman algebraic curvatures either has the form
given in equation (1.1b) or has the form given in equation (1.1c). Note that the case p = 1 is
still open if m ≡ 0 mod 4.
Theorem 1.2. Let 2  p  m − 2.
(1) Let R be a p-Osserman algebraic curvature tensor. If m is odd, then there exists a
constant K0 so that R = K0 R0. If m is even, then either there exists a constant K0 so that
R = K0 R0 or there exists a constant Kc and an almost complex structure c so that R = Kc Rc.
(2) If (M, g) is a p-Osserman Riemannian manifold, then (M, g) has constant sectional
curvature.
Remark. There is no metric which admits a unitary almost complex structure c whose curvature
tensor is isomorphic to Kc Rc at each point P ∈ M ; see [3, Theorem 2] and [18]. Thus assertion
(2) of Theorem 1.2 follows from assertion (1) of Theorem 1.2.
Here is a brief outline to the structure of this paper. In Section 2, we summarize results of
Borel [1], Chi [3], and Stong [17] that we shall need. In Section 3, prove the following lemma
that permits us to reduce to the case p  m − p.
Lemma 1.3. If R is p-Osserman, then R is Einstein and R is (m − p)-Osserman.
Let X and Y be unit vectors in Rm . Rakic´ [15] showed that if R is a 1-Osserman algebraic
curvature tensor, then JR;1(X)Y = λY if and only if JR;1(Y ) X = λX . In Section 4, we will
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generalize the Raleigh–Ritz quotient to give a different proof of this duality result and to extend
this duality result to p-Osserman algebraic curvature tensors.
Lemma 1.4. Let 1  p  m − 1 and let R be a p-Osserman algebraic curvature tensor. Let
ρπ and ρτ be orthogonal projection on π ∈ Grp(m) and τ ∈ Grk(m).
(1) We have Trace{ρτ JR;p(π)} = Trace{ρπ JR;k(τ )}.
(2) If JR;p(π)τ ⊂ τ , then JR;k(τ )π ⊂ π .
In Section 5 we show p-Osserman implies 1-Osserman:
Lemma 1.5. Let R be a p-Osserman algebraic curvature tensor for 2  p  m − 2. Then R
is 1-Osserman.
In Section 6 we show that the algebraic curvature tensors R0 and Rc defined in equations
(1.1b) and (1.1c) are p-Osserman:
Lemma 1.6. Let 2  p  m − 2. The curvature tensor K0 R0 is p-Osserman for any p. If m
is even, then the curvature tensor R = K0 R0 + Kc Rc is p-Osserman if and only if K0 = 0 or
Kc = 0.
In Section 7, we study the eigenvalue structure of JR;1.
Lemma 1.7. Let 2  p  m − p and let R be a p-Osserman algebraic curvature tensor. Let
π ∈ Grp(m). Let λ be an eigenvalue of multiplicity m p(λ) of JR;p. Let X be a unit vector with
JR;p(π)X = λX. By Lemma 1.4, JR;1(X)π ⊂ π .
(1) If m p(λ) = m − p and if (p, m) = (2, 7) and (p, m) = (3, 8), then 0 is an eigenvalue of
JR;1(X) on π .
(2) If m p(λ) = p, then all the eigenvalues of JR;1(X) on π are equal.
In Section 8, we use the lemmas given above to complete the proof of Theorem 1.2.
Notation 1.8. We adopt the following notational conventions for the remainder of this paper.
Let R be an algebraic curvature tensor and let π ∈ Grp(m). Let
λ1;p(π)  · · ·  λm;p(π)
be the eigenvalues of JR;p(π) where each eigenvalue is repeated according to multiplicity. We
say that an orthonormal basis {φi } for Rm diagonalizes JR;p(π) if JR;p(π)φi = λi;p(π)φi for
1  i  m. Let E p(λ; π) and m p(λ; π) be the eigenspaces and eigenvalue multiplicities of the
operator JR;p
E p(λ; π) := {Y ∈ Rm : JR;p(π)Y = λY }, m p(λ; π) := dim E p(λ; π).
Let ak;p(π) be the number of eigenvalues of JR;p(π) which have multiplicity k;
m = a1;p(π) + 2a2;p(π) + · · · .
If R is p-Osserman, then we shall omit π from the notation and write λi;p, m p(λ), and ai;p.
Since R(X, X) = 0, JR;1(X)X = 0 so JR;1(X) preserves X⊥; let the reduced Jacobi operator
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be the restriction of JR;1(X) to X⊥
J˜R;1(X) := JR;1(X)|X⊥ .
It is a pleasant task to thank I. Dotti, M. Druetta, R. Ivanova, Z. Rakic´, and V. Videv for
useful conversations concerning the material of this paper. We conclude the introduction by
remarking that the Bianchi identity is used in an essential way through the results cited of Chi [3].
Finally, algebraic topology is used in an essential fashion—this is not simply a calculation in
representation theory involving the geometry of orbits.
2. Results of Borel, Chi, and Stong
Let E be a real k plane bundle over a topological space X . Let ρ : PE → X be the associated
projective bundle over X and let x := w1(LE) ∈ H 1(PE;Z2) be the first Stiefel–Whitney class
of the canonical line bundle LE over PE . Let wi (E) ∈ Hi (X;Z2) be the Stiefel–Whitney
classes of E . The following Theorem follows from the Lerray–Hirsch theorem; see, for example,
[2, equation (20.7)].
Theorem 2.1. Adopt the notation established above. We have
(1) ρ∗ : H∗(X;Z2) → H∗(PE;Z2) is injective,
(2) H∗(PE;Z2) is a free ρ∗ H∗(X;Z2) module with basis {1, x, . . . , xk−1},
(3) xk + xk−1ρ∗w1(E)+ · · · + ρ∗wk(E) = 0.
Let γk(π) := π and γ ⊥k (π) := π⊥ be the classifying k and m −k plane bundles over Grk(m).
Let x = 1 + x1 + · · · + xk for xi := wi (γk) ∈ Hi (Grk(m);Z2) be the total Stiefel–Whitney
class of γk . Let x⊥j be formal classes defined by the relation
(1 + x1 + · · · + xk)(1 + x⊥1 + · · ·) = 1 in Z2[[x1, . . . , xk]].
Let Ik,m−k be the ideal of Z2[[x1, . . . , xk]] generated by the x⊥ν for ν > m − k. We refer to
Borel [1] and Stong [17] for the proof of the following result:
Theorem 2.2. Let 2  k  m − k.
(1) (Borel) We have H∗(Grk(m);Z2) = Z2[[x1, . . . , xk]]/Ik,m−k .
(2) (Stong) The bundle γk does not contain a proper sub-bundle. The bundle γ ⊥k contains a
proper sub-bundle if and only if (k, m) is (2, 7) or (3, 8); in these special cases γ ⊥k only splits
off a line bundle.
The following lemma follows from results of Chi [3]
Theorem 2.3. (Chi) Let R be a 1-Osserman algebraic curvature tensor.
(1) If m ≡ 1 mod 2, then J˜R;1 has only one eigenvalue.
(2) If m ≡ 2 mod 4, then J˜R;1 has at most two eigenvalues; if J˜R;1 has two eigenvalues, then
one has multiplicity 1.
(3) If J˜R;1 has only one eigenvalue, then R = K0 R0.
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(4) If J˜R;1 has two eigenvalues and if one has multiplicity 1, then there exists an almost
complex structure c so that R = K0 R0 + Kc Rc.
3. The proof of Lemma 1.3
We follow the proof given in [8]; see also [10, 16]. Let ρ be the Ricci tensor and let ρ˜ be
the associated Ricci operator defined by the relationship (ρ˜(X), Y ) = ρ(X, Y ). If {φi } is any
orthonormal basis for Rm , then
ρ(X, Y ) :=
∑
i
R(X, φi , φi , Y ),
ρ˜(X) :=
∑
i
R(X, φi ) φi =
∑
i
JR;1(φi ) X.
To show that R is Einstein, we must show there exists c so that ρ˜ = c · Id or equivalently that
ρ(X, Y ) = c(X, Y ). Since
ρ(X, X) =
∑
i
R(X, φi , φi , X) =
∑
i
R(φi , X, X, φi ) = Trace{JR;1(X)}
and since ρ is bilinear, we must show Trace{JR;1(X1)} = Trace{JR;1(X2)} for any orthonormal
set {X1, X2}. Extend the set {X1, X2} to an orthonormal basis {Xi } for Rm . Let
π1 := span{X1, X3, . . . , X p+1} and π2 := span{X2, X3, . . . , X p+1}.
We have Trace{JR;p(π1)} = Trace{JR;p(π2)} since JR;p(π1) and JR;p(π2) have the same spec-
trum. We may therefore compute that
Trace{JR;1(X1) + JR;1(X3) + · · · + JR;1(X p+1)}
= Trace{JR;p(π1)} = Trace{JR;p(π2)}
= Trace{JR;1(X2) + JR;1(X3) + · · · + JR;1(X p+1)}
which implies that Trace{JR;1(X1)} = Trace{JR;1(X2)} so R is Einstein. Let π be a p plane. We
choose the orthonormal basis {Xi } so that π is spanned by the Xi for i  p and so that π⊥ is
spanned by the Xi for i > p. Since R is Einstein,
∑
i JR;1(Xi ) = c · Id. Thus
JR;p(π) + JR;m−p(π⊥) =
∑
i
JR;1(Xi ) = c · Id.
Thus the eigenvalues of JR;1(π) determine the eigenvalues of JR;1(π⊥) and R is (m − p)-
Osserman as well. 
4. Rakic´ duality
Let A be a self-adjoint linear operator on Rm . Let λ1;A  · · ·  λm;A be the eigenvalues
of A. We may use Rayleigh–Ritz to determine the extremal eigenvalues
λ1;A = inf|X |=1(AX, X) and λm;A = sup|X |=1
(AX, X). (4.1a)
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We determine the other eigenvalues of A similarly. Let k;A := λ1;A+· · ·+λk;A. If {ψ1, . . . , ψk}
is an orthonormal basis for a k plane τ , then we may express
Trace{ρτ A} =
∑
1ik
(Aψi , ψi ).
Lemma 4.1. (1) k;A = infτ∈Grk(m) Trace{ρτ A}.
(2) k;A = Trace{ρτ A} if and only if A preserves τ and the eigenvalues of A restricted to τ
are λ1;A  · · ·  λk;A.
Proof. We give a proof due to Park [13] who used this result in the L2 setting in conjunction
with Ga¨rding’s inequality to give an elementary proof that the eigenvalues of the Laplacian
vary continuously with the metric.
Choose an orthonormal basis {φi } for Rm which diagonalizes A. Suppose first that k = 1;
this is the case discussed in equation (4.1a). Let τ = span{ψ1} where |ψ1| = 1. Expand
ψ1 = iαiφi . Then
(Aψ1, ψ1) = i |αi |2λi;A  i |αi |2λ1;A = |ψ1|2λ1;A = λ1;A. (4.1b)
We have equality if and only if λi;A = λ1;A for αi = 0, i.e., Aψ1 = λ1;Aψ1. This proves the
lemma if k = 1.
We prove the general case by induction on k. Let Lk := Spanik{φi } for k  2; Lk has
codimension k − 1 in Rm . For any τ ∈ Grk(m), we have dim Lk ∩ τ  1. Choose a unit vector
ψk ∈ Lk ∩ τ . Let τ1 := span{ψk}. Since A preserves Lk , and since the smallest eigenvalue of
A on Lk is λk;A, we use equation (4.1b) to see
Trace{ρτ1 A} = (Aψk, ψk)  λk;A. (4.1c)
Let {ψi } for 1  i  k − 1 be an orthonormal basis for τ2 := τ ∩ τ⊥1 . Since dim(τ2) < k, we
can use induction to see that
Trace{ρτ2 A} =
∑
1ik−1
(Aψi , ψi )  k−1;A. (4.1d)
Since ρτ = ρτ1 + ρτ1 , we add equations (4.1c) and (4.1d) to see
Trace{ρτ A} =
∑
1ik
(Aψi , ψi )  k−1;A + λk;A = k;A. (4.1e)
If we have equality in equation (4.1e), then we must have equality in both equations (4.1c) and
(4.1d). Thus A must preserve the subspaces τ1 and τ2. The eigenvalue of A|τ1 is λk;A and the
eigenvalues of A|τ2 are λ1;A  · · ·  λk−1;A. 
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4.2 Proof of Lemma 1.4 (1). Let {Xi }1ik and {Y j }1 jp be orthonormal bases for τ ∈ Grk(m)
and π ∈ Grp(m). We use the curvature identities of equation (1.1a) to compute
Trace{ρτ JR;p(π)} =
∑
i
(JR;p(π) Xi , Xi ) =
∑
i, j
R(Xi , Y j , Y j , Xi )
=
∑
i, j
R(Y j , Xi , Xi , Y j ) =
∑
j
(JR;k(τ ) Y j , Y j )
= Trace{ρπ JR;k(τ )}.
4.3 Proof of Lemma 1.4 (2). Let R be a p-Osserman algebraic curvature tensor. Assume
JR;p(π)τ ⊂ τ for π ∈ Grp(m)and τ ∈ Grk(m). Choose an orthonormal basis {φi }diagonalizing
JR;p(π) so τ is spanned by {φi( j)} where 1  j  k. As JR;k(τ ) =
∑
j JR;1(φi( j)), we need
only to show JR;1(φi )π ⊂ π for all i to complete the proof.
We proceed by induction. We suppose that JR;1(φi )π ⊂ π for i < . Let
σ := span{φ1, . . . , φ} ∈ Gr(m).
We use Lemma 1.4 to define
f(π˜) := Trace{ρσ JR;p(π˜)} = Trace{ρπ˜ JR;(σ )} for π˜ ∈ Grp(m).
Let ;p := λ1;p + · · ·+λ;p. By Lemma 4.1, f(π˜) ;p for any π˜ ∈ Grp(m). Furthermore,
f(π) = ;p so f attains its minimum value at π ∈ Grp(m). Let Z be a unit vector of π
and let W be a unit vector of π⊥. We choose an orthonormal basis {Z1, . . . , Z p} for π so that
Z = Z p. Let Z p(θ) := cos(θ) Z + sin(θ)W and let
π(θ) := span{Z1, . . . , Z p−1, Z p(θ)}.
As f(π(θ)) attains its minimum value at θ = 0, we have
0 = ∂θ f(π(θ))|θ=0 = 2(JR;(σ ) Z p(θ), ∂θ Z p(θ))|θ=0 = 2(JR;(σ )Z , W ).
This implies JR;(σ ) Z ⊥ W and shows that JR;(σ ) Z ∈ π . By induction we have that
JR;1(φi ) Z ∈ π for i < . Since JR;(σ ) =
∑
i JR;1(φi ), we see JR;1(φ)Z ∈ π . Thus
JR;1(φi )π ⊂ π for all i . 
4.4 Remark. (Rakic´ duality) Suppose that R is 1-Osserman and that X and Y are unit vectors
with JR;1(X)Y = λY . We use assertion (2) to see that JR;1(Y ) X = µX and assertion (1) to
see that λ = µ. Thus JR;1(X)Y = λY implies JR;1(Y ) X = λX which was the original duality
result proved by Rakic´ [15].
5. The proof of Lemma 1.5
We begin by establishing a number of technical lemmas. Let R be a p-Osserman algebraic
curvature tensor. We define the following measure of the extent to which the multiplicities of
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the eigenvalues of JR;p exceed the integer k − 1. Let n+ := n if n > 0 and let n+ := 0 if
n  0. Define
ck;p :=
∑
λ
(m p(λ) − k)+ = ak+1;p + 2ak+2;p + · · · .
Let I := {1  i1 < · · · < i p  m} be a collection of p distinct indices and let τ ∈ Grk(m). We
define
I ;p,k(τ ) = λi1;k(τ ) + · · · + λi p;k(τ ).
Lemma 5.1. Let R be a p-Osserman algebraic curvature tensor. Let 1  k < p. Suppose that
ck;p  p − k.
(1) Let τ ∈ Grk(m) and let π ∈ Grp(m). There exists τ1 ∈ Grp−k(m) so that τ1 ⊥ τ and so
that JR;p(π)τ1 ⊂ τ1.
(2) Let I = {1  i1 < · · · < i p  m}. Then I ;p,k(τ ) is constant on Grk(m).
(3) We have that R is k-Osserman.
Proof. Let τ ∈ Grk(m). Since∑
λ
dim E p(λ) ∩ τ⊥ 
∑
λ
(m p(λ) − k)+ = ck;p  p − k,
we can find an orthonormal set {Y j }p−kj=1 of eigenvectors of JR;p(π) which are all perpendicular
to τ . This proves assertion (1).
Choose an orthonormal basis {φi } diagonalizing JR;k(τ ). Fix I and let
π := span{φi1, . . . , φi p} ∈ Grp(m).
We use assertion (1) to find a p − k plane τ1 so τ ⊥ τ1 and so JR;p(π)τ1 ⊂ τ1; by Lemma 1.4,
JR;p−k(τ1)π ⊂ π . By construction, JR;k(τ )π ⊂ π . Since τ ⊥ τ1,
JR;p(τ ⊕ τ1) π = (JR;k(τ ) + JR;p−k(τ1)) π ⊂ π.
Thus by Lemma 1.4, JR;p(π)(τ ⊕ τ1) ⊂ τ ⊕ τ1. Since JR;p(π)τ1 ⊂ τ1 and since JR;p is
self-adjoint, JR;p(π)τ ⊂ τ . By construction and by Lemma 1.4 (1),
I ;p,k(τ ) = Trace{ρπ JR;k(τ )} = Trace{ρτ JR;k(π)}.
Since τ is JR;p(π) invariant, this shows that I ;p,k can be expressed as the sum of k eigenvalues
of JR;p. Consequently I ;p,k takes values in a finite set. Since Grk(m) is connected and since
the map τ → I ;p,k(τ ) is a continuous function of τ , assertion (2) follows.
Fix 1 < i < j  m. Since p < m, we can choose a set K of p − 1 indices not containing
the indexes i and j . Let I := {i} ∪ K and J := { j} ∪ K . Then
λi;k(τ ) − λ j;k(τ ) = I ;p,k(τ ) − J ;p,k(τ )
so the difference of any two eigenvalues is a constant function on Grk(m). By Lemma 1.3,
R is Einstein so the sum of all the eigenvalues is constant. It now follows that the individual
eigenvalues λi;k(τ ) are constant on Grk(m) so R is k-Osserman. 
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If dim E p(λ) p, then ck;p  p − k for any 1  k < p. The following lemma now follows
from Lemma 5.1.
Lemma 5.2. Let R be a p-Osserman algebraic curvature tensor. Let 1  k < p. If there exists
an eigenvalue λ with dim E p(λ) p, then R is k-Osserman.
Let R be a p-Osserman algebraic curvature tensor. Let τ and π be p planes. If JR;p(π)τ ⊂ τ ,
let
λ(π, τ) := (λi1;p(π, τ ), . . . , λi p;p(π, τ )) ∈ Rp
be the eigenvalue structure of JR;p(π) on τ where 1  i1 < · · · < i p  m. Given such a
possible p eigenvalue structure λ for JR;p, we define
P(λ) := {(π, τ ) ∈ Grp(m) × Grp(m) : λ(π, τ) = λ}.
Let (π, τ ) ∈ P(λ). Since JR;p(π) preserves τ , we use Lemma 1.4 to see that JR;p(τ ) preserves
π . Let ξ(π, τ ) := λ(τ, π) be this associated eigenvalue structure.
Lemma 5.3. Letπ ∈ Grp(m)and let λbe a p eigenvalue structure for JR;p. The function ξ(π, τ )
is constant on P(λ) and the involution (π, τ ) → (τ, π) defines a diffeomorphism between P(λ)
and P(ξ).
Proof. Let µν be the distinct eigenvalues which appear in λ. Projection on the first factor
defines a bundle over Grp(m) with connected fiber
Grm p(µ1)(µ1) × · · · × Grm p(µ)(µ).
Since the base Grp(m) is connected,P(λ) is connected. As the eigenvalues of JR;π |τ vary contin-
uously, as the eigenvalue structure ξ(π, τ ) takes values in a finite set, and as P(λ) is connected,
ξ is constant on P. This proves the first assertion; the second now follows. 
Let {µν} be the distinct eigenvalues which appear in a p eigenvalue structure λ of JR;p. We
say that λ is regular if m p(µ1)+ · · · + m p(µ) = p i.e. the bundle E p(µ1)⊕ · · · ⊕ E p(µ) has
dimension p.
Lemma 5.4. Let 1  k < p  m − p and let R be a p-Osserman algebraic curvature tensor.
If there exists a regular p eigenvalue structure of JR;p, then R is k -Osserman.
Proof. Note that λ is regular if and only if projection on the first factor defines a bundle from
P(λ) to Grp(m) with trivial fiber or equivalently if P(λ) and Grp(m) have the same dimension.
It now follows that λ is regular if and only if ξ is regular. In this setting, the two projections
σ1 : (π, τ ) → π and σ2 : (π, τ ) → τ
are diffeomorphisms from Pλ to Grp(m). We let F(π) = τ define a diffeomorphism of Grp(m);
F = σ2σ−11 .
Let γp be the classifying p plane bundle over Grp(m). Let µν be the distinct eigenvalues
appearing in λ. As (F∗γp)(π) = τ , F∗γp = E(µ1)⊕ · · · ⊕ E(µ). Thus
γp = (F−1)∗E(µ1) ⊕ · · · ⊕ (F−1)∗E(µ).
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We use Theorem 2.2 (2) to see this implies  = 1. Thus the eigenvalue µ1 has multiplicity p
and Lemma 5.4 now follows from Lemma 5.2. 
Let a˜i be non-negative integers with a˜i  ai;p. If p = a˜1 + 2a˜2 +· · ·, then R admits a regular
p eigenvalue structure. Conversely, if R does not admit a regular p eigenvalue structure, then
p = a˜1 + 2a˜2 + · · · for any 0  a˜i  ai;p. We use this simple observation in what follows.
5.5 Proof of Lemma 1.5. Let R be a p-Osserman algebraic curvature tensor; we suppose
without loss of generality that p  m − p by Lemma 1.3. This implies that p  12 m. We
suppose that R is not 1-Osserman and argue for a contradiction. By Lemma 5.4, this means that
R can not have a regular p eigenvalue structure. Recall that ak;p is the number of eigenvalues of
JR:p which have multiplicity k. By Lemma 5.3, R is 1-Osserman if ak;p = 0 for some k  p.
Thus ak;p = 0 for k  p so
m = a1;p + 2a2;p + 3a3;p + · · · + (p − 1) ap−1;p.
If a1;p = 0, then every eigenvalue has multiplicity at least 2. Thus
m = 2a2;p + 3a3;p · · ·  2(a2;p + a3;p + · · ·).
Consequently a2;p + · · · + ap−1;p  12 m and we may estimate
c1;p = a2;p + 2a3;p + 3a4;p + · · ·
= (2a2;p + 3a3;p + · · ·) − (a2;p + a3;p + · · ·) = m − (a2;p + a3;p + · · ·)
 m − 12 m  p.
By Lemma 5.1, this implies that R is 1-Osserman. If a1;p  p, then R admits a regular p
eigenvalue structure which is false. Thus 1  a1;p  p − 1.
As m = a1;p + 2a2;p + · · ·  2p and as a1;p  p − 1, we may choose q  2 so that
a1;p + · · · + (q − 1) aq−1;p  p  a1;p + · · · + (q − 1) aq−1;p + qaq;p.
If we have equality in either inequality, then R has a regular p eigenvalue structure which is
false. Thus 1  aq;p. Choose 1  µq  aq;p so that A  p  B where
A := a1;p + · · · + (q − 1) aq−1;p + q (µq − 1),
B := a1;p + · · · + (q − 1) aq;p + qµq .
Since R does not have a regular p eigenvalue structure, A < p < B.
We can express a1;p + q (µq − 1) = a1;p − q + qµq . Choose the integer µ1 in the open
interval (a1;p − q, a1;p) such that
µ1 + 2a2;p + · · · + (q − 1) aq−1;p + qµq = p.
Since R does not have a regular p eigenvalue structure, µ1 < 0. Consequently we see that
a1;p − q < µ1  −1. This shows that a1;p  q − 2; since 1  a1;p, we have q  3. We
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compute that
a1;p + qaq;p = a1;p + (q − 2) aq;p + 2aq;p  a1;p + a1;paq;p + 2aq;p
 2a1;p + 2aq;p,
m = a1;p + 2a2;p + 3a3;p + · · · + (p − 1) ap−1;p
 2a1;p + 2a2;p + 2a3;p + · · · + 2ap−1;p.
Thus a1;p + a2;p · · ·  12 m. This shows that
c1;p = a2;p + 2a3;p + · · ·  m − a1;p − a2;p − · · ·  m − 12 m  p.
This estimate shows that R is 1-Osserman by Lemma 5.1. 
6. The proof of Lemma 1.6
We have R0(X, Y ) Z := (Y, Z) X − (X, Z)Y ; R0(X, Y ) = −R0(Y ; X). We show R0 is an
algebraic curvature tensor by computing
(R0(X, Y ) Z , W ) = (Y, Z)(X, W ) − (X, Z)(Y, W )
= (W, X)(Z , Y ) − (Z , X)(W, Y )
= (R0(Z , W ) X, Y ),
R0(X, Y ) Z + R0(Y, Z) X + R0(Z , X) Y
= (Y, Z) X − (X, Z) Y + (Z , X) Y − (Y, X) Z + (X, Y ) Z − (Z , Y ) X
= 0.
Let X be a unit vector and let Y ⊥ X . We determine the eigenvalue structure of JR0;p and show
that R0 is p-Osserman for any p by computing
JR0;1(X) X = 0, JR0;1(X) Y = Y, JR0;p(π) = (p − 1) · Id + ρπ⊥ . (6.1a)
Let m be even. We have Rc(X, Y ) Z := (Y, cZ)cX − (X, cZ)cY − 2(X, cY )cZ . Since
(X, cY ) = −(cX, Y ), Rc(X, Y ) = −Rc(Y, X). We show that Rc is an algebraic curvature tensor
by computing
(Rc(X, Y )Z , W )= (Y, cZ)(cX, W ) − (X, cZ)(cY, W ) − 2(X, cY )(cZ , W )
= (W, cX)(cZ , Y ) − (Z , cX)(cW, Y ) − 2(Z , cW )(cX, Y )
= (Rc(Z , W )X, Y ),
Rc(X, Y ) Z + Rc(Y, Z) X + Rc(Z , X) Y = (Y, cZ) cX − (X, cZ) cY − 2(X, cY ) cZ
+ (Z , cX) cY − (Y, cX) cZ − 2(Y, cZ) cX
+ (X, cY ) cZ − (Z , cY ) cX − 2(Z , cX) cY
= 0.
Let X be a unit vector and let Z ⊥ {X, cX}. We determine the eigenvalue structure of JRc;p and
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show that Rc is p-Osserman for any p by computing
JRc;1(X)X = 0, JRc;1(X) cX = −3cX,
JRc;1(X)Z = 0, JRc;p(π) = −3ρcπ .
Let R = K0 R0 + Kc Rc. Then
JR;p(π) = (p − 1) K0 · Id + K0ρπ − 3K1ρcπ .
If p = 1 and if p = m − 1, then dim(π ∩ cπ) is not constant on Grp(m) and hence the
eigenvalues of JR;p are not-constant if K0 Kc = 0. 
7. The proof of Lemma 1.7
Let 2  p  m− p and let R be an algebraic curvature tensor which is p-Osserman. Let λ be
an eigenvalue of JR;p of multiplicity m p(λ); let E(λ; JR;p(π))be the corresponding eigenspace.
This defines a vector bundle E(λ; JR;p) of dimension m p(λ) over the Grassmannian Grp(m).
If X is a unit vector in E(λ; JR;p(π)), then JR;1(X)π ⊂ π by Lemma 1.4. By Lemma 1.5,
R is 1-Osserman. The same continuity argument used to prove Lemma 5.3 then shows that the
eigenvalues of JR;1(X) on π are independent of the choice of (π, X).
7.1 Proof of Lemma 1.7 (1). Suppose that m p(λ) = m − p, that (p, m) = (2, 7), and that
(p, m) = (3, 8). We must show that 0 is an eigenvalue of JR;1(X) on π . Suppose to the contrary
that 0 is not an eigenvalue of JR;1 acting on π ; we argue for a contradiction.
Suppose that there exists π so that π ∩ E(λ; JR;p(π)) is non-trivial. Choose a unit vector X
belonging to π ∩ E(λ; JR;p(π)). Since JR;1(X)X = 0, this contradicts the assumption that 0 is
not an eigenvalue of JR;1(X) acting on π . We therefore have π ∩ E(λ; JR;p(π)) = {0} for all
π ∈ Grp(m). Since
dim π ∩ E(λ; JR;p(π))  p + mλ − m,
we have m p(λ)  m − p. Since m p(λ) = m − p, we see m p(λ) < m − p. Let γp(π) = π
be the classifying p plane bundle over Grp(m) and let ρ⊥γ be orthogonal projection on γ ⊥p .
Since ker ρ⊥γ = γp, we have ρ⊥γ is an injective map from E(λ; JR;p) to γ ⊥p . Consequently γ ⊥p
admits a proper subbundle. Since we have ruled out the exceptional values (p, m) = (7, 2) and
(p, m) = (3, 8), this contradicts Theorem 2.2 (2) and thereby proves assertion (1). 
7.2 Proof of Lemma 1.7 (2). Suppose that m p(λ) = p and that JR;1(X) has at least 2 distinct
eigenvalues on π . We argue for a contradiction to prove assertion (2). Let Pλ be the projective
bundle over Grp(m) associated to the vector bundle E(λ; JR;p);
Pλ := {(π, X) ∈ Grp(m) × Gr1(m) : X ⊂ E(λ; JR;p(π))}.
Let σ(π, X) = π be the natural projection from Pλ to Grp(m). Let p := σ ∗γp be the pull-back
bundle over Pλ. Let {µi } for 1  i   be the distinct eigenvalues of JR;1(X) acting on π and
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let i;1 ⊂ p be the associated eigenbundles. Then
p :=
{
(π, X, Y ) ∈ Grp(m) × Gr1(m) × Rm : X ⊂ E
(
λ; JR;p(π)
)
, and Y ∈ π
}
i;1 :=
{
(π, X, Y ) ∈ Grp(m) × Gr1(m) × Rm :
X ⊂ E(λ; JR;p(π)), Y ∈ π, and JR;1(X)Y = µi Y
}
.
We then have the following direct sum decomposition:
p =
⊕
i=1
i;1. (7.2a)
Let xi := wi (γp) be the i-th Stiefel–Whitney classes of the classifying bundle over Grp(m).
By Theorem 2.2 (1), Hi (Grp(m);Z2) can be identified with the vector space of all graded
homogeneous polynomials of degree i in the variables {x1, . . . , x p} for i  p; in particular,
there is no relation of the form x p = g0(x1, . . . , x p−1).
Let Xi := σ ∗(xi ) ∈ Hi (Pλ;Z2) be the pull-back to Pλ. Let x be the first Stiefel–Whitney
class of the canonical line bundle over Pλ. We use Theorem 2.1 to see
H∗(Pλ;Z2) =
m p(λ)−1⊕
j=0
x jσ ∗ H∗(Grp(m);Z2).
Since  > 1, ni := dim i;1 < p for 1  i  . We use the factorization of p given in
equation (7.2a) to decompose
X p = wp(p) =
∏
i=1
wni (i;1). (7.2b)
Since ni < p, the class wni (Ei;1) does not involve the class X p; consequently we may express
wni (Ei;1) = fi (x, X1, . . . , X p−1) so equation (7.2b) becomes
X p = f (x, X1, . . . , X p−1) where f =
∏
i
fi . (7.2c)
Suppose that p < m p(λ). Then H p(Pλ;Z2) can be identified with the vector space of
all graded homogeneous polynomials of degree p in the variables {x, X1, . . . , X p} so the
relation X p = f (x, X1, . . . , X p−1) of equation (7.2c) is not possible. Since m p(λ) = p,
we see m p(λ) < p and the defining relation of the algebra H∗(Pλ;Z2) is
xm p(λ) =
∑
0< jm p(λ)<p
X j xm p(λ)− j .
Consequently, we may rewrite the equation (7.2c) in the form
X p =
∑
0im p(λ)−1
xi gi (X1, . . . , X p−1).
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This contradicts Theorems 2.1 and 2.2 (1); as noted above, there is no such dependence relation.

8. The proof of Theorem 1.2
We must first establish a technical Lemma.
Lemma 8.1. Let 2  p  m − p and let R be a p-Osserman algebraic curvature tensor; by
Lemma 1.5, R is 1-Osserman. Let 1  i1 < · · · < i p  m and let λ = λi1;1 + · · · + λi p;1. Then
λ is an eigenvalue of JR;p.
Proof. Let X be a unit vector. Let {φi } be an orthonormal basis diagonalizing JR;1(X). Let
π := span{φi1, . . . , φi p}. Since JR;1(X)φi = λiφi , we use Remark 4.4 to see that JR;1(φi ) X =
λi X . Lemma 8.1 now follows since
JR;p(π) = JR;1(φi1) + · · · + JR;1(φi p). 
Proof of Theorem 1.2. Let R be an algebraic curvature tensor which is p-Osserman for
2  p  m −2. By Lemma 1.3, we may assume p  m − p. By Lemma 1.3, R is 1-Osserman.
We suppose R does not have constant sectional curvature and hence the reduced Jacobi operator
J˜R;1 has at least two distinct eigenvalues a = b. Let λ := a + b + · · · where we choose the
remaining p − 2 eigenvalues of JR;1 arbitrarily. By Lemma 8.1, λ is an eigenvalue of JR;p.
Since a = b, Lemma 1.7 (2) implies m p(λ) = p. Thus by Lemma 5.2 we have R is k-Osserman
for any 1  k  p. In particular R is 2-Osserman. We may therefore suppose p = 2. If m is
odd, then since R is 1-Osserman we have R has constant sectional curvature by Lemma 2.3.
Since m is even and since p = 2, we can apply Lemma 1.7 (1).
Suppose that we have two non-equal and non-zero eigenvalues 0 = a, 0 = b, a = b of JR;1.
Fix a unit vector X and let {X, φa, φb}be an orthonormal set of associated eigenvectors of JR;1(X)
corresponding to the eigenvalues {0, a, b}. Let πa := span{X, φa}, let πb := span{X, φb}, and
let πa+b := span{φa, φb}. We use Remark 4.4 to see JR;1(X) X = 0, JR;1(φa) X = a X , and
JR;1(φb) X = bX . Thus
JR;2(πa) X = aX, JR:2(πb)(X) = bX, JR;2(πa+b) X = (a + b) X.
The eigenvalues {a, b, a +b}of JR;2 are distinct. The eigenvalues of JR;1(X) restricted to πa , to
πb, and to πa+b are {0, a}, {0, b}, and {a, b}. These eigenvalues are distinct so by Lemma 1.7 (2),
m2(a) = 2, m2(b) = 2, and m2(a + b) = 2. Consequently m  6. On the other hand, since 0
does not belong to the set {a, b}, m2(a + b) = m − 2 by Lemma 1.7 (1). Thus m − 2 = 2 so
m = 4. This contradiction shows that there is at most one non-zero eigenvalue of JR;1.
Let {0, a} be the distinct eigenvalues of JR;1 and let m1(0) > 0 and m1(a) > 0 be the
associated multiplicities. If m1(0) = 1 or m1(a) = 1, then JR;1 and hence J˜R;1 has only two
eigenvalues and one has multiplicity at most 1. We use Theorem 2.3 to see R = K0 R0 + Kc Rc
and Lemma 1.6 to see K0 = 0 or Kc = 0. We therefore assume m1(0) 2 and m1(a) 2 and
argue for a contradiction. Let X be a unit vector and let {φ1, φ2, ψ1, ψ2} be an orthonormal set
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so that JR:1(X)φi = 0 and JR;1(X)ψi = aψi . We have JR;1(φi ) X = 0 and JR;1(ψi ) X = aX
by Remark 4.4. We let π0 := span{φ1, φ2}, πa := span{φ1, ψ1}, and π2a := span{ψ1, ψ2}. Then
JR;2(π0)X = 0, JR;2(πa)X = a X, JR:2(π2a)X = 2a X.
Since the eigenvalue structure of JR;1(X) on π2a does not include the eigenvalue 0, we use
Lemma 1.7 to see that m2(2a) = m − 2. Since the eigenvalues of JR;1(X) on πa are unequal,
we have m2(a) = 2. Since JR;2(π0) X = 0, m2(0) 1. Thus m2(0)+ m2(a)+ m2(2a) m + 1
which is impossible. 
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