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ABSTRACT
Impact o f Variable Transmission Range in All-Wireless Networks
by
Pra th im a Sajja
Dr. Ajoy K. D atta, E xam ination  Com m ittee C hair 
Professor of C om puter Science 
University of Nevada, Las Vegas
In th is  thes is , we propose th ree  d istribu ted  algorithm s for self- 
ad ju sting  th e  tran sm iss io n  range of nodes in  w ireless netw ork. The 
objective is  to vary  th e  tran sm iss ion  rad ii of selective sen so r nodes to 
lower th e  energy sp en t in  b roadcasting  or th e  diam eter. The senso r 
nodes s ta r t  a rb itrarily  w ith different tran sm iss ion  ranges. The nodes 
positions a re  fixed, and  can  ad ju s t th e  tran sm iss ion  power. However, 
increasing  th e  tran sm iss io n  power to reach  m ore nodes m ay consum e 
m ore energy. So, th e  goal is to reduce th e  tran sm iss ion  pow er (i.e., save 
energy) w ithou t reducing  the  reachability  (in te rm s of th e  n u m b er of 
nodes).
We propose two algorithm s th a t  increase  th e  tran sm iss io n  range of 
nodes. Increasing  the  tran sm iss ion  range of selective nodes will lower
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th e  d iam eter b u t  increase  th e  to ta l energy. The proposed  algorithm  
com putes th e  ratio  of th e  increase  in  tran sm iss ion  range to  th e  increase  
in  n u m b er of nodes of every senso r node. The node w ith  th e  sm allest 
ratio  will be  selected to  increase  its  tran sm iss ion  range.
The th ird  algorithm  decreases th e  tran sm iss io n  range of th e  nodes. 
D ecreasing the  tran sm iss io n  range will lower th e  to ta l energy b u t 
increase  th e  d iam eter of the  netw ork. Ratio of decrease  in  the  
tran sm iss io n  range to th e  decrease in  the  nu m b er of nodes is calcu lated  
for every node, an d  th e  node w ith th e  h ighest ratio  is selected to decrease 
its  tran sm iss io n  range.
A larger d iam eter im plies a  h igher chance of in terference betw een th e  
neighboring  nodes. W hen two nodes are  in  n o t in  th e  com m unication  
range of each  other, th e re  is a  probability  th a t  b o th  th e  nodes send  th e  
packe ts  to each  o th er a t  th e  sam e tim e using  th e  sam e channel. The 
nodes will no t be  able to decide by them selves, hence a  collision will 
occur. T his is know n a s  h idden  term inal problem . A lower d iam eter 
im plies a  h igher chance  of m essage duplication. Sam e m essage will be 
received twice.
All th ree  algorithm s will be sim ulated  an d  com pared b ased  on th e  
experimental results.
IV
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CHAPTER 1 
INTRODUCTION
A sen so r netw ork is a  collection of senso r nodes equipped w ith 
sensing , com m unication  (short range radio) an d  processing  capabilities. 
E ach  node in  a  senso r netw ork is equipped w ith  a  radio transce iver or 
o th er w ireless com m unication  device, an d  a  sm all m icro controller.
W ireless senso r netw orks provide target sensing, d a ta  collection, 
inform ation  m an ipu lation  an d  d issem ination  in  a  single in tegrated  
fram ew ork. These nodes perform  desired  m easu rem en ts , p rocess th e  
m easu red  d a ta  an d  tran sm it it to a  base  sta tion . The a re a s  of 
app lica tions of sen so r netw orks vary from  m ilitaiy, civil, healthcare , an d  
env ironm ental to com m ercial. Increasing com puting an d  w ireless 
com m unication  capabilities will expand the  role of senso rs from  m ere 
inform ation  d issem ination  to m ore dem anding ta sk s  a s  senso r fusion, 
classification, an d  collaborative targe t tracking. D ue to th e  low -cost of 
th ese  nodes, th e  deploym ent can  be in  order of m agnitude of th o u sa n d s  
to m illions nodes. Therefore th e  senso r nodes are  densely  sca tte red  in  a  
sen so r field, an d  there  are  one or m ore nodes called sin k s (or also 
in itiators), capable of com m unicating  w ith h igher level netw orks
(Internet, satellite etc) or applications.
By a  dense  deploym ent of senso r nodes we m ean  th a t  th e  n e a re s t 
neighbor is a t a  d istance  m uch  sm aller th a n  th e  tran sm iss io n  range of 
th e  node. In  general, a  spa tia l d istribu tion  of senso rs is a  two- 
dim ensional Poisson po in t process. The nodes can  be deployed e ither in  
random  fash ion  or pre-engineered way. The nodes m u st coordinate also 
a s  to exploit th e  redundancy  provided by th e  h igh  density  of nodes to 
m inim ize th e  to ta l energy consum ption , th u s  ex tend th e  lifetime of th e  
system  overall, an d  to avoid collisions. Selecting fewer nodes saves 
energy, b u t  th e  d istance  betw een neighboring active nodes could be  too 
large, th u s  th e  packe t loss ra te  could be so large th a t  th e  energy requ ired  
for tran sm iss io n  becom es prohibitive. Energy can  be  w asted  by selecting 
m ore nodes, a n d  sh a red  channels  will be congested w ith re d u n d a n t 
m essages, th u s  collision an d  subsequen tly  loss of packe ts can  occur.
Figure 1 dep icts a  w ireless senso r network.
Sâfvsor
Figure 1. R outing in  w ireless sensor netw ork
S enso rs have lim ited b a tte iy  power. The energy bu d g e t for 
com m unication  is m any tim es m ore th a n  com putation  w ith  th e  available 
technology. Therefore, m inim izing com m unication cost in cu rred  in  
answ ering  a  query in  a  senso r netw ork  will resu lt in  longer lasting  senso r 
netw orks. Hence, com m unication efficient execution of queries in  a  
sen so r netw ork  is of significant in terest.
A sen so r will be able to com m unicate  w ith its  neighbors over the  
sh a red  w ireless m edium , b u t  does n o t have global knowledge of the  
en tire  netw ork. E ach  senso r h a s  th e  ability to  com m unicate  w ith  th e  
neighboring  sen so rs  th a t  fall w ith in  its  tran sm iss ion  rad iu s . However the  
devices a re  low-powered w ith  finite resources an d  th is  im poses 
res tric tions on th e ir d a ta  p rocessing  operations an d  com m unication  
activities. The energy constra in t sen so r nodes in  senso r netw orks operate 
on lim ited ba tteries, so it is very im portan t to u se  energy efficiently and  
reduce  pow er consum ption.
An im p o rtan t goal in  th e  design and  efficient im plem entation  of 
w ireless sen so r netw orks is to  save energy an d  keep th e  netw ork 
functional a s  long a s  possible. The goal is to com bine energy efficiency 
w ith  a  ba lan ced  sp read  of energy consum ption  am ong th e  senso rs . Here 
we d iscu ss  an d  analyze energy efficient d a ta  propagation  in  senso r 
netw orks. For guaran tee ing  energy balance  m ost tran sm iss io n s  m u s t be 
one hop  tran sm iss ions , th u s  d a ta  is tran sm itted  over sm all d istances 
an d  th u s  th e  overall energy consum ption  in  the  netw ork is k ep t low.
D ue to geographical d istribu tion  of senso rs in  a  senso r netw ork, each  
piece of d a ta  generated  in  a  senso r netw ork h a s  a  geographic location 
assoc ia ted  w ith  it in  additional to a  tim e stam p. Hence to  specify th e  d a ta  
of in te re s t over w hich queiy  should  be answ ered, each  query  in  a  senso r 
netw ork  h a s  a  tim e window an d  a  geographical region associated  w ith it. 
Given a  query  in  a  senso r netw ork, we w ish to select a  sm all n u m b er of 
sen so rs  th a t  a re  sufficient to answ er th e  query accurately . We need to 
select a n  optim al se t of senso rs th a t  satisfy th e  conditions of coverage as 
well a s  connectivity. C onstructing  a n  optim al connected  sen so r cover for 
a  query  enab les execution of th e  query in  a  very energy efficient m an n e r 
a s  we need  to  involve only th e  senso rs in  th e  com puted connected  senso r 
cover for p rocessing  th e  query  w ithou t com prising on its  accuracy . W hen 
d a ta  is se n t from  one node to the  nex t in  a  m ulti-hop netw ork  there  is  a  
chance  th a t  a  p a rticu la r packet m ay be lost an d  th e  odds grow w orse as 
th e  size of th e  netw ork  increases.
Once a  large n u m b er of senso r devices are random ly deployed over an  
a rea  of in te rest, an d  since existing in frastru c tu re  is n o t p resen t, the  
nodes a re  responsib le  for self-organizing into a  logical com m unication  
netw ork  s tru c tu re  th ro u g h  w hich d a ta  can  be routed , hop  by  hop, from  
source to destination. This can be viewed as th e  initialization phase of 
th e  netw ork.
1.1. C ontributions
In th is  thesis , th e  objective is to vary th e  tran sm iss io n  rad ii of 
selective sen so r nodes to lower th e  energy sp en t in  b roadcasting  or the  
d iam eter.
We propose two algorithm s th a t  increase th e  tran sm iss io n  range of 
th e  nodes. The first algorithm  increases the  tran sm iss io n  range to reach  
all its  tw o-hop neighbors an d  the  second algorithm  doubles the  
tran sm iss io n  range to reduce  th e  d iam eter. The proposed algorithm s 
com pute th e  ratio  of increase  in  tran sm iss ion  range to increase  in  
n u m b er of nodes of eveiy senso r node. The node w ith  th e  sm allest ratio  
will be selected to increase  its  tran sm iss ion  range. The to ta l e n e r ^  an d  
th e  d iam eter of th e  netw ork before increasing  th e  tran sm iss io n  range 
an d  after increasing  th e  tran sm iss ion  range is com puted. The to ta l 
energy of th e  b ro ad cast tree  is th e  su m  of th e  energy expended a t  each  of 
th e  tran sm ittin g  nodes in  th e  tree  except for th e  leaf nodes. Therefore the  
to ta l tran sm iss io n  energy is proportional to th e  to ta l pow er needed to 
m a in ta in  th e  tree.
The th ird  algorithm  decreases th e  tran sm iss io n  range of th e  nodes. 
D ecreasing th e  tran sm iss io n  range m ay lower th e  to ta l energy b u t 
increase  th e  d iam eter of th e  netw ork. Ratio of decrease  in  th e  
tran sm iss io n  range to  th e  decrease in  th e  n u m b er of nodes is  calcu lated  
for every node, an d  th e  node w ith  the  h ighest ratio  is selected to decrease 
its  tran sm iss io n  range.
T hese algorithm s have been  evaluated  th ro u g h  sim ulations. Som e 
h eu ris tic s  m ay perform  quite well or even optim ally in  som e situa tions, 
b u t  m ay  perform  very poorly in  som e o ther situations. Greedy h eu ris tics  
m ay only have a  slight difference, b u t  th e  sm all varia tion  could have a  
g rea t im pact on  th e  h eu ris tics’ analytic  perform ances. These protocols 
have b een  d iscussed  in  ch ap te r 3.
1.2. O utline of th e  Thesis 
In  c h ap te r  2 we p resen t basic  no tions re la ted  to w ireless sen so r 
netw orks. O ur th ree  algorithm s are  p resen ted  in  detail in  C hap ter 3, w ith  
suggestive exam ples. The com parative stud ies are  p resen ted  in  C h ap te r 
4. A b rie f descrip tion  of th e  code is p resen ted  in  C hap ter 5. We fin ish  
w ith  concluding  rem arks in  C hap te r 6.
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CHAPTER 2
WIRELESS SENSOR NETWORKS 
A sen so r netw ork  is a  collection of senso r nodes equipped w ith 
sensing , com m unication  (short range radio), an d  processing  capabilities. 
A sen so r will be able to com m unicate w ith its neighbors over th e  shared  
w ireless m edium , b u t  does no t have global knowledge of th e  entire  
netw ork. The com m unication  is w ireless: e.g., radio, infrared, or optical 
m edia. D ue to  th e  large n u m b ers  of nodes and  th u s  th e  com m unication  
overhead, th e  sen so rs  m ay no t have any global identification (ID). In 
som e cases, they  m ay  carry  a  global positioning system  (GPS). In  order to 
d istingu ish  betw een neighbors, nodes m ay have local un ique  IDs. 
Exam ples of su c h  identifiers are  802.11 MAC ad d resses an d  B luetooth 
c lu s te r add resses . The neighbors of a  sensor are  defined a s  all the  
sen so rs  w ith in  its  tran sm iss io n  range. The whole netw ork  can  be viewed 
as  a  dynam ic g raph  w ith  tim e varying topology an d  connectivity.
Since sen so r nodes carry  lim ited, generally irreplaceable power 
sources, one of th e  m ost im p o rtan t constra in ts  on  sen so r nodes is  th e  
lower pow er consum ption  requirem ent. The power restric tions of senso r 
nodes a re  ra ised  d u e  to th e ir  sm all physical size an d  lack  of wires. The
pow er is  u sed  for various operations in  each  node, su c h  a s  ru n n in g  
th e  senso rs , p rocessing  th e  inform ation gathered  an d  d a ta  
com m unications. C om m unication betw een the  senso r nodes consum es 
m ost of th e  available power, m u ch  m ore th a n  sensing  an d  com putation . 
Power lim ita tions greatly affect security , since encryption algorithm s 
in troduce  a  com m unication  overhead betw een th e  nodes.
The s tep s tow ard a  large netw ork consisting  of sen so r nodes w ith 
su c h  lim ited resou rces are  no t easy  an d  p resen t m any  challenges th a t  
a re  still to be solved. The developm ent of an  appropria te  algorithm  in  
case  of d irected  netw orks w ith asym m etric power requ irem en ts rem ains 
a n  open problem . The vision of w ireless senso r netw ork is to  deploy a  
large n u m b er of sm a rt b u t  inexpensive senso rs close to th e  objects an d  
environm ent for in -situ  sensing  an d  actuation .
Therefore, while trad itiona l netw orks aim  to achieve h igh  quality  of 
service provisions, sen so r netw ork protocols m u s t focus prim arily  on 
pow er consum ption . They m u st have inbu ilt tradeoff m echan ism s th a t  
give th e  end  u se r  th e  option for prolonging netw ork lifetime a t  th e  cost of 
lower th ro u g h p u t or h igher tran sm iss io n  delay. TTie key objective is to 
m axim ize netw ork  lifetime by m anaging th e  power consum ption  of each  
node so th a t  global netw ork  connectivity can  be m ain tained .
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2.1. W ireless M ulticast Advantage 
A single tran sm iss io n  suffices for reaching  all th ese  receivers. All 
nodes w ith in  th e  com m unication range of a  tran sm ittin g  node can  
receive its  tran sm iss ion .
• i"
Figure 2. “The w ireless m u lticast advan tage” Pi, (j, k) = m ax {Pi j. Pi k}
C onsider Figure 2, in  w hich a  su b se t of m u lticast tree  involves node i, 
w hich  is tran sm ittin g  to its  neighbors, node j an d  node k. The power 
requ ired  to reach  node j is Pi j and  th e  pow er required  to reach  node k  is 
Pi k. A single tran sm iss io n  a t  pow er Pi, q, k) = m ax {Pij, Pi k} is sufficient to 
reach  b o th  node j an d  node k. The ability to exploit th is  p roperty  of 
w ireless com m unication  is referred to a s  w ireless m u lticast advantage. 
As a  re su lt of w ireless m u lticast advantage th e  correct view of th e  om ni­
d irectional w ireless com m unication  m edium  is a  node b ased  
environm ent th a t  is characterized  by th e  following properties:
• A node’s tran sm iss io n  is capable of reach ing  an o th e r node if th e  
la tte r  is  w ith in  com m unication  range.
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• The to ta l power requ ired  to reach  a  se t of o th er nodes is the  
m ax im um  required  to reach  any  of them  individually.
W hen a  node sends a  packet to a  neighboring node an d  th e  neighbor 
h a s  to  forw ard it th a t  u se s  energy. The bigger th e  netw ork  the  m ore 
nodes th a t  m u s t forw ard d a ta  an d  th e  m ore energy th a t  is consum ed. 
The end  re su lt is a s  th e  netw ork  grows perform ance degrades. W hile 
energy efficient approaches try  to lim it th e  red u n d an cy  su c h  th a t  
m in im um  am o u n t of energy is required  for fulfilling a  certa in  task , 
red u n d an cy  is  needed for providing fau lt to lerance since sen so rs  m ight 
be faulty, m alfunctioning or even m alicious.
We focus on  developing a  com m unication system  optim ized for sen so r 
ne tw orks th a t  require  low pow er consum ption  an d  cost. W hile th e  sen so r 
itself requ ires power, we can  design the  com m unication system  to u se  a s  
little pow er a s  possible, so th a t  th e  system  pow er will be lim ited by 
sen so rs  an d  n o t by com m unication.
2 .2. H idden T erm inal Problem  
A larger d iam eter im plies a  h igher chance of in terference betw een th e  
neighboring nodes. W hen two nodes are in  no t in  th e  com m unication  
range of each other, there is a probability that both the nodes send  the 
pack e ts  to each  o ther a t  th e  sam e tim e using  th e  sam e channel. T his is 
know n a s  th e  h idden  term ina l problem  w hich can  be form ulated  a s  
follows:
10
© .
Figure 3. H idden term inal problem
Given four nodes A, B, C and  D show n in figure 3 su ch  th a t  the  nodes 
A an d  C are  n o t in  th e  com m unication range of each  other, node A sends 
a  packet to node B on  th e  sam e channel and  a t th e  sam e tim e w hen node 
C sen d s a  p ack e t to node D. N either node A n o r node C will be able to 
determ ine, by itself, th a t  a  collision h a s  occurred.
2.3. Related W ork 
One m ajor app roach  for energy conservation is to rou te  a  
com m unication  session  along th e  rou te  w hich requ ires th e  lowest to ta l 
energy consum ption . The optim ization problem  is referred to as 
M inim um -Energy Routing. Among th e  proposed greedy heu ris tics  th ree  
a re  very popular:
• MST (m inim um  spann ing  tree)
• SPT (sho rtest p a th  tree)
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• BIP (broadcast increm ental power)
They have been  evaluated th ro u g h  sim ulations. Some h eu ris tics  m ay 
perform  quite  well or even optim ally in  som e situations, b u t  m ay perform  
very poorly in  som e o ther situations. Greedy heu ris tics m ay only have a  
slight difference, b u t the  sm all varia tion  could have g rea t im pact on the  
h e u ris tic s ’ analy tic  perform ances.
S a n k a ra su b ra m a n ian  e t al. [Y. S an k arasu b ram an iam , 2003] 
describes w ireless senso r netw orks a s  event based  system s th a t  rely on 
th e  collective effort of several m icro senso r nodes. Reliable event 
detection  a t  th e  sink  is b ased  on collective inform ation provided by 
source  nodes an d  n o t by any  individual report. Conventional end-to-end 
reliability definitions an d  so lu tions a re  inapplicable in  w ireless senso r 
netw orks. E vent-to-sink  reliable tra n sp o rt (ESRT) is a  novel tran sp o rt 
so lu tion  developed to achieve reliable event detection in  w ireless senso r 
ne tw orks w ith  m in im um  energy expenditure. It includes a  congestion 
contro l com ponent th a t  serves th e  d u a l purpose  of achieving reliability 
an d  conserving energy. The self-configuring n a tu re  of ESRT m akes it 
ro b u s t to random , dynam ic topology in  w ireless senso r netw orks. It can  
also accom m odate m ultiple co n cu rren t event occurrences in  a  w ireless 
sensor field.
W an et al. [G. W an, 2003] d iscu ss  event-driven sen so r netw orks th a t  
opera te  u n d e r a n  idle o r light load an d  th en  suddenly  becom e active in  
response  to a  detected  or m onitored event. The tran sp o rt of event pu lses
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is  likely to lead to varying degrees of congestion in  th e  netw ork  
depending  on th e  sensing  application. To add ress th is  challenge they  
proposed  energy efficient congestion control schem e for sen so r netw orks 
called CODA (C ongestion D etection an d  Avoidance). The te rm  of b u rs ty  
convergecast is proposed by Z hang e t al. [H. Zhang, 2005] for m ulti-hop  
w ireless netw orks w here a  large b u rs t  of packets  from  different locations 
needs to  be  tran sp o rted  reliably an d  in  real-tim e to a  b ase  sta tion .
Since tran sm iss io n  bandw id th  is a  scarce com m odity in  w ireless 
netw orks, efficient an d  n e a r  m inim um  cost casting  algorithm s, nam ely  
b roadcast, m ulticast, convergecast, a re  very useful.
M akki e t al. [K. M akki, 1996] ad d ress  the  m ulticasting  problem  in  
o rder to  reach  efficient an d  near- m inim um  cost a lgorithm s for w ireless 
algorithm s. M ulticasting reduces th e  tran sm iss io n  overhead an d  th e  tim e 
it  tak e s  for all th e  nodes in  th e  su b se t to receive inform ation.
The node-based  n a tu re  of w ireless com m unication an d  th e  notion  of 
w ireless m u lticast advantage h a s  been  em phasized in  th e  sem inal p aper 
of W ieselthier e t al. [JE W ieselthier, 2000]. The a u th o r proposed  an d  
evaluated  several algorithm s for b roadcasting  tree  con stru c tio n  in  
in fras tru c tu re le ss , all-w ireless applications. Energy efficiency is th e  m ain  
perform ance m etric u sed  to evaluate  b ro ad cas t an d  m u lticast trees.
K irousis et al. [LM K irousis, 2000] stu d y  th e  problem  of assigning  
tran sm iss io n  ranges to th e  nodes of a  m ulti-hop  packet rad io  netw ork  so 
a s  to m inim ize th e  to ta l power consum ed u n d e r th e  co n s tra in t th a t
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adequa te  power is provided to th e  nodes to en su re  th a t  th e  netw ork  is 
strongly  connected  (i.e., each  node can  com m unicate along som e p a th  in  
th e  netw ork  to every o th er node). S uch  assignm en t of tran sm iss io n  
ran g es is  called com plete.
W ieselthier e t al. [JE W ieselthier, Resource m anagem ent in  energy- 
lim ited, bandw idth- lim ited, transciever- lim ited w ireless netw orks for 
session -based  m ulticasting , 2002] consider source in itia ted  m u lticast 
session  traffic in  a n  ad  hoc w ireless netw ork, operating  u n d e r h a rd  
constrciints on th e  available tran sm iss ion  energy a s  well a s  on bandw id th  
an d  transce iver resources. In  energy lim ited applications, fundam en ta l 
objectives include th e  m axim ization of a  netw ork’s u sefu l lifetime an d  th e  
m axim ization of th e  traffic th a t  is delivered during  th is  lifetime.
Li [Li, 2003] d iscu sses  ab o u t the  progress of applying com putational 
geom etry techn iques solve topology construction  an d  b roadcasting  issu es  
in  w ireless ad  hoc netw orks. The a u th o r m odels th e  w ireless netw orks by 
u n it  d isk  g rap h s in  w hich  two nodes are  connected  if th e ir  E uclidean  
d istance  is no m ore th a n  one.
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CHAPTER 3
DESCRIPTION OF THE ALGORITHMS 
In  th is  ch ap te r we p resen t th ree  algorithm s. In  th e  first algorithm  we 
v irtually  increase  th e  tran sm iss io n  range of th e  selected node to  reach  its 
tw o-hop neighbors. T hen we com pute th e  ratio  of increase  in  
tran sm iss io n  range to increase  in  th e  num ber of nodes. The node w ith  
th e  lea s t ratio  is selected to increase  its tran sm iss io n  range. In  th e  
second algorithm  we virtually  double th e  tran sm iss ion  range of th e  
selected node in  order to reach  m ore nodes. T hen we com pute th e  ratio  of 
increase  in  tran sm iss io n  range to increase  in  n u m b er of nodes. The node 
w ith  th e  lea s t ratio  is selected to double its  tran sm iss io n  range. In  th e  
th ird  algorithm  we virtually  decrease the  tran sm iss io n  range of th e  
selected node to  reduce th e  energy. Then we com pute th e  ratio  of 
decrease  in  tran sm iss io n  range to decrease in  th e  n u m b er of nodes. The 
node w ith  th e  h ighest ratio  is selected to halve its  tran sm iss io n  range. 
The nodes positions are  fixed, an d  can  a d ju s t th e  tran sm iss io n  range. A 
larger d iam eter im plies a  h igher chance of in terference betw een 
neighboring nodes. A lower d iam eter im plies a  h igher chance  of m essage 
duplication.
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S ensors are  m iniscule com puting devices w ith  a  lim ited b a tte iy  
power. The energy budget for com m unication is m any tim es m ore th a n  
com putation  w ith  th e  available technology. Therefore, m inim izing 
com m unication  cost incu rred  in  answ ering a  que iy  in  a  sen so r netw ork 
will re su lt in  longer lasting  senso r netw orks. Hence, com m unication  
efficient execution  of queries in  a  senso r netw ork is of significant 
in te rest. Given a  query in  a  senso r netw ork, we w ish  to select a  sm all 
n u m b er of sen so rs  th a t  a re  sufficient to answ er th e  query  accurately . We 
need  to select a n  optim al se t of senso rs th a t  satisfy  th e  conditions of 
coverage a s  well a s  connectivity. C onstructing  a n  optim al connected 
sen so r cover for a  query enables execution of th e  query  in  a  veiy  energy 
efficient m an n e r a s  we need  to involve only th e  senso rs in  th e  com puted 
connected  sen so r cover for p rocessing  th e  query  w ithou t com prising on 
its  accuracy.
We consider a  netw ork of sta tic  senso rs th a t  a re  deployed, w ith each  
node know ing its  own location an d  th e  location of its  neighbors. All 
nodes in  th e  netw ork  are  assigned  w ith  a  un ique  ID. Every node is 
random ly assigned  tran sm iss io n  range. The com m unication  betw een th e  
nodes can  be un id irectional or bidirectional. A node com putes all th e  
o th er nodes th a t  a re  w ith in  its  tran sm iss ion  range; th ese  nodes are  
called one-hop neighbors. The two-hop neighbors will be th e  un io n  of one- 
hop  neighbors a n d  one-hop neighbors of th e  one-hop neighbors. We 
calcu late  th e  se t of one-hop an d  tw o-hop neighbors for each  node.
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3.1. C om puting th e  diam eter of a  netw ork 
The diameter is defined a s  th e  longest of th e  sh o rte s t d istance  
betw een two p a ir of nodes. To com pute the  d iam eter of th e  netw ork  th e  
sh o rte s t p a th  betw een each  p a ir of nodes is com puted an d  th e  longest of 
th e  sh o rte s t p a th s  is  determ ined  to be th e  d iam eter of th e  netw ork.
To calcu late  th e  sh o rte s t p a th  betw een two nodes, th e  following 
p rocedure  is followed:
A n x n  m atrix  is initialized.
Ay = 1 if j is th e  one-hop neighbor of i 
= 0 0  if j  is  n o t th e  one-hop neighbor of j 
B y = 1 if j  is th e  one-hop neighbor of i 
= CO if J is no t th e  one-hop neighbor of j 
A" —> all-pairs sh o rte s t p a th
The m atrix  A is m ultip lied  by itself for n  nu m b er of tim es w here n  is th e  
n u m b er of nodes.
C= AxB
w here C[i,j] = mink=i,..n{ A[i,k] + B[k,j]}
The final m atrix  C[i,j] wiU have th e  sh o rte s t p a th  betw een any  p a ir of 
nodes.
The longest of the shortest paths will be chosen as the diameter of the 
network.
The d iam eter will be oo if th e  netw ork is d isconnected an d  a  finite n u m b er 
if th e  netw ork  is connected.
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3.2. Increasing  th e  tran sm iss ion  range to reach  two-hop neighbors 
Objective 1 : Reaching more nodes with less increase in power.
For th e  first algorithm , we virtually  increase  th e  tran sm iss io n  range  of 
eveiy node so th a t  it will be able to reach  all its  two-hop neighbors. The 
final one-hop neighbors se t of each  node is com puted  after increasing  th e  
tran sm iss io n  range. The ratio  of increase  in  energy to th e  increase  in  th e  
one-hop neighbors is com puted. This ratio  gives a  tradeoff betw een 
energy a n d  reachability . The node w ith  m in im um  ratio  is selected to 
increase  its  tran sm iss io n  range. The goal of th e  algorithm  is to t iy  an d  
m ake th e  m axim um  n u m b er of nodes a s  one-hop neighbors w ith  a  little 
increase  in  energy. This will help  reduce th e  d iam eter of the  netw ork.
The d iam eter is th e  longest m inim um  p a th  betw een two nodes. 
R educing th e  d iam eter will reduce the  tim e in  delivering the  m essages. 
This a lgorithm  tries  to m ake su re  th a t  w ith  a  sm all increase in  energy 
m ore nodes are  reached  an d  d iam eter of th e  netw ork  is reduced. 
Description o f Algorithm 1 :
The w ireless senso r netw ork s ta r ts  in  a n  a rb itrary  configuration: The 
sen so r nodes s ta r t  arb itrarily  w ith  different tran sm iss io n  ranges, a n d  can  
a d ju s t th e  tran sm iss io n  power.
Let ri be the transmission range of node 1 and Np be the one-hop 
neighborhood of node i. This variable is m ain tained  by  a n  underly ing  
local topology m ain tenance  protocol th a t  ad ju s ts  its  value in  case  of 
topological changes in  th e  netw ork due to failure of nodes, links o r bo th .
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If node i decides to extend its tran sm ission  range to  reach  its  two-hop 
neighbors, node i will be able to acquire m ore nodes in  its  one-hop 
neighborhood. The cost of th is  increase  is m easu red  in  te rm s of how  
m any  new  nodes can  be reached  in  one-hop by th is  increase  in  the  
tran sm iss io n  range.
Let Ni2 be th e  se t of nodes s itu a ted  a t no m ore th a n  two hops (one-hop 
an d  tw o-hop neighborhood) before the  increase. Let N i\ 5 be  th e  one-hop 
neighborhood of th e  node i ob tained  by increasing its  tran sm iss io n  range 
from  n  to r i + 5. A ssum e th a t  every node perform s th is  6  increase. The 
n u m b er of new  nodes is  | Ni ,^ 0  - Ni  ^ | . If th is  n u m b er is 0  (no new  nodes 
a re  acquired) th e n  for calcu lation  purpose  it is a ssu m ed  to be 0 . 1  (or 
o th er n u m b er betw een 0  and  1 , an d  sm aller th a n  1 ).
In  th is  algorithm , w ithin  each  neighborhood (a node an d  its  one-hop 
neighbors), th e  node w hich  achieves the  h ighest n u m b er of new  
reachab le  nodes by increasing  its  tran sm ission  range to include all th e  
nodes th a t  w ere in  its tw o-hop neighborhood will be th e  one to be 
selected to perm anen tly  increase  its  tran sm ission  range.
19
A lgorithm  1 follows th e  following steps:
Algorithm 1
For each  node i::
S tep 1 C alculate  NiL
S tep  2 C alculate  Ni .^
S tep  3 C alculate  th e  tran sm iss io n  range n  necessary  su c h  node i will
reach  its  tw o-hop neighbors. C alculate th e  increase  in  
tran sm iss io n  range A n  = n' - n.
S tep  4 C alculate  the  new  se t of one-hop neighbors N N|i th a t  a re  
ob tained  by i increasing  its  tran sm iss ion  range a s  specified 
above.
S tq p S  (% ü c u k f te th e ra ü o N R ,=  ^ *1^  number ofooce# ^
s te p  6  C alculate  th e  to ta l energy an d  the  d iam eter of th e  netw ork
before an d  after increasing  th e  tran sm iss ion  of th e  selected 
node.
C onsider th e  netw ork  in  figure 4 w here the  n u m b ers  are  the  d istances 
betw een th e  nodes. The tran sm iss io n  range of th e  nodes is a s  follows: 
ra— 5, rb— 3, rc = 2, r^ = 2, re = 5, rf = 5, rg = 4, rh = 3, n  = 2, ij = 5, r^ — 3, 
n  = 4
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The one-hop neighbors are: Na  ^ = {b, 1, j, 1}, Nb  ^ = {a, c}, Nc  ^ = {b, d}, Nd  ^
= {c, e}, Ne  ^ = {d, f}, Nfi = {e, g}, Ngi = {f, h}, Nh  ^= {g, 1}, Ni  ^ = {a, h}, Nj  ^ = {a, 
k}, Nki = {j}, Nil = {a}.
The tw o-hop neighbors are (the nodes s itu a ted  a t  tw o-hops are 
m arked  a s  a  sep ara te  set) : Na^ = {b, i, j, 1} U{c^h,k|, Nb  ^= {a, c} U 
= {b, (1} U RTd2 = {c, e) i; IVe2 =={d, f} L) {c.gj, NfZ = (e, g% IJ
Ng2 = {f, h}U {e,q, Nb2={g, i) L Ni2  = {a, ), Nj2 = {a, k}
Figure 4. A w ireless sen so r netw ork
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If each  node w an ts to reach  all its  two-hop neighbors, it h a s  to have th e  
tran sm iss io n  range p resen ted  in  Table 1. The increase  in  the  
tran sm iss io n  range an d  th e  ratio  of increase  a re  also p resen ted .
a b c d e f g h i j k 1
r ’ 8 8 5 8 9 8 9 7 7 9 8 9
Ar 3 5 3 6 4 3 5 4 5 4 5 5
N 3 5 3 6 4 3 5 4 S 4 5 5
R
5 6 1 3 3 1 3 3 3 4 1 S
Table 1. A djusting tran sm iss io n  range
If each  node virtually  increases its  tran sm iss io n  range to reach  all its  
tw o-hop neighbors, one can  easily observe from  th is  exam ple th a t  som e 
o th er nodes w hich were a t th ree  or m ore hop d istance  will be reachab le  
w hen  th e  node increases its  power. For exam ple , w hen node a  increases 
its  tran sm iss io n  range to  reach  in  one hop its  tw o-hop neighbors , th e  
nodes {d, g} will be in  one hop range to node a.
The new  one-hop neighborhood are p resen ted  below. The o th er nodes 
a re  m arked  a s  a  sep ara te  set; NNa^ = {b, c, h , 1 , j, k, l}U{4 g|, NNb^ = {a, c, 
d, i, j ,  l}U{^h}, NNci = {a, b, d}. NNdi = {b, c, e, f}U{a}, NNgi = {c, d, f, 
g}U(b), NNfi = {e, g, h}, NNgi = {e, f, h, i}U[a}. NNh^  = {a. f, g. i}U(b), NNd =
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{a, b, g, h, j, NNji = {a, b, i, k, NNk^  = {a, j}, NNk^  = {a, b, i,
h)
Following Algorithm  1, th e  node w ith  sm allest ratio  will be selected to 
increase  its  tran sm iss io n  range, in  th is  case it is node a.
The to ta l energy of th e  netw ork before increasing  th e  tran sm iss io n  range 
of th e  selected node is 43.
The to ta l energy of th e  netw ork  after increasing  th e  tran sm iss io n  range of 
th e  selected node is 46.
The d iam eter of th e  netw ork  before increasing  th e  tran sm iss io n  range is 
6 .
The d iam eter of th e  netw ork after increasing the  tran sm iss io n  range is 3.
3 .3. Doubling th e  tran sm ission  range 
Description o f Algorithm 2:
In  o u r  second algorithm , w ith in  each  neighborhood (a node an d  its  
one-hop neighbors), th e  node w hich achieves th e  h ighest n u m b er of new  
reachab le  nodes by sim ply doubling its  tran sm iss io n  range will be th e  
one to be selected  to perm anen tly  increase  its  tran sm iss io n  range. We 
consider a  netw ork  of sta tic  energy constrained  sen so rs  th a t  a re  deployed 
w ith  each  node knowing its  own location an d  th e  location of its 
neighbors. All nodes in  th e  netw ork are assigned  w ith  a  u n ique  ID. Every 
node is random ly assigned tran sm iss ion  range. Additionally, these  
sen so r nodes have lim ited processing power, storage an d  energy. The
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com m unication  betw een th e  nodes can  be bidirectional. The nodes check 
to see if th e  d istances betw een th e  senso r nodes is  w ith in  the  
tran sm iss io n  range, if so those  nodes becom e th e  im m ediate neighbors 
an d  are  called one-hop neighbors.
We com pute th e  se t of one-hop for each  node. T hen we virtually  
double th e  tran sm iss io n  range of every node. The final one-hop 
neighbors se t of each  node is com puted  after v irtually  doubling the  
tran sm iss io n  range. The ratio  of increase  in  energjr to th e  increase  in  th e  
one-hop neighbors is com puted. This ratio  gives a  tradeoff betw een 
energy a n d  reachability . The node w ith m inim um  ratio  is selected to 
finally double its  tran sm iss io n  range. The goal of th e  algorithm  is to try  
an d  m ake th e  m axim um  n u m b er of nodes a s  one-hop neighbors w ith  a  
little increase  in  energy. This will help  reduce th e  d iam eter of th e  
netw ork.
The d iam eter is th e  longest m in im um  p a th  betw een two nodes. 
R educing th e  d iam eter will reduce  th e  tim e in  delivering th e  m essages. 
T his algorithm  trie s  to m ake su re  th a t  by doubling energy of a  selected 
node m ore nodes are  reached  an d  d iam eter of th e  netw ork is  reduced .
If a  node w ould double its tran sm iss io n  range, th e  ra tio s of increase  
are presented in Table 3.3.
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a b c d e f g h i j k 1
r 1 0 6 4 4 1 0 1 0 8 6 4 1 0 6 8
D S 3 2 2 5 s 4 3 2 s 3 4
R
6 1 0 1 1 4 4 2 1 0 . 1 s 0 . 1 3
Table 2. Doubling tran sm iss io n  range
The new  one-hop neighborhood are: DN&i = {b, c, d, e, g, h, i, j, k, 1}, DNb^ 
= {a, c, i}, DNc^ = {b, d}, DNd^ = {b, c, e}, DNe^ = {a, b, c, d, f, g}, DNfi = {c, 
d, e , g, h , i}, DNgi = {a, f, h, i}, DNh^ = {a, g, i}, DNd = {a, h}, DNji = {a, b, c, 
h , i, k, 1}, DNki = {j}, DNii = {a, b, i, h}
Node a  h a s  th e  sm allest ratio  an d  will be selected to increase  its 
tran sm iss io n  range.
The to ta l energy of th e  netw ork before increasing  th e  tran sm iss io n  range 
is 43.
The to ta l energy of th e  netw ork after increasing  th e  tran sm iss io n  range is 
48.
The d iam eter of th e  netw ork  before increasing  th e  tran sm iss io n  range is 
6 .
The diameter of the network after increasing the transmission range is 3.
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The algorithm  follows th e  following steps:
Algorithm 2
For each  node i::
S tep  1 C alculate N i\
S tep  2 Double th e  tran sm iss io n  range n  an d  calculate  th e  se t of one-
hop  neighbors DNi^ th a t  are  obtained by i doubling its 
tran sm iss io n  range.
S tep  3 C alculate th e  ra tio  D R  = .
S tep  4 C alculate th e  to ta l energy and  th e  d iam eter of th e  netw ork
before an d  after increasing  th e  tran sm iss io n  of th e  selected 
node.
There will also be a  case  w here every node is corm ected to each  o ther 
node in  th e  netw ork  i.e th e re  wiU be no two-hop neighbors. W hen we try  
to  increase  th e  energy it m ay h ap p en  th a t  th e  new  tran sm iss io n  range is 
less th a n  or equal to th e  old tran sm iss ion  range. In  th a t  case  we do no t 
w an t to change th e  old tran sm iss io n  range to  th e  new  tran sm iss io n  
range, so old tran sm iss io n  range is retained.
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3.4, Halving th e  tran sm iss ion  range 
Objective 2: Reduce the transmission power without losing connectivity, in 
order to save energy.
Description o f algorithm 3:
A  node reduces its  tran sm iss io n  range by h a lf  an d  tries no t to  lose 
m any  nodes. The node w hich loses th e  least n u m b er of nodes w ith  th e  
h ighest pow er decrease will be allowed to decrease  its  tran sm iss io n  
range.
We consider a  netw ork of sta tic  energy constra ined  senso rs th a t  a re  
deployed w ith  each  node know ing its  own location an d  th e  location of its  
neighbors. All nodes in  th e  netw ork  are  assigned  w ith  a  un ique  ID. Every 
node is random ly assigned tran sm iss io n  range. Additionally, these  
sen so r nodes have lim ited processing power, storage an d  energy. The 
com m unication  betw een th e  nodes can  be bidirectional. The nodes check  
to see if th e  d istances betw een th e  senso r nodes is w ith in  th e  
tran sm iss io n  range, if so those  nodes becom e th e  im m ediate neighbors 
an d  a re  called one-hop neighbors.
We com pute  th e  set of one-hop for each node. T hen we virtually  
reduce  th e  tran sm iss io n  range of every node by h a lf of th e  original 
tran sm iss io n  range. The final one-hop neighbors se t of each  node Is 
com puted  after halving th e  tran sm iss io n  range. The ratio  of decrease  in  
energy to  th e  decrease  in  th e  one-hop neighbors is calculated. This ratio  
gives a  tradeoff betw een energy an d  reachability . The node w ith
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m axim um  ratio  is selected to decrease  its  tran sm iss ion  range. The goal of 
th e  algorithm  is to  lose m in im um  n u m b er of nodes a s  one-hop neighbors 
halving th e  energy spent.
The algorithm  follows th e  following steps:
A lgorithm  3
For each  node i::
S tep  1 C alculate  Ni^.
S tep  2 V irtually  halve th e  tran sm iss io n  range an d  calcu late  th e  new  se t 
of one-hop neighbors HNi^ th a t  a re  obtained  by i halving its  
tran sm iss io n  range.
step  3 C alculate  th e  ratio  H R  =^ thm numb*r of nod## |
s te p  4  C alculate  th e  to ta l energy^ an d  th e  diam eter of th e  netw ork
before an d  after halving th e  tran sm iss ion  of th e  selected node.
C onsider th e  netw ork in  Figure 5. A node is rep resen ted  a s  i(x, y, r) 
w here i is th e  node-id, x, y  are  th e  coordinate positions an d  r  is the  
tran sm iss io n  range. The tran sm iss io n  ranges of th e  nodes are; r&= 6 8 , 
rb= 24, rc = 25, ra = 6 6 , re = 23.
The one-hop neighbors are: Na  ^ = {b, c, d, e}, Nb  ^ = {a, c, d, e}, Nc  ^ = {b, d}, 
Nd  ^ = {a, b, c, e}, Ne  ^ = {b}.
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The tw o-hop neighbors are: Na^ = {b, c, d, e}, Nb  ^ = {a, c, d, e}, Nc  ^ = {a, b, 
d, e}, Nd^ = {a, b, c, e}, Ne  ^ = {a, b, c, d}.
The new  one-hop neighbors after halving the  tran sm iss ion  range are: 
HNai = {b, c, d, e}, HNb^ = {a, e}, HNc^ = {}, HNd^ = {a, b, c}, HNei = {b}.
The new  tw o-hop neighbors after halving the  tran sm iss ion  range are: 
HNa2  = {b, c, d, e}, HNb^ = {a, c, d, e}, HNc^ = {}, HNd^ = {a, b, c, e}, HNe^ = 
{a, b}.
7, 6 ,^
W 6. 6. 2 lA(4, 10, 6i
Figure 5. W ireless senso r netw ork w ith orien tation
If a  node w ould halve its  tran sm iss io n  range, th e  decrease  ra tio s are 
given in  Table 3.4.
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a b c d e
r 34 1 2 12.5 33 11.5
H R 34
Ô1
12 12 5
2
33 1 1 5
0.1
Table 3. Halving tran sm iss io n  range
Nodes a, a n d  e have th e  sm allest ratio  an d  will be  selected to  increase  its 
tran sm iss io n  range.
The to ta l energy before halving th e  tran sm iss io n  range is 206. 
The to ta l energy after halving th e  tran sm iss io n  range is 172. 
The d iam eter of th e  netw ork before halving th e  tran sm iss io n  range is 2. 
The d iam eter of th e  netw ork  after halving th e  tran sm iss io n  range is 2.
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CHAPTER 4 
SIMULATIONS
Extensive experim ents have been  conducted to com pare th e  efficiency 
of each  algorithm . We have considered 60 netw orks in  E uclidean  space of 
size 5, 10, 20 ... 100 nodes w ith a rb itra iy  coordinates a n d  arb itrary  
tran sm iss io n  ranges being generated, and  we have applied th e  th ree  
p roposed  algorithm s to them . In case a  generated  netw ork  is 
d isconnected , th e  d iam eter is oo.
Given su c h  a  netw ork, for each  of th e  th ree  algorithm s, we com pute 
th e  to ta l energy an d  th e  d iam eter of the  netw ork before an d  after 
ad ju stin g  th e  tran sm iss io n  range.
For each  algorithm  we consider th e  case of only one node changing its 
tran sm iss io n  rad ius.
4.1. S im ulations for algorithm  1
For A lgorithm  1, w ith  respec t to the  change in  d iam eter of th e  
netw ork, we d istingu ish  four cases:
• C ase A: th e  d iam eter of th e  netw ork changes from  oo to finite 
(from disconnected  to connected)
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• C ase B: the  d iam eter of th e  netw ork rem ains oo
• C ase C: th e  diam eter of th e  netw ork decreases
• C ase D: th e  d iam eter of th e  netw ork rem ains co n stan t
After ru n n in g  60 experim ents for netw orks of sizes 5, 10, 20 ... 100
nodes, th e  re su lts  obtained  are p resen ted  in  Figure 6 .
Algorithm 1 - Diameter
10 20 30 40 50 60 70 80
Network size
BCaseB
oCeseC
OCeseD
90 100
Figure 6 . A lgorithm  1 -  C ases for the  d iam eter changes
C onsidering only th e  cases w here th e  d iam eter before increasing  th e  
tran sm iss io n  range is finite, we m easu re  the  efficiency of Algorithm  Iby
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calcu lating  th e  increase  of to ta l e n e r ^  versus th e  decrease  in  d iam eter. 
Namely let,
AEnergy = Total_energy_after -  Total_energy_before 
an d
ADiameter = Diameter_before -  D iam eter_after 
where:
• Total_energy_before rep resen ts  th e  su m  of th e  energy of all th e  
nodes in  th e  netw ork  before A lgorithm  1 is applied,
• T o ta l_ en e r^ _ a fte r rep resen ts  th e  su m  of th e  energy of all th e  
nodes in  th e  netw ork  after Algorithm  1 is applied.
• D iam eter_before rep resen ts  th e  d iam eter of th e  netw ork  before 
Algorithm  1 is applied.
• D iam eter_after rep resen ts  th e  d iam eter of th e  netw ork  after 
A lgorithm  1 is applied.
To com pare th e  to ta l increase  in  energy w hen  applying Algorithm  1, 
we norm alize th e  increase  of th e  to ta l energy, nam ely we com pute
Aenergv = ----- -------------
The norm alized energy associated  w ith a  specific netw ork  to w hich 
A lgorithm  1 is applied  is independen t on th e  size of th e  d istance  scaling 
factor am ong th e  nodes.
A lgorithm  1 is m ore efficient if for a  given am o u n t of increase  in  to ta l 
energy, th e  d iam eter of th e  netw ork decreases by a  large am ount. For 
each  netw ork, we com pute th e  ratio  betw een th e  norm alized energy and
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th e  decrease  in  d iam eter R = an d  we average th is  ratio  am ong all
ne tw orks of th e  sam e size.
The re su lts  ob tained  are p resen ted  in  Figure 7. We observe th a t, a s  
th e  netw ork  size increases, th e  tren d  of R is to decrease. T his m ean s th a t  
for a  decrease  of one u n it of th e  diam eter, larger netw orks spend  overall 
less  energy th a n  sm aller netw orks.
Algorithm 1
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Figure 7. A lgorithm  1 -  changes of R-average
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For th e  pu rpose  of com paring the  efficiency of A lgorithm  1 for 
ne tw orks of various sizes, we divide th e  increase  in  th e  to ta l pow er evenly
am ong th e  n u m b er of nodes, nam ely we com pute Aenergyn =
We u se  th e  energyn value of in stead  of energy to com pute th e  ratio  
betw een th e  norm alized energy an d  th e  decrease in  d iam eter Rn = ———
an d  we average th is  ratio  am ong all netw orks of th e  sam e size.
The re su lts  ob tained  are  p resen ted  in  Figure 8 . Since th e  values of Rn 
are  sm all, we m ultiply th e  re su lts  by 10. We observe th a t, a s  th e  netw ork  
size increases, th e  value of Rn continually  decreases. This m eans th a t  for 
a  decrease  of one u n it of th e  diam eter, larger netw orks spend  per node 
less energy th a n  sm aller netw orks.
Algorithm 1
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Figure 8 . A lgorithm  1 -  changes of R-average /  netw ork  size
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4.2. S im ulations for Algorithm 2 
For A lgorithm  2, w ith respect to  th e  change in  d iam eter of th e  netw ork, 
we d is tin g u ish  four cases:
• C ase A: th e  d iam eter of th e  netw ork changes from  oo to finite 
(from disconnected to connected)
• C ase B: th e  d iam eter of th e  netw ork rem ains oo
• C ase C; th e  d iam eter of th e  netw ork decreases
• C ase D: th e  d iam eter of th e  netw ork rem ains co n stan t
After ru n n in g  60 experim ents for netw orks of sizes 5, 10, 20 ... 100
nodes, th e  re su lts  obtained  are  p resen ted  in  Figure 9.
Algorithm 2 - Diameter
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Figure 9. A lgorithm  2 - C ases for d iam eter changes
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C onsidering only the  cases w here th e  d iam eter before doubling th e  
tran sm iss io n  range is finite, we m easu re  th e  efficiency of A lgorithm  2 by 
calcu lating  th e  increase  of to ta l energy versu s th e  decrease  in  d iam eter. 
Namely let,
AEnergy = Total_energy_after -  Total_energy_before 
an d
ADiam eter = Diameter_befbre -  D iam eter_afier 
where:
• Total_energy_before rep resen ts  th e  su m  of th e  energy of all th e  
nodes in  th e  netw ork before Algorithm  2 is applied,
• Total_energy_after rep resen ts  th e  su m  of th e  energy of all th e  
nodes in  th e  netw ork  after A lgorithm  2 is applied.
• D iam eter_before rep resen ts  th e  d iam eter of th e  netw ork  before 
Algorithm  2 is applied.
• D iam eter_after rep resen ts  th e  d iam eter of th e  netw ork  after 
A lgorithm  2 is applied.
To com pare th e  to ta l increase  in  energy w hen applying A lgorithm  2, 
we norm alize th e  increase  of th e  to ta l energy, nam ely we com pute 
Aenergy =  A55TW  _—
The norm alized energy associated  w ith  a  specific netw ork  to  w hich 
A lgorithm  2 is applied is independen t on th e  size of th e  d istance  scaling 
factor am ong th e  nodes.
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Algorithm  2 is m ore efficient if for a  given am o u n t of increase  in  to ta l 
energy, th e  d iam eter of the  netw ork decreases by a  large am ount. For 
each  netw ork, we com pute th e  ratio  betw een th e  norm alized energy and  
th e  decrease  in  d iam eter R = an d  we average th is  ratio  am ong all
ne tw orks of th e  sam e size.
The re su lts  ob tained  are p resen ted  in  Figure 10. We observe th a t, a s  
th e  netw ork  size increases, th e  tren d  of R is to  decrease. This m eans th a t  
for a  decrease  o f one u n it  of the  diam eter, larger netw orks spend  overall 
less energy th a n  sm aller netw orks.
Algorithm 2
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Figure 10. A lgorithm  2 -  changes of R-average
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For th e  pu rpose  of com paring th e  efficiency of Algorithm  2 for 
ne tw orks of various sizes, we divide th e  increase  in  th e  to ta l pow er evenly 
am ong th e  n u m b er of nodes, nam ely we com pute 
Aenergyn =
We u se  th e  energyn value of in stead  of energy to com pute th e  ratio  
betw een  th e  norm alized energy an d  th e  decrease in  d iam eter Rn =
an d  we average th is  ratio  am ong all netw orks of th e  sam e size.
The re su lts  ob tained  are  p resen ted  in  Figure 11. Since th e  values of 
Rn a re  sm all, we m ultiply th e  re su lts  by 10. We observe th a t, a s  th e  
netw ork  size increases, th e  value of Rn continually  decreases. T his m ean s 
th a t  for a  decrease  of one u n it of th e  diam eter, larger netw orks spend  per 
node less  energy th a n  sm aller netw orks.
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Figure 11. A lgorithm  2 -  changes of R-average /  netw ork size
4.3. S im ulations for Algorithm  3 
For A lgorithm  3, w ith  respec t to th e  change in  d iam eter of th e  netw ork, 
we d istin gu ish  four cases:
• C ase A: th e  d iam eter of th e  netw ork changes from  finite to oo 
(from connected  to disconnected)
• C ase B: th e  d iam eter of th e  netw ork rem ains oo
• C ase C: th e  d iam eter of th e  netw ork is finite an d  increases
• C ase D: th e  d iam eter of th e  netw ork is finite an d  rem ains 
c o n s tan t
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After ru n n in g  60 experim ents for netw orks of sizes 5, 10, 20 ... 100 
nodes, th e  re su lts  obtained  are  p resen ted  in  Figure 12.
Algorithm 3 - Diameter
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Figure 12. A lgorithm  3 - C ases for d iam eter changes
C onsidering only th e  cases w here th e  d iam eter before reducing  th e  
tran sm iss io n  range rem ains finite and  constan t, we m easu re  th e  
efficiency of A lgorithm  3 by calculating th e  decrease of to ta l energy w hen 
th e  d iam eter rem ains constan t. Namely let,
AEnergy = Total_energy_before -  Total_energy_after 
where;
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• T otal_ener^_before  rep resen ts the  su m  of th e  energy of all th e  
nodes in  th e  netw ork before Algorithm  3 is applied,
• Total_energy_after rep resen ts  th e  su m  of the  energy of all th e  
nodes in  th e  netw ork after A lgorithm  3 is applied.
To com pare th e  to ta l decrease in  energy w hen applying A lgorithm  3, 
we norm alize th e  decrease of th e  to ta l energy, nam ely we com pute 
Aenergy =
ToÈa!_e»ïser^_b«for«
The norm alized energy associated  w ith a  spécifié netw ork to w hich 
Algorithm  3 is applied is independen t on th e  size of th e  d istance  scaling 
factor am ong th e  nodes.
A lgorithm  3 is m ore efficient if for a  given am o u n t of decrease in  to ta l 
energy, th e  d iam eter of th e  netw ork does n o t change (rem ains constant). 
We average th e  value of energy am ong all netw orks of th e  sam e size. The 
re su lts  ob tained  are p resen ted  in  Figure 13. We observe th a t, a s  th e  
netw ork  size increases, th e  value of energy average decreases. This 
m ean s th a t  larger netw orks save overall less energy th a n  sm aller 
netw orks.
42
Algorithm 3
0.12
0.1
<u 0.08
■g 0.06
U>
= 0.04
0.02
0
• Energy-decrease
10 20 30 40 50 60
Network size
70 80 90 100
Figure 13. A lgorithm  3 -  changes of energy average
For th e  pu rpose  of com paring th e  efficiency of A lgorithm  2 for 
netw orks of various sizes, we divide th e  decrease in  th e  to ta l power 
evenly am ong th e  n u m b er of nodes, nam ely we com pute 
Aenergyn =
The re su lts  ob tained  are  p resen ted  in  Figure 14. Since th e  values of 
energyn are  sm all, we m ultiply th e  resu lts  by 10. We observe th a t, a s  th e  
netw ork  size increases, th e  value of energyn continually  decreases. This 
m ean s th a t  larger netw orks spend  per node less energy th a n  sm aller 
netw orks.
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Figure 14. A lgorithm  3 -  changes of energy average /  netw ork  size
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CHAPTERS
CODE DESCRIPTION
5.1 . Code descrip tion of Algorithm  1
In p u t to  th e  m ain  program : the  n u m b er of nodes n  and  th e  m axim um  
tran sm iss io n  range. O u tp u t of the  m ain  program : The to ta l energy of the  
netw ork  before increasing  th e  tran sm iss ion  range, th e  to ta l energy of th e  
netw ork  after increasing  th e  tran sm ission  range, the  d iam eter of th e  
netw ork  before increasing  the  tran sm iss ion  range and  the  d iam eter of 
th e  netw ork  after increasing  th e  tran sm iss ion  range.
In p u t for th e  m ain  program  is a  se t of variables w hose values a re  read  
interactively.
The variab les a re  th e  num N odes w hich is th e  n u m b er of nodes an d  
th e  m axR ange w hich  is th e  m axim um  tran sm iss io n  range read  from  th e  
u se r. The n u m b er of nodes an d  th e  m axim um  tran sm iss io n  range is 
accep ted  from  th e  u se r  an d  th e  node positions an d  th e  tran sm iss io n  
range is generated  random ly using  th e  randO function. The o u tp u t of th e  
randO function  is (x, y, range) w here x  an d  y are  th e  coordinate positions 
an d  range is th e  tran sm iss io n  range of th e  nodes. The a rrays x  an d  y
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sto re  th e  x  an d  y coordinates of th e  node and  th e  array  range  sto res th e  
tran sm iss io n  range of all th e  nodes. The function distance com putes the  
d istance  betw een every p a ir of nodes. The in p u t to th is  function  is th e  se t 
of coord inates an d  th e  o u tp u t is th e  d istance betw een any  two p a ir of 
nodes.
The function  one-hop neighbor com putes th e  one-hop neighbors of all 
th e  nodes. The in p u t is th e  d istance  betw een th e  nodes an d  th e  
tran sm iss io n  range of the  nodes. The o u tp u t is the  one-hop neighbors of 
all th e  nodes an d  is stored  in  th e  a rray  onehop. The m odule checks to 
see if th e  d istance  betw een th e  nodes is less th a n  or equal to the  
tran sm iss io n  range and  if so, th e  node becom es th e  one-hop neighbor.
The function  two-hop neighbor com putes th e  tw o-hop neighbors of all 
th e  nodes. The in p u t is th e  one-hop neighbors of th e  nodes an d  th e  
o u tp u t is th e  two-hop neighbors of all the  nodes. This function  perform s 
th e  u n io n  of one-hop neighbors an d  th e  one-hop neighbors of th e  one- 
hop  neighbors. Two hop neighbors of all th e  nodes are  sto red  in  th e  a rray  
twohop. The isN odesexists function  is u sed  to avoid any  red u n d an cy  of 
nodes in  com puting  th e  tw o-hop neighbors.
The m odule “m ax d istance  of two-hop neighbors ' is  u sed  to  find ou t 
th e  tw o-hop neighbor th a t  is a t the  fa rth es t d istance  an d  th e  
tran sm iss io n  range of th e  node is increased  by th is  d istance  so th a t  all 
th e  tw o-hop neighbors can  be reached. The new  tran sm iss io n  range of 
all th e  nodes is stored  in  th e  a rray  new transrange.
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The m odule “final ne ighbors” is u sed  to  com pute th e  final neighbors of 
all th e  nodes after increasing  th e  tran sm iss ion  range.
The “ra tio ” m odule is u sed  to com pute th e  ratio  of all th e  nodes. Ratio 
of a  node is th e  increase  in  energy to the  increase  in  th e  n u m b er of 
nodes. It is observed th a t  two special cases arise  in  com puting th e  
denom inator. In  th e  following cases th e  denom inator becom es zero. To 
avoid su c h  situ a tio n s following m easu res are  taken:
C a se l: W here th e re  are  no one-hop neighbors. For a  node th a t  does no t 
have one-hop  neighbors we w an t to m ake su re  th a t  th a t  pa rticu la r node 
is n o t selected to increase  its tran sm iss io n  range. So we divide th e  
n u m era to r by 1/m axR ange.
Case2: The n u m b er of one-hop neighbors before increasing  th e  
tran sm iss io n  range is sam e a s  th e  nu m b er of one-hop neighbors after 
increasing  th e  tran sm iss io n  range. To avoid choosing su c h  nodes we 
divide th e  n u m era to r by 0.1.
The ratio  of all th e  nodes is stored  in  th e  a rray  ratio.
The m odule “m inra tio” gets the  node w ith th e  leas t ratio. The in p u t is th e  
ratio  of all th e  nodes an d  th e  o u tp u t is  th e  node w ith  th e  m in im um  ratio . 
The node w ith  th e  m in im um  ratio  is selected to increase  its  tran sm iss io n  
range.
The m odule “old d iam eter” com putes th e  d iam eter of th e  netw ork 
before increasing  th e  tran sm iss ion  range. The in p u t is  th e  onehop a rray  
an d  th e  o u tp u t is th e  d iam eter of th e  netw ork w hich is stored  in  th e
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variable d iam eter. To com pute th e  d iam eter a  m atrix  is initialized in  th e  
following way:
hopsij = 1 if j  is  th e  one-hop neighbor of i 
= 0 0  if j  is n o t th e  one-hop neighbor of j 
Cij = 1 if j  is th e  one-hop neighbor of i 
= CO if j is n o t th e  one-hop neighbor of j 
diam = hopsxC
diam[i,j] = mink=i,..n{ hops[i,k] + C[k,j]}
The final m atrix  diam[i,j] will have th e  sho rtest p a th  betw een any  pa ir 
of nodes.
The longest of th e  sh o rte s t p a th s  will be  chosen  a s  th e  d iam eter of the  
netw ork  an d  is sto red  in  th e  variable diam eter.
The to ta l energy w hich  is th e  su m  of tran sm iss ion  ranges of all the  
nodes is com puted  an d  is stored in  th e  variable totalenergybefore.
The to ta l energy after increasing  th e  tran sm iss io n  range is also 
com puted  an d  sto red  in  th e  variable totalenergyafter.
The d iam eter of th e  netw ork after increasing  th e  tran sm iss io n  range is 
calcu lated  in  a  sim ilar way and  th e  o u tp u t is stored  in  th e  variable 
new diam eter.
For example:
E n te r th e  n u m b er of nodes (max: 10000)
Note th a t  nodes have m axim um  coordinates (10,10)
60
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E n te r  tran sm iss io n  range: (1-100)
15
The to ta l energy before increasing  th e  tran sm iss io n  range is490  
The to ta l energy after increasing  tran sm iss io n  range is492 
The d iam eter of th e  netw ork before increasing  th e  tran sm iss io n  range  is 
8
The new  d iam eter of th e  netw ork after increasing th e  tran sm iss io n  range 
of th e  selected node is6
For th e  above exam ple th e  n u m b er of nodes 60 an d  th e  tran sm iss io n  
range 15 is th e  in p u t to th e  m ain  program . The o u tp u t of th e  program  is 
th e  to ta l energy before increasing  th e  tran sm ission  range w hich is 490, 
to ta l energy of th e  netw ork after increasing  th e  tran sm iss io n  range  w hich  
is 492, d iam eter of th e  netw ork  before increasing  th e  tran sm iss io n  range 
w hich  is 8 an d  th e  d iam eter of th e  netw ork after increasing  th e  
tran sm iss io n  range w hich is 6.
5 .2  . Code descrip tion  of Algorithm 2 
The in p u t to  th e  m ain  program  is the  nu m b er of nodes n  an d  th e  
m axim um  tran sm iss io n  range. O u tp u t of the  m ain  program : th e  to ta l 
energy of th e  netw ork before doubling the  tran sm iss ion  range, th e  to ta l 
energy of th e  netw ork after doubling th e  tran sm iss ion  range, th e  
d iam eter of th e  netw ork before doubling the  tran sm ission  range an d  th e  
d iam eter of th e  netw ork after doubling th e  tran sm iss ion  range.
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In p u t for th e  m ain  program  is a  se t of variables w hose values a re  read  
interactively. The variables are  th e  num N odes w hich is th e  n u m b er of 
nodes an d  th e  m axRange w hich is the  m axim um  tran sm iss io n  range 
read  from  th e  user. The n u m b er of nodes an d  th e  m axim um  
tran sm iss io n  range is accepted  from  th e  u se r  an d  th e  node positions an d  
th e  tran sm iss io n  range is generated  random ly u sin g  th e  rand() function. 
The a rray s x  a n d  y store th e  x  an d  y coordinates of th e  node an d  the  
a rray  range sto res th e  tran sm iss io n  range of all th e  nodes.
The function  distance com putes the  d istance  betw een every p a ir  of 
nodes. The in p u t to th is  function  is th e  se t of coordinates an d  th e  o u tp u t 
is  th e  d is tan ce  betw een any  two pa ir of nodes.
The function  one-hop neighbor com putes th e  one-hop neighbors of all 
th e  nodes. The in p u t is  th e  d istance betw een th e  nodes an d  th e  
tran sm iss io n  range of th e  nodes. The o u tp u t is th e  one-hop neighbors of 
all th e  nodes a n d  is sto red  in  th e  a rray  onehop. The m odule checks to 
see if th e  d istance  betw een th e  nodes is less th a n  or equal to th e  
tran sm iss io n  range an d  if so, th e  node becom es th e  one-hop neighbor. 
The new  tran sm iss io n  range is th e  com puted by  doubling th e  old 
tran sm iss io n  range.
The “ra tio ” m odule is u sed  to com pute the  ratio  of all th e  nodes. Ratio 
of a  node is th e  increase  in  energy to the  increase  in  th e  n u m b er of 
nodes. It is observed th a t  two special cases arise  in  com puting th e
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denom inator. In  th e  following cases  th e  denom inator becom es zero. To 
avoid su c h  s itu a tio n s following m easu res  are taken:
C a se l: W here there  are  no one-hop neighbors. For a  node th a t  does no t 
have one-hop neighbors we w an t to m ake su re  th a t  th a t  p a rticu la r node 
is no t selected  to increase  its  tran sm iss ion  range. So we divide th e  
n u m era to r by 1 /m axR ange.
Case2: The n u m b er of one-hop neighbors before increasing  th e  
tran sm iss io n  range is sam e a s  th e  num ber of one-hop neighbors after 
increasing  th e  tran sm iss io n  range. To avoid choosing su c h  nodes we 
divide th e  n u m era to r by 0.1.
The ratio  of all th e  nodes is stored in  th e  a rray  ratio.
The m odule “m in ra tio” gets th e  node w ith th e  least ratio. The in p u t is 
th e  ra tio  of all th e  nodes an d  th e  o u tp u t is th e  node w ith  th e  m in im um  
ratio. The node w ith  th e  m inim um  ratio  is selected to increase  its  
tran sm iss io n  range.
The m odule “old d iam eter” com putes the  d iam eter of th e  netw ork  
before increasing  th e  tran sm iss io n  range. The in p u t is th e  onehop a rray  
a n d  th e  o u tp u t is th e  d iam eter of th e  netw ork w hich is sto red  in  th e  
variable  d iam eter. To com pute th e  diam eter a  m atrix  is  initialized in  th e  
following way:
hopsij = 1 if j is th e  one-hop neighbor of i
= 0 0 if j  is n o t th e  one-hop neighbor of j 
Cij = 1 if j is th e  one-hop neighbor of i
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= 00 If j  is n o t th e  one-hop neighbor of j 
diam = hopsxC
diam[i,J] = mink=i,..n{ hops[i,k] + C[k,j]}
The final m atrix  diam[i,j] wül have th e  sho rtest p a th  betw een any  pa ir 
of nodes. The longest of th e  sh o rte st p a th s  will be chosen  a s  th e  d iam eter 
of th e  netw ork  an d  is stored in  th e  variable diam eter. The to ta l energy 
w hich  is th e  su m  of tran sm iss ion  ranges of all th e  nodes is  com puted 
an d  is sto red  in  th e  variable totalenergybefore. The to ta l energy after 
increasing  th e  tran sm iss io n  range is also com puted an d  sto red  in  th e  
variable  totalenergyafter. The d iam eter of the  netw ork after increasing  
th e  tran sm iss io n  range is calculated  in  a  sim ilar way an d  th e  o u tp u t is 
sto red  in  th e  variable new diam eter.
For excunple:
E n te r th e  n u m b er of nodes (max: 10000)
Note th a t  nodes have m axim um  coordinates (10,10)
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E n te r tran sm iss io n  range: (1-100)
7
The to ta l energy before doubling tran sm iss io n  range is333 
The to ta l energy after doubling tran sm iss io n  range is334 
The d iam eter of th e  netw ork before doubling tran sm iss io n  range  is 15 
The new  d iam eter of the  netw ork after doubling tran sm iss io n  range of 
th e  selected node is 9
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The new  d iam eter of th e  netw ork after doubling tran sm iss io n  range of 
th e  selected node is 6.
For th e  above exam ple th e  nu m b er of nodes 80 a n d  th e  tran sm iss io n  
range 7 is  th e  in p u t to th e  m ain  program . The o u tp u t of th e  program  is 
th e  to ta l energy before doubling the  tran sm ission  range w hich is 333, 
to ta l e n e r ^  of th e  netw ork  after doubling the  tran sm iss io n  range w hich 
is 334, d iam eter of th e  netw ork  before doubling th e  tran sm iss io n  range 
w hich is 15 and  th e  d iam eter of th e  netw ork after doubling  the  
tran sm iss io n  range w hich is 9.
5 .3 . Code descrip tion of Algorithm  3 
In p u t to th e  m ain  program : the  num ber of nodes n  an d  th e  m axim um  
tran sm iss io n  range. O u tp u t of th e  m ain  program : th e  to ta l e n e r ^  of the  
netw ork  before decreasing  th e  tran sm iss io n  range, th e  to ta l energy of th e  
netw ork  a fte r decreasing  th e  tran sm ission  range, th e  d iam eter of th e  
netw ork  before decreasing  th e  tran sm ission  range an d  th e  d iam eter of 
th e  netw ork  after decreasing  th e  tran sm ission  range.
In p u t for th e  m ain  program  is a  se t of variables w hose values are  read  
interactively. The variab les are  th e  num N odes w hich is th e  n u m b er of 
nodes an d  th e  m axRange w hieh is th e  m axim um  tran sm iss io n  range 
read  from  th e  u ser. The n u m b er of nodes an d  th e  m axim um  
tran sm iss io n  range is  accepted  from the  u se r  and  th e  node positions an d  
th e  tran sm iss io n  range is generated  random ly using  th e  randO function.
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The a rray s x  an d  y store th e  x  an d  y coordinates of th e  node an d  th e  
a rra y  range  sto res the  tran sm iss ion  range of all th e  nodes.
The function  distance com putes th e  d istance  betw een every p a ir  of 
nodes. The in p u t to th is  function  is th e  se t of coordinates an d  th e  o u tp u t 
is  th e  d istance  betw een any  two p a ir of nodes.
T he function  one-hop neighbor com putes th e  one-hop neighbors of all 
th e  nodes. The in p u t is th e  d istance  betw een th e  nodes an d  th e  
tran sm iss io n  range of th e  nodes. The o u tp u t is th e  one-hop neighbors of 
aU th e  nodes an d  is stored in  th e  a rray  onehop. The m odule checks to 
see if th e  d istance  betw een th e  nodes is less th a n  or equal to th e  
tran sm iss io n  range and  if so, th e  node becom es th e  one-hop neighbor. 
The new  tran sm iss io n  range is th e  com puted  by halving th e  old 
tran sm iss io n  range.
The “ra tio ” m odule is u sed  to com pute the  ratio  of all th e  nodes. Ratio 
of a  node is th e  decrease in  energy to th e  decrease  in  th e  n u m b er of 
nodes. It is  observed th a t  two special cases arise  in  com puting th e  
denom inato r. In  th e  following cases th e  denom inator becom es zero. To 
avoid su c h  situ a tio n s following m easu res  are  taken:
C a se l: W here there  are  no one-hop neighbors. For a  node th a t  does n o t 
have one-hop  neighbors we w an t to m ake su re  th a t  th a t  p a rticu la r node 
is n o t selected to decrease its  tran sm iss io n  range. So we divide th e  
n u m e ra to r  by m axRange.
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Case2: The n u m b er of one-hop neighbors before decreasing  th e  
tran sm iss io n  range is sam e a s  th e  nu m b er of one-hop neighbors after 
decreasing  th e  tran sm iss io n  range. To avoid choosing su c h  nodes we 
divide th e  n u m era to r by 0.1.
The ratio  of all th e  nodes is  stored  in  th e  a rray  ratio.
The m odule “m axratio” finds th e  node w ith th e  m axim um  ratio. The 
in p u t is th e  ratio  of all th e  nodes an d  th e  o u tp u t is th e  node w ith th e  
m axim um  ratio . The node w ith  th e  m axim um  ratio  is selected to decrease 
its  tran sm iss io n  range.
The m odule “old d iam eter” com putes the  d iam eter of th e  netw ork 
before decreasing  th e  tran sm iss ion  range. The in p u t is th e  onehop a rray  
an d  th e  o u tp u t is  th e  d iam eter of th e  netw ork w hich  is sto red  in  th e  
variable d iam eter. To com pute th e  d iam eter a  m atrix  is initialized in  th e  
following way:
hopSij = 1 if j  is the one-hop neighbor of i
= 0 0  if j is  n o t th e  one-hop neighbor of j 
Cij = 1 if j  is th e  one-hop neighbor of i 
= 0 0 if j  is n o t th e  one-hop neighbor of j 
diam = hopsxC
diam[i,j] = mink=i,..n{ hops[i,k] + C[k,j]}
The final m atrix  diam[i,j] will have th e  sh o rte st p a th  betw een any  p a ir 
of nodes. The longest of th e  sh o rte s t p a th s  will be chosen  a s  th e  d iam eter 
of th e  netw ork  a n d  is stored  in  th e  variable d iam eter. H ie  to ta l energy
55
w hich  is th e  su m  of tran sm iss io n  ranges of all th e  nodes is com puted  
an d  is  sto red  in  th e  variable totalenergybefore. The to ta l energy after 
decreasing  th e  tran sm iss io n  range is also com puted an d  stored  in  the  
variable to talenergyafter. The d iam eter of the  netw ork after decreasing  
th e  tran sm iss io n  range is calculated  in  a  sim ilar way an d  th e  o u tp u t is 
sto red  in  th e  variable new diam eter.
For example:
E n te r th e  n u m b er of nodes (max: 10000)
Note th a t  nodes have m axim um  coordinates (10,10)
5
E n te r tran sm iss io n  range: (1-100)
88
The to ta l energy before decreasing  th e  tran sm ission  range is 266 
The to ta l energy after decreasing tran sm ission  range by h a lf  is  237 
The d iam eter of th e  netw ork before reducing th e  tran sm iss io n  range by 
h a lf  is 2
T he new  d iam eter of th e  netw ork after decreasing tran sm iss io n  range of 
th e  selected node by h a lf  is 2
For th e  above exam ple th e  n u m b er of nodes 5 an d  th e  tran sm iss io n  
range  88 is th e  in p u t to th e  m ain  program . The o u tp u t of th e  program  is 
th e  to ta l energy before decreasing  th e  tran sm iss io n  range w hich  is 266, 
to ta l energy of th e  netw ork after decreasing th e  tran sm iss io n  range 
w hich  is 237, d iam eter of th e  netw ork  before decreasing  th e  tran sm iss io n
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range w hich  is 2 an d  th e  d iam eter of th e  netw ork after decreasing  th e  
tran sm iss io n  range w hich is 2.
57
CHAPTER 6
CONCLUSION AND FUTURE WORK 
In th is  p ap er we propose th ree  d istribu ted  algorithm s for self- 
ad ju s tin g  th e  tran sm iss io n  range of nodes in  w ireless netw ork. The 
objective is to vary  th e  tran sm iss io n  radii of selective sen so r nodes to 
lower th e  energy sp en t in  b roadcasting  or the  diam eter. The sen so r nodes 
s ta r t  arb itrarily  w ith different tran sm ission  ranges. The nodes positions 
a re  fixed, an d  can  a d ju s t th e  tran sm iss ion  power. However, increasing  
th e  tran sm iss io n  power to reach  m ore nodes m ay consum e m ore energy. 
So, th e  goal is to reduce  th e  tran sm iss ion  power (i.e., save energy) 
w ith o u t reducing  th e  reachability  (in te rm s of th e  n u m b er of nodes).
We propose two algorithm s th a t  increase th e  tran sm iss io n  range of 
nodes. Increasing  th e  tran sm iss io n  range of selective nodes will lower th e  
d iam eter b u t  increase  th e  to ta l energy. The proposed algorithm  com putes 
th e  ratio  of th e  increase  in  tran sm iss io n  range to th e  increase  in  n u m b er 
of nodes of every sen so r node. The node w ith  th e  sm allest ratio  will be 
selected to  increase  its  tran sm iss io n  range. It is  observed th a t, a s  th e  
netw ork  size increases, th e  value of energy average decreases. This
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increase  th e  d iam eter of the  netw ork. Ratio of th e  decrease  in  the  
tran sm iss io n  range to  the  decrease in  the  n u m b er of nodes is calcu lated  
for eveiy node, an d  the  node w ith  th e  h ighest ratio  is selected to decrease 
its  tran sm iss io n  range. It is observed for algorithm  3 th a t  a s  th e  netw ork 
size increases, th e  value of energy average decreases. T his m eans th a t  
larger ne tw orks save overall less energy th a n  sm aller netw orks.
T hough  in  o u r experim ents we have modified th e  tran sm iss io n  range 
of a  single node in  th e  netw ork, we have described o u r algorithm s in  
te rm s of selecting nodes from  individual neighborhoods. A neighborhood 
is a  node together w ith  its  neighbors. Also, o u r experim ents were 
conducted  in  2-d im ensional E uclidean space. The th ree  algorithm s can  
be applied  to  g raphs using  3-dim ensional E uclidean  m etrics. In fact, ou r 
a lgorithm s can  be applied to general g raphs in  w hich th e  d istance  
betw een two nodes is a n  a rb itrary  positive value. The im pact of variable 
tran sm iss io n  range can  be stud ied  for sta tic  nodes. The th ree  algorithm s 
can  be  com bined  w ith  o ther c lustering  algorithm s.
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