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Abstract: We propose geometrical methods for constructing square 01-matrices
with the same number n of units in every row and column, and such that
any two rows of the matrix contain at most one unit in common. These
matrices are equivalent to n-regular bipartite graphs without 4-cycles, and
therefore can be used for the construction of efficient bipartite-graph codes
such that both the classes of its vertices are associated with local constraints.
We significantly extend the region of parameters m,n for which there exist
an n-regular bipartite graph with 2m vertices and without 4-cycles. In that
way we essentially increase the region of lengths and rates of the correspond-
ing bipartite-graph codes. Many new matrices are either circulant or consist
of circulant submatrices: this provides code parity-check matrices consisting
of circulant submatrices, and hence quasi-cyclic bipartite-graph codes with
simple implementation.
Keywords: Low-density parity-check (LDPC) codes, bipartite-graph codes, configurations
in combinatorics, projective and affine spaces
1 Introduction
Bipartite-graph codes are studied in the context of low-density parity-check (LDPC)
codes, i.e., error correcting codes with a strongly sparse parity check matrix. These codes
were first presented by Gallager [1] in 1962, see also [2]-[30] and the references therein.
The general idea of connecting linear LDPC codes to bipartite graphs first appeared
in Tanner’s seminal paper [2]. In the Tanner graph of an LDPC code C, the vertices of
one class (variable vertices) correspond to code symbols and those of the other class are
associated with subcodes (local constraints on variables). The case where the subcodes are
linear codes with a single parity-check has been intensively investigated, see e.g. [2],[6],[8]
-[15],[19]-[24]. In this case, each parity-check of the code C is represented by a subcode
vertex.
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In a number of papers, see e.g. [3]-[5],[16],[28],[29], codes C in which the local con-
straints on variables have few parity-checks are considered. The subcodes are called
component or constituent codes, and C is said to be a generalized LDPC (GLDPC) code.
It is natural to refer to the corresponding bipartite graph as to the generalized Tanner
graph of C.
Sipser and Spielman [3] significantly developed the approach in [2] by using graph
expansion parameters and spectral properties of the Tanner graph for decoding analysis;
they also suggested the term expander codes for code families whose analysis relies on
graph expansion.
Variants of Tanner’s construction were proposed in several papers. In the codes C
investigated in [7],[17],[20],[25]-[27], the code symbols correspond to the edges of a bipartite
graph G; each vertex v of G is associated with a local constraint Cv of length equal to the
degree of the vertex. The subcode Cv coincides with the projection of C on the positions
corresponding to the edges containing v. Usually, the graph G is assumed to be regular
(i.e. each vertex has the same degree) or biregular (i.e. each vertex from the same class
has the same degree). This allows the use of the same local constraint for each vertex v
from the same class, and therefore facilitates decoding analysis. According to [17] and
[27], such a code is called a bipartite-graph code (BG code for short). It should be noted
that the graph G is distinct from the generalized Tanner graph of C. Throughout the
paper we refer to G as the supporting graph of C.
In order to improve the performance of a bipartite-graph code, it is desirable to increase
the girth of the graph, that is, the minimum length of its cycles [6],[8]-[15],[19]-[25]. In this
paper, the combinatorial aspects of this issue are dealt with. In particular, we investigate
the spectrum Σ of parameters m1, m2, n1, n2 for which there exists a biregular bipartite
graph (V1∪V2, E) free from 4-cycles and such that |Vi| = mi, deg(v) = ni for all v in Vi. A
number of new geometrical methods for constructing these graphs are proposed, so that
the spectrum of parameters of bipartite-graph codes is significantly extended, especially
for the case m1 = m2, n1 = n2. It should be noted that if the supporting graph of a BG
code has girth at least six, then the girth of the generalized Tanner graph of this code
(considered as a GLDPC code) is at least ten.
A key tool in our investigation is the 01-matrix M(G) corresponding to a biregular
bipartite graph G with parameters m1, m2, n1, n2 and without 4-cycles: each row corre-
sponds to a vertex in V1, each column to a vertex in V2, and the entry in position (i, j)
is 1 if and only if there is an edge joining the vertices corresponding to the i-th row and
the j-th column. The matrix M(G) is an m1 × m2 matrix, with n1 units in every row
and n2 units in every column; also, since G has no 4-cycles, the 2 × 2 matrix J4 con-
sisting of all units is not a submatrix of M(G). We denote the class of such matrices
as M(m1, m2, n1, n2). For the sake of simplicity, we write M(m,n) for M(m,m, n, n).
Clearly, from a matrix M in M(m1, m2, n1, n2) one can construct a bipartite biregular
graph G(M) free from 4-cycles with parameters m1, m2, n1, n2. Most of the paper is de-
voted to the construction of matrices of type M(m1, m2, n1, n2) - and hence of bipartite
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biregular graphs with parameters m1, m2, n1, n2 - mainly based on incidence structures
in finite projective spaces PG(v, q) over Galois fields Fq (see [31],[32] for basic facts on
Galois Geometries).
We remark that J4-free matrices are studied in connection with LDPC codes not just
as matrices of supporting graphs, see e.g. [6],[8]-[15],[19]-[25], and the references therein.
Mainly, non-square matrices are investigated; exceptions can be found in [13],[19]-[21],[25].
Matrices of type M(m,n) are also relevant in design theory. The fact that the incidence
matrix of a 2-(v, k, 1) design which is either symmetric or resolvable non-symmetric (see
[32]) gives rise to matrices of type M(v, k) is well known, and has already been used in
some works on LDPC codes, see [8, 9, 10]. We point out that weaker incidence structures
such as symmetric configurations (see [32, Section IV.6],[33]-[35]) give rise to matrices of
type M(m,n) as well, and we will significantly rely on this remark throughout the paper.
Also, methods from Graph Theory have turned out to be very useful for constructing of
matrices of type M(m,n), see e.g. [13],[36],[37], and the references therein.
Despite matricesM(m1, m2, n1, n2) having been thoroughly investigated, the spectrum
of parameters in Σ seems to be not wide enough if compared to the permanently growing
needs of practice, where exact values of mi and ni are often necessary. Also, it should
be taken into consideration that distinct constructions provide matrices with distinct
properties, and clearly some choice can be useful.
The paper is organized as follows. First, we provide a construction (Construction A)
based on incidence structures whose point-set consists of a single orbit of points under
the action of a collineation group of a finite affine or projective plane, see Section 3.
In Section 4 we provide Construction B. The starting point is any cyclic symmetric
configuration I. Then we consider incidence substructures in which the point-set is the
union of orbits under the action of subgroups of the automorphism group of I. Construc-
tion B turns out to be very productive, as it gives rise to numerous matrices M(m,n)
and M(m1, m2, n1, n2) with distinct parameters. Moreover, the new matrices M(m,n)
are either circulant or consist of circulant submatrices. Therefore, not only the spectrum
Σ is significantly extended, but also parity-check matrices with interesting and useful
structure are provided, see Remarks 4.7 and 4.11. In particular, we obtain parity-check
matrices consisting of circulant submatrices. The corresponding bipartite-graph codes are
quasi-cyclic (QC). Interestingly, QC codes can be encoded with the help of shift-registers
with complexity linearly proportional to their code length, see [11],[18].
In Sections 5 and 6 we apply the general results obtained in Section 4 to two well-known
classes of cyclic symmetric configurations. This allows us to obtain further parameters of
matrices M(m,n) and M(m1, m2, n1, n2). We give also a number of computer results.
Finally, in Section 7 constructions not arising from collineation groups are described,
and in Section 8 a summary of new symmetric configurations is given.
Some of the results from this work were presented without proofs in [30].
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2 Preliminaries. Problem Statement
2.1 Constructions of Codes
We consider some constructions of codes on bipartite graphs. Let an [n, k] code be a
linear code of length n and dimension k. Note that the methods developed in the present
paper are suitable for both binary and non-binary codes.
Tanner graphs. In [2] Tanner proposed the following way to associate a bipartite graph
T to an [N,K] code C defined by an R × N parity-check matrix H with R ≥ N − K.
One class of vertices {V ′1 , . . . , V ′N} of T, called variable vertices, corresponds to the N
positions of the codewords of C. Every vertex V ′′i of the other class {V ′′1 , V ′′2 , . . . , V ′′R} is
called a subcode vertex and is associated with the parity-check relation corresponding to
the i-th row of H. In other words, the j-th column (i-th row) of H is identified with a
vertex V ′j (V
′′
i ) and a nonzero entry on a position (i, j) of H determines an edge of T
connecting V ′j and V
′′
i . Note that a subcode corresponding to a vertex V
′′
i can be treated
as an [ni, ni−1] code Ci of codimension one whose parity-check matrix consists of the i-th
row of H. This construction is considered in numerous works, see e.g. [6],[8]-[15],[19]-[24],
and the references therein. The graph T is called a Tanner graph of the code C.
The above construction was generalized as follows, see e.g. [3]-[5],[16],[28],[29]. To a
vertex V ′′i it is associated an [ni, ki] subcode Ci with ni − ki > 1 redundancy symbols.
In this case subcodes are called component or constituent codes and the code C is said
to be a generalized LDPC code. We refer to the bipartite graph T as to the generalized
Tanner graph of C. The degree of V ′′i is equal to the length ni, and the code Ci is the
projection of C on the positions associated with the vertices V ′j1, . . . , V ′jni adjacent to V ′′i .
Let R∗ denote the number of constituent codes. Clearly, R =
∑R∗
i=1(ni − ki) holds. The
binary R∗ × N matrix S, in which columns (rows) correspond to vertices V ′j (V ′′i ) and
the entry in position (i, j) is 1 if and only if there is an edge of T joining V ′j and V
′′
i ,
will be called a skeleton (framework) for the R×N parity-check matrix H . Note that H
can be obtained from S by substituting every unit on the i-th row of S with a ((ni − ki)
-positional) column of a parity-check matrix Hi of Ci.
Another connection between codes and bipartite graphs is now considered, see e.g.
[7],[17],[20],[25]-[27]. The main difference with respect to Tanner’s construction is that a
subcode is associated to each vertex of the graph, whereas code-symbols correspond to
its edges.
Basic construction of BG codes ([17]). Let G be an n -regular bipartite graph with
two classes of vertices {V1, . . . , Vm} and {Vm+1, . . . , V2m} (i.e. any vertex is adjacent to
exactly n vertices, but any two vertices from the same class are not adjacent). Let Ct be
an [n, kt] constituent code, t = 1, 2, . . . , 2m. A bipartite-graph code C = C(G; C1, . . . , C2m)
is a linear [N,K] code with length equal to the number of edges of G, that is N = mn.
Coordinates of C are in one-to-one correspondence with the edges of G. In addition, the
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projection of a codeword of C on the positions corresponding to the n edges incident to
the vertex Vt must be a codeword of the constituent code Ct. We call G a supporting
graph of the bipartite-graph code C. Straightforward relations between the parameters of
G and C are the following:
N = mn, K ≤ N −
2m∑
t=1
(n− kt) =
2m∑
t=1
kt −mn. (2.1)
In [20] the case C1 = . . . = C2m is considered. In general, the constituent codes can be
different. In [17] the case C1 = . . . = Cm, Cm+1 = . . . = C2m, k1 6= km+1, is investigated.
In [25] k1 = . . . = k2m, but 2m distinct generalized Reed-Solomon codes Ct are used.
Generalized basic construction of BG codes (see e.g. [27] ). Let the supporting bipartite
graph G be biregular, and let {V1, . . . , Vm1} and {Vm1+1, . . . , Vm1+m2} be its classes of
vertices. Also, let the degree of every vertex from the first (second, resp.) class be equal
to n1 (n2, resp.). Then m1n1 = m2n2. The constituent code Ct is an [n1, kt] code for
t ≤ m1 and an [n2, kt] code for t > m1. The parameters of the [N,K] BG code C satisfy
N = m1n1 = m2n2,
K ≤ N −
m∑
t=1
(n1 − kt)−
2m∑
t=m+1
(n2 − kt) =
2m∑
t=1
kt −m1n1. (2.2)
2.2 Parity-check matrices of BG codes
The parity-check matrix H of a BG code C can be obtained in two steps, see [25]. First, a
skeleton matrix of H is constructed. From codes arising from the basic construction, such
skeleton matrix is a binary 2m × N matrix S(m,n) in which the t-th row is associated
with the vertex Vt. The j-th column contains two units in the positions corresponding to
the vertexes incident with the j -th edge. In other words, S(m,n) is the incidence matrix
(“edges-vertices”) of the supporting graph G(M(m,n)). Then, H can be obtained from
S(m,n) by substituting every unit on the t-th row of S(m,n) with a ((n−kt) -positional)
column of a parity-check matrix Ht of Ct. For codes arising from the generalized basic
construction the procedure is similar.
In Sections 4,5 we construct circulant matrices M(m,n). The corresponding skeleton
S(m,n) can be represented as a block matrix consisting of n identity matrices of order m
and n circulant permutation matrices of size m×m, see Remarks 4.7 and 4.11. Moreover,
if the constituent codes are such that C1 = . . . = Cm and Cm+1 = . . . = C2m, then the
parity-check matrix H obtained from S(m,n) consists of circulant submatrices and defines
a QC code with relatively simple implementation.
From the skeleton S of a BG code (considered as a GLDPC code) it is straightforward
to obtain its generalized Tanner graph. In fact, it is the graph whose adjacency matrix
is S.
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2.3 Problem Statement
LetM be a matrix of type eitherM(m,n) orM(m1, m2, n1, n2), and let G = G(M). Since
M is J4-free, the graph G has girth at least 6. This improves performance of BG code C
whose supporting graph is G. Also, if C is viewed as a GLDPC code, it is easily seen that
the girth of its generalized Tanner graph is at least 10. By (2.1),(2.2), parameters N and
K of the BG code C depend on the values of m,n,m1, m2, n1, n2.
Our goal is to provide as many distinct parameters of BG codes with 4-cycle-free
supporting graphs as possible. This is equivalent to construct J4-free matrices M(m,n)
and M(m1, m2, n1, n2) with as many distinct parameters as possible.
2.4 Incidence structures
Many of the new matrices of type M(m1, m2, n1, n2) constructed in this paper arise from
incidence matrices of incidence structures. An incidence structure is a pair I = (P,L),
where P is a set whose elements are called points, and L is a collection of subsets of P
called blocks (or lines ). A point P and a block ℓ are said to be incident if P ∈ ℓ. An
incidence matrix of I is a 01-matrix M(I) where rows corresponds to blocks, columns to
points, and an entry is 1 if and only if the corresponding point belongs to the corresponding
block.
It is easily seen that the matrix M(I) is a matrix of type M(m1, m2, n1, n2) if and
only if the incidence structure I satisfies the following properties: the number of points
in each block is a constant n1, the number of blocks containing a point is a constant n2,
and no point pair is contained in more than one block (note that m1 is the number of
blocks, and m2 is the number of points). An incidence structure with this property is said
to be a configuration [32, Section IV.6].
If n1 = n2 = k (or, equivalently, the configuration has the same number v of points
and blocks), then I is said to be a symmetric (v, k)-configuration. In this case, M(I) is
of type M(m,n), where m = |P| = |L| and n = n1 = n2. Projective and affine spaces
over finite fields are well-known examples of symmetric configurations.
3 A Geometrical Construction of J4-free matrices
Incidence matrices of several geometrical structures are widely used for obtaining parity-
check matrices of LDPC codes, see [6],[8]-[10],[12],[15],[20]-[30] and the references therein.
In this section, we consider some configurations arising from projective and affine
spaces, in order to obtain matrices of types M(m,n) and M(m1, m2, n1, n2).
Construction A. Take any point orbit P under the action of a collineation group Γ
in an affine or projective space of order q. Choose an integer n ≤ q + 1 such that the
set L(P, n) of lines meeting P in precisely n points is not empty. Define the following
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incidence structure I: the points are the points of P, the lines are the lines of L(P, n),
the incidence is that of the ambient space. Let M be the incidence matrix of I.
Theorem 3.1. The incidence structure I in Construction A is a configuration such that
its incidence matrix is a matrix M(|P|, n) or M(|L(P, n)|, |P|, n, rn), where rn denotes
the number of lines of L(P, n) through a point in P.
Proof. The number of points in a block is n. The number of lines through a point
is a constant rn: this depends on the key property that the collineation group Γ acts
transitively on P. Finally, no two points lie in more than one block. We obtain a matrix
M(|P|, n) if n = rn or a matrix M(|L(P, n)|, |P|, n, rn) otherwise.
Example 3.2. We consider a regular hyperoval O in the projective plane PG(2, q), q
even, see [31, Section 8.4]. Let P = PG(2, q) \ O. Then |P| = q2 − 1. The set P is an
orbit under the action of the collineation group Γ ∼= PGL(2, q) fixing O. Let n = q + 1.
The set L(P, q + 1) consists of 1
2
q(q − 1) lines external to O. Every point of P lies on 1
2
q
such lines, as O has no tangents. We obtain a matrix of type
M(m1, m2, n1, n2) : m1 =
q(q − 1)
2
, m2 = q
2 − 1, n1 = q + 1, n2 = q
2
, q even.
Note that the dual incidence structure is the 2-(1
2
q(q − 1), 1
2
q, 1) oval design [9].
Example 3.3. We consider a conic K in PG(2, q), q odd, see [31, Section 8.2].
1. Let P be the set of 1
2
q(q − 1) internal points to K. It is an orbit under the action
of the collineation group ΓK ∼= PGL(2, q) fixing the conic.
For n = 1
2
(q−1), the set L(P, n) consists of 1
2
q(q+1) bisecants of K. Every internal
point lies on rn =
1
2
(q + 1) bisecants. We obtain a matrix of type
M(m1, m2, n1, n2) : m1 =
q(q + 1)
2
, m2 =
q(q − 1)
2
, n1 =
q − 1
2
, n2 =
q + 1
2
, q odd.
For n = 1
2
(q + 1), we take as L(P, n) the set of 1
2
q(q− 1) lines external to K. Every
internal point lies on rn =
1
2
(q + 1) external lines. We obtain a matrix of type
M(m,n) : m =
q(q − 1)
2
, n =
q + 1
2
, q odd.
2. Another orbit P2 of the group ΓK is the set of 12q(q + 1) external points to K. Let
n = 1
2
(q − 1). We form the set L(P2, 12(q − 1)) from 12q(q + 1) bisecants. Every
external point lies on rn = n =
1
2
(q − 1) bisecants. We obtain a matrix of type
M(m,n) : m =
q(q + 1)
2
, n =
q − 1
2
, q odd.
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Example 3.4. In PG(2, q), with q a square, let P be the complement of the Hermitian
curve H of equation x
√
q+1
0 + x
√
q+1
1 + x
√
q+1
2 = 0 [31, Section 7.3],[32, Section 7.11]. It
is an orbit under the action of the projective unitary group PGU(3, q). As H contains
q
√
q + 1 rational points, we have |P| = q2 + q − q√q. In PG(2, q) there are q2 + q − q√q
lines meeting H in √q+1 points and P in q−√q points. Every point of P lies on q−√q
such lines. We obtain a matrix of type
M(m,n) : m = q2 + q − q√q, n = q −√q, q square.
The remaining q
√
q+1 lines of PG(2, q) are tangent to H and meet P in q points. Every
point of P lies on √q + 1 such lines. We obtain a matrix of type
M(m1, m2, n1, n2) : m1 = q
√
q + 1, m2 = q
2 + q − q√q, n1 = q, n2 = √q + 1, q square.
It should be noted that Construction A works for any 2-(v, k, 1) design D and for any
group of automorphisms of D. The role of q + 1 is played by the size of any block in D.
4 A construction from cyclic symmetric configura-
tions
The aim of this section is to use automorphisms of symmetric (v, k) -configurations I
in order to obtain matrices of type M(m,n) other than M(I). In particular, we are
interested in cyclic automorphism groups of I.
Definition 4.1. A symmetric (v, k)-configuration I = (P,L) is cyclic if there exists a
permutation σ of P mapping blocks to blocks, and acting regularly on both P and L.
We recall two well-known examples from Finite Geometry.
Example 4.2. Any Desarguesian projective plane PG(2, q) is a cyclic symmetric (q2 +
q + 1, q + 1)-configuration.
Example 4.3. Fix a point P and a line ℓ in PG(2, q) with P /∈ ℓ. Let P be the point
set consisting of the points of PG(2, q) distinct from P and not lying on ℓ. Let L be the
line set consisting of lines of PG(2, q) distinct from ℓ and not passing through P . Then
(P,L) is a cyclic symmetric (q2−1, q)-configuration. In [35] such a configuration is called
an anti-flag.
For a cyclic symmetric (v, k)-configuration I = (P,L) let S be the cyclic group gen-
erated by σ. Let P = P0, . . . , Pv−1 and L = ℓ0, . . . , ℓv−1. Arrange indexes in such a way
that
σ : Pi 7→ Pi+1 (mod v),
ℓi = σ
i(ℓ0). (4.1)
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Clearly,
Pi = σ
i(P0), Pi+δ = σ
δ(Pi). (4.2)
For any divisor d of v the group S has an unique cyclic subgroup Ŝd of order d generated
by σt where
t =
v
d
. (4.3)
Let O0, O1, . . . , Ot−1 be the orbits of P under the action of the subgroup Ŝd. Clearly,
|Oi| = d. We arrange indexes so that P0 ∈ O0 and Ow = σw(O0), whence σw(Oc) =
Oc+w (mod t). Therefore,
Oi = {Pi, σt(Pi), σ2t(Pi), . . . , σ(d−1)t(Pi)}, i = 0, 1, . . . , t− 1. (4.4)
By (4.2),(4.4), each orbit Oi consists of d points Pu with u equal to i modulo t.
Let L0, . . . , Lt−1 be the orbits of the set L under the action of Ŝd. Obviously, |Li| = d.
We arrange indexes in such a way that ℓ0 ∈ L0 and Lw = σw(L0). As a result,
Li = {ℓi, σt(ℓi), σ2t(ℓi), . . . , σ(d−1)t(ℓi)}, i = 0, 1, . . . , t− 1. (4.5)
Let
wu = |ℓ0 ∩ Ou|, u = 0, 1, . . . , t− 1. (4.6)
Clearly,
w0 + w2 + . . .+ wt−1 = k. (4.7)
Theorem 4.4. Let I = (P,L) be a cyclic symmetric (v, k)-configuration. Let d and t
be integers as in (4.3). Let O0, . . . , Ot−1 and L0, . . . , Lt−1 be, respectively, orbits of points
and lines of I under the action of Ŝd. Assume also that for points, lines, and orbits,
indexes are arranged as in (4.1), (4.2), (4.4), (4.5). Then for any i and j, every line
of the orbit Li meets the orbit Oj in the same number of points wj−i (mod t), where wu is
defined by (4.6).
Proof. Fix some j ∈ {0, 1, . . . , t − 1}. For any a = 0, 1, . . . , v − 1, let sa be such that
0 ≤ sa ≤ t− 1 and sa ≡ j − a (mod t). As σa maps the orbit Osa on Oj ,
| σa(l0) ∩ Oj |= |l0 ∩ Osa| = wsa
holds. This proves that for any i = 0, 1, . . . , t−1 the line orbit Li consists of lines meeting
Oj in the same number of points wj−i (mod t). Then, as Oj and Li have the same size,
through any point P ∈ Oj there pass exactly wj−i (mod t) lines in Li, each of which meets
Oj in wj−i (mod t) points.
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Definition 4.5. An i× j matrix A is said to be d-block circulant if
A =


C0,0 C0,1 . . . C0,j/d−1
C1,0 C1,1 . . . C1,j/d−1
...
...
...
...
Ci/d−1,0 Ci/d−1,1 . . . Ci/d−1,j/d−1

 (4.8)
for some binary circulant d× d matrices Cλ,µ, 0 ≤ λ ≤ i/d− 1, 0 ≤ µ ≤ j/d− 1.
For a d-block circulant i× j matrix A as in (4.8), the weight matrix W (A) of A is the
i
d
× j
d
matrix whose entry in position λ, µ is the weight of Cλ,µ, that is, the number of
units in each row of Cλ,µ.
We remark that in [35] square i× i d-block circulant matrices are called (i, d)-polycir-
culant.
Corollary 4.6. Let I be as in Theorem 4.4. Then the J4-free incidence v × v matrix V
of I is d-block circulant. More precisely, it can be represented as a t× t block matrix
V =


C0,0 C0,1 C0,2 . . . C0,t−1
C1,0 C1,1 C1,2 . . . C1,t−1
...
...
...
...
...
Ct−1,0 Ct−1,1 Ct−1,2 . . . Ct−1,t−1

 (4.9)
where Ci,j is a J4-free binary circulant d × d matrix of weight wj−i (mod t). The weight
matrix W (V ) is the circulant matrix
W (V ) =


w0 w1 w2 w3 . . . wt−2 wt−1
wt−1 w0 w1 w2 . . . wt−3 wt−2
wt−2 wt−1 w0 w1 . . . wt−4 wt−3
wt−3 wt−2 wt−1 w0 . . . wt−5 wt−4
...
...
...
...
...
...
...
w1 w2 w3 w4 . . . wt−1 w0

 . (4.10)
Proof. A submatrix Ci,j corresponds to the intersections of the lines of the orbit Li with
the points of orbit Oj. The submatrix is circulant due to the arrangements of (4.1), (4.2),
(4.4), (4.5).
Remark 4.7. Let C be a J4-free binary circulant d × d matrix of weight w. Then
several J4-free matrices with different parameters can be constructed by using the natural
decomposition of square circulant 01-matrices, cf. [23, Section IV, B]. Such new matrices
are circulant or consist of circulant submatrices.
From now on, we assume that in circulant matrices rows are shifted to the right. For
a circulant matrix C, consider the set s(C) = {s1, s2, . . . , sw} of the positions of the units
in the first row of C, arranged in such a way that 1 ≤ s1 < s2 < . . . < sw ≤ d.
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Let Id = Id(1) be the identity matrix of order d and let Id(v) be the circulant permu-
tation d × d matrix obtained from Id by shifting of every row by v − 1 positions. The
matrix C can be viewed as the superposition of w matrices Id(si), i = 1, 2, . . . , w.
Taking into account that the “starting” matrix C is J4-free, it is easy to see that the
following holds:
1. The superposition of any w−δ distinct matrices Id(si) gives a J4-free circulant d×d
matrix of weight w − δ.
2. Let Si be a subset of s(C) with |Si| = w − δi. Let C(Si) be the superposition of
w − δi matrices Id(su) with su ∈ Si. A matrix consisting of distinct submatrices of
type C(Si) is J4-free provided that the subsets Si are pairwise disjoint.
3. If the subsets S1, S2 are disjoint, then the following matrix is J4-free:[
C(S1) C(S2)
C(S2) C(S1)
]
.
Remark 4.8. Let a matrixM(m,n) be d-block circulant. Then, by Remark 4.7, a matrix
M(m,n− δ) can be constructed for any δ ≤ n.
We are now in a position to describe our second construction of matrices
M(m1, m2, n2, n2). From now on, the subscript difference j − i is calculated modulo t.
Construction B. Let I = (P,L) be a cyclic symmetric (v, k)-configuration. Let
d and t be integers as in (4.3). Let V be as in (4.9). Fix some non-negative integers
u1, . . . , ur, 0 ≤ ui ≤ t− 1. Let V ′ be a matrix obtained from V by replacing the circulant
submatrices Ci,j such that j− i = uk with d×d matrices Ci,j(Sk) with |Sk| = wj−i−δk, as
in Remark 4.7. Let W (V ′) be the weight matrix of V ′. If an m1
d
× m2
d
submatrix of W (V ′)
is such that the sum of the elements of every row (column) is equal to n1 (n2), then the
corresponding submatrix of V ′ is a J4-free matrix M(m1, m2, n1, n2). For m1 = m2 and
n1 = n2, a matrix M(m,n) is obtained.
Example 4.9. The matrices Ci,j(S) obtained from the submatrix Ci,j of (4.9) as in Re-
mark 4.7, are circulant matrices M(d, wj−i−δ), where |S| = wj−i−δ. Therefore, a family
of J4-free circulant matrices with the following parameters is obtained (cf. Remark 4.8):
M(m,n) : m = d, n = wu − δ, u = 0, 1, . . . , t− 1, δ = 0, 1 . . . , wu − 1.
Example 4.10. By Remark 4.7, for any sequence of non-negative integers w′0, w
′
1, . . . , w
′
t−1
such that w′i ≤ wi there exists a d -block circulant submatrix V ′ of V with
W (V ′) =


w′0 w
′
1 w
′
2 w
′
3 . . . w
′
t−2 w
′
t−1
w′t−1 w
′
0 w
′
1 w
′
2 . . . w
′
t−3 w
′
t−2
w′t−2 w
′
t−1 w
′
0 w
′
1 . . . w
′
t−4 w
′
t−3
w′t−3 w
′
t−2 w
′
t−1 w
′
0 . . . w
′
t−5 w
′
t−4
...
...
...
...
...
...
...
w′1 w
′
2 w
′
3 w
′
4 . . . w
′
t−1 w
′
0

 .
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By Construction B, several J4-free matrices M(m,n) and M(m1, m2, n1, n2) can be ob-
tained as submatrices of V ′. Here, we provide a list of parameters m,n,m1, m2, n1, n2 for
some of these matrices. Significantly, every such matrix consists of circulant submatrices.
1. The matrix V ′ itself is a matrix in M(m,n). Taking into account (4.7), the possible
choices for V ′ give rise to matrices of type
M(m,n) : m = v, n =
t−1∑
u=0
(wu − δu) = k − δ, δ ≤ k − 1.
2. Assume that w′0 = w
′
1 = . . . = w
′
u−1 = w, u ≥ 2. Then for each non-negative integer
c ≤ ⌈u
2
⌉ the submatrix of V ′
(C ′i,j)i=c−1,...,2c−2, j=0,...,c−1
is a matrix of type
M(m,n) : m = cd, n = cw, c = 1, 2, . . . ,
⌈u
2
⌉
.
Matrices of type
M(m,n) : m = cd, n = (c− h)w, c = 1, 2, . . . ,
⌈u
2
⌉
, h = 1, . . . , c− 1.
can be easily obtained by substituting some of the submatrices C ′i,j with the null
d× d matrix. Finally, the submatrices of V ′
(C ′i,j)i=c1−1,...,c1+c2−2, j=0,...,c1−1, 1 ≤ c1 ≤ u, 1 ≤ c2 ≤ u+ 1− c1
are of type
M(m1, m2, n1, n2) : m1 = c1d, m2 = c2d, n1 = c2w,
n2 = c1w, c1 = 1, 2, . . . , u, c2 = 1, 2, . . . , u+ 1− c1.
3. Similarly to ii), if w′1 = . . . = w
′
t−1 = w,w
′
0 6= w then matrices of the following types
can be obtained:
M(m,n) : m = cd, n = w′0 + (c− h)w, c = 2, 3, . . . , t− 1, h = 1, 2, . . . , c.
4. Assume that w′i = w
′
i+f = w
′
i+f+u = w
′
i+2f+u = w, f, u ≥ 1. Then the submatrix of
V ′ [
C ′0,i+f C
′
0,i+2f+u
C ′f,i+f C
′
f,i+2f+u
]
is a matrix of type
M(m,n) : m = 2d, n = 2w.
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5. Assume that w′u+1 = w
′
0, w
′
u+2 = w
′
1, . . . , w
′
2u = w
′
u−1, u ≥ 1. Then the submatrix
of V ′
(C ′i,j)i=u,...,2u, j=0,...,u
is a matrix of type
M(m,n) : m = (u+ 1)d, n = w′0 + w
′
1 + ... + w
′
u.
6. Assume that w′i1 = w
′
i2
= . . . = w′iu = w, 2 ≤ u ≤ t. Then for any c-subset B of
{i1, i2, . . . , iu} the matrix
(C ′0,j)j∈B
is a matrix of type
M(m1, m2, n1, n2) : m1 = d, m2 = cd, n1 = cw, n2 = w, c = 2, 3, . . . , u.
Remark 4.11. Assume that M(m,n) is circulant (an instance is provided by Exam-
ple 4.9). Let s(M(m,n)) = (s1, s2, . . . , sn), cf. Remark 4.7. We consider M(m,n) as a
superposition of n circulant permutation m ×m matrices Im(si), i = 1, . . . , n. Then the
skeleton S(m,n) of the parity-check matrix H of any BG code with supporting graph
G(M(m,n)) is the following matrix consisting of circulant permutation m×m submatri-
ces:
S(m,n) =
[
Im Im . . . Im
Im(s1) Im(s2) . . . Im(sn)
]
. (4.11)
Such a structure of the skeleton matrix can be useful for code implementation. Assume
that for constituent [n, kt] codes Ct we have C1 = . . . = Cm, Cm+1 = . . . = C2m, (cf.
Section 2). Let rt = n − kt. Let also [c(t)j,1c(t)j,2 . . . c(t)j,rt] be the jth column of a parity-
check matrix Ht of the code Ct. We choose parity check matrices for constituent codes in
such a way that H1 = . . . = Hm, Hm+1 = . . . = H2m. Then the parity-check matrix H
corresponding to the skeleton (4.11) has the form
H =


c
(1)
1,1Im c
(1)
2,1Im . . . c
(1)
n,1Im
...
...
...
...
c
(1)
1,r1Im c
(1)
2,r1Im . . . c
(1)
n,r1Im
c
(m+1)
1,1 Im(s1) c
(m+1)
2,1 Im(s2) . . . c
(m+1)
n,1 Im(sn)
...
...
...
...
c
(m+1)
1,rm+1Im(s1) c
(m+1)
2,rm+1Im(s2) . . . c
(m+1)
n,rm+1Im(sn)


.
The matrixH consists of circulant submatrices and defines a QC code, cf. [6],[12],[19],[22]-
[24]. QC codes can be encoded with the help of shift-registers with relatively small
complexity, see e.g. [11], [18].
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5 Intersection Numbers of Orbits of Singer Subgroups
In this section, the general results of Section 4 are applied to the special case I = PG(2, q)
when v = q2 + q + 1, k = q + 1. We treat points of PG(2, q) as nonzero elements of Fq3.
Elements a, b of Fq3 correspond to the same point if and only if a = xb, x ∈ Fq. All
points can be represented by the set {α0, α1, α2, . . . , αq2+q} where α is a a primitive
element of Fq3 . Every class of elements of Fq3 corresponding to the same point has one
representative into the set. The point represented by αi is denoted by Pi, i.e., PG(2, q) =
{P0, P1, P2, . . . , Pq2+q}. It is well-known that the map
σ : Pi 7→ Pi+1 (mod q2+q+1)
is a projectivity of PG(2, q) acting regularly on the set of points and on the set of lines
in PG(2, q). The group S generated by σ is called the Singer group of PG(2, q), whereas
groups Ŝd as defined in Section 4 are said to be Singer subgroups of PG(2, q).
We investigate the possible cardinalities of the intersections of a fixed line of PG(2, q)
with point orbits of Singer subgroups, i.e., the values of wu, see (4.6) and Theorem 4.4.
It is a relevant problem for the purposes of this paper, as the parameters of the new
J4-free matrices, obtained by Construction B, depend on the features of the sequence
w0, w1, . . . , wt−1, see (4.7) and Examples 4.9,4.10.
Let q = ph for some prime p. We use the notations of the previous section. The map
τ : Pi 7→ Pip (mod q2+q+1)
is a permutation on the points of PG(2, q). Actually, it is easy to see that τ is a collineation
of PG(2, q), that is, τ maps collinear points onto collinear points. It is well known (see
e.g. [38, Section 2.3.1]) that under the action of a cyclic collineation group of a finite
projective plane, the point set and the line set have the same cyclic structure. Therefore,
as τ fixes P0, at least one line has to be left invariant by τ . Arrange indexes in such a way
that this fixed line is ℓ0, cf. (4.1), (4.6). By (4.4), τ acts on the set of orbits O0, . . . , Ot−1
as follows: τ(Oi) = Opi (mod t). The orbit O0 always is fixed by τ.
Denote by s(p, t) the number of orbits of Zt \ {0} under the action of the permutation
group generated by the map i 7→ p · i. Then the following result clearly holds.
Proposition 5.1. The cyclic group generated by τ acts on the set O1, . . . , Ot−1 with s(p, t)
orbits.
Proposition 5.2. Let t be a prime. Then s(p, t) divides t − 1 and s(p, t) is the least
integer i such that p ≡ βi (mod t) for some primitive element β ∈ Zt.
Proof. Let e be the order of p (mod t) in the multiplicative group of Zt. Then s(p, t) =
t−1
e
,
and p (mod t) is the s(p, t)-th power of a primitive element in Zt.
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Remark 5.3. As q2 + q + 1 is odd, t is odd too. Also, t 6= 5, as it is straightforward to
check that q2 + q + 1 is not divisible by 5 for any prime power q.
Proposition 5.4. The following holds:
1. If t 6= 3, then s(p, t) ≤ t−1
2
.
2. If t does not divide p2 − 1, then s(p, t) ≤ t−1
3
.
3. s(p, 3) = 2 if p ≡ 1 (mod 3), and s(p, 3) = 1 if p ≡ 2 (mod 3).
4. s(p, 7) = 2 if p ≡ 2 or 4 (mod 7), and s(p, 7) = 1 if p ≡ 3 or 5 (mod 7).
Proof. Explicit values of s(p, 3) and s(p, 7) are straightforward. Letm(p, t) be the smallest
size of an orbit of Zt \ {0} under the action of the group generated by the map i 7→ p · i.
If p 6≡ 1 (mod t), then m(p, t) ≥ 2. Note that as (p2h + ph + 1)/t must be an integer, the
cases p ≡ ±1 (mod t) can occur only for t = 3. Also, m(p, t) = 2 holds if and only if
p2 ≡ 1 (mod t). Otherwise, m(p, t) ≥ 3.
Let v(t) be the number of distinct values of the integers wu of (4.6).
Lemma 5.5. For any non-negative integer u ≤ t− 1, values wu and wpu (mod t) coincide.
Moreover, v(t) ≤ s(p, t)+1, and each value of wu, with at most one exception w0 , occurs
at least (t− 1)/s(p, t) times.
Proof. By our previous assumption the line ℓ0 is fixed by τ. Therefore wu = wpu (mod t).
The other assertions are straightforward.
The case s(p, t) = 1, v(t) ≤ 2, is investigated in [39].
Remark 5.6. By Proposition 5.4 and Lemma 5.5, v(3) ≤ 3 if p ≡ 1 (mod 3). Actually,
in [40] it is proved that equality holds.
Lemma 5.7. Let wi be as in (4.6). Then
t−1∑
i=0
w2i =
q2 + (t+ 1)q + 1
t
. (5.1)
Proof. We consider the point orbit O0 and the line orbits Li under the Singer subgroup Ŝd.
By Theorem 4.4 and Corollary 4.6, for any i = 0, . . . , t−1, through any point of O0 there
pass exactly w−i (mod t) lines in Li, each of which meets O0 in w−i (mod t) points. Therefore,
the points on O0 can be counted as follows:
d =
q2 + q + 1
t
= 1 +
t−1∑
i=0
wi(wi − 1).
Together with (4.7), this proves the assertion.
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Corollary 5.8. Let Oi1, . . . , Ois(p,t) be orbit representatives of the action of τ on the orbits
O1, . . . , Ot−1. If t is prime then
w0 +
t− 1
s(p, t)
s(p,t)∑
j=1
wij = q + 1;
w20 +
t− 1
s(p, t)
s(p,t)∑
j=1
w2ij =
q2 + (t+ 1)q + 1
t
.
Proof. The assertions follow from (4.7) and Lemmas 5.5,5.7.
Proposition 5.9. Let t = 3, and let i0, i1, i2 be such that wi0 ≤ wi1 ≤ wi2, {i0, i1, i2} =
{0, 1, 2}. Let A = (q − √q + 1)/3, B = (q + √q + 1)/3, C = (q − 2√q + 1)/3, D =
(q + 2
√
q + 1)/3. Then the following holds:
1. If q is a non square or q = p2m, p ≡ 1 (mod 3), then wi0 < A, A < wi1 < B,
wi2 > B.
2. If q = p4m+2 and p ≡ 2 (mod 3), then √q ≡ 2 (mod 3) and wi0 = wi1 = A,
wi2 = D.
3. If q = p4m and p ≡ 2 (mod 3), then √q ≡ 1 (mod 3) and wi0 = C, wi1 = wi2 = B.
Proof. For the sake of simplicity assume that i0 = i. By (4.7), ( 5.1), w0 + w1 + w2 =
q + 1, w0w1 + w1w2 + w2w3 =
1
2
((q + 1)2 − 1
3
(q2 + 4q + 1)) = 1
3
(q2 + q + 1). Therefore,
w0, w1, w2 are the roots of the cubic polynomial
T 3 − (q + 1)T 2 + q
2 + q + 1
3
T − w0w1w2.
The real function t 7→ t3 − (q + 1)t2 + 1
3
(q2 + q + 1)t− w0w1w2 is increasing in ]−∞, A],
decreasing in [A,B], increasing in [B,+∞[.
Clearly, when q is not a square, wi =
1
3
(q ± √q + 1) cannot hold. Also, taking into
account Remark 5.6, if p ≡ 1 (mod 3) we have three distinct values of wu. Finally, if p ≡ 2
(mod 3), then, by Proposition 5.4 and Lemma 5.5, w0 < w1 < w2 cannot hold.
Proposition 5.10. Let t = 3, and let i0, i1, i2 be as in Proposition 5.9. Then for any
i, j ∈ {0, 1, 2}, the difference 4q − (3(wi + wj)− 2(q + 1))2 equals 3s2 for some integer s.
Proof. For the sake of simplicity assume that i0 = i. Assume also that i = 0, j = 1.
Consider the integers X = w0 + w1, Y = w0w1. By (5.1), X = (q + 1) − w2, Y =
1
3
(q2 + q + 1) − w2X, whence Y = X2 − (q + 1)X + 13(q2 + q + 1). As the quadratic
polynomial in T
T 2 −XT + Y = T 2 −XT +X2 − (q + 1)X + q
2 + q + 1
3
16
has two integer roots w0, w1, we obtain that
X2 − 4
(
X2 − (q + 1)X + q
2 + q + 1
3
)
=
4q − (3X − 2(q + 1))2
3
is the square of an integer. Then the assertion follows.
From the above Propositions, we obtain an easy algorithm to compute the possible
w0, w1, w2: for any integer s <
2√
3
√
q compute the difference ∆ = 4q−3s2. For the square
values of ∆, the integers 1
3
(
√
∆+ 2(q + 1)) are the only possible values of sums wi + wj.
We now consider the case t > 3.
Proposition 5.11. Let q = pr be a square. Let t be a prime divisor of q2+ q+1. Assume
that p (mod t) is a generator of the multiplicative group of Zt. (If t is not prime, than we
have to assume that the permutation group generated by the map i 7→ p · i acts transitively
on Zt \ {0}). Then t divides either q +√q + 1 or q −√q + 1, and
w1 = w2 = . . . = wt−1 =
q + 1±√q
t
,
w0 =
q + 1± (1− t)√q
t
.
Proof. As τ i(O1) = Opi (mod t), the hypothesis of p being a generator of the multiplicative
group of Zt ensures that τ acts transitively on the orbits O1, . . . , Ot−1. By our assumptions
ℓ0 is a line fixed by τ . Then clearly w1 = w2 = . . . = wt−1. Now (4.7) and (5.1) give
w0 + (t− 1)w1 = (q + 1), 2w0w1 + (t− 2)w21 = (q2 + q + 1)/t. Then w1 is a root of
tT 2 − 2(q + 1)T + q
2 + q + 1
t
.
This proves the assertion.
We remark that the Proposition 5.11 is not empty: for example, for q = 81, t = 7 its
hypothesis are satisfied. Some other values for which this holds are as follows: q = 28,
t = 13; q = 54, t = 7; q = 212, t = 19; q = 38, t = 7; q = 216, t = 13; q = 174, t = 7.
Proposition 5.12. Let q be a square and d = v(q+
√
q+1), v ≥ 1. Then t = 1
v
(q−√q+1)
and w0 =
√
q + v, w1 = . . . = wt−1 = v.
Proof. Let v = 1. Then the point orbits O0, O1, . . . , Ot−1 are Baer subplanes of PG(2, q).
The partition of the points PG(2, q) given by the orbits of the map σt is a partition into
Baer subplanes [31, Section 4.3]. Every line of PG(2, q) meets precisely one subplane in√
q + 1 points, and the remaining subplanes in one point. If v > 1, every orbit Oi is an
union of v subplanes.
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Example 5.13. By Proposition 5.12 for v = 1, Remarks 4.7, 4.8, and Example 4.10iii
one can obtain a family of matrices
M(m,n) : m = c(q +
√
q + 1), n =
√
q + c− δ, (5.2)
c = 2, 3, . . . , q −√q, δ = 0, 1, . . . ,√q + c− 1.
Proposition 5.14. Let q be a square and d = q − √q + 1. Then t = q + √q + 1 and
wu ≤ 2 for every u. There are vj values of u for which wu = j, where v0 = 12(q +
√
q),
v1 =
√
q + 1, and v2 =
1
2
(q −√q).
Proof. Each of the point orbits O0, O1, . . . , Ot−1 are Kestenband-Ebert complete arcs [31,
Section 4.3]. The numbers vm are provided by straightforward computation.
Proposition 5.15. Let d = 3. Then t = 1
3
(q2+ q+1) and wu ≤ 2 for every u. There are
vj values of u for which wu = j , where v0 =
1
3
(q2 − 2q + 1), v1 = q − 1, and v2 = 1.
Proof. Each orbit Ou consists of 3 non-collinear points.
Remark 5.16. Note that the construction of [37, Theorem 3.8] can be viewed as a
particular case of the construction of the present section, cf. Propositions 5.12 and 5.14.
For some q and d, sequences w0, . . . , wt−1 are given in Table I. They are obtained from
both the results of Sections 4,5 and computer search. As a matter of notation, an entry
si in a sequence indicates that s should be repeated i times.
Table I only shows some of the partitions arising from Singer subgroups. In fact, one
can obtain many other results. For example, we obtained by computer the following pairs
(d, w0) : (991, 15), (721, 15), (1093, 15), (817, 21), (1261, 21), (1519, 21), (2107, 21),
(3997, 36), (5419, 36), (3169, 39), (3571, 39), (6487, 39), (6487, 52), (7651, 52), (7651, 57),
(19, 4), (61, 7), (93, 8), (127, 9), (217, 12), (399, 14), (469, 16), (1261, 25), (1387, 27),
(1519, 28), (2107, 31), (3997, 43), (4921, 48), (5419, 49). All correspon- ding matrices
M(m,n) are circulant, see Example 4.9. By Remark 4.7, several matrices M(d, w0 − δ),
δ ≥ 0, can be obtained as well.
6 Orbits of Affine Singer Groups
In this section, the general results of Section 4 are applied to the cyclic symmetric (q2 −
1, q)-configuration described in Example 4.3. Fix the point P = (1 : 0 : 0) and the line
ℓ : X0 = 0 in PG(2, q) . Let P be the point set consisting of the points of PG(2, q) distinct
from P and not lying on ℓ. Let L be the line set consisting of lines of PG(2, q) distinct
from ℓ and not passing through P . We treat points of P as nonzero elements of Fq2 . All
points can be represented by the set {α0, α1, α2, . . . , αq2−2} where α is a primitive element
of Fq2. The point represented by α
i is denoted by Pi, i.e., P = {P0, P1, P2, . . . , Pq2−2}. It
is well-known that the map
σ : Pi 7→ Pi+1 (mod q2−1)
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TABLE I. Construction B. Theoretical and computer results for the case
I = PG(2, q)
q d t w0, w1, . . . , wt−1 q d t w0, w1, . . . , wt−1
4 7 3 1, 1, 3 53 409 7 12, 9, 9, 5, 9, 5, 5
4 3 7 2, 1, 1, 0, 1, 0, 0 61 1261 3 16, 25, 21
7 19 3 1, 4, 3 61 291 13 42, 32, 62, 42, 6, 4, 11, 4, 3
7 3 19 2, 07, 1, 0, 1, 0, 1, 1, 0, 1, 0, 0, 1 64 1387 3 27, 19, 19
9 13 7 4, 1, 1, 1, 1, 1, 1 64 219 19 11, 318
9 7 13 2, 2, 0, 0, 2, 0, 1, 0, 1, 0, 0, 1, 1 64 73 57 9, 156
11 19 7 0, 1, 1, 3, 1, 3, 3 67 1519 3 21, 28, 19
11 7 19 0,1,2,12,0,1,02,1,0,2,05 ,2,1 67 651 7 8, 13, 13, 7, 13, 7, 7
13 61 3 4, 7, 3 73 1801 3 19, 28, 27
16 91 3 7, 7, 3 79 2107 3 31, 21, 28
16 39 7 2, 1, 1, 4, 1, 4, 4 79 903 7 8, 9, 9, 15, 9, 15, 15
16 21 13 5, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 81 949 7 4, 13, 13, 13, 13, 13, 13
16 13 21 1,22,05,2,0,1,0,1,2,02,2,1 2,0,2 81 511 13 4,8,8,6,9,8,9,1,6,4,6,9,4
19 127 3 4, 7, 9 83 367 19
5, 8, 4, 4, 4, 1, 1, 8, 3, 5,
4, 4, 5, 1, 5, 5, 8, 5, 4
23 79 7 0, 5, 5, 3, 5, 3, 3 97 3169 3 28, 31, 39
25 217 3 7, 7, 12 107 1651 7 13, 24, 15, 15, 13, 15, 13
25 93 7 8, 3, 3, 3, 3, 3, 3 109 3997 3 31, 43, 36
25 31 21 6, 120 109 1713 7 8, 15, 15, 19, 15, 19, 19
25 21 31
22, 12, 22, 0, 2, 02, 1, 0, 2, 1,
0, 1, 03, 1, 22, 03, 2, 03, 2, 0
125 829 19
4, 9, 9, 9, 9, 4, 4, 9, 9, 4,
9, 9, 4, 4, 4, 4, 9, 4, 9
29 67 13 0, 3, 3, 4, 2, 3, 2, 3, 4, 0, 4, 2, 0 137 2701 7 15, 23, 15, 23, 23, 24, 15
31 331 3 7, 12, 13 137 511 37
5, 82, 2, 5, 4, 5, 2, 6, 23, 3,
5, 2, 4, 3, 2, 5, 2, 4, 5, 3, 2,
6, 22, 3, 8, 32, 43, 2, 0, 6
32 151 7 0, 5, 5, 6, 5, 6, 6 139 1497 13 10,162,102,7,103,11,7,16,7
37 469 3 13, 9, 16 149 3193 7 12, 25, 25, 21, 25, 21, 21
37 201 7 8, 3, 3, 7, 3, 7, 7 151 3279 7 32, 19, 19, 21, 19, 21, 21
37 67 21
0, 1, 2, 0, 1, 2, 1, 1, 2, 4, 1,
2, 4, 3, 2, 0, 1, 2, 4, 1, 4
163 8911 3 63, 49, 52
43 631 3 13, 12, 19 163 3819 7 32, 25, 25, 19, 25, 19, 19
49 817 3 13, 21, 16 163 1407 19
6, 12, 6, 6, 9, 6, 7, 6, 9, 7,
13, 7, 12, 12, 9, 5, 6, 13, 13
49 57 43 8, 142 163 1273 21
9, 9, 5, 7, 9, 7, 7, 7, 5, 11, 5,
5, 7, 5, 16, 11, 9, 7, 11, 5, 7
is a collineation of the incidence structure I = (P,L) acting regularly on both P and L.
The group S generated by σ is called the affine Singer group of I, whereas groups Ŝd, as
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defined in Section 4, are said to be affine Singer subgroups of I.
The cases d = q + 1 and d = q − 1 are of particular interest. Every orbit under the
action of the group Ŝq−1 is precisely the intersection of a line of PG(2, q) through P with
the point set P. We will refer to this intersection as to the trace of the line. On the other
hand, the orbits under the action of the group Ŝq+1 are (disjoint) conics. Denote by v(t)
the number of distinct values of the integers wu of (4.6).
Proposition 6.1. Let t be a divisor of q+1. Then v(t) = 2 and w1 = w2 = . . . = wt−1 =
(q + 1)/t, w0 = (q + 1)/t− 1.
Proof. Let ℓ′ be a line of L and let (ℓ′)∗ be the line of PG(2, q) through P meeting the
removed line ℓ in the same point as ℓ′. Then ℓ′ is disjoint from the trace of (ℓ′)∗ but meets
all the remaining q traces. Each orbit O under the action of Ŝd with d = (q2 − 1)/t =
(q−1)(q+1)/t is a union of the traces of (q+1)/t lines of PG(2, q) through P . Therefore,
the line ℓ′ meets the orbit O in (q + 1)/t points if (ℓ′)∗ /∈ O and in (q + 1)/t− 1 points if
(ℓ′)∗ ∈ O.
Example 6.2. Using Proposition 6.1 for t = q+1, Remarks 4.7, 4.8, and Examples 4.10ii,
4.10iii, one can obtain a family of matrices
M(m,n) : m = c(q − 1), n = c− δ, δ = 0, 1, . . . , c− 1, (6.1)
c = 2, 3, . . . , b, b = q if δ ≥ 1, b =
⌈q
2
⌉
if δ = 0.
Proposition 6.3. Let t be a divisor of q−1. Then v(t) ≤ 2(q−1)/t and wu ≤ 2(q−1)/t
for every u.
Proof. Each orbit under the action of Ŝd with d = (q
2− 1)/t = (q+1)(q− 1)/t is a union
of (q−1)/t disjoint conics. Therefore, each line of L meets this orbit in at most 2(q−1)/t
points.
For some q and t such that t does not divide q + 1, sequences w0, . . . , wt−1 obtained
from computer search are given in Table II.
7 Constructions not Arising from Collineation Groups
7.1 Product of Parabolas
Let AG(r, q) be the r-dimensional affine space over Fq (which is sometimes denoted as the
Euclidean space EG(r, q).) A point in AG(r, q) corresponds to a vector in F rq . Following
[41], in AG(2v, q) with q even we consider the product K of v parabolas, that is, the set
of size qv
K = {(a1, a21, a2, a22, . . . , av, a2v) | a1, . . . , av ∈ Fq} ⊂ AG(2v, q).
In terms of [42, Section 2], K is a maximal translation cap.
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TABLE II. Construction B. Theoretical and computer results for the case
I = AG(2, q)
q d t w0, w1, . . . , wt−1 q d t w0, w1, . . . , wt−1
7 16 3 1, 2, 4 31 160 6 5, 6, 8, 4, 2, 6
7 8 6 1, 2, 2, 0, 0, 2 37 456 3 9, 12, 16
9 20 4 1, 2, 4, 2 37 342 4 9, 12, 10, 6
9 10 8 1, 2, 2, 2, 0, 0, 2, 0 37 114 12 1, 44, 6, 2, 0, 4, 2, 4, 2
11 24 5 3, 2, 2, 0, 4 41 420 4 13, 8, 8, 12
11 15 8 3, 1, 1, 1, 0, 2, 1, 2 41 336 5 5, 12, 10, 6, 8
11 12 10 1, 22, 0, 22, 03, 2 41 140 12 3, 23, 5, 2, 4, 52, 4, 2, 5
13 56 3 5, 2, 6 43 616 3 17, 10, 16
13 42 4 5, 2, 2, 4 49 800 3 17, 20, 12
13 28 6 3, 0, 2, 2, 2, 4 49 600 4 9, 12, 16, 12
13 21 8 1, 1, 2, 2, 4, 1, 0, 2 49 300 8 1, 6, 8, 6, 8, 6, 8, 6
13 14 12 1, 02, 24, 0, 2, 02, 2 53 702 4 17, 12, 10, 14
17 72 4 5, 2, 4, 6 61 1240 3 25, 16, 20
17 36 8 1, 0, 2, 2, 4, 2, 2, 4 61 930 4 13, 18, 18, 12
17 24 12 3, 1, 22, 12, 0, 2, 1, 0, 22 81 1312 5 9, 18, 18, 18, 18
19 120 3 9, 6, 4 81 656 10 1, 8, 10, 8, 10, 8, 10, 8, 10, 8
19 60 6 3, 2, 2, 6, 4, 2 89 1980 4 25, 18, 20, 26
19 45 8 3, 4, 2, 4, 2, 1, 2, 1 97 3136 3 37, 34, 26
25 208 3 5, 10, 10 103 3536 3 41, 32, 30
25 156 4 5, 8, 8, 4 109 2970 4 29, 32, 26, 22
25 104 6 1, 4, 6, 4, 6, 4 121 4880 3 33, 44, 44
27 91 8 1, 3, 3, 3, 6, 4, 3, 4 121 2440 6 13, 20, 24, 20, 24, 20
29 210 4 5, 6, 10, 8 121 1220 12 1, 10, 12, 10, 12, 10, 12, 10, 12, 10, 12, 10
29 120 7 5, 2, 4, 4, 8, 4, 2 169 4080 7 13, 26, 26, 26, 26, 26, 26
31 320 3 9, 8, 14 169 2040 14
1, 12, 14, 12, 14, 12, 14, 12, 14, 12, 14,
12, 14, 12
31 192 5 7, 4, 6, 4, 10
Let A = AG(2v, q)\K be the complement ofK. Clearly, |A| = qv(qv−1). In AG(2v, q),
there are q2v−1Bq,v lines, where Bq,v = (q2v − 1)/(q − 1) is the number of lines through
every point. Since K is a cap, it is easily seen that qvBq,v − qv(qv − 1)/2 lines meet K
and qv(qv−1 − 1)Bq,v + qv(qv − 1)/2 lines lie entirely in A.
Proposition 7.1. The number of lines contained in A through a given point is constant
and equal to Bq,v − qv + 12(q − 2).
Proof. As K is a maximal translation cap in AG(2v, q), from [42, Proposition 2.5 ] it
follows that through any point in A there pass exactly 1
2
(q−2) secants of K. In addition,
we have exactly qv − q + 2 tangents to K.
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By Proposition 7.1, the incidence structure whose points are the points in A and whose
lines are the lines contained in A is a configuration. Matrices in M(m1, m2, n1, n2) are
then obtained for the following values of the parameters:
m1 = q
v(qv−1 − 1)q
2v − 1
q − 1 +
qv(qv − 1)
2
, n1 = q,
m2 = q
v(qv − 1), n2 = q
2v − 1
q − 1 − q
v +
q − 2
2
, q even.
7.2 Projective Spaces and Subspaces
Fix h and q, and an integer s, with 0 ≤ s ≤ h−1. Consider the following incidence struc-
ture: points are subspaces of PG(h, q) of dimension s; blocks are subspaces of PG(h, q) of
dimension s + 1; incidence is set-theoretical inclusion. This structure is a configuration.
By [31, Theorem 3.1], the numbers of points and blocks are, respectively,
vh,s =
h+1∏
i=h−s+1
(qi − 1)
s+1∏
i=1
1
qi − 1 , bh,s =
h+1∏
i=h−s
(qi − 1)
s+2∏
i=1
1
qi − 1;
the number of points in a block is (qs+2−1)/(q−1) (by duality, the number of hyperplanes
in a space of dimension s+ 1 is the number of points of the space); the number of blocks
through a point is (qh−s − 1)/(q − 1) (again by duality, the number of subspaces of
dimension s+1 containing a given subspace of dimension s coincides with the number of
hyperplanes of a subspace of dimension h− 1− s). Clearly, no two points are contained
in two distinct blocks. Then matrices of the following type are obtained:
M(m1, m2, n1, n2) : m1 = bh,s, m2 = vh,s, n1 =
qs+2 − 1
q − 1 , n2 =
qh−s − 1
q − 1 .
When h − s = s + 2, that is h = 2c is even and s = h
2
− 1 = c − 1, we have bh,s = vh,s,
n1 = n2. This gives matrices
M(m,n) : m =
2c+1∏
i=c+2
(qi − 1)
c∏
i=1
(qi − 1)−1, n = q
c+1 − 1
q − 1 , c ≥ 1.
If h = 2 the incidence structure is just the projective plane. For h = 4, c = 2, s = 1, we
obtain the following parameters
M(m,n) : m = (q2 + 1)(q4 + q3 + q2 + q + 1), n = q2 + q + 1.
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7.3 q-Cancellation Construction
This construction is given in [37, Constructions 3.2,3.3], see also the references therein
and [25].
In the projective plane PG(2, q) we fix a line ℓ and a point P and assign an integer
s ≥ 0. If P ∈ ℓ we choose s points on ℓ distinct from P , and s lines through P distinct
from ℓ. If P /∈ ℓ we choose s arbitrary points on ℓ and consider the s lines connecting P
with these points. The incidence structure obtained from PG(2, q) by dismissing all the
lines through the s+ 1 selected points and all the points lying on the s+ 1 selected lines
provides a matrix
M(m,n) : n = q − s, m =
{
q2 − qs if P ∈ ℓ
q2 − (q − 1)s− 1 if P /∈ ℓ . (7.1)
It should be noted that Example 4.3 describes a particular case of this construction
with P /∈ ℓ, s = 0. Significantly, in this case the incidence structure has a cyclic automor-
phism group. It essentially extends the list of parameters and gives matrices consisting
of circulant submatrices, see Proposition 6.1 and Example 6.2.
8 Summary of new symmetric configurations
For q a power prime, the constructions using complements of Baer subplanes [35] and Ex-
ample 4.2 give rise to symmetric configurations with parameters (q4− q, q2) and (q2+ q+
1, q+1). Such configurations, together with configurations with parameters (m,n) where
m,n are as in (7.1), will be referred to as classical . In [33] symmetric configurations with
the following parameters (m∗, n∗) are obtained: (69, 8), (89, 9), (111, 10), (145, 11), (171, 12),
(213, 13), (255, 14), (303, 15), (355, 16), (399, 17), (433, 18), (493, 19), (567, 20), (667, 21),
(713, 22), (745, 23), (851, 24), (961, 25). In [33] it is also proved that symmetric configura-
tions with parameters (m1, n
∗) with m1 > m∗ exist for every pair (m∗, n∗). Therefore, it
would be interesting to obtain non-classical configurations with parameters (m2, n
∗) with
m2 < m
∗.
In [35] configurations with the following parameters (m2, n
∗) are constructed: (98, 10),
(242, 14), (338, 16), (338, 17), (578, 21), (722, 23).
The following new parameters (m2, n
∗) with m2 < m∗ are obtained from the construc-
tions proposed in Sections 3-7 : n∗ = 8, m2 = 65; n∗ = 11, m2 = 133; n∗ = 12, m2 = 168;
n∗ = 13, m2 = 183, 189; n∗ = 14, m2 = 210, 231, 252; n∗ = 15, m2 = 231, 252, 272, 273;
n∗ = 16, m2 = 273, 288, 307, 324, 341, 342; n∗ = 17, m2 = 307, 342, 360, 372, 381; n∗ = 18,
m2 = 360, 381, 403; n
∗ = 19, m2 = 381, 434, 462, 465, 484; n∗ = 20, m2 = 465, 484, 496,
506, 525, 527, 528, 552, 553, 558, 651; n∗ = 21, m2 = 496, 506, 527, 552, 553, 558, 576, 589,
598, 600, 620, 624, 644, 650, 651; n∗ = 22, m2 = 527, 528, 553, 558, 576, 589, 600, 620, 624,
650, 651, 672, 676, 700, 702; n∗ = 23, m2 = 553, 558, 589, 600, 620, 650, 651, 672, 676, 700,
23
702, 728; n∗ = 24, m2 = 589, 620, 624, 651, 676, 702, 728, 756, 780, 784, 806, 810, 812, 837,
840; n∗ = 25, m2 = 651, 702, 756, 784, 810, 812, 837, 840, 868, 870, 899, 900, 930.
Table III illustrates how to obtain some of the above parameters m2. In column “C”,
a, b and c stand for Examples 3.4, 5.13, and 6.2, respectively, whereas d (resp. e ) means
that the parameters are obtained by applying Remark 4.7i to the cyclic structures of
Examples 4.2 (resp. 4.3); f stands for Example 4.10iii.
TABLE III. Obtaining the new parameters
n∗ m2 C q c δ n∗ m2 C q c δ
8 65 b 9 5 0 16, 17 342 c 19 19 3, 2
11 133 d 11 1 17, 18 360 d 19 2, 1
12 168 b 16 8 0 17 372 b 25 12 0
13 183 d 13 1 17,18,19 381 d 19 3,2,1
13 189 b 16 9 0 18 403 b 25 13 0
14 210 b 16 10 0 19 434 f 25 2
14,15 231 b 16 11 1, 0 19 462 c 23 21 2
14,15 252 b 16 12 2, 1 19, 20 465 b 25 15 1, 0
15 272 c 17 17 2 19, 20 484 c 23 22 3, 2
15,16 273 d 16 2, 1 20, 21 496 b 25 16 1, 0
16 288 e 17 1 20, 21 506 c 23 23 3, 2
16,17 307 d 17 2, 1 20 525 a 25
16 324 c 19 18 2 20,21,22 527 b 25 17 2,1,0
16 341 b 25 11 0 20 528 c 25 22 2
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