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In this work, a sparsity promoting strategy is developed in order to jointly achieve two complementary tasks
regarding sound sources: localization and identiﬁcation. Here, the sources are assumed sparse in the spatial
domain, and greedy algorithms are used for their joint localization and identiﬁcation in terms of spherical
harmonics components. We study the case of sources located in a 3D space both numerically and experimentally.
Two real sources based on loudspeaker elements are ﬁrst precisely calibrated using a dense virtual spherical array.
These standard sources are used afterwards to evaluate a sparse localization/identiﬁcation strategy using an 3D
array of microphones. Therefore signals from the calibrated sources are simulated over 96 randomly distributed
microphones. The sparse model of the sources to be found mixes location and spherical harmonics decomposition.
The identiﬁcation strategy is evaluated according to a random positioning error of the microphones, and also
according to the shift of the reconstruction grid with respect to the true position of the simulated sources. Finally
the sparse identiﬁcation strategy is implemented on signals recorded by random arrays of microphones in a real
environment.
1 Introduction
Acoustic source identiﬁcation is an important issue
when dealing with noise problems. Identiﬁcation aims
at an objective description of the acoustic phenomenon
generating a perturbing noise. A preliminary step to its
identiﬁcation is the precise localization of the source to
be studied by processing the signals issued from an array
of microphones. As a matter of fact this preliminary step
is most of the time considered suﬃcient. Indeed space
is generally investigated looking for simple monopoles,
therefore obtaining no clues regarding the true nature of
the sources. Anyway, identifying a source nature requires
having a global look at it, which is generally not the case
for standard techniques using microphones located in the far
ﬁeld of the source. The objective of the present work is to
develop a strategy allowing performing in a 3D space the
joint localization and objective characterization of sources
of arbitrary nature. This strategy is based on the design of
complex spherical harmonics (SH) modelling of the sources
combined with the use of sparsity promoting algorithms for
their localization. The second section of the paper presents
the SH formalism used for describing complex directivities.
The third section presents the numerical strategy using a
greedy algorithm, Orthogonal Matching Pursuit (OMP),
to achieve jointly the localization and identiﬁcation tasks.
This OMP algorithm relies on the careful design of a model
’dictionary’ which is also described. The fourth section
presents the experiment set up for calibrating arbitrary
sources. A quantiﬁed identiﬁcation of these sources is
given in terms of the SH decomposition basis. These
calibrated sources are used in the following for simulations
and experiments. Simulations of the sparse analysis process
are presented. In the ﬁfth section we describe experiments
set up for the identiﬁcation of the calibrated sources using
3D random arrays of microphones. For the experiments led
in a real environment the results provided by the previous
strategy are discussed. And ﬁnally, concluding remarks
expose its perspectives and limitations.
2 Source model
2.1 Spherical harmonics model
In order to have a physical comprehension of the sought
sources, a natural way is to ﬁt their radiation signature to
models of known phenomena or a combination of them. In
this framework we recall that a point mass ﬂux is described
by a monopole model, while a local momentum or force
ﬂux obeys a dipole model. These two models correspond to
the zero and ﬁrst order elements of the spherical harmonics
family which is to be used in the following to decompose
complex sources. Let an harmonic sound ﬁeld spatially
sampled in a 3-dimensional space be described by the
spherical coordinates (O, r,Ω), where Ω ≡ (θ, φ). The
spherical harmonic expansion of the sound pressure function
p at any sample point (r,Ω), and wave number k, emanating
from a point source at the origin writes, in free ﬁeld
conditions [1]
p(kr,Ω) =
∞∑
l=0
l∑
q=−l
xqn(k)hl(kr)Y
q
l (Ω) (1)
Yql (·) denotes the spherical harmonic of order l and degree q,
whose expression is given by:
Yql (Ω) ≡
√
(2l + 1)
4π
(l − q)!
(l + q)!
Pql (cos θ) e
iqφ (2)
where Pql (·) denotes the orthogonal Legendre polynomials
and hl(·) the corresponding outgoing radial Hankel function
of order l. Both of these mathematical objects are deﬁned in
[1]. xql (k) are the spherical harmonics expansion coeﬃcients.
In this work we intend to identify the radiation pattern
of a complex source by estimating the unknown coeﬃcients
xql (k) of the spherical harmonics expansion. The pressure p is
sampled with microphones at several positions in the sound
ﬁeld. Note that the considered pressures are harmonic at the
speciﬁc frequency f = kc/2π, where c is the sound velocity.
However, a correct radiation analysis relies on the
proper knowledge of the source location. Recent works
have shown that translations and rotations of the source
have signiﬁcant eﬀects on the expansion coeﬃcients and
may yield to highly inaccurate radiation pattern estimation
[2, 3, 4]. Furthermore, the exact alignment of a source can
be very diﬃcult and even impossible to manage particularly
for extended sources such as musical instruments. In the
following, we propose a diﬀerent method based on the joint
localization of the acoustic center of a complex source and
identiﬁcation of the xql (k).
3 Joint localization and identiﬁcation
strategy
3.1 Problem formulation
The strategy consists in seeking the exact source location
among N possible positions (rn,Ωn), nodes on a predeﬁned
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grid. Therefore, the radiated sound ﬁeld is sampled at M
points (rm,Ωm) using a set of microphones. For each possible
target point (rn,Ωn), equation (1) can be rearranged in matrix
form:
p = Anxn (3)
where p, the M × 1 measured pressure vector, writes:
p =
[
p(r1,Ω1) . . . p(rm,Ωm) . . . p(rM ,ΩM)
]T (4)
The dependence on k is omitted for notation simplicity. If the
model is restricted to order L, we seek the (L+ 1)2 × 1 vector
of SH expansion coeﬃcients writing:
xn =
[
(x00)n (x
−1
1 )n . . . (x
q
l )n . . . (x
L
L)n
]T
(5)
and the M × (L + 1)2 transfer matrix An is deﬁned by :
An = [(a00)n . . . (a
q
l )n . . . (a
L
L)n]
T (6)
where
(aql )n =
[
hl(r1n)Y
q
l (Ω1n) . . . hl(rMn)Y
q
l (ΩMn)
]T
(7)
The (aql )n=1...N vectors are the elementary radiation patterns,
also called ’atoms’. Now when dealing with the whole set of
target points, equation (3) becomes:
p = Ax (8)
where the M ×N(L+ 1)2 matrix A,also called ’dictionary’, is
the concatenation of the sub-arrays An, so that :
A = [A1 . . . An . . . AN] (9)
and the corresponding N(L + 1)2 × 1 coeﬃcients column
vector x = [xT1 . . . x
T
n . . . xTN]
T .
3.2 Sparsity promoting recovery
Solving the inverse formulation of system (8) yields
the source vector x that contains the coeﬃcients of the
spherical harmonics expansion for each candidate position
(rn,Ωn). The number of sampling points, i.e the number
of microphones, is far lower than the dimension of the
source vector: dim(x). The system is consequently highly
under-determined and has an inﬁnity of solutions. Moreover,
in our source localization framework, we assume that the
number of point sources is small regarding dim(x). The
signal x is said to be sparse in the spatial domain. Let us
recall that a signal x is said to be K − sparse when it can
be approximated using only K coeﬃcients in a relevant
decomposition basis, with K  dim(x)). Therefore p is a
linear combination of the elements of only K sub-arrays A j
out of A:
p =
∑
j∈J
x jA j (10)
where J is a subset of {1 . . .N(L+1)2} such that Card(J) = K.
In this paper we focus on the selection of only one acoustic
centre. The source vector x is therefore expected to be 1-
sparse in the space domain. In parallel we do not consider
sparsity in the elementary radiation patterns sub-domain.
Recent advances in signal processing have shown that a
suﬃciently sparse signal can be recovered accurately from
a few measurements provided that the transfer matrix A
presents speciﬁc properties. The theory, called Compressive
Sampling, stipulates that if A presents some randomness, the
signal x can be recovered from only M = O (Klog (N/K))
measurements [5]. Moreover, CS theoretically allows to
under sample the measured ﬁeld far below the Nyquist
rate. And ﬁnally, randomly distributing in space a relatively
small number of microphones should provide a well-adapted
dictionary A.
The recovery process itself uses dedicated algorithms that
aim, from an inﬁnite set of solutions, to extract the sparsest
one.
3.3 Reconstruction algorithm
In order to recover the sparse vector x we use an
algorithm inspired by the ”greedy” algorithm: Orthogonal
Matching Pursuit (OMP) [6]. It comprises two successive
steps exploiting the same transfer matrix given by equation
(9): the ﬁrst step locates the source, the second step
identiﬁes its nature. In the ﬁrst step, the measurement
vector p is correlated to each atom of the dictionary A. The
most correlated atom indicates the source location and the
subspace An describing the source. In the second step the
selected subspace undergoes the following iterative process
in order to derive the SH expansion coeﬃcients in the xn
subspace :
1. Initialize a residue r0 = p and an iteration counter k =
0
2. Extract the contribution of the SH expansion
coeﬃcient (xql )n by projecting the residue rk over the
components (aql )n of the selected An such that:
(xql )n = max(l,q)
∣∣∣∣〈(aql )n, rk〉∣∣∣∣
3. Remove the orthogonal projection of rk on every
remaining and previously orthogonalized elements of
the subspace An
4. Iterate k = k + 1 until every SH expansion coeﬃcients
in the xn subspace has been selected , that is up to k =
(L + 1)2 when working with a L-limited order.
Note that the orthogonalization procedure of step 3 has a key
role. In fact, the family composed of the (aql )n for one source
position should constitute an orthogonal basis if the location
n corresponds to the origin of the coordinate system and
if the pressure ﬁeld p is sampled on the unit sphere. With
randomly distributed microphones, these conditions are not
met. Since the components (aql )l=1...L are not orthogonal,
when subtracting the projection of rk over aq
′
l′ , the algorithm
introduces new components in the directions of {aql }ll′,qq′ .
Therefore the components in An have to be orthogonalized.
If several sources are to be located, the orthogonalization
procedure has to be carried out for each selected sub-array.
Interestingly it allows the use of diﬀerent geometries of
microphones arrays which may be more convenient to
design than a spherical array.
4 Results
4.1 Source Calibration procedure
To evaluate our identiﬁcation strategy, we need sources
calibrated according to the SH decomposition basis. Two
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sources based on standard loudspeaker elements have been
chosen. The A source consists of a bare loudspeaker
expected to approach a dipole type source. The B source
is a baﬄed loudspeaker expected to approach a monopole.
For their precise identiﬁcation a set of 120 microphones
was mounted according to a vertical semi-circle with a 110
cm radius. The elevation radiation pattern is collected with
a 1.5 degrees step according to 36 azimuthal positions of
the source. Since the calibration process is led in a real
environment, it is necessary to get free of the reverberation
ﬁeld. Therefore a pulse compression scheme was adopted.
The signal used to drive the source is a [50Hz-10kHz] linear
chirp signal. The associated adaptive ﬁltering provides a
time resolution suﬃcient to evaluate properly the amplitude
of the direct signal. As for the phase, is given by the sign of
the compressed pulse, it equals 0 or π. The last calibration
step consists in the identiﬁcation of the HS components of
the source according to the model described by equation
(1). Figure 1 presents the measured directivity pattern of the
bare loudspeaker (Calibrated A Source) and the baﬄed one
(Calibrated B Source). Like in the following simulations and
experiments, the analysis of the source is limited to order
L = 3 i.e. 16 SH components.
Figure 1: Measured directivity patterns for: a) a bare
loudspeaker (Src A) and b) a baﬄed loudspeaker (Src B).
4.2 Numerical simulations
The sparse source localization/identiﬁcation strategy was
ﬁrst tested in simulation scenarios. Two diﬀerent 3D random
microphone arrays surrounding the sources were tested : a
spherical one (Array S) and an almost cubical one (Array
C), more convenient to build for practical experiments.
The accuracy of the source localization depends on the
reconstruction grid step according to the wavelength λ.
Since a large number of simulations has shown that the
localization fails if the grid step Δ < λ2 , we set it at Δ =
λ
2 .
We assume here that the actual source matches perfectly
one of the reconstruction grid points. In our simulations
the working frequency is 3kHz. For quantifying the quality
of the sparse identiﬁcation, we use a correlation coeﬃcient
deﬁned by :
C =
x˜Tx
||x˜|| ||x|| (11)
where x˜ stands for the sparse estimation of x.
4.2.1 Random spherical array
The calibrated sources were simulated to radiate in a
free ﬁeld, there complex radiation being captured by 96
microphones randomly distributed on the sphere identical
to the calibrating one as shown on ﬁgure 2. In this case,
the complex point source was located at the center of the
sphere. In order to be representative of actual experimental
conditions, the simulations involve a positioning error for
the microphones as explained in section 4.2.3. This error
is set at 8% of the wavelength to remain in the working
domain of the process (cf. Figure 6). The result for the
Figure 2: Random spherical array (Array S).
identiﬁcation of the A source is shown on Figure 3. Apart an
exact localization, it must be noticed that though apparently
slightly distorted, the source is clearly identiﬁed in terms
of SH components in amplitudes and phases as well. The
identiﬁcation reaches a 94% correlation coeﬃcient.
Figure 3: Identiﬁed directivity pattern and complex
coeﬃcients for the A source from signals simulated over
array S. (Black : calibration - Red : sparse identiﬁcation)
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Figure 4: Identiﬁed directivity pattern and complex
coeﬃcients for source A from signals simulated over array
C. (Black : calibration - Red : sparse identiﬁcation)
4.2.2 Random arbitrary array
We considered secondly an almost cubical structure
holding also 96 microphones randomly distributed on the
edges of the structure (array C). Here the radial Hankel
functions hl(kr) are of some importance since they comprise
the microphones phase shifts. The identiﬁcation result is
shown on Figure 4. It shows to be very similar to the one
obtained with array S and exhibits a correlation coeﬃcient
of 93% for the A source. The B source is also very precisely
recovered (cf. Figure 5) with a correlation coeﬃcient
reaching 96%.
4.2.3 Sensitivity to sensors positioning errors and
reconstruction grid shift
An important issue for a correct source recovery
is the precise positioning of the numerous measuring
microphones. This matter arises dramatically when dealing
with experimental set ups. Unless a known rigid structure
is available to hold the microphones, their precise location
in a 3D-space is an awkward process. Therefore inevitable
phase shifts of the measurement signals generally occur that
may ruin the reconstruction process. Acoustic techniques
such as the one described by Ono et al. [7] can help to
overcome the problem partially, when the frequency is not
too high. Nevertheless since exact positioning is hardly
reachable in practice, the sensitivity of our strategy to
microphones misplacement is to be investigated. Therefore
the simulated signals were phase shifted according to a
normal random law. The standard deviation of these phase
shifts is evaluated with respect to λ. Figure 6 shows that
microphone positioning errors causes increasing drop of
the accuracy of the reconstruction but remain acceptable up
to around a 8% of the wavelength. This means errors of
the order of the centimetre at 3kHz, which is manageable.
Figure 5: Identiﬁed directivity pattern and complex
coeﬃcients for Source B from signals simulated over array
C. (Black : calibration - Red : sparse identiﬁcation)
Figure 6: Averaged correlation results for source A between
sparse identiﬁcation using array S and calibration with
respect to the random error in the microphone positioning.
Another problem of importance in our recovery process is
the true location of the sought source with respect to the
reconstruction grid nodes. This issue is similar to the source
alignment problem discussed by Hagai et al. [3] or Pasqual
et al. [4]. We investigated the sensitivity of our strategy
to this shift. As shown on ﬁgure 7 the source recovery is
acceptable up to a grid shift reaching approximatively a
tenth of the wavelength.
4.3 Experiments
For the experiments, the source A was arbitrarily located
at a point close to the approximative origin. We use the
random spherical array S to recover the source. As shown
on Figure 7 it is possible to identify the source with a good
accuracy if the distance between the actual source and the
closest grid point from the source is smaller than a tenth of
the wavelength. On the other hand the reconstruction grid
step has to be set at Δ = λ2 . In order to jointly localize and
identify the source we translate the grid 5 times in each
direction and reiterate the process. Thus we obtain one
solution for each position of the grid, i.e 125 solutions in the
3D coordinate system. An optimization criterion is needed
to ﬁnd the best approximation. The solution is inspired by
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Figure 7: Averaged correlation results for source A between
sparse identiﬁcation using array S and calibration with
respect to the shift of the reconstruction grid.
Figure 8: Identiﬁed directivity pattern and complex
coeﬃcients for Source A from signals recorded with array
S. (Black : calibration - Red : sparse identiﬁcation)
Rafaely [8] and his development of measures for source
alignment. It uses the following cost function J for each
position of the grid,
J = 1 − α
2
L˜
‖x‖22
where α2L˜ =
L˜∑
q=−L˜
|xq
L˜
|2
L˜ is the a priori predominant order of the source under
study. Order 1 was chosen for source A. The solution of
the identiﬁcation problem is given by minimizing J over all
positions of the grid. The result of the joint localization and
identiﬁcation of the source is shown on Figure 8. It exhibits
a correlation coeﬃcient of 91% which prove the eﬃciency of
the method. Note that the phase components are all shifted
from π, their relative value though are correct. However the
source order is generally not known a priori. An objective
optimization criteria is still under investigation.
5 Conclusion
The paper presents a new strategy to locate and identify
complex acoustic sources in a 3-D space using random
3D-arrays of microphones. It takes advantage of a sparsity
promoting algorithm for a precise localization and is
based on a spherical harmonics analysis for the sources
description. Simulations and experiments were carried out
up to the third order of spherical harmonics. They have
shown that the technique succeeds with a small number
of microphones regarding the relatively high frequency of
analysis (3kHz). However, while the strategy is eﬃcient
even with a reasonable misplacements of microphones, an
optimization process for the choice of a reconstruction grid
is under investigation. It could be included in the sparsity
promoting algorithm for minimum computational costs.
Finally the processing scheme is to be confronted to multiple
acoustic centres scenarios.
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