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ABSTRACT In order to determine the degree of correspondence between 
sets of multivariate observations based on different kinds of traits, two new 
methods, derived from fundamentally different notions of “correspondence,” are 
adopted here and compared. Using networks or trees to represent contemporary 
relationships, the first method tests the similarity of the cluster or hierarchic 
structures implicit in two sets of data. The second approach tests the departure 
from perfect geometric congruence or superimposability. Computer simulation 
was used to generate the distributions needed for significance tests under the 
null hypothesis. 
By the first technique, we find significant correspondence among the cluster 
structures for geographic, allele frequency, and anthropometric data on 19 
Yanomama Indian villages. The results are similar and more precise for a 
subset consisting of seven villages. Some of these results differ from the con- 
clusions which would be reached with the conventional correlations based 
upon entries in distance tables. 
The direct test of congruence, used only for the data on the subset of seven 
villages, gives results which differ substantially from those based on cluster- 
structure. There are, however, similarities between the measure of congruence 
and the simple correlations based on entries in the distance tables. 
The significant correspondences observed call for some explanation. Cultural 
and demographic features determine the particular non-random allocation of 
individuals to village fragments when a village splits. These social phenomena 
are invoked in tentative explanation of the agreement among historical, bio- 
logical, and geographic relationships of villages. 
The classical study of animal evolution 
and speciation examines the results of 
major genetic changes which require 
thousands of generations. Over short peri- 
ods of five to ten generations, the process 
of evolution reveals itself, if at all, as 
subdivision and differentiation within a 
species. In the present paper and a com- 
panion piece (Spielman, ’73) I have tried 
to elucidate this differentiation in a tribe 
of “our contemporary ancestors,” by bring- 
ing together the materials of physical 
anthropology with those of population 
gene tics. 
Small human groups with a common 
origin but only restricted mutual contact 
or exchange are expected to become in- 
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creasingly dissimilar over time. The pres- 
ent paper examines the resulting dif- 
ferentiation in biological traits among 
villages of the Yanomama Indians, and 
quantifies by two techniques the corre- 
spondence of the pattern of differentiation 
in various traits. The descriptive study of 
this dispersion process has long been a 
concern of physical anthropologists. The 
classic attempt to determine whether ob- 
served differences in physique reflect his- 
1 Supported in  part by U.S.P.H.S. Training grant 
5-T01-GM00071-10, the U.S. Atomic Energy Commis- 
sion, and the National Science Foundation. The Com- 
puting Center of the University of Michigan provided 
computer time. Part of a doctoral dissertation submitted 
by R. S .  Spielman to the Graduate School of the Uni- 
versity of Michigan. 
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torical and contemporary ethnological 
relations was that of Mahalanobis, Ma- 
jumdar and Rao (‘49); the basic technique 
was to calculate generalized distance, a 
composite measure of morphological dif- 
ference between groups. More recently, 
as it has become possible to define differ- 
ences between populations in strictly 
genetic, quantitative terms, the same sort 
of problem has been approached from the 
viewpoint of population genetics, with the 
additional goal of identifying the forces 
of evolution contributing to differentiation. 
Following Sanghvi (‘53), the usual ap- 
proach has been to use generalized 
distances to answer the question: “Do 
different systems of variables (genetic, 
morphological) reflect the relationships 
between groups in the same way?” 
Implicit in this question is a notion of 
correspondence between sets of data. 
Although earlier studies (Sanghvi, ’53; 
Howells, ’66; Friedlaender, ’69) have never 
defined this concept in a rigorous way, 
at least two reasonable interpretations 
may be provided. Ignoring the absolute 
magnitude of distances between groups, 
we may cluster them on the basis of rela- 
tive distance; then “correspondence” may 
be construed as similarity of cluster or 
hierarchic structures so derived for dif- 
ferent sets of data. Cluster similarity in 
this sense is a kind of non-metric corre- 
spondence. On the other hand, “corre- 
spondence” may be viewed differently and 
taken as exact geometric congruence. 
First the positions of the populations in 
multidimensional space are specified by 
the coordinates for each set of data. Then 
two sets should be understood to corre- 
spond if the points are congruent, or can 
be made congruent by a linear trans- 
formation. 
In what follows, various sets of data 
are tested for correspondence using both 
the definitions given above. In both cases, 
significance tests are constructed empir- 
ically, by simulating with a computer the 
two types of comparisons under the re- 
spective null hypotheses of no correspond- 
ence. It should be apparent a priori that 
sets of data which are found to correspond 
under one definition will not necessarily 
do so under the other. Since cluster struc- 
ture ignores important metric differences, 
examples may easily be imagined where 
no linear transformation to achieve con- 
gruence is possible, but where cluster 
similarity is nevertheless substantial. 
Methodological issues 
Howells (’66) has tried to cast the com- 
parisons of different kinds of variation, 
including geographic, anthropometric, 
and genetic variation, in a way which 
might directly yield biologically meaning- 
ful results. In a lucid review of the diffi- 
culties with this kind of inference. Fried- 
laender (’69) has stressed that it is not 
apparent what kind of correspondence 
one should expect when comparing marker 
gene (i.e., blood group, serum protein, 
and erythrocyte enzymes) and morpho- 
logical differentiation with each other and 
with geographic separation. First, unlike 
marker gene traits, morphological fea- 
tures are highly susceptible to environ- 
mental influence during development. As 
a result, even when two groups are ge- 
netically indistinguishable for both marker 
and morphological traits, environmental 
(developmental) effects on the latter may 
result in prominent morphological differ- 
ences, with consequent discrepancies be- 
tween marker and morphological patterns 
of differentiation (Hiernaux, ’56). 
The marker gene phenotypes also differ 
from the morphological features in aspects 
other than susceptibility to environmental 
modification. The former traits are deter- 
mined by alleles at a single locus or a 
few closely linked loci, while the deter- 
mination of metric traits is polygenic. 
For this reason, it is usually presumed 
that marker gene traits and traits deter- 
mined genetically by many loci might be 
influenced by selection or genetic drift in 
different ways. One might thus doubt that 
anthropometric and marker gene fre- 
quency differences will correspond signifi- 
cantly, or that they will reflect geographic 
relationships. 
Apart from the methodological prob- 
lems in extracting biological meaning 
from the correspondence of different sets 
of variables, all previous studies have suf- 
fered from the lack of an appropriate 
objective technique to specify the degree 
of correspondence. For two univariate sets 
of observations, there exist numerous ap- 
propriate measures of correlation with 
analytically derived distributions. There 
PATTERNS OF BIOLOGICAL 
is no analogous statistical procedure for 
making comparisons between sets of mul- 
tivariate observations. In the absence of 
an appropriate technique, previous studies 
have resorted to two approaches. The 
simpler, essentially intuitive solution, es- 
pecially applicable with no more than five 
to ten groups, is to present two-dimensional 
plots as approximate representations of 
distance relationships derived from each 
kind of variable, and to encourage the 
reader to reach the author’s conclusion 
concerning the similarity of two such 
structures to each other or to the geo- 
graphic distribution (Pollitzer, ’58; Ma- 
jumdar and Rao, ’60; Chai, ’67). 
The second approach is an elaboration 
of the methods of Cavalli-Sforza and Ed- 
wards (‘64, ’67), who introduced a tech- 
nique of “phylogenetic analysis” which 
although essentially heuristic has simpli- 
fied and improved the representation of 
group relationships. Evolutionary rela- 
tionships are inferred from generalized 
distances and represented by a network 
or tree-diagram. In this way a set of pop- 
ulations representing every inhabited con- 
tinent has been analyzed (Cavalli-Sforza 
and Edwards, ’64). On a much smaller 
geographic scale, the technique has been 
applied to tribal populations in detailed 
comparisons of gene frequency differences 
with known historical relationships and 
other kinds of data on differentiation 
(Ward and Neel, ’70; Sinnett, Blake, Kirk, 
Lai and Walsh, ’70; Friedlaender, Sgara- 
mella-Zonta, Kidd, Lai, Clark and Walsh, 
’71 ; Ward, ’72). 
With a large number of populations, a 
comparison of two phylogenetic tree-dia- 
grams by inspection may be very difficult. 
Even with small numbers of groups, the 
overall correspondence between different 
sets of data may not be apparent. The 
diagrams have usually been supplemented 
or replaced therefore with a measure of 
correlation applied directly to two tables 
of distances, for example the correlation 
of morphological distance with marker 
gene distance over all pair-wise distances 
(Howells, ’66; Workman and Niswander, 
’70; Friedlaender et al., ’71). The statis- 
tical shortcomings of this approach, in 
which the degrees of freedom for a sig- 
nificance test of the comparison are likely 
to be exaggerated, have been emphasized 
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repeatedly (Ward and Neel, ’70:541; 
Friedlaender et al., ’71: 267-268), but no 
better alternative was available. In addi- 
tion, the correspondence of the pair-wise 
distances is not equivalent to, and may 
not always reflect, correspondence of the 
points; some practical difficulties which 
result are illustrated in a later section. 
Cluster correspondence 
The approach developed here takes 
from Cavalli-Sforza and Edwards the idea 
of representing group relationships by 
trees or networks, but uses a network only 
as a scheme of contemporary relationships. 
No attempt is made to develop evolution- 
ary inferences; in this context i t  is unim- 
portant whether the actual evolutionary 
process meets the assumptions of the 
model of Cavalli-Sforza and Edwards (‘67). 
Although in the nomenclature of graph 
theory, the representations used here are 
called “trees” and are identical to the 
trees used by Kidd and Sgaramella-Zonta 
(‘71), I use “nets” or “networks” to avoid 
the phylogenetic connotations of the tree 
terminology, and for consistency with 
Prim’s (’57) original usage. 
We begin with the observation that dif- 
ferent topologies or branching structures 
applied to the same set of data require 
different total path lengths; the amount 
of “string” necessary to connect a set of 
points depends on the way in which the 
points are connected. In principle, some 
unusual sets of data or points might be 
connected by different nets with the same 
path.length - the four vertices of a reg- 
ular tetrahedron provide an example. In 
practice, such cases are rare. We follow 
Edwards and Cavalli-Sforza (‘63) and 
Cavalli-Sforza and Edwards (‘67) on partly 
pragmatic grounds and define as better 
representations of the true relationships 
those topologies having small total lengths. 
(See fig. 1 for an intuitive justification.) 
The same points may be connected using 
less string if points which “belong” to- 
gether are grouped together. It takes more 
string, i.e., total net length, when the 
groupings are discordant with the dis- 
tances. Edwards (‘71) gives the theoretical 
motivation for this argument. 
For N populations ( N a  3), the number 
of different topologies is given b y T  (2i-5). 
N 
i = 3  
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A 
B .  
c .  
Artificial example: positions 
of four populations 
(Visualize in three dimensions) 
Shorter total path length: 
better repre sen tation groups 
B with C before adding D 
Longer total path length: 
poorer representation groups 
D with C before adding B 
Fig. 1 Rationale for path length criterion: example with four populations. Figure exag 
gerates difference in total length. 
The task of finding for each set of data 
the best representation of the relation- 
ships of the points, reduces to finding that 
network with minimum path length. Un- 
fortunately, there is no algorithm or con- 
structive technique to produce the desired 
net, and for eight or more populations, 
the number of possible topologies is greater 
than 10,000. Therefore only in those cases 
where it is possible to enumerate and eval- 
uate all possible nets, that is, when there 
are seven or fewer populations, will we be 
certain of finding the single best one. For 
19 populations, the largest set treated 
here, total enumeration is not feasible; 
for this set it will be necessary to work 
with the best net we can find, knowing 
that there are probably still better ones 
not identified. 
We now re-phrase the goal of compar- 
ing relationships inferred from different 
sets of data, e.g., anthropometric, marker 
gene and geographic distances (or the 
corresponding coordinates). If two sets of 
data have similar cluster-structures, it 
follows that nets which are good repre- 
sentations for one set should also be good 
representations for the second. Accord- 
ingly, among the large number of possible 
topologies for the first set, we choose the 
best we can find (see below) and evaluate 
how well it represents the data of the 
second; i.e., we ask, “does it yield a rela- 
tively small total path length on the sec- 
ond set too?” Strictly speaking, the tech- 
nique proposed here for evaluating the 
correspondence of entire sets of genetic 
and anthropometric data compares the 
best topology or net implied by one set with 
the distribution of possible nets for the 
other or “reference” set. 
A possible misunderstanding of this 
method for comparing different kmds of 
data must be anticipated here. The simi- 
larity of two networks for the same or dif- 
ferent sets of data cannot be established 
from the similarity of their path lengths. 
Indeed, the  degree of similarity of two 
networks which are not identical is not 
defined by the techniques used here. It 
does follow however from the fact that a 
particular net for one set of data has a 
total path length which is more than three 
or four standard deviations lower than 
the mean path length of all nets for those 
data, that the net is a “good” representa- 
tion. Thus, two such nets would both be 
good, but no assertation is- made about 
their similarity. Throughout the present 
paper we infer correspondence between 
cluster structures of two sets of data by 
evaluating representation or fit; no at- 
tempt is made to establish the similarity 
of two nets. 
Correspondence as congruence 
For the interpretation of “correspond- 
ence” as geometrical congruence, I have 
taken over directly the least squares 
method of Schonemann and Carroll (‘70) 
which fits one matrix to another by linear 
transformation, and is apparently equiva- 
lent to the technique sketched by Gower 
(‘71). As described by the former authors, 
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one set of data A is fitted to another set B 
so that 
where A and B are pxq matrices (of co- 
ordinates), and where T i s  the qxq trans- 
formation matrix defining a rigid rotation, 
x is the vector defining the translation of 
the origin, J’ = (1, 1, . . . l), and E is the 
residual matrix, i.e., the matrix of differ- 
ences between the elements of B and the 
matrix c A T + Jx’. The least squares 
solution sought is that choice of T, J, c, 
and x which minimizes the sum of squared 
elements of E, given by the trace of E‘E. 
Schonemann and Carroll (’70) point out 
that this sum of squares may also serve 
as a measure of fit. In general, however, 
fitting A to B will not give the same resid- 
ual matrix E as fitting B to A, so that the 
measure of fit is not symmetric: the fit 
of A to B is not the same as the fit of B 
to A. In addition, the trace of E’E depends 
of the magnitude of the elements in A 
and B as well as on their fit to each other, 
so that values for the least squares mea- 
sure based on matrices with very differ- 
ent norms are not directly comparable. 
Schonemann and Carroll (‘70) defined a 
“normalized symmetric error,” still based 
on the matrix E, which is symmetric but 
does not solve the problem of non-compa- 
rable norms. For this reason, Lingoes and 
Schonemann (in press) advocate norming 
each matrix by adjusting the terms to 
have unit variance before fitting. The 
normalized symmetric error calculated 
for matrices which have first been normed 
is called S by Lingoes and Schonemann. 
S must lie in the interval 0 to 1 and, given 
matrices of the same dimensions and 
rank, S should be more nearly comparable 
for all matrix fits, regardless of differ- 
ences in the norms of the original ma- 
trices. The criterion S, which has a value 
of zero only when A and B can be made 
to superimpose exactly, is the measure of 
congruence used in the present study. 
The distances 
The Yanomama Indians of northern 
Brazil and southern Venezuela live in 
approximately 100-1 50 villages ranging 
in size from 40 to 250 (Chagnon, ’70). 
The 19 villages on which the present 
study is based occupy an area about 150 
miles (east-west) by 200 miles (north- 
3 = C A T  + Jx’ -t E, 
south); genetic distance data for them 
have appeared in Ward (‘72) and anthro- 
pometric data and distances are taken 
from Spielman, da Rocha, Weitkamp, 
Ward, Neel, and Chagnon (’72). Most of 
the data on genetic variation (the “marker 
gene” data: allele frequencies for blood 
groups, erythrocyte enzymes, and serum 
protein types) may be found in Gershowitz, 
Layrisse, Layrisse, Neel, Chagnon and 
Ayres (‘72), Weitkamp, Arends, Gallango, 
Neel, Schultz, and Shreffler (‘72), and 
Weitkamp and Neel (‘72); additional al- 
lele frequencies are available (Gershowitz 
et al., unpublished; Tanis et al., unpub- 
lished). 
Genetic distances, the kind called “G 
distances” by Kidd and Sgaramella-Zonta 
(‘71), were derived from the allele fre- 
quencies by the method of Cavalli-Sforza 
and Edwards (‘67). This technique uses 
the angular transformation (with an ap- 
proximation of chord to arc length) to 
stabilize multinomial variances. For a 
substantial fraction of the loci, allele fre- 
quencies in at least one of the 19 villages 
fall outside the range (0.05 to 0.95) where 
the transformation is most effective. The 
exclusion of these loci would have meant 
an enormous loss of data, so even allele 
frequencies outside this preferred range 
were retained. The course adopted follows 
the established precedent set by the in- 
ventors of the method, Cavalli-Sforza and 
Edwards (‘67), and by Ward and Neel 
(‘70), and Friedlaender et al. (’71). 
The geographic distances (in arbitrary 
units equal to approximately 100 km) are 
taken along straight lines connecting the 
villages on the map in figure 1 of Spiel- 
man et al. (’72). Large regions shown on 
the map have never been surveyed. Con- 
sequently geographic distances are not 
very precise, although the relative mag- 
nitudes are probably reliable. Because the 
degree of contact desired by villages partly 
determines their proximity, the geographic 
distance may also be taken as a rough 
inverse indication of inter-village exchange 
of goods and members. The pair-wise ge- 
netic and geographic distances are given 
in table 1. 
In addition to the basic distances listed, 
a derivative set was obtained from the 
marker gene data. Since blood samples 
were taken from children who were not 
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individuals were bled or measured but not 
both, a discrepancy between the genetic 
and anthropometric results could be due 
in part to non-identity of the samples. The 
allele frequencies were therefore estimated 
again after the total marker gene or 
“serological” sample was reduced to a 
subset consisting of only those individuals 
who were also measured. The distances 
based on these frequencies are called 
“SFA’: “Serological For Anthropometrics.” 
They are given in table 2, which also 
contains the anthropometric (Mahalano- 
bis) distances. There remain 49 individ- 
uals, distributed through 13 villages, who 
were measured but not bled. The effect 
of ignoring these few is presumed to be 
small. 
In principle it is possible to compare 
the historical dispersion process with the 
divergence observed in biological varia- 
bles; but in the case of the Yanomama, 
the historical relationships are not known 
over the large geographical areas covered 
by the 19 villages represented. Although 
within restricted geographical regions the 
recent history of some villages is known 
(Chagnon, ’66), it was decided that there 
was no way to choose among the various 
possible evolutionary relationships of the 
major geographically defined groups 
(Chagnon, ’66, ’70). 
With the possible exception of a docu- 
mented genetic contribution by non- 
Yanomama neighbors to a village not in- 
cluded in the present study (Chagnon et 
al., ’70), there is no indication that the 
Yanomama have a heterogeneous origin, 
at least in the last six or seven genera- 
tions. We presume therefore that we are 
dealing with a process of dispersion from 
a relatively homogeneous origin, like the 
situation described in the introduction. 
RESULTS 
The methods for comparing anthropo- 
metric and marker gene differentiation 
differ sufficiently in the 7-population and 
19-population cases to require separate 
presentation of the results. 
Comparisons using 19 populations 
For contrast with the new technique 
presented below, we first give a compari- 
son of distance tables by one of the cus- 
tomary methods. The correlation coeffi- 
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cient for the 19 X 18/2 = 171 entries in 
each triangular distance table was cal- 
culated for each pair of tables; we use 
the Spearman rank correlation since our 
interest is restricted to association of 
rank, not necessarily linear association. 
The correlation found in this way for 
anthropometric distance and marker gene 
distance is small: r = 0.19. (As indicated 
above, there must be substantially fewer 
than N - 2 = 169 degrees of freedom 
for this test, so its significance is doubt- 
ful. A correlation of 0.19 requires about 
105 degrees of freedom for significance 
at the 0.05 level.) 
For the kind of cluster comparison de- 
scribed above, we must obtain the proba- 
bility density of path lengths for a par- 
ticular reference set. Genetic and marker 
gene distances, viewed as independent or 
causal variables, are the reference cases. 
The problem then is to estimate distribu- 
tions, each of which consists, for the case 
of 19 populations, of more than 6.3 X 
10l8 values (the number of different nets 
connecting 19 points). 
Random networks 
Since it is impossible to examine any 
appreciable fraction of such a large num- 
ber of nets, it was necessary to represent 
the total with a sample of 1,000, drawn 
so that every one of the possible networks 
has equal probability of inclusion at each 
draw. We have followed a suggestion at- 
tributed to Cavalli-Sforza by Kidd and 
Sgaramella-Zonta (’71), and constructed 
a net by adding branches sequentially, 
repeating the process with new random 
numbers 1,000 times. Figure 2 illustrates 
the procedure. At each step indicated in 
the figure by an arrow, the branch to 
which the next population will be added 
is determined (“equiprobably”) by draw- 
ing a random number from a uniform 
distribution; i.e., the next population may 
be added to any one of the pre-existing 
branches with equal probability. 
Following the method outlined earlier 
we now evaluate the fit of each of the 
1,000 nets to a given set of data, the ref- 
erence set, using an algorithm due to 
Edwards (unpublished) and described 
briefly by Kidd and Sgaramella-Zonta (’71). 
By this technique one sample distribution 
of path lengths was obtained for the 
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4 
Fig. 2 Construction of random network: illustration for six populations. Successive POP- 
ulations added to branch chosen at random until network contains desired number of 
populations. 
marker gene distances as a reference set, 
and another distribution for the geo- 
graphic distances. 
Preliminary experience with the much 
smaller distributions of path lengths for 
all possible nets of seven populations (Kidd 
and Sgaramella-Zonta, ’71 : 249) suggested 
that the distributions might be approxi- 
mately Normal. When tested, the distri- 
butions of 1,000 randomly generated nets 
for 19 Yanomama villages showed only 
slight departures from Normality (Spiel- 
man, ’71). We therefore infer that to a 
good approximation in these data, the 
properties of the Normal distribution will 
apply to the path lengths of randomly 
generated sets. 
The best (i.e., shortest) nets for each 
set of biological data were sought by a 
combination of algorithmic and intuitive 
techniques. For the former, we follow 
Edwards and Cavalli-Sforza (‘65) in gen- 
erating a plausible initial candidate by 
cluster analysis and using Edwards’ pro- 
gram to rearrange the relationships 
around that segment until a new network 
is found which has no zero-length internal 
segments. This is the “best” network the 
algorithm can generate, given the input 
candidate. 
In addition, the best networks identified 
in the exhaustive 7-population treatment 
(below) have proved a source of excellent 
suggestions for candidates, when ex- 
panded to 19 populations. In general the 
strategy followed has been to infer the 
structure of the topology relating the 
major branches from the exhaustive treat- 
ment. These often differ from the major 
splits derived by the clustering technique, 
presumably because the latter’s sequen- 
tial splitting permits optimal clustering 
only for each split considered separately, 
and not for the cluster structure consid- 
ered as a whole (Edwards and Cavalli- 
Sforza, ’65). After the basic relationships 
are defined, the best branching structure 
for relatively closely related groups is 
found by trying several suggested by the 
cluster analysis. 
By a combination of such techniques 
we identify for each set of biological data 
a “best net found.” When compared to 
the distributions of randomly generated 
nets for the same kind of data, these best 
nets found have path lengths ranging 
from 5.7 to 7.5 standard deviations below 
the mean path length for the 1,000 ran- 
dom nets. To the extent that the distribu- 
tions are Normal, we are therefore justi- 
fied in arguing from the properties of the 
Normal distribution indicated in table 3, 
that these “best networks found are 
among the best to lo-“ of all pos- 
sible networks. For the 19-population 
treatment, we indicate in this way the 
degree to which the best net found is a 
good representation of the data. While 
the best 1 0 - l 2  part of a distribution is 
very small by conventional standards, in 
a distribution of 10l8 nets it is composed 
of 106 (a million). 
The comparison of these networks with 
the distribution of path lengths for (1) the 
geographic distances, and (2) the marker 
gene distances, is given in table 3. By 
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TABLE 3 
19-population comparisons:  cluster-structure correspondence be tween  geographic and vari- 
ous biological data expressed as difference (in standard deviation u n i t s )  be tween  p a t h  length  
f o r  best n e t  of one  k ind  and  m e a n  path  length  of 1,000 r a n d o m  n e t s  f o r  t h e  other (reference 
set).’ “SFA” distances are based on marker  genes  in measured subjects only .  All entries are 
standard deviations below t h e  m e a n  
Reference set 
Best net for Geographic Marker gene Anthropometric 













The probability of obtaining by chance alone a network whose path length is s standard deviations 
below the mean for the reference set i s  approximated by the fraction of the Normal distribution x or 
more standard deviations less than the mean: 







this technique, the biological distances 
with the highest correspondence to geo- 
graphic distribution are SFA distances; 
the poorest correspondence with the map 
is shown by marker gene distances. The 
correspondence of anthropometric and 
SFA data with the marker gene distances 
is also substantial. Only one of these 
comparisons between different kinds of 
data indicates a fit as good as that of the 
best nets found for a given set of data 
(compare values in table 3 with those 
given in the preceding paragraph). The 
implication is nevertheless that the best 
anthropometric net is a good representa- 
tion of the marker gene distance relation- 
ships, and both are excellent representa- 
tions of the geographic relationships. 
Given the prior doubts described earlier, 
and the known contribution of measure- 
ment error (Spielman et al., ’72), the 
finding that the best anthropometric net 
found is among the best 1 0 - 5  of the pos- 
sible marker gene nets indicates signifi- 
cant correspondence between these two 
kinds of biological divergence. In addition, 
as anticipated, the best SFA net found 
yields a better fit (it is among the best 
2 X part of the distribution of an- 
thropometric nets) than the best marker 
gene net found (best 7 X lo-’ part); the 
appropriate results are in the last column 
of table 3. 
3.2 X 10-5 
3.4 x 10-6 
1.9 X 10-8 
1.0 x 10-9 
7.8 X 10- 11 
2.9 x 10-7 
The strength of the conclusions obvi- 
ously depends on our confidence that one 
of a very few best networks has been 
identified for the biological variables, but 
the size of the distribution for 19 popula- 
tions implies that a relatively large num- 
ber of nets have small path lengths more 
than four or six or even eight standard 
deviations below the mean net length, if 
the distributions are truly Normal. For 
this reason, the corresponding analysis 
with only seven populations has also been 
carried out. 
Seven-population analysis 
The seven villages were selected to 
represent all the major geographic regions, 
covering the entire distribution of the 
Yanomama villages so far sampled. Within 
each such grouping the village with the 
largest anthropometric sample was chosen. 
The possibility of pooling villages to rep- 
resent a region was rejected because the 
results would be less comparable with 
those of the 19-population analysis, and 
to preserve the culturally defined popula- 
tion unit. The distances and villages con- 
stituting this sample are indicated In 
tables 1 and 2. 
As in the case of 19-population com- 
parisons, the rank correlation coefficient 
for 7 X 6/2 = 21 entries in the tables 
of anthropometric and marker gene dis- 
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tances - the appropriate 21 entries from 
the distance tables above - was calcu- 
lated. The value of rs is -0.246, which 
of course does not indicate positive asso- 
ciation, and would not be significantly 
different from zero, even on 19 degrees 
of freedom (which is surely too many). 
Now however, since it is possible to eval- 
uate the net length for all the 945 possible 
networks connecting seven populations, 
we can select the single net which is truly 
best - the minimum length network. We 
might proceed in analogy with the 19- 
population case; select the best net for 
one set of variables, and evaluate the 
representation, or net length, of that net 
when used for the other distances. In some 
cases, the result of this kind of compari- 
son is easily interpreted: for example, the 
best (shortest) net for the marker gene 
data is also the best net for the geographic 
distances. 
It is possible, however, to make better 
use of the exhaustively evaluated sets of 
networks. Our interest is not really con- 
fined to the single best net for each set 
of variables. There are compelling reasons 
for abandoning the notion that the rela- 
tionships embodied in a set of distances 
may be compared using a single best net- 
work. Suppose, for example, that the first 
and second best networks for the anthro- 
pometric data are not among the best ten 
as representatives of the marker data, 
but that the third best from the anthro- 
pometric data is second best for the mark- 
er data. Clearly this situation indicates 
some correspondence in the best 0.5% of 
the possible networks, which would be 
ignored when only the best network is 
considered. This example suggests that 
we must examine the distribution of net- 
works in common among some best frac- 
tion of the entire list. 
Comparisons in the totally 
enumerated case 
The following procedure has been de- 
veloped to compare relationships among 
the same seven villages based on different 
sets of variables. First the path lengths 
for the 945 nets evaluated on each set of 
data are listed in order of increasing mag- 
nitude. The comparison of some fixed 
fraction of the lists, say the best 50 or 
about 5 % ,  may be put rigorously as the 
question: of the nets constituting the first 
5% in one list, are more found in the 
first 5% of the second list than would be 
expected by chance alone, i.e., if the sec- 
ond list were randomly (in the sense de- 
fined by the distribution given below) 
ordered with respect to the first? Thus 
the step corresponding to the evaluation 
of the distribution of net lengths for 19 
populations becomes for seven populations 
the calculation of the probability (under 
the null hypothesis of no association) of 
x or more nets in common among the first 
50 in two such lists of N = 945. 
After some initial misplaced optimism 
about an analytic solution for the proba- 
bility density of this “best 50” statistic, 
it has become clear that a complex form 
of correlation exists within each of the 
two lists, making an analytic solution 
unlikely. If a particular net appears in 
common along the best 50, other nets 
which are (intuitively speaking) similar, 
are more likely also to appear than by 
chance alone, even in the absence of un- 
derlying cluster similarity. Although an 
analytic solution would of course be pre- 
ferable, I have abandoned it in favor of 
computer simulation of the distribution 
of the best-50 statistic under the null hy- 
pothesis of no cluster correspondence. 
In the simulation, seven populations 
were given coordinates on each of six 
axes, using the uniform random number 
generator FRAND to assign locations in 
the unit hypercube. Two hundred such 
sets were constructed. For each, the 945 
possible networks were evaluated and 
ranked. From the 200 sets of data on 
seven “villages,” 100 random pairs were 
formed and tested to give a sample of the 
distribution for the best-50 criterion. Ta- 
ble 4 shows the results. Among the best 
50 nets in two such lists, 16 or more in 
common are encountered twice in this 
set of 100 trials, 21 or more once in 100 
trials. With this distribution, which is at 
best a small sample, the 5% level of sig- 
nificance is put at approximately 14 or 
more in common. 
These significance levels may be com- 
pared with the results from the actual 
data in table 5. All the comparisons ex- 
cept that between anthropometric and 
geographic data appear significant - i.e., 
most would be expected to occur by chance 
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TABLE 4 
Simulat ion results for  “best 50” statistic. Cluster- 
structure similarity between 100 simulated pairs 
of sets of data, expressed as number  of nets  in 
common among best 50 (out  of 945 possible). 
Each set of data consists of seven populations 
given six coordinate values  chosen randomly (i.e., 
f r o m  the  uni form distribution) i n  the  range 0 
to  1.0 
No. of nets in common 







































7-population comparisons: cluster-structure sim- 
ilarity between geographic and various biological 
data expressed as  n u m b e r  of nets  in c o m m o n  
among t h e  best 50 out  of 945 ( the  total possible). 
“SFA” designates marker  gene  data for  mea-  
sured subjects only;  statistical significance m a y  
be inferred b y  comparison with table 4 
Marker 
Geographic gene SFA 
Marker gene 30 
SFA 27 31 
Anthropometric 7 16 17 
alone with frequency less than 0.01. In 
particular, the cluster-structure corre- 
spondence of genetic data with map dis- 
tances is significant well beyond the 0.01 
level. Of the significant associations, that 
of marker gene and anthropometric data 
appears the weakest, but even it would 
be conventionally labeled statistically sig- 
nificant (P < 0.02). Some reduction in 
significance would of course be needed to 
form a multiple comparisons type of over- 
all significance level. It is also possible 
that other definitions of the null hypothe- 
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sis represented by table 4, e.g., the scale- 
matched random sets generated below 
for tests of congruence, would yield slightly 
different probabilities. For lack of com- 
puter time, this possibility has not yet 
been explored. 
The 7-population treatment does not 
reproduce perfectly the results for 19 
populations; in particular, although geo- 
graphic relationship is more nearly ap- 
proximated by anthropometric than by 
marker gene distance in the former (table 
3), the opposite is true for the latter (ta- 
ble 5). It seemed possible from the outset 
that a small sub-sample (7 villages) might 
fail through sampling errors alone to re- 
produce the properties of the larger group. 
Among the 19 populations are two related 
villages, 08E and 08F, both located at the 
northern extreme of the Yanomama ter- 
ritory, and found to be the two most 
divergent from the overall anthropometric 
means by Spielman et al. (‘72). In the 
7-population treatment, however, only 
08F appears, representing the area where 
both are located. When the composition 
of the 7-population sample was altered to 
include both 08E and 08F (11X was 
removed), the relationships between dif- 
ferent sets of variables reproduced the re- 
sults for 19 populations (Spielman, ’71). 
These results confirm that the discrep- 
ancy between the 7- and 19-population 
analyses is due in part to the inevitable 
failure of the smaller sample to represent 
the larger perfectly. 
Another discrepancy in the 7-population 
treatment requires comment. The 50 best 
nets for SFA include only 31 from the 
best 50 for complete marker gene data 
(table 5). As described in more detail in 
Spielman (’71), the two villages (1 lT, 
11X) whose allele frequencies are changed 
the most by restricting the marker gene 
sample to measured individuals, are also 
among the three which have the smallest 
samples in SFA. As a result, the standard 
errors of the allele frequency estimates 
for some loci are very high (0.08 to 0.11 
for the Lewis and Kidd systems, for ex- 
ample). The imprecision of such estimates, 
inevitable when the population unit is the 
natural village, accounts for the discrep- 
ancy between marker gene and SFA net- 
works. 
In their instructive review, Kidd and 
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Sgaramella-Zonta (’71) distinguished be- 
tween “additive” and “spatial” models 
of evolutionary divergence, corresponding 
to two different methods for estimating 
trees (networks). Their least-squares 
method presupposes the additive model, 
which assumes that the amount of evolu- 
tion separating two groups equals the 
sum of the evolution from each to their 
common ancestor. Estimation by the cri- 
terion of minimum path length corre- 
sponds to their spatial model. Kidd and 
Sgaramella-Zonta prefer least-squares 
estimation on the pragmatic grounds that 
it requires less computer time; they ap- 
parently feel that conceptually neither 
approach is clearly preferable. Elsewhere, 
Kidd, AstoE, and Cavalli-Sforza (in press) 
conclude from simulation that least- 
squares estimation is marginally better 
at identifying the “true” phylogeny. 
In Kidd and Sgaramella-Zonta’s data, 
the least-squares solutions for most of the 
945 nets possible with seven populations 
contain at least one negative segment. 
Consequently, the authors (’71 ; 240) re- 
ject those nets as inadequate representa- 
tions of the data. If least-squares estima- 
tion had been applied to the Yanomama 
data, presumably many of the best 50 
nets for each data set would have con- 
tained negative segments. Rejecting these 
nets would have complicated enormously 
the exhaustive comparison based on the 
first 50 in two ordered lists. For this rea- 
son, networks were evaluated by the min- 
imum path method instead of least- 
squares. 
Tests of congruence: problems of scale 
and dimensionality 
Just as a value for the best-50 statistic 
for cluster-similarity must be evaluated 
against a distribution, the value of the 
normalized symmetric error (S), describ- 
ing the fit of two normed coordinate ma- 
trices, is only large or small in the context 
of a distribution corresponding to some 
null hypothesis of no congruence. In the 
application of this statistic, two difficul- 
ties arose. I shall call them the problems 
of (1) scale and (2) dimensionality. 
The first attempt to generate a null 
distribution for S used the data sets simu- 
lated earlier in a unit hypercube of 6 di- 
mensions. Recall that along each axis the 
distribution chosen was uniform, and that 
only the range of 0 to + 1.0 was allowed. 
It quickly became clear that the resulting 
distribution of points did not simulate 
the real data well: in the anthropometric 
data, for example, some dimensions span 
an order of magnitude more than others, 
while in the hypercube, all dimensions 
tended to be homogeneous. It therefore 
does not seem likely that all comparisons 
can be referred to a single null distribu- 
tion. To test this assertion, separate null 
distributions, randomly generated as de- 
scribed below, were tested for homogeneity 
of the mean value of S, and shown to be 
heterogeneous and different in mean from 
the null distribution generated in a hyper- 
cube. It follows that the distribution of S 
for data sets randomly generated in the 
hypercube (or any such single reference 
distribution) is inappropriate for metric 
comparisons with the real ones, since the 
real data incorporated gross discrepancies 
in scale. 
For each kind of data listed in table 5, 
120 new random sets were generated. 
These were constructed so that the aver- 
age of the 120 sets matched the real set 
in mean and variance ( & 5% ) along each 
dimension, with the distribution in each 
dimension approximately normal. Now 
the S obtained by fitting, say, the real 
anthropometric and real marker gene 
data, could be compared appropriately 
with the distribution of S values from 120 
such fits with data sets matched in scale 
to the real ones. 
The comparisons of biological data with 
geographic relationships brought out the 
problem of dimensionality. Although geo- 
graphic distances lie only in a plane, the 
marker gene, SFA and anthropometric 
data include substantial variation in di- 
mensions beyond the first two. It is clearly 
futile to seek a good fit (congruence) to 
points in a plane starting with points 
which vary substantially in more than 
two dimensions. For the test of congru- 
ence with geographic data, I reluctantly 
decided to discard the variation in all but 
the two most variable dimensions. The 
projections of village positions on the first 
two principal components of the between- 
villages covariance matrix were used for 
the comparisons with map relationships. 
Appropriate two-dimensional random sets 
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Figure 3C Figure 3D 
The relative positions of seven Yanomama villages plotted on the first two prin- 
cipal components of the between-groups covariance matrix for each of the four sets of data. 
(A) Geographic (identical to map relationships); (B) Marker gene; (C) SFA (marker gene data 
for measured subjects only); (D) Anthropometric. 
Fig. 3 
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of data were matched to the real ones as 
above. (The first two principal components 
account for 64, 67, and 78% ,of the be- 
tween-groups variance in the marker gene, 
SFA, and anthropometric data respective- 
ly.) Fig. 3 (A, B, C, and D) shows the rela- 
tive positions of the seven groups on the 
first two principal components of each 
set of data. 
The results of applying Schonemann 
and Carroll’s method with the S criterion 
are given in table 6. As in table 5 for 
cluster-structures, the similarity of mark- 
er gene and its derivative SFA data dom- 
inates, with a probability by chance alone 
less than 0.01. But in the test of congru- 
ence, marker gene and SFA seem to fit the 
geographic data rather poorly (P > O.lO),  
reversing the situation seen with networks 
(table 5). More startling still is the degree 
of congruence demonstrated in table 6 
for anthropometric and geographic data 
(P < O.Ol) ,  the weakest of all corre- 
spondences in the comparison of clus- 
ter-structures. Whatever the ultimate 
interpretation of the differences from 
cluster-similarity, the values for S in 
table 6 show clearly that matched ran- 
dom sets provide reasonable null distribu- 
tions against which to test observed values 
of S. However, the pattern of significant 
values does not necessarily parallel that 
obtained by the network-comparison 
method. 
DISCUSSION 
The present study addresses the ques- 
tion: Is the biological dispersion process, 
represented by the marker gene and an- 
thropometric data, similar in these two 
kinds of traits, and do the resulting pat- 
terns of divergence of villages reflect 
geographic and historical separation? A 
related goal is to formulate appropriate 
objective measures of association between 
different sets of measurements on a single 
set of villages. Such a measure has been 
devised for similarity of cluster structure 
and used to demonstrate correspondence 
between various kinds of dispersion. The 
method of Schonemann and Carroll for 
fitting two matrices to each other has 
been elaborated into a test for significant 
degree o f  congruence in two sets of data. 
These two criteria for correspondence are 
not equivalent; in particular, similarity 
of cluster-structure is possible without 
significant congruence. In addition, as 
shown for cluster-similarity in the data 
presented here, and inferred for congru- 
ence, the answers to these questions de- 
pend in part on the choice of villages for 
the comparisons. 
It is important to note, in addition, that 
the techniques described may give dif- 
ferent results from the more conventional 
use of correlation coefficients, as indi- 
cated earlier for marker gene and anthro- 
pometric networks. To permit a compari- 
TABLE 6 
7-population comparisons. Multi-dimensional (and two-dimensional) congruence between 
geographic and various biological data, expressed as normalized symmetric error ( S ;  Lingoes 
and Schonemann, in press) obtained by  fitting normed data matrices. First entry is value of 
S ;  entry i n  parentheses is fraction of randomly generated S that small or smaller. 
Geographic Marker gene SFA 
Marker gene 0.5768 (0.13) 
SFA 0.6618 (0.21) 0.0445 (<0.01) 
An thropometric 0.1435 ( < O . O l )  0.3795 (0.13) 0.4021 (0.08) 
TABLE 7 
Spearman rank correlations of distance table entries based on four kinds of variables. Below 
diagonal: 7-population treatment. Above diagonal: 19-population treatment. (“SFA” 
designates marker gene data f o r  measured snbjects onlrif 
Geographic Marker gene SFA Anthropometric 
Geographic 





SFA 0.06 0.82 0.39 
Anthropometric 0.73 - 0.25 - 0.32 
4 76 RICHARD S. 
son of the two approaches for all the data 
used in the present study, table 7 gives 
the Spearman rank correlation coefficients 
for various pairs of variables, calculated 
from the entries in the triangular distance 
matrices. Since the entries in such ma- 
trices are not independent, the correct 
degrees of freedom for the comparisons 
are not known. Rather than comparing 
significance levels, which would therefore 
be of questionable accuracy for the cor- 
relation case, we simply indicate some 
outstanding discrepancies between the 
implications of tables 5, 6, and 7 (lower 
triangular matrix) for the 7-population 
analysis. 
(1) The salient feature of the lower tri- 
angular matrix in table 7 is that the two 
most prominent positive associations par- 
allel those in table 6. Both the correlation 
and Schonemann and Carroll's matrix 
fitting seem to detect the same corre- 
spondence of anthropometric with geo- 
graphic data and the marker gene with 
SFA data, as against all other compari- 
sons. (This is roughly true for the 19- 
populations correlations also, shown in 
the upper triangular matrix of table 7.) 
(2) On the other hand, the anthropo- 
metric data show significant similarity in 
cluster structure with marker gene and 
SFA (table 5) and must be construed as 
showing a positive (though not signifi- 
cant) tendency to congruence (table 6). 
In the comparison using the correlation 
coefficient however (table 7), these data 
show a weak inverse relationship - if 
any. It thus appears that the Schonemann 
and Carroll matrix fitting method gives 
results not unequivocally like either the 
cluster-structure or the correlation re- 
sults. 
The correlation approach can only mea- 
sure the correspondence between pair- 
wise village differences rather than the 
correspondence of the village measure- 
ments themselves, and the statistical 
problem of non-independence of pair-wise 
comparisons introduces additional diffi- 
culties in interpretation. Although the 
new measures of association avoid the 
problem of unspecifiable degrees of free- 
dom encountered with the correlation 
coefficient, they are not without draw- 
backs. In particular, for the 19-popula- 
tion treatment, it is not obvious how to 
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compare results for different numbers of 
populations. The best few nets in a Nor- 
mal distribution of 1,000 cannot be as 
many standard deviations below the mean 
in net length as those in a distribution 
of lo1#  with the same variance. On the 
other hand, it is not clear that the corre- 
lation technique copes any more success- 
fully with the enormous number of possi- 
ble relationships, some of which appear 
to be ignored in the transformation of 
multidimensional data to pair-wise dis- 
tances. 
Since the network technique and the 
matrix-fitting method test different kinds 
of correspondence, they may be expected 
to give different answers when applied to 
the same data. This kind of divergence 
has been seen in the comparison of tables 
5 and 6. Although appreciable cluster 
similarity in the absence of congruence 
is not surprising, the apparent congru- 
ence of anthropometric and geographic 
data without cluster similarity is unex- 
pected. It must be recalled, however, that 
the anthropometric data for the two tests 
are not identical. To preserve equality of 
dimensionality in the test of congruence, 
only the two axes of largest between-group 
variability were used. It is possible that 
the 20% of the variance thereby excluded, 
but present for network comparisons, 
greatly obscures in the latter case a basic 
similarity in cluster structure. 
Should we expect comparable corre- 
spondence if the net technique is applied 
to data from other populations? The an- 
thropometric data are subject to consid- 
erable measurement error (Spielman et 
al., '72), as are the geographic distances. 
In view of such imprecision and the sen- 
sitivity cif the comparisons to various sam- 
pling errors as illustrated 'earlier, the 
highly significant associations demon- 
strated here might not have been ex- 
pected. The Yanomama, however, may be 
a particularly favorable case for detecting 
correspondences. Compared to similar 
subdivided populations, the Yanomama 
villages show unusually large hetero- 
geneity in gene frequencies, as measured 
by values of FST (Nee1 and Ward, '72). 
The analysis of the anthropometric data 
in Spielman ('73) indicates a corroborating 
homogeneity within villages. It is possible 
that the high degree of differentiation 
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among villages facilitates, or is even a 
prerequisite for, the demonstration of cor- 
respondence between anthropometric and 
marker gene data. 
On the other hand most previous stud- 
ies have also concluded that different 
variables or networks agree, to some sub- 
jectively acceptable degree. (For a review, 
see Friedlaender, ’69). The contribution 
of the present analysis is an objective 
measure of correspondence. Schull (‘72) 
has criticized the lack of quantification 
or precision in previous attempts to eval- 
uate the correspondence of distance based 
on different variables. Noting that most 
previous studies have found different net- 
works “to agree at least generally,” he 
asks, “By what criterion could one reach 
a different conclusion. . . ?” The treat- 
ment developed here for the Yanomama 
data provides and answer. 
CONCLUSIONS 
At the outset, we gave grounds for sus- 
pecting that patterns of differentiation in 
anthropometrics and marker genes might 
not correspond well. This pessimism was 
not relieved by the known measurement 
error associated with the anthropometric 
data (Spielman et al., ’72). The mobility 
of Indian villages (Chagnon et al., ’70) 
led to similar doubts for correspondences 
with geographic relationships (Ward and 
Neel, ’70). What then are the causes for 
the observed correspondence of anthro- 
pometric and marker gene data on vil- 
lages, and for their agreement with the 
map? 
In the first place, the distorting effects 
of village movements are presumably 
much less important for very distant vil- 
lages than for villages in close proximity. 
Villages which are separated by only a 
few days’ walk may change their distances 
and relative positions easily, obscuring 
the relationship of geographic distance 
to biological differentiation (Ward and 
Neel, ’70). When villages are separated 
by hundreds of kilometers of jungle, as 
are the major village clusters used here, 
a few kilometers displacement does not 
alter relative distances appreciably. Move- 
ment on the scale reported by Chagnon 
et al. (‘70) is quite unusual. Thus for the 
present data village movements are not 
expected to influence greatly any potential 
correspondence with map positions. 
’ 
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Secondly, aspects of tribal demography 
provide a plausible explanation for the 
biological and geographic correspondences 
observed. In an expanding population like 
the Yanomama, new villages arise by the 
splitting or fissioning of an older one. The 
members of the old village, however, are 
not randomly distributed between the 
fragments produced. The tendency for 
village splits to occur in a manner which 
preserves lineage integrity has been de- 
scribed by Neel (’67), who called the phe- 
nomenon “lineal effect.” To the extent 
that members of one lineage are more 
similar to each other than to those of 
other lineages, it is likely therefore that 
each of the daughter-villages or immedi- 
ate products of a split is more homogene- 
ous than the parent group (Spielman, 
’73) in various measurable traits. It fol- 
lows that descendants of one daughter- 
village are more similar to each other than 
to descendants of other villages produced 
by the split. The extent of differences be- 
tween villages thus reflects the historical 
development and may be expected to do 
so in all variables (e.g., dermatoglyphic 
and linguistic) for which lineages might 
be relatively homogeneous, irrespective 
of any genetic determination of these 
traits. In this view, the correspondence 
of different systems of variables is seen 
as the consequence of their common de- 
pendence on the historical process; any  
features distributed non-uniformly by lin- 
eages may thereby become associated with 
village differences. To the extent that 
closely related Yanomama villages remain 
in geographic proximity, the same process 
would of course account for correspond- 
ence with the map. One of the goals of 
future work in this area is to specifiy in 
detail how cultural and demographic fea- 
tures determine the village relationships 
whose correspondences have been demon- 
strated here. 
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