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Abstract
Let G = osp(2,2n) be the classical Lie superalgebra of type C of rank n+ 1. Let λ be a
partition with λ1  n. Then λ labels a finite-dimensional irreducible G-module, V (λ). We
describe the character of V (λ) in terms of tableaux. This tableaux description of characters
enable us to decompose T =⊗f V , the f -fold tensor product of the natural representation
of G, into its irreducible submodules and to show that the centralizer algebra of G on T is
isomorphic to the Brauer algebra Bf (2− 2n) for n > f .
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
The celebrated result, nowadays often called Schur–Weyl duality connects
the representations of the complex general linear group GLn (or the general
linear Lie algebra gln) and the representations of the symmetric groups, and
the combinatorics of partition and tableaux via the tensor representation
⊗f V
where V is the natural representation of GLn (or gln). In this work, we study the
irreducible representations of the Lie superalgebra G = osp(2,2n) and the tensor
representation T =⊗f V where V is the natural representation of G, and obtain
an analogue of the Schur–Weyl duality in this setting.
Let λ be a partition such that λ1  n. To this partition λ, we associate
a weight of G, wt(λ). Let V (λ) denote the irreducible G-module with the highest
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weight wt(λ). Then V (λ) is finite-dimensional by [K] (and [L]). We obtain
a combinatorial expression for the character of V (λ) in terms of certain tableaux,
which we call osp(2,2n)-tableaux. This tableaux description of the characters
combined with the results in [BLR,L] will allow us to decompose the tensor
representation T =⊗f V into its irreducible G-submodules for n f . Using the
decomposition of T we show that the centralizer algebra of G on T is isomorphic
to the Brauer algebra Bf (2 − 2n), and prove that the Brauer algebra action on T
in [BLR] is an isomorphism for n > f .
2. Preliminaries
The general linear Lie superalgebra gl(r, s) = gl(r, s)0 ⊕ gl(r, s)1 over C
consists of all (r + s)× (r + s) complex matrices under the commutator product
[x, y] = xy − (−1)abyx for x ∈ gl(r, s)a , y ∈ gl(r, s)b , and a, b ∈ Z2, where
gl(r, s)0 =
{(
Y1 0
0 Y4
) ∣∣∣ Y1 ∈Mr,r (C), Y4 ∈Ms,s(C)} ,
gl(r, s)1 =
{(
0 Y2
Y3 0
) ∣∣∣ Y2 ∈Mr,s(C), Y3 ∈Ms,r(C)} ,
and Mk,l(C) denotes the k× l complex matrices.
Let V = C2+2n and {vi | i = 1, . . . ,2 + 2n} be the standard basis for V . Let
V = V0 ⊕ V1 where V0 = span{v1, v2} and V1 = span{v2+1, . . . , v2+2n}. Let b( , )
denote the bilinear form on V defined by
b(v,w)= vtJw (1)
for v,w ∈ V where “t” is the transpose, and
J =
(
J1 0
0 J2
)
with J1 =
(
0 1
1 0
)
and J2 =
(
0 In
−In 0
)
,
where In is the n × n identity matrix. The orthosymplectic Lie superalgebra
osp(2,2n) is defined to be osp(2,2n)= osp(2,2n)0 ⊕ osp(2,2n)1 where
osp(2,2n)a =
{
x ∈ gl(2,2n)a
∣∣ b(xv,w} + (−1)abb(v, xw)= 0
for v ∈ Vb,w ∈ V
}
.
We note that osp(2,2n)0 ∼= o(2)× sp(2n). The osp(2,2n) is the basic classical
Lie superalgebra of type C with rank n+ 1.
Let G = osp(2,2n). Let H be the Cartan subalgebra of G consisting of
diagonal matrices of G. Relative to the adjoint action of H, G admits a root space
decompositionG =H⊕∑α∈H∗ Gα . A root α a is even if Gα∩G0 = 0, and is odd if
Gα ∩G1 = 0. We let ∆+0 and ∆+1 denote the set of positive even roots and positive
odd roots, respectively. For i = 1, . . . ,2 + 2n, let i denote the element in H∗
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which takes a matrix in H to its (i, i)-entry. Then  =−1 and 2+n+i =−2+i
for i = 1, . . . , n. We let 1 =  and 2+i = δi for i, . . . , n. Then
∆+0 = {δi ± δj | 1 i  j  n} and ∆+1 = { ± δi | 1 i  n}.
A partition λ = {λ1  λ2  · · ·λl  0} is a weakly decreasing sequence of
nonnegative integers. The length of λ, l(λ), is the number of nonzero parts of λ.
If |λ| =∑l(λ)i=1 λi = L, then we say that λ partitions L and write λ  L. It is
often convenient to view a partition λ as an infinite sequence with the convention
that λp = 0 for p > l(λ). Corresponding to each partition λ is its Young frame or
Ferrers diagram, F(λ), having |λ| boxes with λi boxes in the ith row and with the
boxes in each row left justified. Let λ′ denote the conjugate partition of λ whose
frame is obtained by reflecting that of λ about the main diagonal. We identify a
partition with its frame.
Suppose that λ is a partition with λ1  n. Then λ determines a weight of G
wt(λ)= λ1 +µ1δ1 +µ2δ2 + · · · +µλ1δλ1, (2)
where µ= {µ1, . . . ,µλ1} is the conjugate of the skew partition λ/{λ1}.
Example 2.1. Consider osp(2,2n) where n  5 and λ = {5,4,3,1} or equiva-
lently
λ= .
Then µ= (λ/{5})′ = {3,2,2,1} and wt(λ)= 5 + 3δ1 + 2δ2 + 2δ3 + δ4.
A finite-dimensional G-module M is said to be typical if M splits in any finite-
dimensional G-module, and atypical otherwise. This distinction of typical and
atypical modules are necessary for the representations of the Lie superalgebras
since unlike for the representations of the classical Lie algebras, a finite-
dimensional representation of a basic classical Lie superalgebra is not completely
reducible in general. Let ( , ) denote a symmetric bilinear form on H∗ defined by
(, )= 1, (δi, δj )=−δi,j , and (, δj )= 0,
where the δi,j is the Kronecker delta.
Let λ be a partition such that λ1  n. Let V (λ) denote the irreducible G-
module with the highest weight wt(λ). Then by [K] (also see [L]) V (λ) is finite-
dimensional and V (λ) is typical if (wt(λ) + ρ0 − ρ1, β) = 0 for each β ∈ ∆+1
where
ρ0 = 12
∑
β∈∆+0
β =
n∑
i=1
(n− i + 1)δi and ρ1 = 12
∑
β∈∆+1
β = n. (3)
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It is easy to see that there exists at most one β in ∆+1 such that (wt(λ) + ρ0 −
ρ1, β) = 0. If β ∈ ∆+1 satisfies (wt(λ) + ρ0 − ρ1, β) = 0, then V (λ) is called
singly-atypical of type β .
3. Characters
Let λ be a partition with λ1  n. Let V (λ) be the irreducible G-module with
the highest weight wt(λ) as before. When V (λ) is typical, a character formula
for V (λ) can be found in [K], and for singly-atypical V (λ), a character formula
can be found in [V]. Both of these character formulas are similar to the Weyl’s
character formula for the irreducible modules for the classical Lie algebras. In this
section, we introduce certain tableaux, called the osp(2,2n)-standard tableaux,
and describe the character of V (λ) in terms of the osp(2,2n)-standard tableaux
(uniformly both for typical and atypical modules).
Proposition 3.1. Let λ be a partition with λ1  n. Let V (λ) be the irreducible
G-module with the highest weight wt(λ). Then
chV (λ)= 1
L0
∑
w∈W
s(w)w
(
eµ+ρ0
λ1∏
i=1
(
x + x−1 + yi + y−1i
))
,
where
L0 =
∏
α∈∆+0
(
eα/2 − e−α/2),
W is the Weyl group of G0 ∼= o(2)× sp(2n), and µ denote the weight µ1δ1+· · ·+
µλ1δλ1 associated to the partition (λ/{λ1})′, x = e and yi = eδi for i = 1, . . . , n.
Proof. In the following, for simplicity of notation, we will identify the partition
λ with the associated weight wt(λ), and we will adopt the similar identification
between a partition and the corresponding weight whenever it is clear. We note
that
(λ+ ρ0 − ρ1,  + δi) = λ1 − n− (µi + n− i + 1),
(λ+ ρ0 − ρ1,  − δi) = λ1 − n+ (µi + n− i + 1).
First suppose that λ1 = n. Then it is easy to see that (λ+ρ0−ρ1, ±δi) = 0 for
all i = 1, . . . , n. Thus V (λ) with λ1 = n is typical. Then by [K, Proposition 2.8],
chV (λ)= L1
L0
∑
w∈W
s(w)w
(
eλ+ρ0−ρ1
)
, where L1 =
∏
α∈∆+1
(
eα/2 + e−α/2).
Note that w(L1)= L1 for each w ∈W . Thus
L1w
(
eλ+ρ0−ρ1
)=w(eµ+ρ0 e{λ1}e−ρ1L1),
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where e{λ1} = e{n} = en = xn. Since
e−ρ1L1 =
∏
α∈∆+1
e−α/2
(
eα/2 + e−α/2)= ∏
α∈∆+1
(1+ e−α)
=
n∏
i=1
(
1+ e−−δi )(1+ e−+δi ),
we have
e{λ1}e−ρ1L1 = xn
n∏
i=1
(
1+ x−1y−1i
)(
1+ x−1yi
)= n∏
i=1
(
x + x−1 + yi + y−1i
)
.
Now suppose that λ1 < n. Then (λ+ ρ0 − ρ1,  + δi) = 0 for all i = 1, . . . , n,
and (λ + ρ0 − ρ1,  − δi) = λ1 + µi − i + 1. Note that λ1 + µi − i + 1 = 0 if
and only if i = λ1 + µi + 1 where µi  0 with µi = 0 for i  λ1 + 1. Thus
(λ + ρ0 − ρ1,  − δi) = 0 if and only if i = λ1 + 1. Thus V (λ) with λ1 < n is
singly-atypical of type  − δλ1+1. Then by [V, Theorem 5.6],
chV (λ)= 1
L0
∑
w∈W
s(w)w
(
eλ+ρ0
∏
β∈∆+1 /S(λ)
(
1+ e−β)),
where S(λ)= {±δλ1+1, ±δλ1+2, . . . , ±δn}. Now a similar argument as above
shows that
eλ+ρ0
∏
β∈∆+1 /S(λ)
(
1+ e−β) = eµ+ρ0 e{λ1} λ1∏
i=1
(
1+ e−−δi )(1+ e−+δi )
= eµ+ρ0
λ1∏
i=1
(
x + x−1 + yi + y−1i
)
.
Thus the result follows. ✷
We now introduce osp(2,2n)-tableaux.
Definition 3.2. Let λ be a partition with λ1  n. Consider the following linearly
ordered set
B = {1 < 1¯ < 2 < 2¯ < · · ·< n< n¯ < x < x¯}.
An osp(2,2n)-tableau is a filling of the boxes of the Ferrers frame of λ with
the entries from B .
An osp(2,2n)-tableau is standard if
(1) the boxes of λ which are filled with entries from {1, 1¯, . . . , n, n¯} form a
conjugate of a sp(2n)-standard tableau, where a sp(2n)-standard tableau is
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a column-strict tableau (its entries are weakly increasing in each row from
left to right and strictly increasing in each column from top to bottom) and
the entries in each row i are  i , and
(2) the remaining boxes in λ are filled with entries from {x, x¯} to form a column-
strict skew tableau.
Example 3.3. Consider osp(2,2n) where n 4. Let
τ =
1 2¯ 3 x
1¯ 2¯ x x¯
x x¯ x¯
.
Then τ is an osp(2,2n)-standard tableau where
1 1¯
2¯ 2¯
3
is a sp(2n)-standard tableau of shape {2,2,1}, and
x
x x¯
x x¯ x¯
is a column-strict skew-tableau of shape {4,4,3}/{2,2,1}′. However,
ν =
1 2¯ 3 x
1¯ 2¯ x x¯
x¯ x x¯
is not osp(2,2n)-standard since the skew-tableau in {x, x¯} is not column-strict.
For each osp(2,2n)-tableau γ , we associate a monomial
m(γ )= xp(γ )
n∏
i=1
y
qi(γ )
i ,
where p(γ ) equals to (the number of x in γ )− (the number of x¯ in γ ), and qi(γ )
equals to (the number of i in γ )− (the number of i¯ in γ ). In the above example,
m(τ)= x3−3y1−11 y0−22 y1−03 = y−22 y3 and m(ν)=m(τ).
For the rest of the section, we will discuss how to express chV (λ) in
Proposition 3.1 in terms of the monomials associated with the osp(2,2n)-standard
tableaux of shape λ. In doing this, the following lemma is useful.
Lemma 3.4. Let a = {a1, a2, . . . , an} be a sequence of integers. Let b =
{a1, . . . , ai−1, ai+1−1, ai+1, . . . , an}. Let W be the Weyl group of o(2)×sp(2n).
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(1) Then ∑
w∈W
s(w)w
(
eb+ρ0
)=−∑
w∈W
s(w)w(ea+ρ0 ),
where a and b in the above equation denote the associated weights, a1δ1 +
· · · + anδn and a1δ1 + · · · + (ai+1 − 1)δi + (ai + 1)δi+1 + · · · + anδn,
respectively.
(2) If ai + 1= ai+1 for some i , then∑w∈W s(w)w(ea+ρ0)= 0.
(3) If an =−1, then∑w∈W s(w)w(ea+ρ0)= 0.
Proof. Note that
∑
w∈W
s(w)w
n∏
i=1
y
ci
i =
∑
σ∈Sn
s(σ )
n∏
i=1
(
y
ci
σ (i) − y−ciσ (i)
)
=
∑
σ∈Sn
s(σ )
n∏
i=1
dσ(i),i = detA,
where A= (di,j ) is the n× n matrix with di,j = ycji − y
−cj
i and Sn denotes the
symmetric group on n elements. We let eδi = yi for i = 1, . . . , n. We also recall
that ρ0 =∑ni=1(n− i + 1)δi .
(1) As discussed above, we view ∑w∈W s(w)w(ea+ρ0) as a determinant of
a matrix, say A. Then
∑
w∈W s(w)w(eb+ρ0 ) is the determinant of the matrix B
which is obtained from A by switching the ith and (i + 1)th columns.
(2) If ai+1 = ai + 1, then a = {a1, . . . , an} = {a1, . . . , ai−1, ai+1 − 1, ai + 1,
. . . , an}. Then (2) follows from (1).
(3) If an = −1, then ∑w∈W s(w)w(ea+ρ0) can be viewed as the determinant
of a matrix whose nth column is identically 0. ✷
We call the process of “interchanging” the ai and ai+1 in a = {a1, . . . , an} to
obtain b = {a1, . . . , ai−1, ai+1 − 1, ai + 1, . . . , an}, an elementary reduction. For
a given sequence of nonnegative integers a = {a1, . . . , an}, we have∑
w∈W
s(w)w(ea+ρ0 )= 0
or a can be transformed into a partition b= {b1, . . . , bn} by applying a number of
elementary reductions. Then∑
w∈W
s(w)w
(
eb+ρ0
)= (−1)k ∑
w∈W
s(w)w(ea+ρ0),
where k is the number of elementary reductions applied to a to obtain b.
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Let λ be a partition with λ1  n. By Proposition 3.1
chV (λ)= 1
L0
∑
w∈W
s(w)w
(
eµ+ρ0
λ1∏
i=1
(
x + x−1 + yi + y−1i
))
.
Consider
λ1∏
i=1
(
x + x−1 + yi + y−1i
)=∑
z
z, (4)
where the sum is over all monomials z of the form z = z1z2 · · ·zλ1 with zi ∈
{x, x−1, yi, y−1i } for i = 1, . . .λ1. Since eµ =
∏λ1
i=1 y
µi
i , the ith factor of e
µz
is one of {yµii x, yµii x−1, yµi+1i , yµi−1i }. For each z in (4), we define a(µ, z) ={a1, a2, . . . , aλ1} where
ai =

µi = λ′i − 1 if zi = x,
µi = λ′i − 1 if zi = x−1,
µi + 1 = λ′i if zi = yi,
µi − 1 = λ′i − 2 if zi = y−1i .
Then eµz= xp(z)ea(µ,z) where p(z)= |{i | zi = x}|−|{i | zi = x−1}|. The a(µ, z)
is not a partition in general. But since ai = λ′i − r where r = 0, 1, or 2, if a(µ, z)
is not a partition, then ai − ai+1 = −1 or −2 for some i = 1, . . . , λ1 − 1, or
an = −1. By Lemma 3.4(2), if there is i such that ai − ai+1 = −1 or an = −1,
then
∑
w∈W s(w)w(ea(µ,z)+ρ0)= 0.
Suppose that ai−ai+1 =−2 for some i . We note that since λ′ is a partition, this
happens only when λ′i = λ′i+1, and ai = λ′i − 2 (that is zi = y−1i ) and ai+1 = λ′i+1
(that is zi+1 = yi+1). Then in {a1, . . . , ai−1, ai+1 − 1, ai + 1, . . . , an}, we have
ai+1 − 1 = ai + 1.
Thus, from each a(µ, z), by Lemma 3.4 and by applying an elementary
reduction to each pair ai and ai+1 such that ai − ai+1 = −2, we obtain b(µ, z)
where b(µ, z) is either a partition or such that
∑
w∈W s(w)w(eb(µ,z)+ρ0)= 0. We
also observe that in the process of transforming a(µ, z) into a partition b(µ, z),
each ai for i = 1, . . . , λ1 is involved in an elementary reduction at most once.
Hence, what we have discussed so far shows that each z in (4) determines
a partition b(µ, z) and xp(z). We now express xp(z) as a monomial associated
with a certain skew-tableau of shape λ/b′(µ, z) where b′(µ, z) is the conjugate of
b(µ, z).
Definition 3.5. Let z be a monomial in (4). Let b(µ, z) be the partition determined
by z from µ as described above. We define the skew-tableau η(µ, z) of shape
λ/b′(µ, z) filled with entries from {x, x¯} as follows:
(1) If zi = x , then ai = bi = λ′i − 1. Then fill the last box in the ith column of λ
with x .
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(2) If zi = x−1, then ai = bi = λ′i − 1. Then fill the last box in the ith column of
λ with x¯.
(3) If zi = yi , then ai = bi = λ′i . Then there is no box to fill in the ith column
of λ.
(4) If zi = y−1i and ai = bi = λ′i − 2 (that is, the ai was not involved in an
elementary reduction), then fill the last two boxes in the ith column of λ
with x and x¯ from top to bottom.
(5) If zi = y−1i , ai+1 − 1 = bi = λ′i − 1, and ai + 1 = bi+1 = λ′i+1 − 1 (that is, an
elementary reduction was applied to ai and ai+1), then fill the last box of the
ith column of λ with x¯ and the last box of the (i + 1)th column of λ with x .
For each of the skew-tableau η(µ, z) above, we let xη(µ,z) = xq where q is
equal to (the number of x in η(µ, z))− (the number of x¯ in η(µ, z)). We note that
xη(µ,z) = xp(z) where p(z)= |{i | zi = x}− |{i | zi = x−1}| since when zi = yi or
y−1i , we either introduce x0, or x and x−1 in η(µ, z). Thus we view xp(z) as the
monomial obtained from the corresponding skew-tableau η(µ, z).
We illustrate our discussion above in the following example.
Example 3.6. Consider osp(2,2n) where n  5. Let λ = {5,4,3,1} or equiva-
lently
λ= .
Then µ= (λ/{λ1})′ = {3,2,2,1}.
(1) Let z= x−1xy3xx . Then
a(µ, z)= {4− 1,3− 1,3− 0,2− 1,1− 1} = {3,2,3,3,1,0}.
Then
∑
w∈W s(w)w(ea(µ,z)+ρ0)= 0 since a2 − a3 =−1.
(2) Let z= x−1y−12 y3y4x−1. Then
a(µ, z)= {4− 1,3− 2,3− 0,2− 0,1− 1} = {3,1,3,2,0}.
Since a2 − a3 =−2, we apply an elementary reduction to a2 and a3 to get
b(µ, z)= {3,3− 1,1+ 1,2,0} = {3,2,2,2,0}.
Then ∑
w∈W
s(w)
(
ea(µ,z)+ρ0
)=−∑
w∈W
s(w)
(
eb(µ,z)+ρ0
)
.
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The corresponding skew-tableau of shape λ/b′(µ, z) is
η(µ, z)=
x¯
x¯ x
x¯
.
Then xη(µ,z) = x1−3 and xp(z) = x−2.
(3) Let z= xx−1y−13 x−1y5. Then
a(µ, z)= {4− 1,3− 1,3− 2,2− 1,1− 0} = {3,2,1,1,1}= b(µ, z).
The corresponding skew-tableau of shape λ/b′(µ, z) is
η(µ, z)= x x¯
x¯ x¯
x
.
Then xη(µ,z) = x2−3 and xp(z) = x1−2.
We now describe the character of V (λ) in terms of the osp(2,2n)-standard
tableaux.
Theorem 3.7. Let λ be a partition with λ1  n. Let V (λ) be the irreducible
osp(2,2n)-module with the highest weight wt(λ). Then
chV (λ)=
∑
τ
m(τ),
where the sum is over all osp(2,2n)-standard tableaux τ of shape λ and m(τ) is
the associated monomial.
Proof. From Proposition 3.1 and the discussions followed, we have
chV (λ) = 1
L0
∑
w∈W
s(w)w
(
eµ+ρ0
λ1∏
i=1
(
x + x−1 + yi + y−1i
))
=
∑
z
1
L0
∑
w∈W
s(w)w
(
eµ+ρ0z
)
=
∑
z
xp(z)
1
L0
∑
w∈W
s(w)w
(
ea(µ,z)+ρ0
)
=
∑
z
(−1)k(µ,z)xp(z) 1
L0
∑
w∈W
s(w)w
(
eb(µ,z)+ρ0
)
,
where
∏λ1
i=1(x+ x−1 + yi + y−1i )=
∑
z z as before, and k(µ, z) is the number of
elementary reductions applied to a(µ, z) to get b(µ, z).
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First we recall that
chsp(2n) V
(
b(µ, z)
)= 1
L0
∑
w∈W
s(w)w
(
eb(µ,z)+ρ0
)
,
where chsp(2n) V (b(µ, z)) is the character of the irreducible module for the
symplectic Lie algebra sp(2n) with the highest weight labeled by the partition
b(µ, z). It is well known that
chsp(2n) V
(
b(µ, z)
)=∑
ξ
m(ξ), (5)
where the sum is over all sp(2n)-standard tableaux ξ of shape b(µ, z) and m(ξ)
is the monomial associated with ξ (see [KE]).
Now fix a subpartition b(µ, z) of λ′ and a skew tableau η(µ, z) of shape
λ/b′(µ, z). We call η(µ, z) nonstandard if an x¯ appears to the left of an x in
a row. We will call x¯ and x a nonstandard pair if they appear in the same row of
η(µ, z) with x¯ in the ith column and x in the (i + 1)th column of η(µ, z). Note
that such a nonstandard pair was resulted either by z with zi = x−1 and zi+1 = x ,
or by z with zi = y−1i and zi+1 = yi+1 and an elementary reduction.
Suppose that η(µ, z) has t nonstandard pairs. Then in chV (λ), the expression
xη(µ,z)
1
L0
∑
w∈W
s(w)w
(
eb(µ,z)+ρ0
)
appears with the coefficient
t∑
j=0
(−1)j
(
t
j
)
= 0, (6)
where (−1)j( t
j
)
corresponds to the terms obtained by applying j -number of
elementary reductions out of t possible pairs.
Thus, by (5) and (6) chV (λ) is expressed in terms of the monomials associated
with the osp(2,2n)-standard tableaux τ of shape λ.
On the other hand, let τ be an osp(2,2n)-standard tableau shape λ. Then τ
consists of the conjugate of a sp(2n)-standard tableau of shape b with entries in
{1, 1¯, . . . , n, n¯} and a standard (or column-strict) skew-tableau η of shape λ/b′
with entries in {x, x¯}. Then, it is clear that there is a unique z = z1 · · ·zλ1 in∑λ1
i=1(x + x−1 + yi + y−1i )=
∑
z z such that η(µ, z)= η.
Therefore
chV (λ)=
∑
τ
m(τ),
where the sum is over all osp(2,2n)-standard tableaux of shape λ. ✷
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4. Tensor representation and centralizer
Let V = C2+2n and {vi | i = 1, . . . ,2+ 2n} be the standard basis of V . Recall
that V = V0 ⊕ V1 where V0 = span{v1, v2} and V1 = span{v2+i | i = 1, . . . ,2n}.
Let G = osp(2,2n) act on V by the usual matrix multiplication. Then V = V ({1}),
the irreducible G-module with the highest weight . V is called the natural
representation of G.
Let T =⊗f V , the f -fold tensor product of V . The G-action on V can be
extended to T =⊗f V by the graded-derivation:
xw=
f∑
j=1
(−1)a(b1+···+bj−1)w1 ⊗ · · · ⊗wj−1 ⊗ xwj ⊗wj+1 ⊗ · · · ⊗wf ,
where x ∈ Ga , w =w1⊗· · ·⊗wf is a simple tensor in T with wi ∈ Vbi for each i .
This makes T into a G-module.
The tensor product representation T has been studied in [BLR] and [L]. In this
section, using the result on the character for V (λ) in Theorem 3.7 and results in
[BLR,L], we obtain the decomposition of T into its irreducible submodules for
n f .
The centralizer algebra of G on T is C = EndG(T )= {φ ∈ End(T ) | φg = gφ
for all g ∈ G}. It is well known that the centralizer algebra C and the decompo
sition of T are closely related. We will show that C is isomorphic to the Brauer
algebra Bf (2−2n) and describe an isomorphism which realizes C ∼= Bf (2−2n)
for n > f .
We begin by recalling the following well-known combinatorial object. An
up–down tableau of length f and shape λ is a sequence of partitions Λ =
(λ0, λ1, . . . , λf ) such that λ0 = ∅, λf = λ and, for each i = 1, . . . , f , λi is
obtained from λi−1 by either adding or removing a box. Note that λf = λ is a
partition of f − 2j where 0  j  f/2. We let udλ denote the set of all up–
down tableaux of length f and shape λ.
Let W(f ) = {w = w1 · · ·wf | wi ∈ B}, the set of words of length f in
B = {1, 1¯, . . . , n, n¯, x, x¯}. Let P(f ) denote the set of pairs (τ,Λ) consisting
of an osp(2,2n)-standard tableau τ of shape λ and an up–down tableau Λ =
(λ0, λ1, . . . , λf ) of length f and shape λ.
In the following we will describe a Robinson–Schensted type insertion scheme,
which provides a bijection ospf :W(f )→ P(f ). This ospf is a conjugate version
of the bijection spof developed in [BLR] for the Lie superalgebras spo(2n,m)
(with m = 2). Roughly speaking, the spof in [BLR] maps a word in W(f ) to a
pair (ξ,Γ ) where ξ is a tableau which is built by the Berele’s sp(2n)-insertion on
the letters {1 < 1¯ < · · ·< n < n¯} and the Robinson–Schensted column-insertion
on the letters in {x < x¯}, and Γ is the up–down tableau which “records” the
positions of the added or deleted boxes in the process. We define ospf to be the
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“conjugate” of the spof . We describe spof and ospf briefly below. (For more
detailed description of spof , see [BLR, Section 5].)
A tableau ξ with entries fromB is spo(2n,2)-standard if ξ consists of a sp(2n)-
standard subtableau in {1, 1¯, . . . , n, n¯} and a row-strict skew-tableau in {x, x¯}.
(That is, ξ ′, the conjugate of ξ , is osp(2,2n)-standard.)
Let ξ be an spo(2n,2)-standard tableau. Let a ∈ B . The following algorithm
inserts a into ξ to yield a spo(2n,2)-standard tableau (a→ ξ ).
(1) Start with b = a and i = j = 1.
(2) If b ∈ {1, 1¯, . . . , n, n¯}, then insert b into the ith row of ξ as follows: If there
is an entry in row i which is greater than b, then displace the leftmost such
entry and insert b into its box except in the following case. If b = i and there
is an i¯ in the ith row, then replace the leftmost i¯ in the row with i and remove
the entry in the (i,1)-position (which is necessarily an i) making it an empty
box. If there is no entry in the ith row which is greater than b, then adjoin b
to the end of the row.
If b ∈ {x, x¯}, then insert b into the j th column as follows: If there is an entry
in the j th column which is greater than b, then displace the topmost such
entry and insert b into its position. If there is no entry in the j th column
which is greater than b, then adjoin b at the end of the column.
(3) Set b equal to the displaced entry and change i to p+ 1 and j to q + 1 where
(p, q) was the position of the displaced entry. Repeat step (2) until an entry
is adjoined to the end of a row or a column, or an empty box is created.
(4) Let (a → ξ)∗ be the result of steps (1)–(3). If (a → ξ)∗ does not contain
an empty box, then (a → ξ) = (a → ξ)∗. If (a → ξ)∗ contains an empty
box, then slide the empty box by the jeu de taquin (see [BLR] for a precise
definition) to a corner and delete the empty box at the corner. The resulting
tableau is (a→ ξ).
The spof is defined inductively as follows. Let w=w1 · · ·wf ∈W(f ).
(1) Set (ξ0,Λ0)= (∅, (∅)).
(2) If (ξ i−1, (λ0, λ1, . . . , λi−1)) was obtained by the insertion on w1 · · ·wi−1,
then ξ i = (wi → ξ i−1) and λi is the underlying partition of ξ i .
Then spof (w)= (ξf , (λ0, . . . , λf )), and ospf (w)= ((ξf )′, (λ′0, . . . , λ′f )).
Example 4.1. Consider the word w = x¯ 2 1¯ 1 x¯ 1 of length f = 6. Then spof (w)
is given by
ξ0 = ∅, ξ1 = x¯ , ξ2 = 2 x¯ , ξ3 = 1¯ x¯2 ,
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x¯
2 −→jeu 2 x¯ = ξ
4, ξ5 = 2 x¯
x¯
, ξ6 = 1 x¯2 x¯ .
Thus spo(w)= (ξ,Γ ) where ξ = ξ6 and
Γ =
(
∅, , , , , ,
)
.
Then ospf (w)= (ξ ′,Γ ′) where
ξ ′ = 1 2
x¯ x¯
and Γ ′ =
(
∅, , , , , ,
)
.
Theorem 4.2. Suppose that n f . Then ospf :W(f )→ P(f ) is a bijection.
Proof. It is clear since spof is a bijection by [BLR, Theorem 5.5] and the
“conjugation” is a bijection. ✷
We now describe the decomposition of T =⊗f V .
Theorem 4.3. Suppose that n f . Then
T =
⊗f
V =
⊕ f/2∑
j=0
∑
λf−2j
|udλ|V (λ),
where V (λ) is the irreducible G-module with the highest weight wt(λ) and |udλ|
is the number of the up–down tableaux of length f and shape λ.
Proof. In [L], by constructing a set of linearly independent highest weight vectors
of T , and by proving that each of these highest weight vectors generate an
irreducible G-submodule of T , it was shown that⊕ f/2∑
j=0
∑
λ(f−2j)
(
f
2j
)
(2j)!! (f − 2j)!
h(λ)
V (λ)⊆ T , (7)
where (2j)!! = (2j − 1)(2j − 3) · · ·1 and h(λ) =∏(i,j)∈λ hi,j (λ) is the product
of all hook-lengths of λ. For n f ,(
f
2j
)
(2j)!! (f − 2j)!
h(λ)
= |udλ|
by [S].
By Theorem 3.7, the dimension of V (λ) is the number of the osp(2,2n)-
standard tableaux of shape λ. Thus the dimension of the LHS of (7) is |P(f )|.
On the other hand, since W(f ) labels a basis of T , the dimension of T is |W(f )|.
Then the bijection ospf in Theorem 4.2 shows that the dimensions of the LHS
and the RHS of (7) are the same. Thus the theorem follows. ✷
C. Lee Shader / Journal of Algebra 255 (2002) 405–421 419
We now discuss the centralizer algebra C = EndG(T ). In what follows, we will
show that C is isomorphic to the Brauer algebra Bf (2 − 2n) when n > f . We
begin with a brief description of the Brauer algebra.
A f -diagram is a graph with two rows of f vertices each, one above the other,
and f edges such that each vertex is incident to precisely one edge. Assume z ∈ C.
We define the product of two f -diagrams d1 and d2 to be the f -diagram obtained
by placing d1 above d2 and identifying the vertices in the bottom row of d1 with
the corresponding vertices in the top row of d2. The resulting graph contains
f paths and some number of cycles. If d is the f -diagram with the edges that
are paths in this graph but with the cycles removed, then the product d1d2 is
given by d1d2 = zcd where c is the number of closed loops. The Brauer algebra
Bf (z) is the C-span of the f -diagrams. The C-linear extension of the diagram
multiplication makes Bf (z) into an associative algebra.
In [BLR], an action of Bf (2− 2n) on T which commutes with the action of G
was described. In the following, we will show that this action of Bf (2 − 2n) on
T indeed provides an isomorphism which realizes C ∼= Bf (2 − 2n) when n > f .
Recall B = {vi | i = 1, . . . ,2 + 2n} the standard basis of V and the bilinear form
b( , ) on V in (1).
Let d be a f -diagram. Label the top vertices (left to right) with a sequence
a = (a1, a2, . . . , af ) where ai ∈ B, and the bottom vertices (left to right) with a
sequence c = (c1, c2, . . . , cf ) where ci ∈ B. To each edge and each crossing of
this labeled f -diagram, we assign a weight as follows:
(1) For a horizontal edge connecting a and a′ with a to the left of a′, assign the
weight b(a, a′) to it.
(2) For a horizontal edge connecting c and c′ with c to the left of c′, assign the
weight−b(c, c′).
(3) For each vertical edge connecting a to c, assign the weight δa,c (Kronecker’s
delta),
(4) For each crossing, of the four vertices adjacent to the two edges that cross, let
l1 and l2 to be the last two vertices (in order) when counting off the vertices
in a counterclockwise fashion beginning from the bottom left corner of the
diagram. Let e1 and e2 be the labels of l1 and l2, respectively. Then assign
the weight−(−1)b1b2 where ei ∈ Vbi .
The weight of the f -diagram d labeled with a and c, denoted by wd(a, c), is
the product of the weights over all edges and crossings.
Let d be a f -diagram and define φd to be the endomorphism in C such that
φd(a1 ⊗ · · · ⊗ af )=
∑
c1,...,cf ∈B
wd(a, c)c1 ⊗ · · · ⊗ cf ,
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where wd(a, c) is the weight of the f -diagram d with top vertices labeled by
a1, . . . , af and bottom vertices labeled by c1, . . . , cf . Then
φ :Bf (2− 2n)−→ C, (8)
where φ(d)= φd is a homomorphism of algebras by [BLR, Theorem 2.16].
Proposition 4.4. Assume that n f . Then φ in (8) is faithful.
Proof. Let {v∗i | i = 1, . . . ,2+2n} be the dual basis ofB such that b(vi, v∗j )= δi,j
where δi,j is the Kronecker delta. Then v∗1 = v2, v∗2 = v1, v∗2+i = v2+n+i , and
v∗2+n+i =−v2+i for i = 1, . . . , n. We let t = v1 and ui = v2+i for i = 1, . . . , n.
Let d be a f -diagram. We claim that we can choose labels for d , a = a1 · · ·af
and c= c1 · · ·cf where all ai, ci ∈ B such that wd(a, c) = 0, and wd ′(a, c)= 0 for
all f -diagrams d ′ such that d ′ = d . Suppose that the f -diagram d has j horizontal
edges on the top row, and thus j horizontal edges on the bottom row also. To each
of these 2j horizontal edges, we assign the label ui and u∗i for i = 1, . . . ,2j . To
each of the remaining (f − 2j)-vertical edges, we assign the label u2j+r for the
top and bottom vertices for r = 1, . . . , (f − 2j).
Then in d , each of the horizontal edges has the edge-weight 1 or −1 since
b(vi, v
∗
i )= 1 for all i , and each of the vertical edges has the edge-weight 1 since
δvp,vp = 1 for all p. Thus wd(a, c)=±1.
Now let a ∪ c denote the multiset {a1, . . . , af , c1, . . . , cf }. Then
a ∪ c=
{ {u1, u∗1, . . . , u2j , u∗2j } if n f = 2j,
{u1, u∗1, . . . , u2j , u∗2j , u2j+1, u2j+1, . . . , uf ,uf } if n f > 2j.
Note that for each vi ∈ B, v∗i and vi are the only possible vertices which can be
incident to vi to have a nonzero edge weight, and for each vi ∈ a∪c, precisely one
of v∗i or vi is in {a∪c}/{vi}. Thus for given labels a and c for the 2f vertices (f on
the top row and f on the bottom row), there is only one way to connect vertices
to have a f -diagram such that each of the edges has nonzero edge-weight. Thus
if wd ′(a, c) = 0 for a f -diagram d ′, then d ′ = d .
Now let d ∈ Bf (2− 2n). Then d = q1d1 + · · ·+ qsds where qi ∈ C and di are
f -diagrams. Assume that s  1 and qi = 0 for all i = 1, . . . , s. Let a and c be the
labels which are chosen so that wd1(a, c) = 0 and wdi (a, c) = 0 for all di = d1.
Then wd(a, c)= q1wd1(a, c) = 0. Then
φ(d)(a1 ⊗ · · · ⊗ af )=
∑
e1,...,ef ∈B
wd(a, e)e1 ⊗ · · · ⊗ ef = 0
since wd(a, c) = 0 and c1 ⊗ · · · ⊗ cf is an element of a basis of T .
This shows that for each d ∈Bf (2− 2n), φ(d) = 0. Hence φ is faithful. ✷
Theorem 4.5. Suppose that n > f . Then φ :Bf (2 − 2n)→ C in (8) is an iso-
morphism.
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Proof. By [W], the Brauer algebra Bf (z) is semisimple for |z| > f . When
Bf (z) is semisimple, the irreducible Bf (z)-modules are indexed by the partitions
in P̂ = {λ  f − 2j | j = 0, . . . , f/2}, and the dimension of the irreducible
Bf (z)-module labeled by λ ∈ P̂ is |udλ|. Since n > f , |2 − 2n| > f . Thus, by
Wedderburn–Artin Theorem,
Bf (2− 2n)∼=
⊕∑
λ∈P̂
M|udλ|(C), (9)
where M|udλ|(C) is the full matrix algebra over C of degree |udλ|.
Now by Theorem 4.3⊗f
V =
⊕∑
λ∈P̂
|udλ|V (λ).
Then, by the well-known double centralizer theory,
C ∼=
⊕∑
λ∈P̂
M|ud(λ)|(C). (10)
Then φ :Bf (2 − 2n)→ C is an isomorphism since C and Bf (2 − 2n) have the
same dimension by (9) and (10), and φ is injective by Proposition 4.4. ✷
Remark. In Theorem 4.5, the assumption n > f was adopted instead of n  f
to exclude the case n = f = 2. Since |2 − 2n| = f when n = f = 2, the
Brauer algebra Bf (2− 2n) may not be semisimple. However, since |2− 2n|> f
whenever n f  3 or n > f for f = 1,2, Bf (2 − 2n) is semisimple, and thus
Theorem 4.5 also holds in these cases.
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