The foreseen decentralization of the electrical energy supply has a significant impact on the overall system operation and control. To increase the economic efficiency of dispersed generation (DG) a powerful optimization technique is required. This paper presents a mathematical model including different kinds of DG units with respect to their technical characteristics as well as the optimization technique which is used to solve the problems under the existing uncertainties.
Introduction
Due to the impending renewal of the existing generation capacity on the one hand and the ongoing development of dispersed generation (DG) technology related to present decisions concerning the energy policy on the other hand DG becomes more and more important [1] . Especially the simultaneous production of thermal and electrical energy with combined heat and power units (CHP) close to the customers gains more and more importance because of the high overall efficiency. To obtain an economically optimal operation of these generation units, partially equipped with storage devices, a mathematical model and optimization is needed [2] .
If several DG devices are linked together and are operated as one unit this concept is often called a Microgrid or a Virtual Power Plant (VPP) [3] . In Figure 1 a schematic representation of a VPP is shown. interconnected, the three local heat networks are isolated from each other. To transmit the optimal profiles to each DG unit and to get their actual status a bidirectional communication between the operator and each unit is needed [4] .
The generation units with deterministic infeed can be controlled by the operator to supply the electricity and heat demand with minimum costs. For generation units with stochastic infeed the latter is known in terms of a probability distribution and normally the fluctuating power is fed into the distribution network. Another uncertainty consists of the electricity and heat demand of the customers. This uncertainty basically is caused by weather conditions, individual behavior and inaccuracy of the used model. These predicted demands are given in terms of 24h load profiles for each customer [5] .
Mathematical Programming Techniques

The Basic Model
The basic deterministic model describes a configuration with S engine-based cogeneration stations, A R wind turbines and A W hydroelectric power plants.
Every engine-based cogeneration station i consists of A K (i) boilers, A M (i) gas motors, A T (i) gas turbines as well as one thermal storage and one cooling device.
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The planning horizon of 24h for the management of these units is split into subintervals t, t = 0, . . . , T , where m = 24 T h denotes the lenght of one subinterval.
In the following description, the variables are all listed for a general power producing unit U. This unit can either be the jth boiler, K ij , in station i, the jth gas motor, M ij , in station i, the jth gas turbine, T ij , in station i, the jth wind turbine, R j , or the jth hydroelectric power plant, W j .
The variable s The model allows for trading within an electricity market. The variables E reg t , E fos t describe the exported electricity gained from fossile or regenerative sources, and I t is the imported electricity in time interval t.
The aim of the optimization is to find an operating schedule for the system with minimal costs, hence the objective function reads
Thermal and electrical load coverage is modeled via The variables showing whether a unit U is in operation in time interval t have to be linked to the start-up/shut-down indicators. This is modeled by two constraints for every unit in a cogeneration station:
Furthermore, there are constraints that force these units to stay in operation until at least the given minimum up time l U is reached:
Minimum down times can be modeled in a corresponding way, but they are not considered here.
Some of the dispersed generation units shown in Figure 1 do not have a constant efficiency factor η over the total range of power output. A PEM FC of 240 kW thermal and 213 kW electric power for example has a nonlinear efficiency factor η total as shown in Figure 2 . Considering the efficiency reduction in partial load operation within the model the following approach has been 6 chosen to calculate the fuel consumption b t CHP for a CHP unit:
Including the model for η total (w t CHP , p t CHP ) leads to:
The second summand in the square bracket represents the decreasing efficiency when reducing the power output. H u denotes the net calorific value of the fuel and η max total the total efficiency factor at maximum power output. The parameter ν is used to individually adjust the model to the measured characteristic. In Figure 2 both, the measured and the modeled efficiency characteristic for the above mentioned PEM FC are shown, whereas ν = 0, 3 has been used. If a constant efficiency factor is assumed the parameter ν is set to 0. In this case the following equations for the fuel consumption of the boilers, the gas motors and turbines are used:
If the VPP contains units which have a non negligible heat-up and cool-down behaviour this can be linearly modeled using the subsequently shown constraints. The variables t
∈ N represent the number of intervals in which unit U has a specific state as explained below. The variable z t U ∈ {0, 1} indicates whether the unit U is completely cooled off or not.
The following constraints describe the warm-up process of a PEM FC for example in terms of the required number of warm-up states t t w U depending on the previous number of off intervals t
The total number of intervals while the FC does not feed any energy into the grid is represented by t 
The value of t t count U represents the current number of down states since the last shut-down process, for the detailed modeling of t t count U with linear constraints see [6] .
For the storage devices in the configuration there are the following lower and upper bounds:
Since the losses of stored energy are proportional to the fill, the following balances interconnecting the different time intervals are used:
Here v is the percentage of lost energy.
There are also lower and upper bounds for the cooling device leading to
Finally the following constraints for importing and exporting electricity are to be observed. While export is limited by the own production, no upper bounds are imposed on the import:
Computational Behavior of the Basic Model
The above mixed-integer linear programming problem is readily solvable with standard software such as CPLEX [7] , that uses LP-based branch-and-bound algorithms. For testing a planning horizon of 24 hours, uniformly subdivided into intervals of 15 minutes is considered. The generation system consists of 5 engine-based cogeneration stations, involving altogether 8 boilers, 9 gas motors, and one gas turbine, and of 12 wind turbines and one hydroelectrical power plant.
This leads to a mixed-integer linear program with about 14.000 binary variables, 13.000 real variables, and 22.000 constraints. Computations were carried out on a Linux-PC with a 3,0 GHz Pentium IV processor and 2,0 GB RAM.
As stopping criterion for the branch-and-bound algorithm the gap dropping below 0,01% is used. "Gap" here refers to
BS−LB LB
· 100% where BS is the objective value of the best solution found and LB denotes the minimum lower LP-bound at active nodes in the search tree.
Tests with different profiles of electrical and thermal load were run. Mostly, the gap of 0,01% was reached within 30 seconds of CPU-time. Relaxing the gap to 0,1% leads to a stable reduction of CPU-time to 20 seconds and less.
Stochastic Extension
In the basic model complete availability of data at the moment of decision is tacitly assumed. In an operational setting, however, the latter is rarely the case since power prices, power demand, and power input from renewable ressources are less and less certain over time. Typically, there is certainty about these data up to some time intervalt with 0 <t < T followed by stochastic information in the remaining intervals. This provides the departure point for the stochastic model extension. In particular it is ensured that the decision variables belonging to the time intervals up tot are non-anticipative, i.e., do not foresee data realizations in the intervals followingt. The stochastic model extensions will optimize these variables, reflecting here-and-now decisons under uncertainty, with respect to the expected value of the total costs they induce. 
As usual, dependence on ω indicates stochasticity, and the random variables are assumed to live on some probability space (Ω, A, IP ). In the present situation, random power prices are captured by d(ω), random power demand by h(ω), and random power input from renewable ressorces by W (ω). The matrix
A is deterministic in the present situation. The subsequent model building and algorithmic treatment, however, handle randomness in A without additional effort. The sets X, Y reflect constraints in either exclusively x or exclusively y. These sets are polyhedra with integer requirements to components of x, y.
With these prerequisites, the (expectation-based) two-stage stochastic programming model for optimizing the non-anticipative decisions x reads
x ∈ X}.
This model aims at minimizing the expected value of the sum of the (deterministic) first-stage costs and the random second-stage costs. The latter are a function of x and ω. They arise from an optimal selection of y for given decision x and given observation (d, W, h, A)(ω). 
In contrast with our basic model, the above optimization problem, although again a mixed-integer linear program, is far too big to be accessible by standard solvers like CPLEX. Instead, we employ a decomposition method whose basics were laid out in [8] . The principal idea is to formulate the non-anticipativity of the x-variables as an explicit constraint by introducing copies x j , j = 1, . . . , N and claiming x 1 = . . . = x N . Problem (1) then turns into min where λ ∈ IR l and
The Lagrangean dual reads
The optimization problem on the right-hand side is separable with respect to the individual scenarios, i.e.,
where, for j = 1, . . . , N,
14 The Lagrangean dual is a nonsmooth, piecewise linear concave maximization, or equivalently, convex minimization problem for whose solution advanced bundle-trust subgradient methods can be applied, see [9] for instance. By the above separability, function values and subgradients of D can be computed scenario-wise by using standard mixed-integer linear programming software such as CPLEX. This is the announced decomposition effect.
In this way a lower bound to the optimal value of (1) is found which is never worse the lower bound obtainable by LP relaxation of (1). Based on the results of the dual optimization, taylored heuristics derive a promising feasible solution to the (primal) problem (1) . The difference between the objective value of this feasible solution and the lower bound obtained from solving the dual gives rise to a gap certificate for solution quality as already explained with the basic model. If the gap certificate is acceptable to the user the method stops, otherwise, the set X is subdivided and a branch-and-bound scheme in the spirit of global optimization is put on top of the outlined Lagrangean relaxation procedure, for details see [8] .
For a recent account on the state-of-the-art in stochastic programming see the handbook [10] , which also has a chapter on stochastic programming applications in energy [11] .
Analysis of the Economic Benefits of DG
The operation of DG is only reasonable if economic benefits compared to competing systems can be achieved. The additional investment costs of CHP plants have to be countervailed by reducing the operating costs over lifetime.
The operator of those units can pursue different strategies of operating modes 15 to obtain an economic optimum. DG can be used to supply expensive load peaks (peak shaving), which otherwise have to be balanced by cost-intensive power plants. Moreover an operating model is conceivable, which is aligned to avoid expensive regulation and reserve power by use of DG. Those units can react dynamically to variations of the expected load forecast. Furthermore they could be operated meaningfully, if the owner is able to reduce the total costs for his electrical and thermal energy demand. In this case the produced energy is used to supply the owner himself, which can lead to decreasing deliv- If long periods are investigated, already small deviations of the relevant economic data and load forecasts can lead to strongly different results. That means that each individual case has to be analyzed under given basic conditions explicitly.
Results for a typical Configuration
Basic Model
For the computational tests the VPP already mentioned in subsections 2.1 resp. 2.2 is used. The following analysis of the results is confined to one of the cogeneration stations of the VPP. This station is shown schematically in Figure 6 . It consists of three CHP units, two boilers, and one thermal storage device. denote the output of the boilers 1 and 2, respectively (cf. Figure 6 ).
Moreover, w Therefore the CHP tend to continue working at maximum or high levels, excess heat is put into the storage, and is used during time periods when the boiler is switched off, for example. Permanent storage use at high level, however, is prevented by the storage losses, that are proportional to the amount of stored energy. As one result of the optimization of the entire VPP, the most cost efficient time pattern for the boilers, storage device, and CHP units in this exemplarily considered station is found.
Stochastic Extension
Initial computational tests for the stochastic extension were carried out for problem instances with random power demand. A C-implementation of the decomposition algorithm described in subsection 2.3 (ddsip [13] ) was used.
Again the computations were done on a Linux-PC with a 3.0 GHz Pentium IV processor and 2.0 GB RAM. Table 1 shows increased problem dimensions and computing times, for instances with 9, 11, and 31 selected scenarios. This shows, that ddsip finds solutions with reasonably small gaps in acceptable solution time for these large-scale stochastic mixed-integer linear programs.
The stochastic program aims at finding optimal non-anticipative first-stage decisions hedging against the various future scenarios that may occur. Table 2 it becomes evident, that the optimal non-anticipative solution, i.e., the one properly reflecting the available information at the moment of decision, can not be deduced in a sim- 11  6500  3000  4768  6500  3000  27  3000  3270  4768  6500  3000   12  4810  4770  4731  4754  4764  28  3000  4770  4731  4754  4764   13  4810  4770  4731  4754  4764  29  6500  3000  3000  4754  4860   14  4810  4770  4731  5333  6500  30  4810  4773  6500  3000  4860   15  4810  4770  4731  6500  6500  31  3000  3270  4731  4754  4764   16  4810  4770  6144  6500  6500  solution  3000  3270  4768  6500  3000 ple way from the collection of anticipative solutions. This optimal solution is found by the stochastic program and is displayed in the last row of Table 2 .
Conclusions
The presented models and methods provide a basis for the development of a powerful tool for optimizing a coordinated operation of DG units under uncertainty of power prices, power demand, and infeed from renewable resources.
By means of such a tool the operator of a VPP is able to determine its economical optimum in consideration of the relevant technical and economical 22 constraints as well as of the different existing uncertainties.
Stochastic programming extensions to mixed-integer linear programs are the mathematical backbone of the tool. The resulting stochastic integer programs being far too big for standard solvers an advanced scenario decomposition algorithm is employed for their solution. First computational tests confirm that the decomposition algorithm is able to handle substantial problem instances with reasonable solution accuracy in acceptable time.
Altogether, the illustrated approach extends the possibilities of computer based decision support in decentralized energy markets.
