



































































































































































































Ha	 sido	 difícil	 llegar	 hasta	 aquí,	 ser	 independiente,	 vivir	 solo,	 cambiarme	 de	
país,	dejar	a	mi	familia,	afrontar	la	vida	lejos	de	aquellos	que	amo,	asistir	a	clases	por	la	
mañana,	trabajar	por	las	tardes	y	fines	de	semana…	Ha	sido	muy	difícil,	pero	no	ha	sido	




por	 no	 dejar	 que	me	 rindiese,	 por	 no	 permitir	 que	me	 faltase	 nada,	 por	 apoyarme	
siempre	en	todas	mis	decisiones	y	por	ayudarme	a	conseguir	este	sueño,	este	gran	y	
valioso	sueño,	que	nos	va	a	permitir	realizar	todos	nuestros	proyectos	futuros.	Cariño,	
te	 amo,	 estoy	 infinitamente	 agradecido	 de	 todo	 lo	 que	 haces	 por	mí	 y	 como	 te	 he	




Quiero	 dar	 las	 gracias	 a	 mi	 familia,	 por	 haberme	 educado	 de	 una	 forma	
especial,	 por	 enseñarme	 el	 semper	 fidelis,	 el	 carpe	 diem	 y	 por	 enseñarme	 a	 no	
rendirme	jamás.	Ha	habido	muchos	momentos	en	 los	cuáles	podría	haber	terminado	
en	 otro	 rumbo,	 pero	 ha	 sido	 gracias	 a	 ellos	 que	 he	 sabido	 como	 alzar	 el	 vuelo	 y	
encontrar	el	mío	propio.	
	
Quiero	 creer	 que	 mi	 abuela	 puede	 leer	 este	 documento	 desde	 el	 infinito,	
quiero	creer	que	en	alguna	parte	de	universo	sigue	existiendo	ese	calor	maternal	que	
me	diste	todo	este	tiempo.	Sé	que	he	sacrificado	el	pasar	a	 tu	 lado	tus	últimos	años	
por	 cumplir	 este	 gran	 sueño,	 pero	 quiero	 que	 sepas	 que	 he	 rendido	 honor	 a	 tu	
memoria	 y	 a	 la	 educación	 que	me	 diste...	 he	 cumplido	 la	 promesa	 que	 te	 hice,	 he	
terminado	la	carrera.	Te	amo	y	quiero	que	sepas	que	no	voy	a	olvidarte	nunca.	
	
También	 quiero	 agradecer	 a	 mis	 amigos,	 compañeros	 y	 profesores	 de	 la	
Universidad	Carlos	 III	 de	Madrid	 por	 no	haber	 permitido	que	mis	 ánimos	decayesen	
nunca,	gracias	a	su	apoyo	y	cariño	conseguí	ser	feliz	todos	estos	cinco	años.	Gracias	al	














Por	 último,	 para	 todas	 aquellas	 personas	 que	 lean	 este	 documento:	 siempre	








































Este	 trabajo	de	 fin	de	grado	surge	de	 la	necesidad	de	poder	controlar	 lo	que	





Por	 medio	 de	 la	 investigación	 realizada	 y	 entregada	 en	 este	 documento	 se	
pretende	 ofrecer	 una	 alternativa	 eficiente	 y	 escalable	 a	 las	 necesidades	 de	 la	
Universidad	 y	 con	 ello,	 poder	mejorar	 el	manejo	 y	 uso	 de	 los	 recursos	 de	 las	 aulas	































En	 ciertos	 momentos	 del	 curso	 académico,	 los	 ordenadores	 reciben	 un	 uso	




Debido	 a	 que	Munin	 dibuja	 los	 datos,	 pero	 no	 almacena	 el	 contenido	 de	 los	
logs,	es	 imposible	recuperar	 información	avanzada	sobre	el	uso	actual	de	recursos	ni	
menos	 sobre	 lo	 que	 ha	 pasado	 anteriormente.	 El	 sistema	 se	 encarga	 de	 dibujar	 la	
continuidad	del	uso	de	 los	 recursos,	pero	no	 almacena	 la	 información	 relativa	a	 los	
mismos	ni	cuenta	con	un	sistema	que	permita	consultar	 información	sobre	ellos,	 lo	














aulas	 y	 el	 motivo	 por	 el	 cual	 ocurren.	 También	 es	 necesario	 identificar	 problemas	














de	 recursos	 de	 todos	 los	 ordenadores	 de	 las	 aulas	 informáticas	 4.0.F16	 y	
4.0.F18,	 por	 medio	 de	 una	 interfaz	 gráfica	 y	 del	 uso	 de	 archivos	 de	 log,	
teniendo	un	histórico	que	permita	detectar	caídas	de	sistemas.	
	
• La	 solución	 debe	 permitir	 búsquedas	 de	 la	 información	 contenida	 en	 dichos	





por	 medio	 de	 una	 red	 LAN	 y	 la	 información	 debe	 poder	 enviarse	 desde	 los	
ordenadores	de	las	aulas	hacia	un	servidor.		
	
• La	 interfaz	 gráfica	 de	 la	 solución	 debe	 permitir	 hacer	 querys	 con	 distintos	















En	 este	 apartado	 se	 enumerará	 los	 distintos	 capítulos	 que	 integran	 este	
documento	junto	con	un	pequeño	resumen	de	sus	contenidos:	
	
• Capítulo	 1:	 introducción.	 En	este	apartado	se	 realizará	una	generalización	de	
cómo	 será	 el	 proyecto,	 especificando	 el	 contexto	 en	 el	 cual	 se	 realizó,	 los	
objetivos	 que	 se	 pretende	 cumplir	 y	 cuál	 será	 la	 estructura	 del	 documento	
junto	con	los	acrónimos	utilizados	en	el	mismo.	
	
• Capítulo	 2:	 Estado	 del	 arte.	 En	 este	 apartado	 se	 revisarán	 las	 características	














• Capítulo	 4:	 Diseño.	 En	 este	 apartado	 se	 describirá	 a	 fondo	 cuáles	 son	 los	
distintos	 módulos	 que	 integran	 la	 solución,	 cómo	 interactúan	 entre	 ellos	 y	
como	con	esa	interacción	satisfacen	los	objetivos.	
	
• Capítulo	 5:	 Implantación.	 En	 este	 apartado	 explicaremos	 cual	 será	 el	








• Capítulo	 7:	 Planificación	 y	 presupuesto.	 A	 lo	 largo	 de	 este	 apartado	
explicaremos	cual	será	 la	planificación	que	se	seguirá	y	que	costes	conlleva	 la	




conclusiones	 del	 desarrollo	 del	 proyecto	 y	 que	 futuros	 puntos	 de	 ampliación	
existen.	 Todas	 aquellas	 ideas	 que	 permitan	 expandir	 el	 alcance	 del	 proyecto	
serán	indicadas	aquí.	
	
• Apéndice	 I:	 Manual	 de	 instalación	 y	 configuración.	 En	 este	 apartado	 es	 el	
manual	de	instalación	y	configuración	que	podrá	ser	utilizado	por	 los	técnicos	









podremos	visualizar	 los	detalles	de	 la	planificación	mostrada	en	el	 capítulo	7,	
podrá	 usarse	 para	 ver	 en	 grande	 e	 imprimir	 horizontalmente	 el	 diagrama	 de	
Gantt.	
	
• Bibliografía.	 Finalmente,	 en	 este	 apartado	 se	 indicarán	 todas	 las	 referencias	











A	 continuación,	 se	 definen	 aquellos	 términos,	 tecnicismos,	 siglas	 y	
abreviaciones	que	 figuran	en	el	documento	que,	por	 su	naturaleza,	es	difícil	 explicar	
por	sí	mismos.	Cuando	dichos	conceptos	aparezcan	serán	mostrados	en	cursiva	(p.e.:	





• Business	 intelligence:	 aplicación	 que	 usa	 datos	 masivos	 y	 la	 estadística.	 Por	
este	medio	permite	descubrir	 información	que	es	difícil	de	detectar	utilizando	
correlación	de	datos	y	con	ello	se	obtiene	 información	adicional	que	a	simple	












































































































































































En	 este	 apartado	 analizaremos	 las	 distintas	 herramientas	 que	 ofrece	 el	
mercado	 del	 software	 como	 posibles	 soluciones.	Haremos	 una	 introducción	 a	 cada	
uno	de	ellos	y	revisaremos	sus	beneficios	e	inconvenientes	en	una	tabla	comparativa	



















Munin	 (2)	 es	 un	 sistema	 de	
monitorización	 de	 recursos	 que	
permite	analizar	el	estado	de	un	grupo	
de	ordenadores	 conectados	 a	una	 red	
LAN.	 Su	 trabajo	 es	 recuperar	 ficheros	




regulares,	 compara	 esa	 información	



















GPL,	 por	 lo	 cual	 el	 uso	 del	 software	 es	 completamente	 gratuito.	 El	 consumo	 de	
recursos	 (CPU,	RAM)	del	Munin	es	 razonablemente	bajo,	 lo	 cual	 lo	 convierte	en	una	
herramienta	viable	para	monitorizar	una	red	pequeña/mediana.	
	
Munin	permite	 la	 inclusión	de	plugins,	 esto	 permite	 ampliar	 la	 usabilidad	del	




















															Nagios	 (4),	 o	 Nagios	 Core	 (5)	 es	
un	sistema	de	monitorización	de	recursos	
muy	 similar	 a	 Munin.	 Trabaja	 bajo	 el	


















Al	 igual	 que	 Munin,	 la	 licencia	 de	 uso	 de	 Nagios	 es	 GPL	 y	 el	 consumo	 de	




El	 problema	 en	 el	 caso	 de	 Nagios	 se	 centra	 en	 lo	 mismo:	 la	 falta	 de	
escalabilidad	horizontal	del	sistema,	en	este	caso	el	de	persistencia,	esto	es	debido	a	








Para	 más	 información	 se	 recomienda	 visitar	 la	 página	 oficial	 de	 Nagios	 (6),	
también	 podemos	 ver	 una	 introducción	 a	 Nagios	 y	 cómo	 funciona	 en	 el	 tutorial	 de	
nagios-cl.org	(7)	
	












	 Ganglia	 (9)	 es	 un	 sistema	 de	
monitorización	 similar	 a	 las	 soluciones	
anteriores.	Funciona	con	nodos	que	contienen	
demonios	 los	 cuáles	 recuperan	 la	 información	
de	los	logs,	las	envían	por	medio	de	la	red	a	un	











Ganglia	 es	 multiplataforma,	 lo	 cual	 facilita	 mucho	 su	 uso	 en	 entornos	 de	
trabajo	con	distintos	sistemas	operativos,	 la	base	de	datos	permite	querys	por	medio	












	 Splunk	 es	 un	 sistema	 de	
monitorización	 avanzado	 que	 permite	
recuperar,	parsear	y	almacenar	masivamente	
logs	de	distintas	maquinas,	enviar	dichos	logs	
a	 una	 base	 de	 datos	 horizontalmente	
escalable		y		luego		mostrar		dichos		datos		por			 					Ilustración	7:	Logo	de	Splunk.	
medio	de	una	interfaz	gráfica	sencilla	y	amigable.	
	 	 	 	 	 	 	 	 	
Splunk	 funciona	muy	bien	en	entornos	grandes,	permite	obtener	 información	
útil	de	los	logs,	sus	herramientas	más	avanzadas	facilitan	trabajar	en	la	nube	de	forma	
automatizada	 y	 al	 mismo	 tiempo	 poder	 analizar	 dicha	 información.	 El	 problema	 de	
























	 ELK	 (Elasticsearch,	 Logstash	 y	
Kibana)	 (13)	 es	 un	 sistema	 compuesto	
de	 tres	 softwares	 que	 interaccionan	
entre	sí	de	forma	eficiente.	Este	sistema	
permite	 la	 recuperación	 de	 logs,	 el	
parseo	de	los	mismos,	la	recuperación	y	









eficiente	 y	 rápida.	 Esto	 lo	 hace	 el	 mejor	 candidato	 de	 este	 apartado	 a	 ser	 nuestra	
solución	definitiva.	
	
Elasicsearch	 es	 un	 servidor	 de	 búsqueda	 e	 indexado	 distribuido	 similar	 a	 una	
base	 de	 datos	 NoSQL,	 que	 trabaja	 con	 registros	 JSON.	 Este	 sistema	 permite	 una	
escalabilidad	horizontal	usando	ordenadores	comodity,	además	permite	por	medio	de	
querys	 en	 formato	 JSON	 hacer	 consultas	 robustas	 y	 obtener	 los	 resultados	 en	 un	
formato	 que	 si	 bien	 es	 machine	 readable	 también	 es	 perfectamente	 legible	 por	
humanos.	
	
Logstash	 es	 un	 software	 de	 recuperación	 y	 parseo	 de	 logs	 que	 permite	
recuperar	distintos	 formatos	de	 fecha	y	estandarizarlos	en	un	mismo	 formato	único,	
además,	permite	limpiar	los	registros	de	palabras	sin	contenido	semántico	y	almacena	
los	 datos	 relevantes	 del	 log	 en	 documentos	 JSON	 con	 pares	 clave-valor,	 al	 unir	
ordenadamente	los	términos	es	posible	recuperar	el	log	completo.	
	




















En	 este	 apartado	 realizaremos	 una	 comparativa	 profunda	 sobre	 los	 cinco	
sistemas	que	hemos	visto	en	el	punto	2.1.	La	finalidad	es	poder	analizar	cuál	de	estos	




mismo	 tiempo	 se	 enfoca	 en	 que	 elementos	 son	 deseables	 en	 nuestra	 solución,	 la	
métrica	comparativa	que	usaremos	para	comparar	los	cinco	sistemas	es:	
	
1) Escalabilidad	 horizontal:	 el	 sistema	 permite	 el	 uso	 de	 un	 cluster	 de	
ordenadores	para	 solucionar	problemas	de	 falta	de	 recursos	de	 forma	
robusta	y	a	bajo	coste.	
2) Open	source	y	gratuito:	el	sistema	es	de	uso	completamente	gratuito.	
3) Estandarización	de	 fechas:	 el	 sistema	parsea	 de	 forma	automática	 los	
distintos	formatos	de	fecha	y	usa	un	formato	estándar	para	almacenar	
estos	datos.	




















Herramienta/métrica	 1	 2	 3	 4	 5	 6	
Munin	 NO	 SI	 NO	 SI	 SI	 NO	
Nagios	 NO	 SI	 NO	 SI	 SI	 NO	
Ganglia	 NO	 SI	 NO	 SI	 SI	 NO	
Splunk	 SI	 NO	 SI	 SI	 SI	 SI	






































que	 elijamos	 como	 solución	 a	 las	 necesidades	 de	 la	 Universidad.	 Estos	 requisitos	 se	
han	 obtenido	 por	medio	 de	 entrevistas	 con	 el	 cliente,	 que	 en	 nuestro	 caso	 es	 Don	

















una	 serie	 de	 características	 que	 han	 sido	 revisadas	 en	 las	 entrevistas	 con	 el	 cliente.	
Éstas	engloban	las	necesidades	de	 la	Universidad,	 las	necesidades	de	 los	técnicos	del	





























Con	 la	 finalidad	 de	 formalizar	 las	 características	mencionadas	 anteriormente,	
debemos	 registrar	 en	 este	 documento	 cuáles	 serán	 los	 usos	 que	 contemplara	 la	
aplicación	 y	 a	 que	 requisitos	 corresponden.	 Para	 ello	 utilizaremos	 una	 plantilla	 que	




las	 capacidades	 y	 funciones	 que	 debe	 cumplir	 la	 solución.	 Además,	 definiremos	







































o Media:	 indica	 que	 el	 requisito	 se	 puede	 implementar,	 pero	 si	 no	 se	
implementa	 no	 es	 imprescindible	 para	 el	 funcionamiento	 de	 la	
plataforma.	









• Verificabilidad:	 indica	 el	 grado	 en	 el	 que	 puede	 constatarse	 que	 el	 requisito	
está	incluido	en	la	solución.	
o Alta:	el	requisito	es	claramente	observable	en	la	solución	seleccionada.	






o Alta:	 el	 requisito	 es	 altamente	 afectable	 por	 los	 cambios	 que	 puede	
sufrir	el	proyecto.	














































































































































































































































































































































































































































														De	 estos	 ordenadores	 se	 recuperará	 la	 información,	 por	 el	 momento	 la	
implantación	 del	 sub-sistema	 de	 recuperación	 de	 logs	 se	 hará	 únicamente	 en	 el	
sistema	operativo	Debian	8.	La	instalación	del	sub-sistema	de	recuperación	de	logs,	o	






														La	 red	 de	 área	 local	 LAN	 de	 la	 Universidad	 funciona	 con	 direcciones	 IP	 del	
rango	 163.117.142.XXX,	 donde	 XXX	 corresponde	 a	 las	 direcciones	 IP	 disponibles	 por	





























443;	 el	 puerto	 de	 comunicaciones	 HTTP	 80,	 por	 el	 cual	 solo	 permitirá	 iniciar	



























del	 rango	 163.117.142.XXX,	 que	 son	 direcciones	 IP	 públicas	 y	 por	 lo	 tanto	 son	







														También	 podemos	 ver	 que	 todas	 las	 comunicaciones	 externas	 pasan	 por	 el	
cortafuegos	de	 la	Universidad,	 el	 cual	 nos	protege	de	ataques	externos	 como	DDoS,	
entre	otros.	
	






En	 este	 apartado	 analizaremos	 en	 profundidad	 las	 soluciones	 y	 cómo	
reaccionan	 frente	 a	 los	 requisitos	 especificados	 en	 el	 punto	 3.2.	 La	 tabla	 de	
trazabilidad	que	se	muestra	a	continuación	formaliza	lo	visto	en	el	punto	2.2:	
	
		 Munin	 Nagios	 Ganglia	 Splunk	 ELK	
RC-01	 si	 si	 si	 si	 si	
RC-02	 no	 no	 no	 si	 si	
RC-03	 no	 no	 no	 si	 si	
RC-04	 no	 no	 si	 si	 si	
RC-05	 si	 si	 si	 si	 si	
RC-06	 si	 si	 si	 si	 si	
RC-07	 si	 si	 si	 si	 si	
RC-08	 no	 no	 no	 si	 si	
RC-09	 si	 si	 si	 si	 si	
RC-10	 si	 si	 si	 si	 si	
RC-11	 si	 si	 si	 si	 No*	
RR-01	 si	 si	 si	 si	 si	
RR-02	 no	 no	 no	 si	 si	
RR-03	 no	 no	 no	 si	 si	
RR-04	 si	 si	 si	 no	 si	
RR-05	 si	 si	 si	 si	 si	

































compañía	 Splunk	 Inc.	 por	 el	 concepto	 de	 mantenimiento,	 implantación	 y	 sistemas	





• Es	 fácil	 crear	un	Cluster,	 Elasticsearch	busca	otros	nodos	para	hacer	balanceo	
de	carga	automáticamente	y	crear	un	índice	distribuido.	
• Logstash	es	fácil	de	instalar,	automatizable,	y	está	integrado	en	la	solución.	
• Kibana	 está	 hecho	 a	 medida	 para	 Elasticsearch,	 se	 conoce	 como	 la	 interfaz	
gráfica	de	Elasticseach	por	defecto.	
• ELK	es	tanto	horizontalmente	escalable	como	verticalmente	escalable.	








































• Capa	 de	 Recuperación:	 esta	 capa	 se	 encarga	 de	 recuperar	 la	 información	
directamente	de	 la	 fuente,	parsear	 esta	 información	 y	 entregarla	 en	 formato	
JSON	a	la	siguiente	capa.	
	














Para	 efectos	 de	 este	 documento,	 el	 clúster	 no	 existe	 como	 tal,	 trabajaremos	
solo	con	el	nodo	maestro,	ya	que	es	una	idea	que	se	sale	de	los	márgenes	de	tiempo	







con	 la	aplicación	y	cuáles	serán	 los	resultados	de	esa	 interacción,	según	se	define	en	
métrica	versión	3,	 la	nomenclatura	es	casos	de	uso.	Para	ello	definiremos	una	 tabla	
























o Usuario:	 indica	que	el	actor	es	el	usuario	de	 las	aulas	 informáticas,	es	
decir,	generalmente	estudiantes	que	hacen	prácticas	de	asignaturas.	







o Maquina:	 indica	 que	 el	 actor	 es	 el	 ordenador	 en	 sí	 mismo,	 que,	 por	




• Precondiciones:	 identifica	 los	 requisitos	 que	 deben	 cumplirse	 para	 que	 se	
pueda	generar	la	interacción.	

















Objetivo:	 Bloquear	 el	 acceso	 no	 autorizado	 al	 sistema	 y	mantener	 una	 sesión	durante	todo	el	proceso	de	uso.	
Escenario:	
El	 administrador	 ingresa	 la	 URL	 de	 acceso	 a	 la	 aplicación	 en	 el	
navegador,	ingresa	su	nombre	de	usuario	y	contraseña	y	hace	click	en	
el	botón	“iniciar	sesión”.	
Precondiciones:	 El	 sistema	 tiene	 que	 estar	 operativo,	 la	 red	 LAN	 de	 la	 Universidad	tiene	que	estar	operativa.	








































El	 sistema	 recupera	 la	 información	 consultada	 y	 muestra	 la	
información	 del	 uso	 de	 recursos	 en	 función	 del	 tiempo	 en	 gráficos	





































Objetivo:	 Luego	 de	 existir	 una	 instancia	 de	 una	 consulta	 existente,	 esta	 será	eliminada	del	sistema.	
Escenario:	 El	 usuario	 debe	 seleccionar	 la	 vista	 que	 desea	 borrar	 y	 luego	eliminarla,	el	sistema	pedirá	confirmación	de	la	eliminación.	
Precondiciones:	 El	 sistema	 debe	 contener	 datos	 de	 al	 menos	 un	 gráfico	 de	monitorización.	
















Objetivo:	 Almacenar	 la	 información	 relativa	 a	 que	 recursos	 son	 usados	 por	 el	usuario	y	en	qué	momento.	
Escenario:	
A	medida	que	el	usuario	use	los	recursos	de	la	máquina,	ésta	generará	
logs	 los	 cuáles	 	 serán	 recuperados	 por	 el	 sistema,	 parseados	 y	
enviados	en	formato	JSON	al	servidor	Elasticsearch.	

































poder	 explicar	 las	 distintas	 funciones	 que	 incorpora	 y	 como	 poder	 acceder	 a	 dichas	
funciones.	 Cada	 imagen	 explicativa	 contendrá	 rectángulos	 en	 rojo	 con	 un	 número,	





Para	acceder	a	 la	página	 inicial	debemos	 introducir	 la	URL	de	 la	aplicación	un	
navegador	 web	 como	 Google	 Chrome.	 La	 URL	 que	 debemos	 introducir	 es		

































o Visualize:	 permite	 visualizar	 datos	 que	 han	 sido	 encontrados	 en	 la	
pestaña	Discover,	sus	opciones	se	verán	en	la	ilustración	22.	
o Dashboard:	 permite	 visualizar	 un	 conjunto	 de	 datos	 agrupados	 en	 un	
dashboard,	sus	opciones	se	verán	en	la	ilustración	23.	
o Settings:	 permite	 revisar	 la	 configuración	 de	 Kibana,	 así	 como	
modificarla,	sus	opciones	se	verán	en	la	ilustración	24.	
2. Barra	de	búsqueda	de	Kibana:	en	esta	barra	de	búsqueda	podemos	insertar	las	
querys	 necesarias	 para	 poder	 visualizar	 datos	 de	 nuevas	 búsquedas,	 aquí	
podemos	aplicar	el	caso	de	uso	CU-03.	
3. Configuración	 de	 la	 visualización:	 en	 esta	 pestaña	 podemos	 modificar	 el	
tiempo	de	auto	refresco	de	los	datos	(entre	cinco	segundos	y	un	día)	y	también	

















































1. Escritorio	 de	 gráficos	 o	 Dashboard:	 permite	 visualizar	 e	 integrar	 nuevos	
gráficos,	 eliminar	 gráficos	existentes	e	 integrar	 en	un	 solo	espacio	de	 trabajo	
todos	 los	 gráficos	 necesarios.	 El	 espacio	 de	 trabajo	 es	 ampliamente	








2. Sub-Menú	de	opciones	de	 configuración:	en	este	sub-menú	encontramos	 las	
siguientes	opciones:	
o Indices:	 permite	 llegar	 a	 esta	 vista,	 incluye	 las	 opciones	de	 creación	 y	
configuración	de	un	patrón	indexado.	





3. Configuración	 de	 un	 patrón	 indexado:	 aquí	 es	 posible	 crear	 y	 configurar	 un	












1. Filtrado	de	 configuraciones	de	Kibana:	permite	 filtrar	 las	opciones	de	Kibana	











1. Exportar	e	 importar	Objetos:	permite	importar	y	exportar	 las	configuraciones	
de	Kibana	en	ficheros	en	formato	JSON.	











1. Acerca	 de,	 versión	 de	 Kibana:	 vista	 de	 Kibana	 que	 permite	 visualizar	 la	















En	 este	 apartado	 revisaremos	 cuáles	 son	 los	 pre-requisitos	 y	 los	 pasos	
necesarios	 para	 la	 implantación	 del	 sistema	 en	 el	 laboratorio	 del	 Departamento	 de	
Informática.	 Los	 detalles	más	 profundos	 serán	 vistos	 en	 el	Apéndice	 I	 –	Manual	 de	










Es	 importante	destacar	que	 la	 instalación	de	 los	pre-requisitos	no	es	parte	de	
los	 objetivos	 de	 este	 documento,	 por	 lo	 cual	 es	 responsabilidad	 del	 equipo	 del	




































la	 solución.	 Básicamente,	 es	 un	 extracto	 del	Apéndice	 I	 –	 Manual	 de	 instalación	 y	











Con	 esto	 agregaremos	 el	 repositorio	 de	 Elasticsearch	 para	 apt	 para	 luego	
































































Donde	 el	 parámetro	 “path”	 indica	 la	 ruta	 del	 log	 a	 recuperar,	 el	 parámetro	
“match”	indica	que	tipo	de	 log	se	va	a	recuperar	y	el	output	indica	que	la	salida	es	la	

















































































La	 recuperación	 de	 estos	 ficheros	 por	 medio	 de	 http	 desde	 el	 exterior	 esta	
desactivada	por	defecto	en	Apache	desde	la	versión	2,	lo	cual	nos	permite	almacenar	








Apache	 solicitara	 ingresar	 la	 nueva	 contraseña	 para	 el	 usuario	 Kibana	 y	
confirmarla,	 es	 necesario	 escribir	 la	 contraseña	 en	 la	 terminal	 exactamente	 igual	
ambas	veces.	Finalmente,	el	último	paso	es	generar	el	alias	del	 fichero	htaccess	para	
hacer	que	la	configuración	funcione,	para	esto	debemos	editar	el	fichero	default.conf	
































































Con	 esto	 último	 creamos	 un	 nuevo	 huésped	 virtual,	 que	 nos	 permite	 iniciar	
comunicaciones	 seguras.	 Para	 asegurarnos	 de	 que	 la	 configuración	 funciona	
perfectamente	debemos	reiniciar	el	daemon	de	Apache:	
	




dentro	de	 las	aulas	 informáticas	del	 laboratorio	del	Departamento	de	 Informática.	La	













































con	 él	 perseguimos	 revisar	 el	 funcionamiento	 correcto	 del	 desarrollo	 del	 proyecto	 y	














• Pruebas	 de	 validación:	 verifican	 que	 la	 aplicación	 cumple	 las	 funciones	 del	
sistema	que	reemplazará	y	además	cumple	con	las	funciones	prometidas.	
	
• Pruebas	 de	 cumplimiento	 de	 restricciones:	 verifican	 el	 cumplimiento	 de	 las	
restricciones	impuestas	por	los	requisitos	de	restricción	del	Capítulo	3.	
	
En	general,	 cada	una	de	 las	pruebas	permiten	corroborar	el	 cumplimiento	de	






En	 este	 apartado	 revisaremos	 las	 pruebas	 realizadas	 al	 sistema.	 Para	 poder	
estandarizar	 el	 entendimiento	 de	 las	 mismas	 utilizaremos	 una	 plantilla	 que	 nos	







• Identificador:	 permite	 diferenciar	 unívocamente	 la	 prueba.	 Tendrá	 el	
formato	PY-NN,	donde	el	formato	indica	lo	siguiente:	
P:	indica	que	la	tabla	corresponde	a	una	prueba	del	sistema	


















































































































































































































































































































que	cada	 requisito	especificado	en	el	Capítulo	 3	 de	este	documento	 se	 corresponde	
























































PV-01	 X	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
PV-02	 		 X	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		
PV-03	 		 		 X	 		 		 		 		 		 		 		 		 		 		 		 		 		 		
PV-04	 		 		 		 X	 		 		 		 		 		 		 		 		 		 		 		 		 		
PV-05	 		 		 		 		 X	 		 		 		 		 		 		 		 		 		 		 		 		
PV-06	 		 		 		 		 		 X	 		 		 		 		 		 		 		 		 		 		 		
PV-07	 		 		 		 		 		 		 X	 		 		 		 		 		 		 		 		 		 		
PV-08	 		 		 		 		 		 		 		 X	 		 		 		 		 		 		 		 		 		
PV-09	 		 		 		 		 		 		 		 		 X	 		 		 		 		 		 		 		 		
PV-10	 		 		 		 		 		 		 		 		 		 X	 		 		 		 		 		 		 		
PV-11	 		 		 		 		 		 		 		 		 		 		 X	 		 		 		 		 		 		
PI-12	 		 		 		 		 		 		 		 		 		 		 		 X	 		 		 		 		 		
PC-13	 		 		 		 		 		 		 		 		 		 		 		 		 X	 		 		 		 		
PC-14	 		 		 		 		 		 		 		 		 		 		 		 		 		 X	 		 		 		
PC-15	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 X	 		 		
PI-16	 		 		 		 		 		 		 		 		 		 		 		 		 		 		 		 X	 		






















La	 fecha	 final	del	proyecto	es	 la	 fecha	de	entrega	prevista	de	 los	Trabajos	de	
























































En	 el	 diagrama	 de	 Gantt	 de	 la	 planificación	 podemos	 visualizar	 cual	 es	 la	
planificación	 del	 proyecto,	 podemos	 ver	 desde	 el	 día	 ocho	 de	 agosto	 hasta	 el	 día	
veintiuno	de	agosto	la	Universidad	permanecerá	cerrada,	por	lo	cual	la	implantación	se	





































Salario	bruto	anual	 		 		 		 26.000,00	€	
Salario	bruto	mensual	 		 		 		 2.166,67	€	
	     Cuota	patronal	
Seguridad	Social	 23,6	 %	 		 511,33	€	
Desempleo	 5,5	 %	 		 119,17	€	
Formación	profesional	 0,6	 %	 		 13,00	€	
Fogasa	 0,2	 %	 		 4,33	€	
Total	 		 		 		 647,83	€	
	     Planificación	del	proyecto	
Duración	del	proyecto	en	horas	 		 		 		 330	
Duración	del	proyecto	en	semanas	 		 		 		 20	
Horas	de	trabajo	a	la	semana	 		 		 		 16,5	
Horas	de	trabajo	al	mes	 		 		 		 66	
	     Coste	total	del	personal	
Coste	mensual	del	trabajador	 		 		 		 2.814,50	€	
Coste	de	la	hora	trabajada	 		 		 		 42,64	€	













Servidor	Maestro	ELK	–	I5	3,5GHZ/4GB/320GB	 		 		 		 367,80	€	
Licencia	ELK	 		 		 		 0,00	€	
		 		 		 		 		







Apple	Macbook	Pro	Retina	15’	i7	2,4GHZ/8GB/250GB	 		 		 2.313,22	€	
Monitor	Samsung	SyncMaster	EX1920	 		 		 134,47	€	
Impresora	HP	Laserjet	1018n	 		 		 		 147,92	€	
		 		 		 		 		
		 		 		 		 		






i7/8GB/250GB	 1.156,61	€	 22,26	 20	 445,20	€	
Monitor	Samsung	SyncMaster	EX1920	 67,24	€	 1,3	 20	 26,00	€	
Impresora	HP	Laserjet	1018n	 73,96	€	 1,42	 20	 28,40	€	
		 		 		 		 		
Total	 		 		 		 499,60	€	
		 	   		
Otros	costes	
Alquiler	del	local(luz	y	agua	incluidos)	 		 		 550,00	€	
Consumibles	ofimática	 		 		 		 		
Total	 		 		 		 550,00	€	
		 	   		
Total	Costes	indirectos	














Total	de	Coste	de	horas	hombre	del	proyecto	 		 		 		 14.072,50	€	
Total	de	Costes	de	los	Equipos	 		 		 		 367,80	€	
Total	de	Costes	indirectos	 		 		 		 1.049,60	€	
COSTES	TOTALES	 		 		 		 15.489,90	€	
Tabla	53:	Coste	total	asociado	al	proyecto.	
	
Subtotal	 		 		 		 15.489,90	€	
Margen	de	riesgo	 10%	 		 		 1.548,99	€	
Margen	de	beneficio	 18%	 		 		 1.703,89	€	
Coste	del	proyecto	sin	IVA	 		 		 		 18.742,78	€	
IVA	 21%	 		 		 3.935,98	€	
















• Escalabilidad	 horizontal:	 la	 solución	 permite	 ampliar	 su	 capacidad	 de	







futuro	 de	 este	 sistema	 es	 la	 gran	 posibilidad	 de	 que	 el	 número	 de	






significativamente,	 por	 lo	 cual	 es	 clave	 la	 velocidad	 de	 procesamiento	
para	mantener	el	tiempo	de	respuesta	real.	
	
• Consultas	 avanzadas:	 el	 sistema	 de	 indexación	 de	 ELK,	 Elasicsearch,	
permite	hacer	consultas	sobre	el	uso	de	recursos	con	distintos	filtros.	De	
esta	 forma	es	posible	cruzar	datos,	exportar	dichos	datos	y	por	medio	























En	 este	 último	 capítulo	 analizaremos	 las	 posibles	 mejoras	 del	 proyecto,	 las	














Este	 trabajo	 ha	 generado	 una	 profunda	 curiosidad	 en	 mi:	 ¿cómo	 se	 tratan	
grandes	 cantidades	 de	 información	 en	 sistemas	 críticos?,	 ¿las	 bases	 de	 datos	




Hace	 dos	 meses	 trabajo	 para	 el	 banco	 Santander	 y	 he	 observado	 que	 el	
almacenamiento	de	grandes	cantidades	de	logs	para	maquinas	que	trabajan	en	el	área	
de	producción	del	banco	es	completamente	inviable.	Me	pregunte	cual	era	el	motivo,	




Claramente,	 la	 sociedad	 de	 la	 información	 del	 siglo	 XXI	 trata	 con	 paradigmas	
distintos	a	los	que	se	veían	el	siglo	pasado.	Por	esto,	la	postura	frente	a	problemas	de	








Gracias	 a	 las	 asignaturas	 que	he	 visto	 en	 la	 carrera	 he	podido	 contar	 con	 las	
herramientas	necesarias	para	comprender	esta	situación.	Asignaturas	como	“Ficheros	
y	bases	de	datos”	y	otras	como	“Diseño	y	administración	de	bases	de	datos”	me	han	
permitido	 comprender	 en	 gran	 parte	 el	 paradigma	 de	 las	 bases	 de	 datos	 y	 sus	
limitaciones,	 para	 el	 mundo	 relacionado	 con	 la	 arquitectura	 de	 sistemas	









Me	gustaría	dar	 las	gracias	a	 los	todos	 los	profesores	de	todas	 las	asignaturas	
vistas	en	la	carrera,	a	todos	aquellos	que	han	puesto	un	énfasis	especial	en	enseñarnos	
y	 en	 especial	 a	 los	 profesores	 del	 grupo	Arcos	 y	 LaBDA	 ya	que	 gracias	 a	 ellos	 y	 a	 la	





Como	 hemos	 visto	 en	 puntos	 anteriores,	 ELK	 cumple	 claramente	 con	 los	
objetivos	propuestos	en	la	introducción	de	este	documento.	Esta	herramienta	permite	
explotar	 mejor	 los	 recursos	 de	 la	 Universidad	 y	 ampliar	 los	 conocimientos	 que	 se	
tienen	del	uso	de	recursos	en	el	laboratorio	del	Departamento	de	Informática.	
	

















ü La	 interfaz	 gráfica	 de	 la	 solución	 debe	 permitir	 hacer	 querys	 con	 distintos	
criterios	y	detalles.	


















En	 todo	momento	 la	 intención	 fue	 clara:	 poder	mejorar	 el	 sistema	previo	 de	
monitorización.	 El	 proceso	 desde	 analizar	 los	 requisitos	 del	 cliente	 hasta	 obtener	 el	
precio	final	del	mismo	fue	largo,	pero	enriquecedor.	
	





tiempo	 estipulado	 y	 no	 fue	 necesario	 el	 uso	 del	margen	 de	 tiempo	 del	 10%	 que	 se	
había	previsto	al	principio.	Es	necesario	destacar	que	el	 tiempo	de	duración	real	del	




eso	se	ha	 llevado	a	cabo.	Esta	planificación	 inicial	 se	ha	estructurado	basándonos	en	
los	conocimientos	adquiridos	en	la	asignatura	Dirección	de	Proyectos	de	Desarrollo	de	








Por	otro	 lado,	 tenemos	que	destacar	una	cosa,	 la	 realización	de	esta	práctica	









En	 este	 apartado	 revisaremos	 las	 posibles	 mejoras	 y	 ampliaciones	 de	 la	
usabilidad	y	el	alcance	del	proyecto.		
	
Una	 posible	mejora	 sería	 crear	 una	aplicación	 para	 dispositivos	móviles	 que	
conecte	con	Kibana	para	conocer	el	estado	de	los	servidores	del	laboratorio,	analice	
ese	 estado	 y	 al	 encontrar	 información	 anómala	 envíe	 la	 alerta	 asociada.	 De	 esta	










Como	 trabajo	 futuro	 también	 se	 propone	 recuperar	 más	 información	 que	
permita	entender	mejor	aquellos	problemas	derivados	del	uso	de	los	ordenadores	de	
las	 aulas,	 tales	 como:	 detectar	 los	 instantes	 en	 los	 cuáles	 	 las	 aulas	 están	 más	
ocupadas,	determinar	qué	horas	son	más	apropiadas	para	mantener	los	ordenadores	






Microsoft	 Power	BI	 (26)	 permitiría	 hacer	 consultas	 a	 Elasticsearch	 y	 extraer	 posibles	
relaciones	que	no	sean	visibles	a	simple	vista	usando	business	intelligence.	
	
Utilizando	 sistemas	 de	 Machine	 Learning,	 podríamos	 aprovechar	 la	
información	recuperada	de	 los	 logs	y	obtener	modelos	predictivos	que	nos	permitan	
identificar	 los	momentos	 de	 pico	 de	 uso	 de	 recursos	 a	 lo	 largo	 del	 año	 lectivo.	Una	
opción	viable	y	completamente	integrable	con	ELK	es	Prelert	(27).	
	
Por	 último,	 integrar	Windows	 en	 la	 solución	 también	 sería	 una	 opción	 como	















• Manual	 de	 instalación	 y	 configuración:	 es	 una	 ampliación	 de	 lo	 explicado	 en	 el	
Capítulo	5	de	este	documento,	con	 la	diferencia	de	que	va	dirigido	a	 los	técnicos	del	
laboratorio	de	 informática	y	a	todas	aquellas	personas	encargadas	de	 la	 instalación	y	
configuración	 del	 sistema.	 Este	 apéndice	 está	 orientado	 a	 ser	 un	 documento	 anexo	
que	pueda	ser	impreso	para	su	consulta	rápida.	
	
• Manual	 de	 Utilización:	 similar	 al	 apéndice	 anterior,	 con	 la	 diferencia	 de	 que	 va	




ser	 impresa	en	horizontal.	Permitirá	a	 los	 integrantes	del	equipo	del	proyecto	poder	
visualizar	las	fases	del	mismo	de	forma	más	detallada.	
	
























































Primero	 debemos	 configurar	 el	 nodo	 maestro,	 ya	 que	 en	 él	 podremos	
almacenar	y	visualizar	la	información	recuperada	desde	las	aulas	informáticas.	En	este	
nodo	implantaremos	dos	de	las	tres	capas	de	la	arquitectura:	la	capa	de	indexación	y	la	







El	 primer	 paso	 para	 tener	 el	 nodo	 maestro	 funcionando	 es	 instalar	
Elasticsearch,	 para	 ello	 dentro	 de	 un	 terminal	 en	 la	 línea	 de	 comando	 debemos	
ejecutar	lo	siguiente:	
	
Con	 esto	 agregaremos	 el	 repositorio	 de	 Elasticsearch	 para	 apt	 para	 luego	






























































Donde	 el	 parámetro	 “path”	 indica	 la	 ruta	 del	 log	 a	 recuperar,	 el	 parámetro	
“match”	indica	que	tipo	de	 log	se	va	a	recuperar	y	el	output	indica	que	la	salida	es	la	




entrada	 que	 está	 señalada,	 la	 analice	 o	 filtre	 para	 luego	 enviarla	 a	 una	 salida	








































































Además,	 debemos	 configurar	 la	 página	 inicial	 de	 la	 aplicación	 en	 el	 nodo	
maestro	 para	 habilitar	 la	 configuración	 htaccess	 de	 Apache	 y	 evitar	 el	 acceso	 no	
autorizado.	Para	esto	primero,	cambiaremos	 la	 información	de	 la	página	de	 inicio	de	











La	 recuperación	 de	 estos	 ficheros	 por	 medio	 de	 http	 desde	 el	 exterior	 esta	
desactivada	por	defecto	en	Apache	desde	la	versión	2,	lo	cual	nos	permite	almacenar	



























Apache	 solicitara	 ingresar	 la	 nueva	 contraseña	 para	 el	 usuario	 Kibana	 y	
confirmarla,	 es	 necesario	 escribir	 la	 contraseña	 en	 la	 terminal	 exactamente	 igual	
ambas	veces.	Finalmente,	el	último	paso	es	generar	el	alias	del	 fichero	htaccess	para	
hacer	que	la	configuración	funcione,	para	esto	debemos	editar	el	fichero	default.conf	




































Con	 esto	 último	 creamos	 un	 nuevo	 huésped	 virtual,	 que	 nos	 permite	 iniciar	
comunicaciones	 seguras.	 Para	 asegurarnos	 de	 que	 la	 configuración	 funciona	
perfectamente	debemos	reiniciar	el	daemon	de	Apache:	
	
Y	 en	 los	 ordenadores	 de	 las	 aulas	 debemos	 reiniciar	 el	 daemon	 de	 Logstash	 con	 el	
siguiente	comando:	
Haciendo	esto	habremos	finalizado	la	configuración	del	sistema	ELK	implantado	
dentro	de	 las	aulas	 informáticas	del	 laboratorio	del	Departamento	de	Informática.	La	







































































































3) El	 sistema	 nos	 indicara	 que	 debemos	 introducir	 el	 usuario	 y	 contraseña	











• Visualize:	 Pantalla	 donde	 se	 pueden	 crear,	 ajustar,	 modificar	 y	 ver	
visualizaciones	personalizadas	del	sistema	(Gráficos,	tablas,	etc.).	






que	 nos	 permite	 ejecutar	 el	 sistema.	 Aquellas	 opciones	 que	 no	 son	 configurables	
desde	 Kibana	 corresponden	 a	 las	 opciones	 de	 implantación	 y	 configuración	 del	













						La	 opción	 superior,	 donde	 aparece	 el	 reloj	 indica	 la	 configuración	 del	 tiempo	 de	
refresco	del	gráfico.	Las	cinco	opciones	de	la	parte	inferior	corresponden	a:	New	(crear	






















































En	 el	Dashboard	 podremos	 poner	 un	 conjunto	 de	 gráficos	 en	 función	 de	 lo	 que	
necesitemos.	Esta	opción	de	Kibana	nos	permite	añadir	y	eliminar	gráficos	existentes,	





1) Acceder	 a	 la	 pestaña	Dashboard,	 hacer	 click	 en	 el	 botón	New	 Dashboard	 y	
proceder	a	agregar	los	gráficos	almacenados	que	necesitemos.	
2) Configurar	los	tamaños	y	ubicaciones	de	los	gráficos	según	sea	necesario,	esta	














1) Hacer	 click	 en	 la	 barra	 blanca	 alargada	 situada	 en	 la	 parte	 superior	 de	 la	
interfaz	de	Kibana.	









3) Hacer	 click	 en	 el	 icono	de	 la	 lupa	 situado	a	 la	 derecha	de	 la	 barra,	 esperar	 y	
revisar	los	resultados	obtenidos	de	la	consulta.	
4) En	 caso	 de	 ser	 necesario,	 almacenar	 la	 búsqueda	 haciendo	 click	 en	 el	 botón	
Save	Search,	con	ello	podremos	usar	la	vista	para	obtener	nuevos	gráficos.	
	
	
Siguiendo	estas	instrucciones	podremos	usar	correctamente	todas	las	opciones	
de	Kibana,	podremos	configurar	el	dashboard	del	 laboratorio	de	 forma	óptima	y	con	
ello	podremos	trabajar	de	forma	más	rápida	y	cómoda.	
	
	
	
	
	
¡ENHORABUENA!,	buen	trabajo	=)	
	
	
	
	
	
	
	
	
	
FIN	DEL	DOCUMENTO.	
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Apéndice	III:	Detalle	de	la	planificación,	diagrama	de	Gantt.	
	
	
Ilustración	31:	Carta	Gantt	de	la	planificación	del	proyecto	puesta	de	forma	
horizontal	para	su	correcta	visualización.	
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