Network and system security is of vital importance in the present data communication environment. Hackers and intruders can create many successful attempts to cause the crash of the networks and web services by unauthorized intrusion. New threats and associated solutions to prevent these threats are emerging together with the secured system evolution. Intrusion Detection Systems (IDS) are one of these solutions. The main function of Intrusion Detection System is to protect the resources from threats. It analyzes and predicts the behaviours of users, and then these behaviours will be considered an attack or a normal behaviour. There are several techniques which exist at present to provide more security to the network, but most of these techniques are static. On the other hand, intrusion detection is a dynamic one, which can give dynamic protection to the network security by observing the attack. In recent times, Extreme Learning Machine (ELM) has been extensively applied to provide potential solutions for the IDS problem. But, the practicability of ELM is affected because of the complexity in choosing the suitable ELM parameters. Hence, in this paper sigma ( ) of the radial basis kernel function is tuned using Levenberg-Marquardt (LM) learning and proposed kernelized Extreme Learning Machine with LM. In order to obtain a converged solution, LM learning is utilized. The experiment is carried out with the help of WEKA by using KDD Cup 1999 dataset and the results indicate that the proposed technique can achieve higher detection rate, very low false alarm rate and to achieve high accuracy than the regular ELM algorithms. This method is used to decrease the space densisty of the data.
INTRODUCTION
NFORMATION security is a matter of serious worldwide concern as the incredible development in connectivity and accessibility to the internet has generated a tremendous security threat to information systems worldwide [1] . Security is turning out to be a serious issue as the internet applications are developing rapidly. The majority of current security system mostly concentrates on encryption, firewall and access control. However all these approaches cannot promise perfect security, hence the security of a system can be improved by the introduction of intrusion detection system. The capability of an IDS in categorizing a wide range of intrusions in real time with correct results is more significant. The patterns of user behavior and inspection records are observed and the intrusions are traced [2] .
Intrusion detection attacks are segmented into two groups,  Host-based attacks [3] [4] [5] and  Network-based attacks [6, 7] .
In case of host-based attacks, the intruders aim at a particular machine and attempt to get access to privileged services or resources on that particular machine. Detection of these kind of attacks typically uses routines that acquire system call data from an audit-process which monitors all system calls made with the support of each user. In case of network-based attacks, it is extremely complicated for legitimate users to use various network services by purposely occupying or disrupting network resources and services. Intruders attack these systems by transmitting huge amounts of network traffic, utilizing familiar faults in networking services, overloading network hosts, etc. Detection of these kind of attacks uses network traffic data (i.e., tcpdump) to look at traffic addressed to the machines being monitored.
Several intrusion detection systems are available and they do not meet the challenges of a susceptible internet atmosphere [8, 9] . In the present scenario, an IDS is much essential for a modern computer system. Intrusion detection technologies can be categorized into two major groups:
 Misuse detection and  Anomaly detection.
A misuse detection system traces intrusion activities that follow recognized patterns. These patterns explain a suspect collection of sequences of activities or operations that can possibly be dangerous. The major drawback of this detection is that it doesn't have the capability to trace or detect new kind of intrusions, i.e., certain events that have never occured in the past. An anomaly detection system examines event data and identifies pattern of activities that appear to be ordinary. If an event lies outside of the patterns, it is considered as a possible intrusion [18] .
But these techniques are not adequate to detect the new kind of attacks. Hence, at present Support Vector Machines (ELMs) are used in IDS. ELM is a machine learning technique that plots the training vectors in high dimensional feature space, labeling each vector by its class. ELMs categorizes data by finding out a collection of support vectors, which are members of the set of training inputs that outline a
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hyper plane in the feature space. ELM is the kind of classifiers which were initially developed for binary classification [10] and they can be exploited to classify the attacks.
The major reason for using ELM in IDS is because of its speed and its scalability. Moreover the classification complexity of ELM is not based on the dimensionality of the feature space and hence it can potentially learn a huge collection of patterns. Also ELM provides a standard mechanism to fit the surface of the hyper plane to the data by utilizing the kernel function. In this paper, radial basis kernel function of ELM is tuned using Levenberg-Marquardt (LM) learning and tested using KDD Cup 1999 dataset based on the detection rate and very low false alarm rate.
LITERATURE SURVEY
A model is offered by Zhang Hongmei [11] to provide a solution for the crisis of low accurateness and high false alarm rate in network model of ELM with the help of rough set feature able to reduce low accurateness and high fasle alarm. Rough set approach can be utilized to maintain the discermibility of the reduction of original datasets, the original dataset reducts is computed and is used to train individual ELM classifier for collection and to increase the variety between individual classifiers, and to increase the chance of discovering accuracy.
ELM has been confirmed to be a efficient classifier in several applications, however its practice is still imperfect as the data allocation information is underutilized in determining the result hyperplane. The majority of existing kernels are working in nonlinear ELMs establishing the likeness between a pair of pattern images depending on the Euclidean inner product or the Euclidean detachment of equivalent input patterns, that omits data sharing tendency and makes the ELM fundamentally a ldquolocalrdquo classifier. Toward a paradigm of kernels, Defeng Wang et al., [12] provided a step by adding exact data knowledge into existing kernels. Find the data structure first for each class adaptively in the input space via Agglomerative Hierarchical Clustering (AHC), then construct the Weighted Mahalanobis Distance (WMD) kernels using the data distribution information which is deducted. Similarity between two pattern images is determined not only by the Mahalanobis Distance (MD) between their related input patterns but also by the sizes of the clusters they reside in WMD. However WMD kernels are not assured to be positive definite (pd) or conditionally positive definite (cpd), acceptable categorization outcome can still be achieved of regularizers in ELMs both WMD kernels and empirically optimistic in pseudo-Euclidean (pE) spaces.
The individuality of security attacks in ad hoc networks has given rise to the requirement for intending novel intrusion detection approaches, different from those exist in conventional networks. Joseph et al., [13] developed an autonomous host-dependent IDS for identifying malicious sinking behavior. This system increases the detection accuracy by using cross-layer features to describe a routing behavior. For learning and adjustment to new kind of attack circumstances and network surroundings, two machine learning approaches are exploited. ELMs and Fisher Discriminant Analysis (FDA) are utilized collectively to develop better accuracy of ELM and quicker speed of FDA. Rather than using all cross-layer features, features from MAC layer are connected/interrelated with features from additional layers, in that way reducing the feature set without reducing the information content.
METHODOLOGY

Extreme Learning Machine (ELM)
Extreme learning machine (ELM) was proposed in Huang, et al. [15] . Suppose we are training SLFNs with K hidden neurons and activation function g(x) to learn N distinct samples ( ), where and . In ELM, the input weights and hidden biases are randomly generated instead of tuning. By doing so, the nonlinear system has been converted to a linear system:
where is the MP generalized inverse of matrix H. The minimum norm LS solution is unique and has the smallest norm among all the LS solutions. As analyzed by Huang,et al. [15] , ELM using such MP inverse method tends to obtain good generalization performance with dramatically increased learning speed.
ELM Algorithm
In the case of learning an arbitrary function with zero training error, Baum had presented several constructions of SLFNs with sufficient hidden neurons [14] . However, in practice, the number of hidden neurons required to achieve a proper generalization performance on novel patterns is much less. And the resulting training error might not approach to zero but can be minimized by solving the following problem:
Where (4) ELM randomly assigns and fixes the input weights and biases based on some continuous probability distribution function in the case of learning a structured function, only leaving output weights to be adjusted according to:
The above problem is well established and known as a linear system optimization problem. Its unique least-squares solution with minimum norm is given by [15] : (6) where the Moore-Penrose is generalized inverse of the matrix H. As analyzed by Bartlett [21] and Huang, [22] , [21] the generalization performance of a SLFN tends to be better with smaller magnitude of output weights. From this sense, the solution produced by ELM in Eq. (6) not only achieves the minimum square training error but also the best generalization performance on novel patterns. We now summarize ELM as the follows: ELM Algorithm: Given a training set , an activation function and the number of hidden neurons , (i) Randomly assign input weights wi and biases bi according to some continuous probability density function.
(ii) Calculate the hidden layer output matrix H.
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(iii) Calculate the output weights
In our experiments with ELM in this paper, the activation function is a sigmoid function: . And the probability density function is a uniform distribution function in the range from −1 to 1.
Principles of ELM -A survey
ELM [21] designed as a SLFN with L hidden neurons can learn L distinct samples with zero error. Even if the number of hidden neurons (L) the number of distinct samples (N), ELM can still assign random parameters to the hidden nodes and calculate the output weights using pseudoinverse of H giving only a small error . The hidden node parameters of ELM and (input weights and biases or centers and impact factors) need not be tuned during training and may simply be assigned with random values. The following theorems state the same. Theorem 1: (Liang et.al. [19] ) Let an SLFN with L additive or RBF hidden nodes and an activation function which is infinitely differentiable in any interval of R be given. Then, for arbitrary L distinct input vectors and randomly generated with any continuous probability distribution, respectively, the hidden layer output matrix is invertible with probability one, the hidden layer output matrix H of the SLFN is invertible and Theorem 2: (Liang et.al. [19] )Given any small positive value and activation function which is infinitely differentiable in any interval, there exists such that for arbitrary distinct input vectors , for any randomly generated according to any continuous probability distribution with probability one.
Since the hidden node parameters of ELM need not be tuned during training and since they are simply assigned with random values, eqn (5) becomes a linear system and the output weights can be estimated as follows.
where the Moore-Penrose is generalized inverse [21] of the hidden layer output matrix and can be calculated using several methods including orthogonal projection method, orthogonalization method, iterative method, singular value decomposition (SVD) etc. The orthogonal projection method can be used only when is nonsingular and . Due to the use of searching and iterations, orthogonalization method and iterative method have limitations. Implementations of ELM uses SVD to calculate the Moore-Penrose generalized inverse of , since it can be used in all situations. ELM is thus a batch learning method. Universal approximation capability of ELM has been analyzed in [15] in an incremental method and it has been shown that single SLFNs with randomly generated additive or RBF nodes with a widespread of piecewise continuous activation functions can universally approximate any continuous target function on any compact subspace of the Euclidean space Convex incremental ELM (CI-ELM) [20] is another extension of ELM. In CIELM, the output weights of existing nodes are recalculated based on the Barron's convex optimization concept [20] , when a new hidden node is randomly added using , where 1. [15] and they found that some of the hidden nodes in networks play a very minor role in the network output thereby increasing the complexity of the system. So in EI-ELM, at each learning step several hidden nodes are randomly generated and among them the hidden node leading to the largest residual error decreasing will be added to the existing network. The output wieght is calculated as in I-ELM. The following theorem states the same. [15] ) suppose that threshold activation function is used in the hidden layer. Given any nonzero constant there always exists an integer such that a SLFN with such hidden neurons and with randomly chosen input weights and hidden biases can learn distinct observations with its training error less than . Online Sequential learning algorithm [19] has been proposed by Liang et.al. this can learn data oneby-one or chunk by chunck. For this, first the type of node (additive or RBF) must be selected, the corresponding activation function g, and the number of hidden neurons L. Then initialize the learning using a small chunck of data from the given training set then find hidden layer output matrix and the initial output weight , where and Then for each th chunk of data, where denotes the number of observations in the th chunk, the sequential learning phase is given as 1) Calculate .
2) Set .
3) Calculate using (12) , the maximum number of hidden nodes , a small positive integer and the expected learning accuracy , the recursive EM-ELM algorithm will randomly add hidden nodes (total hidden nodes is ) until the learning error and the output weights is updated recursively by , where is the hidden layer output matrix with Levenberg-Marquradt Learning Levenberg-Marquardt (LM) learning developed from expansion of Error Back Propagation (EBP) algorithm dependent techniques. It provides a significant exchange between the speed of the Newton algorithm and the strength of the steepest descent technique. There are the two fundamental theorems of LM algorithm. In the backpropagation algorithm, the performance index to be reduced is defined as the sum of squared errors between the target outputs and the network's simulated outputs,
+1 (11)
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Where includes all weights of the network, indicates the error vector comprising the error for all the training samples. The increment of weights , when training with the LM method is calculated as follows:
(16) Where denotes the Jacobian matrix, represents the learning rate which is to be updated using the depending on the resultant. Especially, is multiplied by decay rate whenever diminishes, while is divided by whenever increases in a new step. This is achieved by adding a small scalar to the diagonal elements in the Hessian , as expressed by: (17) In this method, the algorithm begins with a first-order approach and regularly proceeds towards the second-order approach outlined below. The equation (17) is solved for .
It is to be noted that each element in the right side of equation (10) will be computed by numerical perturbation as given below:
Where represents a small perturbation value acting on the component in . is the performance metric obtained from the change in the component of only. A second approximation will be introduced before solving the above equations. Because the elements of the Hessian are expensive to evaluate, a fast and efficient approximation for the Hessian matrix is introduced. Each element in the Hessian matrix is originally defined by: (19) In general, the second partial derivatives can be numerically computed. On the other hand, in order to speed up the calculation process, the second-order partial derivatives are approximated by: (20) is then solved numerically from equation (17) with a fast conjugate gradient based equation solver in order to avoid calculating the inverse of the Hessian matrix, . As a result of the fairly accurate evaluation of the Hessian, a heuristic coefficient will be introduced in the iterative updating procedure for the elements of leading to:
The value of is fixed with a constant value of 0.5 which turns out to be a robust choice based on hundreds of experiments with this algorithm on different datasets. A more detailed description for the implementation of the algorithm is the sigma tuning algorithm is illustrated in the following, 
EXPERIMENTAL RESULTS
The proposed IDS is experimented using the Waikato Environment for Knowledge Analysis (WEKA) and the dataset used is KDD Cup99 dataset. WEKA is a complete set of Java class libraries that execute several state-of-the-art machine learning and data mining approaches [16] . KDD Cup99 dataset comes from DARPA 98 Intrusion Detection Evaluation handled by Lincoln laboratory at MIT [17] . Initially pre-processing is carried out, at this phase the data is segmented into training and testing. Then applied ELM and the proposed KELM is tuned with LM on training dataset with the purpose of constructing and training the models. At last, the trained models are evaluated on testing dataset to observe the effectiveness of both the approaches. KDD Cup99 is an audited set of standard dataset which includes training and testing set. Data has the following four major groups of attacks: 
Performance Measures
The performance measure used to evaluate the proposed KELM with LM against ELM is  Detection rate and  False-alarm rate The accuracy of an intrusion detection system is computed based on the detection rate and false alarm rate.
Detection Rate Comparison
Detection rate indicates the percentage of detected attack among all attack data, and is given as, The results of detection rate for different types of attacks is shown in figure 1.1 . From the results it is observed that in case of DoS attacks, detection rate for ELM and proposed KELM with LM is 93.84 and 97.89, respectively. Similarly the detection rate for KELM with LM is better than ELM in all other attacks.
False Alarm Rate Comparison
False alarm rate indicates the percentage of normal data which is wrongly recognized as attack, and is defined as follows:
(23)
Figure 1.2: Comparison of False Alarm Rate on Four Attacks
The results of false alarm rate for different types of attacks is shown in figure 1.2 . From the figure it is observed that for DoS attacks, false alarm rate for ELM and proposed KELM with LM is 1.92 and 1.06, respectively. In the same way the false alarm rate for KELM with LM is better than the ELM in all other attacks.
CONCLUSION
At present, security inside the network communication is of a major concern. Being the fact that data are considered as the valuable asset of an organization, providing security against the intruders is very essential. Intrusion detection system tries to identify security attacks of intruders by investigating several data records observed in processes on the network. This paper proposed Kernelized Extreme Learning Machine with Levenberg-Marquardt (LM) learning, in which the sigma of radial basis kernel function are tuned using LM. LM learning is utilized to obtain a converged solution. The experiment is carried out in WEKA by using KDD Cup 1999 dataset and the results indicate that the proposed system can provide better detection rate and low false alarm rate than the ELM.
