Underwater computer vision is a challenging task due to the severe underwater condition. The underwater optical system can provide more detailed information than the acoustic system. This paper describes a new stereo vision system for underwater object detection and 3D reconstruction. The Stereolabs ZED 2K Stereo Camera and NVIDIA Jetson TX2 are the core components of the system. A USB3.0 optical cable can transmit the high-definition video at the maximum speed of 5.0 GB/s within a distance of 300 meters. All software modules are developed based on ROS (Robot Operating System) middleware. The underwater camera calibration has been carried out to correct the underwater distortion of stereo vision, and underwater 3D reconstruction experiments have proven the validity of the system.
I. INTRODUCTION
Ocean applications, such as seabed surveying and underwater manipulation, require high-precision environmental information. The traditional sonar detection is difficult to achieve the goal, and the underwater vision is a promising field. Binocular stereo vision technology is widely used in robot vision navigation, 3D scene reconstruction, target recognition and tracking, industrial detection, and other areas. It can achieve a better result by the monocular vision.
There are many applications of underwater stereo vision. Drap et al. [1] presented an approach for underwater archaeology based on 3D reconstruction using a remotely operated underwater vehicle (ROV). Bonin-Font et al. [2] and Bobkov et al. [3] researched the underwater navigation and Simultaneous Localization and Mapping (SLAM) with stereo camera in the Autonomous Underwater Vehicle (AUV). Autonomous underwater intervention tasks and floating manipulation is another challenging research in which the stereo visual sensing is essential. More detail can be found in [4, 5] .
Recently, there are many types of research on the construction of an underwater stereo vision system. Oleari et al. [6] and Mazzei et al. [7] build a stereo camera directly using two monocular cameras, which cannot get synchronizing stereo images autonomously. Bonin et al. [5, 8] and Wu et al. [5, 8] use the mature stereo camera in the air (Bumblebee2 stereo camera) to acquire the stereo images. The submarine vision system often uses mini-ITX [5, 6] with Intel Core processors, which consumes much power (60W average in [5] ), and most of the processors do not have GPUs causing low image processing speed. Underwater optical image processing is a challenging field, and there exist many common issues such as light attenuation, scattering, non-uniform lighting, shadows, color shading, suspended particles, or the abundance of marine life [9] .
Peñalver et al. [10] presented a new approach to obtain accurate 3D reconstruction using a stripe laser light and an eye-in-hand camera. Massot-Campos et al. [11] introduced the structured light and stereo vision for underwater 3D reconstruction. Beall et al. [12] shown the highly accurate sparse 3D reconstruction of underwater structures.
The main contribution of this paper is developing a new underwater stereo vision system for AUV SLAM, manipulation, surveying and other ocean applications. The ZED 2K Stereo Camera and NVIDIA Jetson TX2 with 256-core GPUs are used to achieve 3D reconstruction, target recognition, and target tracking efficiently. The different configurations can be useful and powerful changing from different underwater applications.
The paper is organized as follows. Section II gives an overview of the stereo vision system. Section III describes the method of underwater stereo camera calibration and 3D reconstruction. Section IV provides the details of the experiments and discusses the experimental results. Finally, Section V concludes the paper and presents the future work.
II. SYSTEM OVERVIEW

A. System Configuration
There are two system configurations for different applications and the diagram and components as shown in Fig. 2~Fig . 5. The configuration Ⅰ is a self-contained underwater stereo vision system, which includes stereo camera, IMU, battery, image processing unit, storage, and USB hub in the watertight enclosure. It can work alone when placed in the ROV/AUV and can also communicate by the Ethernet or optical fiber.
The second configuration is the minimum configuration which only has stereo camera and battery in the watertight enclosure and transmits the HD video to the host computer real-time by the multi-mode optical fiber. The ZED stereo camera has a USB3.0 interface which has much faster speed than the traditional IEEE 1394/Firewire of Bumblebee2 stereo camera [5] . The USB3.0 optical cable can transmit the HD video at the maximum rate of 5.0 GB/s within a distance of 300 meters. 
B. Watertight Enclosure and Waterproof Fiber Optic Connector
As seen in Fig. 1 , the camera and computer are housed in a cylindrical enclosure made of acrylic (dimensions: ∅150mm and 300 mm length) and the light transmission is good for the camera. Two end caps and O-rings make the system can work up to 100m depth. When the acrylic is changed into anodized aluminum or titanium, it can dive deeper.
The underwater USB3.0 fiber optical communication is a highlight in this paper, which has many advantages including small size, high speed, and long distance. The technique of USB3.0 fiber optic cables in the land is mature while it is difficult underwater because of the seal. The cable of the system includes two multi-mode optical fibers, which achieve bidirectional transmission of USB3.0. The waterproof fiber optical connector is the key to make the optical fiber work underwater, as shown in Fig. 6 .
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C. Hardware Setup
The hardware of underwater stereo vision system includes Stereolabs ZED 2K Stereo Camera, NVIDIA Jetson TX2 controller, MTi-300 IMU sensor, and battery.
The ZED camera developed by Stereolabs is a new stereo camera with high resolution (1080p@30Hz, 2.2k@15Hz), wide range (up to 20m on land), and high transfer rate (USB 3.0 up to 5.0GB/s). The output stereo images are corrected and synchronized by the inner unit of the camera.
NVIDIA's Jetson TX2 is an embedded system-onmodule (SoM) with dual-core NVIDIA Denver2 + quadcore ARM Cortex-A57, 8GB 128-bit LPDDR4 and integrated 256-core Pascal GPUs. Useful for deploying computer vision and deep learning, Jetson TX2 runs Linux and provides greater than 1TFLOPS of FP16 compute performance with the average of 7.5 watts of power. The GPU is powerful for image processing, object detection, stereo matching and 3D reconstruction.
Although the 6-axis IMU in ZED, it is difficult to meet the requirements in some high-precision applications (such as the AUV SLAM and precise manipulation). So the MTi-300 IMU sensor is added to the vision system for Visual Odometry (VO), SLAM and manipulation.
D. Software Setup
To reinforce software portability, reuse, and sharing and to avoid cross-compiling, Linux (Ubuntu 16.04) was used as the operating system, and all software modules are developed and run using the ROS middleware. The software integrates many modules: image rectification, feature extraction, stereo correspondence and 3D reconstruction, as shown in Fig. 7 .
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III. THEORY
A. Model of Camera
There are four coordinates of the model of the camera [13] : the world coordinate w w w w O X Y Z ， the camera coordinate c c c c O X Y Z ， the image physical coordinate oxy and image pixel coordinate uv , as shown in Fig. 8 . Fig. 8 . Coordinates of the camera model According to [13] ，the transform relationship between a point ( , , ) w w w P X Y Z in the world coordinate and its projection point ( , ) p u v in the pixel coordinate are:
(1) R is the rotation matrix and t is the translation matrix, u v is the optical center. w X is the homogeneous matrix of point P .
B. Camera Calibration
The distortion model is essential for the camera calibration [14] . Knowing 
The simplified equations are (3). 
IV. EXPERIMENT
A. Camera Calibration
The camera calibration is essential, and we do lots of underwater experiment, as shown in Fig.3 . The underwater calibration results are showed in Table I, II, III. We can obtain the calibration mean error is 0.21 pixels from Fig. 11 . 
B. 3D Reconstruction
The underwater 3D reconstruction is carried out with two kinds of objects: a stone and a cylinder. Fig. 13 shows the result of the depth of a stone. Fig. 12(a) and Fig. 12 (b) are the underwater image pairs acquired from our system. The Fig. 12 (c) is the depth image, and we can recognize the stone and the light from it. Fig. 12 (d) is the depth histogram, and there are most pixel points less than 1 meter, i.e., the distance of the stone and the camera. Fig. 13 shows the underwater image of a cylinder and the 3D reconstruction result. 
V. CONCLUSION
In this paper, we use the state of art hardware to develop a set of underwater stereo vision system for underwater three-dimensional reconstruction. Underwater camera calibration was carried out to correct the underwater images. The reconstruction of an underwater cylinder was carried out to prove the efficiency in underwater applications. The underwater optical fiber transmission equipment is useful extend the applications of ZED camera. More underwater object detection and 3D reconstruction experiments will be carried out in water tanks and real sea scenarios.
