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Big Bang Nucleosynthesis (BBN) relates key cosmological parameters to the primordial abundance
of light elements. In this paper, we point out that the recent observations of Cosmic Microwave
Background anisotropies by the Planck satellite and by the BICEP2 experiment constrain these
parameters with such a high level of accuracy that the primordial deuterium abundance can be
inferred with remarkable precision. For a given cosmological model, one can obtain independent
information on nuclear processes in the energy range relevant for BBN, which determine the eventual
2H/H yield. In particular, assuming the standard cosmological model, we show that a combined
analysis of Planck data and of recent deuterium abundance measurements in metal-poor damped
Lyman-alpha systems provides independent information on the cross section of the radiative capture
reaction d(p, γ)3He converting deuterium into helium. Interestingly, the result is higher than the
values suggested by a fit of present experimental data in the BBN energy range (10 − 300 keV),
whereas it is in better agreement with ab initio theoretical calculations, based on models for the
nuclear electromagnetic current derived from realistic interactions. Due to the correlation between
the rate of the above nuclear process and the effective number of neutrinos Neff , the same analysis
points out a Neff > 3 as well. We show how this observation changes when assuming a non-minimal
cosmological scenario. We conclude that further data on the d(p, γ)3He cross section in the few
hundred keV range, that can be collected by experiments like LUNA, may either confirm the low
value of this rate, or rather give some hint in favour of next-to-minimal cosmological scenarios.
PACS numbers: 98.80.Es, 98.80.Jk, 95.30.Sf
I. INTRODUCTION
Big Bang Nucleosynthesis (BBN, see e.g. [1] for a re-
cent overview) offers one of the most powerful methods
to test the validity of the cosmological model around the
MeV energy scale. Two key cosmological parameters en-
ter BBN computations, the energy density in baryons,
Ωbh
2, and the effective neutrino number, Neff , defined
such that the energy density of relativistic particles at
BBN is given by
ρrel = ργ
(
1 +
7
8
(
4
11
)4/3
Neff
)
, (1)
where ργ is the Cosmic Microwave Background (CMB)
photon energy density, given today by ργ,0 ≈ 4.8×10−34
g cm−3.
Recent measurements of CMB anisotropies obtained
by the Planck satellite are in very good agreement with
the theoretical predictions of the minimal ΛCDM cosmo-
logical model. They significantly reduce the uncertainty
on the parameters of this model, and provide strong
bounds on its possible extensions [2]. Assuming a given
cosmological scenario and standard BBN dynamics, it
is now possible to infer indirectly from Planck data the
abundance of primordial nuclides with exquisite preci-
sion. For example, assuming ΛCDM, the Planck con-
straint on the baryon density, Ωbh
2 = 0.02207± 0.00027,
can be translated into a prediction for the primordial deu-
terium fraction using the public BBN code PArthENoPE
[3][33]
2H/H = (2.65± 0.07) · 10−5 (68% C.L.) , (2)
This constraint is competitive with the most recent and
precise direct observations. Recently, the authors of
Ref. [4] (see also [5]) presented a new analysis of all known
deuterium absorption-line systems, including some new
data from very metal-poor Lyman-alpha systems at red-
shift z = 3.06726 (visible in the spectrum of the quasar
QSO SDSS J1358+6522) and at redshift z = 3.04984
(seen in QSO SDSS J1419+0829). Their result
2H/ H = (2.53± 0.04) · 10−5 (68% C.L.) , (3)
is smaller than the (indirect, model-dependent) cosmo-
logical determination from CMB data, but with a com-
parable uncertainty.
These two deuterium abundance determinations, while
broadly consistent, are off by about two standard devia-
tions. This small tension might well be the result of small
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2experimental systematics, either in Planck or in astro-
physical deuterium measurements. However, the point
of this paper is to underline that current BBN calcula-
tions could also be plagued by systematics in the exper-
imental determination of nuclear rates. As explained in
the following, the main uncertainty for standard BBN
calculations of 2H comes from the rate of the radiative
capture reaction d(p, γ)3He. A recent review of the ex-
perimental status for this process can be found in [6].
The low energy limit of its cross section σ(E) (or equiv-
alently, of the corresponding astrophysical factor S(E)
[34]) is well-known thanks to the results of the under-
ground experiment LUNA [7]. However, during BBN,
the relevant energy range in the center of mass is rather
around E ' 30− 300 keV. For such energies, the uncer-
tainty on the cross section is at the level of 6-10% when
fitting S(E) with a polynomial expression. This trans-
lates into a theoretical error on the primordial 2H/H ratio
of the order of 2% (for a fixed value of the baryon den-
sity and Neff), comparable to the experimental error in
the above cosmological determination (2) or astrophysi-
cal determination (3).
Recently, a reliable ab initio nuclear theory calculation
of this cross section has been performed in [8–10]. The
uncertainty on this prediction can be conservatively es-
timated to be also of the order of 7% [11]. However, the
theoretical result is systematically larger than the best-
fit value derived from the experimental data in the BBN
energy range. By plugging the theoretical estimate of
the cross section in a BBN code one finds that more deu-
terium is destroyed for the same value of the cosmologi-
cal baryon density, and thus the predicted primordial 2H
abundance results to be smaller [11]. Interestingly, this
could be a way to reconcile the slightly different values of
2H/H measured in astrophysical data and predicted by
Planck. Indeed, the result quoted in eq. (2) using the
public BBN code PArthENoPE [3] relies on a value of the
cross section d(p, γ)3He inferred from nuclear experimen-
tal data (the default value for the d(p, γ)3He rate used in
the code was calculated in [12], and agrees at the 1.4%
level with the best-fit result of [6]).
Further data on this crucial cross section in the rele-
vant energy range might be expected from experiments
such as LUNA. While waiting for such measurements one
can find out to which extent the deuterium measurement
of [4] can be made even more compatible with Planck
predictions when the rate of the reaction d(p, γ)3He is
treated as a free input parameter. We will address this
issue assuming different cosmological models: the min-
imal ΛCDM model, ΛCDM plus extra radiation, a non
spatially-flat universe, etc. This simple exercise points
out that, remarkably, present CMB data are powerful
enough to provide information on nuclear rates. More-
over, we will see that our results give independent sup-
port to the theoretical calculation of [10]. Of course, this
close interplay between astrophysical observations and
nuclear physics is not new. It is worth while recalling the
role that the solar neutrino problem played in the quest
for a more accurate solar model, and the impact of this
question on experimental efforts for measuring specific
nuclear cross sections.
The paper is organized as follows. In the next sec-
tion, we discuss in more details the nuclear rates which
are most relevant for the determination of the primor-
dial deuterium abundance and its theoretical error. We
introduce a simplified way to parameterize the level of
uncertainty still affecting the d(p, γ)3He reaction rate,
found to be sufficient for our analysis. In Section III, we
describe our method for fitting cosmological and astro-
physical data. We present our results in Section IV, and
discuss their implications in Section V.
II. THE PRIMORDIAL DEUTERIUM AS
FUNCTION OF COSMOLOGICAL
PARAMETERS AND NUCLEAR RATES
As well known, the theoretical value of the primordial
2H/H abundance is a rapidly decreasing function of the
baryon density parameter Ωbh
2. If we consider a slightly
more general cosmological model with extra radiation,
it grows as Neff increases. Finally, this value depends
on the cross section of a few leading nuclear processes,
responsible for the initial deuterium production and its
subsequent processing into A = 3 nuclei. More precisely,
the calculation depends on the thermal rate of such pro-
cesses, obtained by convolving their energy-dependent
cross section σ(E) with the thermal energy distribution
of incoming nuclei during BBN. The four leading reac-
tions are listed in Table I. Note that the uncertainties
reported in the Table, like all other results quoted in this
paper, unless otherwise stated, are calculated with a ver-
sion of PArthENoPE where the d(p, γ)3He reaction rate is
updated to the best fit determination of [6].
In the past, BBN calculations were based on the ex-
perimental determination of the cross section of nuclear
processes, measured in laboratory experiments. The sit-
uation has changed recently, since detailed theoretical
calculations are now available, at least for some reac-
tion. For example, this is the case for the cross section of
the neutron-proton fusion reaction p(n, γ)2H, for which
a very accurate result could be derived using pion-less
effective field theory, with a theoretical error below the
percent level [13, 14] (see e.g. [12] for further details).
Using PArthENoPE, one can propagate this error to the
primordial deuterium abundance. The resulting uncer-
tainty is very small, σ2H/H = 0.002·10−5, i.e. of the order
of 0.1% (for Ωbh
2 fixed at the Planck best-fit value).
The cross sections of d− d fusion reactions, d(d, n)3He
and d(d, p)3H, are still determined using experimental
data. They have been measured in the 100 keV range
with a 1-2% uncertainty [15]. This leads to a propagated
uncertainty on the deuterium primordial abundance at
most of the order of 1%, see Table I.
The main source of uncertainty is presently due to
the radiative capture process d(p, γ)3He converting deu-
3Reaction Rate Symbol σ2H/H · 105
p(n, γ)2H R1 ±0.002
d(p, γ)3He R2 ±0.062
d(d, n)3He R3 ±0.020
d(d, p)3H R4 ±0.013
TABLE I: List of the leading reactions and corresponding rate
symbols controlling the deuterium abundance after BBN. The
last column shows the error on the ratio 2H/H coming from
experimental (or theoretical) uncertainties in the cross section
of each reaction, for a fixed baryon density Ωbh
2 = 0.02207.
terium into helium. The present experimental status
for the corresponding astrophysical factor S(E) (where
E is the center of mass energy) is reviewed in [6]. As
we already mentioned, when fitting a polynomial ex-
pression for S(E) to the raw data, now dominated by
the LUNA results [7], one finds that the uncertainty at
68% C.L. grows from 6% in the low energy limit to 19%
around 1 MeV. In the energy range relevant for BBN,
the uncertainty is in the range 6-10%, which gives an
error on the primordial deuterium abundance of order
σ2H/H = 0.062 · 10−5, as reported in Table I. This uncer-
tainty is comparable to the experimental error estimated
by [4], and dominates the error budget. In addition, the
best fit value of S(E) inferred from the data in the range
30 keV≤ E ≤ 300 keV is lower than the theoretical result
of [8, 10] by about 1σ. This difference may have an im-
pact on the concordance of Planck results for the baryon
density with the deuterium abundance measured by [4].
Using PArthENoPE with the best fit experimental cross
section for the d(p, γ)3He reaction, one can check that
the best fit value of the astrophysical determination of
the deuterium abundance, 2H/H = 2.53 · 10−5 [4], cor-
responds to Ωbh
2 = 0.02269. However, in the case
of the minimal cosmological model (i.e. the spatially
flat ΛCDM model, with no extra relativistic species and
Neff = 3.046 [16]), we have seen that Planck data yield
Ωbh
2 = 0.02207 ± 0.00027 (68% C.L.). Hence there is a
moderate 2σ tension, which could be relaxed either by
assuming a more complicated cosmological model com-
patible with higher values of the baryon density, or by
adopting the theoretical value of the d(p, γ)3He cross sec-
tion [10]. In the latter case, if we stick to the ΛCDM
model, the same range for the baryon density leads to
2H/H = (2.58± 0.07) · 10−5 , (4)
in nice agreement with the astrophysical determination
at the 1σ level. In other words, increasing the d(p, γ)3He
thermal rate has the same effect of increasing the cosmo-
logical baryon fraction.
This is illustrated in Fig. 1 where the likelihood func-
tion L(Ωbh
2, R2)
L(Ωbh
2, R2) =
exp
(
− (
2H/Hth(Ωbh
2, R2)− 2H/Hex)2
σ2ex
)
, (5)
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FIG. 1: The likelihood L(Ωbh
2), assuming the astrophysical
determination of the primordial deuterium abundance 2H/H
by Cooke et al. [4], adopting either the experimental best
fit Rex2 (T ) (solid) or ab initio calculation R
th
2 (T ), (dashed)
[10]. The star shows the Planck best fit value of Ωbh
2 in the
minimal ΛCDM model.
is plotted versus baryon density in two different scenar-
ios. Indices th and ex refer to the theoretical value of
2H/H and to the experimental result of [4], respectively.
The solid line corresponds to Rex2 (T ) obtained by us-
ing the best fit of experimental values for the d(p, γ)3He
cross section, while the dashed line relies on the theo-
retical prediction of the same cross section [10], whose
corresponding rate is denoted by Rth2 (T ). The latter
brings the agreement with the Planck ΛCDM value of
Ωbh
2 from the 2σ to the 1σ level. Note that, in calculat-
ing those likelihoods, we only included the experimental
error on astrophysical measurements of the deuterium
fraction,σex = 0.05. Indeed, our purpose is to show what
the baryon probablility could like after a future measure-
ment campaign of the d(p, γ)3He astrophysical factor, as-
suming a small uncertainty and two different central val-
ues for this measurement. If the theoretical calculation of
[10] was experimentally confirmed, the likelihood profile
would shift to the dashed curve.
In the next section, we will generalize this study to
non-minimal cosmological scenarios. The aim is to see
whether, by combining CMB and BBN data, we can
grasp some robust information on the value of the ther-
mal rate R2 preferred by cosmology. To this end, it is
enough to parametrize the generic R2(T ) in terms of an
overall rescaling factor A2, namely R2(T ) = A2R
ex
2 (T ),
and use it in PArthENoPE. This approximation may sound
too simplistic, but one can easily check that the ratio
Rth2 (T )/R
ex
2 (T ) is almost independent of temperature in
the region relevant for BBN. For example using a con-
stant rescaling factor A2 = 1.055 one can mimic R
th
2 (T )
with quite a good precision, and this conclusion holds
for any value of Ωbh
2 in the range from 0.021 to 0.024,
with at most a 0.2% difference in the predicted deuterium
abundance. Hence, the use of a constant rescaling factor
A2 is reliable enough for our purpose, and offers the ad-
vantage of limiting the number of extra free parameters
4to one.
Assuming this ansatz, we introduce the baryon likeli-
hood function, L(Ωbh
2, A2), through
L(Ωbh
2, A2) =
exp
(
− (
2H/ Hth(Ωbh
2, A2)− 2H/Hex)2
σ2ex + σ
2
th
)
, (6)
where the theoretical value is a function of the baryon
density and the d(p, γ)3He thermal rate rescaling fac-
tor A2, and again we use the experimental value and
its squared uncertainty, see Eq. (3). Finally, σ2th is the
squared propagated error on deuterium yield due to the
present experimental uncertainty on R2.
III. DATA ANALYSIS METHOD
Our main dataset consists in the Planck public data
release of March 2013 [17], based on Planck tempera-
ture completed by WMAP9 polarization at low `. We
also consider the recent B modes polarization data (5
bins) from the BICEP2 experiment [18]. We combine
these two CMB datasets (referred as Planck+WP and
Planck+WP+BICEP2 respectively) with the deuterium
abundance likelihood function L(Ωbh
2, A2) (referred as
BBN).
Occasionally, we will also include the direct mea-
surement of the Hubble constant by [19] (referred as
HST), and information on Baryon Acoustic Oscillations
by SDSS-DR7 at redshift z = 0.35 [20], by SDSS-DR9 at
z = 0.57 [21], and by WiggleZ at z = 0.44, 0.60, 0.73 [22]
(referred alltogether as BAO).
For the data analysis method, we will use indif-
ferently the publicly available Monte Carlo Markov
Chain packages CosmoMC [23] (http://cosmologist.
info/cosmomc/) and Monte Python [24] (http:
//montepyhton.net), which rely on the Metropolis-
Hastings algorithm for exploring the parameter space,
and on a convergence diagnostic based on the Gelman
and Rubin statistics. We use the latest version of the
two codes (April 201a), which include the support for the
Planck Likelihood Code v1.0 (see http://www.sciops.
esa.int/wikiSI/planckpla/) and implement an effi-
cient sampling of the parameter space using a fast/slow
parameter decorrelation [25]. We checked that the re-
sults from the two codes were identical. To evaluate the
deuterium abundance produced during the Big Bang Nu-
cleosynthesis, we use the PArthENoPE code, minimally
modified in order to account for the global rescaling fac-
tor A2.
We will first consider the Planck+WP dataset assum-
ing the minimal ΛCDM model with six free parameters:
the density of baryons and cold dark matter Ωbh
2 and
Ωch
2, the ratio θ of the sound horizon to the angular
diameter distance at decoupling, the optical depth to
reionization τ , the amplitude AS of the primordial scalar
fluctuation spectrum at k = 0.05 Mpc−1, and the spec-
tral index nS of this spectrum. We extend this list of
free parameters to include the rescaling factor A2, affect-
ing only the determination of the primordial deuterium
abundance. For this model, we consider purely adia-
batic initial conditions, we impose spatial flatness, we fix
the effective number of neutrinos to its standard value
Neff = 3.046 [16], and we consider the sum of neutrino
masses to be 0.06eV as in the [2].
Subsequently, we will study several extensions of the
minimal ΛCDM model, with extra free parameters: the
neutrino effective number Neff , the spatial curvature of
the universe parametrised by Ωk = 1−Ωc−Ωb−ΩΛ, and
the amplitude of the lensing power spectrum AL [26].
Finally, we consider a ΛCDM+r framework where we
allow the possibility for a gravitational wave background
with tensor to scalar amplitude ratio r. In this case we
include the BICEP2 dataset, assuming the B mode signal
claimed by this experiment to be the genuine signature
of primordial inflationary tensor modes. Since the ampli-
tude of tensor modes measured by BICEP2 is in tension
with the upper limit on r coming from the Planck ex-
periment, we also consider two further extensions that
could in principle solve the tension: an extra number of
relativistic particles parametrized by Neff (see e.g. [27])
and a running of the spectral index dnS/dlnk [18].
IV. RESULTS
In Table II, we report our results for the parame-
ters of the minimal ΛCDM model (plus the nuclear rate
parameter A2 and the derived cosmological parameter
H0), using the data combinations Planck+WP+BBN
and PLANCK+WP+BBN+BAO.
As expected from the discussion of sections I and II,
we find that the data provides an indication for A2 being
greater than one, roughly at the level of two standard
deviations, even when adding the BAO dataset. We can
also check explicitly in Figure 2 (top panel) that there
is a clear anti-correlation between A2 and Ωbh
2: in or-
der to improve the agreement between Planck data and
deuterium abundance measurements, one needs either a
value of the nuclear rate rescaling factor A2 higher than
one, or a value of the baryon density larger than the
Planck mean value. This is could be expected, since deu-
terium is a decreasing function of both the R2 rate and
the baryon density Ωb. The lower panel of Figure 2 also
shows an interesting correlation between A2 and the Hub-
ble constant H0. Letting A2 vary yields a lower value for
the Hubble constant in a combined Planck+WP+BBN
analysis.
Given the fact that our results depend on the under-
lying cosmological model, it is interesting to investigate
whether extensions of the standard ΛCDM model could
bring the value of A2 back in better agreement with
the current experimental determination of R2(T ) (cor-
responding by definition to A2 = 1).
In Table III, we report the constraints when a vari-
ation in the neutrino effective number Neff is allowed
5Parameter Planck+WP Planck+WP
+BBN +BBN+BAO
Ωbh
2 0.02202± 0.00028 0.02209± 0.00025
Ωch
2 0.1200± 0.0026 0.1188± 0.0017
θ 1.04129± 0.00063 1.04144± 0.00058
τ 0.089± 0.013 0.091± 0.013
ns 0.9599± 0.0073 0.9625± 0.0058
log[1010As] 3.089± 0.025 3.089± 0.025
H0[km/s/Mpc] 67.2± 1.2 67.74± 0.78
A2 1.155± 0.082 1.138± 0.076
TABLE II: Constraints on cosmological parameters (at the 68% confidence level) in the case of the minimal ΛCDM model.
Parameter Planck+WP Planck+WP Planck+WP
+BBN +BBN+HST +BBN+BAO
Ωbh
2 0.02241± 0.00042 0.02261± 0.00031 0.02233± 0.00029
Ωch
2 0.1263± 0.0055 0.1281± 0.0049 0.1251± 0.0051
τ 0.096± 0.015 0.099± 0.014 0.094± 0.013
ns 0.979± 0.017 0.988± 0.011 0.974± 0.010
log[1010As] 3.117± 0.034 3.128± 0.030 3.109± 0.029
H0[km/s/Mpc] 71.0± 3.2 72.8± 2.0 70.1± 1.9
Neff 3.56± 0.40 3.76± 0.27 3.43± 0.30
A2 1.29± 0.15 1.33± 0.14 1.26± 0.14
TABLE III: Constraints on cosmological parameters (at the 68% confidence level) in the case of the extended ΛCDM model
with extra relativistic degrees of freedom.
(to account, e.g., for extra relativistic degrees of free-
dom, or for non-standard physics in the neutrino sec-
tor). Even in that case, we can see that the combined
Planck+WP+BBN and Planck+WP+BBN+BAO anal-
yses show a preference for A2 > 1 at roughly the 2σ level,
even if the central value and error bar for A2 are almost
doubled. When the direct measurement of the Hubble
parameter is included (case Planck+WP+BBN+HST),
the indication for A2 > 1 is even stronger, at the 2.5σ
level. We can conclude that the preference for a large
d(p, γ)3He reaction rate is robust against the extension
of the minimal cosmological model to a free Neff .
It is interesting to note that in Table III, the preferred
value for the neutrino effective number Neff is always
larger than the standard value 3.046. As reported in sec-
tion 6.4.4. of Ref. [2], the “standard” Planck+WP+BBN
analysis (assuming A2 = 1) gives Neff = 3.02±0.27 (68%
C.L.), while the CMB only result is Neff = 3.36 ± 0.34
(to be precise, in these results, the CMB dataset includes
high-` data from ACT and SPT, but the same trend is
observed with only Planck+WP). With the present anal-
ysis, it becomes clear that this shift of Neff towards its
standard value is mostly driven by the low experimen-
tal value of R2. When A2 is let free, the preference
for Neff > 3.046 persists even when deuterium measure-
ments are included. This can also be checked in Fig.
3, where we report the two dimensional likelihood con-
tours in the Neff vs. A2 plane for the three different
datasets: Planck+WP+BBN, Planck+WP+BBN+HST,
and Planck+WP+BBN+BAO. A correlation between A2
and Neff is clearly present: large values of A2 remain
compatible with Planck+WP+BBN data, provided that
at the same time Neff is larger than three. Such consid-
erations reinforce the motivations for future experimen-
tal campaign to collect further data on the d(p, γ)3He
cross section in the few hundred keV range. Notice
that for A2 = 1.055, corresponding to the theoretical
result of [10] a standard value of Neff is allowed at 68%
C.L.. If experiments would confirm the theoretical result
Rth2 (T ) in the BBN energy range, the overall agreement
of CMB and BBN data for a standard number of rela-
tivistic degrees of freedom would improve with respect to
the A2 = 1 case. This does not hold if the HST measure-
ment of H0 is included in the analysis.
In Table IV we report the constraints on A2 for fur-
ther extensions of the minimal ΛCDM model, using the
Planck+WP+BBN. We tried to vary the curvature pa-
rameter Ωk, despite the fact that Ωk 6= 0 is difficult to
explain from a theoretical point of view, and almost ex-
cluded when BAO data is also included. With free spa-
tial curvature and without BAO data, the evidence for
A2 > 1 is slightly weaker. Finally, we considered the case
of a free CMB lensing amplitude parameter AL. Strictly
speaking, this is not a physical extension of the ΛCDM
model. The Planck data prefers AL > 1, but as such,
this result has no physical interpretation. It could be
caused by a small and not yet identified systematic error
affecting the Planck data (see the discussion in [2]), or
alternatively, it may account in some approximate way
for a non-standard growth rate of large scale structures
6Parameter Planck+WP+BBN Planck+WP+BBN Planck+WP+BBN Planck+WP+BBN
Ωbh
2 0.02242± 0.00035 0.02301± 0.00051 0.02227± 0.00032 0.02261± 0.00042
Ωch
2 0.1169± 0.0030 0.1245± 0.0055 0.1185± 0.0027 0.1241± 0.0053
θ 1.04179± 0.00067 1.04112± 0.00078 1.04153± 0.00065 1.04104± 0.00079
τ 0.087± 0.013 0.094± 0.015 0.087± 0.013 0.092± 0.015
ns 0.9687± 0.0085 0.996± 0.018 0.9640± 0.0075 0.981± 0.015
log[1010As] 3.078± 0.025 3.111± 0.034 3.081± 0.025 3.105± 0.033
H0[km/s/Mpc] 68.8± 1.4 74.3± 3.6 56.7± 5.4 5905± 6.4
Neff [3.046] 3.73± 0.40 [3.046] 3.50± 0.36
AL 1.21± 0.12 1.25± 0.13 [1] [1]
Ωk [0] [0] −0.035± 0.023 −0.035± 0.023
A2 1.067± 0.086 1.21± 0.14 1.100± 0.084 1.21± 0.14
TABLE IV: Constraints on cosmological parameters (at the 68% confidence level) for several extensions of the ΛCDM model,
with free parameters (Neff , AL, Ωk). We vary at most two of these extra parameters at the same time, and fix the other ones
to their standard model value, indicated above between squared brackets.
after recombination. We can see in Table IV that when
AL is left free, the A2 parameter is well compatible with
one. Our results for the joint confidence limits on A2 vs.
Ωk and A2 vs. AL are shown in Fig.4.
In summary, Planck+WP+BBN data consistently in-
dicate that A2 > 1 (suggesting a d(p, γ)
3He reaction rate
closer to theoretical predictions than to experimental re-
sults) in the minimal ΛCDM model, as well as in a model
with free Neff . The evidence for A2 > 1 goes away when
either Ωk or AL are promoted as free parameters (with
Neff = 3.046), but these scenarios are less theoretically
motivated. Incidentally, Table IV also shows that with
a free Ωk or AL, and at the same time a free Neff , the
evidence for A2 > 1 persists.
Finally, we have considered the
Planck+WP+BICEP2+BBN dataset as stated in the
previous section. In Table V we report the constraints
using this dataset, allowing for a gravitational wave
background with tensor to scalar ratio r0.05 at scales of
k = 0.05 Mpc−1. As we can see the indication for A2 > 1
is still present in this case. Allowing for a variation in
Neff provides even further evidence for A2 > 1 at more
than two standard deviations. It is however interesting
that when a running of the primordial spectral index is
considered, A2 is now compatible with one in between
one standard devation. In 5 we show the 2-D contour
plots from the Planck+WP+BICEP2+BBN dataset in
the r0.05 vs A2 (top panel), Neff vs A2 (center panel)
and dns/dlnk vs A2 (bottom panel) planes showing
probabilities at 68% and 95%. As we can see, while
there is essentially no degeneracy between A2 and r0.05,
a degeneracy is clearly present between A2 and Neff and
dns/dlnk.
In summary, the BICEP2 dataset, when combined
with the Planck data, provides an evidence either for a
larger Neff , either for a negative running of the spectral
index dns/dlnk. In the first case a value of A2 strictly
larger than one is needed in order to be in agreement with
BBN. In the second case, when running is considered, A2
is well compatible with one. A precise measurement of
A2 from laboratory experiments could in principle help
in a significative way in discriminating between these two
scenarios.
V. CONCLUSIONS
In this work, we have shown that a combined analysis
of Planck CMB data and of recent deuterium abundance
measurements in metal-poor damped Lyman-alpha sys-
tems provides some piece of information on the radiative
capture reaction d(p, γ)3He, converting deuterium into
helium. The value of the rate for this process represents
the main source of uncertainty to date in the BBN com-
putation of the primordial deuterium abundance within a
given cosmological scenario, parameterized by the baryon
density Ωbh
2 and effective neutrino number Neff . The
corresponding cross section has not been measured yet
with a sufficiently low uncertainty and normalization er-
rors in the BBN center of mass energy range, 30 - 300
keV. In addition to that, the best fit of available data
appears to be systematically lower than the detailed the-
oretical calculation presented in [10]. Both these issues
should be addressed by performing new dedicated exper-
imental campaigns. We think that an experiment such
as LUNA at the underground Gran Sasso Laboratories
may give an answer to this problem in a reasonably short
time.
In fact, with the present underground 400 kV LUNA
accelerator [28] is possible to measure the 2H(p, γ)3He
cross section in the 20 < Ecm(keV ) < 260 energy range
with an accuracy better than 3%, i.e. considerably bet-
ter than the 9% systematic uncertainty estimated in [29].
This goal can be achieved by using the large BGO detec-
tor already used in [30]. This detector ensures a detection
efficiency of about 70% and a large angular coverage for
the photons emitted by the 2H(p, γ)3He reaction. The
accurate measurement of the 2H(p, γ)3He absolute cross
section may be accomplished with the study of the an-
gular distribution of emitted γ-rays by means of a large
7Parameter Planck+WP+ Planck+WP+ Planck+WP+
BICEP2+BBN BICEP2+BBN BICEP2+BBN
Ωbh
2 0.02209± 0.00028 0.02286± 0.00044 0.02236± 0.00031
Ωch
2 0.1184± 0.0027 0.1300± 0.0058 0.1195± 0.0027
θ 1.04146± 0.00063 1.04050± 0.00073 1.04144± 0.00063
τ 0.088± 0.012 0.100± 0.015 0.101± 0.015
ns 0.9663± 0.0072 1.004± 0.018 0.9593± 0.0080
log[1010As] 3.082± 0.024 3.131± 0.034 3.115± 0.031
H0[km/s/Mpc] 67.9± 1.2 75.5± 3.7 67.7± 1.2
r0.05 0.134± 0.045 0.153± 0.040 0.163± 0.040
Neff [3.046] 4.04± 0.44 [3.046]
dns/dlnk [0] [0] −0.0256± 0.0097
A2 1.145± 0.081 1.40± 0.17 1.080± 0.079
TABLE V: Constraints on cosmological parameters (at the 68% confidence level) for the Planck+WP+BICEP2 dataset, with
free parameters (r0.05,Neff , dns/dlnk). We vary at most two of these extra parameters at the same time, and fix the other ones
to their standard model value, indicated above between squared brackets.
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FIG. 2: 2-D contour plots in the Ωbh
2 vs. A2 (top panel)
and H0 vs. A2 (bottom panel) planes, showing preferred pa-
rameter regions at the 68% and 95% confidence levels in the
case of the minimal ΛCDM model.
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FIG. 3: 2-D contour plots in the Neff vs A2 plane, showing
preferred parameter regions at the 68% and 95% confidence
levels in the case of the extended ΛCDM model with extra
relativistic degrees of freedom.
Ge(Li) detector [31, 32], in order to compare the data
with ”ab initio” modeling.
Our study shows that, interestingly, the combined
analysis of Planck and deuterium abundance data returns
a larger rate A2 for this reaction than the best fit com-
puted in [6], where the authors exploit the available ex-
perimental information on d(p, γ)3He cross section. On
the other hand Planck is in better agreement with ab
initio theoretical calculations. More precisely, when the
reaction rate A2 is chosen to match its present determina-
tion, Planck predicts a value of the primordial deuterium
abundance in 2σ tension with its direct astrophysical de-
termination. When the same reaction rate A2 is assumed
instead to match theoretical calculations, the two values
of the primordial deuterium abundance agree at the 1σ
level. We have shown that this conclusion holds in the
minimal ΛCDM cosmological model, as well as when al-
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FIG. 4: 2-D contour plots in the AL vs A2 (top panel) and
Ωk vs A2 (bottom panel) planes showing probabilities at 68%
and 95%.
lowing for a free effective neutrino number. In the latter
case, the global likelihood analysis of astrophysical and
cosmological data shows a direct correlation between A2
and Neff , so that higher values for A2 are in better agree-
ment with non standard scenarios with extra relativistic
degrees of freedom.
Finally, we have shown that the inclusion of the new
BICEP2 dataset also points towards a larger value for
A2, especially when Neff is left free to vary. However,
a running of the spectral index could bring the value of
A2 back in agreement with one even when the BICEP2
dataset is considered.
New experimental data on the d(p, γ)3He reaction rate
will therefore have a significant impact on the knowledge
of Neff and of dns/dlnk as well.
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