Analytical ultracentrifugation (AUC) and fi eld fl ow fractionation (FFF) are 2 important biophysical methods for measuring protein aggregates. Both methods can separate protein monomer from its aggregate forms under a broad range of solution conditions. Recent advances in instrumentation and data analysis, particularly in the fi eld of analytical ultracentrifugation technology, have signifi cantly improved the capability and sensitivity of these biophysical methods for detecting protein aggregates. These advances have resulted in an increased use of these methods in the biopharmaceutical industry for characterization of therapeutic proteins. However, despite their many advantages over conventional methods, the diffi culty in the use of the instrumentation and the complexity of data analysis process, have often hampered the widespread use and proper interpretation of data. This article reviews the recent progress in both technologies, and a few case studies are also presented to discuss their advantages and limitations.
of the most commonly used methods for detecting and characterizing protein aggregates in the biopharmaceutical industry. The method is sensitive, reproducible, and relatively easy to use. It is also a high throughput method and can be fully validated. However, SEC has several major limitations. First, it only operates over limited buffer conditions. Very often it requires the addition of a high concentration of salt or organic solvent to eliminate nonspecifi c interactions between the protein and the column matrix. This requirement can sometimes generate artifi cial peaks in the chromatogram that may not be present in the original drug substance and product. Second, there is a signifi cant dilution during the chromatography process, so an aggregate formed by weak reversible interaction can be dissociated as the concentration decreases. Last, SEC separates aggregates over a limited size range and has poor resolution for larger soluble aggregates, which may be eluted out at the void volume. Insoluble aggregates are often fi ltered out by the column matrix and, therefore, are never seen by the detectors.
In contrast, both analytical ultracentrifugation (AUC) and fi eld fl ow fractionation (FFF) methods provide useful alternatives for aggregate characterization. 5 , 6 Both methods cover a wide range of molecular sizes; for instance, the FFF method can resolve the aggregates or particles from 0.001 to 50 m m in size. 7 There are no matrices involved that may infl uence the separation. The methods can be applied to protein under a broad range of buffer conditions, even in the formulation buffers. In addition, both methods have a rigorous theoretical basis and, therefore, can provide an accurate estimation about quantity, size, and shape of multiple protein aggregate species without the use of molecular weight standards. [8] [9] [10] [11] Despite these advantages, the precision and accuracy of these methods for detecting low levels of protein aggregates are not well established, and it requires highly trained personnel for instrumentation operation and data analysis. In this study, we have reviewed the use of both AUC and FFF technologies for quantitative detection of protein aggregates. Several case study examples are discussed. Considerations for improved experimental condition and data analysis are also proposed to improve quantitation of protein aggregates.
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MATERIALS AND METHODS
Materials
Two humanized IgG1 monoclonal antibodies (mAb) used in our investigations were produced by Genentech Inc (South San Francisco, CA). Both samples were expressed in Chinese hamster ovary (CHO) cells and were purifi ed with the standard chromatography process, which includes protein A and ion-exchange chromatography steps. The materials were formulated into different buffers and excipients using tangential fl ow fi ltration, and then aseptically fi lled into 5-mL glass vials. The degraded samples were generated by incubating the vials at elevated temperature of 30ºC or 40ºC for a different time period.
Sedimentation Velocity
Sedimentation velocity experiments were conducted in a Beckman XLI ultracentrifuge (Beckman Coulter Inc, Palo Alto, CA). The experiments were performed at 40 000 and 60 000 rpm at 20°C using the charcoal-fi lled Epon 12-mm double-sector centerpieces. The moving boundary was monitored by repetitive radial scanning at a constant step size of 0.003 cm at 280 nm using a UV absorption optical system. Sedimentation velocity data were analyzed and simulation data were created using the software program SEDFIT (National Institutes of Health, Bethesda, MD) to generate the sedimentation coeffi cient distribution of protein samples. 12 The model for the simulation data contained noninteracting antibody monomer and dimer species with the assigned random noises at different levels.
Size Exclusion Chromatography
Size exclusion chromatography experiments were performed on an Agilent 1090 high-performance liquid chromatography (HPLC) system with a diode-array detector (Agilent Technologies, Inc., Palo Alto, CA) and a multiangle light scattering detector, DAWN (Wyatt Technology, Santa Barbara, CA). Approximately 20 m g of sample was loaded on a TSK SUPER SW 3000 column (4.6 × 300 mm) (Tosoh Bioscience LLC, Montgomeryville, PA) and eluted at 0.2 mL/min in an isocratic mode using a mobile phase containing 0.1 M potassium phosphate and 0.1 M sodium chloride at pH 6.8. The UV data were collected at 280 nm and analyzed by HP Chemstation software (Agilent Technologies, Inc., Palo Alto, CA).
Field Flow Fractionation
Field fl ow fractionation experiments were conducted on an AF 2000 Avalanche system (Postnova Analytics Inc, Salt Lake City, Utah). This device contains 2 isocratic HPLC pumps to control the focusing fl ow and tip fl ow. The crossfl ow is controlled by a Kloehn dual syringe pump system. The regenerated cellulose membrane with 10 kd molecular weight cutoff and low protein binding was used. The sample was injected at 10 m L and the cross-fl ow was set at 6 or 3 mL/min for fragments, intact monomer, and smaller aggregates, and 0.5 mL/min for larger aggregates and particulates. The sample was eluted in phosphate-buffered saline (PBS) (9 mM phosphate buffer, 137 mM NaCl at pH 7.2). The elution was monitored at 280 nm by an Agilent UV diode-array detector.
RESULTS AND DISCUSSION
Analytical Ultracentrifugation
Background
The analytical ultracentrifuge is an extremely versatile tool and has been used extensively to study the solution structure and conformation of macromolecules. 5 The instrument essentially consists of a high-speed centrifuge, a rotor with several cell compartments, and the optical systems that can measure the concentration gradients of proteins under centrifugal force. The protein samples are loaded into a centerpiece that is covered by a quartz or sapphire window on each side. The sedimentation of proteins under a centrifugal fi eld along the radial position can be determined at any time by either absorption or interference optical systems. The study of concentration distributions under a centrifugal fi eld can yield the structural, conformation, and molecular interaction information, such as molecular weight, sedimentation coeffi cient, diffusion coeffi cient, binding affi nity, and virial coeffi cient.
The analytical ultracentrifuge operates in 2 basic modes: sedimentation velocity and sedimentation equilibrium. The sedimentation velocity experiment is usually conducted at relatively high rotor speeds, and it only takes a few hours to complete for most of large protein molecules. Each protein species, based on its molecular mass and shape, can form a unique boundary and sediment at a characteristic speed. The velocity and shape of the moving boundary is used to estimate the sedimentation coeffi cient, diffusion coeffi cient, molecular weight, and even equilibrium constants of interacting species. 11 , 12 The sedimentation equilibrium experiment is often operated at relatively lower rotor speed. The sedimentation of proteins under the lower centrifugal fi eld is opposed by the diffusion, and eventually when they reach equilibrium, a time invariant exponential concentration gradient of protein is established throughout the centrifuge cell. The concentration gradient at equilibrium can be rigorously described by a thermodynamic theory and has been widely used to determine the mol ecular weight, stoichiometry, binding affi nity, and virial coeffi cient of interacting or self-associating proteins. 13 With recent advances in data analysis software, particularly for sedimentation velocity analysis, AUC has become an increasingly important biophysical method for detecting and characterizing the size distribution of therapeutic proteins and their aggregates in the biopharmaceutical industry. Sedimentation velocity is a preferred method for analyzing protein size distribution because it separates each noninteracting species with a unique boundary. For a fast reversible interacting system, the boundary formed during sedimentation process will become a reaction boundary that corresponds to the individual interacting species, as well as to the equilibrium between these species. Analysis of the amplitude and asymptotic shape of the reaction boundary can yield the thermodynamic information of the interacting systems. [14] [15] [16] In a manner similar to SEC chromatograms, the sedimentation coeffi cient distribution of each species can be plotted as a peak and easily integrated for quantitation. Several sedimentation velocity analysis methods have been developed over the years. The integral sedimentation coeffi cient distribution G(s) was originally introduced by Van Holde and Weischet. 17 This method is based on a geometric division of the sedimentation boundaries that were extrapolated to infi nite time to eliminate the effect of diffusion during sedimentation. The extrapolated s-values for each boundary fraction produce an integral sedimentation coefficient distribution G(s). 13 The method is model independent and provides very useful and rapid diagnostic information about the heterogeneous distribution of a sample, its association behavior, and hydrodynamic or thermodynamic nonideality. The time derivative or dc/dt method was originally developed by Walter Stafford. 18 In this approach, a group of scans taken at closely spaced time intervals are subtracted in pairs and then transformed to the distribution of apparent sedimentation coeffi cient distribution, g(s*), with the peaks that look like a chromatogram. This method has been very useful, since the time-invariant noise in the data was removed algebraically by pair-wise subtraction. The method is model independent and does not rely on any assumptions about the structure and conformation of the protein. However, it is diffi cult to resolve all species because there is no correction for diffusion, and the number of scans used for analyses is limited. The c(s) analysis is a more recent method that was developed by Peter Schuck in his program SEDFIT. 12 This method uses fi nite-element solutions of the Lamm equation by directly fi tting the velocity data. The sedimentation coeffi cient distribution from this method has a much improved resolution and covers a broader size distribution than the g(s*) distribution, because it explicitly corrects the broadening from diffusion by the numerical methods and all of the scans can be used in the analysis. In addition, this method includes a sophisticated regularization routine to remove the artifi cial peaks caused by the noise in raw data. This method has been increasingly used in the biopharmaceutical industry for monitoring the size distribution of aggregates. The genetic algorithms method by Borris Demeler represents further progress for sedimentation velocity data analysis. 19 The method uses an evolutionary program as a stochastic optimization operation to obtain both sedimentation and diffusion coeffi cients. It is model independent and provides high resolution for these parameters. However, the method requires heavy computation and can take substantial time with a regular computer. Figure 1 shows the size distribution of a degraded monoclonal antibody sample using SEC-UV, on-line light scattering, and sedimentation velocity methods. The sedimentation velocity data were analyzed using SEDFIT to yield a sedimentation coeffi cient distribution of protein. The major degradation products, including 2 fragment peaks and several aggregate peaks were resolved by both the SEC and sedimentation velocity methods. However, the sedimentation velocity method clearly shows the better separation of Figure 1 . Sedimentation velocity experiment (A) of an mAb upon stored at − 70ºC ( -) and 40ºC (---) for 6 months. The degraded mAb stored at 40ºC was also analyzed by size exclusion chromatography (SEC) (B). The peaks eluted from SEC were monitored by UV ( -) and an on-line multi-angle light scattering detector (---).
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fragments and aggregates than the SEC method. In addition, more aggregate peaks were resolved by the sedimentation velocity method. Although, the identities of those additional peaks were not fully understood, and additional characterization work would be required to substantiate these peaks, the data clearly demonstrate that sedimentation velocity method can be a very powerful method to monitor the size distribution of aggregates.
Instrumentation Conditions
The analytical ultracentrifuge measures protein concentration at a specifi c radial position and time point during the sedimentation process. The precision and accuracy of these measurements are essential for detection, particularly for measuring trace amounts of soluble aggregates.
For a UV absorption optical system, the radial position is measured by a moving slit/lens assembly above the photomultiplier tube located on the bottom of the chamber. The instrument calibrates its radial position using the inner edge of the reference holes from a counterbalance. The precision of the radial position measurement is about +/ − 0.001 cm, which is suffi cient for most quantitative analysis. The temperature of the rotor is monitored by a radiometer and regulated by thermoelectric modules. The temperature fl uctuation of the refrigeration usually does not exceed 1ºC, and the corresponding rotor and sample temperature fl uctuation is less than 0.02ºC upon reaching thermal equilibrium. 20 The protein concentrations during a centrifugation run are measured by either interference or absorption optical systems in XLI. Both detection methods offer their unique advantages. The interference optical system measures the protein concentration based on changes in refractive index. It provides rapid, high precision data acquisition for samples at a broad range of concentrations. 9 , 21 In addition, the interference system can be applied to molecular species that do not contain chromophores, which provide a signifi cant absorbance in the UV-visible range. In contrast, the absorption optical system measures protein concentration based upon the fact that many macromolecular species, such as protein and DNA, contain chromophores that absorb incident light in the UV range. The concentration of macromolecules is calculated according to Beer ' s law. The absorption optical system offers very high sensitivity and can discriminate between molecules with different chromophores.
The absorption optical system uses a Xenon fl ash lamp, providing a usable wavelength range over 190 to 800 nm. The light goes through a toroidal diffraction grating monochromator to produce incident light at a single wavelength. The accuracy of wavelength is calibrated with the intensity profi le of incident light and verifi ed by a wavelength reference cell that contains a holmium oxide fi lter. The typical accuracy of wavelength is approximately ± 2 nm. The light source for the interference optical system uses a 30-mW, 660-nm laser. The interference patterns are recorded digitally on a charge-coupled device (CCD) camera and then converted to a graphical representation of fringe displacement as a function of radial position.
A small drift of wavelength in the absorption optical system can often happen during the radial scans when the wavelength setting is changed. For example, the wavelength can drift slightly when repetitive scans at more than 1 wavelength are used. This drift is usually less than 2 nm. In a typical sedimentation velocity run, the scans are only conducted at a single wavelength, therefore the wavelength drift normally should be minimized within all the scans. However, wavelength drift can become a signifi cant problem in some of the older X-linked agammaglobulinemia (XLA) instruments, particularly when the data are collected at a low wavelength, where the absorbance is on the shoulder of the spectrum. Figure 2A shows an example of wavelength drift problem that we observed during a sedimentation velocity experiment. In this analysis, we used L-tryptophan as a reporter chemical agent; because it has a strong absorbance at 230 and 280 nm, and due to its small size, it does not undergo appreciable sedimentation at 3000 rpm. As shown in Figure 2A , the UV absorbance at the plateaus of the L-tryptophan sample at 40 m g/mL measured at 230 nm during centrifugation at 3000 rpm clearly shows a significant drift of absorbance between different scans. The drift appears to be more noticeable and frequent with the early scans. The magnitude of change is much less noticeable at 280 nm, where the tryptophan has a maximum absorbance peak ( Figure 2B ). In the worst situation seen so far, there is almost a 50% change on absorbance; this only corresponds to a 1 to 2 nm drift of wavelength. The systematic error resulting from wavelength drift cannot be easily corrected using currently available software, and it can have significant effect on measuring low levels of protein aggregates. As shown in Figure 3 , for a simulated irreversible monomer and dimer system (99% monomer, 1% dimer), where 10% of scans have a 5% change on absorbance, analysis of these data by SEDFIT results in variability in the estimate of aggregate species. Not only is the sedimentation coeffi cient of the dimer changed but also the level of soluble dimer is underestimated. Of interest, a small deviation on wave length does not appear to have a signifi cant effect on the main peak. Although the percentage of the main peak does change slightly, the sedimentation coeffi cient of this peak is essentially the same as that expected for the monomer.
Small drifts on wavelength are common in sedimentation equilibrium runs, where multiple wavelengths are used. This drift usually is less than 2 nm. The small changes of intensity can be corrected using nonlinear least squares fi tting program. For sedimentation velocity experiment, it is recommended that the continuous scan be conducted at a single wavelength. In addition, the wavelength for scans should be set at or near the peak of UV absorbance, rather than its shoulder, to minimize the effect of wavelength drift on the concentration determination. The wavelength drift problem during the sedimentation velocity experiment can be easily detected using an L-tryptophan solution, since the absorbance changes quite signifi cantly around the 230 nm region. As discussed above, a few nm changes in wavelength at 230 nm can result in almost a 50% change on the absorbance level.
Effects of Systematic and Random Noise
The data collected from analytical ultracentrifuge study can have both systematic and random noises. The signal:noise ratio is an important parameter that will govern the sensitivity and accuracy of the measurement. There are 2 kinds of basic systematic noises from an AUC experiment. The fi rst is the background noise; also know as time-invariant noise (TI). This noise often results from dust or scratches on the window, or the imperfection in some of the optical components of the interference optics. The second is radial invariant noise (RI) that can change on each scan. Traditionally, RI noise was corrected by alignment of the scans over a range of radial values, and TI noise was eliminated by analyzing pairwise differences of scans. This approach has been used in the dc/dt programs. 18 , 22 The other approach uses a least squares fi tting method to correct both RI and TI noises. This approach is used in the SEDFIT program. 12 In addition to systemic noise, the data from AUC study also contain small, but noticeable, levels of random noise because of intrinsic photometric noise of the optical system. This baseline noise also can have a signifi cant effect on the sensitivity of measurement, particularly when aggregate level is low. Figure 4 shows the mathematical simulation data from a noninteracting monomer and dimer model. The samples contain 99% of monomer and 1% of dimer. The random noise from 1% to 5% of total signal was applied to the data. As noise level increased, the signal-to-noise ratio decreased, and not only the amounts of aggregate but also the sedimentation coeffi cient of aggregate determined by SEDFIT analysis deviated from the theoretical values. It is clear from this study that the random noise level will have an effect on the detection limit for protein aggregates. For a typical absorbance optical system, the baseline noise level is around 0.006 optical density (OD). This corresponds to ~0.6% of total sample signal if the samples were prepared at 1 OD. Figure 5 shows results in which the model contains either 0.1% or 0.5% dimer, respectively. Although SEDFIT is capable of resolving dimer in both scenarios, the accuracy of the measurement is much worse in the sample containing 0.1% aggregate than in the 0.5% aggregate.
Effects of Meniscus Position and Frictional Ratio
The meniscus position in sedimentation velocity experiment often occurs as a sharp absorbance peak using absorbance optical system but is less noticeable using interference op tical system. The meniscus position corresponding to the starting position of sedimentation is a critical parameter for SEDFIT analysis. Although the meniscus position can be obtained by least squares fi tting, it does not always return to the peak positions. As illustrated below, a slight shift of meniscus from the peak position can have a signifi cant effect on the quantitative analysis of small amounts of protein aggregates. Figure 6 shows mathematical simulation data of a noninteracting monomer and dimer system. The model contains 99% monomer and 1% dimer with a monomer molecular weight at 150 kd. The theoretical meniscus position was set at 6.2 cm. The data were analyzed by SEDFIT with the meniscus fi xed at the different positions. As the meniscus position shifted away from the theoretical set position, the size distribution of aggregates changed accordingly. The c(s) analysis yielded aggregates with very different size than the dimer form. In addition, it produced artifi cial fragment and aggregate peaks that did not exist in the original model. Similar results were also obtained from a sedimentation velocity analysis of a monoclonal antibody preparation ( Figure 7 ). This sample contains ~1% of soluble aggregates as determined by the SEC method. When the meniscus position was set at near the middle point of the meniscus peak, the percentage of aggregate from the c(s) plot was consistent with that obtained from SEC. However, if the meniscus position was shifted to the right side of the middle point, the size distribution of aggregates increased. Likewise, as the meniscus position shifted to the left side of the midpoint, the size distribution of aggregates decreased, while fragment peak increased. The slight shift of the meniscus position often has limited effect on the goodness of fi t but clearly is essential for measuring small amounts of aggregates.
The ratio of frictional coeffi cient is another key parameter for aggregate quantitation by SEDFIT analyses. In SEDFIT analysis using the c(s) method, it is assumed that all species have the similar hydrodynamic shape. For heterogeneous samples, the fractional ratio corresponds to the weight average value of all species. This assumption is not always valid with complex systems containing multiple species with different hydrodynamic shapes. Table 1 shows the example of 
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SEDFIT analysis of an intact IgG1 and antibody Fab fragment mixture when these components were mixed at different weight fractions. The mixed samples were then analyzed by SEC and sedimentation velocity analyses. The frictional ratio of Fab was determined as 1.27, while the value for IgG1 was ~1.53. As shown in Table 1 , the percentage of Fab and IgG1 in the mixed samples determined by SEC was exactly as expected. However, the result from c(s) analysis using continuous distribution was clearly different from the theoretical value. It underestimated the Fab level but overestimated the IgG1 level. One way to overcome this problem is to use the biomodal model in c(s) analysis. This model can handle 2 species with very different shape and conformation. The frictional ratio of each species can be resolved simultaneously. As shown in Table 1 , the percentage of aggregates determined by c(s) plot using the biomodal model was exactly the same as what we expected.
Although many of the folded protein monomer and aggregates have a similar frictional ratio, and quantitation of monomer and aggregate species can be determined using c(s) plot with reasonable confi dence, our results suggest that better quantitation of a sample containing multiple components can be obtained when the frictional ratio of each individual species is determined and verifi ed by an independent measurement. Although this may involve using orthogonal methods to purify components, the results may signifi cantly improve the precision and accuracy of a quantitative analysis for complex systems.
Considerations for Improving Experimental Conditions and Data Analysis
As we have discussed, AUC is an extremely powerful method for characterizing proteins in solution. To increase its sensitivity, it requires a careful maintenance of instrumentation and additional steps to minimize both systematic and random noise. The wavelength, radial position, and rotor temperature should be checked and calibrated regularly using reference or internal standards to ensure the instrument is performing properly. For experimental setup, it is important to avoid the use of thermodynamically nonideal conditions, such as low salt and high protein concentrations, since the current version of SEDFIT program is not designed to handle non-ideal systems. The wavelength should be selected at an absorbance peak at which the absorbance signal does not change greatly as a function of small wavelength drift. This method can minimize the potential wavelength drift problem. The numbers of scans are also important for quantitative analysis. In general, the more scans used for data analysis, the more reliable and reproducible the result will be. For the absorbance optical system, the increase of scan number can be achieved by lowering the temperature, using larger step size, or simply running a single cell in an analysis. For sedimentation velocity data analysis with SEDFIT, it is important to assess if the model fi ts well with the data in terms of root-mean-square deviation (RMSD) and residual distribution. The bit map plot is also very useful to identify the systematic deviation of the fi tted curve from the data. Although the meniscus can be obtained by fi tting the data directly, it should be compared with the meniscus peak position to ensure it is still within the expected range. In many cases, a constant frictional ratio assumption used in SEDFIT is valid but should be verifi ed if the aggregates can be separated and collected for further characterization. For a system where there are signifi cant differences in frictional ratio between individual species, the c(s) analysis using a weight average value can produce large errors on quantitation. If the system is bimodal, this problem can be overcome by fi tting the frictional ratios for each individual species separately. For better quantitative analysis, it is also important to run the same sample at multiple times, as this will provide statistical information of the results. Finally, as is true of any biophysical methods, it is important to remember that there are always limitations and assumptions that may not fi t to every situation. The results for AUC should also be verifi ed using other orthogonal approaches.
Field Flow Fractionation
Background
Field fl ow fractionation (FFF) is a fl ow-based separation methodology. It separates the macromolecules based on their differences of diffusion coeffi cients. 6 The retention and separation of samples are controlled by an external fi eld, perpendicular to channel fl ow. There are several different fi elds that can be used for separation of protein with FFF technology. These include fl ow, sedimentation, electrical, and thermal FFF. 7 Among all these methods, fl ow FFF technology has been widely used and is most suitable for separation of protein aggregates.
During fl ow FFF operation, samples were injected into a thin and elongated fl ow chamber, known as a channel. A semipermeable membrane, permeable to the elution buffer but not to the samples, is used as the accumulation wall to prevent samples from exiting the channel via the cross-fl ow outlet. The samples are fi rst focused into a narrow band by 2 opposite fl ows, and then eluted with a continuation of fl ow into a detector. In the normal elution mode, the smaller molecules have larger diffusion coeffi cients and tend to diffuse and concentrate closer to the center of laminar fl ow where the fl ow rate along the length of channel is faster, resulting in an earlier elution than for the larger molecules. Unlike conventional chromatography methods, there is no stationary phase involved. All separation happens in a single phase, thereby eliminating the potential problems caused by matrix-protein interaction. Although the membrane-protein interaction still exists in FFF channel, particularly at high cross-fl ow conditions, most of these problems can be minimized by selecting low absorption membranes, such as regenerated cellulose. For better separation, the membrane must be thin, smooth, fl at, and free of creases. Figure 8 shows the results of FFF studies with 2 mAb products. The sample was injected in duplicate or triplicate. The cross-fl ow was set at 3 mL/min and channel fl ow at 0.5 mL/ min. The main peak eluted at ~10 minutes corresponds to a monomer peak. The determined elution time and total peak area for each mAb monomer is quite consistent for the repeat injections. The second peak, which is often referred to as the large aggregate or particle peak, was eluted when cross-fl ow approached zero. There are slight differences between each injection. This is probably owing to the changes in the fl ow rate while the fl ow ramps down. The total " aggregate peak " is larger than what we usually expect for a highly purifi ed mAb. Further study of the molecular weight with an on-line light scattering detector indicated that the second peak was mainly the monomer form. This result suggests that there is signifi cant nonspecifi c absorption of protein on the membrane during the run while the cross-fl ow is high. The nonspecifi c absorption of protein on FFF membrane appears to be quite common and happens on all the runs and membranes we have tested so far. This problem is mostly controlled by reducing the cross-fl ow.
Reproducibility
Analysis of Size Distribution of Protein
The size distribution of a degraded mAb was evaluated using the FFF method. Figure 9 shows the result of the FFF study of an mAb stored at 30ºC and − 70ºC. The cross-fl ow was set at 6 mL/min, which has produced a separation for smaller size fragments with a high resolution. The 2 fragments have molecular weights of 50 and 100 kd, respectively, which is consistent with the size of a Fab and 1-armed antibody. The high cross-fl ow and low channel-fl ow combination increases the power of separation for small size fragments. The resolution is better than can be achieved with typical SEC chromatography.
The FFF method can also be used to separate soluble protein aggregates. In normal separation mode, the larger size protein aggregates will be closer to the membrane owing to the relatively small values of their diffusion coeffi cient. The aggregates tend to stay closer to ultrafi ltration (UF) membrane, and therefore will be eluted after the monomer. For aggregate separation, the cross-fl ow is always set at relatively low value to prevent the aggregate from getting too close to the membrane. As shown in Figure 10A , at a crossfl ow of 3 mL/min, the aggregates were clearly separated from its monomer. The aggregate peaks resolved in FFF appear to have a little broader distribution; therefore the resolution is not as good as SEC and sedimentation velocity. In spite of these drawbacks, FFF is still a very useful method, particularly for monitoring the large and insoluble aggregates. As shown in Figure 10B , the larger and insoluble aggregates that are not detectable due to the fi ltration of matrix, can be easily detected in FFF. This peak can be further characterized using an on-line light scattering method.
Summary of FFF Technology
FFF method is best suited for analyzing larger aggregates that can be easily fi ltered by a SEC column matrix or sediment under centrifugal fi eld. The method provided good separation for antibody fragments, but limited separation Figure 9 . FFF analysis of mAb fragments. The samples were stored at 30ºC ( -) and − 70ºC ( -). The samples were eluted at a cross-fl ow rate of 6 mL/min and a channel fl ow rate of 0.2 mL/min. 
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for soluble antibody aggregates. The method has a broad dynamic range and can be used to study protein that are fragile and shear sensitive.
CONCLUSIONS
Both AUC and FFF are powerful approaches for measuring and characterizing protein aggregates. With appropriate procedure, they can provide complementary information, and are well suited to serve as orthogonal methods to SEC-HPLC.
