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Introduction générale  
La vidéosurveillance a connu un attrait significatif dans de nombreux domaines 
technologiques à travers des applications de recherche en vision par ordinateur et en 
intelligence artificielle. L’une des premières utilisations d'un système de surveillance 
remonte dans les années 1930 et 1940 dans le cadre d’une application monitoring et 
contrôle en milieu industriel [WTK+11, AJC11]. Les systèmes traditionnels de 
vidéosurveillance communément appelés Close-Circuit TeleVision (CCTV)  ont 
rapidement évolué vers des systèmes de vidéosurveillance automatisés qui exploitent 
des techniques plus efficaces de la vision par ordinateur et intègre le temps réel. Ces 
systèmes de vidéosurveillances intelligents sont basés sur des techniques d’analyse et 
d’interprétation automatique vidéo et  assistent le personnel de sécurité ou de 
surveillance dans l’exercice de leurs fonctions [CFA13].  
 
1. Contexte et motivation 
L'analyse de l'activité humaine dans des séquences vidéo est devenue un axe de 
recherche très actuel et reste en cours d'investigation dans la communauté de vision par 
ordinateur. Au cours de cette dernière décennie, elle a connu une évolution 
considérable qui se traduit par le développement de nombreuses applications qui sont 
bon marché dans divers domaines [AJC11, BXL11, LJK11]. Parmi ces domaines, nous 
avons la surveillance des lieux publics comme une gare, les aéroports, les 
hypermarchés, les sites militaires et la surveillance en environnement industriel. Plus 
récemment, plusieurs applications de type médical [RMSA+11, ZBT10, RCC+13] 
commencent à émerger. C'est dans ce cadre que s'inscrit le domaine d'application visé 
par nos travaux de thèse, qui reste nouveau dans le cadre d'une solution de 
vidéosurveillance intelligente en environnement hospitalier. La surveillance en milieu 
médical et spécifiquement en Unité de Soins Intensifs (USI) est d'un enjeu capital pour 
assister et maintenir les fonctions vitales des patients qui sont dans un état sanitaire 
instable mais ne pouvant bénéficier en permanence de la présence effective du corps 
médical limité et très sollicité. Dans un milieu aussi complexe et sensible, de 
nombreuses études cliniques, sociologiques et économiques ont prouvé l'opportunité et 
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la nécessité de développer des systèmes d'aide à la décision médicale [SAS04]. 
Cependant, la décision finale est laissée au médecin ou au praticien hospitalier et plus 
généralement à l'utilisateur du système. Face aux problèmes (des alarmes moins 
informatives, taux de fausses alarmes très élevé, l'incomplétude des connaissances 
médicales) récurrents et bien connus des systèmes de surveillance actuels en unités de 
soins intensifs médicaux [Guy07, SGM07], il est nécessaire d’améliorer les performances 
de la surveillance en USI.  
Les travaux présentés dans cette thèse concernent le développement d’une solution 
de vidéo surveillance intelligente pour coupler le système de monitoring existant en 
USI et qui a pour principales fonctionnalités [AME14a] :  
- La détection intelligente d'alarmes visuelles plus informatives que celles sonores 
du système existant afin d'aider le personnel médical ; 
- La sélection intelligente de vidéo basée sur la reconnaissance automatique 
d'événements importants. 
Doter le système de surveillance actuel dans les unités de soins intensifs hospitaliers de 
l'ensemble des fonctionnalités ci-dessus via le développement d'un système de vidéo 
surveillance intelligente constitue une amélioration notable de la qualité de service 
(QoS) médical en USIs [AME14a].  
 
2. Contributions 
Les travaux de recherche réalisés dans cette thèse ont pour objet l'étude et la mise 
en œuvre d'un système de vidéo surveillance intelligent. Plus spécifiquement,  la 
conception d'un système de vidéosurveillance automatique et intelligent en milieu 
hospitalier (unité de soins intensifs) qui est un domaine d'application difficile du fait de 
la sensibilité du secteur médical car relatif à la santé humaine.  
 Dans un premier temps, nous avons abordé les différentes étapes d'un système 
de vidéosurveillance intelligent en vision par ordinateur pour l'analyse et 
l'interprétation de séquences vidéo. Les contributions majeures et originales de ces 
travaux se situent principalement dans la couche haute du système d'interprétation 
pour la reconnaissance crédibiliste d'événements vidéo. L’architecture globale du  des 
traitements de vision du système est organisée en module de couches hiérarchiques. La 
première couche, concerne d'une part, les prétraitements  pour lesquels nous avons 
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proposé une nouvelle technique élégante et robuste. Elles concernent aussi, le choix de 
l’approche de détection et de suivi d'objets dans les séquences d'images qui est basé sur 
un critère de temps réel et d’adaptation aux algorithmes des couches supérieures 
d’interprétation. Notre apport à ce niveau de traitement a été d'intégrer des métriques 
qualitatives qui permettent d'évaluer la qualité des résultats obtenus par ces traitements 
de vision. Ces métriques qualitatives sont exploitées pour propager l'incertitude relative 
aux traitements de vision bas niveau à travers les autres couches de traitements haut 
niveau afin de qualifier et d’améliorer les traitements des couches hautes. 
  Dans un second temps, nous avons abordé la problématique de reconnaissance 
de scénario en orientant notre choix vers des techniques utilisées en vision par 
ordinateur. Nous avons opté pour les modèles de Markov cachés comme techniques de 
base dites aussi statistiques et probabilistes. Ainsi, à partir du modèle des chaînes de 
Markov standard, nous avons proposé deux extensions qui concernent trois principaux 
volets et qui représentent nos principales contributions :  
i) l'intégration d'un raisonnement spatio-temporel dynamique permettant de 
prendre en compte l'évolution temporelle des scénarios. Le temps étant un 
paramètre important pour discriminer différents types de scénarios 
[AME14a]. 
ii) l'intégration d'un raisonnement en arborescence hiérarchique permettant de 
prendre en compte la structure interne et organisationnelle des événements. 
Cette structure est supposée hiérarchique dans notre modèle.  
iii) la gestion d'incertitude, d'imprécision et d'incomplétude des données dans un 
cadre crédibiliste à travers l'architecture de tout le système proposé [AME13].  
S’agissant de la gestion d’incertitude, il convient de noter deux principaux 
niveaux de gestion d'incertitude du système, qui s'avèrent très importants face à la 
sensibilité du domaine médical. Le premier niveau concerne les données médicales  
incertaines et imprécises et des connaissances médicales incomplètes [SAS04]. Le 
second niveau, quant à lui, traite de la gestion de l'imprécision des capteurs de vision 
de l'incertitude des processus de vision. Un apport significatif des techniques proposées 
est leur généricité qui leur confère une robustesse caractérisée par leur capacité 
d'adaptation à d'autres problèmes avec des applications diverses de reconnaissance de 
séquences d'états [Ram07]. Le domaine d'application qu'est celui médical est tant bien 
une nouveauté qu’une originalité. Il ouvre des voies d'investigation en  terme de 
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recherche vers la mise en place d'une boîte noire médicale qui constitue une solution 
très prometteuse pour améliorer les systèmes de surveillance actuel dans les unités de 
soins intensifs médicaux en termes de qualité de service.  
 
3.  Organisation de la thèse   
Le manuscrit de thèse est structuré en cinq chapitres : 
 
Chapitre 1 – Les systèmes de vidéosurveillance intelligents ont été présenté à travers 
leurs enjeux, leurs fonctionnalités et surtout leurs diverses applications. A l’issue de 
cette présentation, un bilan est dressé et montre l’intérêt et l’utilité  de ces systèmes 
pour le monitoring d’activités humaines en milieu médical. Ensuite, le contexte de la 
surveillance en milieu médical que constitue l'application visée par nos travaux de 
recherche est présenté. Le système de vidéo surveillance proposé pour suppléer 
l'existant en termes de surveillance en unité de soins intensifs est décrit. Enfin, nous 
avons justifié l'opportunité d'une investigation vers la mise en place d'une boîte noire 
médicale en milieu hospitalier. 
Chapitre 2 - Ce chapitre est un état de l’art et a pour but de présenter les différentes 
étapes d'un système de vidéo surveillance intelligente en partant des traitements bas 
niveau aux traitements haut niveau. Cependant, les traitements haut niveau pour la 
reconnaissance de scénario dans des séquences vidéo ont été bien développés. Nous 
avons groupé en deux catégories ces traitements qui englobent les méthodes orientées 
symboliques et les méthodes orientées numériques. Ensuite, à partir d’un bilan sur les 
techniques bas niveaux, nous avons effectué un choix de notre approche en nous basant 
sur les aspects temps-réel et surtout la capacité d’adaptation de la technique choisie aux 
outils que nous exploitons dans la couche haute d’interprétation vidéo. Enfin, les outils 
de gestion d'incertitude ont été aussi présentés dans ce chapitre. 
 Chapitre 3 - Les modèles de Markov cachés et leurs principales extensions ont été 
étudiés. Dans un premier temps, une description des différentes topologies de ces 
modèles et leur exploitation pour la reconnaissance de scénarios dans des séquences 
vidéo est présentée. Dans un second temps, une extension des modèles de Markov 
cachés qui intègre une couche de gestion de la structure hiérarchique et de l’évolution 
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temporelle des événements (scénarios) a été proposée en se basant sur les chaînes de 
Markov cachés hiérarchiques et le modèle semi-markovien. Ainsi, l'intégration d'un 
paramètre probabiliste de gestion explicite du temps passé par le modèle dans un état 
est exploitée dans le modèle proposé et a été présentée. Enfin, après avoir décrit, 
l’approche proposée qui est basée sur les modèles de Markov cachés hiérarchiques et 
temporel, son exploitation pour la reconnaissance de scénario dans les vidéos médicales 
est justifiée et exposée. Un algorithme avec une architecture en deux couches pour la 
gestion de la structure hiérarchique et l'évolution spatio-temporelle des scénarios a été 
proposé pour la reconnaissance de scénario [AME+14]. 
Chapitre 4 - Il fournit une vue globale des outils de gestion d'incertitude et la 
justification de notre choix porté sur un outil de gestion d'incertitude de type 
crédibiliste. Ensuite, le Modèle de Croyances Transférables (MCT) est présenté et nous 
décrivons par ailleurs les opérations de base pour la fusion d'informations dans le cadre 
des modèles de croyances transférables. Les modèles de Markov crédibilistes  ont été 
décrits puis les mécanismes algorithmiques sous-jacents aux modèles de Markov 
probabilistes sont en partie généralisés aux fonctions de croyance. Une gestion du 
temps de séjour du modèle dans un état et une gestion de la hiérarchie structurelle des 
états sont aussi intégrées dans les modèles de Markov cachés crédibilistes présentés.  A 
cette fin, un algorithme est proposé pour filtrer des fonctions de croyances  évoluant au 
cours du temps ayant une structure hiérarchique pour reconnaître des événements 
importants dans des séquences vidéo. 
Chapitre 5 - Ce chapitre est essentiellement expérimental. Il commence par décrire le 
système expérimental et la base de données vidéo médicales exploités pour tester nos 
algorithmes de reconnaissance dans des séquences vidéo. L'approche de prétraitement 
des images, proposée est présentée et les résultats de son exploitation sont aussi 
présentés et analysés. Les approches développées  dans les chapitres 3 et  4 sont 
exploitées et évaluées sur une base de vidéos médicales et comparées aux modèles de 
Markov cachés  probabilistes.  
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Chapitre 1  
Vers un système de vidéo-surveillance multicaméras 
intelligent en Unités de Soins Intensifs 
Introduction 
 
 La vidéosurveillance intelligente est l'un des domaines de recherche les plus 
actifs de la vision par ordinateur cette dernière décennie. Elle offre une grande variété 
d'applications à la fois dans des environnements publics et privés, tels que la sécurité 
intérieure, la prévention du crime [WTK+11, AJC11], le contrôle du trafic [SCW10,  
YZY+11], la prédiction d'accident [JGH+10, LM11], le monitoring des activités sportives, 
le monitoring d’activités humaines pour le maintien à domicile des personnes âgées 
[RMSA+11, ZBT10, RCC+13] et la surveillance des patients en milieu médical [AME14a]. 
Nous présentons, d’une part, dans ce chapitre, les principales applications avec un bilan 
des caractéristiques et des spécificités de chaque type d’application afin de montrer 
l’intérêt de la vidéosurveillance intelligente en environnement médical. D’autre part, 
nous présentons les Unités de Soins Intensifs (USI) à travers leurs structures 
organisationnelles, leurs caractéristiques, et les spécificités des données manipulées 
dans ces unités tout en mettant en exergue la particularité de la surveillance en USI par 
rapport aux autres types de surveillance [SAS04]. Ensuite, nous faisons une analyse des 
systèmes de surveillances actuels en USIs dans les secteurs médicaux tels que la 
cardiologie et l'anesthésie-réanimation afin de mettre en évidence les limites de ces 
derniers [SAS04, FRP11, SGM07]. Enfin, nous décrivons l'architecture du système de 
surveillance visuelle dans un contexte multicaméras que nous proposons pour 
compléter le système de surveillance sonore en USIs tout en introduisant le concept de 
la Boîte Noire Médicale (BNM) comme une nouvelle composante de ces systèmes 
[AME+14].  
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1.1. Les systèmes de vidéosurveillance intelligents  
 Les systèmes de vidéosurveillance intelligents ont pour principal objectif 
d'extraire efficacement et en temps-réel des informations utiles à partir d'une quantité 
importante (volumineuse) de vidéos recueillies par les caméras de surveillance qui 
peuvent être en réseau. En effet, l’expansion des systèmes de surveillance vidéo a 
entraîné l’émergence de nombreuses applications dans divers domaines importants de 
la technologie tels que la sécurité, des lieux publics intérieurs (parcs de stationnement, 
centre commercial, aéroport, gare) et des lieux publics extérieurs (trafic routier et 
ferroviaire) [BXL11, LJK11] dans le cadre de la prévention et de la gestion du crime 
[RMSA+11]. La surveillance du trafic pour la détection et la prévention d'accident 
[AJC11], l’analyse et le contrôle de la circulation [SCW10, YZY+11], la gestion de la 
circulation aériennes [LWJ11], le contrôle du trafic maritime [MLC+10, SLT11], des 
statistiques démographiques, qui demandent de compter les objets mobiles (piétons, 
véhicules) [CFP+10] à travers l'identification, le suivi et la classification d’objets 
(véhicules par exemple et tout objet d'intérêt). Récemment, dans le cadre des 
applications de télésurveillance en milieu médical, l’assistance des personnes âgées 
dans les maisons de retraite [JGH+10, LM11] est en plein essor. Tout ceci est rendu 
possible par l’exploitation de techniques robustes de détection de mouvement, 
d'analyse et d’interprétation d'activité ou de la détection de comportement humain 
[TFS+10, ALD11]. Face à cette large gamme d’applications et en raison de la 
disponibilité croissante de capteurs à bas prix tels que les caméras intelligentes et 
embarquées, un besoin de plus en plus croissant pour la sécurité, la vidéosurveillance 
témoigne d’un intérêt particulier qui n’est plus à démontrer. Par exemple, aujourd'hui, 
nous avons des dizaines de milliers de caméras dans une ville (1000 caméras à Paris 
depuis 2010 [Luv10,Hei11]) qui collectent une quantité énorme de données sur une base 
quotidienne et qui doivent être analysées et interprétées par le système et validées au 
besoin par un opérateur humain pour la phase de prise de décision. Cette section passe 
en revue l'évolution des technologies récentes et pertinentes à travers quelques 
applications de la vidéosurveillance intelligente. Pour mieux cerner l’attrait des 
systèmes de vidéosurveillance intelligents [CFA13, VVA05, DRH11], nous introduisons 
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dans la section suivante les différentes fonctionnalités technologiques implémentées par 
un tel système afin de dégager les applications qui en découlent.  
 
1.1.1. Les principales fonctionnalités en vision par ordinateur  
 Les principales fonctionnalités technologiques d’un système de vidéosurveillance 
intelligent dans un contexte multicaméras peuvent se résumer notamment au calibrage 
des caméras, la détection automatique et le suivi d’objets mobiles dans des séquences 
vidéos, la reconnaissance et la classification d'objets d'intérêt, l'analyse d’activités 
humaines et l’interprétation vidéo pour la compréhension de scène. La Figure 1.1 
présente quelques principales fonctions technologiques proposées en vision par 
ordinateur par les systèmes de vidéosurveillance intelligents multi-caméras tout en 
mettant en exergue les interactions qui peuvent exister entre ces différents modules 
technologiques [Wan12]. 
 
 
Figure 1.1. Illustration des principales technologies de vidéosurveillance 
multicaméras. Les flèches indiquent la circulation du flux d’information entre les 
différents modules [Wan12]. 
 
Le calibrage d’un système multi-caméras avec des différentes vues des caméras dans 
un repère global et unique de coordonnées images. Dans de nombreux systèmes de 
surveillance, le calibrage représente une phase de prétraitement très importante pour 
l’efficience des résultats des autres couches d’analyses multi-caméras supérieures.  
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La topologie du système de vision à perception multicaméras (l’architecture du 
réseau de caméra) qui permet d’identifier si les champs de vues des caméras se 
chevauchent dans l'espace adjacent et décrire le temps de transition entre des objets des 
différentes vues de la caméra.  
La ré-identification d’objet qui consiste à faire correspondre deux zones d'images 
observées dans différents champs de vues de la caméra et de reconnaître qu'ils 
appartiennent au même objet ou pas, en n’utilisant que des informations d'apparence 
d’objets sans raisonnement spatio-temporel.  
La détection et le suivi multicaméras qui consistent à détecter des mouvements d’objets 
mobiles de la scène et de les suivre à travers les différents champs de vues du réseau de 
caméra.  
L’analyse et l’interprétation de l'activité humaine ou de tout objet d’intérêt dans 
une scène vidéo via le système multicaméras. Elle consiste à reconnaître 
automatiquement différentes catégories d’activités et de détecter des événements 
d’intérêts en combinant ou en fusionnant (appel aux outils et techniques de 
combinaison ou de fusion d’information) les informations issues de plusieurs caméras 
(sources d’informations). 
 
 Ces différents modules technologiques [AC09, VVA04] peuvent être classés en 
deux niveaux de traitement à savoir : le module de traitement bas niveau qui concerne 
le calibrage, l’extraction de caractéristiques, la détection et le suivi d’objets mobiles et le 
module de traitement haut niveau qui est relatif à la reconnaissance, l’analyse et 
l’interprétation vidéo. Ces deux couches bas et haut niveaux forment l’ensemble des 
blocs fonctionnels nécessaires à tout système de surveillance intelligent multicaméras et 
distribués au besoin. Nous nous proposons dans la section suivante de présenter 
quelques principales applications de la vidéosurveillance intelligente afin de dresser 
plus tard un bilan des caractéristiques et des spécificités de chaque type d’application. 
Cette liste d’applications n'est pas exhaustive mais elle met en avant tout simplement la 
diversité de ces applications et l’importance de leurs domaines d'utilisation. 
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1.1.2. Une pluralité d’applications dans divers domaines  
 La vidéo-surveillance couvre un large champ d’applications. Grace aux récents 
progrès technologiques, elle répond aujourd’hui aux besoins d’un marché mondial en 
pleine évolution. À son origine, la vidéosurveillance a d’abord été utilisée par les 
services publics (police, transports, administrations, banque et commerce). Elle fut 
ensuite adoptée par des entreprises désirant protéger des actifs stratégiques, telles que 
les raffineries, les centrales nucléaires, les barrages fluviaux, les industries 
agroalimentaires et les complexes pharmaceutiques [VVA04]. Les applications des 
systèmes de vidéosurveillance concernent de nombreux domaines avec une liste non 
exhaustive des plus connues pour laquelle nous faisons une présentation globale. La 
vidéo-surveillance intelligente offre de nombreuses possibilités en matière de sécurité 
des biens et des personnes. Le traitement d’images automatisé et la vidéo analytique en 
temps réel, permettent par exemple de «tracker» des individus suspects et/ou de 
détecter des incidents et des événements importants (comportements anormaux) d’une 
scène. Nous présentons trois types d’applications auxquels les enjeux de la 
vidéosurveillance sont liés : 
- la «sécurité», un domaine dans lequel les recherches en système de vidéo 
surveillance intelligente ont explosé depuis par exemple les événements de 2001 
aux USA ; 
- le «monitoring» d’activités sportives par la reconnaissance d’activités sportives 
en fonction du type de sport ; 
- le «monitoring» d’activités humaines en milieu médical (les patients, les 
infirmiers et les médecins) ou la télésurveillance des domiciles de personnes 
âgées. 
 
1.1.2.1. Une solution de sécurisation des biens et des personnes   
L’un des premiers domaines dans lequel les applications des systèmes de 
vidéosurveillance intelligente ont émergé est celui de la sécurité. Le développement des 
actes de criminalités a joué un rôle très important dans la croissance de la surveillance 
des lieux publics et privés. Pour cela, de nombreuses applications pour la sécurité des 
biens et des personnes ont vu le jour, parmi lesquelles nous avons la prévention et la 
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gestion du crime par la vidéosurveillance des lieux publics intérieurs comme les centres 
commerciaux et les parkings, et la vidéosurveillance extérieure comme la surveillance et 
le contrôle des infrastructures critiques et des autoroutes [VVA05]. Aujourd’hui, elle est 
devenue de plus en plus fréquente dans plusieurs types d’activités humaines comme 
par exemple les transports en commun, tels que les aéroports [WES95], les 
environnements maritimes et portuaires [PSR98, Avi03], les chemins de fer, les 
infrastructures souterraines [PSV03, Nwa98, RD00], et les autoroutes pour l'enquête sur 
le trafic [PT98, FMW00]. Les lieux publics tels que les banques, les supermarchés et les 
hypermarchés, les grands magasins [CGP+04] et les parkings de stationnements [GRJ02, 
MFS03], la surveillance en milieu industriel pour le contrôle de qualité dans de 
nombreux procédés industriels, source de preuve pour des applications médico-légales 
[GB00] et la surveillance à distance dans des applications militaires et des sites  
militaires, etc. représentent la cible de la vidéosurveillance. Par exemple, depuis les 
événements récents en termes d’insécurité dans le monde, y compris les attaques 
terroristes majeures, une demande accrue de sécurité dans la société s’enregistre. Cela 
oblige les gouvernements à faire de la sécurité et active une priorité dans leurs 
politiques. Cela se traduit par le déploiement de systèmes de vidéosurveillance à 
grande échelle un peu partout dans le monde. Par exemple, c’est le cas du métro de 
Londres et l'aéroport d'Heathrow qui ont plus de 5000 caméras chacun [HHD00]. Pour 
cela, un système de vidéosurveillance intelligent dans le but de surveiller les voleurs 
potentiels dans les grands magasins, a été développé et se compose d'un réseau de 
nœuds de capteur de vision. Chaque nœud du réseau est composé d'une caméra de 
type PTZ connectée à un ordinateur et une console centrale pour être utilisé par un 
opérateur humain. Le système signale la présence d'un individu marqué à l'intérieur du 
bâtiment en supposant que le trafic d'êtres humains est rare (une hypothèse qui devient 
moins valide pour une foule).  
 
1.1.2.2. Une solution de monitoring d’activités sportives   
Une seconde catégorie d’applications de la vidéosurveillance intelligente concerne la 
surveillance à distance des activités humaines telles que la participation à des matches 
de football [XLO04] ou d'autres activités humaines [KHM+00, HHD00] que ce soit dans 
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le domaine sportif ou pas (surveillance des places assises d’un moyen de transport, 
surveillance de comportement d’une foule). Nous aborderons principalement le 
monitoring des activités sportives telles que le football [XLO04, DS04], le basket-ball, le 
tennis [Kij03] et le base-ball [CLL07]. Les vidéos de sports représentent une proportion 
non négligeable des bases de vidéos et les enjeux liés à l’analyse automatique de ces 
vidéos sont cruciaux et importants pour les professionnels, par exemple pour 
l’annotation [BBN04, MCJ+05, RCKL07]. La plupart des travaux de recherche se sont 
focalisés sur l’analyse des vidéos de sports diffusées à la télévision. La première raison 
est que celles-ci véhiculent différents types d’informations pertinentes pour leur analyse 
comme les paroles des commentateurs, les indications textuelles données par les 
chaînes et les données visuelles représentées par les images. La seconde raison est qu’il 
existe de nombreuses applications autres que la gestion des bases de vidéos comme 
l’analyse de performances et des tactiques [She06] afin de donner des statistiques aux 
téléspectateurs, joueurs et entraineurs [YHYC05, BJA07], la réalité augmentée [KKO03, 
YYHL04, She06] afin de créer des environnements 3D pour visualiser des gestes 
techniques ou des fautes et le suivi d’objets comme les balles de tennis ou les ballons de 
football [YLXT06, YLL+03, BJA07]. Cependant, une des applications majeures reste, sans 
nul doute la création de résumé [Ram07].  
En 2007, Lien et al. ont proposé un système de vidéosurveillance intelligent basé 
sur un système de reconnaissance qui exploite les modèles de Markov cachés dans une 
vidéo de sport de  baseball pour définir et détecter les frappes réussies. Pour cela, 
quatre événements prédéterminés ont été définis et sont à détecter. Leur approche 
consiste à extraire une image clée pour chacun des plans obtenus par la segmentation 
de la vidéo. Ensuite, une estimation de mouvement global dans la vidéo est effectuée. 
La taille et la position des objets sur les images clées sont calculées et, enfin, une  
classification des plans dans l'une des huit classes est effectuée. Le modèle de Markov 
caché de quatre états permet de modéliser les scénarios et vise à reconnaître l'un des 
quatre événements prédéterminés.  
D'autres travaux de recherche similaires ont été réalisés dans [CLL07] pour la 
reconnaissance d'actions dans des vidéos de football [DS04] et du match de tennis 
[Kij03]. De même, les travaux de recherche de E. Ramasso sur la reconnaissance de 
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séquence d’état dynamique [Ram07] dans le cadre d’analyse de mouvements humains 
[MHK06] pour la gestion de base de vidéos sportives et des interfaces Homme-Machine 
[JS05] ont permis de développer une solution de vidéo surveillance intelligente pour 
reconnaître des actions et des activités humaines dans les vidéos d’athlétisme. En effet, 
l’application permet de reconnaitre les sauts d’athlétisme dans des séquences vidéo. Ce 
type de système pourrait par exemple être utilisé pour trier les événements sportifs sur 
un enregistrement d’émissions télévisées pour les journalistes, ce qui pourrait faciliter 
une opération de montage vidéo. Ce type d’application est aussi intéressant pour 
produire des résumés de scènes sportives dans le cadre de la réalisation de magazines 
de sports télévisés.  
En somme, plusieurs applications de monitoring d’activités sportives ont été 
proposées parmi lesquelles nous avons : le football européen [ABC+03, SOMM04, 
BLZ+07, WCX+07], le football américain [LEPS04, DF07], le cricket [KS06], le volleyball 
[XMZY05], les jeux de raquettes [ZHX+07] comme le tennis de table [ZCDZ07] ou le 
tennis sur court [KGG+03, LMI06], le baseball [LWH03, LEPS04, CH06, LCL07], le 
basketball [ZXR+07], l’aérobic [BD01], le badmington [CZ07], le sumo [LEPS04], le 
snooker [DRK03], le patinage et l’athlétisme [Pir05, PBY06], la boxe [BCJ05, LMI06], la 
course de chevaux [OND+05, TCP04], la danse [EBMM03], le rugby [TCP04, BO05], le 
golf, le ski et le bowling [LWH03], le hockey [LL06], la natation [TDX+06], le plongeon, 
la gymnastique, le judo et le cyclisme [MCJ+05]. Un état de l’art assez complet a été 
proposé dans la thèse d’E. Ramasso [Ram07]. 
 
1.1.2.3. Une solution de monitoring d’activités humaines en milieu médical   
Une troisième catégorie d’application de la vidéosurveillance intelligente  concerne 
le monitoring d’activités humaines en milieu médical (par exemple la télésurveillance 
pour le maintien à domicile des personnes âgées [ZBT10]). Généralement et pour des 
besoins primordiaux de sécurité, les centres médicaux sont dotés de système de 
vidéosurveillance mais adapté à leur contexte. Ainsi, dans le but de sécuriser les espaces 
et l’accès aux bâtiments d’une clinique, d’un hôpital, d’un cabinet médical et autres 
établissements de santé, un recours à la vidéosurveillance est fait. Une approche 
consiste à installer un réseau de caméras dans les différents services (urgences, 
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radiologie, urologie, anesthésie-réanimation maternité et autres) de l’hôpital pour 
surveiller les usagers. Par exemple, pour les maternités, des possibilités de solution de 
vidéosurveillance permettent aux parents de voir leur nouveau-né à distance. Les 
parents peuvent ainsi garder un contact visuel avec leur enfant. La vidéosurveillance 
dans le secteur médical offre de nombreux avantages à savoir : 
- les systèmes de vidéosurveillance peuvent permettre de sécuriser l'établissement  
médical (contrôler les accès aux locaux spécifiques), 
- le système de vidéosurveillance, une fois installé dans les pouponnières, permet 
aux parents du nouveau né de garder un lien avec leur bébé,  
- la vidéosurveillance permet d’assister les interventions chirurgicales ou autres 
actes cliniques médicaux. 
- Enfin, le système permet à partir d’une analyse à postériori de la base de données 
vidéos d’amélioration des méthodes de travail, meilleure gestion des ressources 
humaines voir matériels. Il participe à l’hygiène l’ergonomie et l’organisation de 
la circulation de l’USI. 
Ces solutions de vidéosurveillances en milieux hospitaliers sont très utilisées depuis 
une dizaine d’années dans les pays tels que la Grande Bretagne, l’Angleterre, le Canada 
et les Etats Unis. En France, et plus précisément à Sophia-Antipolis, le projet 
GERHOME (pour GERontology at HOME) développé depuis plusieurs années par le 
Centre scientifique et technique du bâtiment (Cstb) est une application majeure de la 
vidéosurveillance intelligente en environnement médical. L'un des objectifs du projet 
GERHOME est de développer une solution visant à fournir un monitoring fiable d'une 
personne âgée vivant seule et pour le maintien à domicile des personnes âgées 
[RCC+13]. Il s'agit d'améliorer le suivi médical et pouvoir informer sans délai de 
l'inactivité dans l'habitat, lancer une alerte en temps réel, à la demande de la personne 
âgée, ou encore de façon automatique (en cas de chute ou de malaise, par exemple). La 
mise en place de ces solutions doit cependant faire face à différentes contraintes telles 
que le respect de la vie privée, la facilité d'installation, de configuration et de maintien 
et le fait de fournir des informations et des services adaptés aux utilisateurs. Une 
attention particulière est donnée aux aspects de confidentialité et de protection de la vie 
privée.  
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Le projet GERHOME utilise des technologies «domotiques» intelligentes qui visent à 
assurer l'autonomie, le confort de vie, la sécurité, la surveillance et l'assistance à 
domicile. L'expérimentation et l'évaluation de ces services numériques vont permettre 
aux personnes âgées de continuer à demeurer dans leur cadre habituel, dans des 
conditions de sécurité optimales. De même, dans un contexte d’application médicale 
similaire, il nous semble opportun d’intégrer ces systèmes de vidéosurveillance 
intelligents aux systèmes de surveillance existant dans les unités de soins et surveillance 
des patients dans certains secteurs médicaux tels que la cardiologie et la réanimation, 
etc. Cette intégration permettra d’avoir des alarmes visuelles plus informatives que 
celles sonores de l’existant afin d’améliorer la qualité de la surveillance [AME14a].  
Les défis et les fonctionnalités envisagés pour un tel système dans ce contexte 
d’application le rendent plus complexe. Afin de mettre en exergue les spécificités de la 
vidéo surveillance en milieu médical et spécifiquement en unités de soins intensifs, un 
bilan comparatif des spécificités liées à chaque domaine d’application de la 
vidéosurveillance intelligente, que nous avons abordé dans ce document est fait dans la 
section suivante.  
 
1.1.3. Bilan des spécificités liées à chaque type d’application  
 Après avoir fait un succinct panorama des applications de la vidéosurveillance 
intelligente dans quelques domaines prépondérants, nous nous proposons de faire un 
bilan du point vue des spécificités de chaque type d’application afin de mettre en 
exergue les particularités de la vidéo surveillance en milieu médical mise à part le cas 
que constitue la surveillance en unités de soins intensifs [SAS04].  
Généralement, un système de vidéosurveillance est intimement lié à la nature ou à 
un type de scène (simple ou complexe) et par conséquent au contexte de l’application. 
Dans le cadre d’une analyse de scène, les caractéristiques des données exploitées et les 
connaissances à priori sur les événements à détecter par le système s’avèrent très 
importantes pour l’efficacité du système.  Nous tenterons de comparer ces applications 
par rapport à trois critères généraux que sont les contraintes applicatives, les 
caractéristiques des données manipulées et les connaissances a priori disponibles pour 
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construire et modéliser le système  et les événements de la scène à reconnaître (voir 
tableau 1.1). Parmi les critères liés aux contraintes applicatives, nous avons :  
- des contraintes techniques, comme par exemple, la calibration de caméra ou de 
réseaux de caméras, les éventuelles distorsions provoquées par les capteurs, des 
taux de rafraîchissement faibles dans certaines situations, etc. 
- des contraintes environnementales comme le manque de résolution dans 
certaines situations, les changements d’illumination, etc. Ce sont des problèmes 
récurrents en vision par ordinateur et il n’existe pas encore de solutions 
«générique». Ils se traitent en général au cas par cas selon la scène observée, ce qui 
rend la généralisation d’un système de vidéosurveillance d’autant plus difficile. 
- des contraintes sémantiques : les systèmes mis en œuvre sont généralement 
ciblés pour un type ou une plage d’évènements bien spécifiques. Par exemple, la 
détection de personnes trop proches du bord d’un quai ou la détection de 
présence de personnes sur la chaussée, etc. 
S'agissant de la nature des données traitées par le système, elle est relative à la 
quantité des données (nombre de variables et de mesure), et leur qualité (non bruité, 
moyennement bruité et trop bruité). De même pour les connaissances a priori, elle 
concerne le fait que ces connaissances soient disponibles ou non. Dans les cas où elles 
sont disponibles, en quelle proportion elles le sont (faible, moyenne ou élevée)? Sont-
elles formalisables à des fins d'apprentissage automatique? Au regard des résultats que 
montre le Tableau 1.1, nous pouvons constater que pour tous les domaines 
d’applications, les contraintes applicatives que ce soit de types technique, 
environnemental et sémantique sont présentes et élevées mise à part le cas des 
applications dans le domaine médical pour lesquelles elles sont très élevées.  
En termes de caractéristiques et de la nature des données, nous avons des données 
bruitées dont les causes sont multiples et la quantité peut être élevée et parfois très 
élevée pour toutes les applications. Pour les connaissances a priori, elles peuvent être 
disponibles, mais une complexité de formalisation assez importante existe pour toutes 
les applications. De façon plus spécifique, pour les applications du domaine médical,  
les connaissances a priori existent mais en  proportion moyenne et sont incertaines et 
incomplètes et par conséquent leur formalisation s’avère très ardue. 
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Types et domaines 
d’applications 
Contraintes applicatives Caractéristiques des 
données traitées 
Connaissance a priori 
Techniques Environnementales Sémantiques Quantité Qualité Proportion de 
disponibilité 
Possibilité de 
formalisation 
La sécurité des biens 
et des personnes 
Oui Elevé élevé Elevé Bruitées Elevé Oui mais parfois 
complexe 
Le monitoring 
d’activités sportives 
Oui Elevé élevé Elevé Bruitées Elevé Oui mais parfois 
complexe 
Le monitoring 
d’activités humaines 
en milieu médical 
Oui Elevé très élevé Elevé bruitées et 
imprécises 
moyenne, 
incertaine et 
incomplète 
Oui, mais très 
ardue car trop 
complexe 
 
Tableau 1.1. Tableau comparatif des caractéristiques et spécificités de quelques applications de vidéosurveillance intelligente selon 
le domaine d’application. 
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1.2. Présentation d’une Unité de Soins Intensifs  
 Une unité de soins intensifs est une section spécialisée des services médicaux tels 
que l'anesthésie-réanimation, la cardiologie et les urgences où l'on retrouve des patients 
gravement malades qui reçoivent des soins particuliers continus et sont surveillés en 
temps réel par une équipe de médecins avec une équipe d'infirmiers via un système 
d'assistance et d'aide à la décision composé d’équipements médicaux. En raison de l'état 
de santé très critique des patients, ces unités sont généralement dotées de plusieurs 
équipements pour une assistance respiratoire aux patients [SAS04, SDG05]. Par 
exemple, aux unités de soins intensifs de la section cardiologique qui est le contexte 
expérimental, on trouve généralement des patients qui ont des problèmes d'insuffisance 
respiratoire causée par une détérioration des propriétés mécaniques du poumon, le 
système nerveux central et surtout le système cardio-vasculaire. Ainsi, un mauvais 
fonctionnement du système respiratoire humain est lié à une défaillance des organes 
tels que les muscles respiratoires, les muscles neurologiques, le ventricule gauche ou 
droit et d'autres comme des anomalies au niveau des échanges gazeux et des facteurs 
psychologiques. Le dysfonctionnement de ces derniers organes chargés d'assurer ces 
fonctions est la cause fondamentale de l'insuffisance respiratoire [FRP11]. Par 
conséquent, pour aider le patient à se maintenir en vie, une assistance respiratoire 
partielle ou totale est obligatoire en fonction de la gravité de l'état dans lequel se trouve 
le patient. Pour ce faire, l'assistance respiratoire justifie d'une surveillance importante et 
très particulière.  
Dans la suite de cette section, nous présentons la structure organisationnelle, les 
composantes d'une unité de soins intensifs. Nous mettons aussi en exergue 
l'incomplétude des connaissances médicales à partir des caractéristiques et les 
spécificités des informations et des données manipulées en unité de soins intensifs.   
 
1.2.1. Structure organisationnelle et composantes d'une USI 
 La médecine intensive comprend le diagnostic, la prévention, les soins et le 
traitement de toutes les formes de défaillances aiguës des fonctions vitales chez le 
patient en danger. Cette médecine est pratiquée par une équipe formée et spécialisée se 
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composant de personnel médical, infirmier et paramédical [SAS04]. Elle est exercée 
dans un emplacement défini et approprié à cet effet avec l'aide d'équipements 
technologiques médicaux de pointe en pleine rénovation.  
Dans les unités de soins intensifs des services médicaux comme la cardiologie, 
séjournent des patients ayant de sévères troubles sanitaires et qui reçoivent de ce fait, 
des soins spécifiques et sont surveillés en temps-réel à cause de leur instabilité sanitaire 
par un staff médical. Cette équipe médicale multidisciplinaire est composée parmi tant 
d'autres spécialistes, d'intensivistes (médecins réanimateurs ou spécialisés dans les 
soins de maladie grave), infirmiers, anesthésistes, chirurgiens, nutritionnistes, qui 
offrent des soins avec l'aide des équipements technologiques médicaux déployés aux 
soins intensifs [FRP11]. 
 D'une part, en raison de la gravité de l'état de santé des patients qui est la plupart 
du temps liée à une insuffisance respiratoire, l'assistance et la  surveillance de ses 
patients, les salles de soins intensifs sont généralement équipées de ventilateurs 
mécaniques pour aider à respirer, moniteurs cardiaques, des stimulateurs cardiaques 
externes et les défibrillateurs, matériel de dialyse pour des problèmes rénaux, les drains 
et un large éventail de médicaments [SAS04, FRP11, SDG05].  
D'autre part,  en raison de l'absence d'un garde-patient et du nombre limité du 
personnel médical chargé de surveiller les patients qui peuvent se trouver dans des 
salles de soins séparées, les salles de soins intensifs sont intégrées d'un système de 
surveillance constante en temps-réel des fonctions vitales des patients, et des fonctions 
corporelles. Afin d'identifier les problèmes qui peuvent survenir et nécessiter une 
attention ou un traitement d'urgence, les médecins procèdent à des évaluations 
périodiques de l'état cardiaque du patient, le rythme respiratoire, la production d'urine 
et les niveaux de sang [FR11, SGM07].  
Dans certains cas, les patients peuvent avoir besoin d'exigences particulières pour le 
suivi. C'est le cas des patients qui sont admis à l'unité de soins intensifs pour 
observation après la chirurgie. Ces patients peuvent avoir des cathéters placés pour 
détecter les changements hémodynamiques (modifications de la pression artérielle) ou 
exiger une intubation endo-trachéale pour les aider à respirer, avec le tube respiratoire 
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relié à un ventilateur mécanique. Afin d'effectuer un traitement correct, la disponibilité 
d'informations détaillées est d'une importance vitale.  
Les médecins non seulement analysent les données affichées par les équipements de 
surveillance, mais aussi analysent les résultats des examens de laboratoire et de 
radiologie. Ils évaluent d'autre part, à partir de l'historique des états cliniques du 
patient et les dosages des médicaments à administrer à ce dernier, tout en tenant aussi 
compte d'informations spécifiques du patient telles que son âge, son poids et sa taille. 
Enfin, les médecins analysent aussi les avertissements d'interactions médicamenteuses 
afin de poser des diagnostics [MFB02].  
Pour une meilleure mise en œuvre du plan de traitement médical pour un meilleur 
résultat de la prise en charge du patient et éviter au maximum les erreurs, les 
informations mentionnées ci-dessus sont extrêmement importantes pour les médecins. 
Ce système de surveillance, constitue de ce fait, une aide à la décision pour les médecins 
surveillants dans leur tâche de surveillance. Une salle de soins intensifs bénéficie des 
équipements ci-dessous et organiser typiquement comme à la Figure [SAS04]: 
- un ventilateur pour assister ; 
- un moniteur pour la surveillance des paramètres (visualisation des signaux, 
réglages de seuils) ; 
- d'autres moniteurs (scanographe, moniteur cardio-vasculaire, ....) ; 
- un poste central de recueil et de centralisation d'informations. 
 
 En raison des avancées technologiques en termes de construction d'équipements 
médicalisés ces dernières années, plusieurs systèmes et appareils médicaux ont été mis 
en place et ont permis d'améliorer la surveillance en salles de soins intensifs grâce à 
l'introduction d'une intelligence et de l'automatisme dans ces systèmes. A titre 
d'exemple de cette avancée technologique, nous avons les lits des patients plus 
industrialisés. Deux fonctionnalités principales caractérisent cette industrialisation du 
lit des patients à savoir [SAS04] : 
- une fonction d'information en temps-réel sur l'état physiologique ou physique du 
patient ; 
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- une fonction d'alarme ou d'alerte prévenant de modification des paramètres 
surveillés. 
 
Figure 1.2. Illustration de l’organisation type d’une salle de soins intensifs [SAS04]. 
 
1.2.2.  Caractéristiques et spécificités des données et des 
connaissances d'une USI médicale 
 La surveillance en milieu hospitalier et en particulier en salle de soins intensifs 
revêt un caractère spécifique et diffère des autres formes de surveillance dans d'autres 
domaines. Afin de mettre en exergue les spécificités de la surveillance en USIs, nous 
étudierons ce type de surveillance en faisant ressortir les caractéristiques et les 
spécificités tant bien des connaissances médicales que des données manipulées en 
unités de soins intensifs. 
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1.2.2.1. La surveillance des patients en unités de soins intensifs  
 Le terme Unité de Soins Intensifs (USIs) regroupe les unités d'anesthésie, de 
réanimation, les unités spécialisées de surveillance continue et les urgences médicales 
où une surveillance permanente et efficiente des patients est importante pour maintenir 
les fonctions vitales du patient. Ces unités peuvent être parfois spécialisées pour un 
type de patient ou non. Par exemple, l'USI en cardiologie qui constitue le cadre 
expérimental de nos travaux est bien illustratif dans ce cas d'espèce. Chacune de ces 
unités est régie par des contraintes et des recommandations spécifiques. L'efficacité des 
traitements médicaux intensifs des patients qui sont dans un état instable et 
suffisamment grave nécessite une surveillance constante et continue [SAS04].  
En effet, de nombreux patients séjournant en unités de soins intensifs sont 
surveillés et soignés en temps réel par une équipe médicale intensiviste. De même, 
plusieurs équipements médicaux permettent de surveiller et d'assister les patients. 
Chaque patient, que ce soit à son admission ou à sa sortie de l'USI, fait l'objet d'un 
rapport médical et en cas de transfert interne, le patient est accompagné de l'intégralité 
des documents qui le concernent (dossier médical, radiographies, etc.).  
Les médecins de l'USI établissent un dossier médical pour chaque patient. En cas 
de transfert de patients de l’USI dans un autre hôpital, un rapport actualisé ainsi que 
des copies de tous les résultats et documents importants sont transmis avec le patient. 
Une liste de garde et de personnel permettent d’alerter rapidement les différents 
intervenants. Chaque appareil est pourvu d'une fiche de maintenance sur laquelle sont 
notifiées les dates de réparation et de contrôle technique.  
Le minimum requis pour une salle de soins intensifs est de six lits et peut aller 
jusqu'à douze. Au-delà de douze lits, il est recommandé de subdiviser l'USI en blocs 
fonctionnels distincts. L’accès aux lits des patients pour le personnel  soignant est 
distinct de celui réservé aux visiteurs. Les horaires de visite sont réglementés, mais 
doivent être conçus de façon libérale et les visiteurs sont tenus de s'annoncer avant 
d'être autorisés à entrer dans l'USI. En conséquence, il y a une quasi-inexistence de 
garde-patients aux soins intensifs. Généralement, la salle de soins est séparée par une 
vitre de la salle de surveillance [MFB02].  
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La surveillance doit être assurée, avec contact visuel englobant l’ensemble des 
patients de l’USI et un monitorage centralisé si un membre du personnel soignant n’est 
pas en permanence dans la chambre du patient. Un poste central de surveillance est 
situé au carrefour des différents locaux de soins et permet de superviser l'ensemble des 
patients. Les chambres sont disposées autour du lieu central de surveillance, d'où elles 
sont facilement accessibles. Le contact visuel peut aussi être établi au moyen d’une 
solution technique (surveillance vidéo).  
Le contexte applicatif des systèmes de surveillance qu'est celui des USI est de 
plus en plus privilégié et exigeant en termes de spécificités du système de surveillance. 
Plusieurs outils d'aide à la décision sont déjà implantés dans les unités de soins et les 
cliniciens en font usage et en tiennent compte dans l'exercice de leur fonction. Au sein 
de l'organisation même de ces unités, on y retrouve principalement un système de 
surveillance automatique d'assistance de plus en plus intelligent  centralisé dans une 
zone sécurisée et d'accès strictement interdit à toutes personnes étrangères.  
Les différents paramètres surveillés chez le patient tels que les signes vitaux et 
physiologiques sont redirigés vers des équipements du poste central où sont 
disponibles les informations de l'ensemble des patients de sorte que le personnel 
soignant puisse être rapidement informé de l'état de l'ensemble des patients depuis un 
même lieu. Parmi ces diverses informations vitales surveillées chez le patient, nous 
avons deux grandes catégories que sont les paramètres relatifs aux signaux 
physiologiques qui sont en général des signaux analogiques et les signaux bruts qui 
sont des données de types numériques. C’est le cas, des valeurs des paramètres 
physiologiques tels que le rythme cardiaque (Signaux d'un ECG). Pour chaque 
paramètre physiologique surveillé, il  existe un système d'alarme qui a deux seuils fixés 
et prédéfinis avec deux niveaux : bas et haut [SAS04]. Lorsque l’un de ces seuils dépasse 
celui des paramètres surveillés, une alarme est enclenchée par le système. L'ensemble 
des alarmes enregistrées sur des appareils ou des annotations saisies directement dans 
le collecteur de données par le médecin en charge représente les données de type 
symboliques. 
 Les alarmes en salles de soins intensifs ont été conçues pour surveiller l'état 
physiologique et clinique d'un patient afin d'alerter le médecin surveillant lorsqu'il y a 
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un changement dans la physiologie du patient ou pour alerter le personnel d'un 
problème de l'appareil [GM09]. Les alarmes se déclenchent quand une variable 
physiologique franchit un seuil de consigne [DB01].  
Dans l’état de l’art, le problème d'alarmes multiples dans les unités de soins 
intensifs a été reconnu et discuté par les professionnels de santé depuis de début des 
années 1990 [ME95]. Les alarmes en fonction de seuils existants compromettent la 
qualité et la sécurité des soins aux patients en raison du taux élevé de faux positifs 
excessifs associés. Ces derniers obligent et amènent parfois les infirmières à éteindre 
certains appareils surveillant les seuils fixés pour les alarmes déraisonnablement élevés 
ou faibles. Et les médecins deviennent en conséquence insensibles aux sons. En outre, 
les alarmes ne correspondent pas toujours à la criticité de l'état du patient. Ce qui 
entrave la capacité des infirmières de réagir rapidement avec l'intervention clinique 
appropriée [NGK+12].  
 
1.2.2.2.  Caractéristiques des données en unités de soins intensifs  
 Les unités de soins intensifs sont des services spécialisés du domaine médical et 
par conséquent héritent partiellement des caractéristiques spécifiques des données 
médicales.  
En général, les données médicales relatives à l'état d'un patient sont assez 
difficiles à analyser et posent des problèmes de confidentialité et d'accès. Ces derniers 
sont des problèmes d'ordre éthique, économique et social. Plusieurs aspects liés à la 
nature et à l'exploitation de ces données doivent être pris en compte lors de la phase 
exploratoire de ces dernières. Le problème de la confidentialité peut être pris en compte 
par une étape d'anonymisation  soit en codant ou en cryptant ces données. L'accès (la 
propriété des données)  est  géré via l’attribution de droits d'accès d'utilisateur via un 
contrôleur de domaine puisque la plupart des systèmes de gestion des données 
médicales existantes aujourd'hui centralisent l'ensemble des données médicales 
disponibles au niveau d'un serveur ou un poste central dont l'accès est réglementé par 
des autorisations [SAS04].  
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Caractéristiques et spécificités des données en USIs  
 Dans les USIs, nous avons des données que sont les données de types analogique 
et numérique  d'une part (paramètres physiologiques surveillés) et d'autre part des 
données de type symbolique (les alarmes). L’ensemble de ces différents types de 
données obtenues en salle de soins intensifs ont en commun des caractéristiques 
spécifiques par rapport à deux aspects: quantitative et qualitative [SDG05].  
S'agissant du premier aspect, nous avons l'hétérogénéité et l'explosion 
quantitative de ces données caractérisées par une évolution temporelle et fréquentielle 
très élevée et par conséquent n'est pas du tout aisé à formaliser. L'aspect qualitatif est 
relatif aux caractéristiques générales et spécifiques des données médicales citées plus 
haut dans la section précédente : l'incertitude, l'imprécision et l'incomplétude. Enfin, 
l'aspect d'ambigüité relative aux données médicales ne doit pas être négligé.  
 
L'hétérogénéité et l'explosion quantitative de données en USI 
  La surveillance d'un patient en salle de soins intensifs peut impliquer la 
surveillance en temps réel et par conséquent conduit à l'analyse et l'interprétation de 
plusieurs informations issues de sources disparates et indépendantes. Ces informations 
ont généralement une évolution exponentielle qui est liée par  exemple à leur fréquence 
d'acquisition relativement très élevée. Parmi ces informations, nous avons les 
paramètres physiologiques, les données d'analyses biomédicales, les données 
pharmaceutiques, les alarmes etc.  
La pluralité et l’hétérogénéité d’informations médicales justifient l’explosion de 
flux de données médicales [SGM07].  Ceci est d'autant plus remarquable et vrai dans le 
contexte de l'application de vidéosurveillance (données images/vidéos) que nous 
proposons pour coupler les systèmes de surveillance en USI existant en guise de son 
amélioration.   
A long  terme dans cette application, plusieurs types de données issues de 
différents capteurs  (de contact : physique et de vision : caméra) de natures différentes 
seront analysées et interprétées. Ceci explique l'hétérogénéité de ces données. Une 
fusion d'informations multi-sources est nécessaire pour  améliorer la prise de décision 
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dans le cadre de la surveillance en USIs. Il est bien connu dans la communauté de 
recherche que la diversité des applications multimédias et la croissance notable des 
données multimédias en termes de quantité fait objet de thématique de recherche 
d'actualité. 
 
L'incertitude, l'imprécision et l'incomplétude des données en USI 
 Les notions d'incertitude, d'imprécision et d'incomplétude des données 
médicales mettent en exergue la confiance à accorder aux données médicales. En effet, 
l'incertitude est omniprésente lorsqu'il s'agit de modéliser ou du moins d'expliquer le 
comportement d'un patient.  
Dans les unités de soins intensifs, on retrouve plusieurs équipements d'assistance 
respiratoire et de surveillance des patients qui traitent plusieurs types de données et 
fournissent des informations par rapport à l'ensemble des paramètres surveillés chez le 
patient. Les résultats des paramètres surveillés obtenus sont des valeurs numériques 
qui proviennent des signaux physiologiques comme la fréquence cardiaque (ECG : 
électrocardiogramme). L'imprécision est inhérente aux données d'USI et se caractérise 
par le bruit d'acquisition et les imperfections liées à la qualité du capteur de mesure du 
paramètre.  
En conséquence, nous sommes en présence de mesures imprécises, incertaines et 
incomplètes. La prise en compte de l'incertitude du système lorsqu'il lance une alarme 
peut également être une information riche de sens pour que les cliniciens organisent au 
mieux leurs interventions, mais également pour qu'ils aient une confiance accrue dans 
le système [DB01, FRP11]. Les cliniciens accepteront plus facilement les erreurs du 
système si elles sont accompagnées d'une incertitude et seront plus à même de 
répondre rapidement à une alarme de qualité produite par le système (à condition que 
ce type d'alarme ait une forte spécificité).  
Dans le contexte de notre application, nous sommes confrontés à la gestion de 
l'incertitude et l'imprécision relatives aux données fournies par nos capteurs que sont 
les caméras puis la prise en compte de l'incomplétude des connaissances médicales 
dans la formalisation des scénarios médicaux décrits par un expert médical. 
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1.3.  Le système de vidéo-surveillance multicaméras 
proposé en complément à l'existant en USI  
 La surveillance en USIs revêt un caractère très spécifique, important et diffère de 
toute autre forme de surveillance quel que soit leur domaine d'application par la 
complexité de ses données. L'incertitude, l'imprécision relative à l’information médicale 
et l’incomplétude des connaissances sont des aspects très importants à prendre en 
compte dans l'amélioration du système de monitoring en USI.  
Les systèmes de surveillance en USIs actuels restent relativement très primitifs et 
alarmistes malgré les efforts considérables en termes de recherches depuis quelques 
années dans ce sens. Ces systèmes de surveillances en USIs comportent trop de fausses 
alarmes qui reflètent tout simplement le dépassement d’un seuil par le paramètre 
surveillé. Les alarmes ne correspondent pas toujours à la criticité de l'état du patient. Ce 
qui entrave la capacité des infirmières de réagir rapidement avec l'intervention clinique 
appropriée [NGK+12].  
Les alarmes introduisent une pollution sonore constante et parfois gênent la 
quiétude des patients et constituent de ce fait un élément gênant pour la stabilité de 
l'état respiratoire du patient. Ce système de surveillance actuel en soins intensifs très 
alarmistes souffre d'un manque aigu d'information visuelle en temps réel des actions, 
des mouvements, des comportements et de l'état du patient ainsi que ceux des 
médecins pendant le séjour à l'hôpital.  
En conséquence, la problématique d'amélioration de la performance des systèmes de 
surveillance en USIs est d'actualité depuis une décennie et représente une bonne part de 
thématique de recherche en matière d'équipements technologiques médicalisés dans les 
instituts de recherche. Elle concerne, pour la plupart, des travaux d'état de l'art en la 
réduction du taux de fausses alarmes et la mise en place de protocoles informatisés qui 
mettent en exergue des techniques automatiques et rapides de traitement de 
l'information en USIs pour aider les médecins surveillants dans l'exercice de leur 
fonction.  
Dans nos travaux, nous abordons cette problématique d'amélioration du système 
de monitoring de façon différente. Des travaux significatifs avec de nombreuses 
améliorations ont été faits pour réduire le taux de fausses alarmes. Cependant, ils en 
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existent moins dans le cadre de l'enrichissement de nouvelles fonctionnalités qui 
rendront ces systèmes de surveillance en USIs plus intelligents et robustes afin que les 
salles de soins intensifs deviennent intelligentes et omniprésentes : smart-USI. Pour 
cela, nous proposons que les salles de soins soient dotées de deux grandes catégories de 
capteurs pour la surveillance des patients que sont des capteurs physiques permettant 
l'acquisition de paramètres physiologiques du patient (ils représentent l'existant en 
équipements de surveillance en USI actuel tels que l'ECG : électrocardiogramme) et des 
capteurs de vision (ils représentent un système de vision intelligent de perception 
multicaméras en complément des systèmes de surveillance actuel en USIs).  
Les capteurs physiques fournissent des informations de types analogiques ou 
numériques sous forme discrète  et qui représentent les seuils franchis par un paramètre 
physiologique surveillé, conséquence des alarmes sonores. Les capteurs de vision sont 
des caméras qui fournissent des informations de type visuel (Images/Vidéos)  
représentant des actions, des comportements, des états cliniques physiologiques des 
patients et aussi des scènes cliniques médicales (actions/activités du clinicien) en temps 
réel.  
Cette approche est inspirée du fait que naturellement l'audition et la vision sont 
complémentaires et leur exploitation conjointe permet d'améliorer la qualité de 
l'information pour une meilleure prise de décision. De même, cette approche est aussi 
justifiée par le manque crucial de contenu visuel (images),  de l'état clinique du patient 
et des actions du médecin dans les unités de soins intensifs. Globalement, le système de 
vidéo surveillance intelligente en unité de soins intensifs étant un outil d'aide à la 
décision pour les médecins surveillants et les cliniciens dans le processus de prise de 
décision [SDG05] possède deux principaux avantages que sont :  
 
-  la détection intelligente d’événements cliniques importants suivis d'alarmes 
visuelles : cette fonctionnalité permet d'aviser, sur la base de reconnaissance 
automatique d'un scénario intéressant par un enclenchement d'alarme visuel, les 
médecins surveillants par rapport à un état, comportement ou une action 
surveillée chez le patient. 
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- la sélection de vidéo intelligente basée sur la reconnaissance automatique pour la 
mise en place d'une boîte noire médicale qui contient un résumé des événements 
critiques ou importants pendant le séjour hospitalier d'un patient en unités de 
soins intensifs. 
 
Figure 1.3. Architecture du système de traitement de vidéosurveillance 
multicaméras [AME+14].  
 
1.3.1. Architecture physique et organisation multicaméras du 
système de vidéo surveillance en USIs 
 L'absence quasi-totale d'informations visuelles en temps-réel et d'alarmes moins 
pertinentes et significatives sous forme visuelle constatée par une étude et une enquête 
sur les systèmes de surveillance actuels en salles de soins intensifs nous a motivé à 
proposer un système de vidéo surveillance automatique et intelligent en complément 
au système alarmiste et sonore de monitoring des patients existant. Ce système de vidéo 
surveillance en USIs est doté d'une fonction principale qu'est la reconnaissance de 
scénario. Cette dernière étant définie comme une situation à risque pour le patient 
susceptible de modifier son état de santé dans les instants à suivre ou une action 
médicale (scènes cliniques) entreprise par le médecin.  
La reconnaissance de scénario est basée sur un processus complexe en vision par 
ordinateur d'analyse et d'interprétation automatique de la scène pour la surveillance 
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des activités humaines en milieu médical. A cette fin, plusieurs modules spécialisés de 
vision sont nécessaires. Leurs rôles respectifs sont, la détection, le suivi des objets 
mobiles, la classification des objets et l’analyse des comportements afin de reconnaître 
des scénarios modélisés. L’application principale envisagée consiste à développer un 
système visuel de monitoring de Détection Automatique de Situations à risque et 
d'Alerte (DASA)  pour la surveillance des patients en environnement médical. Une fois 
la phase de la reconnaissance et la détection du scénario effectuée, le système doit 
alerter le corps médical en amont puis effectuer l'archivage vidéo via un processus de 
sélection vidéo dans une base de données spécifique nommée Boîte Noire Médicale 
(BNM). 
 La seconde application envisagée dans ce cadre est l'étude, la conception avec la 
mise en œuvre d'un système de sélection vidéo  intelligente et d'archivage automatique 
dans la Boîte Noire Médicale. Ces deux applications permettent d'améliorer de façon 
significative le monitoring des patients en salles de soins intensifs et, de ce fait, permet 
d'améliorer la qualité de services des soins médicaux en unités de soins intensifs. 
L'architecture physique du système est organisée autour de plusieurs caméras dont le 
nombre dépend de la configuration de la salle de soins (la superficie, la hauteur et du 
nombre de lits pour les patients). Les caméras sont calibrées pour couvrir la totalité de 
la scène dans la salle de soins et sont divisés en deux catégories celles (caméra à œil de 
Fish) fixées au plafond et celles qui font face aux lits des patients.  
L'architecture physique du système est basée sur un réseau de caméras 
interconnectées via un support de type câble ou un réseau wifi si autorisé dans l’hôpital 
pour plus de flexibilité d'accès. Le système de vision à perception multi-caméras est une 
approche assez récente et qui reste en cours d'investigation dans plusieurs laboratoires 
de recherche en vision par ordinateur. Les nœuds du réseau de caméras échangent 
entre des informations pertinentes de haut niveau pour améliorer la fonction de 
reconnaissance effectuée par un serveur central. Mais les processus de vision de bas 
niveau sont effectués localement au niveau de chaque caméra dotée d'un firmware 
programmable dans lequel est embarqué une application basée sur des algorithmes de 
vision de traitement bas niveau tels que la détection, la classification et le suivi des 
objets mobiles (médecins, patients et visiteurs).  
Chapitre 1 : Des voies vers un système de vidéosurveillance multicaméras en Unités de Soins 
Intensifs (USIs) 
 
31 
 
L'avantage principal de cette architecture est la distribution des fonctions locales 
d’interprétation bas niveau sur des caméras intelligentes dotées de capacités de 
traitements en temps-réel et de communication. Seules les informations de haut niveau 
transitent entre les nœuds de ce réseau. Les traitements bas niveau englobent la 
détection, le suivi local et la classification des objets.  
Ce type d’architecture est particulièrement utile pour faire face aux contraintes 
temps-réel du système d’interprétation en ligne et plus particulièrement pour un 
système de vision à perception multi-caméras.  Il permet aussi de gérer de façon plus 
élégante et avec une flexibilité les imperfections des données telles que l'incertitude et 
l'imprécision liées aux traitements bas niveau. Le système de vision à perception 
multicaméras proposé intègre plusieurs fonctionnalités selon une architecture 
centralisée et distribuée (Architecture Centro-Distribué: ACD). Une description plus 
détaillée des fonctionnalités du système est proposée dans la section suivante qui est 
consacrée à la description de l'architecture logique du système. 
 
Figure 1.4. : Topologie physique du système de vidéosurveillance multicaméras 
[AME13].  
 
Dans l'architecture du système expérimental installé aux unités de soins intensifs au 
service cardiologique, nous avons utilisé six caméras réparties comme suit : deux 
caméras PTZ à œil de poisson installées au plafond puis quatre autres installées face 
aux différents lits des patients. L’ensemble du système de vision possède des zones de 
recouvrement offrant de ce fait des possibilités de fusion d'informations pour améliorer 
la qualité de la décision du système. 
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1.3.2. Architecture logique du système de vidéo surveillance en 
USI  
 L’architecture logique du système de vidéosurveillance intelligente proposée en 
unités de soins intensifs exploite des modules de visions distribués. Le flux 
d'informations est séparé en deux catégories principales à savoir : le flux de Trafic de 
Base Vidéo (TBV) qui représente le flux multi média natif vidéo et le flux de Trafic de 
Commandes Vidéos (TCV) qui représente les informations à échanger entre capteurs 
d'acquisition vidéo (caméras). Seules les informations de haut niveau transitent entre les 
nœuds du réseau. L’ensemble des traitements est distribué via un système de 
perception de vision à architecture hybride Centro-Distribuée. D'une part, les 
traitements bas niveau englobent la détection, le suivi local et la classification des objets 
qui sont mis en œuvre à l'aide d'application embarquée dans une freeware intégrée 
dans une mémoire interne des caméras intelligentes et distribuées localement à travers 
les différentes caméras.  
Au total, les caméras appartenant au réseau de surveillance échangeront des 
informations spécifiques de commandes entre eux en exploitant les canaux d'échanges 
de type TCV  afin de coopérer et collaborer pour améliorer l'analyse et l'interprétation 
de la scène vidéo.  
 
1.4. Vers une Boîte Noire Médicale en USIs  
  Au regard de l'avancée considérable de la technologie d'instrumentation et plus 
particulièrement dans le domaine médical et spécifiquement dans les unités de soins 
intensifs,  le besoin de la création d'une boîte noire médicale à l'image de la boîte noire 
d'un avion se fait de plus en plus ressentir. Elle constitue un véritable défi et une idée 
originale très récente que nous proposons et est d'une grande utilité pour les médecins. 
Tous les praticiens hospitaliers accordent tous leurs violons sur la grande utilité qu'elle 
constitue et qui n'est plus à démontrer. La conception et la mise en place d'un tel outil 
sont motivées par la nécessité de créer un outil d'aide au diagnostic et à la décision 
médicale.  
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Du système de vidéo surveillance intelligent proposé en couplage au système de 
monitoring existant en USI, d'énormes collections de vidéos médicales sont disponibles 
avec plusieurs applications pour divers services médicaux tels que l'imagerie médicale, 
des diagnostics médicaux, la formation des professionnels de la santé, l'aide à la 
décision pour les médecins légistes, une  source de preuve pour les assureurs de santé, 
la recherche médicale et de l'éducation en santé.  
Le système de surveillance vidéo intelligente permet de gérer, d'analyser, 
d'indexer et de récupérer les informations de flux vidéo IP. Après l'indexation et 
l'extraction des séquences d'images clées en tant que bon représentant de scénarios 
importants. Ce système permet de faire le résumé des événements d'intérêts lors d'un 
séjour hospitalier. La boîte noire médicale  est une base de données contenant des 
images intéressantes obtenues par sélection automatique et intelligente de vidéo sous 
forme de résumés d’événements critiques ou importants d'un séjour hospitalier d’un 
patient.  
Le concept de la boîte noire médicale est une nouvelle idée originale qui présente 
un double intérêt : qu'il s'agisse d'une assistance ou d'une aide à la décision pour la 
surveillance médicale dans les unités de soins intensifs. Elle est nécessaire et constitue 
une aide au diagnostic médical après interrogation de la base multimédias suivi de 
l'analyse du contenu vidéo de la boîte noire médicale. En conséquence, elle peut 
contribuer au développement de nouveaux protocoles d'intervention qui permettront 
d'améliorer les performances des soins médicaux en salles de soins intensifs. 
L'architecture de la base de données, les techniques d'indexation et la recherche 
d'informations du contenu multimédias que constitue la boîte noire médicale est un 
nouvel axe de recherche que nous aurons à aborder dans nos futurs travaux.  
L'exploration de ces bases de vidéo aide aussi à l'élaboration de nouvelles 
connaissances médicales et la construction de nouveau scénario à reconnaître. La boîte 
noire médicale reste dans tous les cas une solution très prometteuse pour l'amélioration 
de la performance des soins médicaux afin d’améliorer la qualité de service médical 
(Medical-QoS) en milieu hospitalier ceci pour une meilleure prise en charge des 
patients. 
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Conclusion 
Nous avons présenté dans ce chapitre, les systèmes de vidéosurveillance 
intelligents, leurs enjeux, leurs fonctionnalités et leurs principales applications ont été 
présentées. L'organisation et les composantes d’une salle de soins intensifs ont été 
présentées. De même, la surveillance en unités de soins intensifs a été présentée et nous 
avons montré sa spécificité par rapport aux autres types de surveillance. Cependant, les 
limites de la surveillance actuelle ont été mises en évidence et nous pouvons noter : 
- surveillance alarmiste et présence d'un taux de fausses alarmes considérables qui 
gênent la quiétude du patient. De plus, des alarmes moins pertinentes et moins 
informatives ne favorisent pas le monitoring; 
- une surveillance très complexe du fait de la nature imprécise et incertaine des 
données qui s'y trouvent avec une incomplétude des connaissances du domaine 
médical. En conséquence des événements médicaux difficilement formalisables ; 
- un manque de données visuelles pertinentes décrivant les comportements et les 
états du patient. 
Pour répondre à ces limites de la surveillance en USI, nous avons introduit un 
système de vidéo surveillance automatique et intelligent pour suppléer le système 
existant qui a été décrit tant bien via son architecture physique que logique. Enfin, un 
nouveau concept et novateur de la création d'une Boîte Noire Médicale (BNM) a été 
présenté comme une solution très prometteuse afin d'aider à une phase exploratoire 
pour la représentation des connaissances incomplètes (par exemple les scénarios non 
décrits par le médecin). 
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Chapitre 2   
 
Etat de l'art des modules de traitements d'un 
système de vision pour la reconnaissance de 
scénario  
 
Introduction 
 
Les systèmes de reconnaissance automatique d'activités exploitent l’analyse et 
l’interprétation vidéo. L’analyse et l’interprétation vidéo consistent à reproduire, à 
l’aide d’un ordinateur, l’analyse qu’effectuerait un humain en regardant les séquences 
vidéo provenant des caméras de surveillance. Ce chapitre expose un état de l'art des 
différents traitements de base pour la reconnaissance de scénarios dans des séquences 
vidéo en réalisant un processus d’analyse et d’interprétation vidéo. En général, un tel 
système est basé d’une part, sur des traitements bas niveau (correction, amélioration et 
formatage de l'image) et d’autre part, sur des traitements haut niveau (techniques 
d’analyse et d'interprétation) pour transformer l'observation ou la mesure que 
représente l'image (signal) en des décisions (enchaînement de symboles) tout en y 
intégrant une gestion d’incertitude et d’imprécision des processus de vision et des 
données traitées. La Figure 2.1 illustre les différentes grandes étapes d’une architecture 
organisée en niveau (bas et haut) d'un système de vision pour la reconnaissance de 
scénarios. 
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Figure 2.1. Architecture en couche modulaire d'un système de vision pour la 
reconnaissance de scénario dans une séquence vidéo [AME14].  
De manière générale, la reconnaissance de scénarios dans des séquences 
d’images pour la vidéosurveillance automatique concerne la caractérisation des 
mouvements d’objets présents dans la scène. C'est un processus de vision par 
ordinateur  très complexe qui impose la création de plusieurs modules spécialisés que 
nous pouvons classer en traitements bas niveaux (prétraitement, détection et 
classification, et suivi d'objets de la scène) et en traitements haut niveau  qui concerne 
l'interprétation haut niveau de la scène en se basant sur les sorties de l'étage précédent 
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et des outils mathématiques basés sur des techniques symboliques ou orientés 
numériques. 
2.1. L'acquisition et le prétraitement d’images  
 En vision par ordinateur, les deux grandes étapes que compose le processus de 
vision sont : l'acquisition des images et leurs traitements proprement dits. A ces deux 
principales étapes s'ajoutent une étape intermédiaire «le prétraitement» très important 
et nécessaire en fonction du domaine d'application. L'efficacité des algorithmes des 
traitements proprement dits dépend aussi de cette étape intermédiaire.  
Dans cette section,  nous nous intéresserons de façon succincte aux notions 
relatives à l'acquisition et le prétraitement des données. Nous reviendrons de façon plus 
détaillée en présentant l’approche de prétraitement proposée pour la correction de 
distorsion d'images médicales tout en faisant une analyse des différents résultats 
obtenus dans le chapitre 5. 
 
2.1.1. L'acquisition de séquences d'images vidéo  
 L'acquisition permet de convertir avec un capteur (caméra), une vue réelle en 
une image qui peut être numérisée selon une chaîne. Le système d'acquisition est un 
ensemble de phénomènes intervenant au cours du processus de formation des images. 
Le processus d'acquisition se fait via une technique de formation géométrique des 
images. La façon la plus simple d’expliquer le processus de formation d’une image 
(l'acquisition), passe par la présentation de l’appareil sténopé.  
L’appellation anglophone de cet appareil est «pinhole camera» et permet aisément 
d’imaginer le processus de formation d’une image. En effet, cet appareil est une boîte 
hermétique à la lumière, dans laquelle est percé un trou dont le diamètre est supposé 
nul. Ainsi, tous les rayons lumineux passant par le trou projettent la scène observée 
renversée sur le fond de la boîte comme illustré à la Figure 2.2.  
Nous définissons le modèle géométrique d’une caméra en considérant deux 
transformations: une projection perspective qui transforme le point 3D de l’espace en 
un point 2D dans le repère caméra et une transformation caméra image qui permet 
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d’établir le passage entre le repère caméra et le repère image. La Figure 2.2 en est une 
illustration. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2.  Modèle géométrique sténopé d'une caméra [AME12].  
 
2.1.2. Calibrage et paramètres d'une caméra  
 La calibration a pour objectif d’estimer les paramètres de la caméra afin de 
disposer d'une connaissance sur la géométrie du système de vision. On distingue deux 
principaux types de paramètres : les paramètres intrinsèques à la caméra et les 
paramètres extrinsèques. Les paramètres intrinsèques sont ceux qui traduisent le 
passage du repère caméra au repère image [Zha00]. Ils sont sous la forme d’une matrice 
appelée matrice caméra (cette matrice nommée C  est estimée en utilisant  l'équation 
2.1). Elle est composée d’éléments qui représentent des paramètres fixes, inhérents à la 
conception de la caméra et de son optique (ils peuvent être modifiables dans le cas 
d’une caméra à focal réglable).  
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 Le couple (u0,v0) représente les coordonnées (x,y) du point principal dans le 
repère image. Par ailleurs, en notant f la distance focale, on a αu = -ku.f et αv = kv.f où ku 
et kv sont les facteurs d’échelle respectivement vertical et horizontal. Notons que les 
coordonnées sont exprimées en pixels et les coefficients d’échelle en pixels/mm².  
Les paramètres extrinsèques sont les paramètres qui lient le repère caméra avec 
le repère de l’objet de calibration (donc le repère monde). Ces paramètres varient en 
fonction de la position du capteur dans l’espace. Ils sont au nombre de douze et forment 
une matrice (équation 2.2) de rotation et un vecteur de translation permettant 
d’effectuer la transformation du repère caméra vers le repère monde [KBS00] : 
 
 
 
     (2.2) 
 
 L'obtention d'une image analogique e(x,y) dans le plan image d'un système 
optique est toujours limitée, car tout système optique transforme un point objet en une 
image sous forme de tache. Plusieurs raisons peuvent expliquer l'apparition de cette 
tache [GD00] :  
- le défaut de mise au point si l'image n'est pas exactement formée dans le plan 
image ; 
- les aberrations chromatiques si la lumière n'est pas assez monochromatique ;  
- les aberrations géométriques si les dimensions transversales du faisceau 
lumineux sont trop grandes, ou diffraction de la lumière par les diaphragmes et 
ouvertures du système optique.  
Contrairement aux aberrations géométriques, la diffraction est d'autant plus 
importante que les dimensions transversales  du faisceau lumineux sont petites,  en 
d’autres termes,  si les diaphragmes du système sont petits. La diffraction est en général 
la contrainte la plus importante. En outre, les optiques réelles ne se comportent pas 
exactement comme le modèle affine ou sténopé, mais présentent des aberrations. Le 
modèle de caméra décrit jusqu’à présent peut être amélioré en tenant compte des 
distorsions linéaires ou non. Des distorsions de trois natures différentes peuvent être 
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- la distorsion radiale due le plus souvent à des défauts dans la courbure radiale 
des lentilles de la caméra ;  
- la distorsion de décentrage due à un mauvais alignement des centres optiques 
des lentilles ; 
- la distorsion prismatique due à une inclinaison des lentilles les unes par rapport 
aux autres. 
Dans le cadre de l'application de vidéosurveillance intelligente que nous 
développons en USI, nous avons utilisé des caméras à œil de poisson du constructeur 
AXIS installées au plafond de la salle de soins qui fournissent des séquences d'images 
en y introduisant une distorsion radiale. Compte tenu de la sensibilité du domaine 
d'application qu'est le domaine médical (la santé ou la vie humaine), il convient de faire 
un prétraitement sur ces images avant de les analyser pour l'étage supérieur 
d'interprétation haut niveau de la scène. L'algorithme proposé est présenté avec les 
résultats obtenus et leurs analyses au chapitre 5. Dans la section suivante, nous 
présentons le prétraitement des images. 
 
2.1.3. Le prétraitement des images vidéo acquises   
 Le «prétraitement» (ou avant traitement)  est une importante étape intermédiaire 
entre la phase d'acquisition des séquences d'images. Il offre des traitements permettant 
de corriger les différentes aberrations introduites sur les images pendant la phase 
d'acquisition afin de disposer de données images proches du réel. Le prétraitement 
désigne l'ensemble des opérations qui ont pour rôle de donner à l'utilisateur une image 
libérée des défauts propres au(x) capteur(s). Cette étape peut en fait être très 
difficilement déconnectée des étapes ultérieures du traitement.  
Le prétraitement permet de corriger, d'améliorer et de restaurer l’image. Il 
permet aussi de formater l'image. De plus, il intègre un certain nombre de processus 
permettant de préparer l’image au traitement de couche supérieure notamment 
l’analyse (décision ou interprétation) de l'image. L'amélioration a pour but de satisfaire 
généralement l'œil de l'observateur humain. L'œil humain étant essentiellement sensible 
aux forts contrastes, il faut par conséquent trouver des moyens pour améliorer l'image 
en essayant d'augmenter le contraste dans le but d'accroître la séparabilité des régions 
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composant une scène.  Pour ce faire, deux principales variantes de techniques sont 
utilisées : les techniques basées sur l'histogramme de couleur et les techniques basées 
sur le filtrage fréquentiel.  
D'autres approches existent et peuvent être aussi utilisées. La compression est 
une opération de formatage, ou en d’autres termes c’est une adaptation de la donnée 
dans un format plus portable. Deux familles d'algorithmes de compression existent : la 
compression sans perte et la compression avec perte. La restauration d'images est un 
processus de correction d'images bruitées (cas d’une distorsion). Elle a pour objet la 
réduction et l'élimination des distorsions introduites (bruits) par le système ayant servi 
à l'acquisition de l'image. Son but est d'obtenir une image qui soit la plus proche 
possible de l'image idéale qui aurait été obtenue si le système d'acquisition était parfait. 
La technique la plus utilisée reste le filtrage. Ce dernier peut être en fonction du 
domaine de traitement du signal (image) temporel ou fréquentiel puis en fonction du 
modèle d'état, il peut être linéaire ou non linéaire.   
Les sources de bruit lors de la phase d'acquisition sont multiples. Nous avons le 
bruit lié au contexte de l'acquisition (mouvement du capteur), à la dérive lumineuse 
puis le bruit lié au capteur qui peut être une distorsion de la gamme des niveaux de 
gris, distorsion géométrique, mauvaise mise au point et enfin un bruit lié à la 
numérisation (échantillonnage, quantification, codage). Dans notre application, nous 
avons proposé et exploité une méthode de correction de distorsion de type radiale via 
une approche de correction de distorsion d’images par auto calibration stéréoscopique 
à partir de scène multi vue. Nous regroupons en deux principales classes les différents 
types de correction que sont les corrections photométriques et les corrections 
géométriques. 
 
2.1.3.1. Les corrections photométriques 
 Elles concernent les défauts de linéarité et les défauts d'homogénéité. Les défauts 
de linéarité sont assez facilement corrigés par des tables de transcodage qui sont 
rapides. Les valeurs du signal corrigé n'étant pas calculées mais directement 
recherchées en adressant une mémoire précalculée appelé LUT. Les défauts de linéarité 
nécessitent un calibrage des organes et une analyse qui se fait soit sur une rampe de gris 
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continue, soit sur quelques points fixes choisis. Le meilleur exemple de ce type de 
correction est le re-calibrage (ou correction)  Gamma d'un écran cathodique.  
En effet, un écran CRT (Cathode Ray Tube) n'est pas un système électronique 
linéaire, ou plus simplement, l'intensité lumineuse reproduite à l'écran n'est pas une 
fonction linéaire de la tension d'entrée. D'un point de vue strictement physique, on 
pourrait s'attendre à ce qu'une correction gamma soit le processus qui suffise à 
compenser la non linéarité entre la tension d'entrée et la lumière affichée à l'écran pour 
obtenir une correcte reproduction de l'intensité lumineuse en un point de l'écran. 
Cependant, la perception humaine de la luminosité n'est pas elle même uniforme mais 
se comporte plutôt comme une fonction puissance de l'intensité. Finalement pour 
obtenir une bonne correction gamma, il faut connaître les caractéristiques physiques de 
l'écran, le comportement de la vision humaine (ceci oblige à définir une correction 
gamma pour un observateur de référence avec des conditions d'observation standard) 
et les conditions de prise de vue des images.  
Les défauts d'homogénéité sont dus aux inhomogénéités spatiales des capteurs 
ou éventuellement aux défauts des optiques ou des éclairages. Leur correction 
rigoureuse est très coûteuse et donc rarement effectuée. De ce fait, il est préférable 
d'effectuer des corrections approximatives, soit par segmentation de l'image en 
quelques zones quasi-homogènes, soit en appliquant des corrections locales 
(soustraction d'une moyenne flottante, division par un contraste flottant, etc.), soit en 
appliquant des corrections globales approchées (approximation par des quadriques par 
exemple). L'assurance d'avoir des documents numériques présentant une très bonne 
homogénéité de la photométrie permet de gagner en temps de calcul dans les étapes 
ultérieures. 
 
2.1.3.2. Les corrections géométriques 
 A contrario des corrections de linéarité, les corrections géométriques sont 
évidemment spatialement variantes, et  de ce fait sont difficiles pour la généralisation. 
Si nous appelons (x,y) les coordonnées d'un point dans une image de référence (non 
échantillonnée) et (u,v) les coordonnées de ce même point après déformation 
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géométrique dans l'image distordue, la correction géométrique se caractérise par la 
transformation G qui associe le couple (u,v) au couple (x,y) tel que : 
),(),( vuGyx =       (2.3) 
 On appelle correction géométrique inverse la transformation Ginv qui associe 
(x,y) à (u,v) telle que :  
),(),( yxGinvvu =       (2.4) 
 Dans le cas d'une image continue, la valeur f(x,y) de l'image de référence au 
point (x,y) est égale après distorsion à la valeur f'(u,v) de l'image distordue au point 
(u,v). En traitement numérique, les images sont généralement échantillonnées sur un 
maillage rectangulaire. Nous ne connaissons le signal f'(u,v) de l'image distordue que 
sur un réseau discret Lu,v et nous nous intéressons au signal f(x,y) de l'image de 
référence que sur un réseau discret Lx,y. Les pixels appartenant au réseau Lx,y ne 
correspondent pas aux pixels appartenant au réseau Lu,v. Il convient donc de 
déterminer les bonnes valeurs par interpolation des pixels environnants. Ceci peut être 
fait selon deux méthodes différentes : 
- Dans la première, partant d'un pixel (x0,y0) de Lx,y, on calcule (u0,v0), puis on 
détermine la valeur de f(x0,y0) en interpolant la valeur équivalente de f'(u0,v0) à 
l'aide des valeurs connues de l'image distordue f'(u,v) sur le réseau Lu,v. 
 
- Dans la deuxième, on transforme chaque pixel (u,v) de Lu,v qui permet d’obtenir 
des pixels corrigés (x,y) extérieurs à Lx,y, de valeur f(x,y) = f'(u,v) connues. Puis, on 
calcule la valeur f(x1,y1) d'un point du réseau Lx,y en interpolant les valeurs f(x,y) 
des points corrigés environnants. 
 
Les corrections géométriques ont une grande importance pour les images médicales 
du fait de la sensibilité du domaine où les aberrations sont notables si les capteurs 
présentent des défauts inhérents à leur constitution. L'utilisation des caméras à œil de 
poisson pour l'acquisition des images médicales constitue une cause de distorsion 
géométrique. Nous exposerons brièvement dans les annexes les trois principales types 
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de corrections présentant une complexité croissante en fonction des techniques de 
corrections qui sont utilisées. 
 
2.2. Les traitements bas niveau 
 La chaîne de traitement vidéo (séquences d'images) en vision peut être 
décomposée en deux niveaux: «bas-niveau» qui se construit autour des méthodes 
d’analyse d’image ayant pour but d’extraire des caractéristiques telles que les pixels, les 
régions d'intérêts, contours, texture des images analysées sans les interpréter et le 
«haut-niveau» qui intègre l’ensemble des méthodes permettant d’interpréter les 
caractéristiques issues du bas-niveau dans le cadre d'une prise de décision, de la 
classification, de la reconnaissance de forme et de l'analyse et de l'interprétation vidéo 
par exemple. En d'autres termes, le bas niveau qui consiste à appliquer des traitements 
à base de filtrage et un haut niveau qui permet de prendre une décision fiable.  
Le bas niveau permet de définir des jeux de caractéristiques destinées à alimenter le 
niveau supérieur (le haut niveau) à des fins d'analyse, d'interprétation et de 
reconnaissance par exemple. Les tâches de bas niveau sont souvent basées sur des 
filtrages, en particulier des corrélations. Ils permettent généralement de faciliter les 
traitements «haut-niveau» qui sont relativement plus complexes et qui sont 
nécessairement exploités pour aboutir à des décisions fiables (théorie de fusion de 
l'information ou intelligence artificielle).  
Les études sur la partie «bas-niveau» se trouvent appliquées dans des opérations 
aussi variées que la compression et le cryptage de l’information (images) ainsi que dans 
la détection et le suivi d'objets mobiles pour une chaîne d'analyse et d'interprétation de 
séquences vidéo. Ces traitements ont pour but d’extraire l’information utile et 
pertinente contenue dans l’image au regard de l’application considérée. Ces traitements 
opèrent sur des données de nature  numérique et doivent donc simplifier l’image sans 
trop la dégrader. Le résultat d'un tel traitement donne une description  structurelle de 
l’image sans qu'il y ait de lien avec  le contexte de la scène réelle. L'un  des principaux 
outils utilisés est par exemple la segmentation d’images.  
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Dans cette section, nous nous concentrons plutôt sur les traitements «bas-
niveau» de séquences d'images (vidéo) dans un contexte d'interprétation automatique 
de scénario dans la scène vidéo.  
 
2.2.1. La détection d'objets mobiles dans une vidéo  
 Une littérature bien fournie, assez complète, existe et fait état de nombreuses 
approches en termes d'algorithmes de détection et de suivi d'objets mobiles dans une 
vidéo [Mot07]. Le module de détection du mouvement permet d’extraire à partir d’une 
séquence d’images, les zones contenant des objets se déplaçant dans la scène observée 
[Nag83]. Pour cela, il faut réaliser une projection de la région occupée par cet objet dans 
le plan image afin de former un amât de pixels d'une image spécifique appelée le 
masque. Ce masque peut constituer une zone d’intérêt de l’image lors de la phase 
d'analyse et d'interprétation de la scène. En utilisant un critère de classification basé sur 
le taux d'utilisation de ces algorithmes, nous pouvons les grouper en deux catégories.  
La première catégorie concerne les algorithmes très répandus qui sont des méthodes 
classiques telles que les approches basées sur l'appariement entre images consécutives. 
La seconde catégorie est celles des algorithmes moins répandus mais très robustes et 
relativement assez récents telles que les approches basées sur une modélisation du 
fond. S'agissant des algorithmes les plus répandus, l’algorithme le plus connu, simple et 
direct réalisant la détection de mouvement entre deux images utilise une différence 
d’images pixel à pixel [Nagel83]. Les pixels de l’image différence dont le niveau de gris 
dépasse un certain seuil sont considérés affectés par le mouvement.  
Cependant, dans le cas de scènes réelles, diverses perturbations rendent la décision 
de détection difficile. En effet, dans les scènes d’intérieur ou d’extérieur, en dehors des 
déplacements réels des objets, il existe des phénomènes dynamiques d’origines 
multiples qui affectent la scène elle-même ou les images de la scène [MVB07]. Les 
origines de ces changements peuvent être classées selon trois types de phénomènes que 
sont :  
- les changements de luminosité et les ombres ; 
- la vibration de la caméra ; 
- le bruit d’acquisition et du capteur. 
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L’objectif d’un module de détection idéal pour les tâches de surveillance est alors de 
mettre en valeur uniquement les masques des objets en mouvement utiles à l’analyse en 
éliminant l’ensemble des perturbations affectant l’image. La démarche est soit une 
modélisation de manière explicite de l’image afin de les filtrer ultérieurement, ou soit 
une normalisation des données brutes pour les rendre insensibles aux perturbations. La 
décision de détection du mouvement est réalisée par le biais d’une analyse de la 
variation temporelle des observations. Cette différence peut être effectuée entre images 
consécutives (inter-images) ou entre l’image courante et une image de référence 
exempte d'objets en mouvement.  
La première approche est plus simple dans le sens où elle ne requiert pas d’image de 
référence. La difficulté de cette approche est la détection du masque complet de l’objet 
lorsque les masques d’un objet déterminés sur deux images consécutives présentent 
une intersection importante. En particulier cette stratégie ne permet pas de détecter un 
objet dès qu’il devient immobile.  
 
2.2.1.1. Technique basée sur la différence entre deux images consécutives   
 Cette technique effectue une soustraction entre deux images successives. En effet, 
il s'agit de soustraire une image acquise à un instant t d'une autre acquise à un instant 
t+1. Ce faisant, les pixels de l'image résultante dont l'intensité est proche de zéro sont 
considérés comme étant les pixels de fond. Cette technique a pour avantage de 
consommer moins de ressource informatique pour sa mise en œuvre et sa  flexibilité car 
elle ne nécessite pas une phase d'initialisation à base de scène statique. Par contre, le 
choix de seuil de décision (proche de zéro) qui peut être local ou global constitue son 
point de vulnérabilité. Ce seuil pour être robuste doit aussi tenir compte des 
phénomènes pouvant affecter la qualité de la scène comme la luminosité, le bruit et le 
mouvement du capteur. Le résultat de la soustraction entre deux images consécutives 
est la décision si des objets présents dans la scène ont bougé. Pour cela, il faut choisir un 
attribut sur lequel la décision est prise.  
La décision est généralement effectuée sur un pixel ou une région. Dans le cas où 
la décision s'effectue sur un pixel avec un seuillage global, on décide si un  pixel est en 
mouvement ou pas en comparant ces coordonnées dans les deux images consécutives et 
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l'ensemble des pixels détectés en mouvement forme la carte binaire de mouvement. Il 
existe d'autres techniques qui permettent de décider, d'une part, à partir d'un rapport 
de vraisemblance sur la différence d'intensité ou en utilisant des modèles statistiques 
plus complexes [Ros98] et,  d'autre part,  sur des tests d'hypothèses basés sur une 
modélisation de la différence d'image successive sous forme de mélange gaussienne 
avec l'hypothèse d'absence de mouvement et par une loi uniforme sous l'hypothèse de 
mouvement [Kon00].  
Une décision basée sur région est effectuée par exploitation des modèles à 
contrario afin de détecter les régions de variation dans une séquence d'images. Le 
modèle à contrario détecte les fortes corrélations des différences d'orientation des 
gradients au niveau des zones de changements. La détection est effectuée sur des 
régions carrées de taille dynamique et variable déplacée sur toute l'image. Dans le cadre 
de la décision basée sur région, une approche a été proposée dans [LM03] pour détecter 
des changements dans des images satellitaires préalablement recalées. Dans [TVB04], la 
décision est prise sur des régions fournies soit par un découpage en blocs, soit par une 
segmentation basée sur les niveaux de gris. Cette approche a permis de faire une 
analyse des mesures locales de changement à partir des niveaux d'intensités de trois 
images successives.  
 
2.2.1.2. Technique basée sur la soustraction de fond  
 Les techniques basées sur la soustraction de fond représentent les plus 
couramment utilisées. Elles nécessitent un apprentissage a priori du modèle du fond de 
la scène. De même, une phase d'initialisation est nécessaire et se fait en utilisant une 
image de référence générée en considérant que la scène observée ne contient aucun des 
objets qui seront détectés comme mobiles dans la suite. L'image de référence peut être 
générée en moyennant les N premières images de la séquence. Elle doit être mise à jour 
afin de s’adapter aux changements d'illumination et autres qui peuvent apparaître dans 
la scène observée. La conséquence de cette mise à jour est qu'elle peut entraîner la 
disparition d'objets restant immobiles pendant un temps assez court dans la scène.  
La solution à ce problème se trouve dans l'apprentissage automatique des 
paramètres du modèle de fond dès le départ. Cette capacité d’apprentissage et 
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d'adaptation de ces techniques constitue, un des points forts qui rend l'approche riche 
et robuste face aux problèmes d'illumination. Mais, il convient de noter que ces 
techniques peuvent être regroupées en deux grandes catégories: la soustraction du fond 
par modélisation statistique et la modélisation du fond par moyenne récursive [Mot07].  
La soustraction de fond par modélisation statistique est divisée en deux 
principales étapes : l'apprentissage du fond et l'étiquetage binaire des pixels. La 
distribution statistique en chaque pixel peut être représentée par une simple gaussienne 
pour un fond statique et un mélange gaussien pour un fond dynamique. En revanche, 
la soustraction par moyenne récursive  se calcule en utilisant le paramètre alpha (α ) 
inférieur à 1 qui est le paramètre d'oubli. Ce paramètre tend vers 1, lorsque la moyenne 
récursive tend vers l'image courante et vers 0, lorsque la moyenne récursive tend vers la 
moyenne arithmétique. Elle constitue l'approche que nous nous proposons d’exploiter 
dans le cadre de notre système d'interprétation des scènes médicales pour la 
vidéosurveillance intelligente en milieu hospitalier. 
 
2.2.1.3. Technique basée sur le flot optique  
 La technique du flot optique permet de représenter par un champ de vecteurs les 
déplacements perceptibles dans une séquence d'images et fait l'hypothèse d'une caméra 
fixe. L'estimation du flot optique est faite sur l'hypothèse de conservation d'énergie et 
de l'énergie lumineuse qui est une hypothèse forte (obligatoire) pour une bonne 
estimation des vecteurs. Le flot optique constitue une information plus riche qu'une 
détection du mouvement ; elle peut servir dans un système de vision pour l'analyse des 
mouvements (par exemple : arrêt, marche, course, etc.) d'objets haut niveau de la vidéo. 
En détection de mouvement, les pixels appartenant au fond auront une vitesse nulle 
contrairement aux pixels qui font partie des objets mobiles. En général, la segmentation 
de mouvement repose sur l'association de chaque pixel au modèle de mouvement qui 
correspond  le plus. Il s'agit de trouver des masques pour chaque objet en mouvement à 
condition d'avoir une différence de mouvement entre ces objets.  
Dans [DG95], un champ de mouvement dense (par exemple le flot optique) est 
estimé et segmenté pour mettre en évidence des mouvements indépendants. De même, 
dans [Wix00], des mesures de flot optique cohérentes en direction sont accumulées 
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pendant quelques pas de temps. Par conséquent, l’estimation du déplacement  de 
chaque pixel au long d'une séquence est obtenue. Cette méthode a été légèrement 
améliorée dans [TH05] pour fonctionner en temps réel. Le coût de calcul en termes de 
complexité algorithmique constitue une limite majeure de la technique du flot optique.   
 
2.2.2. Le suivi d'objets détectés mobiles dans une vidéo  
 Nous présentons dans cette sous-section un état de l'art sur les principales 
techniques de détection d'objets en mouvement dans une vidéo d'une part et d'autre 
part sur les principales techniques de suivi «tracking» d'objets mobiles. En effet, suivre 
un objet mobile dans une scène à partir d'une caméra unique, consiste à utiliser les 
informations contenues dans une séquence d'images pour identifier la nouvelle position 
2D (dans le plan image) ou 3D (dans l'espace) de l'objet suivi.  
En vision par ordinateur, le suivi peut être considéré comme un problème 
d'appariement. Le suivi de personnes est fondamental dans les systèmes de 
vidéosurveillance puisqu'il est la base de l'analyse de comportements, la reconnaissance 
des activités et la détection des évènements d'intérêts. Toutefois, le suivi est conditionné 
par la qualité de l'étape précédente qu'est celle de la détection car une mauvaise 
détection d'objets mobiles ne pourrait enclencher le suivi de cette dernière. Les 
techniques de suivi sont issues des « radaristes » pour le suivi de cibles, à base de 
théorie de l'estimation.  
L'objectif de ces techniques étant de combiner les informations issues de divers 
capteurs et d'obtenir un état estimé le plus proche possible de l'état observé [JMC08]. Le 
filtre de Kalman est un exemple de techniques de trajectographie qui a connu beaucoup 
de succès et d'applications avec ces extensions.  Le but des méthodes de suivi est 
d’estimer au fil du temps des paramètres d’une cible (ou plusieurs) présente dans le 
champ de vision de la caméra et initialement détectée par un moyen quelconque. Les 
paramètres peuvent être divers : position dans l’image, à laquelle peuvent s’ajouter la 
taille et l’orientation apparente, l’attitude, l’apparence, etc. Pour qu’une méthode de 
suivi soit complètement automatique, il faut non seulement suivre la ou les cibles mais 
aussi les initialiser automatiquement par une méthode de détection et gérer leurs 
éventuels arrêts et/ou sorties du champ de la caméra [Bug07].  
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Nous pouvons grouper en deux classes les techniques de suivi : celles 
déterministes et celles probabilistes. Les techniques probabilistes sont soit bayésiennes 
soit non Bayésiennes. Il existe d'autres approches de suivi qui exploitent une technique 
de segmentation dynamique qui sont utilisées lorsque l’on souhaite extraire la 
silhouette de la cible à chaque instant, et ce sans connaissance a priori sur sa forme. 
Basées sur une technique de segmentation successives d'images, les approches font 
généralement évoluer le contour de l’objet à l’instant précédent jusqu’à sa nouvelle 
position à l’instant courant. Un modèle d'état ou une minimisation des fonctions 
d’énergie sur le contour permet de faire un tel suivi.  
Un bon  état de l'art de ces techniques est fait dans le projet Canada [JMC08], 
ensuite la thèse de Aurelie Bugeau [Bug07] et enfin l’article de Yilamaz et al. [YJS06] qui 
traite de l’état de l’art des techniques de «tracking». Des topologies récentes de système 
de vision mettent en place une approche de suivi multicapteurs. Un système de suivi 
d'objets mobiles opérant à base de plusieurs capteurs a l'avantage d'élargir son champ 
d'action soit en exploitant la redondance des capteurs par combinaison ou bien par 
fusion d'informations pour améliorer la décision de suivi. Ces topologies multicapteurs 
engendrent un niveau de mise en correspondance supplémentaire. En effet, la fonction 
de suivi doit également être reliée par les observations des différents capteurs. Dans le 
cadre de notre application, nous avons utilisé une configuration multi capteurs pour le 
suivi des objets mobiles. 
 
2.2.2.1. Techniques déterministes de suivi d'objets mobiles  
 La finalité d'un module de suivi d'un objet mobile est d'obtenir la trajectoire de 
cet objet en déplacement tout le long d’une séquence tout en gérant les problèmes 
d'occultations (on peut faire recours à un graphe treillis), ressemblance et de ré-
identification et de fausse détection. Un objet à l’instant précédent est relié à un petit 
nombre d’observations à l’instant courant sur la base d’une mesure de distance. Les 
liaisons entre observations et objets sont pondérées par la distance associée à cette 
mesure de similarité.  
Généralement, les techniques exploitent les caractéristiques des objets mobiles à 
base d'hypothèse de proximité (déplacement) et de modèle d'apparence telles que la 
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similarité de forme, le mouvement et le contenu photométrique. L'ensemble des 
caractéristiques peuvent être exploité de façon distincte, combinée deux à deux ou 
toutes ensembles en fonction de la complexité du problème de suivi à résoudre. A partir 
des caractéristiques de l'objet, les techniques déterministes permettent de mettre en 
correspondance des objets avec des observations entre deux images consécutives. Le 
but est, d'affecter les observations aux pistes en cours de suivi en minimisant la distance 
calculée entre les différentes caractéristiques. Le calcul de  la distance entre les objets 
suivis et les observations sont basés sur des techniques de corrélation sur les contours 
de l’objet qui peuvent être normalisés au besoin pour faire face aux problèmes 
d'illumination. Il se peut que les caractéristiques de l'objet exploité pour le suivi 
subissent des variations. Dans ce cas, les histogrammes de couleur ou de contour sont 
utilisés pour limiter  les conséquences de ces derniers. La distance de Bhattacharya ou la 
divergence de Kullback-Leibler ou le flot optique [SA04] peut être utilisé lors de la mise 
en correspondance des objets avec deux observations entre deux images consécutives. 
Dans certains cas, le suivi d'un objet peut être étendu au suivi multi-objets en rendant 
interdépendantes les extractions des pistes.  
Dans [FPK05], une technique est proposée et consiste à extraire dans un premier 
temps le meilleur chemin, ensuite modifier le graphe afin d'augmenter le coût des pistes 
passant  sur les nœuds de ce chemin. Une fois le second chemin est obtenu, la 
procédure est reprise et ainsi de suite. Une gestion en ligne des occultations n'est pas 
possible mais est envisageable hors ligne lorsque l'objet est préalablement suivi avec 
cette approche. Mais une amélioration à cet effet a été proposée dans [SS03] en 
introduisant à chaque instant un nœud sans mesure en prenant compte des occultations 
ou les mauvaises détections dans un intervalle de temps inférieur à un seuil fixé. 
 
2.2.2.2. Techniques probabilistes bayésiennes ou non de suivi d'objets 
 De nombreuses méthodes statistiques «Kalman Filter» et probabilistes (PDAF et 
MHT) ont été proposées dans l'état de l'art en réponse au problème de suivi d'objets 
mobiles. Le filtre de Kalman et ses extensions ont connu un grand succès pour leur 
exploitation dans plusieurs applications de suivi de cible pour leur élégance et 
robustesse (capacité prédictive et d'estimation). Le filtre de Kalman est basé sur deux 
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modèles qui sont le modèle d'observation (mesures du capteur) et le modèle d'état 
(modèle mathématique d'estimation) et très bien adapté lorsque le bruit dans l'image 
est important. Par exemple, dans le cas d'un objet de petite taille ou en présence 
d'images de types infrarouges, ce type de filtre a la capacité de filtrer des artéfacts de 
faible durée comme les occultations ponctuelles. Ce filtre statistique prédictif a été 
utilisé avec un modèle d'apparence dans [RS98, PC01b] pour un suivi robuste d'objets 
mobiles. 
 En vision par ordinateur, le suivi d'objets dans une séquence d'images vidéo reste 
en investigation et en constante amélioration car il n'existe pas pour l'instant une 
technique généraliste s'adaptant à toutes les applications de vidéosurveillance dans un 
contexte réel [PC01, LWT03]. D'autres méthodes statistiques et probabilistes de suivi 
temporel multipistes qui exploitent plusieurs primitives simultanément existent. Parmi 
elles, nous pouvons citer: 
- l'algorithme des plus proches voisins NN (Nearest Neighbors) qui met en 
correspondance les observations en  fonction d'une distance; 
- le filtre Probabilistic Data Association Filter (PDAF) estime le maintien de pistes 
[BSL95]; 
- le filtre Joint Probabilistic Data Association Filter (JPDAF) est une amélioration du 
précédent [Bla86, BSF88]. Le JPDAF traite les associations image par image, et 
non sur la durée, comme le font les méthodes MHT [CH96, SL93] et PMHT 
[SL94, Gel98]; 
- le filtre de Kalman Distribué DKF [RDS93] combine divers filtres de Kalman en 
parallèle pour augmenter la robustesse. Enfin, remarquons l’existence d’un filtre 
hybride qui est une combinaison de MHT et JPDAF utilise le MHT pour 
l'initialisation et la terminaison de pistes, et le JPDAF pour le maintien des pistes; 
- Enfin, les techniques basées sur l'optimisation combinatoire. 
 
2.2.3. Bilan de détection et du suivi pour l’approche adoptée 
 D’un point expérimental, nous avons étudié deux grandes classes d’approches de 
détection et de suivi d’objets mobiles dans des séquences vidéo. Chaque classe 
d’approche, que ce soit pour la détection ou le suivi est composée de deux techniques 
Chapitre 2 : Etat de l'art des modules de traitements d'un système de vision pour la 
reconnaissance de scénario  
 
53 
 
qui font partie des plus connues et utilisées. Le Tableau 2.1 dresse un bilan des 
différentes méthodes de détection et de suivi d’objets mobiles exploités afin de faire 
ressortir les avantages et les inconvénients de chaque technique.  
Ce bilan a guidé notre choix de techniques et d’algorithmes pour la détection et 
le suivi d’objet mobile afin de répondre à des contraintes d’exploitation efficace de ces 
résultats produits par ces couches de traitement et par les autres couches hautes de 
traitements d’interprétation automatique de la vidéo. Nous nous sommes focalisés sur 
trois principaux critères pour choisir nos méthodes.  
Le premier critère concerne la difficulté d’initialisation de l’algorithme car cela 
permet d’avoir une approche moins contraignante, flexible simple et efficace.  
Le second critère est relatif au coût en temps de calcul (aspects temps réel) et la 
complexité de l’algorithme tant pour le cas de la détection que pour celui du suivi. On 
note que le résultat du suivi dépend principalement de la qualité du celui de la 
détection.  
Le troisième critère concerne la robustesse et l’efficience des résultats, ce qui 
permet de calculer le taux d’erreur moyen du suivi afin d’évaluer la qualité de la 
détection par l’estimation du taux de fausse ou de non détection.  
Ces trois critères sont très importants pour les outils mathématiques que 
constituent les modèles de Markov cachés choisis pour les traitements haut niveau 
notamment l’analyse de la vidéo. 
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Approches de 
détection 
Avantages Inconvénients Approches de 
suivi 
Avantages Inconvénients 
Différences d’images 
consécutives 
Initialisation souple 
Simplicité et facilité 
d’utilisation  
Complexité algorithmique 
faible 
Ombres rejetées 
Détection incomplète 
Mouvement obligatoire 
Mise en 
correspondance basée 
sur l’association de 
deux images 
successives (MHT) 
Temps de calcul 
acceptable 
Gestion d’apparition et de 
disparition de cibles 
Temps de calcul faible 
Pourcentage de convergence faible 
 l'erreur de suivi moyenne 
important 
Soustraction de fond 
par modélisation 
statistique 
Complexité algorithmique très 
élevée 
Classification très ardue 
Robustesse et efficience des 
résultats 
Initialisation avec une 
scène statique 
Ombres non rejetées 
Mise en 
correspondance basée 
sur une statistique 
d’association(PDAF) 
Temps de calcul 
acceptable 
Gestion d’apparition et de 
disparition de cibles 
Temps de calcul très élevé 
Pourcentage de convergence élevé 
 Erreur de suivi moyenne non 
négligeable 
Soustraction de fond 
par moyenne 
récursive 
Complexité algorithmique 
moyenne sinon faible 
Classification simple 
Robustesse et efficience des 
résultats 
Initialisation avec une 
scène statique 
Ombres non rejetées 
Mise en 
correspondance basée 
sur une soustraction de 
fond par moyenne 
récursive 
Temps de calcul 
acceptable 
Gestion d’apparition et de 
disparition de cibles 
Temps de calcul moyen ou faible 
Pourcentage de convergence élevé 
 Erreur de suivi moyenne minimale 
Flot optique Informations précises sur le 
mouvement  
Suivi robuste  
Possibilité de suivi avec 
prédiction  
Complexité et calculs 
élevés, ombres non 
rejetées mouvement 
obligatoire  
Interprétation difficile 
Mise en 
correspondance basée 
sur le mouvement 
calculé avec le flot 
optique 
Temps de calcul 
acceptable 
Gestion d’apparition et de 
disparition de cibles 
Temps de calcul élevé 
Pourcentage de convergence élevé 
 Erreur de suivi moyenne minimale 
 
Tableau 2.1. Tableau récapitulatif des méthodes de détection de mouvement et de suivi d’objets mobiles dans des séquences vidéo. 
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2.3.  Les traitements haut niveau   
 Le module de traitements haut niveau exploite les résultats en sortie du module 
de traitement bas niveau combinés à des caractéristiques haut niveau qui sont extraites 
de la scène. Ces caractéristiques concernent les paramètres d'entrées des algorithmes 
d'analyse et d'interprétation de la scène qui produisent à leur tour en sortie des 
décisions de reconnaissance d’un événement puis d'une activité. Depuis les années 90, 
de nombreux algorithmes de reconnaissance d'activités humaines (scénarios 
intéressants) ont été mis au point en vision cognitive en proposition avec des 
applications diverses et dans plusieurs domaines [VVA05, ALD11].  
Dans cette section, nous examinerons quelques travaux de recherche connexes sur 
la thématique de la  reconnaissance d'activité humaine (HAR : Human Activites 
Recognition) en faisant un état de l'art sur les principales approches exploitées tout en 
mettant en exergue leurs avantages et  leurs limites [Zia10]. Nous pouvons les classer en 
deux grandes catégories d'approches complémentaires et selon la communauté de 
chercheurs, nous distinguons deux principales classes d'approches qui sont utilisées 
pour reconnaître des scénarios spatio-temporels dans une séquence vidéo [ZMN08].  
Nous avons les approches dites méthodes symboliques basées sur des techniques 
du domaine de l’intelligence artificielle et les approches dites méthodes orientées 
numériques qui sont basées sur des outils statistiques et probabilistes.  
 
2.3.1. Approches orientées méthodes symboliques  
 Les approches orientées méthodes dites symboliques utilisent les termes scénario 
et chronique pour décrire les séquences. Ces techniques génèrent un processus de 
construction d'hypothèse et de vérification à partir de modèle d'enchaînement 
d'événements élaboré par les modules de traitements bas niveaux en vue de les décrire 
à un niveau décisionnel. La flexibilité et leur capacité d'adaptation aux contraintes des 
traitements de haut niveau pour la reconnaissance ont fait leur succès [Tes03, VBT03, 
SZP+11]. Cependant, ces techniques sont assez complexes à mettre en œuvre  lorsque les 
contraintes temporelles doivent être intégrées dans le système de reconnaissance. De 
plus, la gestion des incertitudes et des imprécisions est quasiment impossible.  Un état 
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de l'art assez complet de ces techniques a été proposé dans la thèse de T. Vu [Vu04] et 
l'Habilitation à Diriger des Recherches de Bremond [Bre07].  
Dans la suite de la section, nous présentons les méthodes symboliques sans 
contrainte temporelle puis celles intégrant une contrainte temporelle et enfin une 
analyse de ces méthodes pour faire ressortir les avantages et les limites de ces 
méthodes.  
 
2.3.1.1. Les méthodes symboliques sans contrainte temporelle  
 Les approches orientées méthodes symboliques sans contrainte temporelle 
élaborent un processus de raisonnement très proche du raisonnement humain. Mais 
loin de l’être, elles sont basées sur une représentation de graphes symboliques. Elles 
reposent sur des langages formels exploitant des règles pour transcrire les 
connaissances expertes d'un domaine. Ces langages abstraits permettent de gérer des 
contraintes logiques et par extension des contraintes temporelles entre événements et 
sont très proches des langages objets utilisés en programmation. Les modèles 
d'enchaînement d'événements (scénario) sont construits à partir de connaissances 
expertes à un haut niveau sémantique et respectent un raisonnement humain. Deux 
grandes catégories de ces techniques existent:  
 
- les méthodes symboliques sans contrainte temporelle ;  
- les méthodes symboliques avec contrainte temporelle.  
 
Plusieurs travaux de recherche à travers des projets ont été réalisés dans le cadre de 
la reconnaissance de scénario en utilisant les méthodes symboliques. Parmi ces travaux, 
nous avons ceux de l'équipe Orion (Pulsar INRIA) [Bre97], et [TR99] qui  proposent une 
approche basée sur un graphe d'états composé de quatre types de nœuds : objet, 
descripteur, opérateur et classificateur (voir Figure 2.3). Les activités des objets mobiles 
présents dans la scène sont mises en correspondance avec des scénarios composés de 
listes d'activités avec des contraintes logiques et temporelles. Un scénario reconnu est 
validé une fois que la séquence des activités  de ce scénario est observée.  La Figure 2.3 
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illustre le cas d'un scénario décrivant la rencontre de deux personnes près d'une 
cafetière. Le Tableau 2.2  décrit les nœuds et leur représentation dans le graphe d’état.  
 
  
 
 
 
 
 
 
 
Figure 2.3. Modélisation du graphe d'état [TR99]. 
 
Tableau 2.2. Illustration de modélisation du graphe d'état [TR99]. 
 
 L'une des premières approches basée sur un réseau de graphe symbolique dans 
lequel les nœuds correspondent à une variable booléenne permettant de reconnaître un 
scénario a été proposée par  [KAA86], et offre une technique de reconnaissance avec 
détermination des événements [KS86].   
Cependant, la technique est difficile à exploiter pour reconnaître des actions dans 
les applications du monde réel. D'autres approches basées sur les réseaux de Pétri ont 
Noms des nœuds Représentation des nœuds Description 
 
L'objet 
 
 
 
 
Une observation dans l'environnement 
à un instant t 
 
Le descripteur   
 
Un vecteur d’observations telles que la 
taille, la position, la forme, la 
trajectoire et l'orientation. 
 
L'opérateur 
 
Un outil de combinaison de mesures de 
types arithmétiques ou logiques. 
 
 
Le classificateur  
Un outil de transformation 
numériques-symbolique 
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été développées par [CCT96]. Ces approches ont connu quelques succès en raison de la 
capacité des réseaux de Pétri à modéliser des systèmes à événements discrets. Le projet 
de perception a mis en place un formalisme des réseaux de Pétri interprétés pour 
décrire à partir de modèle d'enchaînements d'activités la couche d'interprétation 
symbolique de la scène à travers un processus de génération-vérification [CCT96].  
Ghanem et al. [NGD04] ont développé une approche basée sur la définition 
d'événements primitifs qui déterminent les événements d'intérêts en y intégrant tant 
bien des contraintes logiques que temporelles. La phase de détection et de suivi de la 
cible exploite des événements primitifs qui sont représentés à l'aide d'un réseau de 
Pétri. Une approche basée sur un seul réseau de Pétri a été utilisée pour reconnaître un 
seul type d'activité mais incapable de reconnaître d'autres occurrences de la même 
activité.  
Par exemple, dans ce contexte, Lesire et Tessier [LCT07] ont conçu un réseau de 
Pétri pour reconnaitre une activité donnée dans laquelle les nœuds du réseau 
correspondent à des événements typiques et les jetons aux objets mobiles impliqués 
dans la réalisation de l'activité. Une grammaire stochastique a été proposée par Ivanov 
et Bobick en 2000 [IB00] pour analyser des actions simples afin de les reconnaître par 
des modules de vision haut-niveau.  
 
2.3.1.2. Les méthodes symboliques avec contraintes temporelles  
  Les techniques symboliques [SAA12] avec contraintes temporelles permettent de 
modéliser et de reconnaître des scénarios intégrant des contraintes temporelles. Ces 
techniques sont basées sur différentes modélisations temporelles et exploitent des 
raisonnements distincts [VBT02]. Dans ces approches, les modélisations peuvent varier 
selon qu’elles autorisent ou non et à différents niveaux, la représentation de 
l’incertitude et du temps. Les modélisations sont généralement classées selon les 
relations temporelles qui les lient et peuvent être numériques, symboliques ou un 
mélange gaussien. Il existe plusieurs types de raisonnements qui exploitent deux 
principales approches telles que les approches de type CSP (Constraints Satisfaction 
Problem) et les approches graphiques.  
Chapitre 2 : Etat de l'art des modules de traitements d'un système de vision pour la 
reconnaissance de scénario  
 
59 
 
Dans le cadre de l'exploitation des réseaux de Pétri, deux extensions des réseaux 
de Pétri ont été développées en réponse à l'intégration de la contrainte temporelle. En 
outre, une autre approche basée sur des techniques de représentation du temps par 
intervalle de temps. Nous avons les réseaux de Pétri temporisés basés sur la durée 
d'état et les réseaux de Pétri temporels basés sur l'estimation du délai entre deux 
événements.  
De nombreux modèles basés sur les Chroniques ont été développés parmi 
lesquels nous avons l'approche proposée par C. Dousson [Dou94] et M. Ghallab 
[CDG93] qui est un système de reconnaissance de chroniques basées sur le langage 
IxTet et appliquées à des problèmes de supervision dans les réseaux de 
télécommunications. Cette technique appelée CRS (Chronicle Recognition System) a été 
améliorée en y intégrant une architecture hiérarchique par [DM07] en cas de description 
plus complexe du système. Deux catégories de techniques réseaux symboliques sont 
basées sur les chroniques que sont  la méthode SPRS (Stores Partially Recognized 
Scenarios) qui est une approche de reconnaissance de scénario basé sur une analyse des 
scénarios reconnus par le système par le passé [VTB02, TR00], et la méthode STRS 
(Stores Totally Recognized Scenarios) qui est une approche de reconnaissance de scénario 
basée sur une analyse des scénarios reconnus par le système ou qui peuvent être 
reconnus à l'avenir [Gha96]. 
 La méthode STRS permet de reconnaître un scénario en cherchant dans 
l'ensemble des scénarios précédemment comptabilisés et les sous-scénarios 
correspondant au modèle de scénario pour être reconnu. Ainsi, si le système ne 
reconnaît pas le scénario, il faudra recommencer le même processus (revérifier les 
mêmes contraintes) dans l'instant suivant, ce qui implique un temps de traitement 
coûteux. Cette principale conséquence est le premier problème auquel on faire face dans 
l’utilisation de la méthode STRS. Un deuxième problème est que les algorithmes STRS 
ne peuvent stocker et maintenir que toutes les occurrences de scénarios précédemment 
reconnus. La méthode SPRS, à partir d'un scénario reconnu permet de prédire les 
scénarios qui devraient être reconnus dans les prochains instants. Ainsi, les scénarios 
doivent être délimités dans le temps pour éviter les scénarios attendus sans fin.  
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Un deuxième problème est que les algorithmes SPRS doivent stocker et 
maintenir toutes les occurrences de scénarios partiellement reconnus, ce qui implique 
un espace de traitement coûteux. Par exemple, en 2000, N. Rota et M. Thonnat [RT00] 
ont utilisé une représentation déclarative de scénarios définis comme un ensemble de 
contraintes spatio-temporelles et logiques. Ils ont utilisé une technique traditionnelle de 
résolution de contraintes pour reconnaître des scénarios. Pour réduire le temps de 
traitement de l'étape de reconnaissance, ils ont proposé une technique de vérification de 
la cohérence du réseau sous contraintes en utilisant l'algorithme AC4 [MH86].  
En 2002, R. Gerber, H. Nagel et H. Schreiber [GNS02] ont défini une méthode 
pour reconnaître un scénario basé sur une logique temporelle floue. Dans la même 
année, T. Vu, F. Bremond et M. Thonnat [VBT02] présentent une approche pour 
optimiser la résolution de la contrainte temporelle, en ordonnant dans le temps les sous 
scénarios du scénario pour être reconnus. La caractéristique commune de ces approches 
est de stocker tous les scénarios totalement reconnus mais par le passé. Il existe d'autres 
approches symboliques qui sont  associées aux langues avec des ontologies de 
représentation proposées par Médioni [BM98, HTWM04], Hongeng et Nevatia [Hon02, 
HNB04, NHB04].  
 
2.3.1.3. Limites des méthodes symboliques  
 La difficulté majeure des méthodes symboliques est qu’elles ne gèrent ni 
l'incertitude, ni l'imprécision des données (observations) et celles générées par les 
traitements du processus de vision par ordinateur. De plus, il est très difficile, voir 
impossible de prendre en compte le caractère incomplet de la connaissance. Dans le 
cadre de l'utilisation de ces méthodes, chaque état dans le graphe est associé à un 
événement primaire et représente une variable binaire. Ce dernier indique que 
l'événement associé à l'état-graphique apparaît ou n'apparaît pas. Par conséquent, ces 
méthodes ne fournissent pas la solution au processus sémantique faible niveau en 
charge des mécanismes de vision par ordinateur pour la détection d'événements qui 
sont très importants quand il s’agit de faire des ajustements, comme une rétroaction sur 
l'ensemble du système [Kun04].  
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En plus de ces nombreuses difficultés, pour la gestion de multiples contraintes, les 
méthodes symboliques peuvent facilement conduire à des explosions combinatoires 
dans le développement d'algorithmes avec une complexité de calcul énorme. Toutefois, 
en fonction de l'application visée, ces approches sont très appropriées, efficaces et ont 
montré d'excellents résultats. En conséquence, l'incapacité de gestion des incertitudes 
de ces techniques ne permet pas de répondre à certaines exigences du contexte 
applicatif de nos travaux de thèse. Pour répondre à ces exigences, d’autres approches 
orientées méthodes numériques (déterministe ou statistique) ont été proposées afin de 
gérer efficacement, autant l'incertitude que l'imprécision des données traitées. Elles 
peuvent également être utilisées pour résoudre le problème récurrent de l'incomplétude 
de la connaissance qui est au cœur de l'expertise et des applications médicales.  
L'exemple du contexte de notre application qu'est celui du domaine médical 
spécifiquement, la conception et la mise place d'un système d'assistance par ordinateur 
à la surveillance des patients aux USIs pour aider l'opérateur médico-surveillant 
(infirmière superviseur) l'illustre bien. Ce système à partir de génération d'alarme 
visuelle en ligne suite à la détection automatique d'un événement important ou anormal 
(situation à risque pour l'état du patient, dangereux pour la santé du patient, par 
exemple la détection d’agitation ou de douleur), permet d'archiver tous les scénarios 
reconnus comme importants dans une base de données spéciale nommée boîte noire 
médicale. Les méthodes numériques sont plus adaptées et nous ont permis d'avoir des 
résultats satisfaisants tout en gérant l'ensemble des imperfections liées aux données et 
celles générées par les traitements de bas niveau. Dans la section ci-dessous, nous 
faisons un bref état de l'art des méthodes orientées numériques.  
 
2.3.2. Approches orientées méthodes numériques 
 De nombreuses approches orientées méthodes numériques exploitent des outils 
mathématiques statistiques et ont été proposées par la communauté de vision par 
ordinateur pour reconnaître les activités humaines dans des séquences vidéos [BPV04, 
HBN00, RRL89, HJB98, TBM+04]. Un des plus grands défis de ces techniques est de 
relier les observations numériques aux états du système observé en tenant compte de 
l'incertitude sur les observations et les états. A l'opposé des méthodes symboliques, 
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celles numériques permettent de gérer l'incertitude sur les observations et les états. Les 
méthodes numériques axées sur l'analyse de séquences d'images et l'interprétation de la 
scène vidéo peuvent  être classées en deux catégories: les approches déterministes et les 
approches probabilistes. Cependant, il convient de noter que cette dernière catégorie est 
la plus utilisée ou exploitée par les chercheurs pour la reconnaissance de scenario. Dans 
les approches déterministes comme la programmation dynamique. Elle fournit en 
particulier une technique efficace pour associer deux séquences de primitives 
ordonnées globalement. En reconnaissance de la parole, cette technique déterministe a 
été utilisée puis adaptée en vision par ordinateur afin de mettre en correspondance des 
primitives géométriquement alignées. La technique a été également adaptée dans le 
cadre de la stéréovision afin de mettre en correspondance des primitifs se situant sur les 
droites épipolaires [Zia10].  
 En vision par ordinateur, une des approches naturelles pour la reconnaissance 
des activités humaines consiste à utiliser des outils probabilistes [BPV04, HBN00, 
Rab89]; ou les réseaux de neurones [HJB98] afin de faire face à la gestion des 
incertitudes propagées via les processus de traitement de vision bas niveau [ZM11] et 
l'imprécision des observations. Les nœuds du réseau correspondent généralement à des 
scénarios qui sont reconnus à un instant donné avec une probabilité calculée. Ces 
techniques statistiques sont basées sur l'estimation du modèle de séquence 
d'événements qui représentent le scénario appris a priori lors de la phase 
d'apprentissage. A partir des données d'apprentissage, généralement, des observations 
numériques peuvent être étiquetées dans le cas d'un apprentissage supervisé ou non 
étiquetées dans le cas de l’apprentissage non supervisé [ZM11].  
À cette fin, ces techniques ont besoin en amont, d'une étape qui concerne 
généralement l'extraction de caractéristiques temporelles et/ou fréquentielles des 
données. Ces caractéristiques sont ensuite utilisées pour classer les activités, en se 
basant exclusivement sur des méthodes d'apprentissage automatique supervisées. 
Parmi les nombreuses méthodes d'apprentissage utilisées pour ces applications, on peut 
citer: le k-plus proche voisin [ABT10], les modèles de Markov cachés (Hidden Markov 
Models : HMM) [HLT07]; les réseaux de neurones artificiels (Artificial Neural Network : 
ANN) [HJB98] les machines à vecteurs de support (Support Vector Machine : SVM) 
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[ABT10, YCB11]. En outre, la phase d'apprentissage permet également d'estimer les 
liens statistiques entre états à un même instant et à des instants consécutifs. Elle permet 
par conséquent d'élaborer des modèles d'évolution du scénario à reconnaître. Ce type 
d'approche a été utilisé au départ en reconnaissance de la parole [Rab89]. Cependant, 
une caractéristique importante des méthodes d'apprentissage automatiques supervisées 
est que la représentation des activités n'est possible que pour un certain nombre 
d'activités prédéfinies qui ont déjà été étudiées et étiquetées. Ce qui rend ces procédés 
difficiles à modifier ou à mettre à jour. L'ajout d'une nouvelle catégorie d'activités, par 
exemple, nécessite un nouvel ensemble de données et/ou le recyclage de l'ensemble du 
système (un apprentissage total de la base de reconnaissance afin d'intégrer les 
nouveaux scénarios). Une autre caractéristique de la plupart des méthodes 
d'apprentissage automatique supervisé standard dans un contexte probabiliste est 
qu'elles conduisent à une «boîte noire» à l'intérieur de laquelle les décisions sont prises 
de manière invisible à l’utilisateur. Ce qui est particulièrement gênant pour les 
applications dans le domaine médical, où la compréhension du raisonnement derrière 
la décision rendue est extrêmement importante pour sa validation [SAA12].  
Dans les travaux d'état de l'art, de nombreux chercheurs se sont intéressés à la 
détection et l'analyse du comportement humain dans des séquences vidéo en utilisant 
des outils probabilistes et statistiques. Parmi les outils probabilistes stochastiques ou 
simplement probabilistes,  les plus couramment exploités sont les techniques basées sur 
le modèle de mélange gaussien (Gaussian Mixture Model : GMM) pour la décision, les 
réseaux de neurones artificiels, le réseau bayésien dynamique (DBN), les modèles de 
Markov cachés avec plusieurs extensions dont l'une des dernières en date est celle 
crédibiliste qui exploite les fonctions de croyances transférables.  
Dans [NCM04] en 2004, Mckenna et Nait-Charif ont développé un système de 
détection de «chute de personne» à l'intérieur d'une pièce d'un appartement en utilisant 
les modèles de mélange gaussien (Gaussian Mixture Model : GMM) pour représenter les 
zones d'intérêts en associant l'algorithme de maximisation (Expect Maximisation: EM) 
pour l'étape d'estimation et un estimateur de maximum a posteriori (MAP) pour la 
détermination de la structure et les paramètres du modèle. Cette technique permet de 
combiner l’information a priori sur les zones de détection et les composantes 
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gaussiennes. Dans les zones d'intérêts, ils ont défini des activités telles que «Entrez par la 
porte de la salle», «S'asseoir sur le sofa» et «Sortir par la porte arrière». La Figure 2.4 est une 
illustration de la détection du scénario «chute de personne» avec une segmentation de la 
trajectoire. 
 
Figure 2.4. Détection d'une chute avec trajectoire segmentée [NCM04]. 
 
2.3.2.1.  Les réseaux de neurones  
 L'utilisation des réseaux de neurones pour la reconnaissance des activités 
humaines, remonte aux années 90. Les réseaux de neurones appelés aussi réseaux 
connexionnistes sont souvent utilisés pour les problèmes de classification. Par exemple, 
Howell et Buxton [HJB98] d’une part, et d’autre part, Howarth et Buxton [HJB00] ont 
utilisé les réseaux de neurones pour la reconnaissance de geste humain [WB01] dans un 
contexte d'interaction visuelle médiatisée. Une approche consiste à modéliser un 
comportement humain par une séquence temporelle de mouvements du corps ou les 
configurations du corps humain tel qu'un changement d'une pose de tête, et des actions 
comme «marcher», et «s'asseoir» [VT04]. Plusieurs exemples de mouvements et 
comportements du corps humain sont illustrés dans le Tableau 2.3 pour la détection de 
gestes [WB01] pour la communication humaine. Quelques années plus tard, les mêmes 
auteurs proposent d'utiliser une autre variante de réseaux de neurones basée sur les 
fonctions de base radiale (Radial basis Functions : RBF) et ont proposé par la suite une 
version améliorée de la RBF qui intègre la gestion des contraintes temporelles appelées 
fonctions radiales temporisées (Time-Delay Radial Basis Functions: TDRBF) pour une 
description plus fine du scénario à reconnaître [HJB02]. Le TDRBF  a été utilisé pour 
reconnaître de simples gestes de pointage et des gestes d'indication 
communicationnelle de la main dans des séquences d'images. Les réseaux de neurones 
peuvent stocker une base de connaissances résultant de l'analyse de l'environnement 
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formel où se déroule la scène. Les réseaux de neurones ont la capacité de stocker une 
base de connaissances résultant de l'analyse de l'environnement formel où la scène se 
déroule  et permet d'éviter par conséquent l'étape ardue de formalisation du modèle de 
scénario. D'autres avantages de ces outils résident dans l'utilisation conjointe de 
plusieurs neurones pour la représentation de connaissances à la phase d'apprentissage. 
De plus, il est possible qu'un neurone participe pour le codage de plusieurs d'entre eux. 
D’autres types d’extensions comme les réseaux de neurones flous ont été exploité en 
reconnaissance de la parole et ont permis de combler plusieurs limites du modèle des 
réseaux neurones standard [EEG01]. 
Cependant, les réseaux de neurones artificielles ne sont pas efficaces pour faire 
face à des problèmes de reconnaissance de comportements complexes qui font 
intervenir un grand nombre d'objets physiques avec des contraintes temporelles 
complexes (par exemple, lorsque les contraintes temporelles sont synchronisées). Ces 
outils peuvent conduire facilement à une explosion combinatoire des comportements 
possibles correspondant à toutes les combinaisons probables des objets physiques 
détectés dans la scène [VT04]. 
 
Tableau 2.3. Illustration de quelques exemples de mouvement du corps et définitions de 
comportement pour la base de données de geste [HJB02]. 
 
2.3.2.2. Les réseaux bayésiens dynamiques  
 Un réseau bayésien dynamique (Dynamics Bayesian Network: DBN) est composé 
de graphes et de sous-graphes temporellement séparés et reliés entre eux par des liens 
dynamiques [ORP00]. Ces sous-graphes sont reconfigurables automatiquement et 
comprennent un réseau de nœuds qui peuvent être reliés non seulement aux autres 
nœuds de la même tranche de temps, mais aussi à des nœuds de la tranche d'intervalle 
de temps suivante ou précédente. D'autre part, il est aussi possible de définir un réseau 
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bayésien dynamique comme une extension des réseaux bayésiens. Ces derniers ont été 
exploités pour la première fois pour la reconnaissance de comportements dans une 
application de surveillance à distance. Ils fournissent un formalisme cohérent et intuitif 
pour représenter l'incertitude et l'imprécision des informations. La capacité des réseaux 
bayésiens à représenter les données d'un problème à la fois sous une forme qualitative 
et quantitative pour les systèmes de reconnaissance des activités humaines justifie le 
grand intérêt témoigné pour eux dans leur exploitation par les chercheurs en vision par 
ordinateur ces dernières années. Chaque type de représentation qualitative et 
quantitative désigne les deux principaux niveaux de représentation des réseaux 
bayésiens. Les mécanismes de raisonnement dans les réseaux bayésiens dynamiques 
peuvent être regroupés en deux niveaux d'abstractions :  
1) le niveau qualitatif est constitué d'un graphe acyclique orienté dans lequel les 
nœuds représentent les variables qui peuvent prendre plusieurs valeurs, et des 
arcs des relations causales entre les variables ; 
2) le niveau quantitatif concerne la table de probabilités associées à chaque nœud 
qui définit l'état du nœud étant donné l'état de ses parents. La relation de cause à 
effet entre les variables est exprimée par la présence ou l'absence d’arcs entre 
eux. 
Un DBN «Dynamic Bayesian Network» est représenté par un graphe acyclique fini, 
illustré comme exemple à la Figure 2.5 et  défini par : 
-  Des nœuds qui sont les variables aléatoires discrètes; 
-  Des arcs qui permettent de relier graphiquement les nœuds; 
-  3Des bords qui sont des influences directes sur les nœuds; 
-  Un tableau de distribution de probabilité est associé à chaque nœud représentant 
une distribution de probabilité conditionnelle (Conditional  Probability 
Distribution : DPC) pour quantifier l'effet que les nœuds parents ont  sur les 
nœuds fils. Le CPD est estimé par l’équation 2.5 : 
( ) ( )( )∏
=
=
n
i
ii XpaXPXP
1
n21 X ..,,.........X ,  
     (2.5) 
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Figure 2.5.  Exemple de représentation d'un réseau bayésien dynamique [Zia10]. 
  
Les réseaux bayésiens sont principalement utilisés pour calculer les probabilités 
conditionnelles de variables liées les unes aux autres par des relations de cause à effet. 
Cette utilisation est appelée inférence. Un type d'inférence particulier est la mise à jour 
des probabilités qui se produisent en raison d'une série d'observations. L'inférence 
revient à un problème de calcul déductible et parfois de façon incrémentale avec une 
solution mathématique existante en général. Toutefois, selon la structure du réseau, ces 
calculs sont plus ou moins complexes.  
Par exemple, en 1995, le travail de Buxton et Gong [BG95] repose sur l’utilisation 
des réseaux bayésiens pour caractériser les positions et les interactions entre les objets 
observés dans une zone de surveillance de trafic. Trois années plus tard en 1998, 
Remagnino et al. ont utilisé les réseaux bayésiens pour la surveillance de parking 
[TRB98]. De même, Hongeng et al. [HN01], [SHB03b] ont également exploité les réseaux 
bayésiens combinés à une architecture multi-agent dans la reconnaissance des 
événements complexes. Ces événements sont représentés avec une couche hiérarchique. 
De même en 2005, Peursum et al. [WPV05] ont modélisé les interactions entre les 
personnes et les objets détectés dans une scène en utilisant les réseaux bayésiens.   
 
2.3.2.3. Les chaînes de Markov cachées et extensions 
 Les modèles de Markov cachés (Hidden Markov Model: HMM ) représentent l'un 
des outils les plus puissants pour la modélisation, l'analyse et l'exploration de données 
séquentielles. Ils représentent l'une des approches probabilistes les plus utilisées ces 
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trois dernières décennies pour la reconnaissance des activités humaines en vision par 
ordinateur. Plus récemment, les modèles probabilistes graphiques dynamiques [Mur02] 
tels que les réseaux bayésiens et ceux dynamiques sont apparus avec une très bonne 
performance en terme de la modélisation, de l'apprentissage des scénarios et du calcul 
de l'inférence.  
Les HMM sont très appropriés pour modéliser les états d'un système dynamique 
dans le cas où ces états ne sont pas directement observables. Deux principaux types 
d'HMM existent notamment : le type continu et le type discret. Une caractéristique 
intéressante des HMM est leur invariance à l'échelle de temps  permettant ainsi de 
reconnaitre les activités avec différentes échelles de temps. De nombreux problèmes 
d'applications complexes ont été résolus avec succès en utilisant les HMM. Nous 
pouvons noter par exemple, en reconnaissance de la parole, la découverte de séquence 
de mots dans les enregistrements de la parole [Rab89], en reconnaissance d'activités 
humaines dans des vidéos, la reconnaissance de séquence de mouvements humains. De 
nombreuses variantes des modèles de Markov cachés ont été développées en réponse 
aux lacunes identifiées dans le modèle classique en fonction des exigences des 
applications.  
Le type discret  du modèle de Markov caché a été exploité par exemple en 
bioinformatique pour la reconnaissance des séquences de bases azotées sur les brins 
d'ADN. Il existe quatre observations possibles discrètes qui sont A, C, G et T. Les quatre 
bases azotées s'alternent pour décrire les séquences d'ADN présents dans chaque brin et 
établissant ainsi un message porteur d'une information génétique. Dans ce modèle, 
l'HMM est utilisé pour aligner une séquence inconnue de bases azotées avec d'autres 
connues pour déterminer le rôle et les fonctions des séquences analysées. Ce mécanisme 
permet de détecter de nouvelles molécules ou de décoder des génomes et a notamment 
été mis en œuvre sur des architectures à base de circuits électroniques reconfigurables 
pour gérer de grandes quantités de données [OSJM07].  
 Dans le cadre de la reconnaissance de l'activité humaine, une première 
application a été réalisée via un système de reconnaissance de gestes basée sur des 
HMM et dans ce même contexte d'application, Ymato et al. [OYI92] ont proposé une 
approche de reconnaissance de six gestes de tennis par trois sujets différents en utilisant 
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un modèle discret d'HMM. Pour le tennis, les événements prédéfinis et prédéterminés à 
reconnaître dans les vidéos sont : les coups joués (revers, coup droit, smash) et les 
points marqués (ace, monté au filet). Les HMM ont permis de développer plusieurs 
applications de reconnaissance d'actions dans des vidéos de sport [KRD+06], [DVB+05].  
De même, en 2004, Bui et al. ont proposé un modèle de Markov caché hiérarchique 
(Hierarchical Hidden Markov Models : HHMM) étendu à un modèle hiérarchique général 
toujours pour la reconnaissance automatique de scénario dans une scène vidéo. Une 
autre approche a été développée par Bengio et Frasconi [BF95], où ils proposent un 
modèle de Markov caché avec entrée/sortie (où IOHMM est mis pour Input/Output 
HMM). L'IOHMM est une extension du modèle de Markov caché classique et a été 
utilisé pour aligner une séquence d'entrée à une séquence d'états discrets afin de 
générer la séquence de sortie. Inanov et Bobick [IB00] ont traité séparément la 
reconnaissance des scénarios sur une partie et les actions primitives en deuxième partie. 
Ils ont utilisé des HMM pour la reconnaissance des scénarios comme par exemple 
«voiture entrant, arrêt de voiture, personne sortante» et une grammaire spécifique pour la 
reconnaissance scénario (comportement complexe).  
D'autres extensions du modèle HMM de base ont également été utilisées. Parmi 
elles, nous avons, les modèles de Markov cachés couplés (Couple Hidden Markov Model : 
CHMMs) pour modéliser les interactions humaines (Oliver et al., 2000), et les modèles 
de Markov de longueur localement variable (Variable Length Markov Models : VLMMs) 
pour optimiser la taille des modèles de comportement [GJH01]. Récemment, d'autres 
études ont porté sur la modélisation des trajectoires des objets observés. Par exemple, F. 
Porikli [Pro04] a développé une approche de classification basée sur les HMM pour 
modéliser le lien de causalité temporelle entre les trajectoires traitées. Cette 
modélisation prend en compte les orientations locales successives des trajectoires afin 
de les comparer en termes de la forme et de la vitesse. Un mélange de fonctions 
gaussiennes a été rajouté afin de sélectionner un certain nombre d'états en tenant 
compte de la taille des trajectoires. Dans cette application, un atout majeur des HMM a 
été  l'intégration de l'aspect dynamique des transitions des trajectoires, qui s'applique 
bien à la reconnaissance.  
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En 2005, Duong et al. ont proposé un modèle semi-Markovien caché commuté 
pour la reconnaissance d'activités et la détection de situations anormales [DVB+05]. Les 
mêmes auteurs en 2009, ont proposé une modélisation de la durée dans un modèle 
d'HMM hiérarchique pour reconnaitre les activités humaines [DVB+09].  
D'autres outils de la théorie de l'incertain tels que la théorie de l'évidence et le 
modèle de croyances transférables, ont permis de mettre en place de nouvelles 
extensions des HMM comme les modèles de Markov Cachés Évidentiels (Evidential 
Hidden Markov Modèle : EvHMM). Une application de ces extensions a été proposée par 
E. Ramasso en 2007, dans le cadre de l'analyse et l'interprétation des vidéos d'athlétisme 
pour la reconnaissance de type de saut (en longueur, en hauteur puis triple saut par 
exemple).  
 
2.3.3. Bilan des techniques de reconnaissance de scénario  
 La revue bibliographique des outils et techniques pour la reconnaissance de 
scénarios dans des séquences d’images vidéos a permis de distinguer deux grandes 
catégories d’approches obtenues selon la communauté de chercheurs qui les exploite. 
Une première catégorie dite méthodes symboliques sont généralement des approches 
de type qualitatif et ont permis d’avoir des résultats de reconnaissance très 
encourageants. Cependant, ils peuvent conduire facilement une explosion 
conditionnelle en présence de scénarios complexes ou lorsqu’il y a un nombre élevé 
d’objets dans la scène. L’inconvénient majeur de cette catégorie de techniques est la 
difficulté ou l’impossibilité de gestion d’incertitude.  
En outre, la seconde catégorie qui concerne les méthodes numériques représente 
des techniques quantitatives car ils exploitent des outils mathématiques de type 
probabiliste et statistique. Ces techniques  sont très efficaces et robustes et ont permis 
d’avoir d’excellents résultats en reconnaissance d’activité. De plus, en fonction du cadre 
de raisonnement, ils offrent une flexibilité très intéressante dans la gestion d’incertitude 
et d’imprécision et d’incomplétude. Le problème majeur de ces outils est relatif à la 
phase d’apprentissage fastidieuse, la difficulté de mise à jour de la base de connaissance 
et enfin un coût de temps de calcul trop élevé. Le Tableau 2.4 dresse un bilan comparatif 
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des différentes techniques de reconnaissance de scène en ressortant les avantages et les 
inconvénients de chaque technique. 
 Méthodes  Avantages Inconvénients 
Méthodes symboliques 
1 Classification d’action Simplicité algorithmique 
Facile à utiliser 
Explosion conditionnelle pour des scénarios 
complexes 
2 Les automates Peut traiter efficacement des séquences 
d'événements 
Explosion conditionnelle en fonction du 
nombre d’objets présents dans la scène 
Impossible de  représenter des événements 
synchronisés 
3 Approche CSP Simplicité algorithmique 
Facile à utiliser 
Complexité algorithmique prohibitive 
Méthodes symboliques et temporelles 
5 Réseau de  Pétri Permet une prédiction 
Peut traiter efficacement des séquences 
d'événements 
Ne peut pas traiter les événements interdits  
Explosion combinatoire en cas de problème 
d'objet multi-physique 
6 Reconnaissance de 
chronique 
Très efficace pour le problème mono-
physique-objet  
Efficace pour le traitement des événements 
négatifs 
Explosion combinatoire en cas de multi-
physique-objet problème 
7 Approche TCP Peuvent utiliser efficacement les résultats 
calculés dans le passé  
Permet la prédiction 
Explosion combinatoire du nombre d'objets 
physiques 
Méthodes Orientées Numériques 
8 Classificateur Bayésien Gestion d’incertitudes Difficultés de gestion des contraintes 
temporelles et coût de calcul élevé 
9 Réseau de neurones Adaptation à l’environnement 
Gestion de données incomplètes 
Difficultés de gestion des contraintes 
temporelles et Coût de calcul élevé 
10 MMCs Gestion d’incertitudes 
Reconnaissance de séquences d’événements 
 
Phase d’apprentissage fastidieuse 
Ne peuvent pas faire face à des relations  
temporelles complexes Coût de calcul élevé 
Méthodes orientées numériques à contraintes temporelles 
11 MMCs Hiérarchiques Gestion d’incertitudes 
Reconnaissance de séquences d’événements 
Gestion de la structure hiérarchique des 
actions  
Coût de calcul élevé 
Complexité algorithmique élevé 
12 MMCs temporel Gestion d’incertitudes 
Reconnaissance de séquences d’événements 
Gestion des relations temporelles complexes 
Coût de calcul élevé 
Complexité algorithmique élevé 
13 MMCs Crédibilistes Gestion d’incertitudes et d’imprécisions 
Gestion d’incomplétude des données 
(modélisation de l’ignorance) 
Gestion du doute et du conflit 
Combinaison et fusion d’informations 
Coût de calcul élevé 
Complexité algorithmique élevé 
Tableau 2.4. Bilan comparatif des approches de reconnaissance automatique d’activité. 
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2.4. Module de gestion d'incertitude   
  Les connaissances manipulées par le système d’interprétation sont généralement 
imparfaites. Elles peuvent être imprécises, incertaines ou incomplètes. L’incertitude est 
relative à la vérité d’une information. En d’autres termes, elle exprime un doute sur la 
validité de cette information. L’imprécision est liée au contenu de l’information et 
représente un défaut quantitatif [Blo96]. L’incomplétude représente l’absence d’une 
partie de l'information.  
L’objectif de la gestion de l’imperfection, englobée plus généralement dans le 
thème «la gestion de l'incertitude» est de générer, à partir de données imparfaites, des 
conclusions satisfaisantes ou nuancées [BMN96]. Cette gestion de l’incertitude permet 
au système de manipuler des décisions nuancées mais sûres, plutôt que des décisions 
fermes qui peuvent être erronées. Une modélisation des imperfections est obtenue 
généralement sous forme d’une quantification de l’incertitude ou de l’imprécision.  
Dans un système d’interprétation, les imperfections sont multiples et proviennent 
des données brutes issues de la vision bas niveau et des différentes connaissances ou 
modèles exploités dans la chaîne d’interprétation. Une représentation explicite par 
exemple sous forme de mesures d’incertitudes ou d’imprécision permet de mieux 
contrôler la manipulation des informations. Divers cadres de gestion de l’incertitude 
sont exploitables en interprétation. Ils exploitent des outils mathématiques dont le cadre 
théorique est appelé «les théories de l'incertain » et sont très exploités dans le cadre 
d'exploration de données via des processus de fusion ou de combinaison d'information 
pour améliorer une prise de décision par la communauté de la «Fusion d’Informations» 
[DP87b]. On y retrouve la théorie des probabilités, la théorie des ensembles floues et des 
possibilités, et la théorie de l’évidence et son extension qu'est le modèle de croyances 
transférables.  
Le choix du cadre théorique est très souvent motivé par le type d'information à 
traiter. Une information peut être considérée comme «forte» si elle est réellement 
mesurée à partir de fréquences d’occurrences d’événements. Par contre, une 
information de type subjectif est considérée comme «faible».  
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2.4.1. Cadre de raisonnement probabiliste  
 L’approche probabiliste, qui constitue l’approche normative de base, est 
considérée comme la plus exigeante. En effet, elle impose que de nombreuses lois soient 
connues et vérifient des contraintes strictes de cohérence. Un désavantage de la théorie 
classique des probabilités est qu’elle ne modélise pas les notions d'ignorance et 
d'imprécision de manière naturelle [Sha81]. En revanche, cette modélisation conduit 
aux solutions optimales lorsqu'elle est appliquée dans des conditions idéales de 
connaissance des phénomènes observés et de leurs perturbations (information forte).  
La modélisation à partir de réseaux bayésiens, qui est issue des approches 
probabilistes, est considérée comme un compromis entre les approches normatives et 
descriptives. Cet outil propose un formalisme cohérent et intuitif pour représenter des 
informations incertaines et imprécises. L’attrait des réseaux bayésiens réside dans leurs 
capacités à représenter à la fois les données qualitatives et quantitatives [Pea88]. La 
topologie du graphe du réseau représente la nature qualitative de la relation de 
causalité entre les nœuds.  
Les approches de la reconnaissance de scénario fondées sur la théorie probabiliste 
ont été suffisamment exploitées et fournissent des outils appropriés pour la gestion de 
l'incertitude et de l'imprécision. Néanmoins, les autres théories de l'incertain n'ont été 
suffisamment exploité et ni assez bien évaluées sur le problème de la reconnaissance de 
scénario. La théorie des possibilités, couplée avec les ensembles flous, et la théorie de 
l'évidence avec son extension aux modèles de croyances transférables constituent 
aujourd'hui des cadres génériques et assez puissants à exploiter pour la gestion de 
l'incertitude. 
 
2.4.2. Cadre de raisonnement possibiliste  
 La théorie des possibilités et les ensembles flous font partie des approches 
descriptives [Dub87a]. Ces approches modélisent de manière assez naturelle 
l'incertitude et l'imprécision. Cette modélisation peut être basée sur des informations 
subjectives mais aussi construites à partir de données statistiques. Comme la théorie de 
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l'évidence, elle a l’avantage de pouvoir représenter de manière explicite la notion 
d’ignorance en considérant que toutes les hypothèses sont possibles.  
En revanche, pour la théorie des probabilités, la variable probabiliste est distribuée 
de manière équitable sur toutes les hypothèses ambiguës, ce qui peut introduire des 
incohérences dans le raisonnement. Comparée aux autres cadres, la théorie des 
possibilités présente une grande liberté quant aux choix des opérateurs de 
combinaisons. Le choix d'un opérateur, qui se fait généralement en fonction du 
comportement recherché, peut être considéré comme un avantage [Dub87a]. Mais il 
peut être aussi perçu comme un inconvénient car il impose des justifications qui sont 
souvent liées au contexte d’utilisation.  
 
2.4.3. Cadre de raisonnement crédibiliste ou évidentiel 
 La théorie de l'évidence [Dem67, Shaf76], qui est considérée également comme 
une approche normative, permet de modéliser l'incertitude et l'imprécision. Un de ses 
principaux avantages est qu’elle permet de modéliser l’ignorance en distribuant des 
masses sur un ensemble d’hypothèses plutôt que sur des singletons comme l’approche 
probabiliste [Dem68]. Toutefois, elle reste rigide en ce qui concerne la combinaison des 
informations puisqu’il n'existe que peu de règles de combinaisons.  
Récemment, un  nouveau cadre de gestion de l'incertitude basé sur la théorie de 
l'évidence avec une extension qui concerne l'élaboration et la mise en place de 
nouveaux opérateurs prudents pour la phase de fusion d'informations et de nouvelles 
fonctions de prise de décision ont été proposées en exploitant les fonctions de croyances 
transférables. Les règles de combinaison qualifiées de rigides dans la théorie de 
l'évidence sont devenues très souples et permettent de faire une fine description des 
états du modèle. Ils modélisent le doute et le conflit entre les états du système, de 
prendre en compte l'ignorance.  Ces mécanismes sont proposés dans un nouveau 
modèle de la théorie de l'évidence appelé le Modèle des Croyances Transférables (TBM : 
Transferable Belief Model) qui est un cadre formel générique développé par Ph. Smets 
[SK94] pour la représentation et la combinaison des connaissances.  
Le TBM est basé sur les fonctions de croyance et propose un ensemble 
d’opérateurs permettant de combiner des fonctions de croyances fournies par des 
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sources d’informations pouvant être complémentaires, redondantes et éventuellement 
non-indépendantes.  
Le TBM permet de représenter explicitement le doute sur les états, ce qui s’avère 
intéressant pour la modélisation explicite des transitions entre états, que ce soit lors de 
l’apprentissage de modèles ou lors du processus de reconnaissance.  
De plus, le conflit apparaissant entre les sources d’informations fusionnées est mie 
en valeur et apportant ainsi une information pertinente sur la cohérence du système de 
fusion. 
 
2.4.4. Bilan et choix du cadre de raisonnement pour la gestion de 
l’incertain  
 Le choix du cadre mathématique de l’incertain n’est pas toujours aisé. En effet, 
certains cadres sont plus ou moins privilégiés en fonction du domaine scientifique. 
Cette difficulté est bien présente dans le domaine multidisciplinaire de l’interprétation 
d’images. Quelques travaux ont tenté d’établir une comparaison entre les différents 
cadres en utilisant le cadre de la fusion d’information et de la reconnaissance d’objet 
[Bor00]. Les taux de reconnaissance obtenus définissent la performance de chaque cadre 
de raisonnement. Leurs conclusions montrent que les différents cadres réagissent de 
manière assez similaire.  
Cependant, dans le cas d’informations proches du signal, issues des capteurs par 
exemple, les méthodes plus normatives, telle que l’approche probabiliste, sont 
généralement préférables. En revanche, les cadres de l’incertain plus récents tels que la 
théorie de l’évidence ou la théorie des possibilités sont plus flexibles dans les niveaux 
supérieurs de l’interprétation et robuste pour la gestion d’incertitude.  
Dans le travail présenté ici, nous n’avons pas cherché à confronter ces approches, 
mais plutôt à les exploiter de manière opportuniste dans un premier temps. Cependant, 
dans un second temps, notre choix a été guidé par la généricité des fonctions de 
croyances et la flexibilité qu’offre le cadre de la théorie de l’évidence. Nous avons choisi 
la théorie des fonctions de croyance et en particulier le TBM qui est un cadre de travail 
générique basé sur les fonctions de croyance et proposant des outils performants pour 
la gestion de l’incertitude et de l’imprécision. Ce choix est aussi motivé par l’abstraction 
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des mécanismes de raisonnement du TBM qui distingue deux niveaux de raisonnement. 
Ce modèle de raisonnent abstraite permet de séparer la phase de représentation des 
connaissances appelée «partie statique» et celle de la fusion ou de la combinaison sur ces 
connaissances nommée «partie dynamique» de la phase de la prise de décision qui 
représente la «partie décisionnelle». 
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Conclusion 
 
 Nous avons présenté dans ce second chapitre un état de l'art des modules de 
traitements d'un système de vision pour la reconnaissance de scénario à travers sa 
structure modulaire. Les principales méthodes utilisées pour la reconnaissance 
d'événements d'objets mobiles dans les séquences vidéo ont été décrites. La diversité de 
ces techniques est un avantage mais aussi une difficulté car elle pose le problème de 
choix  judicieux de l'approche à utiliser face à un type d'application. Les approches 
symboliques sont adaptées et flexibles pour des modèles de scénarios complexes et 
riches mais ne permettent pas de gérer l'incertitude. Les approches statistiques et 
probabilistes ont la capacité de gérer de manière très efficace les imperfections des 
données et celles issues des couches basses de l'interprétation.  
 Dans ce travail, nous avons exploité les approches probabilistes (modèle de 
Markov caché) et évidentielle (gestion de l'incertitude basée sur les modèles de 
croyances transférables  MCT), en intégrant une couche de gestion de la structure 
hiérarchique des scénarios et une seconde couche de contraintes temporelles par une 
modélisation explicite de la durée du temps dans un état par le modèle. Le modèle 
proposé et exploité à trois niveaux d'abstractions: le premier est une hiérarchisation du 
modèle de Markov afin de gérer les sous-scénarios appartenant à la même catégorie. 
Puis le second niveau d'abstraction concerne la modélisation explicite de la durée de 
l'état du modèle afin de discriminer des scénarios de même niveau de l'hiérarchie mais 
qui se différencie par l'évolution temporelle des enchaînements des événements de base 
formant ces scénarios. Et enfin, le troisième niveau d'abstraction est relatif à la gestion 
de l'incertitude des données et des traitements de vision  avec une prise en compte de 
l'incomplétude de connaissance (modélisation de l'ignorance de la connaissance experte 
par rapport à l'existence d'un scénario). 
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Chapitre 3 
Reconnaissance de scénario par les Modèles de 
Markov Cachés Hiérarchiques et Temporels  
 
Introduction 
 
 Dans ce chapitre, nous nous intéressons à l'analyse d'événements dans une scène 
dans le cadre de l'interprétation vidéo. A partir d'observations extraites sur la base de 
caractéristiques prédéfinies et obtenues en sortie du module de traitements bas niveau, 
une interprétation haut niveau de la scène est réalisée par exploitation d'outils 
mathématiques probabilistes. Nous avons choisi d'exploiter les modèles de Markov 
cachés afin de profiter de la puissance et de l'efficacité des algorithmes du modèle. Leur 
flexibilité, leurs diverses extensions, afin de répondre à une multitude d'applications 
sont des atouts majeurs qui ont guidé notre choix. Le modèle standard et des extensions 
adaptées ont permis, dans ce travail, de reconnaître des scénarios et des sous-scénarios 
avec une évolution temporelle d'état différente. Nous évoquons tout d'abord le modèle 
standard dans un contexte probabiliste, ensuite, exposons quelques extensions de ce 
modèle et nous nous attarderons sur le modèle hiérarchique. Enfin, nous présenterons 
une adaptation qui intègre un raisonnement temporel dans le modèle hiérarchique. 
Cette extension permet d’estimer de façon explicite le temps passé par le modèle dans 
un état par une variable probabiliste. Le modèle de Markov adapté proposé a été testé 
sur la séquence vidéo PEST’04 et a permis de reconnaître des scénarios complexes 
exploitables au sein d’une application de vidéosurveillance et spécifiquement en 
environnement médical qui constitue l'originalité de ce travail car la surveillance en USI 
n'avait jamais été jusqu'alors rendu visuelle et intelligente.  
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3.1 Les modèles de Markov cachés probabilistes   
 Les modèles de Markov cachés (Hidden Markov Models : HMMs) ont été 
introduits par Baum et al. à la fin des années 60 et bien étudiés au début des années 70 
[Bau72], [Rab89]. Ce modèle est fortement apparenté aux automates probabilistes, 
définis par une structure composée d’états et de transitions, et par un ensemble de 
distribution de probabilité sur les transitions. A chaque transition des automates est 
associé un symbole d’un alphabet fini. Ce symbole est généré à  chaque fois que la 
transition est empruntée. Un HMM se définit également par une structure composée 
d’états et de transitions et par un ensemble de distribution de probabilité sur les 
transitions. La différence essentielle avec les automates probabilistes est que la 
génération de symboles s’effectue sur les états et non sur les transitions. De plus, on 
associe à chaque état non pas un symbole, mais une distribution de probabilité sur les 
symboles de l’alphabet.  
 Les modèles de Markov cachés sont utilisés pour modéliser des séquences 
d’observations. Ces observations peuvent être de nature discrète (par exemple les 
caractères d’un alphabet fini) ou continue (fréquence d’un signal, température). Sans 
prétendre à une présentation exhaustive des modèles de Markov cachés, l’objectif de 
cette section est de dresser un portrait général et succinct de cette méthode et de son 
utilisation tant bien en apprentissage qu'en reconnaissance de séquences d'état. Les 
mécanismes et algorithmes présentés dans ce chapitre sont basés sur les travaux de L. 
Rabiner dans son tutoriel [Rab89]. Les trois algorithmes fondamentaux sont développés 
et les concepts de base sont présentés en Annexe B.  
 
3.1.1. Présentation du modèle sur un cas d'école : balles dans des 
urnes 
 On dispose de 3 urnes contenant des boules blanches, noires et grises dans des 
proportions différentes. On note par P(B/ui), P(N/ui), P(G/ui) les probabilités de tirer 
une boule blanche, noire ou grise de l’urne ui (i=1,2,3). Un opérateur invisible choisit, à 
des instants réguliers, une urne et tire une boule de cette urne et annonce la couleur. S’il 
choisit T urnes, il annoncera (à un observateur) la séquence des T couleurs tirés notée 
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OT. Ainsi, au temps t, l’opérateur choisit une urne Ut et tire une boule de couleur  Ot de 
cette urne. On suppose que le tirage d’une boule au temps t est indépendant du tirage 
de la boule au temps t-1. On fait l’hypothèse que l’opérateur choisit la séquence des 
urnes suivant un modèle d’une chaîne de Markov ayant dont les états sont les urnes. 
Cette chaîne sera dite cachée (puisque l’opérateur est invisible). En  revanche, la 
séquence UT=U1U2….UT sera dite la séquence des états cachée (car invisible) et elle est 
générée par la chaîne de Markov cachée. La séquence OT=O1O2….OT sera dite la 
séquence des observations qui sera annoncée à l’observateur.  
 
3.1.1.1. Définition et composantes du modèle 
 Les modèles de Markov sont des outils statistiques qui ont connu un grand 
succès ces trois dernières décennies du fait des multitudes applications dans lesquelles 
ils sont exploités.  Ils sont connus comme l'un des outils statistiques les plus populaires 
qui ont été utilisés pour la modélisation et l'analyse de données séquentielles dans 
divers domaines d'applications.   
Un modèle de Markov caché est un processus doublement stochastique avec un 
processus sous-jacent qui n'est pas observable. Il est représenté par un ensemble fini 
d'états, associé chacun à une distribution de probabilité (en général multidimensionnel). 
Les transitions entre les états sont régies par un ensemble de probabilités appelées 
probabilités de transition qui forment la matrice de probabilité de transition. Un état 
donné du modèle peut être généré par une observation, selon la distribution de 
probabilité associée. Mais lorsque l'état généré n'est pas  visible pour un observateur 
externe, on dit qu'il est un état «caché»; d'où le nom modèle de Markov caché [Rab89]. 
Cinq principaux paramètres de base que sont S, O, A, B, Π  permettent de définir 
complètement un modèle de Markov caché λ  :  
- S un ensemble de N états :  { }NSSSSS ,......,,, 321=  
- O un alphabet d'observations distinctes selon M symboles :  
            
{ }MOOOOO ,.......,, 321=  
- A la probabilité de transition entre les états : { }jiaA ,=  où 
          
( )itjtji ssssPa ==≡ +1,  
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- B la probabilité d'observations (probabilité d'émission, croyances) :   
  ( ){ }mbB j=   où   ( ) ( )jtmtj SSOOPmb ==≡  
-  Π la probabilité d'état initial : { }ipi=Π  où  ( )ii SSP =≡ 1pi  
 La Figure 3.1 illustre l'architecture d'un modèle de Markov caché à trois états. 
 
 
 
Figure 3.1. Architecture d'un modèle de Markov caché à trois états.  
 
La séquence observée est l’évidence d’une chaîne de Markov cachée sous-jacente. 
L’émission de chaque état n’est pas déterministe. Chaque état peut émettre, de manière 
aléatoire, un parmi N symboles d’un alphabet. La Figure 3.2 montre le modèle des 
transitions et des composantes du modèle. 
 
                                  
Figure 3.2. Architecture d'un modèle de Markov caché à trois états. 
 
3.1.1.2. Problèmes de base et mécanismes de résolution  
 La procédure de génération d’une séquence { }MOOOOO ,.......,, 321=   de symboles 
à l’aide de modèle de Markov consiste,  à partir d’un état  S en suivant la distribution 
pi , à se déplacer d’état en état en se basant sur les probabilités de transition, et à générer 
un symbole sur chaque état rencontré en utilisant la distribution de probabilité de 
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génération associée à l’état. Lorsqu’un symbole a été généré, on choisit une transition 
sortante suivant la distribution de probabilité de transition associée à l’état courant, et la 
procédure est réitérée jusqu'à la dernière génération de symbole de l'alphabet.  
Les MMCs fournissent des solutions pour des applications d'apprentissage et de 
reconnaissance d'objets, d'une part et d'autre part de la classification et de segmentation 
de séquences, et en d’autres termes au découpage d’une séquence en sous-séquences de 
différents types. Pour ce faire, trois principaux problèmes de base caractérisant 
l'utilisation des modèles de Markov cachés sont généralement résolus par des 
algorithmes bien connus. Ces trois problèmes sont : l'évaluation du modèle, 
l'explication du modèle ou le décodage et enfin l'entrainement du modèle.  
Le premier problème est un problème d’évaluation, qui peut également être vu 
comme un problème d’estimation de la capacité d’un modèle donné à reconnaître une 
séquence d’observation donnée. Le second problème se ramène à l’idée de dévoiler les 
états cachés S, sans y avoir accès directement. Dans la plupart des cas, le critère 
d’optimalité retenu influence la séquence d’etats calculée. Enfin, le troisième problème 
se ramène à l’entraînement d’un modèle de Markov caché par des séquences 
d’observations, en vue d’en optimiser les paramètres pour un problème spécifique 
donné. 
 1. Le problème d’évaluation du modèle : étant donné un MMC λ, quel est le 
maximum de probabilité d'avoir une séquence d’observations TOOOOO ,.....,,, 321= ? 
L'estimation du maximum de probabilité se fait par calcul direct de la distribution 
probabiliste mais cette méthode fournit une solution très lourde en termes de 
complexité. Par conséquent, il faut utiliser l'algorithme Forward-Backward afin 
d'améliorer la complexité algorithmique.  
 2. Le problème d'explication ou le  décodage: Etant donné un MMC λ et une 
séquence d’observations TOOOOO ,.....,,, 321= , quelle est la séquence de la suite d’états 
dans λ qui a vraisemblablement généré O? L’algorithme de Viterbi est une solution à ce 
problème. 
3. Le problème d'apprentissage du modèle : Etant donné un jeu d'entraînement 
de séquences d'observations et un modèle initial λ du MMC, quel est le modèle λ du 
MMC qui aurait vraisemblablement généré le jeu. Cela revient à trouver comment ré-
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estimer les paramètres de λ pour maximiser la vraisemblance de génération de cet 
ensemble de séquences? L’algorithme de Baum-Welch fournit la solution à ce problème.  
Ces trois algorithmes classiques en solution aux problèmes de bases des  MMCs 
sont détaillés dans les annexes dans leurs versions standards.  
 
3.1.2. Typologie et topologie des modèles de Markov  
 A partir de la distribution des observations qui sont soient continues et infinies 
ou discrètes et finies après une transformation (quantification ou numérisation), nous 
distinguons principalement deux types de modèles de Markov cachés à savoir : le 
modèle continu qui est le modèle de base et le modèle discret obtenu après des 
traitements au préalable. Un autre modèle intermédiaire appelé modèle de Markov 
semi-continu a été développé en réponse aux imperfections des types de modèles. Nous 
y reviendrons dans la sous-section suivante consacrée à la présentation des extensions 
des modèles de Markov Cachés. Pour un modèle de Markov continu, la fonction de 
densité de probabilités (Probability Density Function : PDF) d'observations est continue. 
Ce qui est un avantage car elle est générée par des observations issues de phénomènes 
physiques qui, par conséquent, sont continues et permet de garder le signal 
(conservation de l’information contenu dans le signal sans dégradation) représentant le 
phénomène dans sa forme naturelle et plus proche de la réalité.  
Cependant, cette forme des observations rend très ardus ou quasiment 
impossibles les traitements par une machine numérique. Chaque état du modèle 
continu intègre un mélange de fonctions de densité de probabilités représentant la 
probabilité d'observer un phénomène continu. La Figure 3.3 est un exemple de modèle 
de Markov à trois états  de type continu où chaque état a un PDF de dimension un (1). 
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Figure 3.3. Exemple d'un modèle de Markov caché continu à trois états.  
 Dans le cas d'un modèle de Markov discret, les observations continues sont 
quantifiées par exemple à l'aide de symboles discrets d'un alphabet fini  nommé O, et 
chaque état j a une fonction masse probabiliste qui définit la probabilité  discrète que cet 
état émet un symbole  Om. Elle représente la probabilité d'observations, d'émissions ou 
de croyances nommé B et défini comme présenté à la section 3.1.1. Ainsi, contrairement 
au type continu, le modèle discret utilise une fonction de densité probabiliste discrète 
(Probability Density Function : PDF). Cette transformation peut entraîner des 
dégradations d'informations provoquées par la quantification des observations 
continues mais facilite et rend opérationnels des traitements informatiques temps-réel.  
En vision par ordinateur, on utilise généralement un dictionnaire de mots à 
partir de symboles alphabétiques nommé codebook. Nous utiliserons ce terme codebook 
pour  désigner ce dictionnaire par la suite tout au long de ce document. La Figure 3.4 est 
un exemple de modèle de Markov à trois états de type discret où chaque état a un PDF 
qui émet deux symboles 0 et 1. 
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Figure 3.4.  Exemple d'un modèle de Markov caché discret à trois états.  
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 Différentes topologies des modèles de Markov cachés peuvent être envisagées en 
fonction de l'application pour laquelle il est utilisé pour la modélisation. Nous ferons 
état de trois topologies bien connues dans notre travail.  
 
1) La topologie ergodique où chaque état peut être atteint à partir de n'importe quel 
autre état du modèle en un nombre fini de transitions et est caractérisée par une matrice 
de transition T aux coefficients strictement positifs (Figure 3.5).  
 
Figure 3.5. Exemple d'un modèle de Markov caché ergodique à trois états. 
 
2) La topologie issue des modèles de Bakis appelée encore topologie gauche-droite 
n'autorise aucune transition d'un état à un autre. Les états se succèdent et ont des 
indices égaux ou supérieurs aux précédents. Dans ce cas, la probabilité initiale du 
premier état est fixée égale à un, les autres étant mises à zéro.  Certaines valeurs des 
probabilités de transitions sont mises à zéro et les transitions entre états sont 
acceptées si et seulement si aij >0. En conséquence, le modèle démarre toujours et se 
termine toujours par le dernier état pour un élément appartenant au système. Cette 
topologie est divisée en deux catégories à savoir la topologie séquentielle et celle 
parallèle.  
Nous présentons ici la topologie séquentielle qui contient moins de paramètres et 
est bien adaptée pour la modélisation d'enchaînements d'événements dont 
l'évolution suit un ordre bien connu suivant la procédure suivante : à partir de l'état 
initial, on se déplace d'état en état suivant les probabilités de transition jusqu'à 
atteindre l'état final et pour chacun des états rencontrés, on émet un symbole en 
fonction de la distribution des probabilités associées. Cette structure du modèle 
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permet d'émettre des séquences de symboles sans une estimation au préalable de 
densité de probabilité initiale, ce qui est un avantage de la topologie. La Figure 3.6 
est un exemple de topologie gauche-droite séquentielle du modèle de Markov à trois 
états.  
 
Figure 3.6. Exemple de topologie gauche-droite séquentielle d’un MMC à trois 
états.  
 
3) Le modèle gauche-droite parallèle où chaque état peut être atteint à partir de 
n'importe quel autre état du modèle en un nombre fini de transitions permet de prendre 
en compte la possibilité de multiples successions ou enchaînements de symboles pour le 
même événement. Par exemple, en reconnaissance de parole, cette topologie a été très 
utilisée pour modéliser le même mot avec plusieurs prononciations. D'autres topologies 
des modèles de Markov existent mais nous nous limiterons à la présentation de ces trois 
topologies de base. La Figure 3.7 illustre la topologie d'un MMC gauche-droite parallèle 
à six états.  
 
Figure 3.7. Exemple la topologie gauche-droite d'un MMC parallèle à six états.  
 
3.2. Les extensions du modèle standard 
 De nombreuses extensions des MMCs ont été proposées pour répondre aux 
différentes limitations du modèle standard bien que simple et efficace. Ainsi, pour 
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modéliser au mieux la nature réelle des données par un MMC, il est opportun d'intégrer 
des contraintes spécifiques dans la définition des modèles. Ces contraintes spécifiques 
sont définies par rapport  à une connaissance a priori sur le phénomène à modéliser 
[PH01].  
Une première contrainte intégrée dans le modèle MMC de base est une structure 
hiérarchique [FST98] permettant de représenter des séquences d'observations à divers 
niveaux d'abstraction et cela répond à des exigences de plusieurs applications dans des 
domaines très variés tels que la reconnaissance de parole, la reconnaissance de séquence 
biologique, la reconnaissance des scènes et autres. Les études sur la reconnaissance 
vocale ont permis l'édification de nombreux modèles spécialisés. La structure fortement 
hiérarchisée de la parole et les riches études sur le domaine ont rendu cette édification 
possible et performante.  
Une seconde contrainte concerne la durée d'état. Elle consiste à estimer de façon 
explicite la durée passée par le modèle dans un état donné qui s'avère un paramètre très 
important dans le cadre de la modélisation de données séquentielles fortement 
temporelles. Ce second type de contrainte a donné naissance aux Modèles  Semi 
Markovien Cachés (MSMC) qui ont été un sujet de recherche très actif depuis la fin des 
années 1980. En effet, plusieurs applications dans le domaine du traitement et la 
reconnaissance vocale, de la reconnaissance de caractères en écriture et de la 
reconnaissance de scénario dans une vidéo constituent le succès et l'émergence des 
extensions. Cette forme d'extension répond au problème de l'hypothèse de Markov 
(distribution exponentielle ou géométrique de la durée des états dans le MMC) dans la 
modélisation des observations qui permet de gérer la distribution non exponentielle de 
la durée des états (ou non géométrique si le temps est discret).  
Par exemple, en 1985, Russel et Moore ont utilisé une distribution de probabilité 
de type Poissonniène pour modéliser la durée de l'état de façon explicite dans le 
contexte d'une application de reconnaissance de la parole [RJM95]. De même, en 1986, 
Levinson [Lev86] a proposé, dans le cadre de la reconnaissance de la parole, un MMC 
intégrant une modélisation de la durée du temps passé par le modèle Markovien dans 
un état à base de la distribution continue de probabilité de type Gamma et de type 
gaussien.  
Chapitre 3 : Reconnaissance de scénario par les Modèles de Markov Cachés Hiérarchiques et 
Temporels  
 
88 
 
 Une des premières extensions développées fut le MMC factoriel, dit en anglais 
Factorial Hidden Markov Model (FHMM), qui a permis de représenter différents niveaux 
du langage (phonèmes, syllabes, mots, phrases). Pourtant, bien que Logan et Moreno 
[LM98] aient indiqué que cette modélisation n'augmentait pas les performances 
générales en matière de reconnaissance vocale, elle montre son efficacité quand le signal 
à traiter est issu de plusieurs processus indépendants [LM98], [RGR03]. Dans le cadre 
de cette thèse, nous nous sommes concentrés sur une étude des travaux connexes sur la 
reconnaissance des activités humaines dans  une vidéo exploitant des extensions des 
MMCs. 
 Dans la littérature, la plupart des travaux de recherche sur la thématique de 
reconnaissance d'activités humaines dans des séquences vidéo se sont concentrés sur la 
représentation et l'apprentissage des caractéristiques séquentielles et temporelles 
décrivant l'activité à reconnaître. A cette fin, l'utilisation de modèles dynamiques très 
répandus tels que le MMC [HJB98, ABT10] a fait le premier succès de ces applications 
en vision par ordinateur. Le MMC standard est un modèle simple et efficace pour 
l'apprentissage et la reconnaissance des données séquentielles. En outre,  son 
rendement tend à se dégrader lorsque l'éventail des activités devient de plus en plus 
complexe, ou lorsque les activités à reconnaitre intègrent de forte dépendance 
temporelle à long terme qui reste suffisamment difficile à modéliser et à traiter avec 
l'hypothèse de base de Markov. Face à ces deux caractéristiques spécifiques que sont 
l'ordre d'évolution séquentielle des actions élémentaires formant l'activité qui peut être 
étendue à la complexité de la structure architecturale (par exemple l'existence d'une 
hiérarchie) de l'activité et l'évolution temporelle des actions de base permettant de 
décrire l'activité, deux grandes catégories d'extensions sont proposées par les 
chercheurs.  
La première catégorie d'extension qui complète le MMC de base introduit une 
structure hiérarchique dans le modèle standard, visant à exploiter l'organisation 
hiérarchique naturelle des comportements humains. Dans cette optique d'idée, le 
modèle de MMC appelé Abstract HMM [BVW02] a été proposé de même qu'un type 
hiérarchique (Hierarchical Hidden Marhov Model: HHMM) [PH01, FST98], et le modèle de 
Markov caché à couches (Layered Hidden Markov Modèles) [OHG02]. La dépendance 
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séquentielle à long terme est gérée dans ces modèles via les couches supplémentaires 
visant à modéliser l'évolution des échelles de temps plus lents des activités à un haut 
niveau d'interprétation.   
La seconde catégorie d'extension du modèle de MMC classique adopte le modèle 
semi-Markov et présente deux grandes variantes que sont les modèles de Markov à 
durée d'état explicite (Hidden Semi-Markov Model : HSMM)  [DH07, Mur02]  qui 
intègrent un paramètre ou une variable qui permet de quantifier de façon explicite la 
durée passée par le modèle dans un état et le modèle de Markov segmentaires 
(Segmental Hidden Markov Model : HMM segmental) [BDH07]. Dans ces modèles, un état 
est supposé inchangé pour une certaine durée de temps aléatoire avant son passage à 
un nouvel état. Pour chaque état, une distribution de la durée est donnée pour 
caractériser la longueur de cette dernière. Comme nous l'avons vu précédemment plus 
haut en début de cette section, les MMC classiques sont très efficaces en classifications 
de séquences temporelles, et en particulier lorsque les scénarios sont basés sur une 
succession d'événements avec une granularité temporelle constante. Pour des scénarios 
plus complexes, dont la complexité est liée à la structure organisationnelle et l'évolution 
temporelle des séquences, il est nécessaire d'intégrer diverses extensions permettant 
d'enrichir le modèle de base.  
Dans la section suivante, nous nous intéressons aux modèles hiérarchiques [FST98, 
RJM85] et modèles semi-Markovien [BVW01, LVW+04a, LVW+04b] pour la 
reconnaissance d'événement d'objets puis déboucher sur une proposition d'approche 
hybride de ces deux extensions afin de gérer d'une part la structure hiérarchique des 
scénarios et d'autre part, l'estimation explicite de la durée d'état (un événement 
élémentaire) via une variable probabiliste. Enfin, une exploitation de ce modèle pour la 
reconnaissance d'événements dans des séquences vidéo est proposée au chapitre 5 avec 
une analyse du taux de reconnaissance obtenu. 
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3.3. Les Modèles de Markov Cachés Hiérarchiques et 
Temporels   
 Après avoir décrit les MMCHs et le modèle semi-markovien caché, nous 
présentons un modèle hybride basé sur la combinaison des deux  extensions de base 
présentées que nous appelons Modèle de Markov Caché Hiérarchique et Temporel 
(MMCHT). Les différents mécanismes mis en ouvre par cette extension y sont aussi 
présentés. L'algorithme de Baum-Welch modifié intégrant une contrainte temporelle 
permet d'assurer l'étage d'apprentissage des séquences temporelles et une gestion de 
leur structure hiérarchique. De même, pour l'étage de reconnaissance, les mécanismes 
de propagation avant et arrière implémentés par l'algorithme de Forward-Backward 
modifié de type temporel ont été aussi présentés. 
 
3.3.1. Modèle de Markov Caché Hiérarchique (MMCH) 
 Les MMCHs ont été introduits comme une extension des MMCs standards par  
Fine, Singer et Thisby dans les années 1998 [FST98]. Cette extension a été inspirée de la 
propriété des langages réguliers qui sont modélisés à base d'automates à états finis 
(AEF) qui sont ensuite transformés en un arbre hiérarchique. Plus spécifiquement, un 
MMCH est une hiérarchie où le nombre de niveaux hiérarchiques augmente de plus 
haut niveau vers le niveau le plus bas, et où les observations générées dans un état Ik 
appartenant à un automate stochastique au niveau k sont des séquences générées par 
un automate au niveau K+1.   
Les MMCHs constituent une extension des MMCs où une séquence peut contenir 
une sous-séquence elle même modélisée par un MMC ou un MMCH. Un état parent 
émet une suite de symboles plutôt qu'un seul symbole, et cela par activation de ces états 
fils (sous-états). Ces états fils peuvent être à leur tour composés de MMC ou de MMCH 
et ainsi de façon récursive. Les états n'émettant pas directement des symboles sont des 
états appelés «états internes». Ainsi la structure d'un MMCH permet de corréler 
directement des événements qui se produisent à divers niveaux dans une séquence 
d'observation. De façon générale, deux types de transitions sont définis en fonction du 
niveau auquel la liaison est réalisée: l'un appelé transition «verticale» et l'autre 
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«horizontale». Une transition «verticale» permet de relier un état interne à ces états fils 
tandis qu'une transition  «horizontale» permet de relier deux états de même niveau.  
 
3.3.1.1. Définition et topologie d'un MMCH 
 Les MMC Hiérarchiques sont des MMC qui permettent de par leur flexibilité de 
représenter hiérarchiquement une séquence d'état et par conséquent offrant par ce biais 
une solution très intéressante pour la représentation des séquences d'observation à 
différents niveaux d'abstraction. En effet, au cours des mécanismes génératifs, chaque 
état interne peut activer un sous-modèle correspondant. L'activation d'un sous-modèle 
met en évidence une transition verticale. La fin de cette procédure récursive est réalisée 
lorsque des états terminaux spéciaux, appelés états de production, sont atteints. Ces 
états n'ont pas de sous-modèle correspondant et sont les seuls qui génèrent un symbole 
par le mécanisme de sortie d'un MMC classique. A la fin d'une transition verticale, le 
système revient à l'état d'origine qui a généré la séquence de transitions récursives. La 
Figure 3.8 illustre la structure d'un MMC à topologie hiérarchique. 
 
Figure 3.8.  Exemple d'un modèle de Markov caché Hiérarchique.  
 
3.3.1.2. Modélisation et composantes du modèle MMCH 
 Les composantes d'un MMCH sont définies comme dans le cas d'un MMC 
classique. Pour chaque sous-automate (représenté par un MMC standard), les 
transitions d'un état à un autre sont régies par une distribution A, et la distribution de 
probabilité pour un état initial est régie par une loi de distribution notée Π . Cependant, 
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il existe une restriction sur le nombre d’états terminaux qui est fixé à  1.  Les seules 
transitions horizontales autorisées sont celles entre les états du même sous-modèle et en 
d'autres termes du même sous-automate, autrement dit, aucune transition directe ne 
peut se produire entre les différents états des automates dans la hiérarchie. En 
considérant un MMCH noté nλ où [ ]Nn ,....,1∈ , n représente le niveau de la hiérarchie. 
Nous désignons un état générique niS  (état émetteur ou état interne) avec i  l'indice de 
l'état ( niS est le ième état du niveau n de la hiérarchie). nλ  peut être complètement défini 
et formalisé par quatre principaux paramètres de base que sont : { }niSS = , { }nn S jiS aA ,= , 
{ }nSBB = , { }nSΠ=Π . 
- S un ensemble de N états : { } { }nNnnnni SSSSSS .,.........,, 321== , n désignant le niveau 
de la hiérarchie, elle  varie de  1 (la racine) à  N pour les états de production. Le 
modèle d'observation est conçu au niveau n=N de la hiérarchie et pour chaque 
état générique niS  on note 
n
iS  le nombre de sous-états de cet état générique. 
- A représente la probabilité de transition entre les états internes : { }nn S jiS aA ,=  où 
[ ]1,.....,1 −∈ Nn     et         
- B la probabilité d'observations (probabilités d'émission, croyances) :   
  
{ } ( ){ }kbBB Nn SS ==   où   [ ]Mk ,.....,1∈   tel que ( )NkS SOPb N =  et représente la 
  
  probabilité d'observer le symboles Ok .  
- O représente l'ensemble discret des M symboles du vecteur d'observation associé 
aux états émetteurs tel que :   { }MOOOOO ,.......,, 321=  
-  Π  la probabilité d'état initial : { } ( ) ( ){ }ninininS SSPSn 11 ++ ==Π=Π pi .   
nSpi est aussi appelé probabilité de transition verticale entre  Sn et Sn+1. Il faut 
noter que la probabilité qu'un état terminal (état de sortie) noté 1+nfS termine une 
transition verticale noté ( )1+=Γ nfnnkS SSPOn  
 La Figure 3.9 montre un MMCH avec une topologie hiérarchique à trois niveaux. 
Les états grisés sont des états internes encore appelés états parents. Les flèches en 
pointillées mènent vers l'état de sortie (état final). Par exemple, l'état interne 2 du 
niveau 2 possède N=2 sous-états et caractérisée par les matrices suivantes :    
( )11
,
++
=
n
i
n
j
S
ji SSPa
n
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{ }3231 ,22 SSS S =   et 





=
00
3.07.02
2SA   puis  ( )0122 =Spi  et enfin ( )1022 =Γ S  
 
Figure 3.9. Exemple d'un MMCH à trois niveaux [Zia10]. 
 
3.3.2. Modèle Semi-Markovien Caché  avec durée d'état explicite 
 L'utilisation des MMC classiques de même que celle du modèle hiérarchique 
précédemment étudié ne permet pas de tenir compte de la durée variable des 
événements de base et par conséquent de leur enchaînement (activité ou scénario à 
reconnaître). Cette lacune du modèle Markovien standard peut constituer un frein pour 
un bon taux de reconnaissance et mieux le paramètre temporel peut faire office d’un 
bon attribut qui permet de discriminer les différents événements d’une scène vidéo. 
C’est le cas de notre application de surveillance intelligente en milieu médical. Pour une 
description plus fine des événements (scénarios), il convient de trouver une solution 
pour modéliser explicitement et estimer la quantité de temps qu'utilise le modèle MMC 
tout en demeurant dans un état donné.  
Dans la littérature, une extension du MMC standard à celui semi-Markovien 
fournit des solutions à ce problème. Dans la section suivante, nous exposerons le 
modèle semi-Markovien puis le modèle proposé qui est un MMC Hiérarchique et 
Temporel (MMCHT). 
 Dans le modèle de MMC standard, l’estimation de la durée de l'état est implicite. 
Elle est en fonction de la probabilité d'auto-transition d'un état du modèle. Toujours, 
dans le cadre du modèle classique, la probabilité d'occupation d'un état du système est 
a priori supposée distribuée géométriquement. Cette distribution de la durée d'état n'est 
pas adéquate si les états modélisent de façon significative des traits temporels. Soit i un 
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état du système et aii la probabilité auto-transition (une boucle sur l'état) de cet état, 
nous pouvons montrer que la probabilité de rester dans cet état i pour d «pas» de temps 
consécutifs est exponentielle et estimée par l'équation 3.1. 
( ) ( )iidii aa −×− 11       (3.1) 
Le Modèle Semi-Markovien Caché (MSMC) [RJM95]) a été développé pour 
permettre le paramétrage explicite de la durée d'état et l'inférence directe des 
distributions de durée de l'état. La quantification de la durée d'état explicite [DVB+05, 
DVB+09, LVW+04a, LVW+04b] du modèle temporel passe par l'estimation d'un 
paramètre de type probabiliste noté Pi(d)   tel que Dd ≤≤1  où D définit la limite de la 
durée maximale que peut passer le modèle dans un état. Pi est un vecteur de 
probabilités de durée discrète tels que  ( ) 1
1
=∑
=
dp
D
d
i  et les probabilités des transitions 
indépendantes sont liées de sorte que 0=iia .   
 
3.3.3.  Modélisation de la durée d'état dans un MMCHT  
 Un MMC avec contrainte temporelle noté ( ))(,,,, dPNBA jΠ=λ où          représente 
la probabilité que le MMC passe un temps de durée d dans l'état j est estimée avec des 
distributions probabilistes qui correspondent à l'évolution temporelle de la séquence 
d'états du modèle et estimée statiquement. N états formant un ensemble S, O un 
alphabet d’observations distinctes selon M symboles, A la probabilité de transition entre 
les états, B la probabilité d'observations, la probabilité d'état initial. Deux principales 
classes de distributions peuvent être utilisées: la distribution discrète et la distribution 
continue. 
 
3.3.3.1. Distribution Discrète pour la durée d'état d'un MMCH 
 Une distribution de Poisson a été utilisée par Russel [RJM85] pour modéliser la 
durée dans un MMC. Dans ce cadre, la probabilité d'une durée d dans l'état j est donnée 
par l’équation 3.2:  
( )dPj
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d
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j
j ×=
−
 
        (3.2) 
 La variable aléatoire d désigne la durée passée dans l'état j, qui suit cette 
distribution, et a pour espérance lj, qui est le paramètre de la loi de Poisson. 
L'estimation de lj s'effectue par calcul de l'espérance de la durée passée dans l'état 
divisée par l'espérance de l'occurrence de cet état. Par exemple, l'équation 3.3 permet 
d'estimer le paramètre lj  où  Xt0,t1(j) est obtenu avec l'équation 3.4 . 
( ) ( )
( )∑ ∑
∑ ∑
= =
= =
+−×
= T
t
T
tt
tt
T
t
T
tt
tt
j
jx
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1
,
1
01,
0 01
10
0 01
10
1
 
 
(3.3) 
 
( )
( ) ( ) ( ) ( )
( )λ
βα
/
1
,1
01,
,
1
0
110
10 OP
jttpobaj
jx
N
jii
t
ts
tjsjijtt
tt
∑ ∏
≠= =
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(3.4) 
 
3.3.3.2. Distribution continue pour la durée d'état d'un MMCHT 
Dans le cadre de la reconnaissance automatique de la parole, Levinson et al.  ont 
proposé deux distributions continues que sont la distribution gamma et la gaussienne, 
pour modéliser explicitement la durée dans les modèles de Markov cachés [Lev86]. Du 
fait que ce sont des lois continues, ces modèles ont été dénommés MMC à durée 
variable continue et le terme consacré en anglais "Continuous Variable Duration HMMs" 
est le plus connu et utilisé [Lev86]. 
 
• Distribution gaussienne  
 
 La densité de durée d'état modélisée par une distribution gaussienne s'écrit :  
2
2
*2
)(
2/1)2(
1)( j
jmd
j
j edP
σ
piσ
−−
×=
 
  (3.5) 
 
où et jm  et jσ  désignent respectivement la moyenne et la variance de la loi gaussienne. 
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• Distribution Gamma  
 Lorsque la densité de durée d'état est modélisée par une distribution Gamma, 
elle s'écrit [BEM06]:  
)()(
1
j
dv
j
j
v
ed
dP
jjj
Γ
=
−− ηνη
 
(3.6) 
 
avec les paramètres      ,   et             la moyenne et                        la variance. L'équation 
permet d'estimer la variance où le paramètre jξ  est obtenu en utilisant l'équation 3.7. 
( ) ( )
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3.3.4.  Mécanismes de ré-estimation des paramètres d'un MMCH  
 Les formules du modèle de ré-estimation sont présentées dans les équations 3.10 
et 3.12, compte tenu des variables de forward α et backward β  dans les équations 3.9 et 
3.11 et la séquence d'observations Tt OOOOO ,...,,.........,, 1321 −  produit au fil du temps t tel 
avec 1<t<T et  V ∈tO où V = {V1, V2. . . MV} représente l'ensemble des symboles 
d'observations possibles [SSG+04a, SSG+04b]. 
 
( )λα  t/à  ,......,,.........,,)( 321 finSOOOOPj Jtt =        (3.9) 
( )λα 1/ tàdébut   ,......,,.........,,)( 321* += Jtt SOOOOPj      (3.10) 
( ) ( )λβ   t,àfin  /....,.........1 iTtt SOOPj +=      (3.11) 
( ) ( )λβ  , 1 tàdébut  /....,.........1* += + iTtt SOOPj      (3.12) 
jη jν
1−
jjνµ 22 −= jjj ηνσ
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3.3.5. Mécanismes d'apprentissage et de reconnaissance de 
scénarios par exploitation d'un MMCHT  
 Nous décrivons dans cette section les composantes et les différents mécanismes 
du Modèle de Markov Caché Hiérarchique et Temporel (MMCHT) que nous proposons 
et exploitons pour reconnaître un scénario dans des vidéos médicales. L'approche 
proposée est basée sur MSMC et intègre une gestion explicite de la durée d'état du 
modèle par l'estimation d'une variable probabiliste via des distributions discrètes ou 
continues. En effet, le modèle est composé d'une suite de tranche de temps, où chaque 
laps de temps est en fait une variable d'activation de la fin de l'état courant, et la même 
structure de réseau est répliquée au fur et à mesure que le temps avance. Les variables 
temporelles sont reliées entre elles par des arcs de la manière dont les états courants 
sont déclenchés par la fin de la variable précédente. Ce modèle permet de reconnaître 
des activités se retrouvant à un même niveau de la structure et par la même occasion, 
nous offre la possibilité d'estimer les temps passés par  l'automate dans un état donné 
afin de discriminer temporellement ces scénarios se retrouvant au même niveau de la 
hiérarchie.  
Un MMCHT est formalisé par  l'ensemble ( )( )NdPBA SSSS ,,,, piλ =  où ( )dPS  est 
la probabilité que le modèle  soit resté dans un état émetteur pendant une durée d. les 
algorithmes de Baum-Welch et Backward-Foward de base ont été modifiés pour prendre 
en compte la structure hiérarchique et la distribution du temps de séjour dans un état.  
L'apprentissage des  paramètres du modèle à travers l'estimation et l'ajustement 
des paramètres du modèle précède l'étape de reconnaissance proprement dite. A cet 
effet, nous avons utilisé l'algorithme de Baum-Welch à durée d'état explicite d'un 
MMCH qui se présente comme suit :  
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Algorithme 1 : Procédure de Baum-Welch hiérarchique et temporelle  
 
1: Initialisation choix des paramètres du MMC 
2: Répéter : 
3:    Pour  chaque séquence observée et à un niveau n de la hiérarchie: 
4:  Calculer            avec une procédure forward  hiérarchique temporelle  
5:  Calculer             avec une procédure backward hiérarchique et temporelle  
6:  Calculer   
7:  Calculer    
       Fin pour  
8: Ré-estimer les paramètres du modèle jusqu'à ce qu'ils deviennent stables.  
 
 
  Une fois l'étape d'apprentissage des paramètres effectuée du modèle, la 
reconnaissance des séquences peut s'effectuer en exploitant l'algorithme de retour 
Avant-Arrière (backward-forward) à durée d'état explicite d'un modèle de Markov 
caché hiérarchique qui se présente comme suit :  
 
Algorithme 2 : Procédure forward hiérarchique et temporelle                  
 
1: Initialisation du niveau n de la hiérarchie 
2: Pour  i allant de 1 à N faire      
3: Fin pour 
4: Pour  t allant de 1 à T-1 faire  
5:   Pour i allant de 1 à N faire            
 
 
6:   Fin pour 
7: Fin pour    
8: Calculer :     
  
  
 Le modèle d'estimation de la probabilité ( )λOP  de vraisemblance d'un MMC λ à 
durée d'état  explicite, pour une observation séquence de variable S, peut être calculé 
par un algorithme forward-backward à partir de l'équation 3.15:  
( )njsα
( )njsβ
( )njsγ
( )njsξ
( )jsα
( ) ( ) ( )1111 PObi iin piα =
( ) ( ) ( )11 ++ 





= ∑ tijitnt Obaji αα
∑
=
=
N
i
t iOP
1
)()( αλ
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        (3.15) 
 
Algorithme 3 : Procédure backward hiérarchique et temporelle             
 
1: Initialisation du niveau n de la hiérarchie 
2: Pour  i allant de 1 à N faire :                        
3:   Fin pour 
4: Pour  t allant de 1 à T-1 faire :     
5:   Pour  i allant  de 1  à N faire:                 
 
 
6:   Fin pour 
7: Fin pour    
8: Calculer :     
  
 
3.4. Application à la reconnaissance des scénarios 
«utiliser un distributeur» et «bagage abandonné» 
Dan cette section, nous nous proposons de tester notre algorithme pour la 
reconnaissance des scénarios «utiliser un distributeur» et «bagage abandonné» dans le 
cadre de la surveillance des événements dans un hall d’entrée d’une gare. La séquence 
que nous utilisons est celle bien connue exploitée par la communauté de vision par 
ordinateur nommée PETS’2004. Nous définissons la structure du hall d’entrée de la gare 
comme constituée de zones d’intérêts. Chaque zone est elle-même décomposée en 
événements auxquels elle est associée. Les connaissances à priori que nous disposons 
sur l’environnement nous permettent de modéliser la structure et définir le nombre 
d’états du modèle MMCHT qui permettra de reconnaitre les scénarios.  
Nous formalisons le modèle du MMCHT par ( )( )NdPBA SSSSS ,,,,, Γ= piλ   où ( )dPS  
est la loi probabiliste du temps de séjour dans l’état émetteur S et d la durée de l’état du 
modèle.  La MMCHT utilisé pour modéliser l’automate probabiliste qui permettra de 
reconnaitre le scénario «utiliser un distributeur» dans un hall d’entré de la gare a une 
structure arborescente à une seule racine au sommet de la hiérarchie comme le montre 
( )jsβ
( ) 1=itβ
( ) ( ) ( )∑ ++= jObai ttjijt 11 ββ
∑
=
=
N
i
ii iobOP
1
11 )()()/( βpiλ
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la Figure 3.10. Les états émetteurs sont des feuilles et les liens entre les états dont des 
branches. Ainsi pour reconnaitre les événements dans une scène du hall d’entrée d’une 
gare, nous modélisons le fait qu’un piéton rentre dans le hall se dirige vers la zone d’un 
guichet pour l’utiliser (achat d’un titre de voyage par exemple) avant de sortir du hall 
par un modèle de Markov caché hiérarchico-temporel λ  illustré à la Figure 3.10. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10. Structure hiérarchique du MMCHT exploité pour reconnaître le 
scénario  «utiliser un distributeur». 
 
Dans la scène étudiée, le MMCHT utilisé pour reconnaitre les événements est 
composé de quatre niveaux hiérarchiques : scène, les zones d’intérêts, niveau zones-
actions et enfin niveau actions. On choisi n le niveau de la hiérarchie et ainsi chaque 
niveau est décrit comme suit : 
Au niveau «scène» où n=1, le MMCHT est constitué d’un seul état e noté 11S  . Cet état 
représente la racine de la hiérarchie et est composé de trois sous-états appartenant au 
niveau deux qui est celui des zones d’intérêts que sont sortie 2 (noté A), distributeur  
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(noté B), sortie 3 (noté C). Les matrices de transition horizontales et verticales de l’état 
1
1S  sont fixées a priori à :  










=
5.000
5.05.00
05.05.0
1
1SA   ,   










=Π
0
0
1
1
1S   et   










=Γ
1
0
0
1
1S  
Au niveau «zones d’intérêts» où n=2, le MMCHT est constitué de trois états 
noté{ }232221 ,, SSS  qui sont des zones d’intérêts prédéfinis. L’état 21S est composé de deux 
sous-états labellisés respectivement (D) et (E) de niveau «zones d’intérêts» que sont la 
zone d’entré et la position en position de l’objet par rapport à la sortie 2. De même l’état 
2
2S   est composé de deux sous-états labellisés respectivement (F) et (G) de niveau «zones 
d’intérêts» que sont la  zone guichet et la position en position de l’objet par rapport au 
distributeur et enfin l’état 23S  est composé de deux sous-états labellisés respectivement 
(H) et (I) de niveau «zones d’intérêts»  que sont la zone de disparition de l’objet et la 
position de l’objet par rapport à la sortie 3. Les matrices horizontales et verticales 
associées sont : 
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










=Γ
1
0
0
0
2S  
Au niveau «zone-actions» où n=3, le MMCHT est constitué de six états noté  
{ }363534333231 ,,,,, SSSSSS  de niveau «zone-actions» modélisant l’entrée et la sortie de l’objet 
observée dans la scène du  hall d’entrée de la gare. Dans un tel hall plusieurs 
événements peuvent être détectés et peuvent être qualifiés d’anormaux ou pas mais   
nous nous contenterons de tester notre technique pour reconnaitre un scénario dans 
lequel une personne entre dans le hall peut faire un tour et va utiliser le distributeur 
avant de sortir du hall. Il faut noter que la reconnaissance du scénario étudié est sur la 
détection de personne à proximité du distributeur (action de base proximité du guichet) 
puis de sa présence effective au niveau du distributeur (position de l’objet par rapport 
au guichet) et enfin le temps passer par ce dernier au niveau du distributeur représenté 
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par la probabilité ( )dPG . La durée en unité de mesure de temps  est supposée d= 30s, 
d=60s ou d=120s) et ls représente le paramètre de la loi de Poisson et l’espérance 
statistique du temps de séjour du modèle dans un état donné. 
( ) ( )
!d
l
edP
d
Sl
G
S ×=   dont les valeurs sont résumées dans le Tableau 3.1. 
La durée 
D
is
tr
ib
u
ti
o
n
 
P
o
is
so
n
n
iè
n
e
 d=5s d=10s d=15s 
D
is
tr
ib
u
ti
o
n
 
g
a
u
ss
ie
n
n
e
 d=5s d=10s d=15s 
( )dPG  0,0503 
 
0,5207 0,9316 0,0010 0,4500 0,9500 
Tableau 3.1. Valeurs probabilistes représentant la quantité de chance que le modèle 
soit dans un état pour une durée d.  
 
Au niveau «événements» où n=4, le MMCHT est constitué de deux états noté 
{ }4241 , SS  qui sont émetteurs des événements élémentaires (Ev1 et Ev2) dont 
l’enchainement permet de reconnaitre le scénario étudié. L’événement Ev1 correspond 
au fait que la personne est à proximité du guichet et l’événement Ev2 qui correspond au 
fait que la personne est face au guichet et effectue une action au niveau de distribution 
«retirer de l’argent au distributeur».   
La Figure 3.11 montre la définition des zones d’intérêts prédéfinies dans la scène. 
 
Figure 3.11. Reconnaissance d’événements «utiliser un distributeur» dans des 
séquences vidéo tests de la base de données PETS’04. 
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La Figure 3.12 illustre des résultats obtenus sur deux séquences d’images 
différentes PETS 2004. D’autre part, les graphes de la Figure 3.13 et la Figure 3.14 
indiquent la probabilité de reconnaissance du scénario étudié en fonction du numéro de 
séquence selon la distribution probabiliste du temps de séjour utilisé (poissonniène ou 
gaussienne). 
  
 
(a) Image d’analyse et reconnaissance de l’événement le 
piéton quitte la salle d’attente et va au distributeur, puis 
il passe un temps de 10 à 15 secondes. 
(b) Image d’analyse et reconnaissance de      l’événement 
le piéton quitte la salle d’attente et va au distributeur, 
puis passe un temps de 10 à 15 secondes et se dirige vers 
la sortie 3. 
 
Figure 3.12.  Reconnaissance d’événements «utiliser un distributeur» dans des 
séquences vidéo tests de la base de données PETS’04. 
 
 
 
 
Figure 3.13. Taux de reconnaissance d’événements «utiliser un distributeur» dans 
des séquences vidéo tests de la base de données PETS’04 en exploitant une 
distribution de Poisson pour la modélisation du temps de séjour. 
Numéro de séquence d’image 
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Figure 3.14. Taux de reconnaissance d’événements «utiliser un distributeur» dans 
des séquences vidéo tests de la base de données PETS’04 en exploitant une 
distribution gaussienne pour la modélisation du temps de séjour. 
 
Nous procédons par la même technique que celle exploitée pour reconnaitre le 
scénario «utiliser un distributeur» dans le cadre de l’analyse des événements du hall 
d’entrée d’une gare afin de reconnaître cette fois le scénario «abandon de bagage» qui est 
un scénario test bien connu dans la communauté de vision par ordinateur. Pour cela 
nous construisons un Modèle MMCHT avec un laps de temps représenté à la Figure 
3.13. Dans cet exemple, nous modélisons le fait qu’un piéton avec un bagage rentre 
dans le hall puis se dirige vers la zone où il dépose son bagage dans une région d’intérêt 
qui se traduit par la séparation d’un piéton d’un objet statique (capacité du système de 
reconnaissance à détecter une situation de dépôts de bagage)  et enfin que le piéton 
s’éloigne de cet objet pendant une durée d modéliser par une distribution probabiliste. 
Des caractéristiques spécifiques telles que la taille du bagage, le lieu du dépôt (région 
d’intérêt) du bagage en fonction de la caméra sont nécessaires au système 
d’interprétation pour la reconnaissance de ce scénario. Les Figures 3.14 et Figure 3.15 
illustrent  les résultats de reconnaissance obtenus sur les différentes séquences issues 
des bases PETS’2004. 
 
La structure organisationnelle hiérarchique est déclinée comme dans le cas étudié 
précédemment en niveau (scène, les zones d’intérêts, niveau zones-actions et niveau actions) 
et les éléments de base qui sont bien connues.  
 
Numéro de séquence d’image 
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Figure 3.15. Taux de reconnaissance d’événements «abandon de bagage» dans des 
séquences vidéo tests de la base de données PETS’04 en exploitant une 
distribution gaussienne pour la modélisation du temps de séjour. 
 
 
(a) Image d’analyse et reconnaissance de l’événement le 
piéton abandonne le bagage à la salle d’attente et quitte 
la salle d’attente et va au distributeur, puis il passe un 
temps de 10 à 15 secondes au distributeur. 
(b) Image d’analyse et reconnaissance de      l’événement 
le piéton abandonne son bagage au distributeur pendant 
un durée de 40s, et quitte le hall d’entrée de la gare  et 
sort. 
Figure 3.16. Taux de reconnaissance d’événements Reconnaissance 
d’événements «bagage abandonné» dans des séquences vidéo tests de la base de 
données PETS’06. 
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Les graphes de la Figure 3.16 montrent l’évolution de la probabilité en fonction du 
nombre de séquence d’image dans le cadre de la reconnaissance du scénario «abandon de 
bagage». Après une analyse de ce graphes, nous pouvons constater que : 
 
- La Figure 3.16a  illustre la reconnaissance de l’événement le piéton marche en 
avant, entre dans le hall puis continu à marché en avant. Cet événement 
modélise l’action entrée dans le hall qui est détecté entre l’image 820 et l’image 
837 de la séquence où le piéton se trouve réellement à l’entrée du hall dans la 
vidéo. 
- La Figure 3.16b  illustre la reconnaissance de l’événement le piéton en arrêt, après 
son entrée dans le hall puis sa sortie du hall. Cet événement modélise l’action le 
piéton sort du hall qui est détecté entre l’image 2065 et l’image 2125 de la 
séquence où le piéton se trouve réellement à sortie du hall dans la vidéo.  
 
(a) 
 
(b) 
Figure 3.17. Reconnaissance d’événements «abandon de bagage» les graphes (a) et 
(b) correspond aux résultats de la probabilité de reconnaissance en fonction 
du numéro de la séquence de la base test PETS’04. 
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3.5. Apports du modèle MMCHT 
Le modèle de Markov standard, malgré sa grande utilisation avec succès dans de 
nombreuses applications est à améliorer face à son incapacité à modéliser des scénarios 
complexes. En réponse à ces lacunes, plusieurs extensions ont été proposées en 
intégrant des contraintes liées à la structure complexe généralement spatio-temporelle 
des scénarios à reconnaitre. Une première catégorie d’extensions permettant de gérer la 
structure interne hiérarchique des scénarios et de diverses manières a été proposée et 
exploitée par Hung H. Bui pour l’apprentissage et la reconnaissance de séquences 
d’états avec des résultats très encourageants [BVW01, BVW02]. Une seconde catégorie 
d’extensions permettant de modéliser de façon explicite la durée de l’état du modèle a 
été proposée et exploitée par Thi V. Duong dans une application de reconnaissance de 
situations anormales dans des vidéos d’activités humaines [DH07, DVB+05]. Inspiré par 
la performance de ces deux grandes catégories d’extensions et surtout motivé par 
d’excellents résultats [BPV04, LVW+04a, LVW+04b, DVB+09] obtenus par ces auteurs 
dans diverses applications, nous avons proposé dans ce travail un modèle hybride qui 
est basé sur ces deux extensions. Notre approche a donc la capacité de gérer 
simultanément deux niveaux d’abstractions (hiérarchique et temporel) dans lesquels 
résident l’avantage majeure et notre contribution par rapport aux travaux de H. Bui et 
T. V. Duong. Ce modèle hybride permet d’exploiter la capacité des MMCs 
hiérarchiques à modéliser l’organisation spatiale des scénarios complexes et profiter de 
la possibilité qu’offre le modèle de semi-Markovien pour la quantification explicite  de 
la durée des états des scénarios complexes.  
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Conclusion 
 
 
 Dans ce chapitre, nous avons étudié les mécanismes de reconnaissance séquences 
d’états par exploitation des MMCs et leurs extensions. Nous avons développé un 
modèle intégrant une structure hiérarchique pour la gestion des scénarios ayant ce type  
d'architecture et permettant de modéliser explicitement  la durée d'état passée par le 
modèle, ce qui s'avère très important dans le cadre de  notre application car le temps 
représente un paramètre intéressant pour différencier des scénarios ayant la même 
topologie (structure physique organisation soit les mêmes enchaînements de 
séquences). Les mécanismes algorithmiques pour ce modèle appelé MMCHT ont été 
enfin décrits tant bien pour la phase d'apprentissage que pour la phase de 
reconnaissance proprement dite. Nous avons dans un premier instant validé ces 
différentes approches à travers  différentes expérimentations effectuées sur des données 
réelles dans la communauté de vision par ordinateur (PETS’04 et PETS’14). Plus tard, 
une présentation et analyse des résultats obtenus de leurs applications sur notre base de 
données vidéos contenant des événements importants pendant le séjour d'un patient 
sont présentées dans le chapitre 5 de ce mémoire. Malgré les performances enregistrées 
avec ces approches, la flexibilité et la robustesse de la gestion d’incertitude et 
d’imperfections des données reste une question d’actualité que nous nous proposons de 
résoudre en exploitant un cadre de raisonnement plus générique que sont les Modèles 
de Croyances Transférables (MCT).  
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Chapitre 4  
Reconnaissance de scénario par les modèles de 
Markov Cachés Hiérarchico-Temporels et 
Crédibilistes  
Introduction 
 
La reconnaissance d'activités humaines est l'une des applications qui a connu beaucoup 
de succès ces dernières années en vision par ordinateur. Plusieurs outils mathématiques 
ont été développés comme solutions à ces applications. Généralement, pour ces 
applications, on ne dispose pas d'informations a priori sur les modèles des séquences 
mais seulement des observations numériques, continues ou discrètes, bruitées. Au vue 
de ces caractéristiques inhérentes aux données à manipuler par ces applications, il est 
nécessaire de développer des algorithmes capables de s'adapter ou de prendre en 
compte ces différentes spécificités. Des outils tels que les modèles de Markov 
constituent une solution assez efficace et puissante à ce problème. Cependant, quelques 
lacunes existent dans ces modèles qu'il convient de corriger pour rendre ces techniques 
plus robustes en tenant compte des imperfections des données et des modèles mis en 
jeux. Ainsi, après avoir fait un bref aperçu global sur les outils de gestion d'incertitude, 
nous introduisons une description des extensions, des algorithmes d'apprentissage des 
paramètres du modèle et de reconnaissance de séquences d'états dans le cas des MMCs 
crédibilistes afin d’utiliser les fonctions de croyances construites dans le cadre des 
Modèles des Croyances Transférables (MCT). L'objectif d'une telle extension est 
d'exploiter la généricité des fonctions de croyances et de profiter de la puissance et 
l'efficacité des algorithmes du MMCs. Les algorithmes proposés on été validés à travers 
différentes expérimentations effectuées sur des données réelles de la communauté de 
vision par ordinateur (la séquence PETS’14 dans un contexte multicaméras). 
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4.1. Outils de gestion d'incertitude type crédibiliste  
 L'imprécis et l'incertain peuvent être considérés comme deux points de vue 
antagonistes sur une même réalité qu'est l'imperfection de l'information. L'imprécis 
concerne le contenu de l'information tandis que l'incertain est relatif à la mauvaise 
connaissance de sa vérité. La théorie de l'évidence permet de combiner des informations 
provenant de plusieurs sources d'informations disparates pour produire un résultat 
d'inférence. Celui-ci peut aider à la prise de décision, avec un degré de certitude ou de 
confiance, pour un problème quelconque du monde réel (où l'on est constamment 
confronté au problème d'utilisation de plusieurs sources d'informations provenant de 
jugements humains statistiques, ou autres [San91].   
 
4.1.1. De la théorie de l'évidence aux modèles des croyances 
transférables 
 L’article initial de Dempster [DPA67] inspiré des travaux de Shafer lui ont 
permis d'écrire son livre [Sha76], qui est fondateur de la théorie. Après cet important 
ouvrage, plusieurs modifications et généralisations ont été apportées. De même, 
différents noms ont ensuite été utilisés pour désigner la théorie : «théorie de Dempster-
Shafer», «théorie de l’évidence», et enfin «la théorie des fonctions de croyances». 
 La théorie de l'évidence  ou des croyances a pour objectif d'obtenir une 
représentation formelle de l'aspect imprécis et incertain d'une information. On juge 
l'incertitude d'une information à l'aide de qualificatifs tels que «probable», «possible», 
«nécessaire», «plausible», «crédible» [DP87]. Cette théorie concerne la modélisation et la 
quantification de la crédibilité attribuée à des faits.  Du point de vue mathématique, la 
théorie des fonctions de croyance étend à la fois les approches ensemblistes et 
probabilistes de représentation de l'incertain. Une fonction de croyance peut être vue 
comme un ensemble généralisé et une mesure non additive. Elle constitue une 
extension de notions probabilistes (conditionnement, marginalisation) et ensemblistes 
(intersection, union, inclusion, etc.).  
Dans le modèle de base de Dempster-Shafer [Dem67, Dem68,  Sha76], la règle de 
combinaison suppose l’indépendance des sources d’informations alors que dans de 
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nombreuses situations, les sources ne le sont pas car elles partagent certaines 
informations et  peuvent être identiques disjointes ou non. Par exemple, les classifieurs 
peuvent être entraînés sur des bases d’apprentissage communes. Il y a nécessité de 
disposer de règles de combinaison tolérant la dépendance et la redondance des 
informations combinées.  
Les modèles des croyances transférables proposés par Philips Smets [SK94] 
constituent une reformulation (extension)  du modèle de base de la théorie de l'évidence 
et offrent des opérateurs prudents de combinaison en prenant en compte la nature et 
l'état des sources d'informations. Nous nous proposons d'utiliser le cadre des modèles 
de croyances transférables pour la combinaison, la gestion d'incertitude et de 
l'incomplétude des données dans notre système d'interprétation de séquence vidéo 
médicale. 
 
4.1.2.  Formalismes et fonctions de croyances du MCT  
  Le modèle des croyances transférables est un cadre formel générique [SK94] 
pour la représentation et la combinaison des connaissances. Ce cadre de travail propose 
des outils performants pour la gestion de l’incertitude et de l’imprécision. Le MCT est 
basé sur la définition de fonctions de croyances fournies par des sources d’information 
pouvant être complémentaires, redondantes et éventuellement non-indépendantes. Il 
propose un ensemble d’opérateurs très prudents permettant de combiner ces fonctions. 
Il est naturellement employé dans le cadre de la fusion d’informations pour améliorer 
l’analyse et l’interprétation de données issues de sources d’informations multiples 
[Ram67]. 
 
4.1.2.1. Formalisme et cadre de raisonnement  
 Le cadre de raisonnement dans le MCT comporte deux niveaux représentant une 
abstraction de la logique de ce raisonnement à savoir : le niveau crédal et le niveau 
pignistique.  
- Le niveau «crédal» comprend principalement l’étape de modélisation, c’est-à-dire 
le modèle de représentation des connaissances sous forme de fonctions de 
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croyance [Den04] qui est la partie statique, ainsi que la combinaison de ces 
croyances appelée révision qui correspond à la partie dynamique du modèle.  
-  Le niveau «pignistique» est le siège de la prise de décision qui impose une 
transformation des fonctions de croyances en distributions de probabilité. 
Chaque masse de croyance normalisée est partagée équitablement en se basant 
sur le principe de la raison suffisante, qui stipule qu’en l’absence de raison de 
privilégier une hypothèse plutôt qu’une autre, on doit supposer les hypothèses 
équiprobables [Den08].   
 
Figure 4.1.  Représentation abstraite des mécanismes dans le Modèle des Croyances 
Transférables [Ram07].  
 
 Cette décomposition en deux niveaux différencie le MCT des autres théories et 
méthodes, en particulier la théorie des probabilités au sein de laquelle la représentation 
des connaissances, la combinaison et la décision sont effectuées sans distinguer les 
niveaux d’abstraction.  Le MCT répond aux questions génériques suivantes : 
 1) comment représenter la connaissance d'une source d'informations sous la 
 forme de fonctions de croyances? 
 2) comment combiner plusieurs sources d'informations représentées par les 
 fonctions de croyance afin de résumer l'information et améliorer l'information 
 pour une meilleure prise de décision? 
 3) comment prendre une décision à partir de fonctions de croyances? 
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Figure 4.2.  Illustration du processus de fusion d'informations multi sources [Ram07].  
 
 
Au premier niveau, chaque source de croyance émet une opinion pondérée sur 
l'état du système observé. Au second niveau, les différentes sources sont combinées afin 
de synthétiser la compréhension du système et enfin au troisième niveau on améliore la 
prise de décision sur l'état du système après combinaison. 
 
4.1.2.2. Définitions et fonctions de croyances  
 La théorie des croyances utilise les fonctions de masses m, de plausibilité pl, de 
crédibilité Cr et communalité q pour représenter à la fois l'incertitude et l'imprécision 
relatives à une information provenant de plusieurs sources. Les fonctions de masses 
sont définies sur tous les sous-ensembles de l'espace de discernement Ω  (contenant les 
classes intéressantes) et pas simplement sur les singletons comme les probabilités qui ne 
mesurent que la probabilité d'appartenance à une classe de données. Le cadre de 
discernement contient toutes les hypothèses iH  nécessaires à la description complète 
d'une situation présentée. Cet espace de discernement s'écrit : { }KHHHH ,.....,,, 321=Ω . 
L'indice K indique le nombre total d'hypothèses. Pour modéliser et quantifier la 
crédibilité accordée à des faits, dont on ne connaît pas la probabilité d'occurrence, on 
utilise des fonctions de croyance qui indiquent l'ordre de confiance attribuée à ces faits. 
L'univers de référence Ω  selon la théorie de Dempster-Shafer est supposé fini et 
détermine les coefficients de croyance où les degrés de confiance. Ceux-ci sont obtenus 
en répartissant une masse globale de croyance égale à 1 entre tous les événements 
possibles et en attribuant à chacun le degré ( )Bm  avec lequel le groupe d'observateurs 
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croit en sa réalisation. Dans la théorie de Dempster-Shafer, le raisonnement porte sur 
des parties notées ( )Ω=Ω P2  qui représentent l'ensemble de tous les sous-ensembles 
de Ω . Un sous-ensemble arbitraire est noté iB   et par conséquent l'ensemble des parties 
notées Ω2 peut être représenté par les sous ensembles iB  par l'équation 4.1 : 
( ) { }kBBBP 221 ....,.........,=Ω          (4.1) 
 Un sous ensemble qui en l'union de plusieurs hypothèses est appelé une 
proposition par Shafer [Sha76]. Si un sous-ensemble consiste uniquement en une 
hypothèse iH , il est appelé un singleton. Nous présentons ici une forme simplifiée de la 
théorie des croyances tirée de Smets, et de Dubois et Prade [SMD+88] et [Bouc95].   
Une masse de croyance est une fonction Ωm  qui attribue un coefficient compris 
entre 0 et 1 aux parties de Ω  de telle sorte que :    
( )∑
Ω∈
Ω
=
)(
1
PB
Bm     et    ( ) 0=Ω φm                 (4.2) 
La fonction de croyance de masse notée Ωm  est définie par : 
 
 
                                                               
( )BmB Ωa
 
         
               (4.3) 
 
 
 La quantité mΩ(B) représente la croyance exacte dans l'événement représenté par 
B. Si mΩ(B)=1 et ( ) ( ) 0,, =Ω∈≠∀ Ω CmPCBC , par conséquent l'événement B est  certain 
dans le sens que l'un des éléments de B est la valeur cherchée. Toutefois, on ne sait pas 
forcément de quel élément de B, il s'agit, sauf si B est un singleton. D'autre part, 
si Ω=B , alors l'information ( ) 1=Ω Bm  ne nous apprend rien, sinon que nous sommes 
dans une situation d'ignorance totale.  
On appelle élément focal toute partie non vide E de Ω  telle que ( ) 0≠Em   et on 
note ε  leur ensemble.  
On appelle corps d'évidence le couple ( )m,ε . A partir de la fonction de masse, de 
nombreuses autres fonctions ont été définies pour des utilisations spécifiques à 
l'application et selon le contexte et la nature des données. A partir de la fonction de 
masse définie plus haut dans le cadre de la théorie de l'évidence développée par 
Demspter-Shafer, d'autres fonctions en relation biunivoque peuvent être déduites et 
[ ]1,02: →ΩΩm
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représentent la même information mais sous une forme différente dans le cadre du 
MCT. Ces fonctions ont diverses interprétations et sont utilisées essentiellement pour 
simplifier les calculs de combinaisons selon le contexte de l'application. Parmi ces 
fonctions nous pouvons citer les plus utilisées telles que : la plausibilité (pl), la 
Crédibilité ou Croyance  (Bel ou Cr), Implacabilité (b), et la Communalité (q) sont 
définies de 2 vers [0, 1] avec la somme des éléments focaux non forcément unitaires. 
Dans la suite de ce document, nous faisons une présentation de ces fonctions avec leur 
utilité [Ram07] en redéfinissant la fonction masse de croyance par sa distribution 
nommée BBA (Basic Belief Assignment) dans le cadre du MCT. Dans le MCT, une 
distribution de masse de croyance notée BBA fournie par une source S est un ensemble 
de masses de croyance concernant des propositions Ω⊆B  (ou de manière équivalente 
Ω∈ 2B vérifiant l’équation 4.4:   
( )∑
Ω⊆
Ω
=
B
S Bm 1                   (4.4)  
 S est appelée la source de croyance qui est souvent inscrite en indice de la 
fonction de masse, on note par exemple ΩSm . La masse ( )BmSΩ   représente la part de 
croyance de la source S. Il existe des BBA particuliers qui sont entre autres la BBA 
normale ( ){ }0=Ω φm , la BBA vide ( ){ }1=Ω φm  , la BBA dogmatique, la BBA simple, La 
BBA catégorique, la BBA consonante et la BBA sans conflit interne. Une BBA normale 
est obtenue après une opération de normalisation qui est définie par l’équation 4.5 : 
( ) ( )( ) φφ ≠Ω⊆∀−= Ω
Ω
Ω BB
m
BmBm ,
1*   avec   
( ) 0
*
=
Ω φm  
         
                 (4.5) 
 
 
– La plausibilité notée pl d’un élément B est la part maximale de croyance qui 
pourrait soutenir B: 
( ) ( )∑
≠
ΩΩ Ω⊆∀=
φBC
BCmBpl
I
,  
                 (4.6)  
– La crédibilité (ou croyance) notée bel d’un élément B est la part de croyance 
spécifiquement (sans le conflit) allouée à B :   
( ) ( )∑
⊆≠
ΩΩ Ω⊆∀=
BC
CmBbel
φ
B  ,                (4.7)  
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– L'implacabilité notée b d’un élément B est la somme des masses allouées aux 
sous-ensembles de B tels que leur véracité implique la véracité de B : 
( ) ( ) ( ) ( )∑
⊆
ΩΩΩΩ Ω⊆∀+==
BC
BmBbelCmBb ,φ  
                (4.8) 
– La communalité notée q d’un élément B représente la somme des masses 
allouées aux sur-ensembles de B et qui ont B en commun : 
( ) ( ) Ω⊆∀= ∑
⊇
ΩΩ BCmBq
BC
,  
                (4.9)  
 Chacune de ces fonctions de par son utilité est adaptée à des applications 
spécifiques. Elle est obtenue par transformation de la fonction masse en ces différentes 
fonctions. La fonction masse et la crédibilité permet de représenter la connaissance. La 
plausibilité est utilisée dans le cadre du théorème de Bayes généralisé et du maximum 
de vraisemblance. Il existe principalement deux types de règles de combinaison 
d'informations ou de fusion d'informations. La première est celle conjonctive où la 
fonction communalité est utilisée et la seconde est celle disjonctive où la fonction 
implacabilité est exploitée.  
Le Tableau 4.1  donne une indication sur l’utilisation de ces fonctions dans le 
cadre de ces travaux. Un résumé de ces transformés est donné dans [Sme02a] et il existe 
des outils comme TBMlab3 qui contiennent quelques procédures Matlab pour les 
différentes conversions.  
 
Sigle Nom Fonction ou utilité 
M Masse Représentation de la connaissance 
Pl Plausibilité (Eq. 4.3) Vraisemblance ou TBG 
Bel Crédibilité (Eq 4.7) Représentation de la connaissance 
B Implacabilité (Eq. 4.8) Règle de combinaison disjonctive (DRC) 
q Communalité (Eq. 4.9) Règle de combinaison conjonctive (CRC) 
 
Tableau 4.1. Les fonctions de croyance et leur utilité.  
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Le Tableau 4.2 présente un exemple de résultat de la transformation de la fonction 
masse m donnée de la colonne deux en fonctions de croyances de plausibilité (pl), 
crédibilité (Cr), implacabilité (b), et communalité (q).  
 
 m pl Bel b q 
φ  0.1 0 0 0.1 1 
{ }1w  0.07 0.46 0.08 0.17 0.46 
{ }2w  0.12 0.44 0.13 0.22 0.44 
{ }3w  0.31 0.49 0.34 0.41 0.49 
{ }21 , ww  0.22 0.59 0.45 0.51 0.31 
{ }31 , ww  0.08 0.78 0.51 0.56 0.17 
{ }32 , ww  0.01 0.83 0.48 0.54 0.1 
{ }321 ,, www  0.09 0.9 1 1 0.09 
Tableau 4.2.  Résultat de la transformation d'une fonction masse m donnée en 
plausibilité (pl), crédibilité (Cr), implacabilité (b), et communalité (q).  
 
4.2.  Opérations de bases dans le cadre du MCT  
 Plusieurs opérations peuvent être effectuées avec les fonctions de croyance pour 
traiter des problèmes de modélisation et de représentation des connaissances, de 
combinaisons complexes d'informations issues de sources disparates et de prise de 
décision. Nous pouvons classer en deux groupes ces opérations : celles qui sont 
basiques, bien connues et celles que nous appelons opérations avancées [Ram09] qui 
concernent l'utilisation du Théorème de Bayes Généralisé (TBG), combinaison 
d'informations issues de différents cadres de discernement, le conditionnement et le 
déconditionnement des masses pour la fusion de fonctions de croyances 
conditionnelles, le Principe de Minimum d'Information généralisée (PMI). Le choix d'une 
masse de croyance parmi un ensemble de masses possibles, est motivé par l'estimation 
de la quantité d'informations qu'elle transporte, c'est-à-dire, qu'il faut qu'elle soit la 
moins informative possible autrement dit qu'elle soit la moins engagée: C'est le principe 
de minimum d'information. Le Framework qu'est le MCT offre des solutions à des 
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applications de diagnostic de système ou de prédiction. Nous présenterons dans ce 
document quelques opérations de base qui concernent la combinaison et la prise de 
décision.  
4.2.1.  Le PMI : principe du minimum d'information  
 De nombreuses difficultés sont à franchir lors de la phase d'estimation des 
distributions des fonctions de masses. Pour combiner efficacement les informations et 
disposer de données plus pertinentes pour la phase de prise de décision, il faudra 
transformer l'information mesurée à travers une distribution probabiliste en une 
distribution crédibiliste ou en une masse de croyance (appelé BBA : Basic Belief 
Assignement par E. Ramasso).  La transformation (fonctions probabilistes → fonctions 
de croyances) est nécessaire car les combinaisons  CRC et DRC n'ont aucun intérêt 
lorsque les BBA combinées sont bayésiennes. Par exemple, lorsqu'on dispose d’une 
distribution de probabilités pignistiques BetP, le problème est de déterminer une BBA m 
dont la transformation pignistique redonne BetP [Ram09]. Deux formes de solutions 
selon l'approche (quantitative ou qualitative) adoptée s'offrent pour résoudre ce 
problème.  
 L'approche quantitative consiste à calculer le taux d'incertitude des masses et de 
choisir celle qui maximise l'incertitude et minimisant ainsi le parti pris. Une mesure non 
spécifiée est basée sur la cardinalité des éléments focaux pondérés par la valeur des 
masses qui est estimée par l'équation 4.10 : 
 
( ) ( ) ( )∑
Ω⊆=
×=
A
AAmmN
φ
2log  
          (4.10) 
 Cette mesure est bornée sur ( )[ ]Ω2log  ,0  . S’agissant d’applications exploitant 
cette approche quantitative, G.J. Klir, M.J. Wierman. et D. Harmanec ont proposé des 
techniques de mesure du taux d'incertitude relatif à une information imprécise [KW99, 
Har99]. De même, T. Denoeux et M.H. Masson ont développé une technique pour une 
application de clustering [DM04].  
 Une approche qualitative a été proposée dans [DP87a, Yag87, Sme00] et   
consiste à utiliser des relations d'ordre entre les fonctions de croyance avec le PMI basée 
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sur la non-spécificité et maximise donc la valeur de ce critère qui joue un rôle similaire 
au maximum d'entropie en théorie de l'information. 
 
4.2.2. Règles de base de combinaison d'informations 
 La combinaison ou fusion d'informations est un traitement a priori qui permet  
d'améliorer la donnée qui sert à la prise de décision. Ce traitement vise à combiner des 
informations hétérogènes issues de plusieurs sources d'informations (distinctes ou non/ 
fiables ou non) afin d'aider à la prise de décision. Par exemple, le cas de données 
imparfaites (incertaines, imprécises et incomplètes), la fusion d’informations dans un 
contexte crédibiliste est une solution intéressante qui consiste à combiner des 
informations hétérogènes issues de plusieurs sources indépendantes ou non pour une 
meilleure prise de décision [Blo05, DP87c, DP87d].  Plusieurs critères et opérateurs 
prudents de fusion de BBA ont été développés dans le cadre du MCT. Deux niveaux 
d'opérations peuvent être distingués : les opérations de combinaison de base et les 
opérations de combinaison avancées. Quelle que soit la catégorie d'opérateurs de 
combinaison d'informations, deux  hypothèses généralement sont faites sur les sources 
d'informations: elles doivent appartenir au même cadre de raisonnement (évidentielles 
ou probabilistes par exemple) et doivent être indépendantes ou distinctes [Smet93, 
Smet98]. Nous présentons dans la suite de ce document quelques mécanismes de base 
pour la fusion d'informations basées sur les principaux opérateurs de base de 
combinaison tels que la somme conjonctive et la somme disjonctive avec les hypothèses 
de fiabilité de la source (sources fiables ou non) et de l'indépendance en probabilité-
statistique qui est relative à la distinction des sources (sources distinctes ou non) 
[YSM01, YSM02a, YSM02b]. 
 
4.2.2.1. Combinaison d'informations issues de sources distinctes et fiables  
 Pour combiner des informations issues de sources distinctes et fiables dans le 
cadre des modèles de croyances transférables, il est proposé l'utilisation d'une règle de 
combinaison conjonctive (CRC : Conjunctive Rules of Combination) et est notée . La 
règle de combinaison conjonctive possède plusieurs propriétés telles que la 
Chapitre 4 : Reconnaissance de scénario par les Modèles de Markov Cachés Hiérarchico-
Temporels et Crédibilistes(MMCHTC) 
 
120 
 
commutativité et l'associativité  mais pas l’idempotence,  la linéarité (peut être décrite 
sous forme de masse). Le CRC permet de mettre en évidence et de gérer le conflit car 
lorsque l'intersection de deux éléments est vide, les sources sont généralement 
conflictuelles et il est nécessaire d'identifier les raisons du conflit puisque l'ensemble 
vide est absorbant par l'intersection. La masse ou la fonction de croyance issue d'une 
combinaison de type CRC peut être sous normale et pour cela,  il faut une normalisation 
qui ramène le CRC à une règle orthogonale comme dans la théorie de l'évidence de base 
de Dempster-Shafer. Quelques extensions de la CRC ont été proposées pour qu'elle soit 
plus prudente notamment par E. Lefevre et al. [LCV02] où les fonctions de croyances 
sont redistribuées pour annuler l'effet de l'intersection vide qui est source de conflit lors 
de la combinaison d'information par T. Denoeux [Den08],  où il propose un opérateur 
associatif, commutatif et idempotent.   
 En outre, la combinaison d'informations certaines nécessite une opération de 
conditionnement qui est définie par la règle de combinaison conjonctive. L'opération de 
conditionnement est particulièrement adaptée dans le cas où l'on dispose d'une 
information certaine mais qui peut être imprécise car elle revient à effectuer une 
combinaison conjonctive avec une mase catégorique sur B ( ( ) 1=Ω Bm ). En effet, le 
conditionnement d'une masse Ωm  par un élément Ω⊆B consiste à restreindre le cadre 
des propositions possibles Ω2  à celles ayant une intersection non nulle avec B. Par 
conséquent, lors d'un conditionnement, les masses affectées à Ω⊆C  sont transférées 
sur BC ∩ .  
La masse issue du conditionnement est parfois sous-normale ce qui nécessite une 
gestion du conflit présentée à la section 4.2.4. Elle est notée [ ]( )CBmΩ  et s'effectue par 
l'équation 4.11 : 
[ ]( ) ( )∑ ⊆∀∪= ΩΩ BC    ,DCmCBm                 (4.11)  
 L'intersection intervenant dans la CRC produit un effet de spécialisation 
[Sme02a], en transférant la masse sur des sous-ensembles de cardinalité plus faible. Ce 
qui est un avantage très intéressant dans l'utilisation des fonctions de masse 
transformées en fonction de communalité car la CRC est réduite à un produit membre à 
membre qui simplifie de ce fait les calculs. 
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4.2.2.2.  Combinaison d'informations issues de sources distinctes et non 
fiables  
 La combinaison ou la fusion des informations est une opération qui nécessite une 
importante attitude de prudence pour ne pas affecter la qualité de la donnée résultant 
de l'opération de fusion d'informations sur laquelle doit se baser la prise de décision. Il 
importe de définir des critères de fusions très prudents qui tiennent compte de l'état de 
la source d'informations qui représente un facteur affectant la qualité du résultat de la 
combinaison. Pour prendre en compte la fiabilité ou non des sources d'informations en 
combinaison, le Framework MCT propose une règle de combinaison disjonctive dite 
DRC : Disjunctive rule of combination [DP86b, Sme93] et est noté :     .  
 La DRC permet de combiner des informations issues d'un ensemble de sources 
dont l'une est au moins fiable même si l'on ne dispose d’aucune connaissance sur la 
source pour quantifier sa fiabilité. S'agissant des propriétés de cette règle, nous pouvons 
dire qu'elle est associative, commutative et non idempotente comme la CRC. Cette règle 
est conservatrice car elle permet de transférer les masses sur des sur-ensembles 
d'éléments focaux et par conséquent produit un effet de généralisation a contrario de la 
CRC qui produit un effet de spécialisation [Sme02]. Pour faciliter les opérations de 
calcul, la fonction implacabilité est un bon compromis qui permet de réduire la DRC à 
un produit membre à membre avec une opération linéaire décrite sous forme 
matricielle. Le caractère parfois trop conservateur de la DRC peut être un handicap en 
transformant une masse de croyance vide complètement non-informative lorsque les 
sources ne sont pas fiables. Pour ce faire, il est opportun de prendre en compte la 
fiabilité de la source lorsqu'il est possible de la quantifier afin d'appliquer une règle de 
combinaison moins conservatrice que la DRC. La règle utilisée dans ce cas est nommée 
règle d'affaiblissement simple. Elle a été introduite par Shafer [Sha76], axiomisée par 
Smets [Sme93] et généralisée par Mercier et Denoeux [MQD07, Mer06] et est nommée 
dans ce dernier cas affaiblissement contextuel.  
L'affaiblissement d'une masse Ωm  est défini comme la pondération de chaque 
masse ( )BmΩ  de la distribution par un coefficient de fiabilité qui vaut α−1  où [ ]1  ,0∈α  
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et représente le taux d'affaiblissement. Elle s'obtient en utilisant l'équation 4.12a et 
4.12b: 
( ) ( ) ( )
( ) ( ) ( ) αα
α
+Ω×−=Ω
Ω⊂∀×−=
ΩΩ
ΩΩ
mm
BmBm
1
B    ,1
 
(4.12a) 
(4.12b) 
4.2.3. Prise de décision à partir de fonctions de croyance  
 Une importante étape, pour un système de fusion d'informations quel que soit 
l'outil mathématique servant de cadre de gestion d'incertitude, est celle de la prise de 
décision. Décider, c'est choisir une hypothèse sur un cadre de pari, appelé généralement 
le cadre de discernement et noté Ω . Cette décision peut être prise automatiquement par 
le système lorsque les critères de prise de décisions sont bien définis et connus du 
système. Cependant, il existe des applications sensibles qui nécessitent une phase de 
validation de la prise de décision qui en conséquence est laissée à la charge d'un 
opérateur ou un utilisateur. C'est le cas par exemple des applications d'aide au 
diagnostic  dans le domaine médical. Dans le cadre des modèles de croyances 
transférables, la prise de décision s'appuie sur deux fonctions : la probabilité pignistique 
et la plausibilité.   
 
4.2.3.1. Prise de décision à partir de la probabilité pignistique  
 La distribution de probabilités pignistiques [Sme05] est très utilisée à la phase de 
prise de décision dans le MCT. La transformée pignistique consiste à répartir de 
manière équiprobable la masse d'une proposition B sur les hypothèses contenues dans 
cette proposition. Autrement, elle consiste à partager équitablement chaque masse de 
croyance si au besoin normalisée en se basant sur le principe de la raison suffisante, qui 
stipule qu’en absence de raison, de privilégier une hypothèse plutôt qu’une autre. On 
doit ainsi,  supposer les hypothèses équiprobables (Den07). On obtient ainsi, une 
distribution de probabilité pignistique notée { }ΩmBetP . Formellement, elle est définie 
par l'équation 4.13 mais la décision est généralement opérée en choisissant l'élément  
possédant la plus grande probabilité pignistique:  
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{ } [ ]
{ }( )kk wmBetPw
mBetP
Ω
Ω →Ω
                      
1   0,      :  
a
 
                            
(4.13) 
 Où { }ΩmBetP  est donnée par l'équation 4.14a : 
{ }( ) ( )
( )
∑
∈Ω⊆
Ω
Ω
Ω
−
=
BwB
k
k
B
Bm
m
wmBetP
,1
1
φ  
     (4.14a) 
{ }( ) Ω∈∀= Ω kk wwmBetPw    ,maxarg0       (4.14b) 
 Lorsqu'on utilise la transformée pignistique pour la prise de décision, on adopte 
un comportement rationnel en maximisant l'utilité espérée tandis que l'utilisation des 
fonctions de plausibilité ou de crédibilité lors de cette phase peut constituer une 
alternative pour adopter plutôt respectivement un comportement optimiste ou 
pessimiste.  
 
4.2.3.2.  Prise de décision à partir de la fonction plausibilité  
 La fonction de plausibilité permet de se mettre dans une attitude plutôt optimiste  
lors de la phase de prise de décision dans le sens où la plausibilité d'un élément 
représente la valeur maximale de la masse de croyance sur cet élément qui pourrait être 
atteinte si des informations supplémentaires parviennent au système de fusion. Dans ce 
cas, la phase de combinaison des informations exploite une règle conjonctive pour 
l'intégration de la nouvelle information. La distribution de probabilité sur les singletons 
à partir de laquelle une décision peut être prise est donnée par l'équation 4.15 :  
{ }( ) ( )( ) Ω⊂∀= ∑
Ω∈
Ω
Ω
Ω
k w   
kw
k
k
k
wpl
wpl
wmPIP
     
           
          (4.15) 
 
4.2.4. Gestion du conflit  
 Diverses techniques sont exploitées pour gérer le conflit généré lors de la phase 
de combinaison d'informations. En effet, l'intersection entre deux éléments focaux peut 
être vide lorsqu'on exploite une règle de combinaison conjonctive et par conséquent la 
fonction croyance résultante peut être une masse non nulle. Cette valeur non nulle est 
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appelée le conflit et représente la discordance entre les sources d'informations. Il est 
important d'analyser l'origine de ce conflit qui peut être multiple [Sme05] et parmi ces 
origines, nous pouvons noter la non exhaustivité du cadre de discernement, le non 
respect des hypothèses sous-jacentes lors de l'utilisation de la règle de combinaison 
conjonctive.  
Une autre source possible du conflit provient de la nature de la combinaison 
conjonctive exploitée et de celle de la fonction de croyance manipulée (une masse par 
exemple). Par exemple dans ce dernier cas de génération du conflit lors de la phase de 
combinaison des informations, nous pouvons avoir un conflit de type «conflit interne» 
qui est issu de la combinaison d'une masse avec elle même. A cet ensemble de causes 
pouvant générer un conflit pendant la phase de fusion d'informations, il existe 
plusieurs techniques de gestion du conflit. T. Denoeux  propose une règle prudente 
dans [Den08] pour combiner les informations avec la CRC en y intégrant la gestion du 
conflit généré.  
Une autre idée dans le cadre de la gestion du conflit interne consiste à construire 
des distributions de masses consonantes en s'inspirant des sous-ensembles flous comme 
dans [HCR05, GCB+05, RPR+07]. Il est aussi possible de changer la règle de combinaison 
conjonctive et l'utiliser comme proposée plus haut comme une règle simple qui 
minimise le conflit [Cat03]. Cependant, le conflit n'a pas qu'un sens péjoratif, mais il 
peut être très utile et interprété pour répondre à d'importantes questions. La quantité de 
masse de conflit peut être interprétée comme la croyance sur une nouvelle hypothèse 
dans le cas d'un modèle de croyance transférable en monde ouvert [DS04]. Il peut aussi 
être utile pour regrouper  des fonctions de croyance [SCh04, DM04], associer à des 
objets [AS01], détecter de nouveaux objets [DS04] ou suivre des cibles [RS06].  
 
4.3. Mécanismes pour la reconnaissance de scénario 
par exploitation des modèles de Markov cachés 
hiérarchico-temporels crédibilistes   
  Nous présentons et exploitons dans cette section, une approche de 
reconnaissance de scénario basée sur les modèles de Markov cachés crédibilistes tout en 
Chapitre 4 : Reconnaissance de scénario par les Modèles de Markov Cachés Hiérarchico-
Temporels et Crédibilistes(MMCHTC) 
 
125 
 
y intégrant une gestion de contrainte temporelle et de la structure hiérarchique des 
scénarios. Ce dernier est un cadre de raisonnement plus générique que la théorie de 
probabilité pour gérer les imperfections des données manipulées. Les apports du 
modèle sont présentés à la fin de la section afin de justifier l'opportunité de l'extension 
des MMC probabilistes aux MCC crédibilistes. Les premiers travaux sur l'extension des 
MMC à la théorie de l'évidence [Dem67, Sha76] ont été proposés par Pieczynski et al. 
[Pie07] pour des applications de segmentation d'images en traitements d'images 
satellitaires. 
Des travaux plus récents de E. Ramasso dont les bases ont été posées depuis 2007 
dans sa thèse [Ram07] lui ont permis de se placer dans le cadre des modèles de 
croyances transférables développées par P. Smets pour proposer une extension des 
MMCs probabilistes aux MMCs crédibilistes. Inspiré par ces travaux, nous nous 
proposons d'intégrer d'une part à ce modèle de MMCs Crédibilistes un paramètre de 
type probabiliste de gestion du temps qui est par suite fusionné dans une masse puis 
transformé en une fonction de communalité. D'autre part, une topologie de type 
arborescente s'avère aussi importante pour gérer la structure arborescente des 
événements à reconnaître par le système. Le cadre de reformulation des MMCs permet 
de combiner de façon élégante et robuste avec des opérateurs prudents des 
informations et la gestion efficace du conflit lors de la fusion et la prise en compte du 
doute et de l'ignorance liée aux scénarios à reconnaître.  
La puissance de ce modèle crédibiliste réside dans les mécanismes de propagation 
crédibiliste forward et backward pour la phase de reconnaissance et l'algorithme de Baum-
Welch crédibiliste ou celle de Viterbi dans le contexte de MCT  pour la phase 
d'apprentissage des paramètres du modèle. Dans  les paragraphes suivants, nous 
décrivons le modèle des séquences et celui des observations, les mécanismes de base 
pour l'apprentissage et la reconnaissance dans le cadre du MCT.   
 
4.3.1. Modèles de Markov cachés Crédibilistes  
 Les modèles de Markov cachés crédibilistes que nous présentons dans cette 
section représentent une extension des modèles de Markov cachés probabilistes {section 
3.1} qui ont été présentés dans le chapitre 3. De même, tous les mécanismes présentés au 
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niveau des MMCs probabilistes restent valables pour ceux crédibilistes avec des 
variables sous forme de croyance. Le modèle est composé d'un modèle d'observations 
et d'un modèle de séquences d'états dit cachés générés par les observations.  
- Un MMC crédibiliste (MMCCr) nommé Crλ  est défini par un ensemble d'états 
noté : { }tKttt SSS ,....., 21=Ω  et une distribution de fonctions de croyance peut être 
une masse évidentielle (m) ou une autre transformation entre la plausibilité (pl), 
ou les communalités (q).  
- Dans notre modèle, nous proposons d'utiliser les communalités car elles sont 
beaucoup plus adaptées à notre contexte d'application où la règle de 
combinaison utilisée pour fusionner les informations est une règle conjonctive. 
Les sources d'informations étant distinctes et fiables (par exemple le degré de 
confiance accordé à une caméra pour sa qualité de détection et de suivi d'objets 
en mouvement dans la scène). D'autre part, l'utilisation des communalités rend 
les calculs moins lourds et fastidieux tout en fournissant des expressions proches 
de celles probabilistes. En conséquence, ceci est un avantage majeur en 
complexité algorithmique. Le modèle d'observation noté O est constitué 
d'alphabets d'observations distinctes selon M symboles tel que : 
{ }MOOOOO ,.......,, 321= . 
- CrA  est la fonction de croyance équivalente à la probabilité de transition entre les 
états : { }t
jiaCr qA
Ω
=
,
  où t
jia
qΩ
,
 est obtenue par une transformation de la probabilité  
( )itjt ssssP ==+1   en fonction de croyance de type communalité (q); 
- CrB  est la fonction de croyance équivalente à la probabilité d'observations 
(probabilité d'émission, croyance) :                                 où  ( )mq t
jb
Ω  est obtenue par 
une transformation de la probabilité ( )jtmt SSOOP ==  en fonction de croyance 
de type communalité (q); 
-  0Ωq  est la probabilité d'état initial : { }00 ΩΩ = iqq { }ipi=Π  où  0Ωiq  est obtenue par 
une transformation de la probabilité ( )iSSP =1  en fonction de croyance de type 
communalité (q). 
( ){ }mqB t
jbCr
Ω
=
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Dans la suite du document, nous utiliserons comme présentée dans  le Tableau  4.3, la 
dénomination des variables crédibilistes correspondantes aux variables probabilistes. 
Nom des variables et 
algorithmes 
Probabiliste Crédibiliste 
Variable α  (forward) α  tqΩα  
Variable β  (backward) β  tqΩβ  
Variable γ (Baum-Welch) γ  tqΩγ  
Variable  ξ (Baum-Welch) ξ  tqΩξ  
Tableau 4.3. Présentation de la correspondance entre notations probabilistes et celles 
crédibilistes.  
 
4.3.2. Gestion de la  temporalité des séquences et de la hiérarchie 
des scénarios par le modèle des MMCs crédibilistes 
 La gestion de l'évolution temporelle des séquences d'états se fait par l'estimation 
d'une variable probabiliste  et selon les distributions, utilisable comme présentée  au 
chapitre 3. Une fois l'estimation de ce paramètre temporel effectuée, il est transformé en 
une fonction masse de même que le degré de confiance (probabiliste transformé en 
masse évidentielle) liée à la caméra qui a fourni les mesures (observations) et la 
probabilité de transition de l'état. Le contenu de l'ensemble de ces trois variables 
fusionnées dans la même et transformé en fonction de communalité. S'agissant de la 
gestion de l'hiérarchie, elle s'avère nécessaire et importante afin d'éviter d'utiliser autant 
de MMC pour la reconnaissance de scénarios ou événements  à reconnaître. Alors qu'un 
MMC hiérarchique permettrait de gérer efficacement plusieurs scénarios ayant 
différentes structures organisationnelles mais se situant tous dans la même catégorie. 
Les mécanismes dans ce cas d'espèce ont été décrits au chapitre 3.  
 La gestion de la structure hiérarchique et organisationnelle des scénarios est 
basée sur le modèle d'affectation proposé par D. Mercier [Mer06],  dans ces travaux de 
thèse sur la fusion d’informations pour la reconnaissance automatique d’adresses 
postales dans le cadre de la théorie des fonctions de croyance [Mer06].  Son approche 
est une forme purement hiérarchique de l'affectation dans un cadre de décision multi-
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niveaux. Une hiérarchie est un arbre possédant une racine associée à Ω  dans le cadre 
des croyances, un niveau (composé d'un ensemble d'éléments) associé à une partition 
de Ω , une feuille associée à un élément singleton. Par convention, le premier niveau est 
le niveau composé des singletons de Ω et le dernier niveau est celui composé de Ω . 
Soit { }Nn   ,.......,1∈ , n le niveau de la hiérarchie et N le nombre de niveaux de la 
hiérarchie. On définit ainsi par ( )nΩ  l'ensemble des décisions de niveau n (par 
exemple ( ) ( ) { }Ω=ΩΩ=Ω pet   1 ). ( )nK  avec ( ){ }nKk ,,.........1∈   dénote le nombre d'éléments 
de ( )nΩ  ( nkw   désigne le kième élément de
( )nΩ ). La Figure 4.3 illustre un exemple de 
structure hiérarchique  à trois niveaux.  
 
Figure 4.3.  Illustration d'un processus d'hiérarchisation à trois niveaux [Mer06].  
 
 L'algorithme 1 détaille les principales lignes d'instructions d'une procédure de 
backward de prise de décision à un niveau p de la chaîne de gestion de la structure 
hiérarchique :  
 
Algorithme 1 : Procédure de prise de décision à un niveau p  
 
1: Soit un scenario S de niveau  n 
2: Si le niveau n est égal au niveau p: 
3: Alors, on décide que S est reconnu à un niveau  p : 
4:  Sinon p correspond au niveau du premier élément parent de la    
 décision contenant la vérité   
5: Fin Si 
6: Si S est correct au niveau p  
7:  S est directement reconnu    
8: Fin Si 
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Nota : [ ]Nnp   ,  ∈  et le nombre de décisions d de niveau n correctes au niveau p 
vaut pnd , . 
4.3.3. Apprentissage des paramètres du modèle  
 L'apprentissage des paramètres du modèle consiste à définir une méthode 
d'estimation automatique des paramètres en exploitant les caractéristiques d'une base 
de données test d’apprentissage. Une solution à ce problème est fournie par 
l'algorithme de Baum-Welch dans sa version probabiliste [Bau72].  Nous proposons 
dans ce travail de proposer une version crédibiliste de cet algorithme afin de l'exploiter 
pour l'apprentissage des paramètres de notre MMC pour la reconnaissance de scénario 
médical. Pour un modèle Crλ  de MMC crédibiliste quelconque, il s'agit  de chercher les 
paramètres de Crλ  qui maximise la probabilité. La Figure 4.4 est une illustration des 
différentes phases de l'algorithme de Baum-Welch.  
Cependant, il faut noter que la complexité de l'algorithme de Baum-Welch dans sa 
version crédibiliste que nous présentons dans ces travaux est plus importante que dans 
sa version probabiliste. Ceci est dû aux fonctions de croyances qui n'ont pas les mêmes 
propriétés mathématiques que les probabilités et de plus, les croyances sont définies sur 
les espaces de grande taille. Généralement trois paramètres sont appris pendant la 
phase d'apprentissage. 
- la matrice de transition crédibiliste ; 
- la connaissance de l'a priori sur les états à l'instant t=1 ; 
- les modèles d'observation liant les observations Ot aux croyances sur les états. 
                                 
Figure 4.4.  Phases de calcul pour la mise en œuvre de l'algorithme de Baum-Welch 
[Bau72].  
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 La phase d'apprentissage des scénarios dans le cadre de l'estimation et de 
l'ajustement des paramètres du modèle de Markov est très importante et précède l'étape 
de reconnaissance proprement dite sans quoi le modèle n'a aucune information sur 
laquelle un scénario pourrait être reconnu. Deux principales étapes précédées d'une 
phase d'initialisation permettent de décrire Baum-Welch crédibiliste [AME14]:  
 Initialisation : On définit les paramètres initiaux du modèle en se basant sur 
les conditions initiales aléatoires.  Généralement, on l’initialise à ( ) 11 ==Ω iSq tα .  
 Etape 1 : Exploitation de la propagation avant (forward) qui consiste en un 
processus de prédiction puis de mise à jour de la prédiction. Cette étape permet 
d'estimer la variable                 de la procédure forward.  
 
 Etape 2 : Exploitation de la propagation arrière (backward), qui permet  
d'estimer la fonction de croyance a postériori sur  tΩ par le calcul de masse de croyance 
avec une règle de combinaison conjonctive. Puis une projection de la masse de croyance 
combinée (utilisation d'une règle CRC) obtenue sur 1+Ω t sur tΩ  et qui nécessite le calcul 
de             a postériori. A la fin de cette étape, la variable               de la procédure 
backward est obtenue. Une fois les variables              et             sont connues, nous 
pouvons déterminer la variable de lissage crédibiliste           et celle d'apprentissage 
crédibiliste                 qui s'expriment par les équations 4.15a et 4.15b suivantes:   
ttt qqq ΩΩΩ = βαγ         
                   
(4.15a) 
[ ] 1111111   +++++++ Ω×ΩΩ×Ω↑ΩΩ×Ω↑ΩΩ×Ω↑ΩΩ×Ω ×××= ttttttttttttt qOqqqq tb αβαξ  
          
(4.15b) 
 Fin: Ré-estimer les paramètres du MMC en utilisant les valeurs mises à jour 
de CrA , CrB  et 0
Ωq  en procédant à une nouvelle itération jusqu'à convergence des 
paramètres du modèle. L'algorithme 2 ci-dessous présente les différentes étapes sous 
forme d'instructions du Baum-Welch crédibiliste [AME14]. 
 
 
( )jsq tΩα
( )jsq tΩα ( )jsq tΩβ
( )jsq tΩα ( )jsq tΩβ
( )jsq tΩξ
( )jsq tΩγ
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Algorithme 2 : Procédure de Baum-Welch Crédibiliste   
 
1: Initialisation: choix des paramètres du MMC  
2: Répéter : 
3: Pour  chaque séquence observée: 
4:  Calculer              avec la propagation avant (forward) crédibiliste 
5:  Calculer                 avec la propagation arrière (backward) crédibiliste 
6:  Calculer   
7:  Calculer     
  Fin Pour  
8: Ré-estimer les paramètres du MMC crédibiliste jusqu'à la stabilisation.  
 
 
4.3.4. Reconnaissance de scénarios crédibilistes  
 Une fois la phase d'apprentissage des paramètres du modèle MMC terminée, 
l'étage de reconnaissance proprement dite des scénarios peut ainsi s'effectuer. A cet 
effet, nous exploitons soit un algorithme de Viterbi crédibiliste soit à nouveau les 
procédures de propagations forward et backward crédibilistes [RRP07]. Les 
propagations respectent les mêmes schémas classiques que ceux présentés dans le cadre 
probabiliste. La Figure 4.5 illustre un modèle graphique représentant les propagations 
forward et backward crédibilistes entre deux instants où tΩ est l'ensemble des états. 
 
Figure 4.5. Modèle graphique représentant les propagations forward et backward 
crédibilistes entre deux instants [Ram07].  
 
4.3.4.1.  Propagation forward crédibiliste  
 La propagation forward crédibiliste à l'image de celle probabiliste permet de filtrer 
en partie les fonctions de croyances (les probabilités) en ligne afin de reconnaître une 
( )jsq tΩα
( )jsq tΩβ
( )jsq tΩγ
( )jsq tΩξ
( )jsq tΩγ
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séquence d'états. En effet, elle s'effectue en trois étapes que sont l'initialisation, 
l'induction et l'étape de  fin.  
 Initialisation forward crédibiliste : A partir des conditions initiales 
aléatoires définies, on estime les paramètres initiaux du modèle. Il s'agit donc de forcer 
en initialisant une variable avec un a priori vide à t=1, en utilisant 
l’équation ( ) 1  11 =Ω⊆∀ =Ω ii SqS tα .  
 Induction forward crédibiliste : A l'étape d'induction    1+Ω⊆∀ tjS avec 
11 −≤≤ Tt , alors on peut déterminer ainsi la variable         forward qui est une 
communalité issue d'une combinaison d'informations en utilisant l'équation 4.16 :  
( ) ( ) [ ]( ) [ ]( )jtb
S
jiij SOqSSqSmSq t
ti
ttt 111 +
Ω⊆
++ ΩΩΩΩ ×








×= ∑ ααα  
(4.16) 
 
A chaque instant t, l'induction génère un processus de spécialisation qui permet 
le transfert de la masse sur les ensembles d'états de faible cardinalité et en conséquence 
renforce la distribution de croyance. Mais à un instant t+1,  la CRC avec les observations 
génère un conflit lorsque φ=∩ ji SS . 
 Fin : La décision du choix du meilleur modèle se base sur le conflit généré par la 
combinaison de CRC utilisée lors de la phase de l'induction pour combiner les 
observations. La séquence optimale est choisie en minimisant le conflit sur l'ensemble  
de la séquence d'observation en exploitant l’équation 4.17: 
( ) [ ] ( )( ) ( )∑
=
∗Ω
=Φ=
T
t k
kc
tm
T
L
1
1
c
1 L minarget      log1 λλλλ αααα  
(4.17) 
L'algorithme 3 détaille les principales lignes d'instructions d'une procédure de forward 
crédibiliste d'un modèle de Markov caché crédibiliste: 
 
 
Algorithme 3 : Procédure forward crédibiliste              
 
1: Pour  i allant de 1 à  N faire : ( ) 11 ==Ω iSq tα  
2: Fin Pour 
( )jsq tΩα
( )jsq tΩα
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3: Pour  t allant de  1 à T-1 faire :  
4: Pour  i allant de 1 à N  faire:        ( ) ( ) [ ]( ) [ ]( )jtb
S
jiij SOqSSqSmSq t
ti
ttt 111 +
Ω⊆
++ ΩΩΩΩ ×








×= ∑ ααα  
5: Fin Pour 
6: Fin Pour   
7: Calculer : ( ) [ ]( )( ) ( )kkT
t
c
tm
T
L λλλλ αααα 1c
1
1 L minarget   log1 =Φ= ∗
=
Ω∑  
  
  
4.3.4.2. Propagation backward crédibiliste et temporelle 
 L'estimation des paramètres du MMC dans le cadre crédibiliste est effective par 
la détermination de trois variables auxiliaires que sont la variable backward β  et les 
variables ξγ et    qui sont obtenues à partir des variables backward et forward. Comme 
dans les modèles de Markov probabilistes, on peut utiliser la variable de propagation 
avant (de probabilité a posteriori d'états donnés d’observations) pour la reconnaissance 
de l'état e. En effet, un procédé semblable peut être utilisé dans MMC crédibiliste 
[SRZ11] et, par conséquent, la propagation de retour génère la variable             lors   du 
processus  de prédiction et de fusion qui est estimée  avec l'équation 4.18 : 
( ) [ ]( )( ) [ ]( )( )∑
+
++
Ω⊆
ΩΩΩΩ ×=
1
11
     
t
tttt
S
jjjtbi SSqSOmmSq αββ  
(4.18) 
Initialisation backward crédibiliste : A ce niveau, il faut définir les 
paramètres du modèle en se basant sur les conditions initiales aléatoires.  Par exemple, 
elle peut être initialisée à ( ) 11 ==Ω iSq tα . Les deux principales étapes suivantes de 
l'algorithme permettent de mettre à jour les paramètres du MMC de façon itérative 
jusqu'à convergence, en suivant la procédure décrite à partir des deux étapes ci-
dessous: 
 Induction backward crédibiliste : D'une part, l'induction permet d'estimer  
la variable backward crédibiliste                  avec l'équation 4.19 : 
( ) [ ]( )( ) [ ]( )( )∑
+
++
Ω⊆
ΩΩΩΩ ×=Ω⊆∀
1
11
       ,
t
tttt
S
jjjtbiti SSqSOmmSqS αββ       (4.19) 
D'autre part, au cours de cette étape la variable de lissage crédibiliste (filtrage de 
fonctions de croyance hors ligne) qui est définie avec une fonction communalité et la 
( )jsq tΩβ
( )jsq tΩβ
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variable d'apprentissage crédibiliste                 est aussi estimée. La variable crédibiliste 
de ré-estimation         est obtenue en exploitant l'observation jointe des variables 
crédibilistes et forward et backward via l'équation 4.15a obtenue t Ω⊆∀ iS . De même  la 
variable de lissage                  est obtenue en utilisant l'équation 4.15b. 
  L'algorithme 4 ci-dessous détaille les principales lignes d'instructions d'une 
procédure backward d'un MMC  crédibiliste :  
 
Algorithme 4 : Procédure backward Crédibiliste    
 
1: Pour  i allant de 1 à N faire :  ( ) 1t S   , 11 +Ω Ω⊆∀=+ sq tβ                       
2:   Fin Pour 
3: Pour  t allant de  1 à T-1 faire :    ( ) [ ]( )( ) [ ]( )( )∑
+
++
Ω⊆
ΩΩΩΩ ×=
1
11
     
t
tttt
S
jjjtbi SSqSOmmSq αββ  
4: Pour  i allant de  1 à N faire:                 
5: Fin Pour 
6: Fin Pour   
7: Calculer :    ( ) [ ] ( )( ) ( )∑
=
∗Ω
=Φ=
T
t k
kc
tm
T
L
1
2
c
2 L minarget     log1 λλλλ ββββ  
  
 
4.4. Application à la reconnaissance des scénarios 
d’actes «potentiellement criminel» et «criminel»  
  Dans cette section, nous nous proposons de tester nos algorithmes de 
reconnaissance des scénarios de comportement d’humain «potentiellement criminel» et 
«criminel» sur une base de séquences d’images test proposées par PETS 2014 bien 
connue de la communauté de vision par ordinateur. Les séquences testées sont 
collectées à partir d’un système de vidéosurveillance multicaméras. La Figure 4.6 et la 
Figure 4.7 montre les images du système de vidéo surveillance multicaméras proposé 
par PETS 2014. Quatre caméras sont exploitées pour surveiller un environnement 
routier comme illustre à la Figure 4.6 et la Figure 4.7. 
( )jsq tΩβ
( )jsq tΩξ
( )jsq tΩγ
( )jsq tΩξ
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Figure 4.6. Illustration du contexte de surveillance multicaméras (4 caméras) proposé 
par la base de données test PETS 2014. Cas de scénario  de comportement 
«potentiellement criminel».  
 
 
Figure 4.7. Illustration du contexte de surveillance multicaméras (4 caméras) proposé 
par la base de données test PETS 2014. Cas de scénario  de comportement 
«criminel».  
 
Pour reconnaitre chacun des deux scénarios étudiés, un MMCHT de type 
crédibiliste a été utilisé afin de gérer de façon plus flexible et efficace les imperfections 
liées aux données. Nous entendons par  MMCHTC un modèle de Markov caché 
crédibiliste. La même technique exploitée au niveau des MMCHT probabilistes est 
utilisée pour reconnaître les comportements d’humain suspect qui sont de potentiels 
actes criminels ou tout simplement des actes criminels. La gestion des imperfections 
concerne la prise en compte de la nature incomplète des données d’apprentissage et la 
gestion des incertitudes liées tant bien au capteur d’acquisition qu’à la qualité du 
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résultat des traitements de vision du système de reconnaissance.  Pour cela, nous 
combinons dans une masse de croyance les informations telles que le degré de 
confiance alloué à la caméra, la probabilité de la durée de l'état du modèle et la 
probabilité de transition d'état qui permet de former une matrice de transition 
crédibiliste.  
La valeur du paramètre qui représente le degré de confiance alloué à la caméra 
dépend de la qualité de la détection et du suivi de l’objet via cette caméra. Son 
estimation est basée sur la connaissance des paramètres de calibration de la caméra, la 
taille de l’objet et la profondeur.  
La durée d’état est calculée en utilisant les distributions de probabilités proposée 
au chapitre 3 pour modéliser le temps de séjour. A partir de la matrice de transition 
probabiliste et des deux informations que sont le degré de confiance, la durée nouvelle 
matrice de transition est ré-estimée avec la probabilité conditionnel afin de construire  la 
matrice de transition crédibiliste. Les procédures d’estimation de différentes est décrite 
en chapitre 5 et un exemple est fourni en Annexe C. 
 
 
Figure 4.8. Reconnaissance d’événements de comportements «potentiellement criminel» 
dans des séquences vidéo tests de la base de données PETS’ 14.  
 
La Figure 4.8 montre les résultats du système de la reconnaissance de comportement 
potentiellement criminel d’un homme «un piéton ouvre le véhicule puis le referme» dans la 
scène. Une analyse globale du système de calibrage multicaméras montre que seuls les 
 (a) 
 (b) 
Caméra 1       t1 Caméra 1       t2 
Caméra 2       Caméra 3  Caméra 4 
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champs de vues de la caméra 1, 2 et de la caméra 4 couvrent correctement la scène mais 
par contre le champ de vue de la caméra 3 ne couvre pas la scène de l’environnement 
surveillé (Figure 4.8a et Figure 4.8b). La caméra 1 perçoit un piéton qui avance vers le 
véhicule et qui arrive très proche du véhicule et y reste pendant un laps de temps de 3s 
puis il revient au près du véhicule en tournant autour pendant un laps de temps de 4s 
(images 1012 à 1080). La caméra 2  ne couvre pas toute la scène mais perçoit un homme 
qui rode autour du véhicule pendant un laps de temps 5s  (images 2035 à 2089). La 
caméra 4 perçoit le piéton avancé tout en s'approchant du véhicule et reste au près du 
véhicule pendant un laps de temps d'environ de 10s puis tente de forcer pour ouvrir le 
véhicule (images 1517 à 1643). 
 
 
 
Figure 4.9. Reconnaissance d’événements de comportements «criminel» dans des 
séquences vidéo tests de la base de données PETS’ 14.  
 (a) 
 
(b) 
 (c) 
Caméra2        t1 
 
Caméra2        t2 
 
Caméra3        t1 
 
Caméra3        t2 
 
Caméra4        t1 
 
Caméra4        t2 
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La Figure 4.9 montre les résultats du système de reconnaissance pour un 
comportement criminel d’un homme «un piéton rode autour du véhicule, l’ouvre et vole un 
ordinateur puis s’enfuit en courant» dans la scène. De même, en analysant le système de 
calibrage multicaméras on constate que seuls les champs de vues des caméras 2, 3 et 4 
couvrent correctement la scène tandis que le champ de vue de la caméra 1  ne couvre 
pas la scène de l’environnement surveillé (Figure 4.9a,  4.10b, 4.9c). La caméra 2 perçoit 
un piéton qui avance et arrive très proche du véhicule y reste pendant un laps de temps 
de 3s puis il revient au près du véhicule en tournant autour pendant un laps de temps 
de 4s (images 1062 à 1080). La caméra 3  détecte un piéton arrive du bâtiment et qui 
avance vers le véhicule puis passe très proche devant le véhicule avec un temps moyen 
de 7s (images 1630 à 1742). Il tourne autour du véhicule pendant temps moyen de 8s 
(images 1630 à 1742). La caméra 4 montre un piéton tout proche du véhicule et rode 
autour du véhicule pendant un laps de temps d'environ 10s tout en regardant à gauche 
et à droite pendant puis ouvre la porte du véhicule pour prendre un objet sous forme 
rectangulaire et enfin s’enfuit en courant (images 1608 à 1643). 
 
 
4.5. Apport du MCT pour la gestion d’imperfections   
 Malgré la puissance, l'efficacité et les bonnes performances enregistrées dans 
diverses applications par l'exploitation des MMCs probabilistes, quelques limites du 
modèle subsistent. Ces limites sont essentiellement relatives au cadre de raisonnement 
qui est le cadre probabiliste. Ce cadre de raisonnement est moins adapté à certaines 
situations réelles en rapport avec la nature des données et de leur source. Face à ces 
lacunes identifiées dans le modèle probabiliste, celle crédibiliste constitue une réponse 
générique à ces problèmes. Par exemple, un MMC probabiliste n'est pas adapté dans le 
cas où les transformations numérique-symbolique des observations en états ne sont pas 
toutes probabilistes. De même lorsque les transitions entre états ne sont pas toutes des 
probabilités conditionnelles le modèle de Markov standard ne répond pas et c'est ainsi 
que le MCT de par son caractère générique, permet de combiner des informations 
venant de sources disparates et différentes, etc.  
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Dans le modèle MMC classique, la connaissance des distributions sur les états 
initiaux est plus ou moins obligatoire, sinon dans le cas contraire, la théorie des 
probabilités se propose d'utiliser une hypothèse d'équiprobabilité. Cette dernière, 
consiste à attribuer la même probabilité à chaque état ce qui n'est pas toujours vérifié et 
mieux l'ignorance totale est confondue à l'équiprobabilité. Par contre, les fonctions des 
croyances traitent plus prudemment et mieux  cette méconnaissance de la distribution 
sur les états initiaux en la modélisant par une fonction croyance vide. C'est aussi le cas 
lorsqu'il y a d'ambigüité sur les transitions entre deux états à un même instant ou entre 
deux états consécutifs. Cependant,  le cadre générique que constitue le MCT permet de 
prendre en charge l'ambigüité en le modélisant par une fonction croyance certaine soit 
par exemple une masse traduisant l'ambigüité sur la transition entre deux états 
consécutifs et vaut 1. 
 Un avantage conséquent des fonctions des croyances est leur efficience dans le 
cadre de la fusion ou de la combinaison d'informations. Le cadre de raisonnement dans 
le MCT est très adapté pour la combinaison d'informations car il tient compte de la 
nature et de la qualité des sources à fournir des informations fiables ou bruitées. 
Plusieurs opérateurs très prudents ont été proposés pour combiner des informations de 
façon efficace sans introduire un biais sur la donnée et facilite ainsi la prise de décision. 
Les probabilités échouent lorsqu'on doit combiner des distributions non indépendantes 
et que la théorie des probabilités fait office d'indépendance comme hypothèse tandis 
que le MCT propose une merveilleuse solution par l'utilisation d'opérateurs prudents.  
De nombreux apports significatifs ont été produits sur le système de 
reconnaissance par l'exploitation des fonctions de croyance qui restent et demeurent 
depuis des décennies en pleine expansion avec diverses applications sensibles qui 
nécessitent une gestion efficiente de l'incertitude, de l'imprécision et l'incomplétude. 
Parmi ces apports, nous pouvons citer une fine description du modèle de transition des 
états, la modélisation du doute, de l'ambigüité et de l'ignorance totale. 
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Conclusion 
 
Nous avons décrit dans ce chapitre une approche que nous proposons pour la 
reconnaissance crédibiliste de scénarios qui exploite les modèles de Markov cachés dans 
le cadre des modèles de croyances transférables. L'approche proposée est basée sur une 
idée d'adaptation des mécanismes dans le modèle Markov standard probabiliste. Nous 
exposons une nouvelle formalisation des algorithmes des MMCs dans le cadre des 
Modèles de Croyances Transférables. Cette reformulation permet de combiner la 
puissance qui n'est plus à démontrer des modèles très populaires pour diverses 
applications de Markov cachés, de la flexibilité et de la généricité des outils tout aussi 
puissants que robustes du MCT. Cette extension permet de faire face à la modélisation 
d'un panel de connaissances. En conséquence, ce modèle grâce à ces avantages décrits 
plus haut fournit un outil générique permettant d'utiliser les connaissances telles 
qu'elles existent, que ce soit des probabilités, des possibilités ou des fonctions de 
croyances. L'aspect de l'évolution temporelle des séquences d'états (enchaînement 
d'événements élémentaires) est tout aussi abordé dans notre approche par une 
estimation explicite du temps passé par le modèle dans un état sous forme de 
probabilité qui sera transformée par la suite en une masse de croyance. Ce dernier est 
combiné pour former une matrice évidentielle de transition des états pour être 
transformée en communalité. La structure hiérarchique des événements est aussi un 
aspect qui nous a intéressées dans le modèle  proposé.  
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Chapitre 5  
 
Reconnaissance d'activités dans des vidéos 
médicales et expérimentations   
 
Introduction 
 
L'ensemble des expérimentations effectuées dans le cadre de la mise en œuvre de 
la chaîne de traitement du système de reconnaissance d'activités humaines en milieu 
médical est présenté. Tout d'abord, une description globale du système expérimental et 
de la base de données médicale avec les différentes catégories de scénarios est faite. 
Ensuite, nous avons présenté les différentes expérimentations liées aux traitements bas 
niveau qui concernent notamment d'une part, les prétraitements des images médicales 
en exploitant une technique basée sur une technique de correction de distorsion 
stéréoscopique via l'estimation de la matrice fondamentale en exploitant la géométrie 
épipolaire. Et d'autre part,  elles sont relatives à la détection et le suivi des objets 
mobiles dans la vidéo en exploitant une approche basée sur la soustraction de fond et 
une différence inter-image avec une image de référence. Enfin, nous décrivons les 
expérimentations liées aux traitements de haut niveau pour l'analyse et l'interprétation 
intelligente de la scène médicale en exploitant les modèles de Markov cachés 
hiérarchico-temporels dans le cadre des modèles de croyances transférables. L'ensemble 
des résultats obtenus pour la reconnaissance  de scénario avec l'approche que nous 
proposons a été présenté et analysé afin de faire ressortir les apports et les limites 
probables de notre technique. 
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5.1. Contexte expérimental  
 Dans cette section, nous présentons une vue d'ensemble et sommaire du système 
de vision à perception multicaméras proposée dans nos travaux pour compléter le 
système de surveillance sonore existant en unités de soins intensifs médicaux. Puis, 
nous décrivons la base des données tests utilisées dans le cadre de nos 
expérimentations. Et enfin, quelques apports du système proposé d'un point de vue 
général pour un système de vidéosurveillance et dans un second temps d'un point de 
vue de surveillance médicale. 
 
5.1.1. Vue d'ensemble du système expérimental 
 Le développement et le test des solutions de surveillance des activités (états et 
comportements) des patients et des activités cliniques médicales nécessitent un cadre 
expérimental réel ou tout au moins proche du contexte réel médical. Pour  répondre à 
ce besoin important pour la validation et l'analyse de l'impact de ces solutions, une salle 
de soins intensifs a été aménagée à cet effet dans la section cardiologie du Centre 
National Hospitalier Universitaire Hubert Koutoukou MAGA (CNHU-HKM) de 
Cotonou au Bénin. La salle de soins intensifs qui sert de site expérimental  pour nos 
travaux de recherches est divisée en deux pièces que sont : la salle de surveillance où on 
retrouve les infirmiers et les médecins surveillants  et la  salle de soins intensifs 
proprement dite où sont hospitalisés les patients. Cette dernière est séparée de la 
première par une vitre à travers laquelle se fait une surveillance visuelle des médecins 
surveillants. Cet état de chose est d'ailleurs l’un des premiers facteurs inspirant la 
proposition d'un système de surveillance visuelle intelligente en assistance pour ces 
derniers.  
La mise en place de cette salle expérimentale permet aussi d'explorer la 
construction des scénarios intéressants (événements médicaux importants) à 
reconnaître puis aide à la découverte de nouveaux scénarios par analyse de la base de 
vidéos recueillies. D'autre part, elle permet de tester, de mettre en œuvre et d'évaluer la 
performance des approches proposées. Deux principales catégories de capteurs 
(capteurs d'informations médicales) sont installées dans cette salle à savoir: les capteurs 
de signaux physiologiques du patient puis les capteurs de vision pour l'analyse des 
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comportements du patient. La salle intelligente médicalisée est équipée de six lits de 
patients, et au niveau de chaque lit, nous pouvons retrouver l'ensemble des 
équipements de surveillance en USIs de base tel que le moniteur électro-
cardiographique deux traceurs minimum reliés par câble ou par télémétrie à une unité 
centrale intégrant un système d’alarmes, un enregistreur automatique et un système de 
stockage d’au moins 24 heures. En complément à ce système de surveillance de base, 
chaque lit est équipé d'une caméra calibrée de façon à ce que son champ de vision 
couvre la totalité de la surface du lit pour permettre d'avoir une vue globale du patient 
quelle que soit sa position sur le lit médicalisé (couché ou assis). L'ensemble de la salle 
est organisé comme présenté à la Figure 5.1. & 5.2. 
 
Figure 5.1. Vue en plan côté de la salle de soins intensifs du système expérimental. 
 
 
Figure 5.2. Illustration du calibrage de système de vision dans la salle de soins d'USIs. 
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5.1.2.  Description du système visuel expérimental proposé pour 
le monitoring des patients en USIs 
 Globalement, les patients sont monitorés dans la salle de soins via un système de 
vision composé de huit caméras  dans notre cadre expérimental et illustré comme à la 
Figure 5.2. Le système de monitoring visuel est qualifié d'intelligent par sa capacité 
d'analyse et d'interprétation automatique des activités médicales humaines (praticiens 
hospitaliers et patients). Il constitue de ce fait, une aide à la surveillance intelligente en 
temps réel des patients, en amont et en aval une aide à la décision médicale. Nous 
avons mis en place un système de surveillance visuelle (Figure 5.2) permettant de 
reconnaître des actions et des activités humaines dans les vidéos contenant des scènes 
médicales. Une action est interprétée comme un état tandis qu’une activité est 
représentée par une séquence (un enchaînement) d'états qui représentent les actions de 
base ou événements élémentaires.  
L’entrée du système est une séquence d’images où les objets surveillés sont 
absents (salle de soins vide) ou tout au moins les objets sont supposés statiques (sans 
mouvement) à la première image (celle qui sert de référence pour la détection des 
mouvements d'objets mobiles). Les paramètres du mouvement sont au prime abord 
estimés afin de détecter les objets mobiles.  
Ensuite, un algorithme de catégorisation basé sur la segmentation à base 
d'attributs morphologiques nous permet de classer les objets mobiles dans la vidéo en 
deux classes : les patients et les médecins et si un objet n'est pas détecté appartenant à 
l'une au moins de ces deux classes, il est déclaré appartenant à une troisième qui est 
celle des assistants des patients ou des visiteurs dont les heures de visite strictement 
réglementées définies et connues a priori. Ainsi, par classe d'objets mobiles détectés et 
suivis, des caractéristiques locales et globales sont extraites et obtenues pendant la 
phase d’extraction de caractéristiques puis sont transformées en croyance sur les actions 
(action dans une région d'intérêt prédéfinie) qui vont être enfin combinées dans le cadre 
du MCT afin de gérer l'incertitude, l'imprécision générée sur les données lors des 
traitements de vision bas niveau tout en tenant compte de l'incomplétude des 
connaissances médicales.  
Enfin, la sortie du système est une décision de reconnaissance des scénarios 
prédéfinis par une connaissance d'expert médical. Cette décision est basée sur le 
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Modèle de Markov Caché Crédibiliste (MMCCr), qui permet de reconnaître les 
scénarios. La Figure 5.3 présente l'architecture d'un point de vue global de toute la 
chaîne du système de reconnaissance. 

Vidéo 1 
Video 
Stream 
Vidéo 2 
Vidéo n 
Pre-treatment 
distortion correction 
Videos detected objects 
features extraction 
Human  motion 
detection 
Human  motion 
tracking 
BSHMM Training 
Action/Activity 
recognition 
Medical expert 
Knowledge 
 
Figure 5.3. Architecture globale de chaîne de traitement du système de reconnaissance 
[AME13].  
 
5.1.3. Description de la base de vidéos médicales d'USIs 
exploitées 
 D'importants tests et expérimentations ont été réalisés sur les données de vidéos 
médicales recueillies à partir du système de surveillance visuelle en production 
expérimentale en salle de soins intensifs au service cardiologique du CNHU-HKM.  
 
5.1.3.1. Caractérisation de la base de vidéos médicales 
 La scène vidéo est capturée par différentes caméras auto-calibrées et installées 
dans la salle de soins. Un module de suivi multicaméras est utilisé pour détecter les 
mouvements afin de fournir la liste des positions des personnes (le patient et le 
médecin) seules en coordonnées (x,y) puis des caractéristiques locales des régions 
d'intérêts prédéfinies. Nous avons collecté et utilisé pour nos expérimentations 47 
séquences vidéo constituées des séquences de longueur de 3000 images. Chaque 
séquence d'observation est enregistrée toutes les secondes et demi de la vidéo à 20fps. 
La durée des séquences vidéo est de 150 secondes. La base de données vidéo se 
caractérise par son hétérogénéité avec une forte variation de l'éclairage (jour et nuit) et 
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la présence dans la scène de plusieurs personnes comme les médecins et les patients 
(hommes, femmes avec des actions différentes, des couleurs de peau variées). On peut 
aussi noter la présence d'autres personnes qui se déplacent telles que les visiteurs, entre 
autres qui peuvent apparaître à des moments bien définis et connus. Quelques images 
de la base de données sont fournies par catégories d'objets à la Figure 5.4. 
 
Figure 5.4. Exemples d'images intégrant des scénarios reconnus par notre système.  
 
La première colonne de séquences d'images représente  la séquence illustrant un 
scénario lié au médecin qu'est «la visite médicale d'un patient» puis la séquence de la 
seconde colonne représente un scénario lié au patient qu'est «l'agitation du patient». 
 
 
Figure 5.5. Illustration d'exemples de séquences d'images collectées par caméra et par 
catégorie d’objet. 
 
5.1.3.2. Description et modélisation des scénarios  à reconnaître  
 Deux classes d'activités nous ont intéressé et sont définies par rapport aux deux 
principaux objets (le patient et le médecin) dont les comportements sont analysés dans 
la scène à savoir : 
Chapitre 5 : Reconnaissance d'activités dans des vidéos médicales et expérimentations   
 
147 
 
- Activités du patient : agitation du patient,  l’émission de douleur par le patient et 
convulsion du patient. 
- Activités du médecin : visite médicale d'un patient, tour de contrôle d'état 
clinique des patients, et soins médicaux à un patient. 
Pour chaque classe d'activités, les trois types de scénarios sont testés et reconnus par 
notre système de reconnaissance de scénario. S'agissant de la classe «les activités du 
patient», nous avons testé les scénarios suivants : scénario 1 (agitation du patient), 
scénario 2 (émission de douleur par le patient), scénario 3 (convulsion du patient). 
- Le modèle de scénario 1: agitation du patient, est décrite et modélisée par trois 
actions de base qui sont des événements élémentaires : mouvement (léger et/ou 
saccadé) du pied (gauche et/ou droit) du patient et/ou le mouvement (léger 
et/ou saccadé) de la main (gauche et/ou droite) du patient. En fonction de la 
succession et de la cadence, en d'autre terme le rythme du mouvement des 
membres du patient et ses mouvements globaux corporels,  nous décidons qu'un 
scénario «le patient s'agite» est détecté. A cet effet, mouvement des mains 
respectivement gauche  et  droite est symbolisé «HL» appelé «Left Hand motion» et  
«HR» est à son tour même nommé  «Right Hand motion». De même, s'agissant du 
mouvement du pied gauche respectivement du pied droit, il  est symbolisé  «FL»  
appelé «Left Foot motion» et  «FR »  nommé  «Right Foot motion».  
- Le modèle de scénario 2: l’émission de douleur par le patient, est modélisé non 
seulement sur la base des mouvements de membres (les mains et les pieds) du 
patient mais aussi sur les mouvements de sa tête et même de façon plus efficace 
en combinant ses expressions faciales (émotions, rigoles, renfrogne la mine). Ce 
dernier est assez complexe à modéliser et nécessite aussi un capteur d'acquisition 
vidéo sophistiqué très proche du visage du patient. Nous avons combiné les 
mouvements des membres à ceux de la tête pour décider d'une détection 
d'émission de douleur par le patient tout en faisant une analyse de texture avec 
l'histogramme du visage avec filtre détecteur de visage. En complément  à la 
modélisation du mouvement des membres du patient dans la section précédente, 
deux états sont utilisés  pour reconnaître les mouvements de tête (tête à gauche : 
HL et tête à droite : HR). La combinaison de la reconnaissance des deux 
mouvements permet de décider s'il y a une émission de douleur par le patient. 
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- Le modèle de scénario 3: convulsion du patient, pour ce scénario un système de 
reconnaissance assez grossière est utilisé pour sa reconnaissance. Nous 
exploitons simplement le modèle de reconnaissance du scénario «agitation du 
patient» en y intégrant une contrainte temporelle afin de reconnaitre ce scenario. 
En effet, selon les connaissances expertes du domaine médical, la convulsion se 
manifeste par plusieurs signes physiologiques chez le patient généralement 
visible dans les comportements et actions du patient. Pour une détection 
grossière de ce scénario, nous avons exploité un modèle simple basé sur une 
approche d'analyse des mouvements et attitudes du patient en fonction du 
rythme et de la cadence des mouvements du patient. A cette première phase 
d’interprétation doit s’ajouter une seconde analyse un peu plus raffinée des 
comportements du patient afin de détecter de façon plus efficiente la convulsion. 
En d’autres termes, la reconnaissance efficace de ce scénario nécessite une 
modélisation plus complexe et aussi des capteurs d'acquisitions d'images plus 
sophistiquées et proche du patient. Mais dans nos travaux actuels, nous avons 
effectué une analyse haut niveau et globale des comportements du patient en 
choisissant de modéliser ce scénario sur la base de l'enchaînement des 
mouvements  des membres  (les mains et les pieds) du patient mais aussi tout 
son corps  tout en mettant en exergue le rythme, la cadence et la vitesse des 
mouvements corporels de ce dernier. 
 S'agissant de la classe «activité du médecin» nous avons les scénarios suivants : 
 scénario 4 (visite médicale du patient), scénario 5 (tour de contrôle d'état clinique des 
 patients), scénario6 (soins médicaux à un patient). 
- Le modèle de scénario 4 : visite médicale du patient, est divisé en six sous-scénarios 
qui sont regroupés dans la présence du médecin aux différents lits des malades : 
«présence du médecin au Lit1», «présence du médecin au lit 2», jusqu'au sous-scénario 
«présence du médecin au lit N». Par exemple le scénario «présence du médecin au 
lit1» est construit à partir des caractéristiques de l'objet médecin détecté mobile, 
de son suivi et des régions d'intérêts définies à base d'attributs de niveau de gris 
et de texture auquel est associé symboliquement des alphabets (A, B et C) 
intégrés dans un codebook. L'élaboration des événements élémentaires est basée 
sur la détection de la présence du médecin et ses actions primitives dans la 
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région d'intérêt prédéfinie et dont l'enchaînement correspond au scenario 
important à reconnaître.  
- Le modèle de scénario 5: tour de contrôle d'état clinique des patients, est 
qualitativement du même type que le scénario1, mais diffère de ce dernier par le 
temps passé par l'objet médecin dans un état donné. D'autre part, le tour du 
médecin exige la présence du médecin dans six régions spécifiques que sont 
celles définies autour du lit du patient et peut commencer par n'importe quel lit 
de patient. 
- Le modèle de scénario 6: Les soins médicaux à un patient, est divisé en six sous-
scénarios identifiés par la présence du médecin devant un lit spécifique du 
patient : «soins médicaux au patient du Lit1», «soins médicaux au patient du Lit2», 
jusqu'au scénario «soins médicaux au patient du Lit6». Par exemple le scénario 
«présence du médecin au lit 1» est caractérisé par les actions du médecin en face du 
patient avec une durée spécifiquement prédéfinie pour ces soins. En effet, le 
temps passé par le médecin chez un patient pour faire un soin est un a priori car 
il est bien défini, connu cliniquement dans les conditions normales et varie en 
fonction du type de soin. Le Tableau 5.1 résume les différents types de scénarios 
reconnus en se basant sur les classes d’objets présents dans la scène.  
Tableau 5.1. Description des différentes classes de scénarios reconnues. 
 
 
Noms des scénarios  Scénarios 
Ordinaires (SO) 
Scenarios Complexes 
(SC) 
 
Définition des types de scénario 
par classes d’objets de la scène  
 
Le patient s’agite 
 
----(c)/(d) 
  
Scenario 1 : Action du Patient (AP) 
 
Le patient ressent des 
douleurs   
 
 
 
 
-- HL-HR- --- (c) 
 
 
Scenario 2 : Action du Patient (AP) 
 
Le patient convulse 
 
Le médecin fait des soins à 
patient  d’un lit N 
 
Le médecin fait une visite à 
un patient d’un lit N   
 
Le médecin ou le staff 
d’infirmier fait un tour de 
visite de vérification d’état 
clinique des patients en USIs 
 
 
 
A-C-B --- (a) 
 
 
A-C-D --- (b) 
 
-HL-HR-FL-FR---(c) & 
(d) 
 
 
 
 
 
 
A-C-D-C-B-E-F-H-F-
G-I-- (a)/(b) 
 
Scenario 3 : Action du Patient (AP) 
 
Scenario 4 : Action du Médecin 
(AD) 
 
Scenario 5 : Action du Médecin 
(AD) 
 
Scenario 6 : Action du Médecin 
(AD) 
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5.2. Prétraitement des images médicales d'USIs  
Dans nos expérimentations, les prétraitements concernent substantiellement la 
correction de la distorsion introduite sur les images collectées à partir des caméras 
installées au plafond de la salle de soins afin de couvrir globalement toute la salle. 
 
5.2.1. Modèle de prise en compte des distorsions 
 Les optiques réelles ne se comportent pas exactement comme le modèle de base 
de la caméra nommée modèle affine ou sténopé, mais elles présentent des aberrations. 
Le modèle de base de la caméra décrit dans le chapitre 2 peut être amélioré en tenant 
compte des distorsions non linéaires. Trois différents types de distorsions peuvent être 
considérés en fonction de la source qui les a produites [Bou00, LZ99a] : 
- la distorsion radiale est le plus souvent due à des défauts dans la courbure 
radiale des lentilles optiques constituant la caméra. 
- la distorsion de décentrage due à un mauvais alignement des centres optiques 
des lentilles de la caméra. 
- la distorsion prismatique due à une inclinaison des lentilles les unes par rapport 
aux autres. 
 D’un point de vue mathématique, la prise en compte des distorsions se traduit 
par l’addition d’un terme correctif aux coordonnées caméras des points images issus du 
modèle projectif {x,y} pour obtenir des coordonnées caméras corrigées {xd,yd}. 
 
 
 
     (5.1) 
 
 
 
 
 Les termes            et,              sont eux mêmes la somme de plusieurs termes 
correctifs correspondants aux différents types de distorsions considérés et au degré 
d’approximation du modèle choisi. 
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5.2.2. Approche de correction multi-vue  
 Nous avons proposé et utilisé une approche de correction de distorsion 
stéréoscopique basée sur l'estimation de la matrice fondamentale en exploitant la 
géométrie épipolaire. Pour cela,  à partir de points d'intérêts (pixels appartenant à des 
régions moins distordues) extraits avec un descripteur local dans les images issues de 
différentes vues chevauchantes du système multicaméras, une correspondance des 
points dans les images (vue de droite et de gauche) est réalisée.  
Nous avons fait recours à la géométrie épipolaire pour estimer la matrice 
fondamentale. Une fois, la matrice fondamentale déterminée, il est enfin possible 
d'utiliser les contraintes épipolaires et la relation mathématique qui existe entre la 
matrice fondamentale et la matrice essentielle pour calculer cette dernière au besoin. A 
l'issue de tous ces traitements, les paramètres intrinsèques et extrinsèques de la caméra 
sont déterminés et représentent les variables d'entrées du modèle de correction de 
distorsion. Une rectification projective, de préférence épipolaire peut être nécessaire si 
les caméras ne sont pas alignées [ASA+00]. L'idée est de rectifier la matrice 
fondamentale après l'avoir estimé dans le but d'avoir une matrice fondamentale 
rectifiée pour prendre en compte les déformations induites par le non alignement des 
caméras. Toutefois, il faut noter que dans notre contexte les caméras sont envisagées 
alignées, néanmoins nous présentons aussi le cas non aligné. 
 
5.2.2.1.  Principe de correction de distorsion multi-vue  
 Une fois la matrice fondamentale, à partir des outils de la géométrie épipolaire, 
est estimée et rectifiée au besoin, on peut générer les paramètres du modèle de 
distorsion qui permettront de corriger les images. Cette distorsion est due à l’optique 
des caméras, elle ne peut être corrigée que par un traitement de l’image à postériori. 
Cette phase est indispensable pour pouvoir travailler sur des images le plus proche 
possible du réel. De plus la distorsion engendrée par l’optique des caméras peut être 
différente entre la caméra gauche et la droite, il devient nécessaire dans ce cas de 
corriger cette distorsion pour réaliser un appariement correct par exemple [GD00]. Les 
fonctions implémentées suivent le schéma synoptique présenté à la figure suivante : 
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Figure 5.6. Organigramme de correction de distorsion multi-vue [AME+12]. 
 
L’approche de correction de distorsion proposée réalise de façon élégante et 
robuste avec des résultats comparables aux approches existantes. Après l'estimation, 
puis rectification de la matrice fondamentale basée sur la connaissance de la géométrie 
épipolaire de la scène, les paramètres intrinsèques de la caméra et même extrinsèques 
sont estimés et au besoin  la matrice essentielle. Une fois les paramètres de la caméra 
connue, les relations mathématiques suivantes permettent de déterminer les 
coordonnées  corrigées, c'est-à-dire non distordues de l'image corrigée. Pour un point 
de coordonnées {x,y} dont les coordonnées caméras corrigées sont  {xd,yd}, selon le type 
de distorsion, nous avons : 
 
 Pour une distorsion radiale : 
      (5.2) 
 
 
 Pour une distorsion décentrage : 
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Pour une distorsion prismatique : 
  
     (5.4) 
 
 
Pour une distorsion  totale : 
  
     (5.5) 
 
  
1k , 1p ,  1s ,  2s  sont des paramètres qui caractérisent chaque modèle de distorsion. 
Il est possible de reconstruire la géométrie épipolaire en estimant la matrice 
fondamentale à partir de la correspondance entre quelques points et sans information 
sur les paramètres intrinsèques ou extrinsèques de la caméra utilisée [Fus00]. Chaque 
correspondance conduit à une équation (5.6) homogène :  
 0' =×××× luFru  
     (5.6) 
 
Tous les coefficients de la matrice F (à un facteur près) sont obtenus en 
établissant au moins huit correspondances ou plus en fonction du niveau de précision 
recherché et on construit ainsi le système linéaire : Ax =0. La matrice A est de rang 8 et  
représente une solution unique à un facteur près, c’est à dire proportionnelle à la 
dernière colonne de V avec A = UDV’. 
 
5.2.2.2. Algorithme de correction de distorsion multi-vue  
L’algorithme 1, décrit ci-dessous, permet d’estimer la matrice fondamentale F à 
partir des points témoins choisis et en se basant sur la matrice A construite à travers la 
résolution du système linéaire (A = UDV’) issue de la mise en correspondance des 
points témoins choisis par exemple par détection de «coins» par la décomposition en 
valeur singulière. 
 
 
Algorithme 1 : Estimation de la matrice fondamentale F 
 
1: choisir la taille du nombre de points à mettre en correspondance ( n>=8)  
2: construire le système: Ax=0 où A est une matrice nx9 avec A=UDV’ 
3: renforcement  de la contrainte de singularité  Rank(F)=2  
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4: calculer la décomposition en valeur singulière de F :  F = UDV’ 
5: affecter  0 à la valeur singulière la plus petite soit Dc la matrice D corrigée 
6: calculer à Fc = UDcV’ qui vaut la matrice F corrigée (C'est la matrice singulière la plus 
proche de F au sens de la norme de Frobenius) 
 
 
L'algorithme de la rectification projective permet de calculer les matrices de 
rectification afin que les épipôles soient rejetées à l’infini. Ce qui revient à faire un 
changement de base projectif. Une fois cette rectification effectuée, il est possible de 
calculer une carte de disparités et une carte des profondeurs. L’algorithme 2 permet de 
réaliser la rectification épipolaire tandis que l’algorithme 3 permet d'estimer  la matrice 
fondamentale F à base de la géométrie épipolaire. 
 
 
Algorithme 2 : Rectification projective  
 
1: choisir une transformation projective H' qui projette l'épipôle e2 à l'infini 
2: calculer la matrice H qui minimise aux sens des moindres carrés la somme des distances  
∑d(Hp,H’p’), (avec p et p’ les coordonnées de points homologues). 
3: rectifier les images selon les transformations H et H’   
 
 
Algorithme 3 : Estimation de la matrice fondamentale F 
 
1: initialisation:  
 Pour chaque pixel de coordonnée (x,y) Faire : 
 
    
Fin pour                                   
2: estimation de rd(xd,yd):  
 Pour i allant de 1 à 10 Faire :  
                                                                      
                                                            et                                
Fin pour    
3: transformation inverse :  
 Pour chaque pixel de coordonnée (x,y) Faire : 
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  Fin pour  
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5.2.2.3. Expérimentations et résultats  
 Afin de valider l'approche exploitée, nous avons utilisé plusieurs jeux d’images 
tests appartenant tant bien qu’à la base de données classiques mise au point par la 
communauté de vision par ordinateur pour l’évaluation des algorithmes de computer 
vision et de traitement d'images en stéréoscopie qu’à nos propres bases de données 
d'images collectionnées du système de vidéosurveillance installé à Unités de Soins 
Intensifs( USIs) de la cardiologie de l'hôpital. Tout d'abord la méthode a été évaluée à 
partir d’images de la communauté vision pour comparer nos résultats à ceux des 
méthodes existantes puis également évaluées sur une paire d’images stéréoscopiques 
réelles.  
 
 
 
 
 
 
 
 
 
 
Figure 5.7.  Illustration d'exemple d’une paire d'images stéréoscopiques. 
 
 
 
Figure 5.8.  Tracé des lignes épipolaires d'une paire d'images stéréoscopiques 
 
 
 
 
 Image de gauche  Image de droite 
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Figure 5.9.  Illustration d'exemples d'images distordues corrigées.  
 
La Figure (a) représente l'image distordue avant correction de la distorsion puis la 
(b) représente une image distordue corrigée à une échelle de 0.7  et enfin (c) une image 
distordue corrigée à une échelle à 1. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10. Illustration d'exemple d'images distordues corrigées. 
 
La qualité des résultats d'un algorithme en vision par ordinateur que ce soit les 
traitements de bas niveau ou de haut niveau dépend non seulement de l'efficacité et de 
la robustesse de l'algorithme mais aussi de l'état ou la qualité des données (bruitées ou 
non) sur lesquelles l'algorithme est appliqué. La correction des distorsions et la 
rectification des données images (bruités) avant l'application de tout algorithme de 
traitement d'images est obligatoire. Nous avons présenté dans cette section une 
approche de correction de distorsion avec rectification épipolaire par auto-calibration 
[HIZ03, NCI02] stéréoscopique à partir d'un système de vision multi caméra. Cette 
méthode passe par l'estimation de la géométrie épipolaire du système de vision multi 
 (a) 
  (b)  (c)  
 Un exemple d'image distordue  Image distordue corrigée 
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caméras dont les paramètres sont utilisés pour le modèle de correction de distorsion 
radiale.  
Les expérimentations ont montré que cette méthode est particulièrement robuste et 
élégante du fait de l'auto-calibration et de la technique de détermination des paramètres 
de la caméra qui permettent d'avoir des valeurs assez précises en entrée pour le modèle 
de distorsion.  De plus, elle se réalise en une seule étape et s’initialise de manière 
simple. Les résultats obtenus sont très satisfaisants, car en comparaison aux autres 
méthodes existantes, nous arrivons à être plus précis et à générer moins de 
déformations projectives.  
Cependant, l'initialisation de notre algorithme par  rapport aux choix des points 
témoins reste assez manuelle et il n'existe pas de technique exacte pour les choix de ces 
points. Dans la littérature on peut noter l'utilisation d'une technique de détection de 
coins. On peut aussi noter le coût de calcul élevé de notre algorithme bien qu'un 
compromis ait été trouvé au niveau de la complexité algorithmique de l'utilisation des 
algorithmes récursifs.  
Enfin, une exploitation  de la géométrie tri-focale est une voie pour répondre à 
certaines limites de notre approche. 
 
5.3. Détection et suivi des objets dans les scènes 
médicales  
 Nous exposons dans cette section les principaux algorithmes exploités avec les 
résultats obtenus au niveau de l'étape de détection et de suivi des objets mobiles dans 
les vidéos de scènes médicales. La plupart de ces algorithmes sont issus des travaux de 
recherche de C. Motamed [Mot07] dans le cadre de la problématique détection d'objets 
mobiles en mouvement et de leur suivi dans une séquence vidéo basée sur une image 
de référence  avec une caméra fixe. Notre choix a été guidé par la simplicité et la 
complexité algorithmique afin de répondre à des aspects temps réel et la possibilité de 
manipuler des indicateurs crédibilistes permettant d'évaluer la qualité des résultats 
obtenus à chaque étage du processus de vision. Cette évaluation passe par la définition 
des indicateurs crédibilistes qui peuvent être fusionnés au besoin dans des fonctions de 
croyance pour la gestion des incertitudes et des imprécisions générées par ces 
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traitements bas niveau. Enfin, la valeur de ces indicateurs est propagée à travers les 
traitements «haut niveau» de l'étape d'interprétation de la scène.  
L'objectif étant de prendre en compte les imprécisions et les incertitudes afin 
d’interpréter la scène avec un degré de confiance améliorant de ce fait la qualité de la 
reconnaissance et permettant d'estimer un taux d'imprécision pour représenter la 
qualité du système de reconnaissance. Les performances d'un tel système dépendent 
généralement du contexte et peuvent être comparés à une application particulière. Elles 
sont relatives à :  
 
- la qualité des décisions,  
- compromis entre la qualité et le temps de calcul,  
- la robustesse par rapport aux petites perturbations. 
 
5.3.1. Détection des objets en mouvement de la scène médicale 
avec des indicateurs crédibilistes  
 L'algorithme de détection exploité est basé sur le principe de la détection de 
mouvement à partir d'une image de référence qui consiste en une modélisation fixe du 
fond intégrant une réactualisation contrôlée de la référence avec un seuillage adaptatif 
pour l'étape de la décision. Les objets en mouvement représentant l'image d'avant plan 
sont extraits par une simple différence de l'image courante à partir de l'arrière plan 
[Mot07].  
La détection de mouvement, comme toutes les étapes de traitements bas niveau 
affecte directement le niveau supérieur de l'interprétation. Il devient alors très sensible 
et important de gérer les conditions affectant la qualité des résultats de cette étape. Par 
exemple, la détection devient particulièrement sensible lorsque le système doit 
fonctionner avec des conditions d'éclairage ambiantes. Par conséquent, il importe de 
tenir  compte des conditions affectant l'efficience et la qualité de notre algorithme de 
détection de mouvement.  La robustesse de l'algorithme réside dans sa résistance face 
aux problèmes de bases connus du processus de détection de mouvement dont nous 
avons fait mention au chapitre 2.  
Dans notre contexte applicatif, nous avons exploité une approche de détection 
directe en utilisant une image de référence, car elle est bien adaptée à cause de sa 
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simplicité et possède une complexité algorithmique intéressante qui permet d'obtenir 
assez rapidement les résultats à fournir aux étapes suivantes pour l'interprétation 
automatique de la vidéo. En effet, elle permet de mettre en valeur directement les 
masques des objets, même s’ils arrêtent leurs mouvements. En contrepartie, par rapport 
à la différence entre images consécutives, l’obtention et la mise à jour de cette image de 
référence demeurent une tâche délicate. Le processus de détection du mouvement à 
partir d’une référence peut être divisé en trois phases : 
- la première concerne la génération de la référence; 
- la deuxième consiste à estimer une distance entre l’image courante Ik et l’image 
de référence Rk.  
- la troisième concerne la décision en utilisant un seuil de détection qui est 
adaptatif. Le résultat est alors un masque binaire représentant la projection des 
objets mobiles sur le plan image. 
 
La génération de la référence. L’image de référence Rk représente une image ou un 
modèle de la scène exempté d’objets mobiles. Elle peut être construite par la mise à jour 
d'un modèle à chaque acquisition. Le vieillissement de l'image de référence entraîne de 
fausses détections et impose une réactualisation adaptée. Idéalement, l’image de 
référence constitue alors une image de la scène la plus récente ne contenant aucun objet 
mobile. Cette référence peut être initialisée lorsque cela est possible, de manière simple 
avec une scène ne contenant aucun objet mobile. Ensuite un filtre de réactualisation du 
premier ordre est généralement utilisé pour mettre à jour la valeur de chaque pixel P de 
l’image de référence (5.7). Le paramètre «a» intervient dans la rapidité de la 
réactualisation.  
( ) ( ) ( ) ( )PIaPRaPR kkk −+×= 1       (5.7)  
 
Estimation de la distance entre l’image courante et celle de la référence. Un 
opérateur de combinaison est construit pour calculer la distance entre l'observation et la 
référence de fond.  
 La décision de détection pour la génération de l'image de premier plan. Il est 
obtenu par seuillage de la distance entre l'observation et la référence. On note Dk 
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l'image mise en évidence au premier plan pour les régions de pixels qui ont bougé dans 
la séquence d'image k. Le seuil de détection η  est réglé automatiquement ou défini par 
l'utilisateur. Il est généralement réglé plus élevé que l'amplitude de bruit typique. Il est 
aussi possible de régler le seuil le plus complexe en utilisant la connectivité des régions 
détectées.     
 Une bonne détection d'objet mobile est une condition nécessaire pour la réussite 
des autres étapes du processus du système de vision. Ainsi, nous proposons d'exploiter 
des indicateurs crédibilistes (fonctions de croyance: masse et communalité) pour 
représenter et combiner les valeurs des imperfections du système de traitement 
générées par les différentes sources. Seules les imperfections telles qu'une mauvaise 
détection, la non détection et la fausse détection ont attiré notre attention dans le cas de 
notre application. Pour  cela, les caractéristiques de la scène telles que la taille de l'objet 
et la profondeur de la scène sont également utilisées pour évaluer la qualité du suivi. 
Cette évaluation de la qualité de la détection et du suivi des objets mobiles dans la scène 
permet de définir et d'allouer à chaque caméra un degré de confiance, qui est réinjecté 
dans la couche d'interprétation haut niveau.  
 
 
Figure 5.11. Organisation globale de l’algorithme de détection [Zia10]. 
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5.3.2.  Suivi des objets en mouvement de la scène médicale avec 
des indicateurs crédibilistes 
 Le système de suivi d’objets à partir de séquences d’images que nous exploitons 
est basé sur la mise en correspondance de caractéristiques entre deux images 
consécutives. Cette mise en correspondance est rendue difficile entre autres, par les 
imperfections de la détection des objets telles que la non détection et les fausses 
détections, une mauvaise détection et aussi la présence des occultations par exemple.  
Dans notre approche, nous nous intéresserons au phénomène majeur pouvant 
affecter le suivi qui est lié à la qualité du processus de détection. Chaque imperfection 
affectant la détection des objets mobiles est caractérisée par un indicateur crédibiliste et 
permet d’estimer la qualité de la détection et par suite celle du suivi des objets de la 
scène [Mot06]. La technique que nous avons envisagée fonctionne avec le suivi de 
primitives d’images extraites à l’intérieur des masques des objets en mouvement. 
L'ensemble des données de suivis élémentaires permet de construire d'une part les 
trajectoires des piétons (médecins et visiteurs) puis celles des patients (mouvement du 
corps, des bras et des pieds) dans la scène. Au besoin, ces trajectoires peuvent être 
exploitées pour faire une estimation moyenne du temps de traversée par les objets dans 
la scène.  
La mise en correspondance pour le suivi revient à rechercher le meilleur 
appariement entre les données d’images successives en maximisant soit une fonction de 
corrélation ou de ressemblance, soit de manière plus générale un critère. Il n’existe pas 
de technique de mise en correspondance générique. La stratégie la plus utilisée pour 
éviter l’explosion combinatoire de la mise en correspondance consiste à imposer des 
contraintes qui permettent de limiter le nombre de trajectoires candidats. Ces 
contraintes sont très variées et dépendent de l’objectif de l’application et des 
connaissances contextuelles disponibles.  
La mise en correspondance d’objets pour leur suivi doit vérifier en particulier, la 
contrainte d’unicité. Les techniques d’association d’objets ou de primitives sont très 
souvent employées en vision par ordinateur. Nous les retrouvons principalement dans 
les domaines de la reconnaissance d’objet, de la stéréovision et de l’analyse de 
séquences d’images [ZSQ+11].   
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 Dans le cadre d’un suivi multi-caméras, deux niveaux de suivi de manière 
hiérarchisée peuvent être distingués. Le premier niveau de suivi est local et est associé à 
chaque caméra. Il utilise l’architecture de base décrite en début de ce chapitre. Ensuite, 
le niveau global du suivi combine les résultats issus des différents systèmes de suivi 
locaux dans le repère R0. L’association des objets observés par les différentes caméras 
est réalisée en tenant compte uniquement de la ressemblance visuelle (histogramme de 
couleurs) et de la distance des positions des objets dans le repère R0. Au niveau global, 
pour chaque objet, la combinaison permet de nuancer l’apport de chaque suivi local en 
utilisant un indicateur de validation lié à chaque caméra. Pour chaque objet Oi et pour 
chaque caméra Cj, l’indicateur de validation λij est réglé à son maximum si l’objet suivi 
est considéré comme isolé. Lorsque l’objet n’est plus observable, l’indicateur est réglé à 
son minimum. En présence d’occultation, mise en valeur au niveau du suivi local par la 
notion de groupe, l’indicateur prend la valeur du score de ressemblance wj estimé lors 
de la procédure de maintien de piste au sein du groupe. La position Pi global de l’objet 
Oi, dans le plan R0, au sein du filtre global est exprimée par : 
    
∑
∑
=
j
jiji
j
j
ji
global
i PHP λ
λ
)..(.1 *
,
                                   (5.8) 
 La variable P*i,j représente la position locale estimée de l’objet Oi dans l’image de 
la caméra Cj. La transformation homographique Hj permet de passer du repère image 
de la caméra Cj vers de repère de référence R0 dans la scène. La variable λij représente 
l’indicateur de validation de l’objet Oi pour le capteur Cj. La Figure 5.13 et la Figure 5.14 
illustrent deux points de vue différents de la scène observée respectivement de la 
caméra 4 située au plafond et de la caméra 2 qui est face au lit 2.  
 
Figure 5.12. Modélisation de la salle de soins à base de régions d'intérêts [AME13]. 
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Figure 5.13.  Illustration de deux points de vue différents de la scène observée 
respectivement de la caméra 4 et 2 à un instant t. 
 
 
Figure 5.14.  Illustration de deux points de vue différents de la scène observée 
respectivement de la caméra 4 et 2 à un instant t+k. 
 
 La figure 5.18, selon le cas (a), (b), (c), (d), montre les résultats de détection et de 
suivi d'objets mobiles «le médecin» dans une vidéo médicale.  
 
 
(a) Détection et suivi de l'objet mobile «médecin»  dans le cadre de la reconnaissance du scénario "présence 
du médecin au lit 1 soit pour une visite ou pour des soins". 
Chapitre 5 : Reconnaissance d'activités dans des vidéos médicales et expérimentations   
 
164 
 
 
(b) Détection et suivi de l'objet mobile «médecin» dans le cadre de la reconnaissance du scénario "présence 
du médecin au lit 2 soit pour une visite ou pour des soins". 
 
(c) Détection et suivi de l'objet mobile «médecin» dans le cadre de la reconnaissance du scénario "présence 
du médecin au lit 3 soit pour une visite ou pour des soins". 
 
(d) Détection et suivi de l'objet mobile «médecin» dans le cadre de la reconnaissance du scénario "présence 
du médecin au lit 4 soit pour une visite ou pour des soins". 
 
Figure 5.15. Résultats de détection et de suivi d'objets mobiles pour divers cas de 
scénario à reconnaître relatif à l'objet médecin.  
 
5.4. Reconnaissance de scénarios dans des vidéos de 
scènes médicales  
 Le système de reconnaissance de scénarios dans des vidéos de scène médicales 
est basé sur une interprétation haut niveau de la scène par exploitation des modèles de 
Markov hiérarchiques cachés à durée d'état explicite dans un premier temps, puis dans 
un second temps, les modèles de Markov cachés hiérarchico-temporels et crédibilistes 
qui constituent l'apport significatif de la technique de reconnaissance proposée dans 
nos travaux de recherches. Ce dernier modèle, permet une gestion robuste et efficace de 
l'incertitude et d'imprécision des données afin d'évaluer la qualité des résultats du 
système de reconnaissance de scénarios et la prise en compte de l'incomplétude des 
connaissances médicales.  
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5.4.1. Extraction de caractéristiques et construction du codebook 
 Nous avons défini et construit un ensemble de régions d'intérêts dans l'image (le 
masque) afin d'identifier la position de l'objet en mouvement dans la scène observée. 
Chaque objet en mouvement détecté dans les images se caractérise par sa couleur, la 
texture de sa région d’appartenance, et ses attributs morphologiques. Ces régions 
d'intérêts définies dans la scène sont identifiées par des traitements des niveaux de gris, 
le nombre de pixels et la superficie de cette région. Chaque objet détecté est classé en 
exploitant ses attributs tels que sa couleur, sa texture sa taille, et sa morphologie. Ainsi, 
un codebook est construit (A, B, C, D, E, F, G, H, I) où chaque caractère correspond 
symboliquement aux différentes régions d'intérêts prédéfinies dans la vidéo. La 
figure5.19 montre le résultat de la modélisation du masque de régions d'intérêt et les 
différentes trajectoires. 
 
Figure 5.16. Séquence des symboles du  codebook par quantification vectorielle à 
partir d'un exemple de trajectoire [Zia10]. 
 
Figure 5.17.  Construction d'un codebook à partir de région d’intérêts définis 
[AME14b]. 
Chapitre 5 : Reconnaissance d'activités dans des vidéos médicales et expérimentations   
 
166 
 
 
Figure 5.18. Structure et format des régions d’intérêts pour le codebook à base d’une 
image masque [AME14b]. 
 
5.4.2. Reconnaissance de scénarios probabilistes et crédibilistes 
par les modèles de Markov cachés hiérarchico-temporels 
 Deux principales approches ont été proposées et utilisées dans ces travaux de 
thèse pour reconnaître des scénarios dans des séquences vidéo médicales. Nous 
décrivons les expérimentations effectuées et analysons les résultats obtenus en 
exploitant ces approches. 
 
5.4.2.1. Reconnaissance avec un MMC probabiliste intégrant une 
contrainte hiérarchique et temporelle 
 Les modèles de Markov cachés hiérarchiques sont une extension du modèle de 
Markov caché standard qui intègre une hiérarchie dans ces états cachés. Dans ces 
modèles, un état caché peut générer une sous-séquence d'un MMC qui est inclus dans 
cet état. La modélisation hiérarchique est très utile pour plusieurs applications telles 
que la récupération de texte, la reconnaissance manuscrite de caractères, l'indexation 
vidéo, et la reconnaissance de comportements.  
La structure hiérarchique de ces modèles leur donne l'avantage de représenter 
des séquences d'observation à différents niveaux d'abstraction. Néanmoins, la 
hiérarchie de l'état dans le MMC hiérarchique bien que restant une idée intéressante est 
limitée à une structure arborescente. Malgré la capacité des modèles de Markov cachés 
hiérarchiques à modéliser des Sous-MMC dans un état caché du MMC père, cette 
structure hiérarchique qui est d'une part restrictive par rapport à certaines applications 
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(car arborescente), pose le problème de modélisation explicite du temps passé par le 
modèle dans un état donné. Dans ce modèle, l'estimation de la durée d'état du modèle 
reste implicite et par conséquent n'est pas adaptée à notre contexte applicatif. En effet, 
dans notre application, nous avons les événements de base qui composent un scénario 
qui sont sous forme de séries temporelles et qui font du paramètre temps un attribut de 
discrimination des scénarios étudiés.  
Par exemple, le scénario «le médecin visite le patient du lit 1» se distingue du 
scénario «le médecin fait des soins au patient du lit 1» par le temps passé par le médecin au 
niveau du dernier état du modèle soit la présence du médecin soignant dans la région 
d'intérêt définie proche du lit de ce dernier patient. D'autre part, pour différencier les 
types de soins, une connaissance experte médicale a permis de définir un ensemble de 
paramètres et d'attributs temporels qui traduisent statiquement le temps moyen passé 
par un médecin pour une piqûre à un patient par exemple et un prélèvement de 
constantes matinales (le poids, et la température, la tension artérielle du patient et etc.). Ces 
deux scénarios sont discriminés tout simplement par le temps. Il convient de combiner 
au modèle de Markov caché hiérarchique une technique d'estimation explicite du temps 
passé par le modèle dans un état donné d'où l'utilisation des modèles de Markov cachés 
hiérarchiques et temporels.  
Deux catégories de scénarios ont été testées et reconnues par le système en 
fonction du type d'objet «le patient ou le médecin» qui produit les actions que sont:   
 
Scenarios relatifs à l'objet médecin: 
- Le médecin visite un patient : par exemple la reconnaissance du scénario «la visite 
du médecin au patient du lit 1» est effectuée avec un MMC à trois états. Les états en 
entrée du MMC sont construits à partir de la détection et du suivi de l'objet 
médecin dont la présence dans l'une des régions d'intérêt est associée au symbole 
alphabétique prédéfini dans le codebook. Les états en sorties sont des symboles 
du codebook qui correspondent à un événement élémentaire et dont 
l'enchaînement génère le scenario important à reconnaître. Dans le cas de ce 
scénario, la sortie générée par le MMC est composée par les lettres A, C et B du 
codebook  qui correspondent bien à ce scénario. 
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- Le médecin fait des soins médicaux à un patient : pour ce scénario, le même 
modèle de MMC utilisé dans le cas du scénario précédent «la visite du médecin au 
patient du lit 1»  est utilisé pour reconnaître cette catégorie de scénario sauf qu'ici 
le temps est exploité comme un attribut majeur permettant de discriminer ces 
deux catégories de scénarios. 
- Le tour de visite du médecin à tous les patients : ce scénario est reconnu avec un 
MMC à neuf états et la séquence des états en sorties de l’automate représente le 
scenario à reconnaître. Le tour du médecin peut commencer par n'importe quel 
lit, l’automate MMC exploité dans le modèle proposé à la capacité dynamique de 
s’adapter à la phase d’initialisation afin de reconnaître ce scénario. 
 
La Figure 5.19 illustre la structure hiérarchique exploitée par un MMCHT pour la 
reconnaissance des scénarios «le médecin visite un patient » et «le médecin fait des soins 
médicaux à un patient». La salle de soins intensifs est constituée d'une salle de 
surveillance dans laquelle se trouvent les médecins surveillants et de la salle de 
soins proprement dite où séjournent les patients. La salle de soins comme nous 
l'avons modélisée précédemment dans la section plus haut est constituée de régions 
ou zones d'intérêts. Chaque zone d'intérêt est elle-même décomposée en événements 
de bases auxquels elles sont associées et permettent de générer des activités 
médicales avec un paramètre temporel différenciateur. En effet, la structure et le 
nombre d'états du MMCHT est déterminé à partir des connaissances a priori dont 
on dispose sur l'environnement. 
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Figure 5.19. Modélisation du scénario «le médecin visite ou fait des soins médicaux à un 
patient  d’un lit n».  
 
 La structure du MMCHT présentée ci-dessus, peut être vue comme un arbre à 
une seule racine au sommet de la hiérarchie. Les états émetteurs sont les feuilles et les 
liens entre les états sont les branches [Mer06]. Pour différencier correctement, ces deux 
scénarios, il a fallu  modéliser explicitement la durée d'état du modèle. Nous 
introduisons  ainsi, une modélisation explicite du temps passé par le MMC hiérarchique 
dans un état donné en exploitant un mélange de distributions statistiques (Poissonnière, 
Gaussienne). La structure du MMCHT utilisée est composée de trois principaux 
niveaux hiérarchiques que sont : la racine, les zones (zones-avant et zones-arrière) et les 
actions ou événements de base. 
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Au niveau "scène" : n=1 
C'est la racine du MMCHT. Elle est constituée d'un seul état K noté R. Dans la scène 
étudiée, l'état R est composé de N sous-niveaux «zones d’intérêts» (par exemple, dans le 
cas de l’exemple du scénario étudié, N=3). 
Au niveau "zone" : n=2 
Ce niveau est composé de quatre sous-niveaux de zones permettant de définir les zone-
avant et les zones-arrière. Le premier sous-niveau est composé de trois zones d'intérêts 
(zone A, zone B, zone C) dans lesquelles la présence du médecin est vérifiée. Le second 
sous-niveau est composé de deux zones d'intérêts (zone E et zone D) puis le troisième 
sous-niveau comporte aussi trois zones d'intérêts (zone F, zone G, zone H) et enfin le 
dernier sous-niveau de zone est associé à une seule zone d'intérêt appelée la zone I. 
Au niveau "zone/actions" : n=3 
Il est constitué, par exemple de la hiérarchie illustrée à la Figure 5.19, de quatre 
actions/événements de base. A chaque action est associé un événement de type 
présence du médecin face à un lit pour une visite médicale ou pour des soins au patient. 
Une action notée «action 1» est générée par la présence du médecin au lit 1 au préalable 
et correspond au fait que le médecin soit proche ou face au lit 1 du patient. En fonction 
du temps passé par le médecin à ce niveau (la zone d'intérêt), on peut définir un autre 
événement qui est le médecin fait une visite médicale ou un type de soins au patient.   
  
 
Figure 5.20. Fréquence de la durée passée par le MMC dans les événements 
élémentaires du scénario «le médecin visite un patient  du lit 1».  
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Figure 5.21. Estimation statistique de la durée passée par le modèle dans l’un des états 
du scénario «le médecin visite un patient  du lit 1». 
 
 
Figure 5.22. Estimation statistique de la durée passée par le modèle dans l’un des états 
du scénario «le médecin visite un patient  du lit 1».  
 
Les Figures 5.22 et Figures 5.23 illustrent les résultats de l’estimation statistique 
des paramètres de la distribution modélisant la durée du temps passé par le modèle 
dans un état. Les expérimentations nous ont permis de constater que l’estimation des 
paramètres de la loi de poisson nécessite moins de données pendant l’apprentissage 
tandis que la distribution gaussienne nécessite une quantité de données plus 
importante. L’avantage de la gaussienne est que ces paramètres sont plus stables une 
fois estimés sur une grande quantité de données alors que le paramètre de loi de 
poisson peut diverger rapidement en présence de données ne présentant pas la même 
ou une structure proche des données utilisées pendant la phase d’apprentissage. 
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(a) Présence du médecin au lit 2 pour une 
visite 
(b) Présence du médecin au lit 4 pour 
une visite 
 
(c) Présence du médecin au lit 1 pour des 
soins 
(c) Illustration de la présence du 
médecin pour des soins (cas d'un 
relevé de constantes cliniques) 
Figure 5.23. Illustration de reconnaissance de scénario liée aux activités du médecin. 
  
Par exemple, pour la reconnaissance du scénario «le médecin visite le patient du lit1 » 
et «le médecin fait des soins médicaux au patient du lit 1», nous avons utilisé un MMCHT à 
trois états dont la succession d'états à décoder après l’apprentissage est associée aux 
alphabets A, C et B contenus dans le codebook défini au préalable. La Figure 5.24 
représente la topologie du MMCHT exploitée pour reconnaître ce type de scénario. De 
même, la Figure 5.25, montre l'utilisation d'un MMCHT à neuf états pour reconnaitre le 
scénario «le médecin fait un tour de visite globale» dans la salle de soins intensifs pour un 
contrôle de l'état des patients. Les états cachés à décoder par la machine sont associés à 
la succession alphabétique: A-C-D-C-E-F-H-F-I. 
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Figure 5.24. Topologie du MMCHT permettant de reconnaître le scénario «le médecin 
fait des soins médicaux au patient du lit 1» ou «le médecin visite le patient hospitalisé au 
lit1». 
 
L’exploitation d’une distribution du temps (Poissonnière, Gaussienne,...) 
permettant d’expliciter le temps qui constitue, de ce fait, un paramètre important pour 
discriminer ces deux scénarios. 
 
Figure 5.25. Topologie du MMCHT permettant de reconnaître le scénario «le médecin 
fait un tour de visite dans toutes les salles de soins» pour un contrôle ou une vérification 
spontanée de l'état de santé du patient.  
 
5.4.2.2.  Reconnaissance avec un MMC crédibiliste intégrant une contrainte 
temporelle et hiérarchique 
 Nous avons exploité les modèles de Markov cachés hiérarchico-temporels dans 
un contexte probabiliste dans la section précédente pour reconnaître des scénarios 
ayant une forte temporalité dans la succession des états et incluant des sous-scénarios 
qui peuvent être organisés sous forme arborescente. Ces modèles ont permis d'avoir des 
résultats très encourageants en termes de taux de reconnaissance. Cette extension des 
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modèles de Markov cachés a permis de s'affranchir, d'une part, des limites du modèle 
standard afin de résoudre efficacement le problème de gestion des sous-scénarios 
(branche de sous-événements «fils» d'un événement  «père» de la hiérarchie). D'autre 
part, ce modèle permet l'estimation explicite de la variable temps qui est utilisée comme 
discriminant des scénarios d'une même catégorie située au même niveau de la 
hiérarchie. Cependant, ce modèle ne répond pas à une préoccupation majeure du 
domaine d'application qu'est le secteur médical.  
En effet, dans un secteur tel que la médecine, qui est très spécifique avec des 
exigences en termes d'efficacité et de précision des résultats des traitements liés aux 
systèmes d'aide à la décision. Il est nécessaire de gérer les incertitudes liées aux 
décisions fournies par le système. Les données manipulées sont très sensibles (car en 
liaison avec la santé ou à la vie humaine), mais paradoxalement, il est bien connu que 
les connaissances dans ce domaine sont assez incomplètes et qu'on y retrouve 
généralement des données imprécises et incertaines à traiter. Ainsi, il est opportun de 
prendre en compte dans la modélisation des systèmes qui doivent traiter ces données, 
leurs natures et leurs caractéristiques pour espérer des résultats non obligatoirement 
améliorés quantitativement mais surtout qualitativement appréciables.  
Fort de tout cela, nous proposons de prendre en compte et de gérer l'ensemble 
des imprécisions et des incertitudes résiduelles et de les propager à travers tous les 
traitements de niveaux supérieurs du processus de vision afin que non seulement les 
résultats obtenus aux couches hautes des traitements soient qualifiés, mais aussi dans la 
mesure du possible améliorés quantitativement.  
 Dans cette phase d'expérimentations, nous avons utilisé une approche de 
reconnaissance de scénario basée sur les outils proposés et développés dans ces travaux 
de recherches et qui ont été présentés dans le chapitre 4. En effet,  la solution 
développée permet de reconnaître les activités humaines médicales dans des vidéos 
collectées aux USIs cardiologiques.  
Une application du système ouvre des voies vers l'implémentation d'une Boîte 
Noire Médicale basée sur une sélection vidéo intelligente et automatique qui est une 
fonctionnalité du système de reconnaissance. Cette boîte noire est une base de données 
vidéo (multimédia) caractérisée par des scènes cliniques médicales et de 
comportements/états physiologiques retraçant le séjour hospitalier d'un patient aux 
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USIs. Le principal outil mathématique développé et exploité est le modèle de Markov 
caché hiérarchico-temporel et crédibiliste qui est une extension du modèle de Markov 
caché classique ou de base dans le cadre des Modèles de Croyances Transférables 
(MCT) avec gestion du temps et de la hiérarchie. L'algorithme de propagation avant-
arrière (Backward and Forward) et celui de Baum-Welch ont été reformulés dans le 
contexte du MCT [RRP07, AME14b].  
Cette extension a pour principal avantage d'une part, de profiter de la puissance 
et de l'efficacité des modèles de Markov confirmés par les multitudes applications 
existantes. Et d'autre part, elle profite de la généricité et la flexibilité des fonctions de 
croyances. Ce cadre générique d'exploration de données propose des outils robustes 
pour une prise de décision prudente sans parti-pris. Ce cadre de raisonnement permet 
aussi de faire une description et une modélisation très fine et plus réaliste de la nature 
réelle des scénarios étudiés. De plus, il offre une solution efficiente pour la  gestion de 
l'incomplétude des connaissances médicales et la modélisation de l'ignorance relative 
aux scénarios non encore explorés  qui sont par conséquent inconnus à un instant t 
donné. Le doute et le conflit entre les états des différents scénarios reconnus sont aussi 
traités.  
Dans la suite du document, nous utilisons principalement un opérateur prudent 
de règle conjonctive pour combiner plusieurs informations (paramètres) spécifiques 
issues de plusieurs sources (caméras) distinctes et indépendantes. Dans notre modèle, 
trois principales informations de base sont combinées dans les masses de croyances : i) 
le degré de confiance alloué à la caméra, ii) la probabilité de la durée de l'état du modèle et iii) la 
probabilité de transition d'état. 
 
i) le degré de confiance : est une variable probabiliste allouée à une caméra et 
dépend de plusieurs paramètres définis à partir de caractéristiques extraites 
des objets détectés mobiles de la scène, des paramètres intrinsèques et 
extrinsèques de la caméra. Ces paramètres sont estimés au cours de la phase 
d'acquisition des images avec un algorithme d'auto-calibration via un 
système de vision à perception multicaméras [AME+12]. La taille de l'objet et 
la profondeur sont utilisées avec les caractéristiques de la caméra définies plus 
haut pour estimer le degré de confiance de la caméra. Pour cela, nous avons 
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exploité les paramètres intrinsèques tels que la distance entre le foyer optique 
de l'objet détecté mobile et l'orientation de la caméra par rapport à l'objet 
détecté. Dans le cas des paramètres extrinsèques des caméras, nous avons 
utilisé le centre pixellic de l'image et sa taille focale [AME+12]. L'ensemble des 
paramètres est utilisé pour évaluer la qualité du suivi de l'objet détecté 
mobile par une seule caméra du système multi-caméras. La caméra optimale 
sélectionnée est celle qui est susceptible d'offrir la meilleure qualité de suivi 
de l'objet détecté mobile. 
 
ii) la durée d’état probabiliste : l'estimation de la probabilité qui représente la 
durée dj passée par le MMC dans l'état j est obtenue en utilisant 
successivement une distribution de Poisson et une distribution Gaussienne 
dont la sélection est effectuée statistiquement sur la base de l'évolution 
temporelle des événements de base qui composent le scénario à  reconnaître. 
 
 
iii) la matrice de transition crédibiliste : la matrice de probabilité de transition 
dans le cas du MMC classique est ré- estimée sous forme de fonctions de 
croyances. Elle est alors constituée d'éléments sous forme de masse 
évidentielle qui sont ensuite transformés en fonction de communalité pour 
des raisons de commodité et de simplicité dans le traitement des fonctions de 
croyances. Chacun des paramètres (i, ii, iii) ci dessus est combiné dans la 
même fonction de croyances par le biais d'un opérateur de fusion conjonctif 
(Equation 5.9). 
 
( ) ( ) ( ) ( )BqBqBqBq tttt ΩΩΩΩ ⋅⋅= 3213      2       1  
     
           (5.9) 
 
 
  Scenarios relatifs à l'objet patient : 
 
- Le patient s'agite : ce scénario est modélisé et reconnu avec un MMCHT 
crédibiliste à quatre états. Chaque état du MMCHT modélise trois actions 
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(événements élémentaires): mouvement  (léger et/ou saccadé) des pieds (gauche 
et/ou droit), mouvement (léger et/ou saccadé) des mains (gauche et/ou droit). 
En fonction de la succession ou de la cadence du mouvement des membres du 
patient combiné à ses mouvements corporels, nous pouvons décider qu'un 
scénario «le patient s'agite» est reconnu. Les états en entrée du MMCHT sont 
obtenus à partir de la détection et du suivi des mains, des pieds et du corps du 
patient en mouvement. Les états en sortie sont des actions de bases (événements 
élémentaires) telles que mouvement de la main gauche ou droite et mouvement 
des pieds gauche ou droite du patient à un rythme bien défini et connu. C'est à 
ce niveau qu'intervient l'intérêt la modélisation de la durée d'état dans le 
MMCHT qui combine à l'enchainement des événements élémentaires et permet 
de reconnaître  efficacement le scénario «le patient s'agite» (Figure 5.26).  
 
- Le patient ressent des douleurs : deux MMCHTs sont conjointement utilisés pour 
reconnaître ce scénario. L'un est composé de quatre états dans le cadre de la 
reconnaissance des mouvements des membres (i.e. cas du scénario «le patient 
s'agite») et l'autre est composé de deux états afin de reconnaître les mouvements 
de tête (tête à gauche : «HR» et tête à droite : «HL»). L’exploitation conjointe 
(combinaison) des résultats de reconnaissance obtenus des deux MMCHTs 
permet de décider si «le patient ressent des douleurs» par le médecin. Nous avons 
d'autre part exploité en combinant la reconnaissance des expressions faciales du 
patient (reconnaissance d'émotions) à la reconnaissance obtenue avec la 
topologie du MMCHT de la Figure 5.27 pour améliorer la qualité de la 
reconnaissance  du scénario «le patient ressent des douleurs». 
 
- Le  patient convulse : la reconnaissance de ce scénario nécessite un MMCHT de 
quatre états. Ce scénario diffère fondamentalement du scénario précédent par ses 
caractéristiques temporelles (séries temporelles liant les événements élémentaires 
reconnus) (Figure 5.27). 
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Figure 5.26.  Topologie du MMC permettant de reconnaître le scénario «le patient 
s'agite» et le scénario «le patient ressent des douleurs».  
 
Afin de différencier ces deux scénarios, une modélisation de la durée d'état explicite 
dans le MMCHT a été exploitée en introduisant une estimation probabiliste de cette 
durée par l’utilisation de distributions statistiques Poissonniène ou  Gaussienne. 
L'estimation de ce paramètre temporel permet de mettre en exergue le rythme et la 
cadence du mouvement des membres du corps et l’ensemble du corps qui permet la 
détection d’une convulsion. 
 
Figure 5.27. Topologie du MMCHT permettant de reconnaître le scénario «le patient 
convulse».  
 
En plus de ce MMCHT, nous exploitons les résultats obtenus avec le MMCHT de la 
Figure 5.26 combiné  aux résultats du MMCHT de la Figure 5.27 afin de détecter une 
convulsion du patient. 
 
5.4.3. Résultats expérimentaux et analyse  
 De nombreux tests sont effectués sur notre base d’images vidéo collectées au 
service cardiologique à l’hôpital. Nous présentons dans cette section les résultats 
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expérimentaux obtenus par rapport à la qualité et le taux de la reconnaissance des 
scénarios mais aussi par rapport à l'apprentissage des trois scénarios testés selon leur 
classe d’appartenance. Cette analyse concerne non seulement la performance du 
système de reconnaissance automatique des scénarios mais aborde également de 
manière très succincte le problème complexe et difficile de l'apprentissage qui reste 
d’actualité et important dans le cadre de notre système de reconnaissance. Mise à part 
l’apport significatif du modèle hiérarchique qui permet de minimiser le nombre de 
MCC à utiliser pour reconnaitre des scénarios et leurs sous-scénarios, deux principaux 
paramètres nous ont guidés dans l’analyse de nos résultats tant bien sur l’apprentissage 
et que sur la reconnaissance. L’impact de ces paramètres (temps et cadre de 
discernement) a été mis en exergue. Ces paramètres sont : 
 
i) le cadre de raisonnement qui définit le type de MMC (probabiliste ou 
crédibiliste) ; 
ii) la distribution utilisée pour l’estimation de la durée de l'état du MMC 
(Poissonniène ou Gaussienne). 
 
Niveau apprentissage 
Dans cette section, nous présentons les résultats expérimentaux du système 
d'apprentissage sur les scénarios testés et par la classe d’appartenance d’activités. 
S’agissant de l’apprentissage, nous avons utilisé un MMC hiérarchique dans un cadre 
probabiliste et puis crédibiliste avec deux variantes de distributions pour modéliser la 
durée d’état. Les deux variantes de distributions exploitées pour la modélisation du 
temps de séjour sont la distribution de poisson et la distribution gaussienne.  
D’une part, le choix d’une distribution de type discrète comme celle de poisson 
est motivé par sa simplicité et sa capacité à vite converger même en présence de peu de 
données. De même, son exploitation dans le cadre d’une application de reconnaissance 
de parole [BEM06] et aussi de reconnaissance d’activités [LVW+04a, LVW+04b, DVB+05] 
ont permis d’obtenir de très bons résultats et ne nécessitent pas une grande quantité de 
données lors de la phase d'apprentissage avant d’être stable.  
D’autre part, le choix de la distribution gaussienne pour modéliser la durée de 
l’état est motivée par sa capacité à obtenir des paramètres beaucoup plus stables face à 
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la variation des données mais cela nécessite une quantité de données plus importante. 
Ce type de distribution (la gaussienne positive et l’inverse) a été aussi exploité par M. 
Duong pour modéliser le temps de séjour des patients à l'hôpital avec de très bonnes 
performances [DVB+09]. A partir de nos expérimentations, nous avons obtenu la 
Figures 5.31 qui présente des courbes appelées «courbe d'apprentissage» qui est un 
vecteur de valeurs logarithmiques de vraisemblance (valeur ordonnée) en fonction de 
chaque itération (valeur en  abscisse). Les itérations mettent en exergue le temps 
d’apprentissage en fonction de la quantité de données et le modèle du MMC utilisé. Sur 
ces courbes itérations, on note un temps d’apprentissage plus long avec un MMC 
temporel qu’un MMC classique mais ce temps d’apprentissage augmente qu’on est 
dans le cas d’une distribution gaussienne que par rapport à celle de poisson. En 
examinant,  la Figure 5.31 qui montre la courbe d’apprentissage du scénario « le médecin 
fait une visite médical au patient du lit1 », nous pouvons noter un temps d’apprentissage 
plus long du modèle standard que le modèle intégrant la contrainte temporelle tant 
bien dans le cas d’une distribution Poissonniène que celle Gaussienne. Cependant, ce 
temps d’apprentissage est encore plus importante dans le cas de la Gaussienne que le 
cas la Poissonniène.  
La Figure 5.28 montre l’exploitation d’un temps d’apprentissage moins 
important qui a permis d’avoir un minimum d’itérations soit 30 itérations. Une 
convergence des paramètres d’apprentissage est obtenue autour d’une valeur 
logarithmique de vraisemblance qui vaut (60) pour un MMC probabiliste avec une loi 
de poisson pour la modélisation de la durée d’état. Cependant, pour le même modèle et 
dans le cadre crédibiliste, elle converge moins rapidement à (70) mais nécessite moins 
d’itérations (25) soit un temps d’apprentissage plus important. Pour une modélisation 
exploitant la loi gaussienne, le modèle MMC probabiliste converge autour d’une valeur 
logarithmique de vraisemblance qui vaut (60) tandis que celle crédibiliste converge vers 
une valeur de (70).  
De plus, le modèle probabiliste nécessite plus de temps d’apprentissage (50 
itérations avant convergence) que celle crédibiliste (35 itérations). Ces résultats viennent  
confirmer et conforter la capacité du cadre de raisonnement évidentielle en prenant en 
charge l’imperfection des données afin d’améliorer la qualité du système. 
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(a) Courbe de d’apprentissage d’un MMC probabiliste temporel avec une loi de poisson  et (b) Courbe de d’apprentissage d’un MMC crédibiliste temporel avec une loi de poisson 
 
(c) Courbe de d’apprentissage d’un MMC probabiliste temporel avec une gaussienne (d) Courbe de d’apprentissage d’un MMC crédibiliste temporel avec une Gaussienne 
Figure 5.28. Figure Illustration de reconnaissance de scénario liée aux activités du médecin
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Niveau Reconnaissance 
Le système de reconnaissance proposé a été testé sur chaque scénario étudié et 
selon sa classe d’appartenance. Les performances du système en terme du taux de 
reconnaissance on été consignées statiquement dans le Tableaux 5.2 et 5.3. De même, les 
Histogrammes des Figure 5.31 et Figure 5.32 montrent la distribution du taux de 
reconnaissance du système de reconnaissance selon chaque type de MMC que ce soit 
probabiliste ou crédibiliste et en fonction de la distribution qui modélise la durée d’état.  
Les Tableaux 5.2 et 5.3 résument les résultats du taux moyen de reconnaissance 
atteint par le MMC que ce soit dans un cadre probabiliste ou crédibiliste avec une durée 
explicite de l'état. Ces tableaux montrent à partir des taux de reconnaissance par 
catégorie et type de scénario que l’utilisation d’un MMC avec la durée explicite de l'état 
dans le cadre crédibiliste se révèle plus efficace pour la reconnaissance relativement 
complexe avec des a priori incomplètes en milieu médical en comparaison à un MMC 
probabiliste. Le gain moyen de performance est d'environ 21,77 % pour les scénarios de 
la catégorie «le médecin fait des soins médicaux au patient au lit n» ou «le médecin visite le 
patient hospitalisé au lit n» avec distribution de Poisson avec le meilleur taux obtenu pour 
la reconnaissance du scénario «le médecin ou le personnel infirmier visite le patient 
hospitalisé au lit1 » avec un taux qui est de 85,80 %.  
La prééminence de la distribution Gamma pour la durée de l'état peut être 
attribuée à ses propriétés statistiques et à la pertinence des données utilisées pour 
l'estimation automatique de ses paramètres. Le gain moyen de performance obtenu 
avec la distribution Gamma est d'environ 25,86 % pour les différents lits (le meilleur 
taux de reconnaissance est obtenu au lit 1 et vaut 90,50 %).  
Globalement, le taux de reconnaissance  s’est amélioré en moyenne avec une 
augmentation de 30% dans le cas des MMCs crédibilistes lorsqu’on est en présence de 
données incomplètes par rapport aux MMCs standard probabilistes. Par contre cette 
évaluation est de l’ordre de 15% en moyenne lorsque les données sont assez complètes. 
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Figure 5.29. Quelques résultats de reconnaissance de scénarios «le patient s’agite ou 
ressent des douleurs». 
 
Approches Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6 
MMC standard 65.00 65.00 58.00 60.60 55.00 55.00 
       
  MMCHT 
standard 
85.00 85.00 78.00 80.80 75.80 80.60 
MMCHT 
Crédibiliste 
88.00  88.00 80.00 80.50 80.80 80.80 
Tableau 5.2. Taux de reconnaissance des différentes MMCs avec une distribution de 
Poisson (%). 
Approches Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6 
MMC standard 60.60 65.00 58.00 60.60 55.00 55.00 
       
MMCHT 
probabiliste 
90.00 90.00 80.00 90.10 85.00 80.00 
MMCHT 
Crédibiliste 
90.50 90.00 85.00 90.00 85.00 85.00 
Tableau 5.3. Taux de reconnaissance des différentes MMCs avec une distribution 
Gaussienne (%). 
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Figure 5.30. Histogramme du aux de reconnaissance des différentes MMCs avec une 
distribution de Poisson (%). 
 
 
 
Figure 5.31. Histogramme du taux de reconnaissance des différentes MMCs avec une 
distribution de Gaussienne (%). 
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Conclusion 
L'exploitation des modèles de Markov cachés représente l'une des approches les plus 
répandues pour la modélisation et la reconnaissance spatio-temporelle de séquences 
d'états. Les méthodes statistiques encore appelées techniques numériques constituent le 
cadre de raisonnement dans lequel se situent les modèles de Markov cachés et un atout 
majeur pour la robustesse de cet outil. L'extension au cadre crédibiliste permet de 
rendre ces outils puissants très génériques afin de prendre en charge n'importe quel 
type d'application avec une meilleure gestion de l'incertitude et l'imperfection des 
données. 
 Nous avons, dans un premier temps, exploité un modèle de MMC hiérarchico-
temporel dans un contexte probabiliste pour reconnaître des scénarios dans des vidéos 
médicales. En effet, ce type de modèle permet d'hiérarchiser les structures des MMCs et 
de contrôler de façon explicite le temps de séjour du modèle dans un état quelconque. 
Ce modèle opère à deux niveaux : le niveau spatial (structure hiérarchique d'état de la 
séquence) puis le niveau temporel (durée d'état de la séquence). Un taux de 
reconnaissance assez intéressant a été obtenu avec ces modèles mais la gestion des 
incertitudes et des imperfections des données reste limitée considérant le domaine 
d'application pour lequel est destiné le système développé. 
 Pour gérer de façon élégante, robuste et efficace en prenant en compte 
l'ignorance relative à l'incomplétude des connaissances médicales avec une 
modélisation du doute et du conflit entre les séquences d'états, nous avons reformulé 
les MMCs hiérarchico-temporels dans un cadre crédibiliste. Ce cadre de raisonnement 
offre la possibilité de reformuler les mécanismes de base des MMCs probabilistes dans 
le cadre crédibiliste. Cette reformulation des mécanismes des MMCs permet de 
disposer d'algorithmes plus robustes et flexibles à la gestion des incertitudes et plus 
génériques au contexte d'applications. Les approches proposées ont été validées à 
travers plusieurs catégories d'expérimentations effectuées sur des données réelles afin 
de reconnaître des scénarios ou événements médicaux importants dans des scènes 
cliniques. Ces données réelles ont été collectées du système expérimental de vidéo 
surveillance que nous avons installé à la section cardiologique de l'hôpital (CNHU).  
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Conclusion générale et 
perspectives  
L’avancée notable des résultats obtenus des travaux de recherches par les 
laboratoires en vision par ordinateur a permis l'intégration en temps réel de 
techniques plus efficaces basées sur des outils mathématiques statistiques et 
probabilistes dans les systèmes de vidéosurveillances de plus en plus intelligents.  
Dès lors, ces systèmes de vidéosurveillances sont devenus très tôt automatiques et 
ont réussi à aider le personnel surveillant ou de sécurité en détectant des actions 
suspectes et en générant des alertes informatives en temps réel, toute chose ayant 
facilité le développement de plusieurs applications très performantes. 
 
1. Bilan des travaux et des contributions  
Le travail de thèse développé se situe dans le cadre de la reconnaissance 
automatique de scénario dans des séquences vidéo. Dans ce contexte, l’élaboration 
du système de reconnaissance est basée sur l’analyse et l’interprétation vidéo et doit 
gérer l’incertitude produite par les processus de traitement du système de vision, 
tout ceci en prenant en compte la nature incomplète et les imperfections des données. 
L’objectif principal de ce travail a été de proposer une architecture organisée en 
couches pour un système de vidéosurveillance intelligent en milieu médical (unités 
de soins intensifs cardiologiques) qui intègre des fonctionnalités de reconnaissance 
automatique de scénarios (d’événements intéressants) dans des séquences vidéo 
médicales. Une synthèse des travaux effectués dans le cadre de cette thèse et de leurs 
résultats est présentée en trois grandes parties.  
La première partie a été consacrée à une revue de littérature des différentes 
applications de la vidéosurveillance intelligente dans différentes domaines. Cette 
étude a permis d’avoir une bonne connaissance des domaines d’applications avec les 
diverses contraintes liées à chaque type d’application. D’autre part, nous avons noté 
que parmi ces différentes applications, l’une des plus récentes est celle de la 
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télésurveillance des personnes âgées dans les maisons de retraites et encore plus 
récemment le domaine d’application qu’est celui médical que nous avons proposé 
dans ce travail. Ce  qui se justifie d’autant plus que l’interprétation des vidéos 
médicales pour la compréhension de scènes n’avait jamais été abordée bien que dans 
d’autres domaines tels que le sport, les activités humaines dans les magasins, la 
musique et autres investigations sont en cours. Enfin, une étude du contexte 
d’application dans le but de cerner ses caractéristiques, ses contraintes et ses 
spécificités a été faite afin de les intégrer dans notre modèle.  
La seconde partie du travail a été le développement d’une couche bas niveau 
permettant de corriger les distorsions introduites sur les données lors de la phase 
d’acquisition puis d’extraire, à partir des images brutes, des informations sur les 
objets en mouvement. Cette couche est organisée autour de deux sous-couches de 
traitement que sont: la sous-couche de prétraitement et la sous-couche de traitement 
bas niveau proprement dite. Au niveau de la première sous-couche (le 
prétraitement), nous avons proposé une technique robuste, élégante et moins 
contraignante en terme d’a priori sur le système de calibration des capteurs de vision 
(caméras). Cette technique est bien adaptée pour des contraintes temps réel et ne 
nécessite aucune connaissance a priori de la scène. Des résultats très satisfaisants en 
comparaison avec les techniques existantes ont été obtenus à travers les diverses 
expérimentations effectuées sur des données tests (image Léna et du laboratoire) 
exploitées par la communauté de vision par ordinateur et les données privées de la 
base de vidéos médicales que nous avons élaborée.  
La seconde sous-couche est consacrée à l’extraction d’attributs spécifiques et 
morphologiques des objets d’intérêts de la scène, afin de détecter leur mouvement  et 
de les suivre dans le temps. Pour cela, nous avons exploité les approches existantes 
de détection et de suivi d’objets dans des séquences d’images. Après avoir fait une 
analyse et dressé un bilan des différentes techniques, notre choix a porté sur un 
algorithme répondant à des exigences du temps réel du système d’interprétation et 
surtout des contraintes de gestion d’incertitude à base d’indicateurs crédibilistes 
pour l’estimation de la qualité de la détection et du suivi. 
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Enfin, la troisième partie du travail a été le cœur de notre principale 
contribution et concerne le développement d’une couche haut niveau 
d’interprétation. Cette couche d’interprétation est automatique et intègre la gestion 
de la structure hiérarchique et la gestion d’incertitude tant bien au niveau des 
données traitées que des processus de traitement de vision par ordinateur.  Les 
couches hautes du système de reconnaissance de scénario exploitent principalement 
des outils statistiques dans un cadre probabiliste et crédibiliste (Modèles de Markov 
Cachés probabilistes et crédibilistes).  
Dans une première phase, nous avons étudié les modèles de Markov cachés et 
leurs extensions. A partir de cette étude de l’état de l’art, nous avons proposé un 
modèle hybride, basé sur deux des extensions de modèles de Markov cachés, qui 
combine le modèle hiérarchique et celui semi-markovien. Cette approche a permis de 
modéliser et de reconnaître des scénarios complexes possédant une structure 
hiérarchisée avec une évolution temporelle de la durée d’état de chaque événement. 
Ce modèle est développé dans un cadre de raisonnement probabiliste et est nommé 
Modèle de Markov Caché Hiérarchico-Temporel (MMCHT). Dans notre approche, 
deux distributions probabilistes de type Poissonniène et Gaussienne ont été utilisées 
pour modéliser explicitement la durée d’état du modèle et par suite la durée d’un 
événement important (scénario).   
Dans une seconde phase, face à certaines exigences du domaine d’application 
(médical), nous nous sommes proposé de gérer efficacement les incertitudes générées  
par les processus de traitement de vision. Ensuite, une prise en compte de la nature 
des données imprécises et l’incomplétude des connaissances qui sont des spécificités 
de la médecine sont intégrées dans l’approche proposée. Cela permet d’améliorer les 
performances de la couche haute d’interprétation ou tout au moins d’évaluer la 
qualité des résultats de cette dernière couche au regard de la sensibilité de 
l’application relative à la santé humaine. Le modèle précédemment proposé  et 
appelé MMCHT a été reformulé dans un cadre de raisonnement crédibiliste faisant 
ainsi appel aux outils mathématiques de la théorie de l’évidence que sont les 
fonctions de croyances. Cette reformulation a donné naissance à un nouveau modèle 
que nous appelons Modèle de Markov Caché Hiérarchico-Temporel et Crédibiliste 
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(MMCHTC). L’intérêt de cette approche réside dans le fait qu’elle permet d’utiliser 
des indicateurs crédibilistes pour estimer à chaque étape la qualité du processus de 
traitement vidéo puis de propager ces incertitudes à travers les couches hautes afin 
d’améliorer leurs efficiences. D’autre part, elle permet de prendre en compte la 
nature incomplète des connaissances expertes médicales (par exemple, les médecins 
ne peuvent pas décrire tous les scénarios à reconnaître) à travers la modélisation de 
l’ignorance et du doute inter-états par les modèles de croyances transférables. Ce 
modèle a aussi l’avantage de gérer le conflit entre les sources d’informations que sont 
les capteurs de vision (caméras) et au besoin permet de combiner des informations en 
étant dans une attitude très prudente lors du processus de prise de décision. 
 
2. Perspectives de recherche  
 Les perspectives de ces travaux de thèse concernent, d’une part, l’amélioration 
de la phase d’apprentissage automatique et l’approche de reconnaissance qui reste 
un mode supervisé. D’autre part, il est important de parfaire l’amélioration du 
système de surveillance actuel des patients en USIs en développant une application 
côté client permettant à l’utilisateur de formuler des requêtes afin de disposer d’états 
issus de la base de vidéos médicales pour des analyses et diagnostic de 
comportements des patients lors de leur séjour hospitalier. Enfin, nous 
développerons une idée futuriste qui offre une solution de surveillance intelligent en 
USIs basée sur un système multicapteurs (capteurs de vision et capteurs 
physiologiques ou physiques) afin de combiner les différentes informations issues 
des deux types de capteurs pour améliorer la prise de décision. 
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Annexe A 
Présentation des outils exploités pour le 
prétraitement  
  
A1. Présentation de la géométrie épipolaire  
La géométrie épipolaire, caractérisée par une matrice 3x3 singulière, décrit la 
relation entre deux images d’une même scène. Elle contient toutes les informations 
géométriques des deux images. A partir uniquement des points appariés, la 
géométrie épipolaire [FLT01] peut être déterminée grâce à la matrice fondamentale. 
Cette matrice joue un rôle important en vision par ordinateur puisqu’elle permet 
entre autres, sans connaissance sur la scène observée, de calculer le mouvement entre 
deux caméras, si leurs paramètres intrinsèques sont connus, ou d’apparier plus 
rapidement deux images puisque la zone de recherche d’un correspondant peut être 
réduite à une droite, la ligne épipolaire. La matrice fondamentale peut être estimée à 
partir uniquement de l’ensemble des points appariés par une méthode de corrélation 
en niveau de gris, que nous décrirons dans notre approche dans la suite de ce 
document. 
 
A11. Définition et notions de base 
 La géométrie épipolaire peut être entièrement définie par deux matrices : la 
matrice Essentielle (E), les paramètres intrinsèques de la caméra sont connus, et par 
la matrice Fondamentale (F), si les paramètres sont inconnus. Ces deux matrices 
permettent d'associer un point d'une image à  une droite dans l'autre : 
a) la matrice Essentielle E est définie dans le repère caméra (x; y) 
b) la matrice Fondamentale F est définie dans le repère image (u; v) 
 Le plan géométrique épipolaire est présenté à la figure A.1. Le point M, et les 
deux foyers optiques déterminent un plan épipolaire. L'intersection de la droite 
reliant les deux centres optiques avec les plans images va générer les épipôles. Ces 
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épipôles peuvent être dans ou hors de l'image réelle. A un point dans une image 
correspond une droite dans l'autre image : ceci définit la  "droite épipolaire".  
 
 
 
 
 
 
 
 
 
 
 
Figure A.1 : Illustration du plan géométrique épipolaire. 
 
A12. Modélisation mathématique  
 
 Un point de la scène peut être exprimé dans les repères des deux caméras par 
la relation suivante : 
 Les deux repères sont liés par une rotation et une translation 3D, qui 
s’expriment par la relation matricielle suivante :  
      
 
    
    (A.2) 
 Enfin, nous pouvons estimer la position du point dans le repère de droite en 
utilisant le système de  coordonnées suivant :  
 
          (A.3) 
      (A.1) 
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 La projection du point m(x ,y) dans la caméra de droite génère le point m’(x’,y’) 
on peut avoir la relation de l'équation A.4 et en utilisant la relation X=x *Z et Y=y*Z, 
on obtient la relation de l'équation A.4.  
 
  
 
(A.4)
 
 
    (A.5)
 A partir des relations mathématiques ci-dessous, nous pouvons estimer la 
matrice fondamentale et  la matrice essentielle. Nous définissons le modèle 
géométrique de la caméra en tenant compte de deux transformations: une projection 
en perspective qui transforme un point de l'espace 3D dans le point 2D dans le repère 
de la caméra et une transformation de la caméra de l'image qui permet d'établir la 
transformation entre le repère de la caméra et l'image. La relation épipolaire peut être 
exprimée en coordonnées d'images. Ainsi, nous utilisons la matrice fondamentale (F), 
qui relie un point à son épipolaire droite: 
 La fondamentale F est liée à la matrice essentielle E  par les paramètres 
intrinsèques (matrice K):   
 Sans aucune connaissance à priori de la scène, la matrice fondamentale F peut 
être déterminée uniquement à partir d’une relation de correspondance entre points-
images tout en faisant aussi abstraction du système de calibrage des caméras. 
 
    (A.6) 
 
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A13. Rectification projective et épipolaire  
 La rectification projective consiste à réorienter les lignes épipolaires pour 
qu’elles soient parallèles avec l’axe horizontal de l’image. Cette méthode est décrite 
par une transformation qui projette les épipôles à l’infini et dont les points 
correspondants sont nécessairement sur la même ordonnée. La Figure 5.7 décrit le 
modèle de rectification projective : 
 
Figure 5.7 : Modèle de rectification projective. 
 
 Il existe deux types de rectification : la rectification d’images avec un système 
déjà calibré et la rectification d’images provenant d’un système non calibré. Dans ce 
document, nous nous intéressons uniquement à la rectification à partir d’images non 
calibrées et par conséquent à une rectification épipolaire. En se basant sur la 
géométrie épipolaire, la matrice fondamentale estimée et rectifiée devient une 
matrice fondamentale rectifiée. Il s’écrit alors sous la forme suivante :     
 
    (A.8) 
 D’un point de vue purement algébrique, et à partir de la connaissance de la 
matrice fondamentale F et de la matrice fondamentale rectifiée Fr, nous pouvons 
rectifier deux images stéréoscopiques, en déterminant deux homographies H1 et H2 
telles que [LZ99b]:    
 
    (A.9) 
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 De plus, pour un ensemble de couples de points (m1,m2)k qui se projettent en 
un ensemble de points  (m˜1,m˜2)k après rectification, la contrainte épipolaire est 
conservée et s’écrit : 
0****** 212211 == kkkk mFmmHFHm
t
r
tt
 
    
(A.10) 
                  
(A.11) 
 
 A partir de la matrice fondamentale estimée, l’objectif est ensuite de 
déterminer deux homographies [LZ99b] H1 et H2 satisfaisant l’équation A.10 et 
l’équation A.11 qui réorientent les projections épipolaires parallèlement aux lignes 
des images, et par  conséquent à l’axe horizontal des caméras rectifiées. Les 
paramètres des homographies sont estimés afin de maximiser les similitudes entre 
images d’origine et images rectifiées. Mais, le nombre de degrés de liberté est élevé et 
les homographies ne sont pas uniques. Pour  ce faire, il importe alors de trouver une 
paire d’homographies qui réduisent le plus possible les distorsions des images 
rectifiées. 
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Annexe B 
Présentation des mécanismes algorithmiques des 
MMCs utilisés  
  
B1. Deux mécanismes classiques algorithmiques 
des MMCs utilisés 
  Les modèles de Markov cachés sont des automates probabilistes permettant 
de modéliser des données séquentielles telles que l’écriture ou la parole. Dans ces 
modèles, une séquence est considérée comme une suite temporelle gérée par les états 
inobservables (les états cachés). A chaque instant, un nouvel événement de la 
séquence est analysé. En effet, il s’agit d’une structure qui gère le passage d’état en 
état à l’aide de probabilités de transitions. En d’autres termes, chaque élément de la 
séquence peut être émis par un état du MMC, à l’aide de probabilités d’observations 
par état ce qui revient à estimer la probabilité qu’une séquence donnée soit émise par 
un MMC donné. Dans son tutoriel L. Rabiner [Rab89], illustre un modèle de Markov 
caché comme une structure composée d’états, de transitions et d’un ensemble de 
distribution  de probabilités sur les transitions. A cette structure, on adjoint un 
alphabet et, pour chaque état, une probabilité d’émission des différents symboles de 
l’alphabet. Nous avons exploité deux mécanismes algorithmiques classiques des 
MMCs issus des trois problèmes principaux (apprentissage, évaluation et 
explication) bien connus des MMCs pour l’apprentissage des paramètres et la 
reconnaissance.  
 
B11. Algorithme de Forward-Backward  
 Le problème de la reconnaissance peut également être vu comme un problème 
d’estimation de la capacité d’un modèle MMC donné à reconnaître une séquence 
d’observations. Ce problème se ramène aussi à un problème d’évaluation directe de 
la probabilité d’observation par l’équation  et nécessite d’énumérer toutes les suites 
d’états de longueur T.  Ceci implique la répétition de nombreuses multiplications et 
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qui augmente le niveau de complexité algorithmique. En conséquence, pour 
répondre à une préoccupation de réduction de la complexité algorithmique, 
l’algorithme d’estimation directe (procédure forward) pour le calcul des probabilités, et 
l’algorithme d’estimation de retro-propagation arrière (procédure backward) sont très 
souvent utilisés. Généralement, on considère que l’observation peut être faite en 
deux temps [Bau72] :   
 
1. L’émission de la séquence d’observations Ty1 =O(1 : t) et la réalisation de l’état 
xi au temps t : forward 
2. L’émission de la séquence d’observations Ty1 =O(t+1 : T) et la réalisation de 
l’état xi au temps t : backward 
 
 Algorithme forward : 
 
Supposons que dans un modèle de Markov caché λ on souhaite calculer la 
probabilité ( )λ/1TyP  d’occurrence de la séquence d’observation Ty1 . La probabilité 
d’obtenir une séquence d’observation est en effet la somme des probabilités d’obtenir 
cette séquence par tous les chemins possibles et cette probabilité vaut : 
 ∑ ∏ 





→


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
→= +
−
=
+++
spossiblesche
TT
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i
iiii
T qqPqyPqqPyP
min
1
1
0
1111 )(.)().()/( λ               (B.1) 
 
Nous pouvons calculer la probabilité d’occurrence de chacune des séquences 
d’observations possibles à l’aide de B1. Mais l’application directe de cette formule 
donne un temps de calcul de )( 1TyP  et une complexité algorithmique de  O(TNT). Il 
est préférable d’utiliser l’algorithme Forward-Backward [Bre00] dont le temps de calcul 
est en O(TN2) et pour cela on définit une variable forward définie par : 
                         ( )λα /,1, ixyP ttti ==                                                           (B.2) 
Elle exprime la probabilité d’avoir émis la séquence 
ty1  tout en se trouvant dans l’état 
i. Cette variable peut être calculée de manière inductive : 
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1. Initialisation :  
( ) ( )ixyPixPi === 1111, /.α  
2. Induction : 
( ) ( )ixyPjiP tt
Sj
titi =







→= ∑
∈
/..
,,
αα  
 
On peut ainsi calculer aisément la quantité ( )λα /,1, ixyP ttti == , ce qui nous amène 
naturellement à : 
   ( ) ( )∑
∈
=
Si
Ti
Typ
,1 / αλ  (B.3) 
 
L’algorithme qui vient d’être présenté s’appelle : « algorithme forward ». Son 
nom vient du fait que l’induction est effectuée vers l’avant. Le temps de calcul avec 
cet algorithme est en O(TN2), alors qu’il est en O(TNT) lorsque l’on applique 
directement la formule de l’équation B.1. 
 
 
Algorithme 1 : Procédure forward pour l’estimation de la variable                  
 
1: Pour  i allant de 1 à N faire :      
2: Fin pour 
3: Pour  t allant de 1 à T-1 faire :  
4:   Pour i allant de 1 à N faire:              
5:  Fin pour 
7: Fin pour    
8: Calculer :     
  
 Algorithme backward : 
Il est aussi possible de réaliser le calcul à l’envers, ce qui donne l’algorithme 
backward. Pour cela, on définit la variable backward : 
α
( ) ( )11 ybi iipiα =
( ) ( ) ( )1
1
1 +
=
+ 





= ∑ ti
N
i
jitt ybaji αα
∑
=
=
N
i
t iOP
1
)()( αλ
Annexe B 
 
xviii 
 
( )λβ ,/1, ixyP tTtti == +  (B.4) 
L’estimation de cette variable ti,β suit la procédure algorithmique suivante : 
 
1. Initialisation :  
( ) ( )ixyPixP TTTTi === /.,β  
2. Induction : 
( ) ( ) 






=→= ∑
∈
+++
Sj
tjttti jxyPjiP 1,11, ./. ββ  
 
 
On peut ainsi calculer la probabilité attendue : 
 ( ) ( )( )∑
∈
=∗=
Si
i
T ixyPyP 111,1 // βλ
 
(B.5) 
  
La complexité de cet algorithme backward est la même que pour l’algorithme forward 
et vaut O(TN2). 
 
Algorithme 2 : Procédure backward pour l’estimation de la variable            
 
1: Pour  i allant de 1 à N faire :                        
2: Fin pour 
3: Pour  t allant de 1 à T-1 faire :     
4:   Pour  i allant  de 1  à N faire:                 
5:   Fin pour 
6: Fin pour  
7: Calculer :     
  
B12. Algorithme de Baum-Welch  
 L’algorithme de Baum-Welch est un algorithme d’apprentissage. Cette 
procédure forward-backward est utilisée pour construire l’algorithme de Baum-Wech, 
qui va permettre d’ajuster les paramètres du modèle afin qu’il coïncide avec le 
β
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∑
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scénario qu’il doit modéliser. Pour ce faire, à partir d’un ensemble de séquences 
d’observations, nous pouvons modifier les paramètres pour augmenter la 
probabilité. En effectuant itérativement cette modification, la probabilité atteint un 
maximum. On suppose les séquences d’apprentissage tirées indépendamment, on 
cherche à maximiser l’équation B.3. L’idée est d’augmenter la vraisemblance en 
mesurant les  statistiques d’occurrences des observations de la séquence apprise par 
le modèle afin d’en déduire une ré-estimation des paramètres qui s’ajuste au mieux à 
cette statistique. Son but étant la maximisation de la vraisemblance d’un modèle λ , 
celui-ci modifie substantiellement les paramètres du modèle étudié afin d’augmenter 
sa vraisemblance. L’algorithmique réalise son optimisation en ré-estimant les 
différents paramètres ( )Π,, BA  suivant les séquences observées. Les estimations 
peuvent logiquement se concevoir : 
 
1instant tl' à Sétat l' dans êtred' éprobabilit ==ipi  
i
i
S quitteon l'où  fois de nombre
1 t versS étatsl' de ns transitiode nombre
 
=
=ija  
( )
j
j
Sétat l' dansest on l'où  fois de nombre
 symbole leobservant en  Sétat l' dansest on l'où  fois de nombre k
j
v
kb =  
Il faut noter que lorsque les dénominateurs de ija de ( )kb j  sont nuls, les 
probabilités ija  et ( )kb j  ne peuvent pas être calculées. Or, puisque nous réalisons des 
estimations sur ces coefficients, nous pouvons mettre ces probabilités à 0. Le calcul 
de ces coefficients est rapidement réalisé grâce aux deux matrices de paramètres 
α et β , délivrées par les algorithmes Forward et Backward. Après la ré-estimation 
des différents paramètres du modèle d’origine, l’algorithme recalcule la 
vraisemblance du nouveau modèle. Il va ensuite réitérer les différentes opérations de 
ré-estimation avec ce nouveau modèle, tant que la vraisemblance courante n’est pas 
maximale ( ( )1=λOP  ).  
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Algorithme 3 : Procédure de Baum-Welch probabiliste  
 
1: Initialisation pour le choix des paramètres du MMC (A, B,pi ) 
2: Répéter : 
3:Pour  chaque séquence observée: 
4: Calculer            avec une procédure forward   
5: Calculer             avec une procédure backward  
6: Pour  t allant de 1 à T faire 
7:   Pour  j allant de 1 à N faire 
8 :     Calculer   
9:    Pour  i allant de 1 à N faire 
10:     Calculer    
11:   Fin pour  
12:  Fin pour  
13:  Fin pour 
14: Ré-estimer les paramètres du modèle MMC (A, B,pi ) avec les formules ci-dessus jusqu'à 
ce qu'ils deviennent stable.  
15:Tant Que (il y a augmentation de ( )λ0P ) ou (il y a encore des itérations à Faire).   

( )jsα
( )jsβ
( )jsγ
( )jsξ
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Annexe C 
Présentation des concepts et des mécanismes de 
base du Modèle de Croyances Transférables à 
travers un exemple didactique  
 
 Nous présentons un cas d’exemple didactique de modélisation par le MCT en 
nous inspirant du cas d’école : « le lancer de dé». Notre  exemple est nommé «choix 
automatique d’une caméra pour un service dans un réseau de caméras d’un système 
de vidéosurveillance». Ce cas concerne la sélection d’une caméra détectrice d’un 
objet en mouvement  mobile dans une vidéo afin de suivre l’objet dans un contexte 
de surveillance multicaméras.  
Nous considérons trois caméras qui ont une vue chevauchante sur la même scène. 
Parmi les trois caméras (C1 pour la caméra 1, C2  pour la caméra 2, C3 pour la caméra 
3), une seule caméra peut être sélectionnée à la fois en fonction de sa qualité de 
détection. Supposons que la qualité de la détection dépend essentiellement de la 
position de la caméra par rapport à celle de l’objet qui met en exergue par exemple la 
taille de l’objet détecté mobile dans la scène. Les caméras peuvent être calibrées à 
trois positions possibles: 
P1 : cette position permet une très bonne qualité de détection si l’objet est dans une 
région R donnée;  
P2 : cette position permet une bonne qualité de détection si l’objet est dans une région R 
donnée; 
P3 : cette position permet une qualité de détection assez bonne si l’objet est dans une 
région R donnée.  
Supposons que le système de la sélection automatique de la caméra exploite un agent 
pour estimer la position (P1, P2 et P3) de la caméra. Cet agent utilise un dé et le lance 
au hasard afin de choisir la caméra. On définit le cadre de discernement Ω qui est formé 
de l’ensemble des hypothèses qui représente les chiffres possibles pouvant être tirés 
par le dé. Par exemple, pour un dé à six faces { }654321 ,,,,, FFFFFF=Ω  ou Fi est la face 
montrant le chiffre i, les hypothèses sont supposées exclusives signifiant que deux 
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hypothèses ne peuvent pas être vraies simultanément. Ce qui signifie par exemple 
que{ } { } φ=21 FF I . La face du dé tiré après le lancer est F1 ou F2  et la caméra 1 est 
sélectionnée, ensuite si la face tirée est  F3 ou F4 la caméra 2 est sélectionnée et enfin si 
elle est F5 ou F6 la caméra 3 est choisie. L’agent est une source d’information pour le 
système de sélection automatique de la caméra. En se basant sur cette connaissance 
disponible après le lancer du dé, le système sélectionne l’une des caméras (soit la C1 
ou soit la C2 ou la C3) dont le champ vision est supposé détecté un objet mobile. Par 
exemple, on peut se poser la question de savoir quelle est la quantité de chance que 
l’une d’entre elle soit sélectionnée ? Comment modéliser cette connaissance fournie 
par l’agent au système et cette prise de décision du système ? 
Dans le cadre de la théorie des probabilités, la réponse est donnée par le 
principe d’équiprobabilité : chaque face se voit affectée une probabilité de 1/6 telle 
que la somme des probabilités soit égale à 1. Par conséquent : ( )
6
1
=
Ω
iFP  et par suite 
la probabilité n’est affectée qu’à des hypothèses singletons.  
Par exemple, pour que la caméra1 soit sélectionnée, il faut une chance égale à 
la probabilité ( ) ( )
3
11 21 ==
ΩΩ FFPCP U . Il en est de même pour la caméra 2,  elle vaut 
( ) ( )
3
12 43 ==
ΩΩ FFPCP U  et pour la caméra 3 elle est égale à ( ) ( )
3
13 65 ==
ΩΩ FFPCP U . 
Soit la distribution probabiliste suivante ( ) ( ) ( )
3
1321 === ΩΩΩ CPCPCP .  
Il ressort qu’une situation d’équiprobabilité est la même chose qu’une 
situation d’ignorance sur le choix de la caméra. La valeur de la probabilité sur 
l’union des hypothèses du choix de la caméra 1, 2 ou 3 est implicitement déduite en 
faisant la somme de la probabilité sur les hypothèses singletons de laquelle on retire 
la partie commune. La partie commune désignant la probabilité de l’intersection ou 
encore du couple d’hypothèses. Pour cela, généralement, on dit qu’une probabilité 
est additive. Dans le cadre de la théorie des fonctions de croyance, la connaissance est 
modélisée par une distribution de masse de croyance qui différencie une 
connaissance d’une situation d’équiprobabilité par rapport à une situation de 
méconnaissance totale. En effet, dans le cas de notre exemple, pour une 
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méconnaissance du choix de la caméra, la totalité de la masse de croyance est affectée 
à la proposition formée d’une union d’hypothèses { }( ) 1,, 321 =Ω CCCm . Cependant, la 
masse de croyance allouée à cette proposition ne donne aucune information 
concernant la croyance sur chacune des hypothèses  (choix de la caméra C1, ou C2 ou 
C3) composant cette proposition. C’est pour cela qu’on dit qu’une masse de croyance 
modélise explicitement le doute ou l’ignorance sur cet ensemble d’hypothèses. En 
comparaison à la théorie des probabilités une fonction de masse n’est pas additive. Ce 
qui signifie que la masse sur une union d’hypothèses n’est pas égale à la somme des 
masses des hypothèses composant l’union [KW99]. Cette propriété permet de 
représenter explicitement le doute entre hypothèses et constitue l’une des principales 
valeurs ajoutées de la théorie des fonctions de croyance par rapport à la théorie des 
probabilités. Outre ces valeurs ajoutées, un autre principal avantage des fonctions de 
croyances réside dans leur généricité qui se traduit par la modélisation des sur-
ensembles des fonctions de probabilités. Les fonctions de croyance généralisent donc 
les fonctions de probabilités car une distribution de masses où seules les hypothèses 
singletons ont une masse non nulle, peut être interprétée comme une distribution de 
probabilités.  
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Résumé  
Les travaux de recherche développés dans cette thèse concernent la mise en 
œuvre d'un système de vidéo surveillance intelligente en milieu hospitalier. Dans le 
contexte d’une application en unité de soins intensifs médicale,  nous  introduisons la 
notion originale de Boite Noire Médicale et nous proposons un nouveau système de 
monitoring visuel de Détection Automatique de Situations à risque et d'Alerte 
(DASA) basé sur un système de vidéosurveillance multi caméra intelligent. L’objectif 
étant d’interpréter les flux d’informations visuelles et de détecter en temps réel les 
situations à risque afin de prévenir l’équipe médicale et ensuite archiver les 
événements dans une base de donnée vidéo qui représente la Boite Noire Médicale. 
Le système d’interprétation est base sur des algorithmes de reconnaissance de 
scénarios qui exploitent les Modèles de Markov Cachés (MMCs). Une extension du 
modèle MMC standard est proposé afin de gérer la structure hiérarchique interne des 
scénarios et de contrôler la duré de chaque état du modèle markovien. La 
contribution majeure de ce travail repose sur l’intégration d’un raisonnement de type 
évidentiel, pour gérer la décision de reconnaissance en tenant compte des 
imperfections des informations disponibles. Les techniques de reconnaissance de 
scénarios proposées ont été testées et évaluées sur une base de séquences vidéo 
médicales et comparées aux modèles de Markov cachés probabilistes classiques. 
 
Mots-clés : Interprétation de séquences d’images, Reconnaissance de scénarios, Modèles de 
Markov cachés, Modèle des Croyances Transférables, Raisonnement temporel. 
 
