Abstract For a given convex cone we consider hypersurfaces with boundary which are star-shaped with respect to the center of the cone and which meet the cone perpendicular. The evolution of those hypersurfaces inside the cone yields a nonlinear parabolic Neumann problem. We show that one can use the convexity of the cone to prove long time existence of this flow. Finally, we show that the hypersurfaces converge smoothly to a piece of the round sphere.
Introduction
The evolution of surfaces depending on their curvature has a long history, probably starting with the early work of Brakke [1] . A classical result for inverse mean curvature flow (IMCF) is due to Gerhardt [3] . He showed that starting from a closed, smooth, star-shaped hypersurface with strictly positive mean curvature, the surface evolves for all time and approaches a round sphere as time tends to infinity (see also Urbas [13] ).
For non-star-shaped initial surfaces, singularities may occur in finite time. In order to make sense of the flow in that situation, Huisken and Ilmanen [4, 5] defined a notion of weak solutions to IMCF. This enabled them to prove the Riemannian Penrose inequality (see also Bray [2] ).
In this work we want to consider classical solutions to IMCF in the case where the initial hypersurface is a star-shaped C 2,α -surface with strictly positive mean curvature. In contrast to the work of Gerhardt, we will look at hypersurfaces which possess T. Marquardt ( ) Max Planck Institute for Gravitational Physics (Albert Einstein Institute), Am Mühlenberg 1, 14476 Potsdam-Golm, Germany e-mail: thomas.marquardt@aei.mpg.de a boundary which meets the cone perpendicular. The cone can be seen as a supporting hypersurface for the evolving surface, and is not moving itself.
We prove that this flow will exist for all time, and the surfaces will converge to a piece of the round sphere. From the geometric point of view, a key step is an estimate for the slope of the height function, using the convexity of the cone. From an analytic point of view, a major step is to prove the full Schauder estimates without having direct access to a second derivative bound.
Let S n ⊂ R n+1 be the sphere of radius one. Let M n ⊂ S n be some piece of S n such that n := {rx ∈ R n+1 | r > 0, x ∈ ∂M n } is the boundary of a smooth, convex 1 cone. We will prove the following theorem: 2 Theorem 1 Let n ≥ 2. Let n ⊂ R n+1 be the boundary of a smooth, convex cone that is centered at the origin and has outward unit normal μ. 
where ν 0 is the unit normal to M n 0 . Then there exists a unique embedding
with F (∂M n , t) ⊂ n for t ≥ 0, satisfying:
where ν is the unit normal to M n t := F (M n , t) pointing away from the center of the cone and H is the scalar mean curvature of M n t . The rescaled solution F (., t)e −t/n converges smoothly to an embedding F ∞ , mapping M n into a piece of a round sphere of radius
In the first part of the paper, we will prove short time existence and reduce (IMCF) to a scalar parabolic Neumann problem. The second part is concerned with a priori estimates for solutions to this problem, including the crucial bound of the slope of the height function. We show that the convexity of the cone can be used to control this quantity. The last part deals with the Hölder estimates which finally yield long time existence and convergence to a piece of the round sphere.
The Associated Neumann Problem
We want to describe the surface at time t as a graph over M n . Therefore, we make the ansatzF
Since the initial surface M n 0 is a star-shaped C 2,α -hypersurface, there exists a scalar function u 0 ∈ C 2,α (M n ) such that F 0 can be expressed as F 0 : M n → R n+1 : x → u 0 (x)x. In order to work with graphs over M n , the following formulas are useful. 
Lemma 1 Let
where we used the same symbol for the position vector and the point x.
(ii) The metric {g ij } i,j =1,...,n and inverse metric {g ij } i,j =1,...,n on T pM n t are given by
(iii) The second fundamental form {h ij } i,j =1,...,n of T pM n t is given by
be the normal to n in x and e k the basis vectors of T x S n . Then
The scalar mean curvature ofM n t is given by H = g ij h ij . All derivatives are covariant derivatives with respect to the metric {σ ij } i,j =1,...,n on M n .
Proof
The formulas in (i) can be verified by direct calculation, and those in (ii) and (iii) are the same as in [3] . The equivalence in (iv) follows from the formula for ν and the fact that n is a cone in R n+1 and therefore μ(rx) = μ(x).
So far,F only allows the evolution of points in radial direction. Since we want the surface to move in normal direction we modify the ansatz by defining
for some map ϕ : M n × [0, T ) → M n which has to be bijective for fixed t and has to satisfy ϕ(∂M n , t) = ∂M n . The problem of solving (IMCF) then reduces to solving
as is stated in the next lemma.
Lemma 2 Let F 0 be as in Theorem 1. Then there exists some
T > 0, a unique solution u ∈ C 2+α,1+α/2 (M n × [0, T ], R) ∩ C ∞ (M n × (0, T ], R) of ( * ), and a unique map ϕ : M n × [0, T ] → M n such
that the above-defined map F has the same regularity as stated in Theorem 1 and is the unique solution to (IMCF).
Proof The conditions on F 0 imply that u 0 is a C 2,α function which satisfies the compatibility condition ∇ μ u 0 = 0 on ∂M n . The inverse function theorem, together with the theory of linear parabolic Neumann problems, yields a unique solution to ( * ). The higher regularity of u for t > 0 can be proved by considering limits of difference quotients. Next, we choose ϕ to be the unique solution of the ordinary differential equation
The theory of ODE's implies that ϕ is a diffeomorphism for fixed t and C 1+α in t up to t = 0. Note that the Neumann condition for u implies that ϕ(∂M n , t) = ∂M n . Using Lemma 1, the equation for ϕ, and ( * ), a direct calculation shows that F satisfies (IMCF). The uniqueness follows from the uniqueness of u and ϕ.
Remark 1
The short time existence result also holds for immersed hypersurfaces in a Riemannian manifold and for arbitrary smooth supporting hypersurfaces n (see [9] ). The corresponding short time existence result for mean curvature flow was proved by Stahl [11] .
Let T * be the maximal time such that there exists some
In the following, we will prove a priori estimates for those admissible solutions on [0, T ] where T < T * .
Maximum Principle Estimates
Let u be an admissible solution of ( * ). We define w := ln u and observe that
Therefore, w solves
In contrast to the differential operator occurring in ( * ), Q does not explicitly depend on the solution itself, but only on its first and second derivatives. In the following, we will use ( * * ) to derive estimates for |u|, |∂u/∂t|, |∇u|, and |H |. We define
.
Lemma 3 Let u be an admissible solution of ( * ).
Let n be a smooth cone. Then u satisfies
Proof Let w(x, t) := ln u(x, t) and w + (x, t) := ln(max M n u 0 ) + t/n. Using
with w θ := θw + + (1 − θ)w, we see that ψ := w + − w satisfies
The maximum principle implies ψ ≥ 0 in M n × [0, T ] and thus the upper bound. The lower bound is obtained using w − (x, t) := ln(min M n u 0 ) + t/n.
Remark 2 From a geometric point of view, this estimate says that the rescaled surfaces F (M n , t)e −t/n always stay between the two spherical caps which enclose the initial surface.
Next, we want to estimate |∂u/∂t|.
Lemma 4 Let u be an admissible solution of ( * ).
Let n be a smooth cone. Theṅ u := ∂u/∂t satisfies
Here H 0 = H ( . , 0), v = v( . , 0), and R 1 , R 2 are the constants from Lemma 3.
Proof Letẇ := ∂w/∂t. Differentiating ( * * ) in the time direction leads to
The result follows from the maximum principle and the fact that Q = v uH .
For the estimate of |∇u|, we have to make use of the convexity of n .
Lemma 5 Let u be an admissible solution of ( * ). Let n be a smooth, convex cone. Then ∇u satisfies
Proof As in [3] we differentiate ( * * ) with respect to ∇ k , multiply by ∇ k w, and sum (with respect to σ ) over k. We define ψ := |∇w| 2 /2. Taking into account the rule for interchanging derivatives on S n yields
In order to calculate ∇ μ ψ , we choose an orthonormal frame at x ∈ ∂M n where e 1 , . . . , e n−1 ∈ T x ∂M n and e n := μ. We obtain 
Thus the maximum principle implies ψ ≤ max M n |∇w 0 | 2 /2. Using the estimate for u from Lemma 3 we obtain the desired result.
Remark 3 A more geometric way to derive the gradient estimate would have been to get an estimate for f := F, ν . One can prove that f satisfies
where all derivatives and summations are carried out with respect to the induced metric g. The evolution equation was derived in [5] . To calculate the normal derivative, we choose an orthonormal frame at a boundary point p such that e i , . . . , e n−1 ∈ T p ∂M n t , e n = μ and e n+1 = ν. Stahl [12] showed that M n t h iμ = − n h iν . Furthermore, since n is a cone, we obtain
These formulas enable us to calculate
which proves the Neumann boundary condition. Together with the fact that |A| 2 /H 2 ≥ 1/n, the maximum principle implies the lower bound R 1 ≤ f e −t/n , which is equivalent to the upper bound for |Du|. The same argument as in [5] shows that also an upper bound of the form f e −t/n ≤ R 2 holds.
Remark 4
If we use the equality ∂w/∂t = 1/f H together with the estimate for ∂w/∂t and f , we obtain the estimate
Hölder Estimates and Convergence
In this section, we will look at the rescaled surfaces F (M n , t)e −t/n , which corresponds to looking atû := ue −t/n . Lemma 1 implies the following scaling:
Therefore, the last section implies that the rescaled quantitiesû, ∇û, ∂û/∂t, andĤ are bounded by constants independent of T . Furthermore, we can bound the following Hölder coefficients.
Lemma 6 Let u be an admissible solution to ( * ).
Let n be a smooth, convex cone. Then there exists some β > 0 and some C > 0 such that 
Since the right-hand side is a bounded, measurable function in x, one can prove a Morrey estimate by calculations similar to those in [7] , Chap. [5] that the evolution equation forẇ has a nice structure with respect to the induced (rescaled) metric:
Using the fact thatẇ is strictly positive, we define the test function η := ξ 2ẇ , where ξ is a smooth function with values between zero and one and is supported in a small parabolic neighborhood. Since ∇ μẇ = 0, the interior and boundary estimate are basically the same. Only the support of ξ has to be chosen away from the boundary for the interior estimate. Integration by parts and Young's inequality finally yield All local interior and boundary estimates are independent of T , and also the resulting global estimates do not depend on T . Note that the integration is carried out on M n t , but since the metric (i.e., the gradient) is already controlled, this doesn't cause any problems.
The estimate forĤ follows from the estimates forû, ∇w,ẇ, and the identitẏ wûĤ = 1 + |∇w| 2 .
Finally, we obtain the following higher-order estimates.
Lemma 7 Let u be an admissible solution to ( * ).
Let n be a smooth, convex cone. Then for every t 0 ∈ (0, T ) there exists some β > 0 such that
Proof Sinceû = exp(w − t/n), it suffices to prove the estimates for w. To get the second-order estimate, we can rewrite the evolution equation for w using leading terms from the linearized operator of ( * * ) plus some remainder
Due to Lemma 6, this is a uniformly parabolic equation with Hölder continuous coefficients. Therefore, the linear theory (e.g., [6] , Chap. 4) yields the second-order bound.
Using this estimate, we can consider the equations forẇ and ∇ i w as linear uniformly parabolic equations on the time interval [t 0 , T ]. At the initial time t 0 , all compatibility conditions are satisfied and the initial function u( . , t 0 ) is smooth. This implies (in two steps) a C 3+β,(3+β)/2 estimate for ∇ i w and (in one step) a C 2+β,1+β/2 estimate forẇ. Together, this yields the result for k = 2. From [6] , Chap. 4, Theorem 4.3, Exercise 4.5 and the preceding arguments, one can see that the constants are independent of T . Higher regularity is proved by induction over k.
In view of Lemma 2, all that remains to prove Theorem 1 is the following lemma.
Lemma 8
Let n ≥ 2 and n a smooth, convex cone. Let T * be the maximal existence time and u an admissible solution of ( * ). Then T * = ∞, and as t tends to infinity the embedding F ( . , t)e −t/n converges smoothly to an embedding F ∞ mapping M n into
