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This dissertation consists of two topics: inventory systems and service systems.
The first topic involves a single-item inventory system with two demand classes with backorders.
We introduce a four-parameter (A,B,C1, C2) policy to manage such a system. Under this policy,
we place an order of size A if the on-hand inventory level is less than or equal to B, and reject
demands of class k if the inventory level is below or at Ck (k = 1, 2). We develop methods of
computing the long-run average cost that can be used to numerically obtain the four parameters
that minimize this average cost. When the demands arrive according to Poisson processes and the
production lead times are exponential and the order size A is fixed, we formulate the problem as
a Markov Decision Process. We prove structural properties when A = 1, and numerically show
that the four-parameter policies are optimal when A > 1. We also study the cases where demand
interarrival times or production lead times are generally distributed. The numerical optimality is
done using the Genetic Algorithm.
The second topic considers a system of customers and taxis with Poisson arrivals and exponen-
tial patience times and delayed matching. We formulate the system as a Continuous Time Markov
Chain and study the fluid and diffusion approximations. We consider Kurtz’s Approximation and
Gaussian Approximation, and compare their performance numerically with simulation. We next
formulate an optimal control problem to maximize the total net revenue over a fixed time horizon
by controlling the arrival rate of taxis. We solve the optimal control problem numerically and
compare its performance to simulation. We propose a heuristic control policy. We show that the
expected regret of the heuristic policy is a bounded function of the horizon.
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The dissertation consists of two projects. We include the details in the next two chapters.
Chapter 2 considers a single-item inventory system with multiple demand classes. We introduce a
four-parameter policy, and use Markov Regenerative processes and Genetic Algorithm to study such
a system. Chapter 3 stuides a system of customers and taxis. We introduce a delayed matching
process between taxis and customers, and propose two methods to approximate the system. We
also study an optimal control problem and develop a heuristic policy for such a system.
In Chapter 2, we introduce a four-parameter (A,B,C1, C2) policy for a single-item inventory
system with two demand classes. We allow backlogging for both classes. Under an (A,B,C1, C2)
policy, we place an order of size A if the on-hand inventory level is less than or equal to B, and
reject demands of class k if the inventory level is below or at Ck (k = 1, 2). We assume that class
2 is of lower priority, so that C2 ≥ C1, which implies that we reject class 2 demands at a higher
inventory level. The main contribution of this chapter is to develop methods of computing the
long-run average cost that can be used to obtain the four parameters numerically that minimize
this average cost. When the demands arrive according to Poisson processes and the production
lead times are exponential and the order size A is fixed, we formulate the problem as a Markov
Decision Process (MDP). We prove structural properties when A = 1. The numerical results show
that the four-parameter policies are optimal when A > 1 in this case. Next we study the cases
where interarrival times are generally distributed and production lead times are exponential. The
numerical results show that a general arrival process can be approximated quite well by a Poisson
process with the same mean. Finally, we do the same analysis for the cases when interarrival times
are exponential and production lead times are generally distributed. In this case, we obeserve that
approximating the general distribution of production lead times by exponential distribution with
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the same mean can introduce significant errors. The numerical optimality is done using Genetic
Algorithm.
In Chapter 3, we study a system of taxis and customers with Poisson arrivals and exponential
patience times. We introduce a delayed matching process between taxis and customers using a
pairing rate θ as follows: if there are i taxis and j customers in the system, the next pairing will
occur after an exponential amount of time with rate ijθ. We formulate the system as a CTMC
and study the fluid and diffusion approximations for this system, which involve the solutions to a
system of differential equations. We consider two approximation methods: Kurtz’s method derived
from [Kurtz, 1970] and [Kurtz, 1971], and Gaussian Approximation based on the infinitesimal
analysis of the CTMC. We compare their performance numerically with simulation and conclude
that Gaussian Approximation performs better than Kurtz’s method. We next formulate an optimal
control problem to maximize the total net revenue over a fixed time horizon T by controlling the
arrival rate of taxis. We consider two models with different objective functions for Kurtz’s method
and Gaussian Approximation. We solve the optimal control problem numerically and compare
its performance to the real system by simulation. We finally propose a heuristic control policy.
We show that the expected regret of the heuristic policy is a bounded function of T . From our




USING GENETIC ALGORITHM AND MARKOV REGENERATIVE PRO-
CESSES FOR INVENTORY SYSTEMS WITH MULTIPLE DEMAND
CLASSES
2.1 Introduction
A single-item inventory system with multiple demand classes is frequently observed in real
world. For such a system, inventory rationing is an important tool to balance supply and demand.
[Ha, 1997] provides two examples in his paper. One is a multiechelon inventory system which is
characterized by emergency shortage shipments and regular shipments to satisfy demands. The
other is a commonality strategy employed by many manufacturers, where one common compo-
nent is used for mutiple endproducts, but one endpoint may have higher priority over the others.
[Deshpande et al., 2003] also give an example of an inventory rationing problem of US military.
Inventory systems with a single demand class have been studied extensively. When the pro-
duction orders are delivered immediately (no lead times), the optimal policies are of (s, S) type,
i.e., when the inventory level (inventory on hand − inventory on backorders) drops to or below s,
we place an order to bring the inventory level to S, see [Arrow et al., 1958], [Scarf, 1960]. With
lead times, if there is no restriction on the number of outstanding orders and no order crossing
is allowed, the optimal policy is still of (s, S) type, see [Ehrhardt, 1984], [Song et al., 2000]. In
this case, the optimal policy is based on inventory position (inventory level + on-order inventory).
We have to use two-dimensional processes to formulate the model. To avoid these problems, some
papers ([Browne and Zipkin, 1991], [Liu and Kulkarni, 2009], [Kulkarni and Yan, 2012], [Song and
Zipkin, 1996]) consider an inventory system with an (r,Q) policy, i.e., when the inventory level
drops to or below r, we place an order of size Q. Then one can obtain the optimal (r,Q) policy
which minimizes the long-run average cost.
In this paper, we study the stock rationing and production problems of a single-item production
facility (or an inventory warehouse) with two demand classes. We assume that there is at most
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one outstanding order at any time. For such a system, there are mainly two decisions that need to
be made. The first one is whether to satisfy an incoming demand or not. Demands from different
classes have different priorities which are usually characterized by class-specfic penalty costs and
backorder costs, etc. Thus it makes sense to reserve some items for future demands from higher
priority class by rejecting demands from the lower priority class. This rejection decision depends
on the inventory level and the status of the production. The second decision is when to place a
production order and what the order size should be. Intuitively, when the inventory level is high,
no production order should be placed, to avoid additional ordering and holding costs. When the
inventory is low, an order should be placed to reduce the rejection penalty and backorder costs.
The optimal order size is determined by current inventory level: we should order (or produce) more
if the inventory level is lower.
When demands arrives according to independent Poisson processes and the production lead
times are iid exponential and the order size A is fixed, we formulate the problem as a Markov De-
cision Process (MDP). We derive methods of computing the long-run average cost and numerically
obtain the optimal policy that minimizes the long-run average cost. Our numerical results show
that the optimal policy is of (A,B,C1, C2) type. In addition, when A = 1, we prove the optimality
and the structural properities of the (1, B,C1, C2) policy.
When either the demand interarrival times or the lead times are not exponential, the MDP
methodology cannot be used in a tractable way. Hence, in these cases we restrict our attention
to (A,B,C1, C2) policies. We develop tractable methods to evaluate the performance of such poli-
cies. We find that the optimal (A,B,C1, C2) policies and the minimum long-run average costs are
fairly insensitive to the arrival processes when the interarrival times of the demands follow Gamma,
uniform or deterministic distribution. Thus Poisson process can be used as an approximation to
general arrival process. However, the optimal (A,B,C1, C2) policies and corresponding minimum
long-run average costs are quite sensitive to the lead time distributions. Therefore, approximat-
ing the general distribution of production lead times by exponential distribution can introduce
significant errors.
The main contributions of this paper are as follow. First, when the demands arrives according
to Poisson processes and the production lead times are exponential, we compute the long-run
average cost using MDP formulation. We show that (A,B,C1, C2) is optimal when A = 1. We
4
numerically show that the (A,B,C1, C2) policy is optimal for A > 1. Second, we consider cases
when the demand interarrival times and the production lead times are generally distributed. We
model the stochastic processes as Markov regenerative processes and develop tractable expressions
for the long-run average cost. Using these we compute the optimal (A,B,C1, C2) policies using the
Genetic Algorithm.
The remainder of this paper is organized as follows. First we provide a brief review of the related
literature and position our paper in the relevant context in Section 2.2. Section 2.3 describes the
(A,B,C1, C2) policy. In Section 2.4, we analyze the case when then demands arrives according
to Poisson processes and the production lead times are exponential. In Section 2.5 and Section
2.6, we study the cases when the demand interarrival times or the production lead times are not
exponential. The paper concludes in Section 2.7 with an overall summary and a discussion of
possible extensions.
2.2 Literature Survey
Over the years many reseachers have studied production-inventory problems involving multiple
customer classes. [Ha, 1997] considers a single-item, make-to-stock production system with several
demand classes for the case of Possion demands and exponential production lead times. The system
produces one item at a time, demands that cannot be satisfied immediately are lost. He shows that
the optimal production policy is a base-stock policy, and the optimal inventory policy is a stock-
reservation policy, which is characterized by a sequence of monotone rationing levels corresponding
to different demand classes. When a demand of a certain class arrives, if the inventory level is
above the rationing level of that class, the demand is satisfied, otherwise the demand is lost. In the
numerical study, he shows that this rationing policy performs better than the first-come first-serve
policies that do not employ rationing. Later, [Ha, 2000] extends his analysis to the case of Erlang
distributed production lead times, where a variable work storage level is introduced to capture the
information regarding inventory level and staus of the outstanding order.
Inspired by [Ha, 1997]’s work, [De Véricourt et al., 2000] study a production system with
backorders and a single machine which produces two types of products. The arrivals of demands
are independent Poisson processes and the production lead times are independent and exponentially
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distributed. At any time, one can choose whether to produce type 1 or type 2 or to idle the machine.
They give a characterization of the switching curve that determines the production priorities using
sample path comparison for hedging point policies. Their results suggest that when both products
are backlogged, it is optimal to produce the item with higher backorder cost until its stock reaches
some predetermined level before switching to produce the item with lower backorder cost. This
level does not depend on the level of backlogs of the product with lower backorder cost.
[De Véricourt et al., 2001] also compute the optimal parameters and compare the performance
of the three allocation policies: FCFS, strict priority policy and multilevel rationing policy. Under a
strict priority policy, demands are satisfied (or backlogged) regardless of their classes, backorders are
cleared according to their priorities. Multilevel rationing policy is similar to the stock-reservation
policy in [Ha, 1997], which is characterized by a sequence of monotone critical levels. An arriving
demand of a certain class is satisfied with the stock if the inventory level is above the critical level
of that class, otherwise it is backlogged. Their numerical results show that the multilevel policy
always outperforms the other two policies.
[Deshpande et al., 2003] analyze a rationing policy for a single item system in a (Q, r,K) envi-
ronment for the inventory system with two demand classes with Poisson arrivals and deterministic
lead times. The inventory is replenished according to a (Q, r) policy where a production order of
size Q is placed whenever the inventory position drops to r. Demands for both classes are fulfilled
on a first-come-first-served (FCFS) basis, as long as the on-hand inventory is above the rationing
level K. Demands from the lower priority class (class 2) are backordered once the on-hand inventory
falls below K, but demands from higher priority class (class 1) are still satisfied as long as there is
on-hand inventory. Demands from class 1 are backordered only when on-hand inventory drops to
zero. Backorders are cleared according to a threshold clearing mechanism: first clear all backlogged
demands in an FCFS fashion that arrive before (r + Q − K)th demands arrives; then clear any
remaining class 1 backorders until either all class 1 backorders are filled or no on-hand inventory
remains, and continue to backlog class 2 demands arriving after (r + Q −K)th demands arrives.
Their numerical results show that the solution under this special threshold clearing mechanism
closely approximates that of the priority clearing policy.
Recent work on inventory rationing with multiple demand classes includes [Kranenburg and van
Houtum, 2007], [Teunter and Haneveld, 2008], [Fadiloğlu and Bulut, 2010], and [Ghosh et al., 2015].
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[Kranenburg and van Houtum, 2007] present three accurate and efficient heruristic algorithms to
find the optimal critical values that minimize the cost at a given base stock level, for a lost sales
system with Poisson demands and arbitrary lead times. They test the accuracy in an extensive
computational experiment, and the results show that all the three heuristics produce an optimal
solution in all instances.
[Teunter and Haneveld, 2008] study inventory systems with two demand classes (critical and
non-critical), Poisson demands, fixed lead times and backorders. They analyze dynamic rationing
strategies where the number of items reserved for critical demand depends on the remaining time
until the next order arrives, and derive a set of formulae that determine the optimal rationing level
for any possible value of the remaining time. Their numerical examples illustrate that this dynamic
rationing strategy outperforms all static strategies with fixed rationing levels.
[Fadiloğlu and Bulut, 2010] extend the (Q, r,K) policy in [Deshpande et al., 2003] by defining
a modified on-hand inventory level which captures the information on the status of the outstanding
orders. Under this dynamic policy, demands of lower priority class are satisfied only if the modified
on-hand inventory is above some critical level K. Backorder clearing mechanism is also modified
accordingly: after clearing backorders from higher priority class (if any), the remainder of the order
(if any) is first used to increase the modified on-hand level up to K and then clear the backorders
of lower priority class.
[Ghosh et al., 2015] introduce a new class of two bin policy for the inventory system with two
demand classes, Poisson arrivals and fixed lead times. This policy assigns separate two bins of
inventory for the two demand classes: when the bin intended for the higher demand class is empty,
demand from the higher class can still be fulfilled with the inventory from the other bin. Backorders
are cleared according to the policy in [Deshpande et al., 2003]. Results of their numerical study
show that the two bin policy provides a much higher service level for the lower priority class demand
without increasing the cost too much and without affecting the service level for the higher priority
class. When a minimum fill rate requirement is imposed on the lower priority class demand, the
two bin policy outperforms the critical level rationing policy in most instances.
[Pang et al., 2014] study an inventory rationing problem in a lost sales make-to-stock production
system with a fixed production order size and multiple demand classes. They assume that each
production order arrives after a general production lead time, and there is at most one order
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outstanding at any time. They show that the optimal order policy is characterized by a reorder
point and the optimal rationing policy is characterized by time-dependent rationing levels. They
then generalize the model to multiple outstanding orders using the Erlang distribution. They also
introduce a state-transformation approach to perform the structural analysis and show that both
the reorder point and rationing levels are state dependent. Finally they show the monotonicity
of the optimal reorder point and rationing levels for the outstanding orders. In their paper, they
assume that the order size is fixed and show the convexity of the value function. However, how to
choose the optimal order size is not dicussed. In our work, we allow backorders and show how to
choose the optimal order size. When the order size is 1, we are able to show the convexity of the
value function of the MDP and derive the structural properties of the optimal policy. When the
order size is greater than 1, the convexity doesn’t hold.
As we can see, all of these previous papers assume that demands arrive according to Poisson
processes, and most of the papers assume exponential or fixed lead times or fixed order size. In our
paper, we futher extend the analysis to the cases where the arrival processes and the production lead
times have more general distributions. In addition, to simplify our analysis, we use two assumptions
which are different from some of the above papers: first we suppose that no more than one order
is outstanding at any time point; second, when backorders are allowed, we backlog demands from
both classes. When an outstanding order arrives, we fill class 1 backorders before class 2 backorders.
We describe our model in more details in the next section.
2.3 (A,B,C1, C2) Policy
In this section, we describe the model in detail, and set the relevent notation. We consider a
production facility (or an inverntory warehouse) that produces (or stocks) a single product. The
demand for this product arises from two sources (called demand classes). Class k demands (k=1,
2) arrive according to a random process, and we assume that the arrival rate of class k is λk. When
a demand arrives, we need to decide whether to satisfy the demand from the inventory if an item
is available, or reject it even if an item is available, or backlog it if an item is not available. If we
reject a class k demand, it costs rk dollars. We assume r1 > r2, that is, demands from class 1 are
more important than those from class 2. We assume that the backlogging option is available for
8
demands of both classes, and the backlogging cost is b per backlogged item per unit time. When
an order arrives, we preferentially fill class 1 backorders before we fill class 2 backorders. Let h be
the holding cost per item per unit time in the inventory.
At any time, we may place an order of size A, a given fixed constant. The cost of an order is
K > 0, another fixed number. We pay for the order when it arrives. We assume that the order
arrives in its entirety after a random lead time, and the mean lead time is 1/µ.
In this paper, we consider a four-parameter (A,B,C1, C2) policy which operates as follows:
under an (A,B,C1, C2) policy, we reject the class k demands when the on-hand inventory level is
at or below Ck (k = 1, 2). When the inventory level is at or below B, we place an order of size
A. Note that since class 2 is of lower priority, we have C2 ≥ C1, which means that we reject class
2 demands before we reject class 1 demands. Also, we must have C1 ≤ 0, since it does not make
sense to reject class 1 demands when there are items on hand. The paramter A is called the order
size, the parameter B is called the reorder point, and the parameters Ck are called rationing levels
for class k.
We develop stochastic processes that enable us to compute the performance of a given
(A,B,C1, C2) policy. We can then find the optimal parameters that will optimize the performance.
Let I(t) be the inventory level at time t. Note that the inventory level cannot be lower than
C1. We can only place an order when I(t) ≤ B, and if the outstanding order arrives before any
demands occur, the inventory immediately after the order arrives is less than or equal to A + B.
Thus, the state space of {I(t), t ≥ 0} is given by
S = {C1, C1 + 1, ..., A+B}.
Note that there is an outstanding order at time t if C1 ≤ I(t) ≤ B and no outstanding order if
B + 1 ≤ I(t) ≤ A+B.




P (I(t) = i), C1 ≤ i ≤ A+B. (2.1)
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Once the limiting distribution is computed, the expected holding cost rate H, the expected
penalty cost rate for rejecting demands R, the expected procurement cost rate P , and the expected
backorder cost rate BC can be computed. The long run average cost rate TC is given by
TC = H +R+ P +BC. (2.2)
Note that computing the total expected discounted cost involves transient analysis of the
{I(t), t ≥ 0} process and is more involved. Hence we do not attempt it here. Also, the average cost
is a reasonable performance measure for comparing different policies and hence is sufficient for our
purpose.
We consider several special cases of the above system under (A,B,C1, C2) policies depend-
ing upon the distributional and operational assumptions. We describe these models by using a
nomenclatue similar to queueing models as follows:
Demand interarrival distribution + lead time distribution.
The interarrival times can be exponential (M), or general (G). The lead time can be exponential
(M), or general (G). Successive lead times are i.i.d.. We consider the following three models: M+M,
M+G, G+M.
In case the interarrival times are general, we assume that the interarrival times of the combined
demands are i.i.d. with common cdf G and each arrival is of class k (k=1, 2) with probability p̂k
(p̂1 + p̂2 = 1).
2.4 M+M Model
Under the M+M model, the arrival processes of demands are independent Poisson processes
with rates λk (k = 1, 2) and the lead times are iid exp(µ). We first formulate the problem as a
Markov Decision Process and use MDP approach to compare the optimal ordering and demand-
filling policies that minimize the long-run average cost. Since the lead times are exponential, we
can visualize the order placement process in an alternate fashion. We assume that the orders arrive
according to a PP(µ) and we decide whether or not to accept an incoming order. This is equivalent
to the decision of when to place an order if the optimal order placement decision is a monotone
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function of the state of the system. To be precise, suppose the optimal ordering policy is described
by a critical number B such that it is optimal to accept an order when the inventory level is B
or less. Since the inventory level decreases between accepted orders, and the order lead time is
exponential, this is equivalent to placing an order when the inventory level is B or less. We shall
follow this alternate set up since it simplifies the analysis.
It is clear that the state is described by a state variable I(t), where I(t) ∈ Z = {0,±1,±2, ...}
is the inventory level at time t. The state space is then given by S = Z.
The decision epochs are the demand arrival times and the order arrival times. When a demand
occurs in state i, we need to decide whether or not to satisfy it. When an order arrives, we need




hi, i ≥ 0,
−bi, i < 0.
We use uniformization to convert the continuous time MDP into a discrete time MDP. We scale the
time so that λ1 + λ2 + µ = 1. The analysis of the long-run average cost involves finding a constant
g and a bias function f : S → (−∞,∞) that satisfies the following optimal equation.
g + f(i) = c(i) + µmin{f(i), f(i+A) +K}+ λ1 min{f(i− 1), f(i) + r1}+ λ2 min{f(i− 1), f(i) + r2},
(2.3)
Suppose there is a solution to the above equation. Then a class k demand arrives in state i, it
is optimal to satisfy it if
f(i) + rk ≥ f(i− 1), (2.4)
and not satisfy it otherwise. Also, it is optimal to reject an order of size A if
f(i+A) +K > f(i). (2.5)
and accept it otherwise.
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We first establish that there is a solution g and f to (2.3). We begin by stating a theorem from
[Weber and Stidham, 1987], which gives a set of conditions under which the limit of γ-discounted
policies yields the average cost optimal policy.
Theorem 1. Let vγ(x) be the minimum expected total discounted cost over the infinite horizon when
starting in state x and discounting factor γ. Suppose a general Markov decision process satisfies
the following conditions:
(a) There exists an xγ such that vγ(xγ) ≤ vγ(x) for all x.
(b) The state space X is countable.
(c) The set of actions A(x) which is available in state x is a compact metric space.
(d) The probability Pa(x, y), of transition to state y when action a is taken in state x, is
continuous in a ∈ A(x).
(e) The one-stage cost ca(x), of taking action a in state x, is non-negative and continuous in
a ∈ A(x).
(f) It is possible to go from any state x to any other state y, with finite expected cost.
(g) For each x there are only finitely many y for which Pa(x, y) > 0 for some a ∈ A(x).
(h) If there is some policy which achieves a finite average cost, say η∗, then the number of states
in which the one-stage cost can be no more than η∗ is finite.
Then
(i) The minimum long-run average cost exists, and is given by g = limγ→0 γvγ(xγ).
(ii) vγ(x)− vγ(xγ) converges to a limit f(x) as γ tends to 0.
(iii) f(·) satisfies






The main result is given in the following theorem.
Theorem 2. The optimality (2.3) has a unique solution (g, f).
Proof. The state space is S = Z. We verify the conditions in Theorem 1 one by one.
(a) For our model, let vγ(i) be the minimum expected total discounted cost. It is obvious that
vγ(i) ≥ max{b, h}|i|, thus vγ(i)→∞ as |i| → ∞. Let M0 be a positive number M0 > vγ(0). Then
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we can find an i0, such that vγ(i) > M0 for all |i| > i0.. Among states {i : i = ±0, ...,±i0}, there is
a mimimum m = vγ(iγ) and m ≤ vγ(0). Since vγ(i) > M0 > vγ(0) ≥ m for i = |i0|+ 1, |i0|+ 2, ...,
m = vγ(iγ) ≤ vγ(i) for all i.
(b) The condition holds since i = 0,±1,±2, ....
(c) Let U(i, s) = {u0(i), u1(i), u2(i)} be the set of actions which is available in state i, where
u0(i) = 0 if we reject an incoming order, u0(i) = 1 if we accept an incoming order, uk(i) = 0 if
an incoming demand of class k is satisfied, and uk(i) = 1 if an incoming demand of class k is not
satisfied (k = 1, 2). Then U(i) ⊂ {0, 1} × {0, 1} × {0, 1}, thus U(i) is a compact metric space.
(d) Since U(i) is a discrete set, Pu(i, j) is continuous in u ∈ U(i).
(e) Same as (d).
(f) For any state i, we can increase i by accepting an order and decrease it by not satisfying
incoming demands. Thus it is possible to go from any state i to any other state j in a finite number
of steps. In each step, the expected cost is finite. Therefore, the total expected cost is finite.
(g) For each i, we can only go from it to finitely many states j in one step: for j can be
i, i− 1, i+A. Only for such j’s Pu(i, j) > 0.
(h) Since cu(i) ≥ max{b, h}|i|, states in which the one-stage cost is no more than η∗ should
satisfy |i| ≤ η
∗
max{b,h} . Therefore the number of states i is bounded by
2η∗
max{b,h} , which is finite.
Thus vγ(i)− vγ(0) converges to f(i) as γ → 0 and vr(0) converges to g. Furthermore, g and f
satisfy (2.3).
Equation (2.3) can be solved by the value iteration method of [Tijms, 2003]. Next we will show
that if f is convex, there is a unique optimal (A,B,C1, C2) policy that minimizes the long-run
average cost.
Theorem 3. If f is convex in i, then (A,B,C1, C2) is optimal when
B = max{i : f(i+A)− f(i) ≤ −K}, (2.6)
Ck = max{i : f(i)− f(i− 1) ≤ −rk}, k = 1, 2. (2.7)
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Proof. Let B be as given in (2.6), then f(B +A+ 1)− f(B + 1) ≥ −K. Hence for i > B, since f
is convex in i, we have
f(i+A)− f(i) ≥ f(B +A+ 1)− f(B + 1) > −K
Thus it is optimal to accept an order if i > B. For i ≤ B,
f(i+A)− f(i) ≤ f(B +A)− f(B) ≤ −K,
hence it is optimal to reject an incoming order when i ≤ B.
Let Ck be as given in (2.7), then f(Ck + 1)− f(Ck) > −rk. Hence convexity implies
f(i)− f(i− 1) ≥ f(Ck + 1)− f(Ck) ≥ −rk, i > Ck
Thus it is optimal to satisfy the demand of class k if i > Ck. For i ≤ Ck.
f(i)− f(i− 1) ≤ f(Ck)− f(Ck − 1) ≤ −rk
Hence it is optimal not to satisfy the demand when i ≤ Ck.
One can show that when A = 1, f is convex in i. The proof is given as follows.
Theorem 4. When A = 1, f(·) is convex.
Proof. Let vn(i) be the minimum expected total cost over n events when starting in state i. It can
be computed recursively using the following equation, starting with v0(i) = 0, ∀i ∈ S.
vn+1(i) = c(i) + µmin{vn(i), vn(i+ 1) +K}+ λ1 min{vn(i− 1), vn(i) + r1}+ λ2 min{vn(i− 1), vn(i) + r2},
By Theorem 1, we know that f(i) = limn(vn(i)− vn(0)). We will prove the theorem by induction.
Assume that vn is convex in i, i.e. for a given n ≥ 0, for all i ∈ S, vn satisfies
vn(i+ 1) + vn(i− 1)− 2vn(i) ≥ 0, i = 0,±1,±2, ..... (2.8)
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Since v0(i) = 0, ∀i ∈ S, (2.8) holds for n = 0. Now suppose it holds for some n ≥ 0. Then we have
vn+1(i+ 1) + vn+1(i− 1)− 2vn+1(i) ≥ µ∆1 + λ1∆2 + λ2∆3, (2.9)
where
∆1 = min{vn(i+ 1), vn(i+ 2) +K}+ min{vn(i− 1), vn(i) +K} − 2 min{vn(i), vn(i+ 1) +K},
∆2 = min{vn(i), vn(i+ 1) + r1}+ min{vn(i− 2), vn(i− 1) + r1} − 2 min{vn(i− 1), vn(i) + r1},
∆3 = min{vn(i), vn(i+ 1) + r2}+ min{vn(i− 2), vn(i− 1) + r2} − 2 min{vn(i− 1), vn(i) + r2}.
We will show that ∆1 ≥ 0, ∆2 ≥ 0, and ∆3 ≥ 0, then RHS of (2.9)≥ 0 and hence (2.8) also holds
for n+ 1.
We first prove that ∆1 ≥ 0. If
min{vn(i+ 1), vn(i+ 2) +K} = vn(i+ 2) +K,
the convexity of vn implies that
min{vn(i− 1), vn(i) +K} = vn(i) +K.
Thus, ∆1 ≥ vn(i+ 2) +K + vn(i) +K − 2(vn(i+ 1) +K) = vn(i+ 2) + vn(i)− 2vn(i+ 1) ≥ 0
by induction hypothesis.
If min{vn(i+ 1), vn(i+ 2) +K} = vn(i+ 1), min{vn(i− 1), vn(i) +K} = vn(i− 1),
then ∆1 ≥ vn(i+ 1) + vn(i− 1)− 2vn(i) ≥ 0.
If min{vn(i+ 1), vn(i+ 2) +K} = vn(i+ 1), min{vn(i− 1), vn(i) +K} = vn(i) +K,
then ∆1 ≥ vn(i+ 1) + vn(i) +K − (vn(i) + vn(i+ 1) +K) = 0.
Therefore, ∆1 ≥ 0.
We next prove that ∆2 ≥ 0.
If min{vn(i), vn(i+ 1) + r1} = vn(i+ 1) + r1,
the convexity of vn implies that
min{vn(i− 2), vn(i− 1) + r1} = vn(i− 1) + r1.
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Thus, ∆2 ≥ vn(i+ 1) + r1 + vn(i− 1) + r1 − 2(vn(i) + r1) = vn(i+ 1) + vn(i− 1)− 2vn(i) ≥ 0
by induction hypothesis.
If min{vn(i), vn(i+ 1) + r1} = vn(i), min{vn(i− 2), vn(i− 1) + r1} = vn(i− 2),
then ∆2 ≥ vn(i) + vn(i− 2)− 2vn(i− 1) ≥ 0.
If min{vn(i), vn(i+ 1) + r1} = vn(i), min{vn(i− 2), vn(i− 1) + r1} = vn(i− 1) + r1,
then ∆2 ≥ vn(i) + vn(i− 1) + r1 − (vn(i− 1) + vn(i) + r1) = 0.
Hence, ∆2 ≥ 0. Similarly, one can show that ∆3 ≥ 0.
For A > 1, the function f(·) is not convex, but our numerical study shows that the optimal
policy is still of the (A,B,C1, C2) type, where B,C1, C2 are as given in (2.6) and (2.7)
Under this policy, {I(t), t ≥ 0} is a CTMC. The set of recurrent states is given by
{i : C1 ≤ i ≤ A+B}.
The rest of the states in S are transient. The positive transition rates are given by
qC1,C1+A = µ, i = C1,
qi,i+A = µ, qi,i−1 = λ1 + λ2I(i > C2), C1 + 1 ≤ i ≤ B,
qi,i−1 = λ1 + λ2I(i > C2), B + 1 ≤ i ≤ A+B.
(2.10)
The expected holding cost rate H, the expected penalty cost rate for rejecting demands R, the



















Note that the cost of an order of size A is now modeled as K + cA in (2.13). This will allow us to
find an optimal A.
In order to find the optimal A, one can compute the optimal (A,B,C1, C2) policy for each fixed
A, and find the value A which minimizes the long-run average cost. One can compute the long-run
average cost of an (A,B,C1, C2) policy in (2.2), and then find the optimal (A,B,C1, C2) policy.
The optimization has to be done numerically.
The numerical study of the M+M model is included in next sections, since the it can be
considered as a special case of the G+M and the M+G models.
2.5 G+M Model
In this section, we assume that the interarrival times of demands are iid with general distribution
F (·) and mean τ . With probability p̂1, the arriving demand is of class 1; with probability p̂2 = 1−p̂1,
it is of class 2. The production lead times are iid exp(µ). The optimal policy in this case is
intractable. Hence we restrict our attention to (A,B,C1, C2) policies. The next theorem gives the
probabilistic structure of the {I(t), t ≥ 0} process. (See [Kulkarni, 2009] for relevant definitions.)
Theorem 5. {I(t), t ≥ 0} is a Markov regenerative process (MRGP) with state space S = {C1, C1+
1, ..., A+B}.
Proof. Suppose the process starts in the initial state I0 at time t = 0. Consider an increasing
sequence of times {Sn, n ≥ 0} defined as follows. Let S0 = 0, and
Sn = the time when n-th demand arrives for n ≥ 1.
Let I0 = I(0) and In = I(Sn−). From [Kulkarni, 2009], we see that {(In, Sn), n ≥ 0} is a Markov
renewal sequence (MRS), that is, given {I(u), 0 ≤ u < Sn, I0 = i}, {I(t+Sn), t ≥ 0} is stochastically
identical to {I(t), t ≥ 0} given I0 = i, and is conditionally independent of {I(u), 0 ≤ u < Sn, In = i}.
Hence the conclusion follows.
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Next we study the stationary distribution of {I(t), t ≥ 0}. We need the following to compute
this distribution.
Gij = P (In+1 = j|In = i), (2.15)
τi = E(S1|I(0) = i) = τ, (2.16)
τij = E(time spent by the MRGP in state j during [0, S1)|I(0) = i). (2.17)
The expressions for Gij and τij are given in Appendix A.1. The limiting distribution of (2.1)
is then given by the following theorem.









, C1 ≤ k ≤ A+B. (2.18)












p′kτkj , C1 ≤ j ≤ A+B. (2.19)
Proof. It is easy to see that the SMP generated by the MRS {(In, Sn), n ≥ 0} (see [Kulkarni, 2009])
is irreducible, positive recurrent and aperiodic, and its stationary distribution is given by (2.18).
Hence the result follows from the theory of MRGPs (see [Kulkarni, 2009]).
The expected holding cost rate H, the expected procurement cost rate P , and the expected
backorder cost rate BC are given by (2.11), (2.13), (2.14) respectively. For the G+M model, the







Note that we need to use p′i in (2.20) instead of pi as in (2.12) in the CTMC case.
From Theorem 6 and the expressions for Gij and τij , we see that the limiting distribution
depends on the interarrival time distribution only via τ , F̃ (µ) =
∫∞
0 e




−µtdF (t) in our case.
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We next perform numerical experimentation to compute the optimal (A,B,C1, C2) policies. We
fix the following parameters p̂1 = p̂2 = 0.5, b = 2, K = 50, c = 5 r1 = 20. Thus the cost of placing
an order of size A is K + cA. Our experience shows that the Genetic algorithm works very well for
this problem (see [Mitchell, 1998]). A typical solution time for the various case varies from 15 to 70
seconds. We limit the feasible region as follows: 0 ≤ A ≤ 100, −100 ≤ B ≤ 100, −100 ≤ C1 ≤ 100,
−100 ≤ C2 ≤ 100. We have also checked the solution from the Genetic Algorithm by comparing it
with its nearest neighbors in the four-dimensional space and verified that it is a local minimum. We
do not have any means of establishing global optimality. We use the Genetic Algorithm in MATLAB
for our numerical study. We consider four different distributions for the arrival processes with the
same mean τ = 0.25: Gamma distribution Gamma(k, λ), uniform distribution Uniform(0, U),
Deterministic(k0) distribution and two-point distribution Two − point(T, p). We define the two-
point distribution as follow: the probability mass function f for a two-point distribution Two −
point(T, p) is given by
f(t) =

T, with probability p,
0, with probability 1− p,
where T is a fixed number. For Gamma distribution, we change parameters λ and k while keeping
the mean k/λ = 0.25 fixed. We vary µ, h and r2 as follow:
h = 0.25 to 2 by 0.25
µ = 0.025 to 0.2 by 0.025,
r2 = 0 to 20 by 4.
Note that we always keep h ≤ b and r2 ≤ r1. We study the sensitivity of the optimal policy
parameters with respect to these three parameters. Note that confidence intervals are not needed
here since there involves no simulation and we compute the exact values of optimal average costs.
We first fix µ = 0.2, r2 = 12 and study the sensitivity with respect to h. The plots of optimal
(A, B, C1, C2) values and the optimal costs for different distributions are given in Figures 2.1 .
We see that the optimal (A, B, C1, C2) values and the optimal costs are quite similar for Gamma,
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uniform and deterministic distributions, but they are quite different from the results of two-point
distribtion. This is because F̃ (µ) and F̃ ′(µ) for Gamma, uniform and determinstic distributions
are very similar, but they are different from F̃ (µ) and F̃ ′(µ) for two-point distribtion. As the
holding cost h increases, the optimal order size A and the reorder point B decrease, since it is more
expensive to hold an item. If h is small, the optimal A and B are large. Thus one can afford to
set higher levels of backorder. Hence C1 is small (i.e., large backorder level) when h is small, and
it increases (but still negative) as h increases. The optimal cost inceases with the holding cost h
as expected. We also study the case when µ = 0.2 and r2 = 16, and the plots are given in Figure
A.1 of Appendix A.2. Those plots are similar to the plots in Figure 2.1 and .
We next fix h = 1, r2 = 12 and study the sensitivity with respect to µ. The plots of optimal
(A, B, C1, C2) policies and the optimal costs are given in Figure 2.2. Again that the optimal (A,
B, C1, C2) values and the optimal costs are quite similar for Gamma, uniform and deterministic
distributions, but they are different from the results of two-point distribution. The reason is the
same as before. As µ increases, the mean lead time 1/µ decreases. This implies that we have more
flexibility in placing orders, which results in decreasing costs. This is seen in Figure 2.2. Similarly,
when µ is small, the mean lead times are large, and since the backorders will persist over the lead
time, the backorder cost will be high. This implies that one should use low backorder levels, which
means C1 close to zero. This is seen in all subfigures in Figure 2.2. The optimal order size A
exhibits a slight non-monotonic behavior, and the optimal B and C2 values don’t change much
with respect to µ. As before, we also study the effect of changing µ when h = 1 and r2 = 16.
These plots can be found in Figure A.2 of Appendix A.2, and the discussions of those plots follows
similarly.
Finally we study the sensitivity with respect to r2 for a fixed h = 1, µ = 0.2 . Figure 2.3
gives the plots of optimal (A, B, C1, C2) policies and the optimal costs. We see that the optimal
cost increases as r2 increases as expected. When r2 is higher, it becomes more expensive to reject
demands. Thus we should use a higher reorder point B and choose a larger order size A to replenish
the inventory to reduce the number of rejections. To avoid rejecting too many demands, we should
also use higher backorder levels (i.e. smaller C1 and C2) to allow more backorders. This is seen
in Figure 2.3. Note that r2 = r1 = 20 implies that there is no difference between the two demand
classes, therefore the optimal C1 and C2 values are the same. As before, we see that the plots for
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Gamma, uniform and deterministic distributions look similar, but are different from the plot for
two-point distribution.
Note that the distribution Gamma(1, 4) is the same as exp(4). Thus this case can be analyzed
by the CTMC model of Section 2.4. We have numerically verified that the optimal parameters for
this case from the G+M model match with those for the M+M model using the MDP results of
Section 2.4.
From our numerical analysis, we see that the optimal (A, B, C1, C2) policies and the op-
timal costs are quite close for Gamma, uniform and deterministic distributions. Thus for these
distributions, we can approximate the arrival process by a Poisson process.
2.6 M+G Model
In this section, we look at the model with iid general lead-times with distribtuion function
U(l) = P (L ≤ l) and mean 1/µ < ∞. We now assume that the arrival processes are independent
Poisson processes with parameter λk (k = 1, 2). As in G+M model, the optimal policy is intractable.
Hence we focus on (A,B,C1, C2) policies. The structure of the stochastic process {I(t), t ≥ 0} is
given by the following theorem.
Theorem 7. The stochastic process {I(t), t ≥ 0} is a Markov regenerative process (MRGP) with
state space S = {C1, C1 + 1, ..., A+B} .




time when the next order is placed, if I(Sn+) ≥ B + 1,
time when the next order arrives, if I(Sn+) ≤ B.
Let I0 = I(0) and In = I(Sn+). The rest of the proof is similar to the proof of Theorem 2.
Next we study the stationary distribution of {I(t), t ≥ 0} which can be computed using Theorem
6. As in the G+M case, we need Gij , τi and τij . The expressions are given in Appendix B.1. Then
one can use (2.18) and (2.19) to compute the limiting distribution and use (2.11) – (2.14) to compute
the long-run average cost.
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Figure 2.1: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 0.25 as h varies for G+M case
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Figure 2.2: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 0.25 as µ varies for G+M case
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Figure 2.3: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 0.25 as r2 varies for G+M case
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For our numerical study, we assume that λ1 = λ2 =
1
2λ, b1 = 2, K = 50, c = 5 r1 = 20. We con-
sider four different distributions for the lead times with the same mean τ = 5: Gamma distribution
Gamma(k, µ), uniform distribution Uniform(0, U), deterministic distribution Deterministic(k0),
and two-point distribution Two− point(T, p). The two-point distribution is defined as before. For
Gamma distribution, we change parameters µ and k while keeping the mean k/µ = 5 fixed. We
vary λ, h and r2 as follow:
h = 0.25 to 2 by 0.25
λ = 0.5 to 4 by 0.5,
r2 = 0 to 20 by 4.
We study the sensitivity of the optimal policy parameters with respect to these three parameters.
The method of calculation is the same as before
We first fix λ = 4, r2 = 12 and study the sensitivity with respect to h. The plots of optimal (A,
B, C1, C2) values and the optimal costs for different distributions are given in Figure 2.4. Unlike
in Figure 2.1, we can see that the optimal (A, B, C1, C2) values and the optimal costs are quite
different for different distributions. The optimal cost increases with h as expected. As in the G+M
case, the optimal A and B values decrease with h since it becomes more expensive to hold an item.
When h is small, the optimal A and B are large. Thus one can choose high levels of backorder for
class 2 demands (i.e. small C2). This is seen in Figure 2.4. However, compared to the G+M case,
we see that the optimal C1 exhibits slight non-monotonic behavior for Gamma(4, 0.8) distribution.
This may be due to integrality of the parameters. We also study the case when λ = 4 and r2 = 16,
and give the plots in Figure B.1 of Appendix B.2. The discussions follows similarly.
We next fix h = 1, r2 = 12 and study the sensitivity with respect to λ. The plots of optimal (A,
B, C1, C2) policies and the optimal costs are given in Figure 2.5. Again we see that the optimal (A,
B, C1, C2) policies and the optimal costs vary a lot for different distributions. As λ increases, the
mean interarrival time of demands decreases. This implies that we have more frequenct demands,
which results in increasing costs. Similarly, as λ increases, it will decrease the inventory level at
a higher rate. Thus we should use a higher reorder point B and a larger order size A to reduce
penalty and backorder costs. We should also choose a higher level of backorders for class 2 demands
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(i.e. a smaller C2) to reduce the numer of rejections. This is seen in all subfigures in Figure 2.5.
Note that the optimal C1 for Gamma(4, 0.8) is slightly non-monotonic. We also study the effect of
changing λ when h = 1 and r2 = 16. The plots can be found in Figure B.2 of Appendix B.2, and
they look similar to the plots in Figure 2.5.
We then study the sensitivity with respect to r2 for fixed h = 1, λ = 4. Figure 2.6 gives the
plots of optimal (A, B, C1, C2) policies and the optimal costs. As in Figure 2.3, we see that the
optimal cost increases as r2 increases, and the optimal A, B values also increase with r2. When
r2 = r1 = 20, C1 = C2. However, for Uniform(0, 10) distribution, the optimal C1 and C2 values
exhibit slightly non-monotonic behaviors. As before, the optimal (A, B, C1, C2) policies and the
optimal costs are quite different for different distributions.
As in the G+M case, the distribution Gamma(1, 0.2) is the same as exp(0.2). Thus it can be
analyzed by the CTMC model. The optimal parameters for this case from the M+G model match
with those for the M+M model using the MDP results of Section 2.4.
The variances of the six distributions from the largest to the smallest are as follow: 175 for
Two − point(40, 0.125), 50 for Gamma(0.5, 0.1), 25 for Gamma(1, 0.2), 12.5 for Gamma(2, 0.4),
8.33 for Uniform(0, 10), 6.25 for Gamma(4, 0.8), and 0 for Deterministic(5). From our numerical
results, we see that for different distributions, the optimal (A, B, C1, C2) policies and the optimal
costs for the M+G model vary a lot. A smaller variance in lead times results in a lower minimum
average cost. Thus we cannot approximate a general lead time with an exponential distribution
without introducing significant errors.
Finally, we study the discriminatory effect of the policies on the service quality of the two
demand classes. We quantify the service quality by
P (R1) = probability that an incoming demand of class 1 is rejected = pC1 ,




We study the probabilities of rejecting class 1 and class 2 demands as r2 varies. We plot P (R1)
and P (R2) with respect to r2 for distributions Gamma(1, 0.2) (i.e. exp(0, 2)), Uniform(0, 10),
Deterministic(5) and Two − point(40, 0.125). The results are given in Figure 2.7. We see that
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Figure 2.4: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 5 as h varies for M+G case
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Figure 2.5: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 5 as λ varies for M+G case
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Figure 2.6: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 5 as r2 varies for M+G case
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P (R1) and P (R2) are quite different for different distributions. As r2 increases from 0 to r1 = 20,
the penalty cost of rejecting class 2 demands increases and the difference between class 1 and
class 2 decreases. Thus we should reject less class 2 demands, i.e., P (R2) should decrease for all
distributions. When r1 = r2 = 20, P (R1) = P (R2) since the two demand classes are the same.
This is seen in Figure 2.7.
Figure 2.7: Probabilities of rejecting class 1 and class 2 demands as r2 varies for M+G case
2.7 Conclusions and Extensions
We have studied the optimal production and inventory rationing policies in a system with two
demand classes with different penalty costs and arrival rates. More specifically, we have studied
the (A,B,C1, C2) policies where tractable expressions for the long-run average cost and parameters
that minimize the cost can be obtained. Our main contribution is to develop methods of computing
this optimal average cost and the optimal four parameters numerically. Our model considers several
features such as arbitrary order size, general lead times and general arrival processes, which have
not been fully studied in existing literature.
1. For the M+M model, there is a unique optimal (A,B,C1, C2) policy which minimizes the
long-run average cost. The numerical results show the optimal policy is of the (A,B,C1, C2) type.
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2. G+M models can be approximated by M+M models, i.e, the gereral arrival processes can be
approximated by Poisson processes with the same rate. From our numerical results, we can find that
the optimal (A,B,C1, C2) policies and the optimal long-run average costs are fairly insensitive to
the arrival processes if the interarrival times of demands follow Gamma, uniform or deterministic
distribution.
3. Approximating M+G models by M+M models with the same mean lead time can lead to sig-
nificant errors As indicated by the numerical results of the M+G model, the optimal (A,B,C1, C2)
policies and the optimal long-run average costs can vary considerably for different distributions of
lead times.
Our model with two different demand classes can be extended in many ways. First we can
extend our model to the case with multiple demand classes. In addition, note that in our paper, we
only allow one (either arrival or production) process to be general but still keep the other process
Markovian, thus a model with both general interarrival times and general lead times, i.e. a G+G
model, can be developed in the future. However the analysis of such a model seems intractable.
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CHAPTER 3
FLUID AND DIFFUSION MODELS FOR A SYSTEM OF TAXIS AND CUS-
TOMERS WITH DELAYED MATCHING
3.1 Introduction
Taxis and services such as Uber provide 24-hour availability and door-to-door service. This
makes them an important complement to regular scheduled services provided by other forms of
public transport. For example, in the past few years, with the growth of information technology,
we have witnessed the rapid rise of platforms such as Uber and Lyft in addition to the standard
taxi services. It is important that such services are efficiently provided, meet user needs, and are
appropriately priced. We use the term taxi to include all such passenger vehicles.
We begin with a very simple setting. Taxis and customers arrive at a meeting area according
to independent Poisson processes with rates λ and µ respectively. When a taxi is matched with
a customer, they form a pair and leave the system. We assume that if there are i taxis and j
customers in the system, the next pairing will occur after an exponential amount of time with rate
ijθ. The parameter θ is called the pairing rate. We further assume that taxis and customers are
impatient, that is, if they do not get paired within a random time (called the patience time) they
leave the system. Assume that the patience times are independent and exponentially distributed,
with parameter α for customers and β for taxis. These are also called the reneging rates of customers
and taxis.
We first formulate this system as a CTMC, and study the fluid and diffusion approximations for
such a system, which are given by the solutions to a system of differential equations. We first study
Kurtz’s approximation (see [Kurtz, 1970], [Kurtz, 1971]), then we propose our own approximation
method, called the Gaussian Approximation. This also yields a set of differential equations, which
are slightly different from those obtained by Kurtz’s Approximation. The simulation study shows
that Gaussian Approximation performs better than Kurtz’s approximation.
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In reality, the arrival rates of customers and taxis are usually not constant but functions of
time t. That is, the arrival rates of customers and taxis at time t ≥ 0 are given by λ(t) and µ(t). In
this case we cannot use Kurtz approximation. However, the Gaussian Approximation still works.
Since the system state is described by a set of differential equations, it makes sense to formulate
an optimal control problem to optimize the system performance. We also compare its performance
to the real system by simulation. We assume that there is a taxi fare for each taxi-customer pair
and there is a holding cost for each empty taxi. Also suppose that the demand rate λ(t) is a given
function, and the objective is to maximize the total net revenue over a fixed time horizon T . We
can study the optimal control problems by controlling µ(t), the supply rate of taxis. We study two
cases. In Case 1, we assume that λ(t) is a constant, our numerical result shows that the optimal
µ(t) is also a constant over most of the horizon. In Case 2, we assume that the demand λ(t) is a
sine function. In this case, the optimal µ(t) also looks like a sine function. The optimal control
problem is solved numerically uisng the direct multiple shooting method in CasADi [Andersson
et al., 2018]. We propose a heuristic control policy and derive analytical bounds on the expected
regret. We show that it is a bounded function of T .
3.2 Literature Survey
Taxi service has long been studied in the queuing and transportation literature. [Kendall, 1951]
proposes a double-ended queueing model in which both customers and taxis form separate queues.
When a customer is matched with a taxi, they leave the system together immediately. They
assume that matching occurs instantaneously. Thus, there cannot be non-zero number of taxis
and customers simultaneously in the system. [Sasieni, 1961] later extends the model to include
the abandonment. [Kashyap, 1966] considers a double-ended queue for a taxi service system with
limited waiting space for both customers and taxis. They assume that taxies and customers arrive
according to independent Poisson processes, and the taxis serve the customers in bulk. They derive
analytical results about the steady state distribution of the system state.
[Liao, 2003] and [Lee et al., 2004] provide recent reviews on how technology innovations like GPS
and real-time communication infrastructure can be incorporated to provide high-quality services.
They dicusses serveral vehicle location and taxi dispatch systems based on real-time demands and
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traffic conditions. [Yang and Wong, 1998] present the first network model of cruising taxi operations
in a transportation network with given origindestination customer demand. This model is later
extended in various different ways to relax previous assumptions. For example, [Wong et al., 2001]
extend the model to include congestion and demand elasticity. More recently, researchers have
considered multiple user classes and vehicle modes, see [Wong et al., 2008].
There is a rich literature on diffusion approximations for queueing systems with abandonment.
[Ward and Glynn, 2003] study the M/M/1 + M model (+M denotes independent exponential
patience times), and the result is extended to the G/GI/1 + GI model (+GI denotes generally
distributed independent patience times) in [Ward and Glynn, 2005]. [Garnett et al., 2002] consider
the M/M/n + M model, the G/M/n + M model is included in [Whitt, 2005], [Zeltyn and Man-
delbaum, 2005] study the M/M/n + G model, and [Dai et al., 2010] work on the G/PH/n + GI
model. Recently, [Mandelbaum and Momcilovic, 2012] and [Dai and He, 2010] develop diffusion
approximations for G/GI/n + GI model. In our study, we will focus on Poisson arrivals and ex-
ponential patience times. Our model can be regarded as a pure jump Markov process (see [Kurtz,
1970], [Kurtz, 1971]). [Kurtz, 1970], [Kurtz, 1971] study such a system and gives the convergence
results to fluid and diffusion limits. Note that this development is different from the heavy traf-
fic diffusion approximation for queues. We also consider the Kurtz’s approximation in our paper
and in addition, we develop an approximation method (called the Gaussian Approximation) which
numerically performs better than Kurtz’s Approximation.
The main contributions of this work is that we introduce the pairing rate θ to model the delayed
matching. To the best of our knowledge ours is the first paper to consider delayed matching. The
other contributions are as follow: we study fluid and diffusion limits using the Kurtz’s Approxima-
tion, and develop a Gaussian approximation Approximation which performs better numerically; we
conduct numerical analysis to compare the performance of the two approximation methods with
simulation; we study the optimal control problem by considering exogenous and endogenous supply
and demand.
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3.3 The Delayed Matching Model (DMM)
We begin with a precise description of the delayed matching model (DMM). Customers arrive
at the meeting area according to PP(λ) and taxis arrive according to PP(µ). The arrival processes
of customers and taxis are independent. We assume that the customers and taxis are impatient and
the patience times are independently exponentially distributed with rates α and β respectively. We
model the delayed matching by introducing a pairing rate θ between cusotmers and taxis. If there
are i taxis and j customers at the node, the next pairing will occur after an exponential amount of
time with rate ijθ.
The state can be described by a two-dimensional state variable (X(t), Y (t)), where X(t) ∈ N =
{0, 1, 2, ...} is the number of active customers waiting at time t and Y (t) ∈ N = {0, 1, 2, ...} is the
number of active taxis at time t. The state space is then given by S = {(i, j), i ∈ N, j ∈ N}. The
transition rates are given by
q(i,j)(i+1,j) = λ, q(i,j)(i,j+1) = µ,
q(i,j)(i−1,j) = αi, q(i,j)(i,j−1) = βj, q(i,j)(i−1,j−1) = θij.
It is easy to see that this process is positive recurrent if α > 0, β > 0. Unfortunately, it is hard to
compute the limiting distribution. Hence we study the fluid and diffusion approximations in the
next section.
3.3.1 Kurtz’s Approximation
In this section, we derive the fluid and diffusion approximations using the results by [Kurtz,
1970] [Kurtz, 1971].
3.3.1.1 Fluid Approximation
Here we establish fluid approximations for {(X(t), Y (t)), t ≥ 0} under appropriate conditions.
We begin by restating Kurtz’s theorem in [Kurtz, 1970] .
Theorem 8. Let ZK be the set of K-vectors with integer components. A one parameter family of
Markov chains, Xv(t), v positive with state spaces Ev ⊂ ZK is called density depedent if there exist
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Suppose there exists an open set E ⊂ RK and a constant ME such that













|l|f(x, l) = 0, (3.5)
where | · | is the L1-norm. Then for every X(s) satisfying
X(0) = x0,
X(s) ∈ E, 0 ≤ s ≤ t,
∂
∂s
X(s) = F (X(s)),
(3.6)
limv→∞ v








∣∣∣∣ > δ) = 0.
We apply the above theorem to the DMM model. Consider a sequence of two-dimensional
DMM queues indexed by n ∈ N with arrival rates λn and µn, reneging rates αn and βn, and
pairing rate θn. We assume the following asymptotics:
λn = λ+ o(1), µn = µ+ o(1),
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αn = αn + o(
1
n), β




















X̄n(0) = x0, lim
n→∞
Ȳ n(0) = y0.









∣∣∣∣ > δ) = 0,
where (x(t), y(t)) is the solution to the following system
ẋ(t) = λ− αx(t)− θx(t)y(t),
ẏ(t) = µ− βy(t)− θx(t)y(t),
x(0) = x0, y(0) = y0.
(3.7)
Proof. We know that {(Xn(t), Y n(t)), t ≥ 0} is a CTMC on {0, 1, 2, ...} with transition rates given
by
q(i,j),(i+1,j) = λ
n, q(i,j),(i,j+1) = µ
n,
q(i,j),(i−1,j) = α
ni, q(i,j),(i,j−1) = β
nj, q(i,j),(i−1,j−1) = θ
nij.
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Hence we see that {(Xn(nt), Y n(nt)), t ≥ 0} is density dependent with f((x, y), l) given by
f((x, y), (1, 0)) = λ, f((x, y), (0, 1)) = µ,
f((x, y), (−1, 0)) = αx, f((x, y), (0,−1)) = βy, f((x, y), (−1,−1)) = θxy.
(3.8)
Hence F (x, y) in (3.2) is given by
F (x, y) =
λ− αx− θxy
µ− βy − θxy
 . (3.9)
It is clear that (3.3) – (3.5) are satisfied for any bounded open set E ∈ R2 and (x(t), y(t))
satisfies (3.6). Thus Theorem 9 follows from Theorem 8.
Remark The above theorem implies that X̄n(t)→ x(t) a.s. and Ȳn(t)→ y(t) a.s..
Now, let t → ∞. Since {(X(t), Y (t)), t ≥ 0} has a limit distribution, it follows that x(t) and
y(t) will converge to x∞ and y∞ given by solution to the following system:
λ− αx∞ − θx∞y∞ = 0,
µ− βy∞ − θx∞y∞ = 0.
(3.10)
This solution is unique and is given by
x∞ =
λθ − αβ − θµ+
√




µθ − αβ − θλ+
√




Next we consider the diffusion approximation. We first restate Kurtz’s theorem in [Kurtz,
1971].
Theorem 10. Let Xv(t) be a density dependent family as given in Theorem 1 with state space
Ev ⊂ ZK . Let f(x, l) and F (x) be as given by (3.1) and (3.2) respectivly.
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∂F (X(s))W (s)ds, (3.14)
where ∂F (·) is the K ×K partical derivative matrix and dB(t) denotes integration with respect to
K-dimensional Brownian motion.








where (x(t), y(t)) is as given by (3.7). Then the following theorem gives the limit of Zn(t) as
n→∞.
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Theorem 11. Let Z(t) =
Z1(t)
Z2(t)











θy(t) β + θx(t)
 , (3.17)
G(t) =
λ+ αx(t) + θx(t)y(t) θx(t)y(t)
θx(t)y(t) µ+ βy(t) + θx(t)y(t)
 , (3.18)
B(t) = [B1(t), B2(t)]
T is a two-dimensional column vector with independent standard Brownian
motions B1(t) and B2(t).
Then
Zn(t)⇒ Z(t), n→∞, (3.19)
where ⇒ denotes weak convergence.
Proof. From the Proof of Theorem 9, we see that (Xn(nt), Y n(nt)) is a density dependent family
with parameter n, with f((x, y), l) and F (x, y) as given by (3.8) and (3.9) respectively.
Thus G(x(t), y(t)) = [gij(x, y)] is as given in (3.18). Also the partial derivative matrix of F (x, y)
is given by matrix C(t) in (3.17).
It is easy to see that (3.13) holds. Therefore Zn(t) given by (3.15) satisfies Theorem 10. By
taking derivative on both sides of (3.14), we get (3.16).
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Define the mean and variance of Z(t) as follow:
z(t) = E(Z(t)),
v(t) = Var(Z(t)) =
 Var(Z1(t)) Cov(Z1(t), Z2(t))
Cov(Z2(t), Z1(t)) Var(Z2(t))
 .
We have the following theorem.
Theorem 12. Let T be a given fixed number. For any 0 ≤ t ≤ T ,
E(Zn(t))→ z(t), as n→∞.
Var(Zn(t))→ v(t), as n→∞.
Proof. We will prove the theorem for E(Zn1 (t)) and Var(Z
n





and Cov(Zn1 (t), Z
n
2 (t) follows similarly.
From Theorem 11 we see that Zn1 (t) ⇒ Z1(t), as n → ∞. By continuous mapping theorem,
[Zn1 (t)]








then Zn1 (t) and Z
n
1 (t)
2 are uniformly integrable, thus
E[Zn1 (t)]→ E[Z1(t)], E[Zn1 (t)2]→ E[Z1(t)2],
and the theorem follows. See [Billingsley, 1999].
















Note that Xn(nt) is a Poisson process with rate (λn − αnXn(nt)− θnXn(nt)Y n(nt)) which is less
than or equal to λn = λ. Hence for any 0 ≤ t ≤ T ,
E(Xn(nt)2) < λnt(1 + λnt) <∞, E(Xn(nt)4) < λnt[1 + 7λnt+ 6(λnt)2 + (λnt)3] <∞,
which implies (3.21).
The next theorem yields expressions for z(t) and v(t).
Theorem 13. z(t) and v(t) are solutions to the following ODEs.
ż(t) = C(t)z(t), (3.22)
v̇(t) = C(t)v(t) + v(t)CT (t) +G(t). (3.23)
Proof. By taking expectation and variance of (3.16), we can get (3.22) – (3.23) as given in Theorem
13.
We can now compute mean and variance of (X(t), Y (t)) approximately. Note that{Xn(nt)
Y n(nt)
 , t ≥ 0} is a process with parameters nλn = nλ, nµn = nµ, nαn = α, nβn = β


























 is solution to
ẋn(t) = nλn − nαnxn(t)− nθnxn(t) · yn(t)
ẏn(t) = nµn − nβnyn(t)− nθnxn(t) · yn(t),
(3.25)
and zn(t) is solution to
żn(t) = C(t)zn(t), (3.26)
where
C(t) = −
nαn + nθnyn(t) nθnxn(t)
nθnyn(t) nβn + nθnxn(t)





) ≈ vn(t), (3.27)
and vn(t) satisfy
v̇n(t) = C(t)vn(t) + vn(t)C
T (t) + nG(t),
where
nG(t) =
nλn + nαnxn(t) + nθnxn(t)yn(t) nθnxn(t)yn(t)
nθnxn(t)yn(t) nµn + nβnyn(t) + nθnxn(t)yn(t).
 (3.28)
Now assume
nλn → λ′, nµn → µ′, nαn → α′, nβn → β′, nθn → θ′. (3.29)
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Then one can show that limn→∞ xn(t), limn→∞ yn(t), limn→∞ zn(t) and limn→∞ vn(t) exist. Let
x′(t) = limn→∞ xn(t) and y
′(t) = limn→∞ yn(t), z
′(t) = limn→∞ zn(t) = and v
′(t) = limn→∞ vn(t),
they satisfy
ẋ′(t) = λ′ − α′x′(t)− θ′x′(t) · y′(t)
ẏ′(t) = µ′ − β′y′(t)− θ′x′(t) · y′(t),
ż′(t) = C ′(t)z′(t),
v̇′(t) = C ′(t)v′(t) + v′(t)C ′T (t) +G′(t),
(3.30)
where
C ′(t) = −
α′ + θ′y′(t) θ′x′(t)




λ′ + α′x′(t) + θ′x′(t)y′(t) θ′x′(t)y′(t)
θx′(t)y′(t) µ′ + β′y′(t) + θ′x′(t)y′(t).






















+ z′(t) and v′(t) are not affected by the initial














+ zn(t) and vn(t) are the








and vn(t) = v
′(t) for all
n. Thus one can choose z(0) = 0 and n = 1 to get the limits. Also note that when n = 1,[
Xn(nt), Y n(nt)
]




, and x′(t) = x(t), y′(t) = y(t),
z′(t) = z(t), v′(t) = v(t). Thus (3.30) is equivalent to (3.7), (3.22) (3.23). This implies that one













by v(t) satisfying (3.23).





Then by (3.23), (v1,∞, c∞, v2,∞) is the solutions to the following system.
− (α+ β + θx∞ + θy∞)c∞ − θx∞v2,∞ − θy∞v1,∞ + θx∞y∞ = 0,
− 2(α+ θy∞)v1,∞ − 2θx∞c∞ + λ+ αx∞ + θx∞y∞ + θc∞ = 0,
− 2(β + θx∞)v2,∞ − 2θy∞c∞ + µ+ βy∞ + θx∞y∞ + θc∞ = 0,
(3.31)
where (x∞, y∞) is as given in (3.11) and (3.12).
Then we can solve (3.31) and represent v1,∞, c∞, v2,∞ in terms of (x∞, y∞):
c∞ = −
θx∞y∞













Thus we can approximate the limiting distribution of (X(t), Y (t)) with parameters λ, µ, α,β, θ
by a bivariate Normal distribution with mean (x∞, y∞) of (3.11) and (3.12) and variance Σ = v(∞)
of (3.32) with the same parameters.
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3.3.2 Gaussian Approximation
In this section we propose an approximation method based on the infinitesimal analysis of the
CTMC {(X(t), Y (t)), t ≥ 0} without any asymptotics. We shall call this the Gaussian Approxima-
tion. First let
x̄(t) = EX(t), ȳ(t) = EY (t),
v̄1(t) = Var(X(t)), v̄2(t) = Var(Y (t)), c̄(t) = Cov(X(t), Y (t)).
(3.33)
We show that they satisfy the following theorem.
Theorem 14. [x̄(t), ȳ(t), v̄1(t)v̄2(t), c̄(t) : t ≥ 0] satisfy the following differential equations:
˙̄x(t) = λ− αx̄(t)− θx̄(t)ȳ(t)− θc̄(t), (3.34)
˙̄y(t) = µ− βȳ(t)− θx̄(t)ȳ(t)− θc̄(t), (3.35)
˙̄c(t) = −(α+ β − θx̄(t)− θȳ(t))c̄(t)− θx̄(t)v̄2(t)− θȳ(t)v̄1(t) + θx̄(t)ȳ(t) + θc̄(t)
− θCov(X2(t), Y (t))− θCov(X(t), Y 2(t)), (3.36)
˙̄v1(t) = −2(α+ θȳ(t))v̄1(t) + 2θx̄(t)c̄(t) + λ+ αx̄(t) + θx̄(t)ȳ(t) + θc̄(t)− 2θCov(X2(t), Y (t)),
(3.37)
˙̄v2(t) = −2(β + θx̄(t))v̄2(t) + 2θȳ(t)c̄(t) + µ+ βȳ(t) + θx̄(t)ȳ(t) + θc̄(t)− 2θCov(X(t), Y 2(t)).
(3.38)
Proof. We first derive the equations for ˙̄x(t) and ˙̄c(t). The derivative functions ˙̄y(t), ˙̄v1(t), and
˙̄v2(t) follow similarly. For a small h > 0, we have
X(t+ h) =

X(t) + 1, with probability λh+ o(h),
X(t)− 1, with probability (αX(t) + θX(t)Y (t))h+ o(h),






= E[λ− αX(t)− θX(t)Y (t)] = λ− αx̄(t)− θx̄(t)ȳ(t)− θc̄(t).
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To compute ˙̄c(t). First note that
X(t+ h)Y (t+ h) =

(X(t) + 1)Y (t), with probability λh+ o(h),
(X(t)− 1)Y (t), with probability αX(t)h+ o(h),
X(t)(Y (t) + 1), with probability µh+ o(h),
X(t)(Y (t)− 1), with probability βY (t)h+ o(h),
(X(t)− 1)(Y (t)− 1), with probability θX(t)Y (t)h+ o(h),




E[X(t)Y (t)] = lim
h→0
E[X(t+ h)Y (t+ h)−X(t)Y (t)]
h
= λȳ(t) + µx̄(t)− (α+ β − θ)E[X(t)Y (t)]− θ(E[X2(t)Y (t)] + E[X(t)Y 2(t)])
= λȳ(t) + µx̄(t)− (α+ β − θ)(c̄(t) + x̄(t)ȳ(t))− θ[Cov(X2(t), Y (t))









E[X(t)Y (t)]− ȳ(t)(λ− αx̄(t)− θx̄(t)ȳ(t)− θc̄(t))− x̄(t)(µ− βȳ(t)− θx̄(t)ȳ(t)− θc̄(t)),
(3.40)
where the second line of (3.40) is obtained by substituting ˙̄x(t) and ˙̄y(t) with (3.34) and (3.35)
respectively. Substituting (3.39) for ddtE[X(t)Y (t)] in (3.40), we get (3.36) as given in Theorem
14.










Then we get Theorem 15 as follows.
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Theorem 15. If (X(t), Y (t)) is bivariate normal, then [x̄(t), ȳ(t), v̄1(t), v̄2(t), c̄(t) : t ≥ 0] satisfy
the following differential equations:
˙̄x(t) = λ− αx̄(t)− θx̄(t)ȳ(t)− θc̄(t),
˙̄y(t) = µ− βȳ(t)− θx̄(t)ȳ(t)− θc̄(t),
˙̄c(t) = −(α+ β + θx̄(t) + θȳ(t))c̄(t)− θx̄(t)v̄2(t)− θȳ(t)v̄1(t) + θx̄(t)ȳ(t) + θc̄(t),
˙̄v1(t) = −2(α+ θȳ(t))v̄1(t)− 2θx̄(t)c̄(t) + λ+ αx̄(t) + θx̄(t)ȳ(t) + θc̄(t),
˙̄v2(t) = −2(β + θx̄(t))v̄2(t)− 2θȳ(t)c̄(t) + µ+ βȳ(t) + θx̄(t)ȳ(t) + θc̄(t).
(3.41)
Proof. Since (X(t), Y (t)) is assumed to be bivariate Normal, we can use
E[(X − x̄(t))2(Y (t)− ȳ(t))] = 0 ⇒ Cov(X2(t), Y (t)) = 2x̄(t)c̄(t),
E[(X − x̄(t))(Y (t)− ȳ(t))2] = 0 ⇒ Cov(X(t), Y 2(t)) = 2ȳ(t)c̄(t).
Substitute for Cov(X2(t), Y (t)) and Cov(X(t), Y 2(t)) in (3.36) – (3.38) we get (3.41) as shown in
Theorem 15.
As in the Kurtz’s Approximation, we study the limiting behavior of Gaussian Approxima-
tion. Let x̄∞ = limt→∞ x̄(t), ȳ∞ = limt→∞ ȳ(t), c̄∞ = limt→∞ c̄(t), v̄1∞ = limt→∞ v̄1(t),
v̄2∞ = limt→∞ v̄1(t). Assuming the limits exists, they satisfy the following equations.
λ− αx̄∞ − θx̄∞ȳ∞ − θc̄∞ = 0,
µ− βȳ∞ − θx̄∞ȳ∞ − θc̄∞ = 0,
− (α+ β + θx̄∞ + θȳ∞)c̄∞ − θx̄∞v̄2∞ − θȳ∞v̄1∞ + θx̄∞ȳ∞ + θc̄∞ = 0,
− 2(α+ θȳ∞)v̄1∞ − 2θx̄∞c̄∞ + λ+ αx̄∞ + θx̄∞ȳ∞ + θc̄∞ = 0,
− 2(β + θx̄∞)v̄2∞ − 2θȳ∞c̄∞ + µ+ βȳ∞ + θx̄∞ȳ∞ + θc̄∞ = 0.
(3.42)
For this system of equations, we have the following theorem.
Theorem 16. There are four possible solutions to the system of equations in (3.42).
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4βµ+ α3β2µ− α2βθµ+ α2θλµ+ 2α2βθλµ+ αθ2λ2µ− α3θµ2 − 2α2βθµ2 − 2αθ2λµ2 + αθ2µ3,
a1 = −α4β2 − α3β3 + α3β2θ − 2α3βθλ− 3α2β2θλ+ 2α2βθ2λ− α2θ2λ2 − 3αβθ2λ2 + αθ3λ2 − θ3λ3
+ 5α3βθµ+ 6α2β2θµ− αβθ2µ− α2βθ2µ+ 3α2θ2λµ+ 9αβθ2λµ− αθ3λµ+ 3θ3λ2µ− 2α2θ2µ2
− 6αβθ2µ2 − 3θ3λµ2 + θ3µ3,
a2 = −4α3β2θ − 4α2β3θ + 2α2β2θ2 − 5α2βθ2λ− 8αβ2θ2λ+ 2αβθ3λ− αθ3λ2 − 4βθ3λ2 + 7α2βθ2µ
+ 10αβ2θ2µ− αβθ3µ+ 8αθ3λµ− αθ3µ2 − 4αβ2θ3
a3 = −5α2β2θ2 − 5αβ3θ2 + αβ2θ3 − 3αβθ3λ− 5β2θ3λ+ 3αβθ3µ+ 5β2θ3µ,
a4 = −2αβ2θ3 − 2β3θ3.














αµ− αµȳ∞ − (θµ− αβ − θλ)ȳ2∞ + θβȳ3∞
−θµ+ αβ + θλ− θβȳ∞
.
Remark: Our numerical investigation shows that at most two of these four solutions are feasible,
i.e., they satisfy x̄∞ ≥ 0, ȳ∞ ≥ 0, v̄1∞ ≥ 0, v̄2∞ ≥ 0. If there is a single feasible solution, it is
a stable point of the differential equation (3.42). If there are two, exactly one of them is a stable
point of the differential equation (3.42). Intuitively, (x̄∞, ȳ∞, c̄∞, v̄1∞, v̄2∞) is a stable point if there
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exists a δ > 0 such that ||(x(0), y(0), c(0), v1(0), v2(0))− (x̄∞, ȳ∞, c̄∞, v̄1∞, v̄2∞)|| < δ implies that
lim
t→∞
(x(t), y(t), c(t), v1(t), v2(t)) = (x̄∞, ȳ∞, c̄∞, v̄1∞, v̄2∞).
We study the stability of the differential equations (3.42) below. We first state the following
theorem.
Theorem 17. (Hartman-Grobman Theorem) Let x = {x(t), t ≥ 0} satisfy
ẋ = f(x),
Let x∗ be such that
f(x∗) = 0.
Let Jx∗(f) be the Jacobian matrix of f at the point x
∗. If all eigenvalues of J have strictly negative
real part, the solution x∗ is stable.
The Jacobian matrix of Gaussian Approximation is given by
J =

−α− θy, −θx, −θ, 0, 0
−θy, −β − θx, −θ, 0, 0
θy − θc− θv2, θx− θc− θv1, θ − α− β − θ(x+ y), −θy −θx
α+ θy − 2θc, θx− 2θv1, θ − 2θx, −2α− 2θy, 0
θy − 2θv2, β + θx− 2θc, θ − 2θy, 0, −2β − 2θx

The condition that all eigenvalues of J at a stable eqilibrium point must have strictly negative
real part is equivalent to saying that for any vector x ∈ R5, the scalar x′Jx < 0. Thus, if there is
an x for whcih x′Jx > 0, the eqilibrium point is unstable.
Let ei be a five-dimensional vector, whose i-th entry is 1 and all other entries are 0. We see
that e′3Je3 > 0 if x+ y < 1− (α + β)/θ. Which implies that x+ y < 1− (α + β)/θ is a sufficient
condition for instability. There is no easy sufficient condition of stability. However, it is easy to
check numerically if the given solution x∗ is stable.
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3.3.2.1 Numerical Study
We first compare the performance of Kurtz’s Approximation and the Gaussian Approximation
for comparing the limit distribution with simulation. For simulation, we take the average of 100
replications. In our experiments, we use different values of parameters λ, µ, α, β, θ, X(0) and
Y (0), which are given in Table 3.1. Table 3.2 gives the corresponding results of each experiment.
Exp λ µ α β θ X(0) Y (0)
1 10 20 2 0.5 1 10 6
2 20 20 2 0.5 1 10 6
3 40 20 2 0.5 1 10 6
4 10 10 2 0.5 1 10 6
5 10 40 2 0.5 1 10 6
6 10 20 4 0.5 1 10 6
7 10 20 8 0.5 1 10 6
8 10 20 2 1 1 10 6
9 10 20 2 2 1 10 6
10 10 20 2 0.5 2 10 6
11 10 20 2 0.5 4 10 6
Table 3.1: Comparison of simulation and approximation
Exp
Kurtz Approximation Gaussian Approximation Simulation
Mean Variance Mean Variance Mean Variance
X Y Var(X) Var(Y) Cov(X,Y) X Y Var(X) Var(Y) Cov(X,Y) X Y Var(X) Var(Y) Cov(X,Y)
1 0.4221 21.6886 0.4336 36.7520 -0.6405 0.4488 21.7951 0.4331 36.6696 -0.6786 0.4510 21.7927 0.4677 36.0502 -0.7170
2 2.0000 8.0000 2.7111 19.3778 -3.5556 2.1992 8.7969 2.6151 19.6134 -3.7446 2.1880 8.7318 3.0668 19.4846 -3.4899
3 10.4564 1.8254 16.9374 2.2205 -2.3711 10.5135 2.0539 16.6622 2.3046 -2.6201 10.5207 2.0536 16.5348 2.6904 -2.6405
4 1.3508 5.4031 1.6587 10.3300 -1.6877 1.4869 5.9474 1.5982 10.4712 -1.8167 1.4679 5.9187 1.8266 10.4242 -1.6318
5 0.1596 60.6383 0.1602 78.9993 -0.1997 0.1629 60.6515 0.1601 78.9919 -0.2038 0.1629 60.7127 0.1635 79.6753 -0.2103
6 0.3708 22.9666 0.3774 35.6268 -0.4800 0.3875 23.1000 0.3762 35.5800 -0.5012 0.3876 23.1416 0.3957 35.0644 -0.5096
7 0.3042 24.8680 0.3072 34.6018 -0.3148 0.3128 25.0051 0.3061 34.5905 -0.3246 0.3123 25.0314 0.3155 34.1396 -0.3201
8 0.7417 11.4833 0.7899 17.2703 -0.8777 0.8045 11.6090 0.7909 17.1830 -0.9481 0.8085 11.5962 0.8812 17.0335 -0.9776
9 1.2170 6.2170 1.3543 8.0086 -0.9271 1.3229 6.3229 1.3620 7.9408 -1.0100 1.3169 6.3226 1.4900 7.9581 -0.9516
10 0.2282 20.9127 0.2323 38.0271 -0.3913 0.2466 20.9863 0.2321 37.9503 -0.4215 0.2493 20.9526 0.2568 37.9077 -0.4780
11 0.1192 20.4767 0.1204 38.8967 -0.2197 0.1303 20.5213 38.8416 0.1204 -0.2396 0.1316 20.6317 0.1347 38.8674 -0.2834
Table 3.2: Comparison of simulation and approximation
From Table 3.2, we can see that Kurtz’s Approximation and Gaussian Approximation perform
well compared to simulation: the mean and variance computed by approximations are close to the
mean and variance of simulation. Also, in all cases, the limiting means of X(t) and Y (t) given
by Gaussian Approximation are closer to the means of simulation compared with Kurtz’s Approx-
imation. Thus, in terms of the means, Gaussian Approximation performs better than Kurtz’s
Approximation. For variances and covariance, the two methods are almost the same.
51
In our experiments, we first study the effect of changing λ and µ while keeping the other
paramters fixed. When we increase the arrival rate of customers λ and keep the arrival rate of
taxis µ fixed, we expect that there will be more customers in the system. Customers and taxis
will be matched at a faster rate, i.e., the pairs of taxis and customers will leave the system at a
faster rate. which will result in a decrease in the expected number of taxis since µ is fixed. This
is seen in Experiments 1, 2, 3 of Table 3.2. Furthermore, as λ increases, the limiting variance of
X(t) increases while the limiting variance of Y (t) decreases. Similary, if we increase µ and keep
λ fixed, taxis will arrive at the system at a higher rate, and they will be matched with customers
at a higher rate. Thus customers will leave the system at a higher rate, and the expected number
of customers will decrease since λ is fixed. Experiments 4, 1, 5 give the results. We can also see
that as µ increases, the limiting variance of X(t) decreases, the limiting variance of Y (t) and the
covariance of X(t) and Y (t) increase. We then study the effect of changing α or β. With a larger α
and a fixed β, impatient customers are leaving the system at a higher rate, which will decrease the
number of customers in the system. As a result, the matching rate θX(t)Y (t) will decrease. Thus
there will be fewer customer-taxi pairs leaving the system, which will increase the expected number
of taxis in the system. This is seen in Experiments 1, 6, 7. In addition, the limiting variances of
X(t) and Y (t) decrease and the limiting covariance increases. Similarly, With a larger β and a fixed
α, more taxis are leaving the system. Thus the number of taxis will decrease, which will result in
a lower matching rate between customers and taxis. This will increase the number of customers
in the system. This is seen in Experiments 1, 8, 9 of Table 3.2. The results also shows that the
limiting variance of X(t) increases, while the limiting variance of Y (t) and the covariance decrease.
Finally we analyze the effect of changing θ. When we increase the pairing rate, the taxis and
customers will be matched at a higher rate. Thus for a given time period, we expect that there will
be more taxi-customer pairs leaving the system, which will decrease the expected number of taxis
and customers in the system. Numerical results of this case can be found in Experiments 1, 10, 11
of Table 3.2. Furthermore, we see that as θ increases, the limiting variance of X(t) decreases, the
limiting variance of Y (t) and the covariance of X(t), Y (t) increases. We have verified numerically
that the initial values (X(0), Y (0)) have no effect on the limiting distribution, as expected.
Next we compare the performance of Kurtz’s Approximation and the Gaussian Approximation
over finite time interval. Let λ = µ = 20, α = 2, β = 0.5 and θ = 1. Also assume that X(0) = 5,
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Y (0) = 2. The results for {X(t), 0 ≤ t ≤ T} and {Y (t), 0 ≤ t ≤ T} are as shown in Figure 3.1 and
Figure 3.2 respectively. The figures show the average of the sample paths over 100 replications.
They also show the means and a confidence interval envelope as a function of t for the Gaussian
Approximation and Kurtz’s Approximation.
Figure 3.1: Kurtz’s approximation and the Gaussian Approximation approximation to {X(t), 0 ≤ t ≤ 100}
From the figures, we can see that Gaussian Approximation performs better than the Kurtz’s
Approximation: it produces means similar to the actual means obtained from simulation. Also
the confidence interval for Gaussian Approximation cover the simulation sample path better as
compared to the Kurtz’s Approximation. For other values of the parameters, we have similar
results.
3.4 Nonstationary Model
In this section, we assume that the arrival rates of customers and taxis at time t are λ(t) and
µ(t).The other parameters α, β, θ can also vary with time, but we keep them constant for simplicity.
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Figure 3.2: Kurtz’s approximation and the Gaussian Approximation approximation to {Y (t), 0 ≤ t ≤ 100}






In this case, we can extend Kurtz’s Approximation and Gaussian Approximation as follows.
Although Kurtz’s Approximation does not explicitly apply to the nonstationary case, we can modify
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the equations of Kurtz’s Approximation as follow.
ẋ(t) = λ(t)− αx(t)− θx(t)y(t), (3.43)
ẏ(t) = µ(t)− βy(t)− θx(t)y(t), (3.44)
x(0) = x0, y(0) = y0, (3.45)




θy(t) β + θx(t)
 ,
G(t) =
λ(t) + αx(t) + θx(t)y(t) θx(t)y(t)
θx(t)y(t) µ(t) + βy(t) + θx(t)y(t)
 .
Under Kurtz’s Approximation, we approximate the distribution of (X(t), Y (t)) by a bivariate
Normal distribution with mean (x(t), y(t)) and variance v(t).
For Gaussian Approximation, let [x̄(t), ȳ(t), v̄1(t), v̄2(t), c̄(t) : t ≥ 0] be as defined in (3.33). If
(X(t), Y (t)) is approximated by a bivariate Normal distribution, then we can show that [x̄(t), ȳ(t),
v̄1(t), v̄2(t), c̄(t): t ≥ 0] satisfies the following differential equations:
˙̄x(t) = λ(t)− αx̄(t)− θx̄(t)ȳ(t)− θc̄(t),
˙̄y(t) = µ(t)− βȳ(t)− θx̄(t)ȳ(t)− θc̄(t),
˙̄c(t) = −(α+ β + θx̄(t) + θȳ(t))c̄(t)− θx̄(t)v̄2(t)− θȳ(t)v̄1(t) + θx̄(t)ȳ(t) + θc̄(t),
˙̄v1(t) = −2(α+ θȳ(t))v̄1(t)− 2θx̄(t)c̄(t) + λ(t) + αx̄(t) + θx̄(t)ȳ(t) + θc̄(t),
˙̄v2(t) = −2(β + θx̄(t))v̄2(t)− 2θȳ(t)c̄(t) + µ(t) + βȳ(t) + θx̄(t)ȳ(t) + θc̄(t).
(3.47)
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As before, we compare the performance of Kurtz’s Approximation and Gaussian Approximation
numerically for nonstationary model over a finite time interval. Assume that T = 24, λ(t) =
20 sin( πT t), µ(t) = 10, α = 2, β = 0.5, θ = 1, X(0) = 0, and Y (0) = 0. The results of X(t) and
Y (t) are given by Figure 3.3 and Figure 3.4 respectively. Figure 3.3 and Figure 3.4 show that for
nonstationary model, Gaussian Approximation also performs better than Kurtz’s Approximation.
Figure 3.3: Kurtz’s approximation and the Gaussian approximation to {X(t), 0 ≤ t ≤ 24}
3.5 MDP
In this section, we consider the control of arrival rate of taxis. Assume that potential taxis
arrive according to PP(µ). Every time a potential taxi arrives we need to decide whether or not to
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Figure 3.4: Kurtz’s approximation and Gaussian approximation to {Y (t), 0 ≤ t ≤ 24}
deploy it into the system. We formulate the problem as a Markov Decision Process and use MDP
approach to find the optimal policy that maximizes the longrun average revenue.
In this case, the state is described by a two-dimensional state variable (X(t), Y (t)), where
X(t) ∈ N = {0, 1, 2, ...} is the number of customers at time t, Y (t) ∈ N is the number of taxis at
time t. The state space is then given by
{(i, j) : i ∈ N, s ∈ N},
and the decision epochs are the arrival times of taxis.
We use uniformization to convert the continuous time MDP into a discrete time MDP. Suppose
that I, J are the upper bounds of i and j, i.e. 0 ≤ i ≤ I, 0 ≤ j ≤ J . We scale the time so that
λ + µ + αI + βJ + θIJ = 1. Let vn(i, j) be the maximum expected net revenue over n events
when starting in state (i, j). It can be computed recursively as follows: starting with v0(i, j) = 0,
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∀(i, j) ∈ S and for n ≥ 0,
vn+1(i, j) = θfij − hj + λvn(i+ 1, j) + µmax{vn(i, j + 1), vn(i, j)}+ αivn(i− 1, j) + βjvn(i, j − 1)
+ θijvn(i− 1, j − 1) + (1− λ− µ− αi− βj − θij)vn(i, j).
We now consider the average net revenue optimal policy. This is clearly a unichain model,
since the state (0,0) is reachable under all policies. Furthermore, S is a finite state space. Thus
exists a stationary deterministic Markovian policy that maximizes the longrun average revenue.
The longrun average revenue g and bias function h satisfy the following dynamic programming
equation.
g + h(i, j) =θfij − hj + λh(i+ 1, j) + µmax{h(i, j + 1), h(i, j)}+ αih(i− 1, j) + βjh(i, j − 1)
+ θijh(i− 1, j − 1) + (1− λ− µ− αi− βj − θij)h(i, j).




{vn+1(i, j)− vn(i, j)} − min
(i,j)∈S
{vn+1(i, j)− vn(i, j)} < ε.
Then the optimal cost g satisfies
min
(i,j)∈S
{vn+1(i, j)− vn(i, j)} ≤ g ≤ max
(i,j)∈S
{vn+1(i, j)− vn(i, j)}.
3.5.1 Numerical Study
In the numerical study, we assume that α = 2, β = 0.5, θ = 1, h = 5, f = 10, and I = J = 100.
We consider three cases: (a) λ = µ = 20, (b) λ = 20 < µ = 40, (c) λ = 20 > µ = 10. Figure 3.5
gives the optimal acceptance/rejection regions of the state space. The numerical results show that
for all cases, the optimal policy is characterized by a switching curve as shown in Figure 3.5. Also,
the switching curve that seperates the acceptance and rejection regions is almost straight for these
cases and lies above the y = x line in the state space.
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(a) λ = µ (b) λ < µ
(c) λ > µ
Figure 3.5: Optimal accpetance/rejection region
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3.6 Optimal Control Problem
Since the system state (x(t), y(t)) (or (x̄(t), ȳ(t)) for Gaussian Approximation) is discribed
by a set of differential equations (3.43)–(3.46) for Kurtz’s Approximation, ((3.47) for Gaussian
Approximation), it makes sense to formulate the problem of controlling this system as an optimal
control problem.





F (x(t), u(t), t) + S(x(T ), T ) (3.48)
s.t. ẋ(t) = f(x(t), u(t), t), x(0) = x0, (3.49)
where
• F and S are given functions,
• Final time T is either free or fixed,
• Final states x(T ) = xT is either free or fixed or belonsg to a given target set.
There are three main methods of solving such a problem: (a) adjoint equation, (b) nonlinear optimal
control problem (NOCP), (c) Hamilton-Jacobi-Bellman Equation. We shall illustrate these three
methods in our particular case.
Suppose that the arrival rate of customers is a given function λ(t) and the arrival rate of taxis
µ(t) is under control of the taxi company. In this case the control variable is u(t) = µ(t). Assume
that there is a holding cost h for each waiting taxi, and the taxi fare is f for each taxi-customer
pair. Then the net revenue for the taxi company is the total taxi fare minus the total holding cost.




(fθX(t)Y (t)− hY (t))dt
]
. (3.50)
The objective is to maxmize the total net revenue over a fixed time horizon T , i.e. the company
wants to maximize the expression in (3.50) by controlling the arrival rate of taxis. In this section we
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consider two models, called the first order and second order models. For each model, we consider
the Kurtz’s Approximatioin and the Gaussian Approximation.
For the first order model, we use
F (x, u, t) = F (x, y, µ) = fθxy − hy, S(x, T ) = 0. (3.51)




For the second order model, we use
F (x, u, t) = F (x, y, c, µ) = fθ(xy + c)− hy, S(x, T ) = 0, (3.52)
and the objective function is then given by
∫ T
0
[fθ(x(t)y(t) + c(t))− hy(t)]dt.
The constraints are given by (3.43) –(3.46) for Kurtz’s Approximation and (3.47) for Gaussian
Approximation. Thus f(x, u, t) in (3.49) for Kurtz’s Approximation is given by the right hand side
of (3.43) –(3.46). For Gaussian Approximation, f(x, u, t) is the right hand side of (3.47). Next we
study two models with different arrival rate functions of λ(t) for customers.
3.6.1 Stationary Case
In this case, we assume that λ(t) = λ, a given constant. We also assume that µ(t) has an upper
bound µ̄, i.e. 0 ≤ µ(t) ≤ µ̄. We next illustrate the three methods mentioned before one by one.
We illustrate the adjoint equation method with the first order model, the nonlinear optimal control
problem method and the Hamilton-Jacobi-Bellman equation method with the first order and the
second order models.
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3.6.1.1 Adjoint Equation, First Order Model
For a general optimal control problem, the HamiltonianH(x(t), u(t), p(t), t) is defined as follows:
H(x(t), u(t), p(t), t) = F (x(t), u(t), t) + p(t)f(x(t), u(t), t).
Let x = x(t), y = y(t), u = u(t), p = p(t). Then the necessary conditions for u∗ to be an optimal
control are:
ẋ∗ = f(x∗, u∗, t), x∗(0) = x0, (3.53)
ṗ = −Hx[x∗, u∗, p, t], p(T ) = Sx[x∗(T ), T ] (3.54)
H[x∗(t), u∗(t), p(t), t] ≥ H[x(t), u(t), p(t), t], for all u(t), (3.55)
Equation (3.54) is called the adjoint equation. We now consider the two approximation methods.
Kurtz’s Approximation For the first order model, the Hamitonian is given by
H(x, y, µ, p) = fθxy − hy + p1(λ− αx− θxy) + p2(µ− βy − θxy). (3.56)
Thus the optimal µ∗(t) is
µ∗(t) =

µ̄, if p2 > 0,
0, if p2 < 0,
any µ ∈ [0, µ̄], if p2 = 0.
(3.57)
Under the optimal policy, we need to send taxis at the maximum rate if p2 > 0, don’t send any taxi
if p2 < 0, and send taxis at any rate in [0, µ̄] if p2 = 0. Here (p1, p2) should satisfy the following
differential equations:
ṗ1 = −fθy + p1(α+ θy) + p2θy,
ṗ2 = −fθx+ h+ p1θx+ p2(β + θx),
p1(T ) = p2(T ) = 0.
(3.58)
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Consider the infinite horizon case with T = ∞. Let (x∞, y∞, p1,∞, p2,∞) be the solution to
ẋ = 0, ẏ = 0 and ṗ1 = 0, ṗ2 = 0 in (3.10) and (3.58). These equations are given as follow:
λ− αx∞ − θx∞y∞ = 0,
µ− βy∞ − θx∞y∞ = 0,
− fθy∞ + p1,∞(α+ θy∞) + p2,∞θy∞ = 0,
− fθx∞ + h+ p1∞θx∞ + p2,∞(β + θx∞) = 0.
(3.59)
These are four equations in five unknowns: x∞, y∞, p1,∞, p2,∞ and µ. However, for µ ∈ (0, µ̄)
to be optimal, from (3.62), we see that p2 should satisfy
p2,∞ = 0. (3.60)
Solving (3.59) and (3.60), we get











Let x∗ = x∞(µ
∗) and y = y∞(µ
∗) be solution to (3.59) with µ = µ∗. If the intial values are
x0 = x
∗, and y0 = y
∗, then we have ẋ∗ = 0, ẏ∗ = 0, ṗ∗1 = 0, ṗ
∗
2 = 0. Therefore the Hamitonian
(3.56) achieves a maximum at (x∗, y∗, µ∗, p∗), and it is given by
H(x∗, y∗, µ∗, p∗) = fθx∗y∗ − hy∗. (3.62)
Thus (3.53)–(3.55) are satisfied. According to the maximum principle theorem for inifite horizon
by [Sethi and Thompson, 2000], µ(t) = µ∗ is the optimal control and x(t) = x∗ and y(t) = y∗ for
all t ∈ [0,∞).
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Gaussian Approximation The Hamitonian is given by
H(x̄, ȳ, c̄, v̄1, v̄2, µ, p) = fθx̄ȳ − hȳ + p1(λ− αx̄− θx̄ȳ − θc̄) + p2(µ− βȳ − θx̄ȳ − θc̄)
+ p3(−(α+ β + θx̄+ θȳ)c̄− θx̄v̄2 − θȳv̄1 + θx̄ȳ + θc̄)
+ p4(−2(α+ θȳ)v̄1 − 2θx̄c̄+ λ+ αx̄+ θx̄ȳ + θc̄)
+ p5(−2(β + θx̄)v̄2 − 2θȳc̄+ µ+ βȳ + θx̄ȳ + θc̄).
In this case the optimal µ∗(t) is
µ∗(t) =

µ̄, if p2 + p5 > 0,
0, if p2 + p5 < 0,
any µ ∈ [0, µ̄], if p2 + p5 = 0.
Hence it is optimal to send taxis at the maximum rate if p2 + p5 > 0, send no taxi if p2 + p5 < 0,
and send taxis at any rate in [0, µ̄] if p2 + p5 = 0. (p1, p2, p3, p4, p5) should satisfy the following
differential equations:
ṗ1 = −fθȳ + p1(α+ θȳ) + p2θȳ + p3(θc̄+ θv̄2 − θȳ) + p4(2θc̄− α− θȳ) + p5(2θv̄2 − θȳ),
ṗ1 = −fθȳ + h+ p1θx̄+ p2(β + θx̄) + p3(θc̄+ θv̄1 − θx̄) + p4(2θv̄1 − θx̄) + p5(2θc̄− β − θx̄),
ṗ3 = p1θ + p2θ + p3(α+ β + θx̄+ θȳ − θ) + p4(2θx̄− θ) + p5(2θȳ − θ),
ṗ4 = p3θȳ + 2p4(α+ θȳ),
ṗ5 = p3θx̄+ 2p5(β + θx̄),
p1(T ) = p2(T ) = p3(T ) = p4(T ) = p5(T ) = 0.
We can compute µ∗, x∗, and y∗ in the same way as for Kurtz’s Approximation. However, in
this case we cannot get the analytical formula for µ∗.
We can derive the adjoint equation for the second order model in a similar way, we won’t discuss
it here.
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3.6.1.2 Nonlinear Optimal Control Problem, First Order Model
A general optimal control problem can be transformed into a finite dimensional non-linear
programming problem. Consider K + 1 equally spaced points 0 = t0 < ... < tK = T which divide
the interval [0, T ] into K intervals with width δ = TK . Define piecewise constant u(t) = uk, t ∈
[tk, tk+1), k = 0, ...,K − 1. Then we can solve (3.49) to get the solution {x(t), 0 ≤ t ≤ T} satisfying
x(0) = x0. Then define xk = x(tk) and let
∫ tk+1
tk
F (x, u, t)dt = F̃ (xk, uk),∫ tk+1
tk
f(x, u, t)dt = f̃(xk, uk).
(3.63)
For the first order model, we use (3.51) as F (x, u, t). For f(x, u, t), we use the right hand side
of (3.43) and (3.44) for Kurtz’s Approximation and the right hand side of (3.47) for Gaussian





F̃ (xk, uk) + S(xK , T )
s.t. xk+1 − xk = f̃(xk, uk), for k = 0, 1, ...,K − 1.
Thus one can get an approximation to the original optimal control problem by solving the discrete-
time version. See [Durazzi and Galligani, 2001] for more details.
In our numerical study, we consider the first order model with Kurtz’s Approximation and
Gaussian approximation. We consider total net revenue over a fixed time interval [0, T ]. Let
T = 24, thus the goal is to maximize the expected total net revenue over a day. We compute the
optimal µ∗(t) by using direct multiple shooting method in CasADi [Andersson et al., 2018], and
set the number of control intervals K = 400, i.e., the interval width is δ = TK = 0.06 hours = 3.6
minutes. Assume α = 2, β = 0.5, θ = 1, f = 10, h = 5, 0 ≤ µ(t) ≤ 25. Let the initial values
x(0) = 0, y(0) = 0, for Kurtz’s Approximation and x̄(0) = ȳ(0) = 0, v̄1(0) = v̄2(0) = c̄(0) = 0 for
Gaussian Approximation. Let the optimal µ(t) at time t be µ∗(t).
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Figure 3.6 shows λ(t), µ∗(t) and x(t), y(t) (or x̄(t), ȳ(t) for Gaussian Approximation) over
0 ≤ t ≤ 24 for Kurtz’s Approximation and Gaussian Approximation. We can see that the optimal
µ∗(t) over most of the day is 19.0000 for Kurtz’s Approximation and 18.7460 for Gaussian Ap-
proximation. The optimal revenue is 2880.4 for Kurtz’s Approximation and 3592.2 for Gaussian
ApproximationWe see that Gaussian Approximation produces higher net revenue, but these are
not meaningful comparison. The optimal µ∗(t) starts from zero at time 0 and returns to zero at
time 24. Also, the optimal µ∗(t) varies considerably at the beginning and at the end of the day. We
show the details in Figure 3.7, which gives λ(t), µ∗(t) and x(t), y(t) (or x̄(t), ȳ(t)) at the beginning
of the day (0 ≤ t ≤ 1). We see that µ∗(t) is piecewise constant in each intervel with width 0.06.
(a) Kurtz’s Approximation (b) Gaussian Approximation
Figure 3.6: x(t), y(t) and µ∗(t) for Kurtz’s and Gaussian Approximations for first order model
3.6.1.3 Nonlinear Optimal Control Problem, Second Order Model
For the second order model, we use (3.52) for F (x, u, t). For f(x, u, t), we use the right hand
side of (3.43) –(3.46) for Kurtz’s Approximation and the right hand side of (3.47) for Gaussian
Approximation.
We use Kurtz’s Approximation and Gaussian Approximation for our numerical study. As in
Section 3.6.1.2, we compute the optimal µ∗(t) which maximizes the expected total net revenue over
[0, 24]. Let the initial values x(0) = 0, y(0) = 0, c(0) = 0, v1(0) = 0 and v2(0) = 0 for Kurtz’s
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(a) Kurtz’s Approximation (b) Gaussian Approximation
Figure 3.7: x(t), y(t) and µ∗(t) for Kurtz’s and the Gaussian Approximations at the beginning of the day
(t ∈ [0, 1]) for first order model
Approximation and x̄(0) = ȳ(0) = 0, v̄1(0) = v̄2(0) = c̄(0) = 0 for Gaussian Approximation.
The other parameter values are the same as in Section 3.6.1.2. From Figure 3.8, we see that the
optimal µ∗(t) over most of the day is 20.1854 for Kurtz’s Approximation and 19.1220 for Gaussian
Approximation. The optimal revenue is 2043.7215 for Kurtz’s Approximation and 2688.4589 for
Gaussian Approximation. Again, Gaussian Approximation produces higher net revenue. As in
Section 3.6.1.2, the optimal µ∗(t) starts from zero at time 0 and returns to zero at time 24, and
it varies considerably at the beginning and at the end of the day. Figure 3.9 gives the details of
λ(t), µ∗(t) and x(t), y(t) (or x̄(t), ȳ(t)) over [0,1]. We see that µ∗(t) is piecewise constant in each
intervel with width 0.06.
We also use this method to compute the net revenue of the optimal policy in Section 3.6.1.4
and Section 3.6.1.5.
67
(a) Kurtz’s Approximation (b) Gaussian Approximation
Figure 3.8: x(t), y(t) and µ∗(t) for Kurtz’s and Gaussian Approximations for constant λ(t) for second
order model
(a) Kurtz’s Approximation (b) Gaussian Approximation
Figure 3.9: x(t), y(t) and µ∗(t) for Kurtz’s and the Gaussian Approximations at the beginning of the day
(t ∈ [0, 1]) for second order model
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3.6.1.4 Hamilton-Jacobi-Bellman Equation, First Order Model
For a general problem, let v(x, t) be the optimal value starting in state x at time t until time
T , which is given as follows:
v(x, t) = max
∫ T
t
F (x, u, t)dt+ S(x, T ).
Then the value function v(x, t) satisfies Hamilton-Jacobi-Bellman (HJB) equation given by
vt(x, t) = max
u(t)
{F (x, u, t) +∇v(x, t)f(x, u, t)}
subject to
v(x, T ) = S(x, T ).
We use F (x, u, t) from (3.51). For f(x, u, t), we use the right hand side of (3.43) –(3.46) for
Kurtz’s Approximation and the right hand side of (3.47) for Gaussian Approximation. S(x, T ) = 0
for both methods. One can discretize the time and solve the HJB equation backwards in time,
starting from t = T and ending at t = 0.
Kurtz’s Approximation: First we consider HJB equation for first order model and Kurtz’s
approximation. The value function v(x, t) for Kurtz’s approximation is given by







Thus the HJB equation is
vt(x, y, t) = max
µ∈[0,µ̄]
{
hy − fθxy + vx(x, y, t)(λ− αx− θxy) + vy(x, y, t)(µ− βy − θxy)
}
. (3.64)
For the stationary case, for a fixed µ, let x∞(µ), y∞(µ) be the solution to (3.10). Suppose
x0 = x∞(µ) and y0 = y∞(µ), and use µ(t) = µ for all t ≥ 0. This implies that x(t) = x∞(µ) and
y(t) = y∞(µ) for all t ∈ [0, T ]. Thus (3.64) reduces to




Integrating both sides, we get













We see that the optimal µ∗ in (3.65) is the same as (3.61). Let x∗ and y∗ be as given in (??). Then
we have the same conclusion as in Section 3.6.1.1: if x0 = x
∗ and y0 = y
∗, the optimal policy is to
choose µ(t) = µ∗ for all t ∈ [0, T ]. This leads us to a heuristic policy described below.
Let x∗ and y∗ be as defined above. The above analysis suggests a heuristic policy to follow if
x0 6= x∗, y0 6= y∗ : get (x(t), y(t)) to (x∗, y∗) with minimum net revenue and use µ(t) = µ∗ once
(x(t), y(t)) = (x∗, y∗). This in itself is an optimal control problem. So we replace it by a policy to
get to (x∗, y∗) as quickly as possible. This is also not tractable, so we replace it with a policy that
gets to y∗ as quickly as possible and keeps y(t) = y∗ and then let x(t)→ x∗. The precise definition
of this heuristic policy is given as follow:
HPKA1: If y0 < y
∗, we use µ(t) = µ̄ until y(t) reaches y∗; if y0 > y
∗, we use µ(t) = 0
until y(t) reaches y∗. Once y(t) reaches y∗, we use the µ(t) which makes ẏ(t) = 0, i.e., we use
µ(t) = βy∗ + θy∗x(t) which implies ẏ(t) = µ(t) − βy∗ − θy∗x(t) = 0. We know from the limit
analysis that x(t)→ x∗ as t→∞.
Gaussian Approximation: Now we consider Gaussian approximation for the first order
model. The HJB equation is
vt(x̄, ȳ, c̄, v̄1, v̄2, t) = max
µ∈[0,µ̄]
{hȳ − fθx̄ȳ + vx̄(x̄, ȳ, c̄, v̄1, v̄2, t)(λ− αx̄− θx̄ȳ − θc̄)
+ vȳ(x̄, ȳ, c̄, v̄1, v̄2, t)(µ− βȳ − θx̄ȳ − θc̄)
+ vc̄(x̄, ȳ, c̄, v̄1, v̄2, t)(−(α+ β + θx̄+ θȳ)c̄− θx̄v̄2 − θȳv̄1 + θx̄ȳ + θc̄)
+ vv̄1(x̄, ȳ, c̄, v̄1, v̄2, t)(−2(α+ θȳ)v̄1 − 2θx̄c̄+ λ+ αx̄+ θx̄ȳ + θc̄)
+vv̄2(x̄, ȳ, c̄, v̄1, v̄2, t)(−2(β + θx̄)v̄2 − 2θȳc̄+ µ+ βȳ + θx̄ȳ + θc̄)} .
(3.66)
For a fixed µ, let x̄∞(µ), ȳ∞(µ), c̄∞(µ), v̄1∞(µ), v̄2∞(µ) be a stable solution to (3.42). Suppose
x̄0 = x̄∞(µ), ȳ0 = ȳ∞(µ), and µ(t) = µ for all t ≥ 0. Then we have x̄(t) = x̄∞(µ) and ȳ(t) = ȳ∞(µ)
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for all t ∈ [0, T ]. Thus (3.66) reduces to
vt(x̄∞(µ), ȳ∞(µ), c̄∞(µ), v̄1∞(µ), v̄2∞(µ), 0) = max
µ∈[0,µ̄]
{hȳ∞(µ)− fθx̄∞(µ)ȳ∞(µ)},
and the objective function becomes













µ∗ = argmaxµ∈[0,µ̄]v(x̄∞(µ), ȳ∞(µ), c̄∞(µ), v̄1∞(µ), v̄2∞(µ), 0).
Define x̄∗ = x̄∞(µ
∗) and ȳ∗ = ȳ∞(µ
∗). Then if x0 = x̄
∗ and y0 = ȳ
∗, the optimal policy is to choose
µ(t) = µ∗ for all t ∈ [0, T ]. We follow the same heuristic policy as for Kurtz’s Approximation:
HPGA1: If y0 < ȳ
∗, use µ(t) = µ̄ until ȳ(t) reaches ȳ∗; if y0 > ȳ
∗, use µ(t) = 0 until ȳ(t)
reaches ȳ∗; once ȳ(t) reaches ȳ∗, use the µ(t) which makes ˙̄y(t) = 0.
Now we perform a numerical study by considering the following four cases:
(a) x0 ≤ x∗, y0 ≤ y∗, (b) x0 > x∗, y0 ≤ y∗, (c) x0 ≤ x∗, y0 > y∗, (d) x0 > x∗, y0 > y∗.
Let λ = 20, µ̄ = 100, α = 2, β = 0.5, θ = 1, T = 24. We use NOCP to compute the optimal
net revenue and the optimal x(t), y(t) and µ(t). For HPKA1, we get µ∗ = 19.0000, x∗ = 2.2361,
y∗ = 6.9443. For HPGA1, µ∗ = 18.7460, x̄∗ = 2.5058, ȳ∗ = 7.5151. From Section 3.6.1.2, we see
that the optimal µ∗(t) for most of the day is also 20.1854 for Kurtz’s Approximation and 19.1220 for
Gaussian Approximation. We compute Ro(T ) and Rh(T ), and plot the optimal x(t), y(t) and xh(t),
yh(t) for the different initial values of (x0, y0) over 0 ≤ t ≤ 2 for both methods. The plots are given
in Figure 3.10 for HPKA1 and Figure 3.11 for HPGA1. From Figure 3.10 and 3.11, we see that for
both methods, in all four cases, the heuristic xh(t), yh(t) get to the optimal x(t), y(t) quickly: all
of them reach the optimal values within 1 hour, i.e. T ′ < 1. Table 3.3 gives Ro(T ), Rh(T ) and the
net revenue of simulation for different initial values of x0 and y0 for HPKA1. In the simulation, we
use µ(t) = µ̄ if y(t) < y∗, µ(t) = 0 if y(t) > y∗ and µ(t) = µ∗ otherwise. Since the state space in the
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simulation is an integer lattice and y∗ is typically not an integer, we rarely use µ∗. The revenue is
the mean of 10000 replicatoins. We see that the differences in revenue Ro(T )−Rh(T ) are small (less
than 0.7%), and Ro(T ), Rh(T ) and the net revenue from the simulation are very close. Thus, our
heuristic policy works well as an approximation to the optimal policy. Table 3.4 gives the results
for HPGA1. Again, we see that Ro(T ) and Rh(T ) are fairly close. However, compared to HPKA1,
Ro(T ) and Rh(T ) for HPGA1 are quite different from the net revenue from simulation.
Case x0 y0 Ro(T ) Rh(T ) Simulation
(a) 0 0 2884.7 2871.0 2864.7
(b) 10 0 2956.6 2938.2 2942.7
(c) 0 10 2881.6 2867.3 2867.7
(d) 10 10 2964.2 2949.6 2952.5
Table 3.3: Ro(T ) and Rh(T ) for HPKA1
Case x0 y0 Ro(T ) Rh(T ) Simulation
(a) 0 0 3589.2 3575.9 2864.3
(b) 10 0 3669.1 3648.7 2935.8
(c) 0 10 3579.4 3561.7 2863.3
(d) 10 10 3668.7 3647.3 2942.4
Table 3.4: Ro(T ) and Rh(T ) for HPGA1
3.6.1.5 Hamilton-Jacobi-Bellman Equation, Second Order Model
Now we study the second order model for Kurtz’s approximation and Gaussian Approximation.
Kurtz’s Approximation: We first consider Kurtz’s Approximation. The HJB equation is
vt(x, y, c, v1, v2, t) = max
µ∈[0,µ̄]
{hy − fθ(xy + c) + vx(x, y, c, v1, v2, t)(λ− αx− θxy)
+ vy(x, y, c, v1, v2, t)(µ− βy − θxy)
+ vc(x, y, c, v1, v2, t)(−(α+ β + θx+ θy)c− θxv2 − θyv1 + θxy)
+ vv1(x, y, c, v1, v2, t)(−2(α+ θy)v1 − 2θxc+ λ+ αx+ θxy)
+vv2(x, y, c, v1, v2, t)(−2(β + θx)v2 − 2θyc+ µ+ βy + θxy)} .
(3.67)
For a fixed µ, let x∞(µ), y∞(µ), c∞(µ), v1∞(µ), v2∞(µ) be a stable solution to (3.42). Suppose








Figure 3.11: The optimal x̄(t), ȳ(t) and x̄h(t), ȳh(t) for HPGA1
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y(t) = y∞(µ) and c(t) = c∞(µ) for all t ∈ [0, T ]. Thus the objective function is













µ∗ = argmaxµ∈[0,µ̄]v(x∞(µ), y∞(µ), c∞(µ), v1∞(µ), v2∞(µ), 0).
Define x∗ = x∞(µ
∗), y∗ = y∞(µ
∗), c∗ = c∞(µ
∗). Then if x0 = x
∗ and y0 = y
∗, and c0 = c
∗, the
optimal policy is to choose µ(t) = µ∗ for all t ∈ [0, T ]. We then follow the same heuristic policy as
for the first order model:
HPKA2: If y0 < y
∗, we use µ(t) = µ̄ until y(t) reaches y∗; if y0 > y
∗, we use µ(t) = 0 until
y(t) reaches y∗. Once y(t) reaches y∗, we use the µ(t) which makes ẏ(t) = 0.
Gaussian Approximation: For Gaussian Approximation, the HJB equation is
vt(x̄, ȳ, c̄, v̄1, v̄2, t) = max
µ∈[0,µ̄]
{hȳ − fθ(x̄ȳ + c̄) + vx̄(x̄, ȳ, c̄, v̄1, v̄2, t)(λ− αx̄− θx̄ȳ − θc̄)
+ vȳ(x̄, ȳ, c̄, v̄1, v̄2, t)(µ− βȳ − θx̄ȳ − θc̄)
+ vc̄(x̄, ȳ, c̄, v̄1, v̄2, t)(−(α+ β + θx̄+ θȳ)c̄− θx̄v̄2 − θȳv̄1 + θx̄ȳ + θc̄)
+ vv̄1(x̄, ȳ, c̄, v̄1, v̄2, t)(−2(α+ θȳ)v̄1 − 2θx̄c̄+ λ+ αx̄+ θx̄ȳ + θc̄)
+vv̄2(x̄, ȳ, c̄, v̄1, v̄2, t)(−2(β + θx̄)v̄2 − 2θȳc̄+ µ+ βȳ + θx̄ȳ + θc̄)} .
(3.68)
For a fixed µ, let x̄∞(µ), ȳ∞(µ), c̄∞(µ), v̄1∞(µ), v̄2∞(µ) be a stable solution to (3.42). Suppose
x̄0 = x̄∞(µ), ȳ0 = ȳ∞(µ), and µ(t) = µ for all t ≥ 0. Then we have x̄(t) = x̄∞(µ) and ȳ(t) = ȳ∞(µ)
for all t ∈ [0, T ]. Thus the objective function is given by














µ∗ = argmaxµ∈[0,µ̄]v(x̄∞(µ), ȳ∞(µ), c̄∞(µ), v̄1∞(µ), v̄2∞(µ), 0).
Define x̄∗ = x̄∞(µ
∗), ȳ∗ = ȳ∞(µ
∗), c̄∗ = c̄∞(µ
∗). Then if x0 = x̄
∗, y0 = ȳ
∗, c̄∗ = c̄∞(µ
∗), the
optimal policy is to choose µ(t) = µ∗ for all t ∈ [0, T ]. We can then follow the same heuristic policy
as before:
HPGA2: If y0 < ȳ
∗, use µ(t) = µ̄ until ȳ(t) reaches ȳ∗; if y0 > ȳ
∗, use µ(t) = 0 until ȳ(t)
reaches ȳ∗; once ȳ(t) reaches ȳ∗, use the µ(t) which makes ˙̄y(t) = 0.
In our numerical study, we use the same parameter values as for the first order model. For
HPKA2, we get µ∗ = 20.1854, x∗ = 1.9593, y∗ = 8.2079. For HPGA2, µ∗ = 19.1220, x̄∗ = 2.4103,
ȳ∗ = 7.8850. From Section 3.6.1.3, we see that under the optimal policy, µ∗(t) for most of the
day is also 20.1854 for Kurtz’s Approximation and 19.1220 for Gaussian Approximation. As for
the first order model, we compute Ro(T ) and Rh(T ) for different initial values x0, y0, which are
given in Table 3.5 for HPKA2 and Table 3.6 for HPGA2. The results for simulation are obtained
as before. The plots of optimal x(t), y(t) and xh(t), yh(t) over 0 ≤ t ≤ 2 are given in Figures 3.12
and 3.13. Again, we see that the heuristic xh(t), yh(t) get to optimal x(t), y(t) quickly. The net
revenue under heuristic policy Rh(T ) is close to the net revenue under the optimal policy Ro(T ).
Compared to HPKA2, Rh(T ) and Ro(T ) for HPGA2 are closer to the net revenue in simulation.
In addition, compared to the first order model, it takes longer time for the second order model to
get to the optimal y∗ (or ȳ∗ for Gaussian Approximation).
Case x0 y0 Ro(T ) Rh(T ) Simulation
(a) 0 0 2043.7 2033.2 2841.8
(b) 10 0 2105.8 2099.2 2909.2
(c) 0 10 2048.6 2040.6 2834.3
(d) 10 10 2123.0 2122.7 2918.4
Table 3.5: Ro(T ) and Rh(T ) for HPKA2
By comparing the last column of Tables 3.3, 3.4, 3.5, 3.6, we see that HPKA1 dominates the
others in three out of the four cases. However, none of the differences are statistically significant.
Hence, from the point of view of simplicity, we recommend HPKA1 as the policy to use in practice.
We end this section with a result that show that HPKA1 has bounded regret as a function of T . In
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Case x0 y0 Ro(T ) Rh(T ) Simulation
(a) 0 0 2693.1 2677.6 2865.9
(b) 10 0 2763.0 2745.3 2934.1
(c) 0 10 2691.8 2676.4 2858.6
(d) 10 10 2772.5 2758.9 2946.9
Table 3.6: Ro(T ) and Rh(T ) for HPGA2
(a) (b)
(c) (d)




Figure 3.13: The optimal x̄(t), ȳ(t) and x̄h(t), ȳh(t) for HPGA2
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particular, this implies that the longrun average net revenue under HPKA1 approaches the optimal
longrun average net revenue as T →∞.
Theorem 18. Let Ro(t) be the net revenue of the optimal policy over [0, t] and Rh(t) be the net
revenue under HPKA1. Assue that µ̄ ≥ (β + θmax{λ/α, x0})y∗. Then
Case 1: y0 ≤ y∗
Ro(T )−Rh(T ) ≤ fθx∗y∗
[
y∗ − y0






Case 2: y0 > y
∗












where o(T )/T → 0 as T →∞.
Proof. Case 1: y0 ≤ y∗
Let xh(t) and yh(t) be the numbers of customers and taxis under HPKA1. Then yh(0) = y0 ≤ y∗
and xh(0) = x0. We see that xh(t) ≤ max{λ/α, x0} and yh(t) ≤ y∗, which implies that
ẏh(t) = µ̄− βyh(t)− θxh(t)yh(t) ≥ βy∗ + θmax{λ/α, x0}y∗ − βyh(t)− θxh(t)yh(t) ≥ 0.
thus yh(t) is an increasing function of t. Since





[1− e−(α+θy∗)t] + x0e−(α+θy
∗)t = x∗(1− e−λt/x∗) + x0e−λt/x
∗
.
Let T ′ be the first time when yh(t) reaches y
∗. Then yh(T
′) = y∗ and for t < T ′,
ẏh(t) = µ̄− βyh(t)− θxh(t)yh(t) ≥ µ̄− βy∗ − θmax{λ/α, x0}y∗.
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Thus T ′ ≤ y
∗−y0
µ̄−βy∗−θmax{λ/α,x0}y∗ .
For t > T ′, yh(t) = y
∗. Therefore,


























[x∗(1− e−λt/x∗) + x0e−λt/x
∗
]dt+ o(T )














µ̄− y∗(β + θmax{λ/α, x0})


















0 (fθx(t)y(t)− hy(t))dt = (fθx
∗y∗ − hy∗)T ′ + o(T ′).
Case 2: y0 > y
∗ Since yh(0) = y0 > y
∗, and µh(t) = 0, we see that yh(t) is a decreasing
function of t and yh(t) ≥ y∗. Let T ′ be as in Case 1, Then for t < T ′, |ẏh(t)| satisfies
|ẏh(t)| = |0− βyh(t)− θxh(t)yh(t)| = (β + θxh(t))yh(t) ≥ βyh(t) ≥ βy∗.
Hence, T ′ ≤ y0−y
∗
βy∗ .
For t > T ′, yh(t) = y




x∗ ) + xh(T
′)e−
λ(t−T ′)




The upper bound of Ro(T )−Rh(T ) is then given by






















∗(T − T ′)





x∗ )dt+ o(T )





x∗ dt+ o(T )













This proves the theorem.
The bounds from Theorem 18 for the four cases in our numerical study are 57.1721, 39.8114,
167.4633, 167.4633, which are much larger than Ro −Rh, showing that they are not very tight.
3.6.2 Nonstationary Case
In this section, we use the NOCP method for our numerical study. Assume that the arrival
rate of customers is given by λ(t) = 20 sin(πt24) for 0 ≤ t ≤ 24. We want to find the optimal µ
∗(·)
which maximize the total net revenue over [0, 24]. Assume the other variables and the initial values
are the same as in Section 3.6.1.
3.6.2.1 First Order Model
We first consider the first order model. We plot µ∗(t), and the optimal x(t), y(t) (or the optimal
x̄(t), ȳ(t)) against time t in Figure 3.14. We can see that µ∗(·) also looks like a sine function except
for a short interval at the beginning and the end of the day, with maximum achieved around
the middle of the day. The maximum value of µ∗(·) is 20.4415 for Kurtz’s Approximation and
18.7555 for Gaussian Approximation. The optimal revenue is 1656.5230 for Kurtz’s Approximation
and 2082.3258 for Gaussian Approximation. Thus Gaussian Approximation achieves higher net
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revenue. However, these are not useful in meaningful comparison. Also, µ∗(t) is zero for about one
hour at the beginning of the day and then it jumps to a high rate round time 1. At around time
23, the optimal µ∗(t) first jumps to a high rate and then becomes zero for the rest of the day.
(a) Kurtz’s Approximation (b) Gaussian Approximation
Figure 3.14: The optimal x(t), y(t) and µ∗(t) for Kurtz’s Approximation and the optimal x̄(t), ȳ(t) and
µ∗(t) for Gaussian Approximations for sine λ(t) for the first order model
3.6.2.2 Second Order Model
We then consider the second order model. The results are given in Figure 3.15. As for the first
order model, we see that µ∗(·) looks like a sine function. The maximum value of µ∗(·) is 20.5924
for Kurtz’s Approximation and 19.1412 for Gaussian Approximation. The optimal revenue is
1125.1278 for Kurtz’s Approximation and 1512.1630 for Gaussian Approximation. Again, Gaussian
Approximation achieves higher net revenue. The optimal µ∗(t) is zero at the beginning of the day
and then jumps to a high rate. At the end of the day, the optimal µ∗(t) first jumps to a high rate
and then goes to zero. The Figures 3.14 and 3.15 show that the optimal policy is not sensitive to
first order case or second order case. Hence using first order model and Kurtz’s Approximation will
be more practical.
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(a) Kurtz’s Approximation (b) Gaussian Approximation
Figure 3.15: The optimal x(t), y(t) and µ∗(t) for Kurtz’s Approximation and the optimal x̄(t), ȳ(t) and
µ∗(t) for Gaussian Approximations for sine λ(t) for the second order model
3.7 Conclusions and Extensions
In this paper, we study the fluid and diffusion approximations for a system of taxis and cus-
tomers with delayed matching. Our main contribution is to model the delayed matching between
customers and taxis by the pairing rate θ, and propose the Gaussian Approximation method which
performs better than Kurz’s Approximation method. We also consider the optimal control problem
for this system to maximize the net revenue over a fixed time period T . We study the optimal
control problem by controlling µ(t), the rate to send taxis. We also develop a heuristic control
policy HPKA1 and show that the expected regret is a bounded function of the time horizon T .
Our analysis can be extended in several ways. First, we can extend our model to a network of
taxis and customers with multiple nodes. Taxis and customers arrive at different nodes indepen-
dently and can move among them. Second, in the optimal control problem, instead of controlling
µ(t), we can assume that the arrival rates of customers and taxis are determined by the fare
rate f(t), thus we can study the optimal control problem to compute the optimal fare rate which




A.1 Expressions for Gij and τij
Here we given the expressions for Gij and τij for the MRGP {I(t), t ≥ 0}. We need to consider
several cases. We know that C1 ≤ B and C1 ≤ C2 in the (A,B,C1, C2) policies. We need to
consider cases based on where B lies in comparing with C1 + kA and C2 + kA for k = 1, 2, .... In
our numerical calculations, we never see B ≥ C1 + 2A. Hence we consider the following five cases:
Case 1 : B < C1 +A and B > C2
Case 2 : B < C1 +A and B ≤ C2
Case 3 : C1 +A ≤ B < C1 + 2A and B ≥ C2 +A
Case 4 : C1 +A ≤ B < C1 + 2A and C2 ≤ B < C2 +A
Case 5 : C1 +A ≤ B < C1 + 2A and B < C2
For each of these cases we give the expressions for Gij and τij . We need to define F̃ (µ) =∫∞
0 e








F̃ (µ), i = j = C1,
1− F̃ (µ), i = C1, j = i+A
p̂1F̃ (µ), C1 + 1 ≤ i ≤ C2, j = i− 1,
p̂2F̃ (µ), C1 + 1 ≤ i ≤ C2, j = i,
p̂1(1− F̃ (µ)), C1 + 1 ≤ i ≤ C2, j = i+A− 1,
p̂2(1− F̃ (µ)), C1 + 1 ≤ i ≤ C2, j = i+A,
F̃ (µ), C2 + 1 ≤ i ≤ B + 1, j = i− 1,
1− F̃ (µ), C2 + 1 ≤ i ≤ B + 1, j = i+A− 1,




µ , i = j = C1,
τ − 1−F̃ (µ)µ , i = C1, j = C1 +A,
p̂1
1−F̃ (µ)
µ , C1 + 1 ≤ i ≤ C2, j = i− 1,
p̂2
1−F̃ (µ)
µ , C1 + 1 ≤ i ≤ C2, j = i,
p̂1(τ − 1−F̃ (µ)µ ), C1 + 1 ≤ i ≤ C2, j = i+A− 1,
p̂2(τ − 1−F̃ (µ)µ ), C1 + 1 ≤ i ≤ C2, j = i+A,
1−F̃ (µ)
µ C2 + 1 ≤ i ≤ B + 1, j = i− 1,
τ − 1−F̃ (µ)µ C2 + 1 ≤ i ≤ B + 1, j = i+A− 1,





F̃ (µ), i = j = C1,
1− F̃ (µ), i = C1, j = i+A
p̂1F̃ (µ), C1 + 1 ≤ i ≤ B, j = i− 1,
p̂2F̃ (µ), C1 + 1 ≤ i ≤ B, j = i,
p̂1(1− F̃ (µ)), C1 + 1 ≤ i ≤ B, j = i+A− 1,
p̂2(1− F̃ (µ)), C1 + 1 ≤ i ≤ B, j = i+A,
p̂1F̃ (µ), i = B + 1, j = i− 1,
p̂2, i = B + 1, j = i,
p̂1(1− F̃ (µ)), i = B + 1, j = i+A− 1,
p̂1, B + 2 ≤ i ≤ C2, j = i− 1,
p̂2, B + 2 ≤ i ≤ C2, j = i,





µ , i = j = C1,
τ − 1−F̃ (µ)µ , i = C1, j = i+A,
p̂1
1−F̃ (µ)
µ , C1 + 1 ≤ i ≤ B, j = i− 1,
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p̂2τ, B + 2 ≤ i ≤ C2, j = i,





F̃ (µ), i = j = C1,
−µF̃ ′(µ), i = C1, j = i+A,
1− F̃ (µ) + µF̃ ′(µ), i = C1, j = i+ 2A,
p̂1F̃ (µ), C1 + 1 ≤ i ≤ C2, j = i− 1,
p̂2F̃ (µ), C1 + 1 ≤ i ≤ C2, j = i,
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p̂1(1− F̃ (µ) + µF̃ ′(µ)), C1 + 1 ≤ i ≤ C2, j = i+ 2A− 1,
p̂2(1− F̃ (µ) + µF̃ ′(µ)), C1 + 1 ≤ i ≤ C2, j = i+ 2A,
F̃ (µ), C2 + 1 ≤ i ≤ B −A+ 1, j = i− 1,
−µF̃ ′(µ), C2 + 1 ≤ i ≤ B −A+ 1, j = i+A− 1,
1− F̃ (µ) + µF̃ ′(µ), C2 + 1 ≤ i ≤ B −A+ 1, j = i+ 2A− 1,
F̃ (µ), B −A+ 2 ≤ i ≤ B + 1, j = i− 1,
1− F̃ (µ), B −A+ 2 ≤ i ≤ B + 1, j = i+A− 1,
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1−F̃ (µ)
µ + F̃
′(µ), i = C1, j = i+A,
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′(µ)
)
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(
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1−F̃ (µ)
µ + F̃
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1−F̃ (µ)
µ , B −A+ 2 ≤ i ≤ B + 1, j = i− 1,
τ − 1−F̃ (µ)µ , B −A+ 2 ≤ i ≤ B + 1, j = i+A− 1,





F̃ (µ), i = j = C1,
−µF̃ ′(µ), i = C1, j = i+A,
1− F̃ (µ) + µF̃ ′(µ), i = C1, j = i+ 2A,
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p̂1(1− F̃ (µ)), B −A+ 2 ≤ i ≤ C2, j = i+A− 1,
p̂2(1− F̃ (µ)), B −A+ 2 ≤ i ≤ C2, j = i+A,
F̃ (µ), C2 + 1 ≤ i ≤ B + 1, j = i− 1,
1− F̃ (µ) C2 + 1 ≤ i ≤ B + 1, j = i+A− 1,





µ , i = j = C1,
1−F̃ (µ)
µ + F̃
′(µ), i = C1, j = i+A,
τ − 21−F̃ (µ)µ − F̃
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p̂2F̃ (µ), i = B −A+ 1, j = i,
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p̂2(1− F̃ (µ)), i = B −A+ 1, j = i+A,
p̂1(1− F̃ (µ) + µF̃ ′(µ)), i = B −A+ 1, j = i+ 2A− 1,
p̂1F̃ (µ), B −A+ 2 ≤ i ≤ B, j = i− 1,
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p̂1(1− F̃ (µ)), B −A+ 2 ≤ i ≤ B, j = i+A− 1,
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p̂1F̃ (µ), i = B + 1, j = i− 1,
p̂2, i = B + 1, j = i,
p̂1(1− F̃ (µ)), i = B + 1, j = i+A− 1,
p̂1, B + 2 ≤ i ≤ C2, j = i− 1,
p̂2, B + 2 ≤ i ≤ C2, j = i,





µ , i = j = C1,
1−F̃ (µ)
µ + F̃
′(µ), i = C1, j = i+A,
τ − 21−F̃ (µ)µ − F̃


























, C1 + 1 ≤ i ≤ B −A, j = i+A,
p̂1
(
τ − 21−F̃ (µ)µ − F̃
′(µ)
)
, C1 + 1 ≤ i ≤ B −A, j = i+ 2A− 1,
p̂2
(
τ − 21−F̃ (µ)µ − F̃
′(µ)
)



















, i = B −A+ 1, j = B,
p̂2
(
τ − 1−F̃ (µ)µ
)
, i = B −A+ 1, j = B + 1,
p̂1
(
τ − 21−F̃ (µ)µ − F̃
′(µ)
)












, B −A+ 2 ≤ i ≤ B, j = i,
p̂1
(
τ − 1−F̃ (µ)µ
)
, B −A+ 2 ≤ i ≤ B, j = i+A− 1,
p̂2
(
τ − 1−F̃ (µ)µ
)
, B −A+ 2 ≤ i ≤ B, j = i+A,
p̂1
1−F̃ (µ)
µ , i = B + 1, j = B,
p̂2τ, i = B + 1, j = B + 1,
p̂1
(
τ − 1−F̃ (µ)µ
)
, i = B + 1, j = B +A,
p̂1τ, B + 2 ≤ i = C2, j = i− 1,
p̂2τ, B + 2 ≤ i = C2, j = i,
τ, C2 + 1 ≤ i ≤ A+B, j = i− 1.
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A.2 Numerical Results
We next give the plots of the optimal (A,B,C1, C2) parameters and the optimal costs with
respect to h and µ for the case r2 = 16. We first fix µ = 0.2 and r2 = 16, and vary h from 0.25 to
2 by 0.25. The optimal (A,B,C1, C2) policies and the optimal costs are given in Figure A.1. We
next vary µ from 0.025 to 0.2 by 0.025, and fix h = 1 and r2 = 16. Figure A.2 gives the optimal
(A,B,C1, C2) policies and the optimal costs for different distributions. We can see that these plots
are similar to the plots given in Figure 2.1 and 2.2, thus we don’t discuss them here.
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Figure A.1: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 0.25 as h varies for G+M case
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Figure A.2: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal




B.1 Expressions for Gij, τi and τij
Here we given the expressions for Gij , τi and τij for the MRGP {I(t), t ≥ 0}. First we need the




λ1 + λ2, if C2 + 1 ≤ n ≤ A+B,
λ1, if C1 ≤ n ≤ C2.




, k = 0, 1, 2, 3, ...,
and
αij(t) = P (W (t) = j|W (0) = i).
It is easy to see that
αij(t) =

γi−j(λ1t), C1 + 1 ≤ j ≤ i ≤ C2,∑∞
k=i−C1 γk(λ1t), j = C1, C1 ≤ i ≤ C2,
(λ1 + λ2)
∫ t





0 γi−C2−1((λ1 + λ2)u) · γk(λ1(t− u))du, j = C1, C2 + 1 ≤ i ≤ A+B,
γi−j((λ1 + λ2)t), C2 + 1 ≤ j ≤ i ≤ A+B.
Let δij(t) be the expected time spent by the pure death process in state j over [0, t) starting in










Gij = P (In+1 = j|In = i) =

∫∞
0 αi,j−A(t)dU(t) C1 ≤ i ≤ B, C1 +A ≤ j ≤ i+A,
1, B + 1 ≤ i ≤ A+B, j = B.
For M+G model, {τi, i ∈ S} and {τij , i, j ∈ S} as defined in s (2.16) and (2.17) are given as
follow.
Case 1: B ≥ C2
τi =

1/µ, C1 ≤ i ≤ B,
i−B
λ1+λ2






0 (1− U(t))αij(t)dt, C1 ≤ j ≤ i ≤ B,
1
λ1+λ2
B + 1 ≤ j ≤ i ≤ A+B.
Case 2: B < C2
τi =

1/µ, C1 ≤ i ≤ B,
i−B
λ1
, B + 1 ≤ i ≤ C2,
i−C2
λ1+λ2




0 (1− U(t))αij(t)dt, C1 ≤ j ≤ i ≤ B,
1
λ1
B + 1 ≤ j ≤ i ≤ C2
1
λ1+λ2
C2 + 1 ≤ j ≤ i ≤ A+B.
1
λ1
B + 1 ≤ j < C2 + 1 ≤ i ≤ A+B.
B.2 Numerical Results
We next give the plots of the optimal (A,B,C1, C2) parameters and the optimal costs with
respect to h and λ for the case r2 = 16. We first fix λ = 4 and r2 = 16, and vary h from 0.25 to
2 by 0.25. The optimal (A,B,C1, C2) policies and the optimal costs for different distributions are
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given in Figure B.1. We next vary λ from 0.5 to 4 by 0.5, and fix h = 1 and r2 = 16. Figure B.2
gives the optimal (A,B,C1, C2) policies and the optimal costs. Discussions of these plots follows
similarly to the discussions of Figure 2.4 and 2.5 in Section 2.6.
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Figure B.1: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 5 as h varies for M+G case
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Figure B.2: Optimal (A,B,C1, C2) policies and optimal costs for different distributions with mean equal
to 5 as λ varies for M+G case
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