ABSTRACT A decentralized proportional-integral-differential (PID) control structure has been always the first option for magnetic levitation systems due to its model-free nature as well as the simplicity. It is very challenging to tune PID parameters for each suspension point to ensure that the closed-loop system is less sensitive to uncertainties/disturbances. Even though, by a large number of experiments, a reasonably good PID control parameter set can be obtained to levitate a single suspension point for a given set point, these parameters are very sensitive when the set point changes or the decentralized PID controller is applied to the half bogie where coupling exists, strong oscillations will be observed and retuning of parameters is needed. This paper utilizes the extremum seeking (ES) method to tune PID parameters on-line to improve the steady-state performance of the system with few oscillations. A ''sampled-data'' structure is used to obtain a moving window approximation of the steady-state behavior, leading to a discrete-time ES tuning for the decentralized PID parameters. By using projection method, the tuning parameters are constrained in a compact set, in which the stability can be guaranteed and the optimal performance can be achieved. Experiments have shown the effectiveness of the proposed method.
I. INTRODUCTION
A Magnetic Levitation (Maglev) train uses electromagnetic forces to stably levitate the train above the track at the given set-point. Compared with traditional wheel rail trains, Maglev trains offer many advantages such as safety, comfort, low noise, small turning radius and strong climbing ability [1] . Among different design methods, ElectroMagnetic Suspension (EMS) structure has been a popular way. It has been used in Transrapid, HSST, CMS and so on [2] , [3] .
Any EMS system is open-loop unstable. Thus the control design plays an important role in order to regulate the gap at the desired set-point. It is worthwhile to highlight that the model for the EMS system is highly nonlinear and uncertain even for a single suspension point. As the number of suspension points increases, the complexity of model will increase dramatically due to mechanical coupling among suspension points, making it infeasible to design a modelbased controller for Maglev systems. A decentralized control structure, which implies that each suspension point has its own control loop and typically all suspension points share the identical control structure and parameters, is thus widely used [4] due to its simplicity in design, parameter tuning, and implementation. And in practice, model-free decentralized PID controllers are widely used in the EMS systems [5] - [7] .
This work tries to achieve a good steady-state performance to levitate a Small-Scale Magnetic Levitation Platform (SSMLP), as shown in Fig. 1 . This SSMLP is a full bogie structure with EMS levitation structure. A bogie consists of two half bogies with two suspension points located at each corner of the half bogie. Each suspension point has its own control loop including sensors to measure the gap and the current, signal processing blocks and power converters. A schematic diagram of the bogie is shown in Fig. 2 . This SSMLP has some unique features as well.
1) The track is very thin and is fixed on the top of a support structure, which is placed on the ground. This mechanic setting is prone to vibrations due to the fact that the ground is not absolutely flat. 2) Two half bogies are connected by rigid beams. Thus four suspension points are mechanically coupled. 3) Bogie and cabin is connected by springs, there is no well-design secondary system as in many other EMS systems. In a word, compared with commercial products in market, the mechanical structure and electrical systems of this SSMLP are on purposely ''badly'' designed in order to serve as a good testbed for testing various control algorithms.
In this decentralized controller setting, a PID controller has been used to achieve the desired set-point, though the parameters of PID controllers are tuned by trial-and-error methods. However, during debugging, it is found that these tuned parameters are quite sensitive to disturbances, set-point changes, and environment changes. Moreover, the stability region for PID parameters is relatively small. It is often observed in the experiments that vibrations would appear. It is noted that though the levitation is most challenging part of designing a control system for the Maglev system, keeping a good steady-state performance is always required in Maglve transportation systems as it is closely related to the comfortableness of the passengers.
Extremum Seeking (ES) is a model-free on-line optimization technique [8] . It can seek an optimal input for an input-to-steady-output mapping using input output measurements [9] , [10] . It has been applied to tune parameters of PID iteratively by using the performance measured from the last trial [11] , [12] . Various performance requirements over a fixed time period were also discussed. Different from [11] and [12] , this paper focuses on improving the steady-state performances such as reducing the tracking error and the vibrations, which are all related to ensure the comfort ride for passengers. Instead of repeating experiments to improve transient responses as in [11] and [12] , the ES loops start to work when the closed loop system already reaches the steady-state. Hence parameters of PID are tuned on-line to minimize the tracking error as well as to eliminate the vibrations in the steady-state. Several techniques have been used to ensure the stability of the closed-loop as well as achieving an optimal steady-state behaviours.
• In order to ensure the stability of the closed-loop, the stability region obtained from a large amount experiments has been used in the tuning of PID parameters. A wellknown projection method is used to ensure that PID parameters are still within the stability region.
• A moving window is used to approximate the steadystate behaviour and generating a sampled cost function representing the averaged behaviour of a given time window. This will lead to a discrete-time ES tuning for the decentralized PID parameters. With an hold used, it is shown that the steady-state behavior can reach to a small neighbourhood of the optimal one by tuning PID parameters carefully.
• In order to achieve a good convergence, the initial choice of PID parameters is obtained from the trial-and-error method. Experimental results for half bogie show that the proposed on-line tuning for decentralized PID algorithm indeed achieves better steady-state responses, which are less sensitive to disturbances and set-point changes.
The rest of paper is organized as follows. Section 2 provides background for decentralized PID control design including the model for single suspension point. The autotuning PID based on ES is introduced in Section 3 followed by experimental results in Section 4. Section 5 summarizes the paper.
II. DECENTRALIZED CONTROL DESIGN A. MODELS FOR SINGLE SUSPENSION POINT
In order to understand the characteristics of the Maglev system, a first-principle based model is needed. As the decentralized controller is used, only the single suspension point model is considered. The following assumptions are needed to simplify the modelling procedure.
1) Leakage flux can be ignored.
2) The magnetic saturation can be ignored.
3) Magneto-resistance in core and track can be ignored. 4) Without considering the motions of rolling, yawing, pitching between electromagnets and the track. 5) Without considering the elastic vibration or dynamic deformation of the track. The schematic diagram of a single suspension point is represented in Fig. 3 .
The parameters of the SSMLP is shown in Table 1 . Denoting δ(t) as the gap between electromagnet and track, u(t) as the voltage applied to the system. The notion i(t) is the current of electromagnet coil and F(t) is the corresponding electromagnetic force. The mass of a single suspension point 
According to Newton's second Law, it has
where the electromagnetic force F(t) can be expressed as [13] :
On the other hand, the control input u satisfies the following condition [13] :
The state-space representation of the single-point model is thus obtained aṡ
where
A single-point model is thus obtained. It is a third-order nonlinear system with the output y as the gap and input u is the voltage. obviously, this model is too simplistic, as it views the bogie as 4 independent masses and many assumptions are made. Remark 1: Although better models including the half bogie model and the full bogie model [13] are available, these models are still, might be better, approximations of the Maglev system. The overall system consists of the dynamics of the track, the secondary suspension system, the chopper and the power electronics. Each component is highly nonlinear. Thus it is very challenging to build a relatively accurate model so that the well-developed model-based control algorithms are applicable.
• In practical commercialized Maglev systems, simple model-free decentralized PID control algorithms are widely used. The selection of PID parameters is usually by trial-anderror methods. Large amount experiments are needed to find a reasonably good parameters for a given set-point. In our experiments, it is observed that the tuned PID parameters are not robust with respect to changes of set-point or other uncertainties. Vibrations always happen under such situations. This paper tries to find an optimal set of PID parameters that can achieve the best steady-state performance.
B. DECENTRALIZED PID CONTROLLER
The control objective for the decentralized PID controller is to track the desired set-point r with no steady-state error. Though the control input is voltage, the current through the electromagnet coil generates the magnetic force. Due to the influence of the coil inductance, the change of the current always have a lag behind that of the voltage change. Moreover, it is desired to have a quick current so that there will be enough magnetic force to balance the gravity as the current starts from zero. Therefore, a cascaded control [14] , [15] is designed, as shown in Fig. 4 . With the consideration of the cascaded control structure, the single-point model (5) can be re-written as interconnected two subsystems 1 and 2 .
The input is current i(t) and the output is gap δ(t). The PID controller is designed for ( 1 ).
where I exp (t) is the expected current for ( 1 ), and the parameters k p , k i , k d are proportional, integral and derivative gains respectively. The outer-loop controller will drive the gap to the desired set-point.
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On the other hand, 2 :
The input is voltage u(t) and the output is current i(t), which is the input of 1 . A P controller is designed for ( 2 ). It takes the following form:
where the parameter k c is the gain of the inner-loop. The faster inner-loop will drive the current quickly to desired reference current to generate enough magnetic force. Usually, the inner loop gain k c is firstly selected to ensure fast enough current response speed. For example, in the experiments of the SSMLP, k c = 50, the response time of current loop is about 10ms. Then a trial-and-error method has been used to tune PID parameters for single suspension point using a large number of experiments for levitating a single point.
After experiments, a good parameter set is thus obtained: k p = 2000, k i = 0.1, and k d = 20. As can be seen in Fig. 5 , a reasonable tracking performance is obtained when the setpoint r = 6mm and r = 4mm for suspension point 1. From a large amount of experiments, we have obtained a set of reasonable PID parameters that can ensure the boundedness of tracking errors as well as the boundedness of control input. This set will be used later to ensure the boundedness of trajectories of the SSMLP when searching an optimal PID parameter set. It is noted that as the SSMLP is openloop unstable, limiting the search space of the PID parameters is very important to prevent unstable behaviour from happening.
Due to mechanic coupling between suspension point 1 and suspension point 2, even there is no current applied to suspension point 2, it is also levitated, though it could not reach the desired set-point. Moreover, it is notices that the initial position of suspension point 1 and suspension point 2 are δ 1,0 = 10.2mm and δ 2,0 = 9.8mm respectively when both of them are at rest on the same track. Obviously, the mechanic coupling is strong. Besides, due to the uneven distribution of gravity and other mechanical and electrical differences between these suspension points. Thus it is not surprising that the tuned PID parameters are not robust when more disturbances coming in such as the set-point changes as shown in experiments. More precisely, as the parameters are welltuned for suspension point 1, the performance of suspension point 1 can be ensured when set-point changes. However, when these parameters applied to suspension point 2, the setpoint changes from r = 6mm to r = 4mm, vibrations happen at suspension point 2, leading to oscillations at suspension point 1 as well, as shown in Fig. 6 . Similar vibrations can be observed from experiments when half bogie (two suspension points with two cascaded PID controllers for both suspension point 1 and suspension point 2) is These experiments clearly suggest that as the overall system is too complex, a simple cascaded PID controller might not track well in a large region of interests even though the uniform boundedness of the gap can be ensured. As vibrations are undesired steady-state behaviours, it is important to find a better set of cascaded PID parameters to remove the vibrations and achieve a better tracking. As the model cannot be used, a data-driven method is thus needed to find an optimal set of parameters. It is noted that to simplify our analysis, only PID parameters are tuned on-line for the given performance indexes. The k c in the inner loop is kept as a constant as experiments have shown that the performance of the SSMLP is not sensitive to this parameter.
III. DECENTRALIZED PID CONTROL DESIGN BASED ON EXTREMUM SEEKING
A. AUTO-TUNING PID USING EXTREMUM SEEKING Killingsworth and Krstic [11] , [12] proposed an auto-tuning PID method using ES algorithm in order to achieve some optimal performances that are closely related to overshoot and rise time. By repeating the experiments of step response, the performance of a fixed finite interval is recorded and will be used to tune PID parameter for the next trial. A discretetime ES algorithm was implemented until the optimal PID parameters for the given cost are obtained. It is noted that the role of ES in [11] and [12] is to improve the transient response.
It is noted that the proposed auto-tuning PID cannot directly applied to our problem. In the levitation of SSMLP, the transient response is not the major consideration in the design. In the major commercial Maglev transportation systems, the transient response time is always much shorter than the steady-state response. A good steady-state performance is always needed as it is related to the comfort of the ride, which is one of the key design factors in Maglev transportation systems. Moreover, vibrations always happen during steadystate due to unexpected disturbances coming from set-point changes, environment changes, self-excited vibration [16] and other factors [17] .
Hence, the goal of ES algorithm is to find an PID parameter set to achieve an optimal steady-state performance, which is a balance between minimizing the tracking error and minimizing the vibrations.
B. DECENTRALIZED OPTIMAL PID BASED ON EXTREMUM SEEKING
, the following cost function for each suspension point is proposed:
where T is called a sampling period. The positive parameters (α 1 , α 2 ) are weighting coefficients between the tracking error and vibrations. Remark 2: As the measurement e(t) is very small whilė e(t) can be quite large due to vibrations, the weight α 1 and α 2 can be used to normalize the tracking error and its derivative. Different choices of α 1 and α 2 will lead to slightly different performance. Due to space limitation, this paper will not discuss the effect of performance when these two parameters change. How to choose these two parameters in a systematic way will be our future work.
• The cost function (13) is a static mapping of tuning parameter θ. On the other hand, denoting the set
As clearly indicated in Section II, when PID tuning parameters are in this set, the cost function J (θ) is always bounded, i.e., unstable performance cannot happen.
Although there exist various modelling uncertainties and measurement noises, the closed-loop system can be re-written asẋ
Next it is assumed that the optimal set of parameters exists as shown in Assumption 1 Assumption 1: There exists a unique θ * ∈ S such that the cost function (13) coming from the system (14) is minimized, i.e.,
(16) It is highlighted that the cost J (θ ) cannot be measured online. Hence, the following measurable cost is used:
As lim sup k→∞ J k (θ) = J (θ), thus J k (θ) can approximate the cost J (θ ) when k is sufficiently large.
The following projection operator [18] , [19] is used for any θ ∈ R.
for any given θ <θ.
For each suspension point, on-line PID tuning using ES is shown in Fig. 7 . The updating law in closed-loop can be described as
where the cost J k (·) is defined in (17) and n = 1, 2, 3. It is noted that by using ''sampled-data''-like structure, a discrete-time ES is used. The notion ''k'' is the number of iterations. As three parameters are tuned on-line, three ES loops are used. The dither signal a n sin(ω n k) has different frequency ω n and amplitude a n to ensure the enough persistent excitation condition. Three high-pass filters and three lowpass filters are used with their corresponding tuning parameters. The tuning parameters γ n are positive small parameters as well.
Denoting the parameters
, which is obtained from the trial-and-error tuning such that one suspension point can levitate to a neighbourhood of the desired set point, though oscillations might happen.
The following theorem show that the proposed on-line PID tuning can reach to a neighbourhood of the optimal solution.
Theorem 1: Assume that Assumption 1 holds the cost function (13) coming from the system (14) . Let ν, α 1 , and α 2 be positive constants. Let ω n is selected such that ω n = ω j , ∀n, j = 1, 2, 3, n = j. Then here exists a * > 0 such that for every a n ∈ (0, a * ), n = 1, 2, 3, there exists γ * n = γ * n (a n ) such that for any γ n ∈ (0, γ * n ), such that the trajectories of the closed-loop system (19) satisfy:
Sketch of Proof:
The convergence analysis of the proposed ES consists of the following steps.
• Assuming that for a given θ, J (θ) (instead of J k (θ)) is measurable. By using the proof technique from discretetime ES [20] and using non-local stability analysis method [10] , it is not difficult to show that semi-global practical convergence to the optimal parameter θ * . The role of projection is to show the boundedness of the cost function.
• By using the closeness between J (θ ) and J k (θ) when k → ∞, we can conclude the inequality (20) . This completes the proof.
• Remark 3: As discussed in [10] , the ES algorithm proposed is a ''gradient-decent'' like algorithm. The step size of gradient is related to the amplitude of a n while δ n plays an important role in averaging analysis. It represents how close between the averaged trajectories and actual trajectories would be.
Remark 4: Different from [21] , only a static mapping is considered. Thus the singular perturbation technique [22] is no longer needed. Hence the convergence speed is relatively fast. As discussed in [23] , the higher dither frequency will lead to a faster convergence speed. However, when a large frequency is selected, it will affect the computation ofė i as it will have very large cost function. Although by tuning a sufficiently small α 2 relatively to α 1 , it is possible to obtain the fast convergence, the small vibration might still exist as the cost function (17) weights less in terms of vibrations. As in the setting of the SSMLP, it is desired to have less vibrations. In this work, the frequency of dither signal is selected to be lower, leading to a slower convergence. Obviously there is a design trade-off between the convergence speed and the performance. Different applications might have different balances.
• Remark 5: Instead of using the exact same PID parameter in the classic decentralized control design, the proposed method use the exact same tuning parameters of ES for each suspension point with the possibility of having different PID parameters. As long as a local optimal parameter set exists for each suspension point, the ES algorithm can find it.
• Remark 6: Although Theorem 1 shows the convergence when the iteration number goes to infinity, usually, the updating law will stop if |J k (θ )−J k−1 (θ)| ≤ for some pre-defined threshold > 0.
• Remark 7: It is worthwhile to highlight that though this decentralized auto-tuning or on-line PID control algorithm is designed for the SSMLP, it can be applied to the commercial Maglev transport systems when the different conditions of tracks, change of loads and self-excited vibration happen. Usually, under these changes, PID parameters might have to be re-tuned or an extra block (model-based or modelfree) is needed to improve the performance. With the proposed algorithm, as the PID parameter are tuned on-line, as long as the changes are slowly time-varying, it is always possible to find an optimal parameter set under the current situation.
•
IV. EXPERIMENTS RESULTS

A. SINGLE POINT EXPERIMENTS
Due to space limitation, this paper will not present different experimental results for different sets of parameters. It is noted that the different combinations of tuning parameters have been tested. What presented here is the best observed performance. However, we will share our tuning experiences.
From a large amount of experiments, we have S :
Noting that e(t) is relatively small as the working range for the gap is within [0, 11mm] andė(t) can be very large if vibrations happen, α 1 is set to be relatively larger than α 2 . A simple normalization technique is used in the experiments to make e(t) andė(t) are compatible by selecting α 1 and α 2 . That is, α 1 e(t) and α 2ė (t) are in the similar ranges. In the experiments, α 1 = 10000 and α 2 = 100.
In the experiments, the sampling period T is selected to be 1 second. Obviously, when a larger sampling period is used, the cost function J k (·) will be in a larger range, the step size of the ES algorithms has to tuned relatively large, leading to a relatively fast convergence speed and less computational cost, but with a larger ultimate bound. On the other hand, if a smaller T is used, it requires more computations. It also needs smaller tuning parameters with a relatively slow convergence speed and a smaller ultimate bound. In this experiments, the sampling period T is selected to be 1 second to achieve the desired performance.
With the consideration of eliminating the vibrations, the dither frequency is selected to be small. In the experiments, ω 1 = π 8 , ω 2 = π 12 , and ω3 = π 16 . The dither amplitudes are set to be relatively small. As k p ∈ [500, 2500], which is much larger than the ranges of other two parameters, the step size of for tuning k p is the largest among three parameters. As k i ∈ [0.0001, 0.5], the step size of the gradient should be the smallest.
Thus in our experiments γ 1 = 2, a 1 = 5 (k p ) is selected. We also choose γ 2 = 0.0001, a 2 = 0.0001 (k i ) and γ 3 = 0.01, a 3 = 0.02 (k d ). The parameters for low pass filters and high pass filters are set as In order to compare the performance of decentralized PID controller, the first experiment focused on levitating suspension point 2 only. The decentralized PID controller with the ES is used to levitate suspension point 2 to r = 4mm, which had a lot of vibrations when used the PID parameters from the tuning of suspension point 1, as shown in Fig. 6b . Experiment result for suspension point 2 is shown in Fig. 8 .
It can be seen that when ES is used to auto-tune PID parameters, the cost function decreases along iterations. Compared with Fig. 6b , a good steady-state performance is achieved with vibrations greatly reduced. 
B. HALF BOGIE EXPERIMENT
Instead of testing only single suspension point, half bogie is tested (suspension point 1 and suspension point 2). With a decentralized PID controller is implemented with θ 0 obtained from the experiments for single point, it is observed from experiments that severe vibrations appear as shown in Fig. 9 .
In this experiments, a special tuning procedure is introduced to reduce the possibility that the vibration could happen. It is noted that the focus of this work is to optimize the steady-state behavior, thus the transient response is ignored in this procedure. Firstly levitate suspension point 1 (I ). After suspension point 1 is stably levitated, suspension point 2 begins to levitate (II ). When suspension point 2 reaches its steady-state, vibration happens and causes suspension point 1 vibration. Then ES is introduced to tune PID parameters online to ensure the stability of the overall system (III ) with an optimal steady-state behaviour. The tuning of ES parameters is similar to what discussed above. It is noticed that the PID parameters of suspension point 1 and suspension point 2 are different after ES tuning. When the set-point are r = 4mm for suspension point 1 and suspension point 2, as shown in It is observed that the performance of the proposed algorithm is effective as it can greatly reduce the vibrations and achieve better steady-sate response.
V. CONCLUSION
In the SSMLP, the decentralized PID control structure is used to levitate the gap to the desired set-point. Due to the existence of mechanic couplings among suspension points, tuning PID parameters becomes very challenging. The trialand-error method cannot always work. This paper uses ES algorithm to find optimal PID parameters on-line to achieve good steady-state performance and avoid the vibrations. The ES is implemented in a decentralized way and the initial value of PID parameters come from trial-and-error methods. Experimental results validate the effectiveness of the proposed method. Since 1996, he has been a Professor of Electrical and Electronic Engineering at the Department of Electrical and Electronic Engineering, The University of Melbourne. His current research interests are control and instrumentation for irrigation networks, control theory and automation, mathematical modelling of engineering systems, signal processing and data modelling, and systems engineering. VOLUME 6, 2018 
