(1) where x ∈ R N , y ∈ R S and u ∈ R M are the state vector, output vector and control inputs respectively. The state matrix, output matrix and input matrix are given, respectively, by A ∈ R N ×N , C ∈ R S×N and B ∈ R N ×M . We will denote the linear control system Supplementary Eq.
(1) as a triplet (A, B, C). The dimension of its controllable subspace C is denoted as dim(C) = d(A, B, C).
Definition 1 (Output controllability).
A system is output controllable if we can move its output from any initial condition to any final condition in a finite time interval with a suitable control input.
Theorem 1 (Output controllability theorem [2] ). The LTI system (A, B, C) is output controllable if and only if its output controllability matrix has full row rank
Target control can be viewed as a special output control problem, where y = Cx is the state of a target node set {x c 1 , . . . , x cs }. In other words, the matrix C ∈ R S×N satisfies C i,c i = 1 and all other elements are zeros, where c i (i = 1, 2, . . . , S) is ith target node. In practical terms, target controllability can be posed as identifying the minimum set of driver nodes such that Supplementary Eq. (2) is satisfied. To directly apply Supplementary Eq. (2) we need to know all the matrix elements in A, B and C, which for most networks are either unknown or known only approximately.
Even if we know all the matrix elements in A, B and C, it is still a computationally prohibitive task to identify the minimum set of driver nodes for large networks, requiring to test 2 N − 1 distinct node combinations. To bypass the need to know the link weights, we adopt the structural control theory developed decades ago [3] .
The system (A, B) is structurally controllable if it is possible to choose the non-zero elements (or weights) in A and B such that the system satisfies Kalman's rank condition [3] . A structurally controllable system can be shown to be controllable for almost all weight combinations, except for some pathological cases with zero measure. Thus, structural controllability helps us to overcome our inherently incomplete knowledge of the link weights in A and B. 
whereÂ,B,Ĉ are structurally equivalent of A, B, C respectively.
Consider a directed network G(V, E) with N = |V | nodes and L = |E| links. If there exists a directed link from node i to node j, then a ji = 0 in the state matrix A. A target node set of size S is denoted as C = {c 1 , c 2 , ..., c S } ⊆ V . In order to control the S target nodes, we need to drive
Without loss of generality, we consider C = {1, 2, ..., S} and the output state vector y = 
where Consider a directed tree-like network that has at most one directed path from any node u to any other node v. (Note that if there is only one node with in-degree 0, i.e., a root node, such a directed tree is called an arborescence in graph theory.) The main result of k-walk theory is that for linear time-invariant dynamics on such directed trees a single node u can fully control a set of target nodes provided the path length from node u to each target node is unique. This result enables us to develop an efficient algorithm to identify the controllable subsystems of any single node in directed trees. Here, controllable subsystems of node i mean the maximum sets of nodes that can be fully controlled by directly controlling node i only. Note that for directed tree-like networks k-walk theory can find some controllable subsystems that would be totally missed by the previous method based on control centrality [4] . For example, as shown in Supplementary Figure   1 , by calculating the control centrality of node 1 we can only obtain one controllable subsystem {1, 3, 6, 7}. Using k-walk theory, however, we can identify the following controllable subsystems {1, 3, 6, 7}, {1, 2, 5, 7}, {1, 2, 6, 7}, {1, 4, 5, 7}, {1, 4, 6, 7}, and {1, 3, 5, 7}.
In this section, we prove the main result of k-walk theory and provide an efficient algorithm to find all controllable subsytems of any single node in a directed tree-like network. To achieve that, we first introduce some basic concepts. Though some of the concepts are originally defined on undirected networks, in this section we focus on directed networks or digraphs.
Definition 4 (Reachable set). The reachable set R i of node i contains all the nodes that node i can reach through directed paths. We denote r i = |R i | as the total number of nodes that node i can reach.
Definition 5 (Controllable set).
A controllable set C i,α of node i contains a maximum set of nodes that can be fully controlled by node i. Here, α ∈ [1, s i ] and s i is the totoal number of controllable sets of node i.
Note that |C i,α | = c i , ∀α ∈ [1, s i ] and c i is the control centrality of node i, i.e., the dimension of the largest controllable subspace if we control node i only. One can show that ∪ s i α=1 C i,α ⊆ R i , i.e., the union of all the controllable sets of node i is just the reachable set of node i. The reachable set R i of node i can be obtained by a breadth first search, from which r i can be calculated as well. The control centrality and one controllable set of node i can be calculated by solving the maximum-weight cycle partition problem via linear programming [4] . Yet, there was no efficient method to enumerate all the controllable sets of a given node. Proof. According to structural output controllability theorem [5] , node i can control all the nodes in has rank c i , i.e.,
Here, c i,α = I(C i,α ) denotes a c i × N matrix that contains the {i 1 , ..., i c i }th rows of the identify matrix I, b i is ith column of the identity matrix. Note that the N × 1 vector A k b i contains non-zero entries corresponding to those nodes with d ij = k − 1. Since the network is a directed tree and the set C i,α contains only one node that satisfies
non-zero constant, and I i k represents the i k -column of the identity matrix. Hence, we have
Since I i 1 , ..., I ic i are all independent, gd(C) = c i and the subsystem represented by the set C i,α is controllable by controlling node i only.
Now we propose an efficient algorithm to find all the controllable subsystems of node i in a directed tree: (1) Calculate the distance d ij between node i and any other node j in the tree. (2) According to its distance from i, classify a node j from a distance-class D where all the nodes in D have the same distance to node i. (3) Assume there are in total P distance-classes
with size D 1 , · · · , D P respectively. Choosing one node from each distance-class D will form a controllable set of node i. Note that the total number of controllable sets of node i is given by
Supplementary Note 3: Upper bound, lower bound, and greedy algorithm
In this section, we derive the upper and lower bounds of the number of driver nodes required for target control. We also provide a greedy algorithm to find an approximately minimum set of driver nodes for target control.
Theorem 3 (Structural state variable controllability theorem [6] ). Consider a structural system in the form of Supplementary Eq. (4). The target state y is structurally controllable if the target nodes are covered by a cactus structure underlying the directed network corresponding to the controlled system (A, B).
Theorem 3 enables us to derive the upper bound of the minimum number of control inputs needed for target control.
Algorithm 1 (Upper bound).
(1) According to the minimum input theorem [7] , we can find at least one minimum set D of driver nodes to control the whole network. Each driver node is connected to a root of a cactus. (2) Calculate the minimal number of cacti needed to cover all the target nodes.
The lower bound of the minimum number of driver nodes for target control can be derived based on the concept of dilation in structural control theory [3] : two target nodes that share the same incoming neighbor set need at least two independent control inputs. Hence we can formalize the target control problem as a bipartite matching problem, see Figure 1 One can show that the minimal number of driver nodes for target control is no less than the number of driver nodes derived from the lower bound algorithm.
The greedy algorithm is based on the lower bound algorithm. Actually, the latter can be considered as the first step of the former. Denote that target node set as C 0 .
Algorithm 3 (Greedy algorithm). (2) If C 1 = ∅, stop, we obtain the driver node set D 0 , and number of driver nodes P D = |D 0 |.
(3) At step t ≥ 1, use algorithm 3 to find the lower bound of driver nodes for the new target nodes C t , the unmatched nodes in the right side are the driver node set D t . Then we can find all the matched nodes on the left side as the new target nodes C t+1 . Go to (4).
(4) If C t+1 = ∅, stop, we obtain the driver node set ∪ t j=0 D j , and number of driver nodes The sufficiency of the above greedy algorithm can be proved by invoking Theorem 1 of [8] ( Supplementary Fig. 2 ). Note that the greedy algorithm may find a set of driver nodes that can actually control a larger node set than the target node set itself.
Supplementary Note 4: The effect of hubs and network size
In order to understand if the peaks observed in Figure 5 of the main text might be due to the emergence of hubs, we perform the following analysis.
First, we start from an ER network with node set V and randomly select one node i ∈ V .
Then we randomly select a ρ fraction nodes from the node set V \ i and rewire those nodes to node i, preserving the in-degree and out-degree of those nodes. Hence the mean degree of the network is fixed. We calculate the target control efficiency of the rewired network. As shown in Supplementary Figure 4 , the result implies that the presence of hubs increases the target control efficiency.
Second, we consider scale-free networks and study the case of choosing the top f fraction of highest in-or out-degree nodes as the target nodes. The results are shown in Supplementary Figure   5 , where α h D denotes the target controllability parameter of controlling the top f fraction of the highest in-or out-degree nodes and α r D denote the target controllability parameter of randomly chosen f fraction of nodes. We find that, in general, controlling hubs requires less driver nodes.
Interestingly, if we choose a small fraction of nodes (f ≤ 60%), controlling high out-degree nodes is easier than controlling high in-degree nodes, but the opposite is true if we control a large fraction of nodes (f ≥ 70%).
