Abstract. An exact covering system A which admits a maximal modulus of the form p
Introduction
An exact covering system (ECS) is a partition of Z into finitely many arithmetic progressions
, where a(t) is the arithmetic progression a + Zt. t is called the modulus of the arithmetic progression a(t). An ECS (1) admits multiplicity if there exist 1 ≤ i < j ≤ k such that n i = n j . The ECS A = {0(1)} is called the trivial ECS.
The concept of ECS was firstly introduced by P. Erdős in the early 1930's. A main concern in the research of ECS is restrains on the number of times a modulus occurs in an ECS. Erdös conjectured the following: Every non-trivial ECS admits multiplicity. Erdős' conjecture was proved in the beginning of the 1950's independently by H. Davenport, L. Mirsky, D. Newman and R. Rado (see [2] ). In fact, the proof shows that such multiplicity occurs in the greatest modulus. This result was generalized byŠ. Znám [9] and later by Y.G. Chen andŠ. Porubskỳ [1] . All proofs use generating functions of an ECS and a deep relation between the number of times the greatest difference m occurs in an ECS and minimal vanishing sums of m-th roots of unity (see [5] ). For a more comprehensive study of ECS the reader is referred to a monograph byŠ. Porubský [7] and to a review byŠ. Porubský and J. Schönheim [8] .
Our main concern in this note is refinements of ECS. Notice that for any natural number n, there is a natural ECS
i=0 . This is a refinement of the trivial ECS. In a similar way we can refines any ECS by splitting an arithmetic progression a(t) into n arithmetic progressions (3) {a + it(tn)} n−1 i=0 . Definition 1.1. An ECS A primely refines an ECS B, (denote A |= B), if there exists a prime number p such that
In other words: A is obtained from B by splitting one of the arithmetic progressions into p arithmetic progressions.
Throughout this note, maximality will be with respect to the division partial order. In particular, when given an ECS, a modulus is maximal if it is not dividing any other modulus is this ECS. Our main theorem is the following Theorem A. Suppose that an ECS A = {a s (n s )} k s=1 has a maximal modulus of the form p 3 . In particular, he discus the reducibility (see [3] ) of such ECS. In [6] I. Polách generalize some of Korec's results. The approach adopted by Korec an Polách is essentially different than the classical approach of generating functions. Theorem A is in the same spirit as Korec and Polách results. However, our methods are similar to the classical methods and relay heavily on the above mentioned relation between ECS and vanishing sums roots of unity. As a corollary of Theorem A we get classification of all the ECS (1) with
Another corollary of Theorem A is a restraint on ECS A with
Assume also there exist modulus n 1 , n 2 , n 3 such that
Then p 1 p 2 p 3 divides some modulus n j .
Preliminaries
Given an ECS (1) we may always assume that
The classical approach for investigating multiplicity is to consider the following generating function. For |z| < 1 we have:
Let B = {n 1 , n 2 , . . . , n k } be a set of natural numbers. Assume that n r is a maximal element in B. Denote the least common multiple of n 1 , n 2 , . . . , n s by N . Let C nr be the cyclic group of order n r generated by z and let ζ be a primitive n r -th root of unity. Consider the following ring homomorphisms:
Here, Z[z] is the ring of polynomials with integral coefficients in the variable z and ZC nr is the integral group algebra. The following two lemmas will be used in the proof of Theorem A.
Lemma 2.1. With the above notation, let t be a divisor of N (B).
1−z t = 0 if and only if n r divides t. In particular,
(2) By the maximality of n r , for
if and only if n i = n r .
Proof. First, since n r divides N (B),
Now, t admits the following decomposition t = qn r + r such that q, r are natural numbers and 0 ≤ r < n r . Then,
Hence, if n r is not a divisor of t we get that
1 − z t ) = 0. Assume now that n r is a divisor of t and recall that if r 1 |r 2 then
Then, if we denote N (B) = cn r and t = qn r we get that
1 − z t = 2 and let 0 = x ∈ NC nr ∩ker(ϕ). Then x admits one of the following decompositions
Main part
Proof of Theorem A. Let n r = p 
Both sides of (10) are elements in Q(z), the field of rational functions with rational coefficients in the variable z. As before, denote the least common multiple of n 1 , n 2 , . . . , n k by N . By multiplying both sides of (10) by 1 − z N we get
Hence, both sides of (11) are in Z[z]. Consequently, by Lemma 2.1 the right hand side of (11) is in the kernel of ϕ • γ.
Hence the left hand side is also in ker(ϕ • γ). Therefore,
{s:ns=nr}
Thus, by Lemma 2.1 we get:
Hence, Then γ(g(z)) = 1 . Hence
By (5), the degree of (20)
is smaller than n r . Therefore by the 1-1 property on such polynomials,
{s:ns=nr }
Consequently, Notice that the maximal modulus is 30. The reason that A is not a primely refinement of any ECS follows from the fact that there is no way to split the following vanishing sum
where ξ is a 30-th primitive root of unity, into two vanishing sums. See [5] . 
