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1. Introduction
There is considerable interest in developing measures for comparing performance among
government business enterprises and government departments generally. An interest in
performance measurement is not new but it has taken on new urgency in Australia and many
other countries where microeconomic reform is high on the public agenda.
One of the primary performance measures advocated for such performance comparisons is the
economists' measure of total factor productivity (TFP). Index numbers or econometric
estimates of production or cost functions are used to measure the overall change in
productivity of an enterprise. It has been applied to a number of industries and enterprises. In
Australia, TFP studies have been carried out for railways, electricity, ports, Australia Post and
other organisations (Steering Committee 1992; Hensher, et al., 1992, Hensher 1992). A
related technique also suggested for performance comparisons is that of Data Envelopment
Analysis (DEA) (Charnes et al. 1978). It uses linear programming methods to measure
efficient combinations of inputs and outputs for a set of 'decision-making units' (DMUs) and
provides relative performance ratings for all the DMUs in the data set.  DEA has been applied
in numerous situations.  Transport applications include Oum an  Yu (1991) and Hensher and
Zhu (1993). Many see it as an especially appropriate technique for evaluating government
performance because it requires less information than TFP studies.
The purpose of this paper is to review and comment on these methods of performance
measurement, and to draw attention to potential pitfalls or misinterpretations which can arise
in using these techniques.  Potential users may not be aware that there are a number of
different formulations and interpretations of these concepts, and that numerical measures of
performance can vary considerably even when a consistent performance measure is being used.
The paper contains three main sections.  First is a review of the basic concept of efficiency and
performance measurement. There is a difference between technical performance and economic
4efficiency.  Performance measures may not be clear on what they are measuring.  The second
section provides an overview of three comprehensive performance evaluation measures: TFP
measurement using index number procedures; TFP using econometric estimates of production
or cost functions; and DEA techniques.  Data requirements and the relationship among these
measures are highlighted.
Having reviewed these formal methods for performance measurement, the third main section
identifies a number of practical considerations and pitfalls which must be kept in mind by those
who would rely on these various measures of enterprise performance.  Different measures and
different interpretations result in different numerical indicators of performance.
2. Concepts of Efficiency and Performance Measurement
Broadly there are two quantitative approaches to performance measurement: (1) use of
financial measures such as profitability or rates of return; and (2) productivity measures
(ratings of output production relative to input use).  Although widely used in the private
sector, financial measures can be misleading indicators of economic or social performance.
Profitability can be influenced by market power, e.g., monopolistic enterprises might be able to
make substantial profits even if they were inefficient, whereas substantial competition may
limit profitability even if individual firms' productivity growth is high.  In the case of
government enterprises, financial measures may be inappropriate because of restraints on
pricing freedom and/or possible imposed unremunerative obligations. Some government
services might not be charged for at all.
For both private and public enterprises, productivity measures generally are regarded as a
more reliable indicator of performance.  The basic notion of productivity is that of being able
to supply more outputs from the same or fewer inputs.  When multiple inputs and outputs are
involved, it is possible to construct a variety of performance ratios which compare one or
more outputs to one or more inputs.  However these partial productivity measures have
evident shortcomings in that they are incomplete measures of performance.  The concepts of
TFP and DEA are techniques which embrace a multiplicity of outputs and inputs and thus can
give a 'total' indication of productivity performance.
It is useful to review a few basic concepts and terminology in measuring economic
performance.  Simple illustrations are sufficient; they can be g ner lised to more complex
productivity measures introduced later.
5Economists refer to technical efficiency. This refers to whether or not inputs are being used
efficiently in the production process; that is, for a given level of production, reducing use of
one input must be offset by some minimum increase in some other input reflecting currently
available technology. Economists illustrate this with an oquant as in Figure 1a.  It shows
technical requirements of two inputs x1 and x2 to produce a given level of output y. If
enterprises use more inputs than indicated by the isoquant (called an efficiency frontier), they
are using resources unnecessarily.  The excess of resource use (i.e the diff rence between
points A and B and the isoquant) is often referred to as X-inefficiency, a waste of resources
from a social point of view (regardless of the cause of the inefficiency, hence the X).  A ray
from the origin to points A and B in Figure 1a would provide a proportional measure of the
degree of technical inefficiency of points A and B (frontier production functions and DEA
technique do this; discussed below).
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Figure 1a: Illustration of technical efficiency - location of production points relative to isoquant
There is a further dimension to efficient performance. In Figure 1a, all firms operating on the
isoquant are technically efficient.  But given that inputs have prices associated with them, the
economically efficient combination of inputs is the least cost combination.  This is found by
focusing on the combinations of inputs which can be purchased by different outlays.  The well
6known solution is shown in Figure 1b.  The isocost or budget lines show the amounts of inputs
purchased for different expenditures.  The straight line reflects the given relative input prices.
In Figure 1b, Point C represents the optimal input combination to produce output level y.
Point C is not only technically efficient, it is also cost efficient or allocatively efficient in
respect of input prices. Economists often use the phrase productive efficiency in this context.
Note that point D, although technically efficient, is inefficient if cost-efficiency is the criterion.
Further, note that point B which is technically inefficient, is also cost inefficient although less
so than point D which itself is a technically efficient use of inputs.
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Figure 1b: Illustration of cost or allocative efficiency in contrast to technical efficiency
The implication is that measures of technical efficiency of production are not necessarily a
guide to efficiency in a  general economic sense.  It will be important to understand which
concept of efficiency is implied by alternate performance measures.
Figure 1 illustrates efficient input use.  For multiple output enterprises, there are analogous
efficiency concerns about output combinations.  The simplest illustration is Figure 2.  It shows
different outputs y1 and y2 which can be produced by a given amount of some single (or
composite) input x. The curvature reflects an assumption that there are some
complementarities in the production of the outputs together.  As before, firms using x amount
of inputs but unable to produce on the frontier are technically inefficient, although this time
7measured by a shortfall of their production levels relative to the output transformation surface
or frontier. Output combinations on the frontier are all echnically efficient. However, from an
economic perspective, some output combinations are more desirable, i.e., we can realis
greater economic value from some combinations than others.  For given output prices, Figure
1b shows that the highest value is realised for point C. Using input x to produce some other
combination such as point D, while still efficient in the sense that it is on the production
frontier, is less efficient economically than point C.  And as constructed, note that point B is
less inefficient economically than point D, despite the fact that point B was technically
inefficient whereas point D was not.
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Figure 2: Illustration of multiple outputs
It is possible to combine both output and input allocative efficiency in measures of
performance, although very often only the input side is examined explicitly.  Profit fun tions
must be formulated rather than just cost or production functions, i.e., functions which optimise
efficiency in both outputs and inputs.
The forgoing compares final outputs with basic inputs. Production processes often involve
intermediate stages of production, i.e., the outpufrom a production process becomes an input
in a further production process. This is important in transport industries. The operation and
scheduling in supplying transport capacity (such as bus or train or aircraft operations) is really
8an intermediate output. Nonetheless, the management of transport enterprises typically are
organised around these intermediate activities.  Such enterprises may be thought of as
involving a two stage production process.  Inputs are used to produce intermediate outputs or
activities, and the intermediate activities are used to produce final services to customers.
Performance measures could, and often do, focus on these separate stages.  One could
measure the performance of railway companies in producing various intermediate outputs such
as train kilometres run, freight wagons switched, etc.  There are a number of intermediate
activity measures, hence any one measure may only give a partial measure of performance.
However, some activity measures such as total train kilometres or available seat kilometres in
passenger transport are fairly comprehensive measures of intermediate outputs and hence can
provide a broad supply-side performance measure (Hensher et al. 1992).
In measuring performance it is important to ecognise whether intermediate or complete
output performance is being measured.  Transport companies could be very efficient at
running buses, trains or aircraft movements, but they could be inefficient in utilising their
intermediate outputs to produce final services for customers.  As an extreme example: the
most efficiently run trains would be ones which did not carry passengers or freight because the
traffic would interfere with the running of the trains.
Finally, it is necessary to recognise that there may be several factors which influence
performance, only some of which are subject to managerial control. In making performance
comparisons among enterprises, it is desirable to separate out exogenous influences on
performance.  For example, transportation companies operating in difficult terrain or weather
conditions will show higher input use per output than companies operating in more favourable
circumstances. Another example: if economies of scale are important, then enterprises with
growing markets will tend to improve performance relative to firms with stagnant markets.
The advantages of size are inherent in increasing returns technologies.  Generally, performance
measurement tries to separate exogenous influences on performance from those attributable to
managerial or policy variables. Econometric or parametric methods of performance
measurement incorporate these exogenous influences directly as part of estimating
performance measures. Non-parametric methods such as index number approaches to TFP try
to adjust for exogenous influences on productivity after the gross measure of TFP is
calculated.  DEA techniques generally follow the same procedure as the index number
approach although it may be possible to incorporate exogenous influences on performance in
the direct measurement of performance with DEA.
We turn now to the main methods to generate comprehensive performance measures.
93. Approaches to Measuring Performance
There are three major approaches to the measurement of performance:
1: Non-parametric (index number) TFP
2: Parametric TFP model estimation, and
3: Non-parametric Data Envelopment Analysis (DEA).
All approaches quantify a single u it ss overall index of efficiency or productivity.  These may
apply to an individual organisation rating only its own relative performance over time, or to
performance comparisons among a number of enterprises for one or more time periods.  Some
techniques such as DEA scale the data in such a way that a value of unity represents the most
efficient or effective organisation and time period in a relative sense. Index number methods
often scale the oldest or smallest firm to unity and scale other firms and years relative to this
base.  Performance measurement using econometric methods usually focuses on growth rates
of productivity over time as a performance measure, rather than performance measures for
each data point.
To gain a fuller appreciation of the main practical implications of using one measure rather
than another, it is useful to describe the major features and assumptions of each approach.
3.1 Non-parametric TFP
A non-parametric or index number measure of overall productivity can be constructed directly
from data without the need for statistical estimation of a production or cost function.  Central
to the construction of TFP is a set of rules for aggregating all the inputs and aggregating all
the outputs. These rules have evolved from a large literature on the economic theory of index
numbers, which formally justifies the selection of weights required for adding up inputs and
outputs to obtain an input index and an output index. The index number approach requires
data on output and input categories, as well as their respective prices (prices are the weights
applicable to the quantities of outputs and inputs). The ratio of the output index to the input
index is the calculated measure of TFP.
The simplest illustration of an index is shown in Figure 3.  It shows a plot of annual output
over time.  An index could be constructed comparing each year's output against the base
period level.  Then the average annual growth rate of this index is used as the measure of
performance.
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Figure 3 abstracts from many difficulties of index number construction: recognising multiple
outputs (and inputs) and changing prices (hence changing weights for each output or input
category).  The calculated index number will vary depending on the functional form of the
index chosen, e.g., Paasche or Laspeyres index formula. Diewert (1989, 1991) discusses the
important index functional forms in the literature. A theoretically attractive and the most
popular form now is the Tornqvist or translog index formula.  For a single enterprise, the
productivity growth would be constructed as:
(1) ln(
TFP k
TFP l
) = 
R ik  + R il
2
 ln(
y ik
y il
) - 
S jk  + S jl
2
 ln(
x jk
x jl
)
where Ri indicates the revenue share of different outputs yi in adjacent years k and l, and Sj is
the cost share of input xj for adjacent periods k and l.
Base Period
Time
Output
Figure 3: Illustration of index of annual outputs relativ  to base period output
This revenue-weighted TFP measure can be interpreted in two ways. The most general
interpretation is what Diewert (1991,1993) calls a test or axiomatic approach.  T is is a
general formulation which imposes no restrictions or underlying assumptions about the
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efficiency of the firm other than its commercial orientation.  Revenues indicate the importance
of different outputs to the firm whereas costs are the negative components in the
firm/industry's objectives.  This index can apply to competitive or non-competitive firms.
A different and more rigorous interpretation is the economic approach to index numbers.  In
order to make comparisons between index number approaches to TFP and those using
parametric methods, we must impose the same underlying assumptions: assume cost
minimisation on the input side and competitive pricing (price equal marginal cost) on the
output side (hence revenue shares are consistent with cost lasticities, i.e., output weights that
reflect the implications of changing outputs on the firm's total costs; see further discussion
below).
Equation (1) measures productivity growth year to year for the individual firm. The year to
year growth rates are averaged to produce the average productivity growth rate over time as
the performance indicator.  This growth rate can be compared to the growth rates of
productivity for other firms or industries which employ the same index formula.  However,
using equation (1), it is not possible to make absolute comparisons of productivity between
the enterprises, only between their respective growth rates.
It is possible to construct index numbers of TFP which do allow direct comparisons across
enterprises.  It requires that the same definitions and measures of outputs and inputs be
employed, then a common index can be constructed for all firms and years in the data set.
There are alternative ways of constructing this multilateral index, and different procedures
will result in differences in numerical magnitudes.  Again, a theoretically attractive index which
has been widely adopted is the translog multilateral productivity index (TMPI) originally
proposed by Caves, Christensen and Diewert (1982).  It can be used to undertake comparisons
between organisations at a point in time (a cross-section), within an organisation over time (a
time series) and throughout the combined cross-section and time series.1 The formal definition
of the index is given in equation (2).
(2)        ln
TFP k
TFP b
 = 1
2
(Rki +R i)(lnYki -lnY i)S
i
 - 1
2
(Rbi + R i)(lnYbi -lnYi)S
i
                                           - 1
2
(W kn +W n )(lnX kn -lnX n )S
n
 + 1
2
(Wbn +W n )(lnX bn -lnX n)S
n
where
                                         
1 A simple illustration of a multilateral index would be to overlay data points from other firms in Figure 3.
Then calculate the grand mean for all data points, and construct an index for each firm's and year's output
relative to the mean. Then one can examine both growth rates of productivity for any one firm as well as make
direct comparisons of the index for any firm or year.
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k = each individual observation, k = 1, ..., K
b = base observation ( a particular or average observation)
i = outputs, i = 1, ..., I
n = inputs, n = 1, ..., N
Ri   = weights for each output R i = arithmetic mean of output weights over all 
firms and years
Wn   = weights for each input W n = arithmetic mean of input weights over all 
firms and years
lnYi    = unit measure of output lnY i = geometric mean of unit measure over all 
firms and years
lnXn = unit measure of input lnX i = geometric mean of unit measure over all 
firms and years
An important feature of an index number is that it should be invariant to the selection of the
base year. The TMPI formula enables any pairwise comparison of years within a business, and
displays characteristicity which means that the weights enable symmetric treatment of all firms
and time periods, so that a comparison throughout a panel of data is possible. A comparison
between entities which are independent of the organisation or year chosen as the base gives an
index appeal in benchmarking.
The preferred input weights are the contribution of each input to costs (i.e. cost shares).  The
preferred weight for each output is the cost elasticity with respect to output (See Appendix 1
for a proof). Cost shares are readily available data, but where does the elasticity of cost with
respect to output come from? If someone has not already derived these elasticity weights, they
have to be obtained from a statistical cost function with the same properties as the aggregator
function used to derive the weightings in the index number approach (see below). In practice,
the absence of such elasticities has led to the use of revenue shares as proxies. This is a strictly
valid assumption where a business displays constant returns to scale (CRTS) across all outputs
(which negates the differential weighting - see Appendix 2 for a proof) and where all outputs
are priced at marginal cost (allowing output-specific revenue to have some correspondence
with total cost). Without a knowledge of cost elastici ies it is not possible to distinguish
changes in TFP due to scale effects from other sources of productivity gains (more below).
The revenue-weighted TFP index is a gross measure of productivity (renamed in Hensher et
al., 1992 as GTFP).  It does not distinguish among sources of productivity growth.  Thus
GTFP includes efficiency gains that come about as a result of exploitation of scale economies
and/or other influences on production and costs, as well as gains due to true shifts in
knowledge or our technical ability to produce things (Oum et al 1992).  Adopting some
parametric (statistical) analysis, It may be possible to identify the sources of variation in GTFP
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across organisations and over time. This is achieved by regressing GTFP on variables
representing sources of variation. Examples might include output levels (to identify the
influence of scale economies), exogenous market characteristics (e.g., favourable terrain for a
transport company), work practices, network design predetermined by government to satisfy
community service obligations, and management practices. This decomposition of GTFP
separates out variations in GTFP explainable by these variables.  The unexplained residuals
from the regression are taken to represent net TFP, i.e., net or true shifts in knowledge and
technology.  Under some conditions, this decomposition of GTFP can be exactly consistent
with the parametric cost function approach (Freeman, et al., 1987, pp.203-4.)
The non-parametric TFP index number has been applied in Australia across a number of public
sector enterprises, notably rail, bus, electricity, telecommunications and postal services (e.g.
Steering Committee 1992;  Hensher et al. 1992).
There is a further complication in index number approaches. TFP is defined in terms of
comparing indices of output and input quantities. These indices can be calculated in different
ways even for the Tornqvist or t anslog index. Diewert (1989, 1993) has shown that the index
number approach to TFP measurement can be expressed a number of ways, as:
1) direct output quantity index / direct input quantity index
2) (total revenues / output price index) / (total costs / input price index)
3) direct quantity index / (total costs / input price index)
4) (revenues/output price index) / direct input quantity index
5) input price index / output price index
6) change in technical coefficients (output/input coefficients)
These are all equally legitimate expressions of a TFP index. For item (2), dividing total
revenues by an output price index is one way of computing an output quantity index, as
opposed to the direct measurement of outputs as in (1). Items (3) and (4) are alternate
combinations of the indices in (1) and (2).  Diewert (1989, 1993) shows that all of these are
identical for a single product firm, but will not necessarily be equal for multiproduct
enterprises. There is an unavoidable ambiguity in performance measurement which arises due
to differences in the aggregation of these different approaches to the same concept of
measurement.
3.2  Parametric TFP Model Estimation
The index number approach above produces a performance measure or ratio for each data
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point in the sample.  Productivity measurement is the calculated average change in the index
over time.  In contrast, the parametric or statistical approach estimates a production or cost
function recognising a number of variables which influence performance, and productivity is
measured as the change in this estimated functional relationship over time (or over some other
subset of the observations). The index number approach to TFP calculates a gross measure of
productivity, i.e., it does not distinguish between controlled and uncontrolled influences on
performance, although as noted it may be possible to decompose the variation in TFP
measures.  The statistical estimation of either a production or cost function enables us to
embed within a single model the relationship between inputs, outputs and the full range of
environmental influences such as institutional and regulatory factors. It enables us to test for
the presence of scale and scope and other useful items such as the elasticity of substitution
between inputs and the extent to which TFP is influenced by the level of output and input
prices.
The main advantage of the fully parametric approach is that the productivity measure is a
derivative of a model which incorporates all the observed and unobserved sources of variation
in efficiency across the sample of organisations studied. That is, performance improvement is
measured as the s ift of this function.  Some of the sources of influence are embedded in the
random component which accounts for the set of unobserved effects (something which is
absent in the TFP index number approach). However, the parametric approach is more
complex and requires a reasonably large number of observations to have sufficient degrees of
freedom to be able to capture the role of all the inputs and outputs used in calculating the TFP
measure, as well as the range of environmental influences.
There are two broad approaches to parametric mod lling. These are estimation of (i)
production or (ii) cost functions.2 Either can be estimated using traditional regression
techniques (fitting a function with positive and negative deviations) or using frontie
estimation (fitting a function at the efficient boundary indicated by the data points); the latter
treats the theoretical interpretation of efficiency more precisely and fits the data to a (relative)
efficiency frontier.  The choice between estimating production or cost functions is largely
determined by data availability.  Production functions require data on output and input
quantities under a variety of circumstances; cost functions do not require input quantities, only
input prices. There are econometric advantages in estimating cost functions as well.
3.2.1 Estimation of a production function
                                         
2 A third approach used less frequently in productivity studies is estimation of a profit function.  As title
implies, it explicitly incorporates revenue/cost comparisons into the analysis.  Accordingly, it requires
additional data (on output prices) not required for production or cost function estimation.
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A production function is the technical relationship between outputs and inputs.  The specified
functional relationship can include any identifiable exogenous influences which cause
differences in output/input relationships among the observations.
A simplified illustration is given in Figure 4.  It shows a hypothetical set of observations of
observed input combinations for a single level of output (an isoquant). Suppose the data
represent a cross-section of firms at two points in time, indicated by different data symbols.
More generally, a production function relates different levels of outputs as well as the
relationship for a given output as in Figure 4; nonetheless the basic approach to performance
measurement can be illustrated in Figure 4 (possible scale effects are not incorporated in
Figure 4).
A common production function is estimated as shown by the two isoquants, the difference
reflecting the apparent shift in production relationships between the two periods.  This shift -
measured as the proportional distance between the two isoquan s - is the measure of
productivity between the two periods.  If there are common input prices across the industry
(the usual situation), the production function approach by itself cannot assess overall
economic efficiency.  Nonetheless, the shift in the function is the net measure of the
productivity change in the industry.
Figure 4 illustrates the traditional econometric approach of fitting the relationship through the
'middle of the data' points. An alternative approach is to estimate a frontier function, i.e., a
function fitted on the innermost points of the two periods' data points.  Productivity is still
measured as the shift between the two isoquants, but this could differ between traditional vs.
frontier estimation.
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Figure 4: Illustration of estimation of production function (isoquant) and productivity change
between periods
Recognising the concept of an efficiency frontier raises the possibility of investigating the
relative efficiency among individual data points in the analysis.  Farrell (1957) suggested that
we could usefully analyze technical efficiency in terms of realised deviations from an ide lised
frontier isoquant. Relative inefficiencies among data points are identified in an econometric
model as the disturbances in the regression model. The passing of a line through the middle of
a cloud of points, as is done in traditional model estimation, generates residuals of both signs,
which are not singled out for special treatment and given a particular interpretation of some
value. These averaging estimators actually estimate the average rather than the best practice
technology. Deviations from average practice are less useful than deviations from best
practice. The latter are the more appropriate measures of relative (in)efficiency.
The usual cost minimisation assumptions associated with the derivation of TFP from an
econometric model implies that all enterprises are successful in reaching the efficiency frontier.
But if the firms are not equally efficient, which is the case in reality, then the 'middle of the
data set' relationships estimated by ordinary least squares regression methods would not reflect
the efficient frontier. Aigner, Lovell and Schmidt (1977) suggested that even though all firms
may be implicitly trying to combine inputs to produce outputs at minimum cost, that there is
varying efficiency among firms (i.e. firm-specific relative inefficiency), and that deviations
from the efficiency 'frontier' might not be entirely under the control of an organisation. The
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stochastic frontier function in its cost or production specification is designed to identify both
average technical efficiency across organisations and organisation-specific technical
efficiencies. In the production function form, it is assumed that any particular enterprise faces
their own production frontier, and that frontier is randomly placed by the entire collection of
stochastic elements which might enter the model outside the control the one enterprise.  This
takes the form:
(3) ya = a + b
'
x a +  na + ma
where Xa is a vector of inputs and other influences on output, ya is output, a, b are unknown
parameters, ma³0, and na is unrestricted. Technical inefficiency enters the production model
through the positive unobserved effect, ma, tha  is independent of the residual disturbance na.
Firm-specific estimates of ma can be derived by making an assumption about its distribution.
The popular distributions are half-normal, gamma and exponential. This is readily estimable
using statistical packages such as LIMDEP6 (Econometric Software 1992).
The relative technical (in)efficiency of firms can be examined by focusing on their respective
deviations from the efficient frontier, like that illustrated in Figure 1a. Note that this is
technical inefficiency.  Because input prices are not included in this analysis, the measure of
relative efficiency could be misleading in terms of overall cost or allocative efficiency (as
illustrated in Figure 1b, above).
3.2.2 Estimation of a cost function
The more common parametric approach used by economists is estimation of a cost function.
This can be estimated using traditional 'middle of the data' regression methods, or stochastic
frontier methods which fit the cost function on the lowest cost data points in the sample.
In Farrell's (1957) original terminology, the cost function approach enables us to measure both
technical and allocative efficiency on the input side, as in Figure 1b. To appreciate the
underlying economic theory of deriving a TFP measure from a cost function, let us define the
cost function as equation (4).
(4)  C = g[p1, 2, ... ,pI, Q, t]
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where C is total cost, pi is the unit price of factor input Xi, Q is output, and t is time (trend).
We begin by investigating the way in which total cost changes over time, assuming initially
that time is continuous:
(5 )  dC/dt = 
S
i  ((g/p i)(p i/t) + (g/Q)(Q/t)) + g/t
Given Shepherd's lemma (i.e. g/pi = Xi), and the definition of the elasticity of cost with
respect to output (ecq) of (C/Q)(Q/C) or (g/Q)(Q/C), equation (5) is equivalent to (see
App 1 for a proof):
(6)  (dC/dt)C-1 = 
S
i (piXi/C)p i + ecqQ + C-1(g/t).
The last term in equation (6) is the proportionate shift (over time) in the cost function (B),
equal to the change in costs minus the change in aggregate inputs minus the change in
aggregate output. B is often referred to as technical change, a source of productivity growth:
(7)  -B = 
S
i piXi/C).p i + eq.Q - (dC/dt) C-1.
Equation (6) has established that if there are multiple inputs the weight for aggregating such
inputs must be in terms of the proportion or share (Si) of cost due to each input; if there are
multiple outputs, the weights should be in terms of the contribution of each output to cost,
measured by the cost elasticity of output. The derivation above has assumed a single output,
but it is readily generalised to multiple outputs. The term ecqQ is ref rred to as the scale effect,
and requires an empirical measure of ecq.
The proportionate shift in the cost function is not in general equivalent to the rate of growth of
GTFP (=GTFP=proportionate rate of growth of output minus the proportionate rate of
growth of inputs). Denny et al (1981) have shown that only when the production function
exhibits constant returns to scale is TFP equal to B. To derive TFP from equation (7) when
ecq  1 we have to adjust B by (1 - ecq)Q, where Q is the proportionate change in output.
Thus:
(8)  TFP = -B + (1 - ecq)Q
Equation (8) defines TFP in terms of intertemporal shift (technical change) and scale effects
(deviations from non-constant returns to scale). The equivalent cost elasticity of output
measure in the short run when the size of the network remains fixed is returns to density
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(Caves et. al 1985). Caves et.al. (1985) have shown that where the within-firm variation over
time is small relative to the between-firm variation, pooling of the data and treating each year
of data for each firm as a separate observation in a cross section yields an unbiased estimate of
returns to scale.
B can be derived either directly from the cost function (i.e. a fully parametric derivation in
which cost is then an estimate) or from a measured calculation given ecq ( .e the on-
paramteric TFP index) in which it is the residual from the change in actual costs minus the
change in aggregate input (where factor shares are the actu l shares) minus the scale effect
(estimated output weight). In empirical analysis the fully parametric approach uses the
approximation:
(9)  TFPg = logC/t + [1-ecq]Q
where C is estimated cost and Q = proportionate change in output. The total cost equation has
to be specified in such a way that it is capable of identifying the sources of variation in TFP.
The most popular specification is the translog model:
(10) Ln(C/pk) =
a0 + b1lnQs +1 
2
b2(lnQs)2+Sdiln(pi/pk)+12SSdijln (pi/pk) ln (pj/pk) 
+ SSsiln(pi/pk)lnQs + Wtt +Sditln(pi/pk)t + bt lnQst
where all terms are defined previously except for a0, b, di, dij , si, Wt, dit and bt which are
parameters to be estimated.
The translog form provides a second-order approximation of the true cost function at a point.
The sample means are usually selected for all explanatory variables at the point of
approximation. To satisfy symmetry and linear homogeneity in input prices we impose the
following restrictions and divide each of the price variables and total cost by the unit price of
one of the inputs, usually selected as capital, pk:
dij = dji, Sdi = 1, Sdij = 0, Ss i = 0, Sdit=0
Time is interacted with the prices of each input and output so that the relationship through
time between cost, input prices and output is relatively unrestricted. Input demand equations
are usually derived and jointly estimated with the cost equation. This is designed to recogni e
the endogeneity of input demand. From equation (10) the input share equations are:
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(11) 
S i  = di + S
j
dij ln(p j/pk  )+ siS
i
lnQs + dit t,   i = L, F, M
        
The inclusion of the share equations aids in reducing the high correlation between many of the
cross-products terms, and the dropping of one share equation, any one when maximum
likelihood estimation (MLE) is used, ensures non-singularity in the error variance-covariance
matrix (Greene 1990).The demand equation, included to account for the link between
intermediate output (Qs) and final output (Qd) is assumed to be log-linear with a set of
exogenous variables. For example, in the bus context these variables would include, fare, level
of service (vkm), income and the cost of alternative forms of transport:
(12)  lnQd = k0 + kfln(fare) + klosln(vkm) + kyln(income) + kaln(auto cost)                       
Iterative MLE for seemingly unrelated regression is used to obtain parameter estimates for the
system of demand and cost equations. The estimated cost model is used to derive the cost
elasticity with respect to output and the estimate of intertemporal shifts in the cost function.
Fixed effects are introduced to allow for the mean effect of unobserved operator-specific
effects.
Providing the data exist, the cost function approach has generally been the preferred approach
to productivity measurement by economists. The cost function approach usually is confined to
estimating the shift in the cost function, along with the input and cost elasticities.  It is possible
to utilise the cost function to develop relative efficiency indicators for individual data points.
This would be done by comparing actual costs and outputs with the predicted cost levels from
a frontier cost function. A simplified illustration is in Figure 5.  A frontier cost function is
estimated and a relative efficiency measure would be based on the observed deviation of actual
points from the efficient cost frontier, i.e., the regression residuals would form the basis for a
set of relative efficiency measures.
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Output
Total
Costs
Figure 5: Illustration of frontier cost function and performance indicators relative to efficient
frontier
3.3 Non-parametric data envelopment analysis (DEA)
The third approach to performance measurement is a non-parametric method.  It u il ses the
expansive literature spawned out of the contributions of Charne , Cooper and Rhodes (CCR
1978). They proposed an optimisation procedure for ranking the relative efficiency of
decision-making units (be they whole organisations or components of organisations) according
to the observed input-output relationships. Each decision making unit (DMU) is characterised
by multiple inputs and outputs. Relative efficiency of each DMU is defined as a nonlinear
programming model, and a scalar measure of efficiency is obtained by solving an equivalent
linear programming problem. The most efficient DMU's reside on the envelope, and have a
relative efficiency index set equal to 1.00.
The DEA approach does not require strong a priori assumptions regarding production
technology or error structure. An attractive feature for many agencies is that it does not
require market prices of inputs or outputs.  The frontier (or envelopment) technology is
constructed in a non-parametric fashion with efficiency ratings obtained for each DMU by
measuring the distance between the frontier and the DMU. The quantitative ratings, obtained
for each DMU as a solution to a linear programming problem, cannot be tested for statistical
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significance ('is 0.95 statistically significant from 1.0?'). It is unclear as to whether the weights
have an economic-theoretic derivation or whether they are essentially boundary values from a
"fitting" exercise. Their equivalence, for example, to cost and revenue share weights has yet to
be demonstrated.
Two simple two-dimensional illustrations of DEA are shown in Figure 6.  Figure 6a (adapted
from Banker, et al. 1989) compares one output y with one input x.  A scatter of outputs and
inputs for different DMUs is shown. An efficient frontier is identified by linking the extreme
observations A, B and C.  Point D lies below the frontier. A linear combination of points A
and B would produce more output, or use less input, than point D. The difference between
point D and the efficient frontier is the measure of inefficiency of point D. This measure is not
unambiguous; one could measure the divergence solely in terms of output  - a vertical line
from point D to the frontier -  or solely in terms of input requirements - a horizontal line from
point D to the frontier -  or some combination of output and input effects (e.g., the minimum
measure of departure from efficiency would be a perpendicular line from the frontier to point
D).
x
y
A
B
C
D
Figure 6a: Illustration of one output y and one output x
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y/x2
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B
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D
Figure 6b: Illustration of one output y with two inputs x1 and x2
Figure 6b shows another simple two-dimensional illustration. To contrast DEA with
production function concepts, think of a single output y produced by two inputs x1 and x2.
Input/output ratios for various DMU's are shown in Figure 6b (a unit isoquant).  An efficient
frontier is determined by linking the most efficient observations, points A, B and C. These
points and any linear combination of them define the efficient frontier and are assigned a value
of unity.  The performance of alternative points are rated relative to the frontier.  For example,
point D is evaluated relative to a linear combination of points A and B indicated by the ray
from the origin through point D.  As illustrated, point D requires about 20 percent more inputs
per unit of output, hence would be rated at 0.8 relative to the value of unity along the frontier.
Formally, given n comparable DMU'S, where each DMU can be an entire organisation for a
particular period or divisions/regions within an organisation, let k  be the index of the DMU
whose relative efficiency is to be evaluated.  Define a set of s outputs and i inputs. Efficiency
is defined as the ratio of the weighted sum of outputs and the weighted sum of inputs. The
units of the weights are chosen such that the relative efficiency ratio is a u itless measure
(analogous to the idea of an index number).
The task of DEA is to identify the set of input (vi) and output (us) weights that maximise the
technical efficiency of a given DMU. The objective function is defined as:
24
(13)
Max e
k
 =
usQs kS
s=1
S
v iX ikS
i=1
I
subject to  
usQs jS
s=1
S
v iX i jS
i=1
I
£ 1 for j = 1,..., n
and us,vi > 0. To obtain the relative technical efficiency measure for each DMU, the
objective function must be solved n times, first with k =1, then with k = 2, and so on up to k
= n. To operationalise DEA we transform it into a linear form. As an additional step it can be
modified to allow a test of the presence of 'scale' by adding in uk:
(14) Max ek = 
usQs kS
s=1
S
 - u
k
subject to  
usQs jS
s=1
S
 - v iX i jS
i=1
I
 - u
k £ 0 , for j = 1,..., n
and 
v iX ikS
i=1
I
 = 1
, and us,vi > 0, s = 1,...,S; i = 1,...,I.
uk is unconstrained in sign:  
uk = 0 is constant returns to 'scale', uk < 0 is increasing returns
to 'scale', and uk > 0 is decreasing returns to 'scale'. This scale concept refers to the extent to
which proportionately more or less inputs are required to produce a proportionately higher
or lower quantity of output.
The initial formulation of the DEA in (13) is reminiscent of the index number formulation
earlier, i.e., a weighted output index relative to a weighted input index.  In the index number
approach to TFP, the weights for the numerator and denominator were pre-determined,
specifically, revenue weights or cost elasticities for output weights and cost shares as input
weights. In DEA analysis, the weights are not pre-determined but are arrived at in the
programming procedure indicated.  The weights in (13) and (14) are chosen to m ximise the
measure of performance, subject to the constraints indicated. This might suggest an advantage
of the index number method since the weights have a direct economic interpretation. On the
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other hand, the index number approach requires that data be available to calculate these
weights, whereas the DEA method produces a performance measure without a priori weights.
The DEA approach has been applied in transportation to rail systems (Oum and Yu 1991,
Hensher and Zhu 1993), and to bus systems (Chu et al 1992). Charnes et al (1989) warn that
because of the properties of linear program (LP) solutions, if one uses a small number of
DMU's as compared to the combined number of inputs and outputs incorporated in the LP
problem, the DEA efficiency ratings for most of the DMU's can artificially approach unity,
implying the frontier efficiency level. Therefore it is desirable to use as many observations as
possible.  Diewert (1993a) reviews some other properties of DEA calculations.  For example,
increasing the number of output or input categories for the same number of observations will
tend to improve performance measures of DMU' :
As we disaggregate, the objective functions of the various linear programming problems will
remain unchanged but the feasible regions for the problems become more constrained or
smaller and hence the objective function minimums for the linear programming problems
becomes larger. Hence the loss measures will decrease or remain constant and thus efficiency
will tend to increase as we disaggregate (Diewert 1993, 16).
Like the non-parametric GTFP index number approach, the only output is a single index per
DMU. To add some insight into sources of variation in relative efficiency, it is useful to
regress the efficiency index on a number of operational and broad environmental factors.
These might include policy variables beyond the control of the DMU as well as those under its
control, location of organisation, management philosophy, relationship with government,
structure of the entity etc. This exercise will allow us to compute a 'true' or net efficiency
index from the residuals of the statistical model. This is analogous to the decomposition
approach of regressing GTFP on variables which affect performance.  However, the DEA
measures and GTFP are not identical so the performance measures and their decomposition
could not be expected to be identical.
In selecting a statistical procedure for use in identifying the contribution of variables in
explaining the variations in relative efficiency, it is important to rec gnise that the dependent
variable (DEA score) is constrained above to be less than or equal to unity, and that a mass of
scores are often located at unity. The DEA efficiency index also tends to be non-normal even
within the 0-1 range. The skewness of DEA scores is rarely reported, and even more rarely
put to good use. Ordinary least squares regression is not appropriate, but a technique called
tobit regression is suitable. The error structure can take the identical form to that used in the
stochastic frontier model (Lovell et al 1989). It is readily implemented in software such as
LIMDEP6 (Econometric Software 1992).
26
3.4. Summary Assessment of the Alternative Approaches
This summary review of the three main approaches to measuring efficiency enables us to
consider advantages and disadvantages of the different measures.  The alternative approaches
are not identical hence they will produce different numerical measures of performance.
However, Diewert (1993) reports that the TFP index number approach, the parametric
approach and DEA measures '...give roughly the same answers with the econometric
estimates being much less variable than the other two sets of estimates' (page 13). The choice
among methods will be heavily influenced by data requirements and availability.
The non-parametric GTFP index approach is the simplest to implement, but has the
disadvantage of requiring data on input and output prices as well as input and output
quantities.  It also requires knowledge of cost elasticities of output if it is necessary to
distinguish scale effects from other influences on productivity.  The index number approach,
while able to decompose the index into an input effect and an output effect requires a
statistical model to relate the index to the wider sources of influence on the way that inputs are
combined to produce outputs. TFP regression is a simple procedure, but has been criticised
because it is ad hoc. It represents an af erthought decomposition strategy. Any errors of
correlation between input and output effects and other influencing factors cannot be accounted
for in a sequential procedure.
The parametric efficiency approach is the most complex to implement, but does not require
output prices (unless profit functions are estimated). The cost specification, be it of the
'frontier' or 'middle of the data' form, does require a knowledge of input prices and the
composition of costs between all inputs. The production specification only requires data on
physical quantities of inputs and outputs. The parametric approach has an error theory,
enabling the assessment of the statistical significance of the large number of testable
hypotheses on scale, scope, input substitution, output separability etc. The stochastic cost
frontier approach takes seriously the notion that cost functions are frontier functions - they
represent the minimum cost of producing a fixed output at parametric input prices (V ton
1992). This raises questions about the suitability of traditional cost estimation approaches. The
translog form can still be applied in the context of a frontier model form. All that is changed is
a recognition that the error term appended to a cost equation has two parts - a non-negative
random variable capturing the impact of inefficiency, and a two-sided variate accounting for
exogenous shocks.
Other environmental influences controllable and not controllable by the organisation can
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readily be incorporated into the model so that they have a direct influence on the calculation of
TFP. Growth in TFP is explained in terms of both shifts in the cost function or technical
change.  Problems arise if the number of observations is small relative to the number of inputs,
outputs and other explanatory variables, leading to a major problem with degrees of freedom.
This problem arises in part due to the desire to include higher order terms in the parametric
model (e.g. output in quadratic form) in order to be able to identify the extent of nonlineari y
in the equation.
The DEA approach is non-parametric; there is no error theory and hence there are no tests of
statistical significance. The 'closest' parametric method is the stochastic production frontier,
which also recognises an efficiency velope. Like GTFP regression, DEA tobit is a sequential
procedure to decompose the productivity measure to account for systematic sources of
productivity differences across the sample.  This decomposition procedure may be considered
ad hoc but it can be useful nonetheless to help identifying net or residual productivity
differences among enterprises.  Since it only requires output and input measures, DEA is
relatively parsimonious in its data requirements, although one could claim similar data
parsimony for the frontier production function approach.  Diewert (1993) points out that DEA
can be used profitably when other methods are not practical or are impossible to use such as
for an organisation for which outputs are not priced.
However, DEA applied to output/input relationships measures only technical efficiency.  This
can be a very incomplete measure of performance.  DEA techniques can be applied to data
sets which include cost information, i.e., replace physical input measures with cost measures.
This is a more appealing application of DEA since the performance measure incorporates cost
as well as technical-efficiency.  Diewert (1993) contrasts various formulations of DEA
measures.
4. Practical Problems and Issues in Performance
Measurement
The foregoing discussion has reviewed the major approaches to comprehensive measures of
productivity performance.  But even when a particular procedure is adopted, it is important to
be aware that there are a number of practical problems in measuring productivity which can
affect the numerical results. This complicates making performance comparisons among
enterprises and time periods.  This section reviews a number of these practical problems.
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4.1 Limitations on Accuracy
Performance measurement generally is taken very seriously. Managers and/or public policy
makers are keenly interested in the performance of an enterprise.  Therefore it is desirable that
performance be measured with a high degree of accuracy. Unfortunately, performance is
something which normally cannot be measured with much precision.  In the TFP index number
approach, productivity is measured as the ratio of growth rates of outputs divided by the
growth rates on inputs. Growth rates themselves are a sensitive calculation, fluctuating year to
year, and a ratio of two growth rates is all the more sensitive. Similarly, DEA measures
involve ratios and hence fluctuations in the numerator and denominator result in a wider
dispersion of their ratio. Therefore it is common to observe substantial variability in
performance measures from year to year or from one set of circumstances to another.
Non-parametric performance measures have no theory of error in their measurement.  Any
measurement errors are directly reflected in the calculated result.  Parametric methods
explicitly acknowledge sources of error in arriving at estimates. There is a confidence interval
associated with parametric performance estimates.  But this confidence interval often is quite
wide.  Suppose a cost function estimates productivity improvement at 2.5 percent per year.
Ordinarily managers are interested in even small changes in productivity, of the order of 0.1
percentage points.  But a 95 per cent confidence interval of estimated productivity gains (shift
in the cost function) might encompass a range of say 1.5 to 3.5 percent for the estimated 2.5
percent productivity improvement, or even wider.  Even high degrees of statistical fit can
imply wide confidence intervals relative to desired levels of accuracy. Non-parametric methods
do not have such a confidence interval but this does not mean that errors are non-existent;
they simply are unknown.
The inherent limitations on accuracy in performance measurement suggest that performance
measures are most appropriately measured over a period of years, or some additional
corroborative evidence is needed to increase confidence in the performance measure.  In
making absolute comparisons among different enterprises, productivity measures may reveal
best and worst performers, but one should be cautious in drawing conclusions about
enterprises with similar relative performance ratings.
4.2 Comparing Growth Rates and Absolute Performance Levels
The review of alternative methods of performance measurement pointed out that measures are
not always constructed to rate one data point or enterprise relative to another, but may only
compare growth rates of performance rather than absolute levels. It is common to observe
29
higher rates of productivity growth for firms which are absolutely less efficient if the latter
were measured. That is, firms 'catching up' can look like strong performers in terms of growth
rates, yet may be poor performers if rated on an absolute scale.
The index number approach to TFP pointed out that multilateral indices can be constructed to
enable absolute comparisons among enterprises as well as their respective productivity growth
rates over time.  For the same data sets, the calculated growth rates can differ depending on
whether a multilateral or individual index is constructed. This is in addition to differences
which could arise due to different index functional forms. The implication is that one must be
very careful in comparing productivity measures conducted by different researchers even when
identical data sets are employed.
4.3 Aggregation Levels
All performance measures involve some degree of aggregation of individual input and output
categories.  It is impractical to distinguish every item.  The estimated performance measure
will be influenced by the extent of aggregation. It averages out some of the linkages between
individual outputs and inputs.
To give one example, in measuring productivity of the U.S. rail industry, an output index was
constructed based on a variety of traffic types, lengths of haul and shipment size.3 U ing a
simple freight tonne-kilometre measure could result in misleading performance measures.
Insofar as railways change their mix of outputs to those which require fewer inputs (e.g., a
shift to bulk commodities with longer hauls), this will improve the overall relationship between
total outputs and inputs.  But the apparent productivity gain would not represent new
improved ways of operating, merely a shift in traffic mix. During the period 1981-1988, the
U.S. rail total ton-mile index rose by about 10 percent, whereas the more detailed output
index showed a slight decline. The highly aggregate output index results in more than a 10
percent overstatement of productivity growth compared to the more detailed index
(Tretheway and Waters 1991).
In brief, the degree of aggregation can result in noticeable differences in performance
calculations.  In general, greater disaggregation is desirable but this is often constrained by
data availability.
                                         
3 The details of constructing the output index are not important here.  The original idea and index was
introduced by Caves and Christensen (1982), and an alternative output index developed by Reebie Associates
(1988).  The latter was adopted for productivity comparisons by the U.S. Interstate Commerce Commission,
the regulatory overseer of the U.S. rail industry.
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4.4 Intermediate and Final Outputs
Earlier it was pointed out that one can measure performance in terms of intermediate or final
outputs.  In transport companies, and many others, production and operating decisions often
are oriented around intermediate outputs or activities, e.g., producing train- or bus-k lometres.
A second stage of production involves uti ising these intermediate activities to produce the
final service to the customer, i.e., individual movements from point to point.  Judging
performance in terms of final customers is sometimes called service effectiveness to distinguish
this from the intermediate outputs.
The key point is to recognise the distinction between intermediate and final activities.  In
measuring performance, ultimately it is the final consumption which is the relevant focus.  But
it is common and often easier to measure performance in terms of intermediate outputs.  This
can be useful but it is important to be alert for potential misleading impressions of
performance when rated in terms of intermediate activities rather than actual services delivered
to customers.The possibility of analysing productivity in a market equilibrium model in which
final demand is a separate (demand) model jointly estimated with a cost function defined in
terms of intermediate output is worthy of consideration (see Appelbaum and Berechman,1991
and Hensher, 1992 for applications).
4.5 Quality Differences
A long-standing problem in productivity measurement concerns changes in quality as opposed
to the quantity of services supplied.  The economic performance measures are all derived from
quantitative concepts of output rather than qualitative ones. The influence of quality can be
detected in some performance measures.  For example, in the index number approach to TFP,
a shift to higher quality outputs normally is a shift to higher priced outputs.  Therefore the
revenue share weights will assign higher weight to the growth of these higher valued outputs
compared to others.  However, if there were an across the board rise in quality, there would
be little or no change in revenue shares, but input use would have increased due to the higher
input requirements to produce higher quality outputs.  The TFP measure would show a
decline in performance (more inputs used but no increase in the quantity of outputs).
Similar problems arise with all the performance measures reviewed. Outputs (and inputs) are
assumed to be constant definitional categories in measuring performance. Changing quality is
not readily captured by traditional measures. Where quality is important, and if it can be
captured by price effects, then financial measures of performance may be more useful than
pure quantity-based performance measures. Alternatively, it may be possible to develop
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indices of quality although this still leaves the problem of weighting quality changes relative to
quantity changes in assessing performance.
4.6 Price Changes and Productivity-Sharing
An alternative approach to measuring productivity is to focus on the relationship between
input prices and output prices. In a multiproduct environment, the focus would be on input
and output price indices. Productivity enables output prices to grow more slowly than the
increase in input prices.  Ultimately there is a link between productivity growth and price
movements.  By tracking output and input price movements relative to output and input
quantity indices, this provides an additional perspective on productivity measurement, viz.,
monitoring the sharing of productivity gains over time (Tretheway and Waters, 1993).
Monitoring price and productivity trends must be done carefully. Most productivity measures
do not reveal steps necessary to bring productivity improvements about. While competitive
forces are expected to result in productivity gains passed on to customers, the need for
incentives and the need to finance investments in productivity require that productivity gains
accrue to the enterprise at least for a period.  This has been a central theme in the price-cap
models of regulation (Waters and Tretheway 1991).
4.7 Commercial versus Social Objectives
The theory of productivity measurement is based on commercial firms: revenues represent the
objectives of the enterprise less the costs incurred to achieve these revenues. These concepts
are relevant to government entities, although there may be some differences.  For example, in
the index number approach, revenue weights for outputs may be inappropriate where
social/regulatory goals displace commercial considerations.
Rail passenger transport provides an interesting case. Because rail passenger fares generally
are less than costs, then from a commercial managerial perspective revenue shares are an
accurate reflection of the desirability of attracting more passengers relative to freight. But
revenue weights would be misleading in measuring performance from a social perspective for
two reasons: (1) given the willingness of governments to subsidi e passenger service, the
social value (or shadow price) of rail passenger service apparently is greater than indicated by
fare levels; and (2) revenue shares understate the impact of increased passenger service on
input use (costs) of an enterprise. The latter has prompted some researchers to explicitly look
for cost elasticities rather than revenue weights in constructing TFP measures (Caves,
Christensen and Swanson, 1980). It might be possible to identify social weights or shadow
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prices to use where commercial objectives are not appropriate.
The performance measures may or may not be directly applicable to the input side.  On the
one hand, even if a government enterprise did not sell its output but delivered it as a social
service, the parametric approaches would still be relevant.  Society would hope that services
would be supplied in an efficient manner, therefore technical and economic efficiency on the
input side is still desired.  However, the assumption of cost-minimisation which underlies
productivity measures may be questioned. In some cases, it is possible that cost-min misation
is deliberately not followed. Consider enterprises set up to generate employment; mini ising
labour costs is not the objective, although it does not necessarily follow that maximising the
number on the payroll is an appropriate performance measure. Shadow pricing such inputs
would be necessary.  An interesting problem in assessing input performance for government
enterprises concerns their use of capital.  It is common for government enterprises to face
lower costs of capital than those faced by the private sector.  In terms of social opportunity
costs, this is equally applicable to both public and private enterprise.  If government
enterprises used capital excessively relative to the private sector, a social measure of
performance would reflect this. On the other hand, if one is measuring managerial
performance, should managers who have access to cheap capital be penalised because they
took advantage of it? Possible divergences between social and private enterprise objectives
opens an additional complication in measuring performance.
5. Conclusions
This paper reviews alternative approaches to and some problems in measuring performance.
Performance measures are applicable to private companies as well as to government business
enterprises (GBEs) or government departments generally.
These problems and pitfalls should not discourage performance measurement. But it is
important to recognise that performance measurement is not a simple numerical exercise, but
requires thought and attention in identifying measures of performance and in carrying them
out.  The nature of performance measurement is such that there will be disagreements in
approaches and in measures of performance. Nonetheless it is important to proceed.
Government accounts for a substantial fraction of the GDP in all countries now. Governments
do not have the everyday performance incentives found in the market place. Therefore it is
especially important to devise performance measures and to evaluate performance as a means
for fostering productivity improvements in government enterprises.
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Appendix 1
Proof of Weights for Inputs and Outputs in a TFP Index
Multiply both sides of equation (5) by [Q/C]/Q:
{[Q/C] dC/dt]/Q= ((
S
i {(g/p i)(p i/t)}.Q/C)/Q+((g/Q)(Q/t).Q/C)/Q+(g/t.Q/C)/Q
Q cancels out in the numerator and denominator such that:
(dC/dt)C-1 = C = 
S
i (Xi(p i/t).C -1 + eq.Q/t.Q -1 + g/t.C -1.
 = 
S
i piXi(p i/t).p i.C-1 + eq.Q + g/t.C -1.
Therefore,
C   = 
S
i ((piXi/C).pi) + eq.Q + C-1g/t, equal to equation (7). QED.
Appendix 2
 Proof of Constant Returns to Scale Condition (shifts in
production functions equals the shift in a cost function only if there are constant returns to
scale - Denny et al 1981)
Define the proportionate shift in the production function as
A = [f/t]/f -1and Q = f[X1, X2, ..., Xn, t], noting that A is technical change.
Totally differentiate the production function with respect to time:
dQ/dt = 
S
i [f/X i][X i/t] + f/t. (2.1)
Divide by Q and rearrange:
(dQ/dt)Q-1 =
S
i [f/X i][X i/t]/Q + (f/t)/Q.
 =
S
i [f/X i][Xi.(X i/t)/X i]/Q + (f/t)/Q.
This is equivalent to:
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Q =
S
i [f/X i][ Xi/Q]X i + A. (2.2)
The first order condition for cost minimisation implies under conditions of marginal cost
pricing that:
f/X i = pi/[C/Q] (2.3)
Further substitution plus the definition of elasticity of cost with respect to output, gives
Q = 
S
i ecq-1 [piXi/C]X i + A. (2.4)
Proof of (2.4) is:
Q =
S
i [pi Q/C.Q -1Xi]X i + A.
= 
S
i [pi (Q/C.C/Q)X i/C]X i + A.
=
S
i ecq-1[pi Xi/C]X i + A = equation (2.4). QED.
 This is equivalent to
A = Q - 1/ecq [piXi/C]X (2.5)
We repeat the procedure by totally differentiating the cost equation with respect to time.
Totally differentiate C = 
S
i piXi  with respect to time and rearrange:
(C/t)/C =
S
i (p i/t)(X i/C)+
S
i (X i/t)(p 1/C)
C=
S
i (p i/t)(X i/C)(pi/pi)+
S
i (X i/t)(p i/C)(Xi//Xi)
Thus  C=
S
i (piXi/C)pi +
S
i (piXi/C)Xi
 or
S
i
[piXi/C] pi = C - 
S
i [piXi/C]X. (2.6)
Rearranging, given (equation 5 in main text) we get
-B = ecqQ - 
S
i [piXi/C]X (2.7)
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= ecqQ - F
where F  is the inputs weighted by the cost share. Note the definition of the proportionate shift
in the cost function [B] (equation (7) above).
Multiplying (2.6) by ecq to compare it with (2.7) we get:
-B = ecqA. (2.8)
Thus shifts in the cost function are not identical to shifts in the production function unless ecq
= 1 (i.e. CRTS). It follows from the definition of TFPG (=Q - F) and equation (2.8) that:
TFPG (= TFP) = -B + [1-ecq]Q. (2.9)
That is, -B = ecqQ - F , or -F  = -ecqQ - B. Thus Q-F  = -ecqQ - B, or = -B + (1-ecq)Q.
This is equation (8 in main text) above. QED.
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