We introduce the fractional magnetic operator involving a magnetic potential and an electric potential. We formulate an inverse problem for the fractional magnetic operator. We determine the electric potential from the exterior partial measurements of the associated Dirichletto-Neumann map by using Runge approximation property.
Introduction
The classical Calderón problem for the magnetic Schrödinger operator
where A(x) is a magnetic potential and q(x) is an electric potential has been extensively studied in the past decades. See for instance, [5, 11, 15, 18] .
In those articles, the authors considered the Dirichlet problem (−i∇ + A) 2 u + qu = 0 in Ω, u| ∂Ω = f.
They determined both A (up to a gauge invariance) and q from the knowledge of the associated Dirichlet-to-Neumann map (DN map)
where u f is the unique solution of the Dirichlet problem and ν is the unit outer normal on ∂Ω.
In this paper, we consider the Calderón problem for the fractional magnetic operator L s A + q. Our goal here is to determine the electric potential q from the knowledge of the associated DN map for a fixed magnetic potential A, so it can be viewed as a nonlocal analogue of the inverse problem for the magnetic Schrödinger operator.
The nonlocal Calderón problem was first introduced in [8] where the inverse problem for the fractional operator (−∆) s + q (0 < s < 1) was studied. In [8] , the authors considered the exterior Dirichlet problem ((−∆) s + q)u = 0 in Ω, u| Ωe = f
where Ω e = R n \Ω. By using strong uniqueness and Runge approximation properties, the authors proved the fundamental uniqueness result: The potential q in Ω can be determined from the exterior partial measurements of the DN map
This result was later generalized in [6] . See [1, 2, 7, 16] for more results related with the Calderón Problem for fractional operators.
In this paper, we work on the more general fractional operator L s A + q. We will see that the operators studied in [8] and [6] coincide with L s A + q when A = 0. First we look at the following formal definition of the fractional magnetic Laplacian This definition was first introduced in [3] . It was proved in [17] that (−∆) s A converge to the magnetic Laplacian (∇ − iA(x)) 2 as s → 1 − in an appropriate sense.
Recall that we have the formally equivalent definitions of (−∆) s (see for instance, [12] )
and consider the value of (−∆) s u x at x. From the singular integral definition of (−∆) s we have
which coincides with the operator (−∆) s A defined above. On the other hand, from the Fourier transform definition of (−∆) s we can formally write
In particular, if s = 1 2 , then the Weyl pseudo-differential operator
is a kind of so-called magnetic relativistic Schrödinger operators. See for instance, [10, 14] . Based on the arguments above, we will give the rigorous definition of our fractional magnetic operator L s A + q and the associated sesquilinear form B A,q in later sections. We will assume q is regular for L s A , i.e. B A,q is coercive onH s (Ω) ×H s (Ω) to ensure that the exterior Dirichlet problem
has a unique solution u g ∈ H s (R n ) for each g ∈ H s (R n ) and the solution operator P A,q : g → u g is bounded on H s (R n ).
We will define the DN map Λ A,q : X → X * where X = H s (R n )/H s (Ω) via the sesquilinear form B A,q . Precisely speaking,
The following theorem is the main result in this paper.
The rest of this paper is organized in the following way. In Section 2, we summarize the background knowledge. In Section 3, we define the fractional operator L s A based on singular integral. In Section 4, we define the fractional operator l s A based on Weyl calculus. In fact, L s A and l s A share some common properties and we use L s A to denote either of them. We define the exterior Dirichlet problem and DN map for L s A in Section 5, prove the Runge approximation property in Section 6 and prove the main theorem in Section 7.
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Preliminaries
Throughout this paper, n denotes the space dimension and s denotes the fractional power. Always assume n ≥ 2 and 0 < s < 1. Ω denotes a bounded Lipschitz domain and Ω e := R n \Ω. B r (0) denotes the open ball centered at the origin with radius r > 0.
A : R n → R n denotes a real vector valued function supported in Ω and M : R n → R n×n denotes a real matrix valued function. Always assume q ∈ L ∞ (Ω).
c, C, C ′ , C 1 , · · · denote positive constants (which may depend on some parameters). We write = R n . X * denotes the dual space of X. We write f, u = f (u) for u ∈ X, f ∈ X * . (u, v) = (u, v) L 2 = u,v denotes the L 2 inner product. S(R n ) denotes the Schwartz space and S ′ (R n ) denotes the space of temperate distributions.
Fourier transform and Sobolev spaces
Our notations for the Fourier transform and Sobolev spaces are
It is known that one of the equivalent forms of the norm || · || H t is
Given an open set U in R n , we use the notations
and we will later use the natural identifications
Spectral theory and heat kernels
is symmetric and it satisfies the uniformly elliptic condition, i.e. [4, 9] ) that L extends to be a non-negative, self-adjoint operator in
It is known (see Theorem 7.13 and Theorem 7.20 in [9] ) that, there exists a unique p t (x, y), which is C ∞ -smooth jointly in t > 0, x, y ∈ R n s.t. p t (·, ·) is symmetric and
Moreover, we have the following Gaussian bounds on p t (x, y) (see Chapter 3 in [4] )
By using the substitution α = |x−y| 2 t , we can easily get the estimate
Pseudo-differential operators and Weyl Calculus
The Weyl operator corresponding to a(x, ξ) is formally defined by
By using the substitution (x ′ , y ′ ) = (x − y 2 , x + y 2 ), we can formally compute that
Note that if a(x, ξ) is real valued, then a w (D) is formally self-adjoint. Now we have the rigorous definition of the Weyl operator. (See for instance, Chapter 2 in [13] .)
We always write ξ = (1 + |ξ| 2 )
It is known (see Appendix in [14] ) that if a(x, ξ) ∈ S m , then a w (D) can be expressed as a classical pseudo-differential operator, i.e.
belongs to S m as well and we have
3 The fractional operator L s A We first give our formal pointwise definition of L s A :
where K(x, y) is the function defined in Subsection 2.2. Note that if M is the identity matrix, then we have
and in this case L s A coincides with the fractional operator introduced in [3] , which was mentioned in Section 1. For convenience we write
By using E A (x, y) = E A (y, x), |E A (x, y)| = 1 and the symmetry of K(x, y), We can formally compute that
Let ǫ → 0 + , then we get the formal bilinear form definition
We claim that this is a bounded bilinear form on H s (R n ) × H s (R n ) under some assumptions on s and A. To show this, we first introduce the norm || · || H s A , which has been considered in [3, 17] . We define ||u|| 2 
where we use the assumption 0 < s < 1/2 to get the last inequality. Similarly we can show that
Now we use the lemma above to prove the boundness of L s A . Proposition 3.2. If 0 < s < 1/2 and A ∈ L ∞ (Ω), then L s A : H s (R n ) → H −s (R n ) is linear and bounded.
Proof. Since we know K(x, y) ∼ 1/|x − y| n+2s from subsection 2.2, then by Cauchy-Schwarz inequality we have
We remark that if A = 0, then L s A coincides with the fractional operator defined in [6] . If M is the identity matrix and A = 0, then the operator coincides with (−∆) s .
In general, L s A u, v = L s A v, u since e i(x−y)·A( x+y 2 ) is not real but clearly we have
which was mentioned in Section 1. Now we give the rigorous definition of l s A based on Weyl Calculus (see Subsection 2.3).
and it is easy to verify that l s
then we have a s,A (x, ξ) = χ 0 (x, ξ) + φ 0 (x, ξ), l s A = χ w 0 (D) + φ w 0 (D). We claim that l s A is a bounded operator from H s (R n ) to H −s (R n ). To show this, we first study the operators χ w 0 (D) and φ w 0 (D) separately.
The operator φ w 0 (D)
Note that for A(x) ∈ C ∞ c (Ω), we have
and for |α| + |β| > 0, we have
then we can verify that φ 0 (x, ξ) ∈ S 2s . Thus we have
The operator χ w 0 (D)
Note that for u, v ∈ S(R n ),
The following lemma is a generalization of Lemma 2.2 in [14] .
Proof. Clearly |K 0 (x)| ≤ C. Let where φ := 1 − χ defined as before. Note that for each x,K 0,ǫ (x) →K 0 (x) as ǫ → 0 + , so we only need to show that
where the constant C σ is independent of ǫ.
In fact, note that φ( ξ ǫ )χ(ξ)|ξ| 2s ∈ C ∞ c (R n ), so for |α| = n + 1, we have
and by integration by parts, we have
Now note that for any σ ∈ [0, 1], we have |e ix·ξ − 1| ≤ 2|x| σ |ξ| σ and for any α = 0,
then we can verify that
where C α is independent of ǫ. Thus for |α| = n + 1, we have
Proof. The lemma above impliesK 0 ∈ L 1 (R n ). Note that for u ∈ S(R n ), we have
so by Young's Inequality we have A direct computation shows that for u, v ∈ S(R n ), we have
so the identity above holds for u, v ∈ H s (R n ).
Exterior Dirichlet Problem and DN map
From now on, we use L s A to denote • either the operator L s A for 0 < s < 1/2 and A ∈ L ∞ (Ω)
• or the operator l s A for 0 < s < 1 and A ∈ C ∞ c (Ω).
We define the sesquilinear form
Since we assume q ∈ L ∞ (Ω), then the boundness of B A,q follows from the the boundness of L s A . We say q ∈ L ∞ (Ω) is regular for L s A if B A,q is coercive onH s (Ω) ×H s (Ω). From Section 3 and Section 4, we know that
so q is regular for L s A if and only if it is regular for L s −A . The following two propositions imply that regular q really exists.
Proof. By using Lemma 3.1, we have
for u ∈H s (Ω), so the coercivity holds.
To show the coercivity of B A,q for l s A , we need to use the Gårding's Inequality for pseudodifferential operators. Proof. Note that when |ξ| ≥ 2(||A|| L ∞ + 1), we have
where the modified symbol φ 0 is defined in Section 4. Also note that φ 0 (x, ξ), φ w 0 (x, ξ) ∈ S 2s and
which implies |r(x, ξ)| ≤ C ′ ξ 2s−1 . Hence, for sufficiently large |ξ|, we have
Note that the Weyl operators χ w 0 (D) and φ w 0 (D) are symmetric on S(R n ), so (χ w 0 (D)u, u) and (φ w 0 (D)u, u) are real valued for u ∈ S(R n ), then by using the Gårding's Inequality and the L 2boundness of χ w 0 (see Proposition 4.3), we have
Exterior Dirichlet problem
We say u ∈ H s (R n ) is a weak solution of the exterior Dirichlet problem
where f ∈ (H s (Ω)) * and g ∈ H s (R n ) if u satisfies u − g ∈H s (Ω) and
Proposition 5.4. If q is regular for L s A , then for each g ∈ H s (R n ), the exterior Dirichlet problem
has a unique solution u g ∈ H s (R n ) and the solution operator P A,q : g → u g is bounded on H s (R n ).
Proof. By Lax-Milgram Theorem, there exists an invertible bounded linear map f → w f from (H s (Ω)) * toH s (Ω) s.t. w f satisfies
For any fixed g ∈ H s (R n ), let f = −(L s A + q)g, then u g := w f + g is the unique weak solution of (3) and the boundness of P A,q on H s (R n ) is clear.
DN map
From now on, we always assume q is regular for L s A . Let X := H s (R n )/H s (Ω) = H s (Ω e ) andg be the natural image of g ∈ H s (R n ) in X. We define the DN map Λ A,q by
where u g = P A,q g. Note that if g 2 − g 1 ∈H s (Ω) and h 2 − h 1 ∈H s (Ω), then u g1 = u g2 and
For convenience, we just write Λ A,q g and Λ A,q g, h instead of Λ A,qg and Λ A,qg ,h . Roughly speaking, Λ A,q g = L s A u g | Ωe since we can formally do the computation
Proposition 5.5. (Integral identity) Suppose q j are regular for L s A (j = 1, 2). For g 1 , g 2 ∈ H s (R n ), let u + 1 = P A,q1 (g 1 ) and u − 2 = P −A,q2 (g 2 ), i.e. u + 1 is the unique weak solution of
and u − 2 is the unique weak solution of
then we have
Proof. Note that L s A u, v = L s −A v, u for u, v ∈ H s (R n ), so by the definition of B A,q , we have Λ A,q g, h = B A,q (P A,q g, P −A,q h) = B −A,q (P −A,q h, P A,q g) = Λ −A,q h, g .
Thus we have
Runge Approximation
The proof of the Runge approximation property of L s A + q (either L s A + q or l s A + q) is based on the following strong uniqueness property. 
where we use E A (x, y) = E A (y, x) and the symmetry of K(x, y) to get the last equality. Note that if x ∈ W and y ∈ Ω, then
which implies E A (x, y) = 1 in this case. Hence the integrand above is always zero. Proof. By the Hahn-Banach Theorem, it suffices to show that:
If v ∈ L 2 (Ω) and Ω vw = 0 for all w ∈ S, then v ≡ 0. In fact, for any given v ∈ L 2 (Ω), let φ be the unique weak solution of This implies φ ≡ 0 by the lemma above and thus v ≡ 0.
Inverse problem
We now prove Theorem 1.1 by using the Runge approximation property of L s A + q. Proof. For any fixed ǫ > 0 and f ∈ L 2 (Ω), by the Runge approximation property of L s A + q we can choose u + 1 = P A,q1 (g 1 ) for some g 1 ∈ C ∞ c (W 1 ) s.t.
||u + 1 − f || L 2 (Ω) ≤ ǫ and for this chosen u + 1 , we can choose u − 2 = P −A,q2 (g 2 ) for some g 2 ∈ C ∞ c (W 2 ) s.t.
Now by using the integral identity in Proposition 5.5, we have
Let ǫ → 0 + , then we have Ω (q 1 − q 2 )f = 0.
Since f ∈ L 2 (Ω) is arbitrary, then we can conclude that q 1 = q 2 .
