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Collapse models predict a tiny violation of energy conservation, as a consequence of the spontaneous
collapse of the wave function. This property allows us to set experimental bounds on their parameters. We
consider an ultrasoft magnetically tipped nanocantilever cooled to millikelvin temperature. The thermal
noise of the cantilever fundamental mode has been accurately estimated in the range 0.03–1 K, and any
other excess noise is found to be negligible within the experimental uncertainty. From the measured data
and the cantilever geometry, we estimate the upper bound on the continuous spontaneous localization
collapse rate in a wide range of the correlation length rC. Our upper bound improves significantly previous
constraints for rC > 10−6 m, and partially excludes the enhanced collapse rate suggested by Adler. We
discuss future improvements.
DOI: 10.1103/PhysRevLett.116.090402
Spontaneous wave function collapse models [1–4] have
been proposed to reconcile the linear and deterministic
evolution of quantum mechanics with the nonlinear and
stochastic character of the measurement process. According
to such phenomenological models, random collapses occur
spontaneously in any material system, leading to a spatial
localization of the wave function. The collapse rate scales
with the size (number of constituents) of the system, leading
to rapid localization of anymacroscopic system,while giving
nomeasurable effect at the microscopic level, where conven-
tional quantum mechanics is recovered.
Here we consider the mass-proportional version of the
continuous spontaneous localization (CSL) model [2],
the most widely studied one, originally introduced as a
refinement of the Ghirardi-Rimini-Weber (GRW) model
[1]. CSL is characterized by two phenomenological con-
stants, a collapse rate λ, and a characteristic length rC,
which characterize, respectively, the intensity and the
spatial resolution of the spontaneous collapse. The standard
conservative values suggested for the CSL parameters are
λ≃ 10−17 s−1 and rC ¼ 10−7 m [1,2]. A strongly enhanced
value for λ has been suggested by Adler [5], motivated by
the requirement of making the wave-function collapse
effective at the level of latent image formation in photo-
graphic process. The values suggested by Adler are ∼1092
times larger than standard values at rC ¼ 10−7 m, and
∼10112 times larger at rC ¼ 10−6 m.
The direct effect of collapse models like CSL is to destroy
quantum superpositions, resulting in a loss of coherence in
interferometric tests with matter-wave [6–8] or mechanical
resonators [9–11]. Recently, noninterferometric tests have
been proposed, which promise to set stronger bounds on
these models [12–19]. Among such tests, the measurement
of heating effects in mechanical systems, a byproduct of the
collapse process, seems particularly promising [15–18].
Here, we demonstrate for the first time this method, by
accurately measuring the mean energy of a nanocantilever
in thermal equilibrium at millikelvin temperatures. We infer
an experimental upper bound on λ, which is 2 orders of
magnitude stronger than that set by matter-wave interfer-
ometry [20–22] for rC ¼ 10−7 m, and the strongest one to
date for rC > 10−6 m.
Theoretical model.—The detection of CSL-induced
heating in realistic optomechanical systems has been
extensively discussed in the recent literature [15–19].
Here we summarize the main steps. At the density matrix
level, the CSL model is described by a Lindblad type of
master equation for the density matrix ρ, with the Lindblad
term (projected on the N-particle subspace of the Fock
space, in momentum representation) given by
LCSL½ρˆðtÞ ¼ −
ð4πÞ32λr3C
2m20
XN
i;j¼1
mimj
Z
d3k
ð2πÞ3
× e−r
2
Ck
2 ½eik·xˆi ; ½e−ik·xˆj ; ρˆðtÞ; ð1Þ
where i and j label the number of particles,mi and xˆi are the
mass and position operator of particle i, and m0 ¼ 1 amu.
We consider a mechanical resonator in equilibrium
with a phononic thermal bath at temperature T. When
the spatial motion of the resonator is smaller than rC, as in
our experiment (jΔxj ∼ 10−9 m), Eq. (1) can be Taylor
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expanded. In the case of a rigid body, the Lindblad effect on
the center-of-mass motion becomes [15,16]
LCSL½ρˆCMðtÞ ¼ −
1
2
η½qˆ; ½qˆ; ρˆCMðtÞ; ð2Þ
qˆ being the position operator of the center of mass, and
η ¼ ð4πÞ
3
2λr3C
m20
Z
d3k
ð2πÞ3 k
2
ze−k
2r2C j ~ϱðkÞj2; ð3Þ
with k ¼ ðkx; ky; kzÞ, ~ϱðkÞ ¼
R
d3xeik·rϱðrÞ, and ϱðrÞ the
mass density of the oscillator. The motion is only in one
spatial direction which we set as the z axis. The effect of the
Lindblad term in Eq. (2) can be mimicked by adding the
stochastic potential VðtÞ ¼ −ℏwt ﬃﬃηp qˆ to the Hamiltonian
of the system, and then taking the stochastic average Eð·Þ.
Here, wt is a white noise, with zero average and delta-
correlation function: EðwtwsÞ ¼ δðt − sÞ. Accordingly, the
Hamiltonian takes the following form:
Hˆ ¼ 1
2m
pˆ2 þ 1
2
mω20qˆ
2 − ℏwt
ﬃﬃ
η
p
qˆ; ð4Þ
and the corresponding Heisenberg equations of motion,
where we add a term describing the coupling of the
oscillator with a phononic bath, are
∂tqˆ ¼ pˆ=m;
∂tpˆ ¼ −mω20qˆþ ℏ ﬃﬃηp wt − γmpˆþ ξˆðtÞ; ð5Þ
where the stochastic operator ξˆðtÞ describes the Brownian
motion induced by the phononic bath, and γm is its friction
constant. The autocorrelation of ξˆðtÞ, after tracing over all
phononic modes, is given by Refs. [23,24] E(hξˆðtÞξˆðsÞi) ¼
ðℏmγm=2πÞ
R∞
−∞ dωωe
−iωðt−sÞ½cothðβωÞ þ 1, where β ¼
ℏ=ð2kBTÞ, with kB the Boltzmann constant and T the
temperature of the phononic bath. Notice that in the high-
temperature limit, one recovers the white noise relation,
i.e., E(hξˆðtÞξˆðsÞi) ¼ 2mγmkBTδðt − sÞ.
The quantity measured in the experiment is the
spectrum SqðωÞ, i.e., the Fourier transform of the two-
time correlation function of the oscillator’s position:
SqðωÞ ¼
Rþ∞
−∞ dτe
−iωτE(hqˆðtÞqˆðtþ τÞi). The area under
SqðωÞ is proportional to the mean energy, or, equivalently,
the temperature of the mechanical resonator. In fact, given
Eq. (4), the equilibrium energy EðhHˆiÞ can be easily
expressed in terms of the spectral density SqðωÞ
and SpðωÞ of the oscillator’s position and momentum
[23,24]. Equation (5) gives pˆðωÞ ¼ −imωqˆðωÞ, implying
that SpðωÞ ¼ m2ω2SqðωÞ; therefore, SqðωÞ suffices to
characterize EðhHˆiÞ.
Following standard calculation [23,24], we arrive at the
expression EðhHˆiÞ ¼ kBT þ ℏ2Qη=2mω0, where Q ¼
ω0=γm is the quality factor. One arrives at the same result
also by directly solving the CSL master equation [17,18].
Thus, the experimental signature of CSL is a slight
temperature-independent violation of the equipartition
theorem.We can express the excess energy as a temperature
increase:
ΔTCSL ¼
ℏ2Q
2kBmω0
η: ð6Þ
We still have to estimate η, which depends on the
geometry of the system and on the two phenomenological
CSL parameters, as given by Eq. (3). Our experiment
is based on an ultrasoft silicon cantilever, with length
L ¼ 100 μm, width w¼ 5 μm, and thickness d¼0.10μm
[Fig. 1(a)]. A ferromagnetic microsphere based on a
neodymium-iron-boron alloy (density ϱs ¼ 7430 kg=m3)
with diameter 2R ¼ 4.5 μm is attached to the free end of
the cantilever (density ϱc ¼ 2330 kg=m3) and is used for
displacement detection, as described below. Finding η is
not straightforward, both because of the nontrivial geom-
etry of the system, and because the motion of the cantilever
is not rigid. In the Supplemental Material we show in detail
how to compute η [25]. Figure 1(b) shows the calculated
CSL-induced overheating due to cantilever and micro-
sphere and the total one, as a function of rC, assuming
the standard collapse rate λ ¼ 2.2 × 10−17 s−1 [2]. The
cantilever contribution is significant only for rC < 10−7 m,
while for rC > 10−7 m the microsphere contribution
becomes largely dominant. The larger effect of the micro-
sphere is explained by the dependence of η on the square of
FIG. 1. (a) Scheme of the mechanical resonator. We focus on
the fundamental bending mode of a high aspect ratio nanocanti-
lever with length L, width w, and thickness d. A ferromagnetic
microsphere with radius R is attached to the free end of the
cantilever. (b) Calculated CSL-induced heating ΔTCSL of the
cantilever fundamental mode as function of rC. The total effect
(solid line) includes two terms associated, respectively, to the
microsphere (dashed line)and to the cantilever (dotted line), as
well as a correlation term. Because of higher density, the
contribution of the sphere is largely dominant for rC > 10−7 m.
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the density ϱ. The total overheating peaks at rC ¼ 1.4 μm,
of the order of the microsphere radius. Based on these
considerations and on Eq. (6), the optimal cantilever
features can be summarized as follows: size R ∼ rC, lowest
possible ω0 and T, highest possible Q and ϱs.
Experimental results.— Details on the detection scheme
were already reported in Ref. [27]. A SQUID current sensor
is used to detect the motion of the magnetic particle on
the cantilever via a superconducting detection coil. The
cantilever chip is clamped above the coil and thermalized
by means of a brass spring. The cantilever-coil setup is
enclosed in a superconducting shield and thermally anch-
ored to the mixing chamber of a dilution refrigerator. The
temperature is monitored by a Speer resistive thermometer,
calibrated against a high-accuracy superconductive refer-
ence point device [28].
The resonant frequency of the cantilever is f0 ¼
3084 Hz and the quality factor measured with the ringdown
method is Q ¼ 38 × 103. Measurements of the mean
energy of the cantilever mode, or, equivalently, the effective
mode temperature Tm, were performed as a function of bath
temperature T in the range from 10 mK up to 1 K. The
power spectrum of the SQUID-detected signal is acquired
with a resolution of 0.02 Hz, and at least 20 spectra are
averaged for each point. The spectrum is well fitted by a
Lorentzian peak associated to the cantilever motion inco-
herently superimposed on the SQUID white noise, as seen
from the examples shown in the inset of Fig. 2. An absolute
calibration procedure has been developed to convert the
area under the Lorentzian peak inferred from the fit into
the mean energy E of the cantilever mode. Details on the
calibration procedure can be found in Refs. [29,30].
Figure 2 shows the measured cantilever mode temper-
ature as a function of the bath temperature. We have divided
the data set in two regions. For T > 25 mK and up to the
maximum temperature ∼1 K, the data follow remarkably
well the expected equipartition behavior. In particular, the
parameter-free equipartition curve Tm ¼ T fits the exper-
imental data well, indicating that the cantilever is well
thermalized and is actually behaving as a primary ther-
mometer. Furthermore, we can infer that the systematic
errors in the calibration and in the temperature measure-
ment are negligible within the error bar. A linear fit with
variable slope α gives α ¼ ð1.03 0.03Þ, indicating that
the calibration systematic error is of the order 3% or less.
At bath temperatures lower than 25 mK, Tm is found
to saturate at an effective value Tm ¼ ð25 1Þ mK. As
discussed in Ref. [27], the saturation is consistent with an
unknown effective heat leak to the cantilever on the order
of 100 aW. The sharpness of the saturation is typical at
millikelvin temperature and is caused by the strong temper-
ature dependence of the limiting thermalization mecha-
nisms. For instance, the heat conductivity of silicon or other
thermal boundary resistances are expected to scale as Tn
with n ∼ 3. As a consequence, the cantilever mode temper-
ature rapidly approaches the expected linear behavior as
soon as the temperature is increased above the satura-
tion value.
The low temperature saturation cannot be attributed to
CSL-induced heating, which would rather appear as a
positive nonzero intercept of the measured data in the linear
part. To set an upper bound on a possible CSL heating,
we have to determine the maximum positive intercept
consistent with the subset of experimental data following
a linear behavior. To this end, we perform a linear fit
of the data above 25 mK, with slope α fixed to 1 and the
intercept T0 as a free parameter. The fit yields T0 ¼
ð0.28 1.18Þ mK, with χ2 ¼ 1.20. We may directly use
this estimate to infer an upper limit at a given confidence
level. However, one needs to be cautious when inferring
upper limits on a quantity that is physically allowed to
be only positive. Here, we adopt the Feldman-Cousins
approach [31], which has been proposed precisely to
address this kind of problems and to overcome possible
misinterpretations of the confidence interval. In particular,
we assume that the measured value T0 provides an
experimental estimation of the true value ΔTCSL > 0 of
a positive CSL heating effect. Therefore, T0 and ΔTCSL
play the roles of x and μ of Feldman-Cousins [31].
The standard procedure for a Gaussian-distributed T0
provides then the upper limit ΔTCSL ≤ 2.5 mK at the
95% confidence level.
We have also performed the same procedure starting
with a linear fit with both slope and intercept as free
parameters. In this case, besides the slope α ¼ 1.03 0.03,
we obtain a slightly different estimate of the intercept
T0 ¼ ð−1.09 1.77Þ mK. Nonetheless, the final upper
FIG. 2. Main panel: cantilever mode temperature Tm ¼ E=kB
as a function of the bath temperature T. Data in the saturation
region T < 25 mK are excluded by the data analysis. The straight
line represents the best fit with Tm ¼ αT þ T0. Inset: examples
of acquired averaged spectra at two representative temperatures
T ¼ 11 mK and T ¼ 1.01 K, with the respective best fit with a
Lorentzian curve. Figures reproduced from Ref. [27].
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limit ΔTCSL ≤ 2.4 mK at 95% confidence level is essen-
tially unchanged.
Discussion.— Let us connect our experimental result to
the CSL model. By using Eq. (6), giving the expected CSL
heating, which is a function of the collapse rate λ and the
correlation length rC, and the measured upper limit on
ΔTCSL discussed before, we can draw the exclusion plot
shown in Fig. 3. The dashed region is excluded at the
95% confidence level.
In Fig. 3 our upper limit is compared with the best one
reported so far in literature, obtained by x-ray spontaneous
emission experiments [32]. To allow for a full comparison
we have extended the upper limit, reported only for
rC ¼ 10−7 m in Ref. [32], to the full rC range. This is
done by taking into account that CSL-induced x-ray
emission scales as r−2C . We have also reported the upper
bound coming from matter-wave interferometry [20–22],
λ ≤ 5.0 × 10−6 s−1 for rC ¼ 10−7 m. Figure 3 shows also
the conservative theoretical lower bound according to the
original paper of Ghirardi et al. [2] and the lower bounds
suggested by Adler, based on the analysis of the latent
image formation in photography [5].
At the conventional length rC ¼ 10−7 m, our upper limit
is still 3 orders of magnitude away from the limit set by
x-ray emission, but provides an improvement over the x-ray
limit at rC > 10−6 m. It also improves the bound coming
from matter wave interferometry by 2 orders of magnitude.
Compared with theoretical predictions, our limit is still
9 and 7 orders of magnitude far from the conservative
collapse rate proposed by Ghirardi et al. [2] at rC ¼ 10−7 m
and rC ¼ 10−6 m, respectively. However, it compares
favorably with Adler predictions. We remark that Adler
intervals are lower bounds on the CSL collapse rate. Our
upper limit is thus ruling out Adler predictions completely
at rC ≥ 3 × 10−7 m, and partially at the conventional CSL
length rC ¼ 10−7 m.
Despite Adler’s lower bounds are already strongly
excluded by x-ray experiments, our result is still significant
because of the very different time scale involved. In fact,
x-ray experiments probe the collapse field at very high
frequency ∼1018 Hz, while we probe the collapse field at
low frequency ∼1 kHz, so that the two approaches are
complementary. Moreover, it has been suggested that the
limits inferred by x-ray emission could be evaded by
assuming a high frequency cutoff on the collapse field
spectrum [5]. In contrast, the time scale of our experiment
is comparable to that assumed by Adler when analyzing
the process of latent image formation, which led to his
enhanced lower bound. Therefore, our data imply that
Adler’s proposal is ruled out, at least for rC > 3 × 10−7 m,
even under the assumption of nonwhite noise.
A final point to be discussed is how our work compares
with existing or foreseen experiments with mechanical
resonators. Contrary to expectations and despite the
stremendous recent progress, typical quantum opto- and
electro-mechanical systems [33] are largely suboptimal to
search for CSL heating effects, essentially because they
are optimized at very high frequency [34,35]. The best case
is likely given by MHz-frequency aluminum nanomem-
branes, cooled to ∼10 mK by several groups [36–38]. The
bound on the CSL model from these experiments is 2–3
orders of magnitude worse than ours [16,17], because of
the much larger resonant frequency. Macroscopic low-
frequency resonators such as gravitational wave detectors
[39,40] are not effective as well, because of the very large
size [16,17]. A more promising approach is given by
resonators with much lower resonant frequency, such as
torsion microbalances or micropendula [41] or by levitated
microparticles [18,19,42].
We conclude with an outlook towards future improve-
ments of our method, achievable with existing technology.
Single crystal diamond cantilevers with thickness 0.6 μm
have been recently demonstrated, with very high quality
factors approaching 107 at 100 mK [43]. Combining such
a device with a high density mass load (we choose as
example a FePt film with size 40 × 12 × 0.2 μm [44]) and
assuming a temperature resolution ΔT ∼ 1 mK, we obtain
the dotted curve in Fig. 3. This would improve by
2–3 orders of magnitude the upper limit obtained in this
work. Larger improvements towards the Ghirardi limit
FIG. 3. Exclusion plot in the λ − rC plane based on our
experimental data, compared with the best experimental upper
bounds reported so far and with the proposed theoretical lower
bounds. Continuous (red) curve: upper limit on the CSL collapse
rate λ, as function of the characteristic length rC. The region
above the curve is excluded at 95% confidence level. Dashed
(blue) curve: upper limit on λ from spontaneous x-ray emission
[32]. Dotted (black) line: foreseen upper limit from the proposed
future upgraded setup (see text). Hollow (purple) circle: best
upper limit on λ from matter-wave interferometry at rC ¼ 10−7 m
[20–22]. Filled (violet) circle: conservative lower bound on CSL
parameters according to Ghirardi et al. [2]. Green bars: optimistic
lower bounds on λ at rC ¼ 10−7 m and rC ¼ 10−6 m as
suggested by Adler [5].
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can be conceived, based on entirely new technologies
[18,19,42].
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