The purpose of the present study was to investigate the effects of temporal envelope enhancement using deep band modulation (DBM) on consonant identification scores (CIS) and transfer of features such as place of articulation, manner of articulation, and voicing.
INTRODUCTION
Speech is a complex dynamic signal that fluctuates in both amplitude and frequency over time [1] . To perceive these inherent fluctuations in a signal, the auditory system encodes information directly from the peripheral to the central auditory level to infer a message. Normal perception depends on intact peripheral and central auditory processing mechanisms. However, in a realistic environment, noise always accompanies speech, resulting in a deleterious effect on spectral parameters [2] ; also, noise obscures temporal modulation depth [3] . It is well established that temporal asynchrony is observed in older adults [4] ; the deleterious effect of noise degrades the temporal envelope and spectral content of speech, resulting in poor perception. Because of this effect, even in the absence of hearing loss, older adults often complain that they can hear speech but find it difficult to follow information in the presence of noise [5] . This grievance is even more common in older adults who suffer from hearing loss [4] . The most common type of hearing loss seen in older adults is sensorineural hearing loss, in which dysfunction is noted in the cochlear system and/or in the neural system [6] . Hearing loss in these systems reduces vibration of the basilar membrane due to loss of sensory receptors [4] , which leads to wider auditory filters [7, 8] . Thus, high intensity is required to reach the threshold of audibility where adjacent frequencies are stimulated. Additionally, there is a lack of synapse between sensory receptors and neural ganglions; this results in asynchronous neural firing. In certain circumstances, if noise dominates speech, it becomes more difficult for older adults to understand speech. This is because noise reduces temporal dips in speech and masks weak consonants [9] . Furthermore, noise obscures the spectral component of speech [2] . Distortion created by noise reduces available cues in speech; thus, these cues are not sufficient for the retrieval of information by older adults with hearing impairment.
To resolve the impaired perception faced by older adults, the temporal envelope enhancement strategy shows promise [10] . The temporal envelope is a low-frequency modulation that plays an instrumental role in the perception of speech when spectral and temporal cues are degraded by noise. Thus, enhancing the temporal envelope provides cues for the perception of speech. One such algorithm is deep band modulation (DBM), which enhances temporal modulation depth in speech.
In deep band modulation, the temporal envelope is enhanced, resulting in a significant increase in the modulation depth. The envelope is filtered and gains are provided differently such that for consonants, the gain is increased and for vowels, the gain is compressed. This algorithm increases the consonant-to-vowel ratio and reduces the upward spread of masking. In addition, at lower signal-to-noise ratios (SNRs), listeners perceive speech by higher amplitude modulation, which is less energetically masked by noise. Furthermore, rescaling the entire length of the timescale enables the auditory system to access correct lexical items. Nagarajan et al. [11] recruited learning disabled individuals with temporal asynchrony [10] ; their results showed improved perception. In another study, Hemanth and Akshay [12] found that DBM improved the perception of speech in older adults. However, there is a dearth of literature on how DBM improves speech perception in individuals with age-related hearing loss. Thus, in the present study, it was hypothesized that DBM may compensate for temporal asynchrony in older adults with hearing loss and may also alleviate impaired perception of speech degraded by noise. The aim of the study was to investigate consonant recognition in unprocessed and DBM conditions by study participants in quiet and at different SNRs. The specific objectives of the study were a) to compare consonant identification scores between unprocessed and DBM conditions obtained at different SNRs in each group of study participants, b) to compare CIS between groups in unprocessed and DBM conditions obtained at each SNR, and c) to investigate sequential transfer of information in unprocessed and DBM conditions at each SNR from the study participants in each group.
MATERIALS and METHODS

Participants
A total of 40 participants were involved in the study. They were classified into four groups; each group comprised ten participants. Group I included younger normal hearing (YNH) adults (>18 years to <25 years); their pure tone thresholds were better than or equal to 15 dB HL at frequencies from 250 Hz to 8 kHz (in octaves) in both ears. Group III included younger hearing impaired (YHI) participants who had moderate sensorineural hearing impairment; they were required to have air conduction thresholds of 40 or 55 dB HL at frequencies from 250 Hz to 8 kHz in both ears. This ensured that the participants in Group III matched the participants in Group I in age. Group II comprised older normal hearing (ONH) participants (>60 to <75 years) whose hearing thresholds were better than or equal to 25 dB HL at frequencies from 250 Hz to 8 kHz (in octaves) in both ears. Group IV included older adults with hearing impairment (OHI) whose thresholds were similar to those of Group III and who were matched for age with Group II. The thresholds at frequencies from 250 Hz to 8 kHz (in octaves) in both ears from each group are depicted in Figure 1 . All participants had word recognition scores of 75% or higher in quiet conditions in both ears. Additionally, the middle ear status of all participants was required to be normal, as indicated by type A tympanogram. None of the participants had any other otological or neurological problems.
In the present study, all testing procedures used non-invasive techniques, and all the procedures were explained to the participants before testing. Informed consent was obtained from all the participants. The study was approved by the ethical committee of the institution.
Stimulus Preparation
The phonemes in Kannada with frequencies of occurrence greater than 0.5% [13] were selected (/k/, /g/, /t∫ /, /t/, /d/, /ŋ/, /t/, /d/, /n/, /p/, /b/, /m/, /j/, /r/, /l/, /v/, /∫ /, /s/, /h/, /l. /, and /dЗ/) and were paired with a low short central vowel, /i/, at the initial and final positions. The vowel-consonant-vowel (VCV) syllables were used to obtain consonant recognition and also to estimate the sequential transfer function. Three female speakers whose mother tongue was Kannada were chosen to utter the 21 VCV syllables with normal vocal effort. These VCV syllables were recorded using Adobe Audition software ( Adobe Version 3; Adobe Systems Incorporated, Park Avenue, San Jose) via a recording microphone placed at a distance of 10 cm from the lips of the speaker [14] . The recorded stimuli were digitized using a 32-bit processor at 44,100 Hz sampling frequency. A goodness test was performed to verify the test stimuli. That is, the 21 stimuli uttered by the three speakers were presented to ten normal hearing individuals. The stimuli uttered by the speaker who was judged to have the most naturalness on a 3-point rating scale (3=natural, 2=less natural, and 1=unnatural) were selected to conduct the experiments.
Each VCV syllable was digitally mixed with speech babble noise [15] at a +10 dB SNR using the SNR MATLAB code (MATLAB version 2009B; Natick, Massachusetts, USA). The noise onset preceded the onset of a VCV syllable by 100 ms and continued until 100 ms after the end of each syllable. The noise was ramped using the cosine square function with a ramp duration of 30 ms. The onset of noise before the onset of each syllable is believed to prevent unintended onset effects. A similar procedure was conducted to digitally mix the VCV syllables with the speech babble noise [16] at a +5 dB SNR.
Deep band modulation versions of the VCV stimuli were prepared using Praat software (version 5.3.56, developed by the Institute of Phonetic Science, University of Amsterdam, Netherlands) using an algorithm adopted by Nagarajan et al. [11] Each VCV syllable was passed through 20 second-order Butterworth filters by the filter bank method. The center frequencies from these 20 filters were logarithmically spaced between 100 Hz and 10 kHz. From the output of each narrow band channel, an envelope was extracted (i.e., a Hilbert transform was computed using fast Fourier transform (FFT)). The envelope in each narrow band channel was filtered using second-order Butter- worth filters with cutoff frequencies between 3 and 30 Hz [15] . Furthermore, the envelope was rectified in each channel. Before summating the envelope from each channel, a gain of 15 dB [15] was provided for the channels within the frequency range of 1-4 kHz to obtain the DBM VCV syllables. Each DBM VCV syllable was digitally mixed with speech babble noise (16) at SNRs of +10 dB and +5 dB, respectively, using the SNR MATLAB code.
Procedure
Each participant was seated comfortably in a soundproof room, and a closed set of target test VCV stimuli was displayed to the participant on a monitor screen. The unprocessed VCV stimuli were played through the GUI of MATLAB software (version 2009B) loaded on a personal laptop. The output of the laptop was connected to the auxiliary input of the audiometer. The output of the dual channel diagnostic audiometer (Inventis Piano, Padova, Italy) was delivered through TDH 39 headphones at the participant's most comfortable level. Before the presentation of the stimuli, the level of the presentation was monitored with the calibration tone. During the presentation of the stimuli, the average deflection on the VU meter was measured at 0 dB. Each VCV speech syllable was presented three times. The participant was instructed to click the heard syllable on the monitor screen. A successive stimulus was presented 2 s after the previous response. Similar procedures were carried out at +10 dB and +5 dB SNR conditions. The order of the stimuli was randomized across the participants. After a sufficient pause requested by each participant, the same procedure was conducted in DBM conditions at different SNRs. This ensured that the order of testing in different conditions and SNRs was counterbalanced across the study participants.
Data Analyses
In the consonant identification task, a score of one mark was assigned for each correct response. For an incorrect response, a score of zero was assigned. The maximum total of obtained marks was 63 (i.e., 21 consonants * three repetitions) under each of the experimental conditions. In sequential transfer of information analysis (SINFA; Linguistics and Phonetics, London, United Kingdom), consonants are classified based on three phonetic features (i.e., voicing, place of articulation, and manner of articulation). The phonetic features of these 21 consonants, classified under voicing, place, and manner, is tabulated in Table 1 . Furthermore, the information transmitted for each feature of articulation was established. Three trials of identification data from all consonants were united across the participants in each group. The result is a single confusion matrix, which was created for six different conditions. The confusion matrices of all six conditions were then analyzed using SINFA to investigate the percentages of the features of information transmitted. The sequential information analysis procedure utilized in the present study was adopted from Wang and Bilger [17] . This analysis was performed using the Xfer feature information software package (developed by the Department of Linguistics and Phonetics, London, United Kingdom). In the first iteration, each phonetic feature was calculated. In subsequent iterations, the features with the highest percentages of information transmitted in the previous iteration were held constant and partialled out.
Statistical Analyses
The study results were statistically analyzed using the Statistical Package for the Social Sciences for Windows (SPSS Version 20.0; IBM Corp, Armonk, New York). The data of consonant identification scores (CIS) collected from study participants in different experimental conditions were subjected to repeated measures analysis of variance (ANOVA). A p value of <0.05 was considered statistically significant. The SINFA results were descriptively analyzed to determine the feature information transferred in each experimental condition.
RESULTS
Consonant identification scores and SINFA data were collected in unprocessed and DBM conditions in quiet and at +5 dB SNR and +10 dB SNR from each group of participants.
Consonant Identification Scores
The mean (M) and standard deviation (SD) of the CIS in unprocessed and DBM conditions at different SNRs from each group are tabulated in Table 2 . Two-way repeated measures ANOVA was performed on the CIS, comparing conditions (unprocessed and DBM) and SNRs (quiet, +10 dB, and +5 dB) between subject factors as groups (YNH, ONH, YHI, and OHI). The results revealed a significant main effect for the condition (F (1, 36)=12.81, p=0001), such that CIS was better in DBM conditions than in unprocessed conditions. A significant main Voice: "+" Voiced; "-" Unvoiced effect was also observed for the SNRs (F (2, 72)=36. 62, p=0000), in which the CIS decreased with decreasing SNR. However, there was no significant interaction effect for the condition (F (2, 72)=36.60, p=0.140). In addition, a significant difference was noted in subject factors between groups (F (1, 36)=190.45, p=0.000), suggesting that CIS was better in the YNH group than in the ONH group, followed by the YHI group and the OHI group.
Although there was no significant difference in the interaction effects, a significant difference was observed in the main effects of the conditions, SNRs, and groups. Thus, in each group, three post hoc paired sample t-tests were conducted to determine the SNR at which the CIS were significantly different between conditions. The results revealed that a significantly better CIS was observed in DBM conditions than in unprocessed conditions at +5 dB SNR in the ONH group (t (9)=−3.45, p=0.007), the YHI group (t (9)=−2.93, p=0.000), and the OHI group (t (9)=−3.18, p=0.011).
Additionally, to determine which experimental conditions caused significant differences between the groups, multivariate analysis of variance (MANOVA) was performed. The MANOVA results are displayed in Table 3 . The results revealed that irrespective of conditions and SNR, the mean CIS were significantly different between groups. Furthermore, to determine the groups between which the differences were significant, a Duncan post hoc test was performed on each experimental condition. The results of the Duncan test revealed that all groups were significantly different from each other; for example, better CIS was noted in the YNH group than in the ONH group, followed by the YHI group and the OHI group. This was true in each condition.
Sequential Transfer of Information Analysis
Twenty-one stimuli were used; each stimulus was diverse in its phonetic features. Each of the 21 stimuli was presented three times, so a total of 63 stimuli were presented. This was true for each experimental condition. Sequential Transfer Of Information Analysis (SINFA) was applied for both unprocessed and DBM conditions in quiet and noise (+10 and +5 dB SNR); the data were obtained from each group of participants to assess the amount of information transferred from stimulus to response for a set of the most relevant phonetic features. The information transmitted from each phonetic feature in different conditions from all the groups is shown in Figure 2 . The maximum information in bits that can be transmitted for the 21 stimuli, which were presented three times, is 4.39.
Except for the YHI group, participants from all groups conveyed voicing information better than other phonetic features in different experimental conditions. Specifically, in the YNH group, voicing information was conveyed relatively better than place of articulation, followed by manner of articulation, in quiet and at +10 dB SNR in unprocessed conditions. However, at +5 dB SNR, the transmitted information was better for the voicing feature than for the manner of articulation, followed by the place of articulation. In DBM conditions, irrespective of SNR, the voicing information was carried best, and the manner of articulation was conveyed relatively better than the place of articulation. For the YHI group, except at +5 dB SNR in unprocessed conditions, the information conveyed for the manner of articulation was relatively better than that conveyed for voicing, followed by place of articulation, under each experimental condition. In unprocessed conditions, at +5 dB SNR, the voicing feature transmitted best, and the manner of articulation was conveyed relatively better than the place of articulation. For the ONH group, voicing information was conveyed best, and the manner of articulation was conveyed better than the place of articulation under different experimental conditions. For the OHI group, except at +5 dB SNR under each condition, voicing information was transferred best, and the manner of articulation was transferred relatively better than the place of articulation. At + 5 dB SNR under each condition, voicing information was conveyed best, and the information of place of articulation was transferred better than the manner of articulation. Furthermore, it was observed that each of the phonetic features was transmitted better in DBM conditions than in unprocessed conditions at different SNRs. This was true for each group. It was also observed that each feature was conveyed better in the YNH group than in the ONH group, followed by the YHI group and the OHI group. This was true for each experimental condition. Figure 3 shows the conditional information transmitted for the experimental conditions as a function of manner of articulation. It is noted that for the YNH and YHI groups, there was no trend in the transmission of information in different manners of articulation for each condition in quiet and at different SNRs. In the ONH group, for both unprocessed and DBM conditions, affricatives and fricatives conveyed greater amounts of information than plosives, liquids, and nasals. In the OHI group, it was observed that in unprocessed conditions, the information transmitted was less than 0.010 for liquids in quiet and for liquids and nasals at different SNRs. Furthermore, in unprocessed conditions, in quiet and at two SNRs, more information was contributed by affricatives and fricatives than by plosives. It was also observed that in DBM conditions at +10 dB SNR and +5 dB SNR, affricatives, fricatives, and plosives were conveyed better than liquids and nasals. However, in quiet conditions, affricative information transmitted better than other manners of articulation. In addition, each manner of articulation was processed better in DBM conditions than in unprocessed conditions in quiet and at the two different SNRs. Furthermore, the information conveyed for each manner of articulation was more readily accessed by the YNH group than by the ONH group, followed by the YHI group and the OHI group. Figure 4 shows the conditional information transmitted for the experimental conditions as a function of place of articulation. It was noted that in each experimental condition, except in the YNH group, the information transmitted threshold was less than 0.010 for the bilabial and alveolar places of articulation. Additionally, palate-alveolar conveyed greater amounts of information than velar. Furthermore, more place information was conveyed in DBM conditions than in unprocessed conditions under each experimental condition. It was also observed that the information conveyed for each place of articulation was more readily accessed by the YNH group than by the ONH group, followed by the YHI group and the OHI group.
Manner of Articulation
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DISCUSSION
CIS and Sequential Information Transmitted Under Each Condition
As expected, in each group, CIS decreased with decreasing SNR in both unprocessed and DBM conditions. The consonant identification scores at different SNRs were better in DBM conditions than in unprocessed conditions for all groups of participants. In addition, at +5 dB SNR, CIS was significantly better in DBM conditions than in unprocessed conditions in the YHI, ONH, and OHI groups. In DBM conditions, although the noise of +5 dB SNR modifies the spectral parameters, the higher amplitudes of modulation depth in each VCV stimulus are less energetically masked; this provides cues for the repetition of heard stimulus. Although the YHI, ONH, and OHI groups all have temporal resolution impairment, the participants were able to detect subtle changes in the amplitudes of modulation depth embedded in noise. It appears that DBM lessens temporal impairment by increasing the modulation depth.
In the YHI group, due to damage in the cochlea, the stiffness of the basilar membrane is decreased, which leads to wider auditory filters. Thus, frequency resolution is impaired in this group. In addition, noise alters the spectral content of speech. The option to utilize the temporal cue to repeat the heard stimulus was made available to YHI participants. This is clearly reflected in the study results, which showed improved perception of DBM in +5 dB SNR. From the sequential transfer function, it was noted that in both conditions, the voicing and manner of articulation transmitted better than the place of articulation. However, more information was transmitted in DBM conditions than in unprocessed conditions. Specifically, in unprocessed conditions, all manners of articulation were equally transmitted. However, in DBM, other than plosives, all manners of articulation were conveyed relatively better. This is probably because consonantal information is carried by a slow envelope (<8 Hz) of the speech signal [18] . This provides evidence that a slow envelope of speech is processed better than a faster envelope of speech. Regarding place of articulation, for both conditions, velar and palato-alveolar information were conveyed better than bilabial and alveolar information. In UP conditions, most participants perceived bilabials as alveolar and palate-alveolar. It was observed that in DBM conditions, perception of the bilabial and alveolar places of articulation was improved. It is likely that enhancing the speed of the modulations of the speech signals helped participants to process salient cues, such as formant transition and burst amplitude. It is reasonable that enhancing the consonant portion of speech and compressing the vocalic portion may have improved the listeners' ability to process the slow modulation envelope of each VCV (3-30 Hz) stimulus. Enhancement of the modulation depth by 15 dB was found to be beneficial and increased the resistance of the cues to the obscuring of temporal dips [7] by +5 dB SNR. This indicates that a 15 dB modulation gain in each syllable enables processing of the available amplitudes of temporal dips at a +5 dB SNR. Temporal impairment is generally present in the ONH group. These participants rely more on spectral cues than temporal cues for the perception of speech. However, in noise, the spectral content of speech is obliterated. Thus, in the present study, an experiment was conducted in which spectral cues were removed by adding noise to the speech cues. In addition, the temporal envelope was enhanced in one set of stimuli (DBM), and the temporal envelope remained the same in the other set of stimuli (unprocessed). At +5 dB SNR, although the noise disrupted the spectral content of the speech, the older adult participants with normal hearing could use temporal cues to extract available modulation depth in the noise, which resulted in better scores in DBM conditions. This was supported by a study by Lorenzi et al. [19] . The improved perception in DBM conditions can be explained by the increased distinction of consonant and vowel segments in the stimuli and the enhancement of the modulation depth by 15 dB; this improved the listeners' ability to process the slow modulation envelope in each stimulus. This was found to be beneficial and made the cues more resistant to the obscuring of temporal dips. The results of the present study are in agreement with a research report by Hemanth and Akshay [12] , who found better perception in DBM conditions than in unprocessed conditions. This infers that the reduction in the modulation depth of the speech envelope caused by noise was compensated by expanding the low-frequency temporal modulation by 3-30 Hz. In addition, at +5 dB SNR, it was noted that voicing and manner of articulation features are conveyed better than voicing for both conditions. The amount of information transmitted is relatively higher in DBM conditions than in unprocessed conditions. Specifically, in unprocessed conditions, all the manners of articulation were transmitted to the same extent. However, affricatives and fricatives were transmitted relatively better than the other articulations. This indicates that after enhancement, listeners can capture cues that have slow envelope modulation across a stimulus. Regarding the place of articulation, for both conditions, bilabial and alveolar features were less transferred than velar and palate-alveolar features. In unprocessed conditions, bilabial syllables are substituted by alveolar syllables. In addition, alveolar sounds are replaced by palato-alveolar syllables. However, in enhanced conditions, the errors are still present but are relatively fewer than in unprocessed conditions. It is speculated that the faster modulations of the speech signal enabled participants to processes salient cues, such as formant transition and burst amplitude.
The study participants in the OHI group have cochlear pathology. It is known from the literature that older adults with cochlear hearing loss have broadened auditory filters [20] and temporal asynchrony [6] . Due to these wider auditory filters, spectral peaks and valleys in the stimuli are smoothed out in both unprocessed and DBM conditions. In addition, noise degrades the spectral component of speech [2] and also masks the lower amplitude of the temporal envelope [21] . Therefore, it is likely that listeners will rely on higher amplitudes of temporal cues in the presence of noise. In addition, few auditory filters are available for analysis, especially at lower frequency bands; however, noise accompanied with VCV syllables taxes the available filters so that noise accumulates in functioning filters, leading to reduced recognition at lower SNRs. This occurs for both unprocessed and DBM syllables. However, the adverse effect in unprocessed conditions is greater than that in DBM conditions. Thus, listeners in this group required higher SNR levels to achieve good performance. From the sequential transfer function, it was noted that voicing and place of articulation were conveyed better than place of articulation. In manner of articulation, liquids and nasals are conveyed less than other manners of articulation for both conditions at +5 dB SNR. Liquids are differentiated from nasals and other consonants by formant onset frequency and transitions [22] . Because differential sensitivity for low-frequency signals is poor in individuals in the OHI group, they probably perceived nasals (/m/) instead of liquids and vice versa. In the alveolar and bilabial places of articulation, less information was transmitted compared to other places of articulation for both conditions. Because the members of this group have frequency resolution impairment, they were unable to identify rapidly changing formant bursts and transitions. Even after enhancement, the probability of error in repeating the heard bilabial and alveolar sounds was reduced but did not improve significantly. Thus, the results of the present study for the OHI participants clearly revealed improvement in VCV syllables processed by DBM conditions, in which enhancement of the modulation depth even at lesser SNRs enabled the participants to use available temporal cues. This suggests that the listeners can perceive syllables in temporal dips in the masker. Another reason would be that the available modulation depth in the region where the envelope modulation is undermasked could have enabled older adults to easily understand the speech syllables i.e., release from masking [23] .
Consonant Identification Scores and Sequential Information Transmitted Between Groups
Overall, the results revealed that CIS was better in the younger adult group compared to the older adult group, followed by the younger and older adult groups with hearing loss, in both unprocessed and DBM conditions at each SNR.
a. Does Aging Affect Consonant Recognition?
In unprocessed conditions at each SNR, CIS in the YHI group was found to be significantly better than in the OHI group. In addition, irrespective of SNR, all the features were well conveyed in the YNH group. However, in the ONH group, voicing information was transmitted better than the manner and place of articulation. Perception of voicing mainly depends on the voice onset time and the F1 (first formant) transition [24] . In the present study, individuals with ONH perceived voiced sound as voiced. The lesser transmission of the manner and place of articulation suggests temporal asynchrony in older adults, who might have failed to extract the available temporal dips in noise. In fact, these temporal dips across VCV syllables are more relevant cues in conditions where noise degrades temporal fine structure cues. Furthermore, it is speculated that due to temporal asynchrony, the neurons of older adults have difficulty processing important cues against background noise. Due to neuronal time lag in processing the present cues, the subsequent cues arise, which leads to incorrect access and results in misperception.
Thus, older adults find it difficult to follow speech, especially in noise conditions. Interestingly, when the amplitude of the envelope was increased, the phrase perception at each SNR appeared to improve in older adults. As the results of the present study demonstrate, phrase perception in the YAG group was not significantly different from that of the OAG group in DMB conditions. Older adults could accesses the VCV sylla-bles through voicing and manner of articulation. However, relatively less information was transmitted from the place of articulation. This clearly indicates that envelope enhancement lessens the asynchronous system and makes the inherent cues in the VCV syllables available although the noise partly obscured the temporal dips and spectral content of the sound. Furthermore, the auditory masking effect lessened interruption when processing the target VCV syllables when the envelope was increased by 15 dB. Thus, the negative impact of aging on perception seen in unprocessed conditions is partly reduced in conditions where the speech envelope is enhanced.
b. Does Age-Related Hearing Loss Have an Effect on Consonant Recognition?
The CIS in older adults were found to be significantly better than those of older adults with hearing loss. This infers that the combined effects of aging and hearing loss in OHI have a more negative impact on perception than hearing loss alone. Similar results were obtained even in DBM conditions at lesser SNRs. However, the perception of VCV syllables in DBM conditions was found to be significantly different between YHI and OHI participants at higher SNRs. From the sequential information, it was revealed that the voicing feature was transmitted best for both conditions in the YHI and OHI groups. Furthermore, it is clear that the place of articulation was less conveyed for both the YHI and OHI groups; this is due to their wider auditory filters. However, the manner of articulation was transmitted relatively better in DBM conditions than in unprocessed conditions. This result appeared to reduce the impact of the combined effects of aging and hearing loss in conditions where the envelope was extracted within a bandwidth of 3-30 Hz in each channel from the broad frequency band of the phrase. The envelope from this narrow bandwidth channel with a gain of 15 dB might be well above the noise level, allowing the available functioning filters to extract import cues for perception (listening in dips).
To conclude, at reduced SNR, the cues from DBM enable listeners to repeat heard VCV syllables. The effect of aging and the combined effects of aging and hearing loss are partly lessened by DBM through enhancing the manner of articulation in VCV syllables. In noise conditions, DBM enabled patients to listen through temporal dips where the amplitude of the envelope was enhanced. The use of a DBM strategy in individuals with sensorineural hearing loss has the potential to improve speech perception in adverse listening conditions. Hence, this strategy has scope to be utilized as a rehabilitation technique.
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