To obtain insight in the quality of heavy-traffic approximations for queues with many servers, we consider the steady-state number of waiting customers in an M/D/s queue as s → ∞. In the Halfin-Whitt regime, it is well known that this random variable converges to the supremum of a Gaussian random walk. This paper develops methods that yield more accurate results in terms of series expansions and inequalities for the probability of an empty queue, and the mean and variance of the queue length distribution. This quantifies the relationship between the limiting system and the queue with a small or moderate number of servers. The main idea is to view the M/D/s queue through the prism of the Gaussian random walk: as for the standard Gaussian random walk, we provide scalable series expansions involving terms that include the Riemann zeta function.
Introduction
Heavy-traffic analysis is a popular tool to analyze stochastic networks, since the analysis of a complicated network often reduces to the analysis of a much simpler (reflected) diffusion, which may be of lower dimension than the original system. This makes the analysis of complex systems tractable, and from a mathematical point of view, these results are appealing since they can be made rigorous.
A downside of heavy-traffic analysis is that the results are of an asymptotic nature, and only form an approximation for a finite-sized system. In a pioneering paper, Siegmund [31] proposed a corrected diffusion approximation for the waiting time in a single-server queue (actually, Siegmund formulated his result in terms of a random walk). In heavy traffic,
Goals, results and insights
We now give a general description of the results obtained in this paper. We consider a multiserver queue with arrival rate λ, s servers and deterministic service times (set to 1). We let the arrival rate of the system grow large and set s = λ + β √ λ for some constant β > 0. Our main performance measure is the probability that the queue is empty. The model at hand has been considered before by Jelenković et al. [20] who showed that the scaled number of waiting customersQ λ converges to the maximum M β of a Gaussian random walk with drift −β, for which the emptiness probability is known. As λ → ∞, for β < 2 √ π, there is the result P(Q λ = 0) → P(M β = 0) = √ 2β exp β √ 2π 
with ζ the Riemann zeta function, see Chang & Peres [7] , and Janssen & Van Leeuwaarden [15, 16] . The limiting result for P(M β = 0) has the appealing property that the time to compute it does not depend on the number of servers, which is the case for standard computational procedures for the M/D/s queue, see e.g. Tijms [37] and Franx [10] and references therein.
The main aim of this paper is to obtain series expansions refining this asymptotic result. These series expansions can be used in two ways. First of all, the series expansions quantify the relationship between the limiting system and the queue with a small or moderate number of servers. In addition, the first term (or first few terms) of these expansions have the correct behavior as the number of servers grows large.
One insight we find particularly interesting is that our approximations are not based on the parameter β, but on a modification of it, which depends on s and is given by α(s) = (−2s(1 − ρ + ln ρ)) 1/2 ,
with ρ = λ/s. This function converges to β as s → ∞, cf. Lemma 7. Another insight we obtain is that the resulting approximation P(M α(s) = 0) is, in fact, a lower bound for P(Q λ = 0).
We also obtain an upper bound, again involving the function α(s).
The model we consider may seem rather specific, but one should realize that obtaining series expansions and bounds of this type is by no means a trivial task. The state of the art for traditional corrected diffusion approximations does not go beyond the random walk, and relies on the availability of the Wiener-Hopf factorization. In the Halfin-Whitt regime, the limiting no-wait probability has been found in two cases only, namely for exponential service times and for deterministic service times. We believe that the latter case is the most challenging one.
We apply the methods developed in this paper to the M/M/s queue in [17] , in which case the Halfin-Whitt regime results in a non-degenerate limit for the Erlang C formula (probability that a customer has to wait). There we obtain the same important insight: the Halfin-Whitt approximation can be substantially improved when β is replaced with α(s); this function is the same for both models.
We finally like to point out that the results in this paper are all formulated for the special case of Poisson arrivals, but the methodology we develop is applicable to more general models (see Section 6 ). An additional motivation for considering deterministic service times is that the number of waiting customers in the queue is related to a discrete bulk-service queue, which has proven its relevance in a variety of applications (see [24] , Chapter 5, for an overview).
Methodology
We now turn to a discussion and motivation of the techniques we use and develop in this paper. The ratio of P(Q λ = 0) and P(M β = 0) serves as a primary measure of convergence and should tend to one as λ grows large. This ratio can be expressed as (using Spitzer's identity, cf. (17))
whereÂ λl = (A lλ − lλ)/ √ lλ and A lλ a Poisson random variable with mean lλ, and
the normal distribution function. To estimate (3) one can use Berry-Esseen bounds, but these do not lead to sharp results (cf. Lemma 1) . In order to get more precise estimates one can use classical approximations for sums of i.i.d. random variables like saddlepoint approximations or Edgeworth expansions (see [3, 21] ). However, these require each quantity P(Â λl ≤ β √ l) − P (β √ l) to be approximated separately and uniformly in l. To get convenient asymptotic expansions, we follow a different approach: we bring P(Â λl ≤ β √ l) into quasi-Gaussian form, a method that is standard in asymptotic analysis (for an illuminating discussion see De Bruijn [6] , pp. 67-71). The resulting asymptotic expansion for e.g. the probability of an empty queue then contains terms of the type
where z(x) is some function that does not depend on l. This approach seems technical at first sight but we believe it to be elegant and even intuitively appealing, as there is a clear interpretation in terms of a change-of-measure argument, see the end of Section 2. A large part of this paper deals with obtaining the quasi-Gaussian form, analyzing z(x), and reformulating and estimating G k (a) which is done in Section 4. A key result is Theorem 3, which gives a representation of G k (a) for a large class of functions z(x); the only condition that is imposed on z(x) is that z : [0, ∞) → C is a continuous function satisfying z(x) = O(exp(εx 2 )) for any ε > 0 and that z(x) has a Taylor series around zero. To illustrate the generality of our result, we note that Chang & Peres' result (1) on the Gaussian random walk can be viewed as a special case by taking z(x) ≡ 1.
We focus on the case in which A λ has a Poisson distribution, which ensures a particularly tractable form of z(x) yielding convenient computational schemes. This form is given in Subsection 2.2 and studied in detail in Appendix A. The derivative of z(x) is related to the Lambert W function; our treatment is self-contained, produces some important auxiliary results, and is based on earlier results obtained by Szegö [33] . We include our analysis in a separate appendix, since we believe it is interesting in its own right.
Theorem 3 yields a series expansion which can be truncated at a convenient point to obtain high precision estimates of performance measures. Using classical methods, we can even estimate the optimal truncation point of the series expansion. We illustrate these general ideas by specializing them to the M/D/s queue in Subsection 4.3.
Organization
This paper is organized as follows. In Section 2 we introduce our model and provide short proofs of results which can also be found in [20] . In particular we establish convergence of the number of waiting customers to the maximum of the Gaussian random walk, and give a rough Berry-Esseen bound. These results form a point of departure for the rest of the paper. We also explain in Section 2 how our asymptotic analysis will be carried out. In Section 3, for the emptiness probability, and the mean and variance of the queue length distribution, we rewrite the Spitzer-type expressions into quasi-Gaussian expressions. The reformulation and estimation of G k (a) is carried out in Section 4. Section 5 focuses on lower and upper bounds which have the correct asymptotic behavior in the Halfin-Whitt regime. We use the quasi-Gaussian expression for the emptiness probability obtained in Section 3 to derive these bounds. Conclusions and possible extensions are presented in Section 6.
4
2 The M/D/s queue and the Halfin-Whitt regime
We consider the M/D/s queue and keep track of the number of customers waiting in the queue (without those in service) at the end of intervals equal to the constant service time (which we set to one). Customers arrive according to a Poisson process with rate λ and are served by at most s servers. Let Q λ,n denote the number of customers waiting in the queue at the end of interval n. The queueing process is then described by
where x + = max{0, x}, and A λ,n denotes the number of customers that arrived at the queue during interval n. Obviously, the A λ,n are i.i.d. for all n, and copies of a Poisson random variable A λ with mean λ. It should be noted that due to the assumption of constant service times, the customers which are being serviced at the end of the considered interval should start within this interval, and for the same reason, the customers whose service is completed during this interval should start before its beginning. Assume that EA λ,n = λ < s and let Q λ denote the random variable that follows the stationary queue length distribution, i.e., Q λ is the weak limit of Q λ,n . Let
Let {S n : n ≥ 0} be a random walk with S 0 = 0, S n = X 1 + . . . + X n and X, X 1 , X 2 , . . . i.i.d. random variables with EX < 0, and let M := max{S n : n ≥ 0} denote the all-time maximum. When X is normally distributed with mean −β < 0 and variance 1 we speak of the Gaussian random walk and denote its all-time maximum by M β . We often use the following notation which is standard in asymptotic analysis:
by which we denote that, for every fixed integer k ≥ 1,
Basic results
The following theorem can be proved using a similar approach as in Jelenković et al. [20] .
Proof. Proof of (i): Note thatQ
SinceÂ λ converges in distribution to the standard normal random variable as λ → ∞, (i) follows from Theorem X.6.1 in Asmussen [2] , if the family (Â λ , λ ≥ 0) is uniformly integrable. But this follows simply from the fact that E[Â 2 λ ] = 1 for all λ. Proof of (ii): The result lim sup λ→∞ P(Q λ = 0) ≤ P(M β = 0) follows from (i). To show the lim inf, note that from Spitzer's identity (see (14) )
Taking the lim inf, applying Fatou's lemma, and using that P(Â lλ > lβ)
which proves (ii). Statement (iii) follows from (i) if we can prove the additional uniform integrability condition sup λ>N E[Q k λ ] < ∞ for some constant N and any k. To prove this, note that the Cramér-Lundberg-Kingman inequality states that P(Q λ > x) ≤ e −sx , for any s > 0 such that E[e s(Â λ −β) ] ≤ 1. After some straightforward computation, this inequality can be rewritten into
Since e x − 1 − x ≤ 1 2 x 2 e x , we see that any s is admissible that satisfies
It is easy to see that s = β satisfies this inequality if λ ≥ N := (β/ ln 2) 2 . We conclude that
for any x ≥ 0 and any λ > N . The uniform integrability condition sup λ>N E[Q k λ ] < ∞ now follows directly using for example the formula
As a consequence of Theorem 1 we know that P(Q λ = 0) (which equals P(Q λ = 0)) tends to P(M β = 0) as λ tends to infinity. We are interested in how fast the M/D/s queue in the Halfin-Whitt regime approaches the Gaussian random walk, and so we take the ratio of P(Q λ = 0) and P(M β = 0) as our measure of convergence. From Spitzer's identity for random walks (see Theorem 3.1 in [32] ) we have
which gives for the M/D/s queue
where we choose λ such that s = λ+β √ λ is integer-valued, i.e. λ = 1 2 (2s+β 2 −(4sβ 2 +β 4 ) 1/2 ) with s = 1, 2, . . .. For the Gaussian random walk we have ln P(M β = 0) as in (10) . The following can be proved using a Berry-Esseen bound. 
Proof. Along the same lines as Theorem 2 in [20] . From (15) and (10) we get
Rewriting
withÂ λl = (A λl − λl)/ √ λl and using the Berry-Esseen bound for the Poisson case (see Michel [27] )
yields, upon substituting (19) into (17), the second inequality in (16) . The first inequality in (16) follows in a similar way.
We should stress that the occurrence of ζ( 
Quasi-Gaussian form: motivation and outline
The bound in (16) does not reveal much information, except that convergence takes place at rate O(1/ √ λ). In order to get more precise estimates one can use a saddlepoint approximation or an Edgeworth expansion. However, these are not very convenient, as they require each element P(Â λl ≤ β √ l) − P (β √ l) to be approximated separately due to its dependence on l. One example would be the Edgeworth expansion for the Poisson distribution (see [3] , Eq. (4.18) on p. 96)
which leads to the approximation
It may not come as a surprise that (21) is not a good approximation because we neglect all O(1/λl) terms in (20) . Although including more terms in the Edgeworth expansion is an option, we choose to get more convenient asymptotic expansions for P(Â λl ≤ β √ l) by bringing it into quasi-Gaussian form.
Specifically, we prove the following theorem in Section 3.
in which
and y ′ is a function analytic in |x| < 2 √ π (see Appendix A, (138)). 
and for y ′ there is the power series representation
From an aesthetic viewpoint, expression (22) conveys much understanding about the character of the convergence, since we have complete agreement with the Gaussian random walk (10) when we would have λ → ∞. The deviations from the quasi-Gaussian random walk are embodied by p ≡ 1, y ′ ≡ 1 and α ≡ β. From (22) we see that there is the asymptotic expansion
where
Similar expressions, though somewhat more complicated than the one in (27) , exist for EQ λ and VarQ λ (see Subsection 3.2) and these involve G k with k = 0, −1, −2 . . . and k = 1, 0, −1 . . ., respectively. We shall study G k thoroughly, leading to series expansions, asymptotics and bounds.
We close this section by giving an interpretation of the quasi-Gaussian form (22) . Using, see Appendix A, (132), 1
and
we find from (22) that As mentioned in the introduction, the resulting formula reveals that the summands of the random walk associated with the M/D/s queue, and the summands of the Gaussian random walk are absolutely continuous with respect to each other. The connecting measure between the two densities has a density as well, and equals y ′ (·/ √ s). Another interpretation is that P(Q λ = 0) is obtained by twisting the Gaussian distribution associated with M β . The associated Radon-Nikodym derivative can again be described in terms of y ′ (·/ √ s).
From Spitzer-type expressions to quasi-Gaussian forms
In this section we show how to obtain the expression (22) . In addition, we present similar results for the mean and variance of the queue length.
Proof of Theorem 2
For n = 0, 1, . . . we let
With ρ = λ/s and n = ls (so that λl = nρ), and
we then have from Szegö [33] , p. 50 (also see Abramowitz-Stegun [1], 6.5.13 on p. 262),
Using this relation we can rewrite the Spitzer-type expression (15) as
with p(n) as defined in (25) . We then consider the equation
with x ∈ C from which y is to be solved. We note that
whence there is an analytic solution y(x) around x = 0 that satisfies y(x) = x + O(x 2 ) as x → 0. Furthermore, since f increases from 0 to ∞ as y increases from 0 to 1, we have that y(x) increases from 0 to ∞, and for any x ≥ 0 there is a unique non-negative solution y(x) = y of (36) . Furthermore, we let
Then it holds that q ls (ρ) = e
Substituting (40) into (35) yields (22).
Lemma 2. The parameters α and β are related according to
Proof. Follows from 1 − ρ = y(γ 1/2 ) = y(α/ √ s), see Table 3 .2, and
We have that y(x)(1 − y(x)) −1/2 = x + 
Mean and variance of the queue length
Our primary characteristic in this paper is the probability of an empty queue. However, the techniques that we develop can be applied to other characteristics like the mean and variance of the queue length. From Spitzer's identity it follows that the mean and variance of the maximum M are given by
with k = 1 and k = 2, respectively. For the M/D/s queue this yields
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This leads after considerable rewriting to
In a similar way as for P(Q λ = 0), (46) and (47) can then be brought into the forms
For the Gaussian random walk we have that (see [15] )
Ignoring the factors √ s and s, we again have complete agreement with the Gaussian random walk when λ → ∞. The deviations from the Gaussian random walk are embodied by p ≡ 1, y ′ ≡ 1, β ≡ α and the fact that R(ρ) ≡ 1 when ρ < 1. The introduced notation is summarized in Table 3 .2.
Results for G k
In this section we give a reformulation of the function G k in terms of a principal series expansion. The level of generality is higher than needed for the M/D/s queue, as we consider a large class of functions z(x) of which y ′ (x) is just a special case. In Subsection 4.1 we derive the Taylor series for the most general case. We also discuss some special cases that lead to considerable reductions in complexity of the expressions. The principal series expansion comprises terms involving s, z, a = α/ √ s and elementary functions, as well as a constant L k , not depending on a = α/ √ s, which is more complicated. For this L k we present an asymptotic series as s → ∞ that can be used conveniently when the radius of convergence r 0 of z(x) = ∞ j=0 b j z j is not small (for instance 2 √ π as in the pilot case z(x) = y ′ (x)). In In Subsection 4.3 we use this general result for the specific case of z(x) = y ′ (x) to derive series expansions and asymptotics for P(Q λ = 0). There is a clear connection with the Gaussian random walk. In fact, results for the Gaussian random walk involve the function G k for the special case z(x) ≡ 1.
Principal series expansion
We let z : [0, ∞) → C be a continuous function satisfying z(x) = O(exp(εx 2 )) for any ε > 0, and we assume that there is an r 0 > 0 such that z(x) is represented by its Taylor series ∞ j=0 b j x j for 0 ≤ x < r 0 . We consider for s > 0 and integer k the function
In the case that z(x) = x i we have
where T k,i is defined as
with i = 0, 1, . . . and k ∈ Z. The functions T k,i have been thoroughly investigated in [16] , Section 5, leading to analytic expressions. We now generalize this result to G k .
Theorem 3. For k ∈ Z and a < 2 π/s we have that
Proof. We have
The right-hand side of (58) can be expressed in terms of Lerch's transcendent Φ, defined as the analytic continuation of the series
which converges for any real number v = 0, −1, −2, . . . if z and t are any complex numbers with either |z| < 1, or |z| = 1 and Re(t) > 1. Note that ζ(t) = Φ(1, t, 1). Thus,
We then use the important result derived by Bateman [9] , §1.11(8) (with ζ(t, v) := Φ(1, t, v) the Hurwitz zeta function)
which holds for | ln z| < 2π, t = 1, 2, 3, . . ., and v = 0, −1, −2, . . ., as to obtain
Therefore
The series on the second line of (63) converges uniformly in a with s 1/2 a ∈ [0, c] and c < 2 √ π, 13 so upon integrating the identity in (63) we get for 1 2 sa 2 ≤ c < 2π
We shall determine L k . It holds that, as a ↓ 0,
Here (54) has been used and the o(1) comes from the fact that z(
Now from Janssen & van Leeuwaarden [16] , Section 5,
for i = 0, 1, . . . , 2k + 1 and
Here
Therefore, as a ↓ 0, we get
Adding
at either side of (72) and letting a ↓ 0, we find that L k has the required value (57). Then (56) follows from (64).
Some values of the Riemann zeta function ζ are given in Table 4 .1. Table 2 : Some values of the Riemann zeta function ζ.
We now give several special cases of Theorem 3. The next two corollaries focus on negative values of k. 
lsx 2 z(x)dx (which follows from the definition of L k in (57) in which all series over j vanish for k = −2, −3, . . .). 
Theorem 3 is meant for the case that a and the convergence radius r 0 of ∞ j=0 b j x j are general. In the case that a < r 0 the expressions can be simplified considerably, as demonstrated below. If a < r 0 we have
As a consequence of (76) we have that the expression on the first line of (56)
simplifies to
Together with (77) this gives expressions for G k (a) that are, apart from the L k to which we turn next, convenient for computation when a is small.
Lemma 3.
For the first line of (57)
there is the asymptotic expression
In case that b j Γ j+1 2
= O(B j ) for some B > 0, the asymptotic series in (81) is convergent when s > 2B 2 , with sum equal to (80).
Proof. Using
we find that
This yields (81) since Remark 5. Chang & Peres [7] , Theorem 1.1, proved that
for 0 < β < 2 √ π. This result follows easily from Theorem 3, for the case z(x) ≡ 1, a = β/ √ s and k = −1.
For general k, setting z(x) ≡ 1 and a = β/ √ s in Theorem 3 leads to the following result.
Lemma 4. For β < 2 √ π and k ∈ Z we have that
where R −1 (β) = − ln √ 2β and
Optimal truncation value
Lemma 3 can be deployed in two ways. We can take only the first few terms to get a good idea of how things behave (see Subsection 4.3), or for the numerical evaluation of L k , we take as many terms as needed using optimal truncation. The optimal truncation value J of (81) is so large (see developments below) that we can replace ζ(−k + J/2) by 1. The truncation error made by approximating (80) by
is of the order 1 2
We replace, furthermore, b J+1 = (J + 2)a J+2 by its asymptotic bound, see Appendix A, Lemma 13,
The factor (1/2(J + 2)) 1/2 is rather unimportant for determination of the optimal truncation value J, and we focus on
Noting that Γ(J/2 + 3/2)/Γ(J/2 + 1) ≈ (J/2 + 1) 1/2 , we see that
The right-hand side of (92) decreases in J until J/2 + 1 = 2πs; this J is (near to) the optimal truncation point. At this point we estimate the right-hand side of (90) 
For instance, for s = 10 this equals 10 −29 .
Remark 6. Observe how important it is that we have managed to show the good bound (89) on |b J+1 |. If, for instance, the 1/2 √ π in this bound were to be replaced by 1, the e −2πs on the far right of (93) would have to be replaced by e −s/2 and the resulting quantity √ 2πe −s/2 /s would be 0.0017 for s = 10.
Accurate approximations for the M/D/s queue
We can apply Theorem 3 to obtain accurate approximations for the emptiness probability and the mean and variance of the queue length. By way of illustration, we do this in some detail for P(Q λ = 0) and briefly indicate at the end of this section how one can proceed for the other cases.
We have from (25) and (27) that
The G −2 , G −3 , . . . are bounded functions of a = α/ √ s while G −1 (a) behaves like
Accurate approximations to − ln P(Q λ = 0) are obtained by including 1, 2, 3, . . . terms of the second line of (94) in which the G's must be approximated. For the number of terms of the asymptotic series in (94) to be included one could follow a truncation strategy (based on (139), (152) and the bound
. .) pretty much as was done in Subsection 4.2. We shall not pursue this point here.
We shall compute accurate approximations to G −k (a) for k = 1, 2, . . .. We have from (74) and (75) for α < 2 √ π
and for k = 2, 3, . . .,
Here,
Below we specify the missing ingredients in (96)-(99).
• We have
and the computation of the series is feasible when 0 ≤ α/ √ s ≤ 2 √ π, the b j being computable and O(1/(2 √ π) j ). Table 3 : Series expansions for P(Q λ = 0) based on (94). The values of P(M β = 0) are given between brackets.
and the computation of the series is feasible when 0
Since, see [15] , Sec. 6, ζ(−r + 1 2 )/r! = O(1/(2π) r ), the computation of the series over r at the right-hand side of (96) is feasible when α < 2 √ π. A similar result holds for the series over r at the right-hand side of (97).
• We have by Lemma 3
for the series expressions at the right-hand sides of (98) and (99). The left-hand sides of (103) and (104) can be accurately approximated by using the optimal truncation approach of Subsection 4.2. Alternatively, assume that we include all three terms on the second line of (94) (so that the truncation error is O(s −7/2 )). We then include in the right-hand side of (103) the terms with j = 1, 2, 3, 4, and in the right-hand side of (104) the terms with j = 1, 2.
When we want to compute accurate approximations to EQ λ and VarQ λ , we can use (48) and (49), and then it becomes necessary to approximate G k (a) with k = 0 and k = 1 as well. This can still be done by using Theorem 3 with its simplifications as pointed out in Corollary 2 since z(x) = y ′ (x) has b j = O((2 √ π) −j ). Of course, there are a variety of ways to proceed here, just like in case of − ln P(Q λ = 0) treated above. For the latter case, we have just worked out one of the more straightforward methods. Table 3 displays approximations to P(Q λ = 0) based on the series expansion (94). Results are given for 1, 2, and 3 terms of the second line of (94), and the G's are approximated as described in this subsection. Clearly, the expansions provide sharp approximations, and in most cases, one term suffices to get accurate results, i.e.,
5 Bounds and approximations for the emptiness probability
The Gaussian form (22) for P(Q λ = 0) is rather complicated due to the presence of p(ls) and z(x) = y ′ (x), which both can be expressed as infinite series. In this section we obtain bounds on P(Q λ = 0) by using inequalities for p(ls) and y ′ (x).
Lemma 5.
Proof. Follows directly from rewriting (22) as
and applying
Lemma 6. There is the inequality
Proof. Follows from (106)- (107) and y ′ (x) ≤ 1 (see Lemma 15) .
We next show that the right-hand side of (110) is a decreasing function of λ when β > 0 is kept fixed. Indeed, this is a direct consequence of the following lemma.
Lemma 7. α = (−2s(1 − ρ + ln ρ)) 1/2 increases as a function of λ when β > 0 is kept fixed. In fact, α increases from 0 to β as λ increases from 0 to ∞.
where we have set x = √ λ. Now
where we have set t = β/x > 0. Since it holds that
(equality at t = 0) and thus
the proof is complete.
Lemma 8. The following inequalities hold:
22
(ii) For 0 < α < 2 √ π, U B LB ≤ exp 1 12s
Proof. (i) Follows from (110) and observing that
(ii) Follows from rewriting the right-hand side of (110) in terms of Lerch's transcendent and applying the Bateman series (61).
Lemma 9.
There are the inequalities
Proof. Follows from (106) and 1 − 2 3 x ≤ y ′ (x) ≤ 1 (see Lemma 15) .
Note that the right-hand side of (118) equals P(M α = 0), i.e., the probability that the maximum of a Gaussian random walk with drift −α (instead of −β) equals zero.
Lemma 10.
Proof. Follows from (107) and 1 − The right-hand side of (120) can be written as
Using Lemma 4 for k = −1, −2, and (61), we find that (121) satisfies, for α < 2 √ π,
which yields a sharp approximation for (121) for small values of α.
Considering the leading component in the exponents of (119) and (120), it makes sense to use the approximation
We note the approximations (105) and (123) (123) we then get, for β < 2 √ π (and hence α < 2 √ π),
For small values of α we then propose the approximation
Numerical experiments
We now evaluate the approximations and bounds derived in this section. True values of P(Q λ = 0) are computed from (15) . Some numerical results are displayed in Tables 4 and 5 . In Table 4 , the values of P(M β = 0) are given in between brackets. Both the lower bound P(M α = 0) and the upper bound (120) may serve as conservative approximations, but the quality of approximation (123) is striking for small and moderate values of β. For large values, it seems that the limiting value is reached quite rapidly. In particular, for the case β = 2, the Halfin-Whitt limit P(M β = 0) is reached almost immediately, which suggests to use P(M β = 0) as an approximation for P(Q λ = 0). Indeed, as such, the Halfin-Whitt limit outperforms all other approximations, including the series expansions in Table 3 . For all other values of β (especially small values), all alternative approximations of the emptiness probability are closer to the true values than the Halfin-Whitt limit.
Conclusions and outlook
The approach in this paper consists of three major steps:
1. Quasi-Gaussian form. Section 3 is the bridge that permits us to pass from the general form of Spitzer's formula (14) to the more convenient quasi-Gaussian form (22) . The Table 4 : Bounds, approximations and true values of P(Q λ = 0). key facilitator is, see (40) ,
where, as before, A λ denotes a Poisson random variable with mean λ.
2.
Analysis of the function y. Appendix A contains a detailed study of the function y (and y ′ ). It is shown that there is a strong connection with the Gamma function, the reciprocal Gamma function and the Lambert W function. For this paper, the most important result is the power series for y, see (147), which is shown to have rapidly decaying coefficients. The latter property makes the quasi-Gaussian form (126) extremely effective, because only the first few terms of y ′ have to be taken into account.
3. Principal series expansions. Starting from the quasi-Gaussian form, we derive in Section 4 principal series expansions for P(Q λ = 0). The expansions comprise elementary functions and are used to derive asymptotic expressions and bounds for P(Q λ = 0). The power series for y leads to even more explicit expansions. Table 5 : Bounds, approximations and true values of P(Q λ = 0)/P(M β = 0).
Steps 1 and 2 are very case-specific, requiring properties of the Poisson distribution and the associated function y ′ .
Step 3 is far more general. The expansions presented hold for a large class of functions z, of which z = y ′ (Poisson case) and z ≡ 1 (Gaussian random walk) are just special cases. We now briefly indicate some ideas that enable the extension of the first two steps. A more general version of our model is
If we can write the random variable A * λ as the sum of s i.i.d. random variables, which each converge weakly to a random variable with unit mean as λ → ∞, then under some additional assumptions (for example a Lindeberg-type condition) one has still weak convergence of (A * λ − s)/ √ s to a Gaussian random variable with negative mean. To write the associated performance measure, such as the emptiness probability, in a convenient form, our method of attack would still work if the cumulative distribution function P(A * λ ≤ s) is of type (126) with y ′ (x) replaced by some function that depends on A * λ . Temme [35] describes a large class of distributions that can be brought in this shape.
A Analysis of the function y
We shall present an analysis to obtain some results on the function y(x) that appeared in Subsection 2.2, especially in Eq. (22) . As before, y(x) is, for |x| sufficiently small, the solution y of the equation
that is real and positive when x is real, positive and sufficiently small. We note that for |y| < 1,
whence we can write Eq. (127) for small x and y as
with the principal value of the square root. Hence,
From (127) we furthermore see that y(x) increases from 0 to ∞ as x increases from 0 to 1, and that y(x) increases from −∞ to 0 as x increases from −∞ to 0. The function y(x) occurs in connection with the asymptotic expansions of Γ(t + 1) and 1/Γ(t) as t → ∞. Thus one substitutes in the integral representation
subsequently u = t(1 + v), v = −y and y = y(x) to obtain
We refer to [6] , Section 4.5 on pp. 69-71, and to [28] , Ch. 3, §8 on pp. 85-86. By (129), we have that y(x) has a power series
converging for |x| sufficiently small. Then by Watson's lemma, see e.g. [28] , pp. 112-116, the asymptotics of Γ(t + 1) follows from (132) as
as t → ∞. Note that the terms with odd n in the first series in (134) vanish. In a similar fashion the asymptotics of 1/Γ(t) can be obtained from the Hankel representation
where C is a contour that starts at ∞ + i0, encircles the origin in positive sense and ends at ∞ − i0. This is carried out in [36] , Subsection 3.6.3 on pp. 69-70. Thus by substitutions as in (132) we now get 1
where it is observed that Ref (y) → −∞ as y → ∞ ± i0. Now the integration path 1 + C is deformed so as to pass through the saddle point y = 0 where the real axis is crossed perpendicularly from the upper half plane into the lower half plane. Around the saddle point we make the substitution f (y) = − 1 2 x 2 = 1 2 (ix) 2 where x ∈ R decreases from +δ to −δ, with δ > 0 sufficiently small, and we get, as t → ∞,
tx 2 dx
In particular, we have that the asymptotics of the p(n) of (25) is given by
so that the p k 's in (25) are given as
We shall now present and establish some results for the coefficients a n of the power series ∞ n=1 a n x n of y(x). In [38] , p. 16, there is given the result
with c k the coefficients of a function φ(τ ) that is regular inside the circle |τ | = 2π. Apparently, since tΓ(t) = Γ(t + 1) and
so that a 2k+1 decays like ( 1 4π + ǫ) k for any ǫ > 0. However, with the asymmetric integration ranges (unlike those in (132) and (137)) that occur in the integrals at the right-hand side of (22) , the decay behaviour of the coefficients a 2k is equally important. We shall thus conduct an analysis for y(x) that is somewhat similar to the analysis in [38] , Secs. 7-9 on pp. 9-15, for the function φ(τ ) = ∞ k=0 c k τ k . This analysis is greatly facilitated by the study of the properties of the mapping z ∈ C → e 1−z z = w
as given in Szegö [33] . Note that exp(f (y)) = (1 − y)e y so that many of the observations of Szegö directly apply to our function f . The mapping given in (142) is clearly related to the Lambert W function, which is the inverse of the mapping W ∈ C → W e W , see [8, 18] . Explicitly, our y(x) and Lambert's W function are related according to
It appears that Szegö's analysis of the mapping in (142) has largely escaped the attention of the Lambert W community. In the proof of the lemma below, we heavily rely on this analysis and omit some of the details that are contained implicitly or explicitly in [33] , §2.
Lemma 11. The functions y(x) extends to an analytic function on all of C with the exception of two branch cuts from 2 √ π · e
πi .
Proof. (sketch) Our approach is to take any angle θ with −π ≤ θ ≤ π, and to see how far y(x) admits analytic continuation when x moves in the direction e iθ from 0. Clearly, from (130), y(x) starts moving from 0 in the direction e iθ when x does so. We thus plot curves C θ in the y-plane that start at the origin and leave from there under an angle θ ∈ [−π, π] with the positive real axis and on which arg[−y − ln(1 − y)] = 2θ. Writing y = 1 − z and z = ηe iϕ with η > 0 and real ϕ, there should hold
with r ≥ 0 for y to lie on C θ . Consequently, we should have
With reference to Fig. 2 , we have that the cases with tan 2θ = 0 give rise to the curves with θ = 0, ±π/2, ±π. The cases that tan 2θ = ∞ give rise to the four curves with θ = ±π/4, ±3π/4. We note that f ′ (y) = y/(1 − y) so around any y 0 = 0, 1, the mapping y → f (y) is locally invertible as an analytic function. Furthermore, |f (y)| increases along any of the curves C θ . Indeed, this is so, by (130), when y is close to 0, and |f (y)| cannot have stationary points as y = 0, 1 moves along C θ , for otherwise ln f (y) = ln |f (y)| + 2iθ + 2πin (n some integer) would have a stationary point, contradicting f ′ (y) = 0. Along the curves we define ln(1 − y) as the integral of −1/(1 − z) with z moving along C θ from 0 to y, and thus obtain a log(1 − y) that is analytic around C θ . The curves with θ = ±π/4 are particular since they re-enter the origin (where f ′ = 0), and therefore do not admit an analytic continuation of y(x) beyond there. The values of x at y = 0 in these re-entrance cases are i ±1/2 √ 2π for θ = ±π/4, respectively, since −y − ln(1 − y) has the respective values ±2πi at re-entry to zero along C ±π/4 . The C ±π/4 constitute mirrored versions of Szegö's curve, see [33] , Fig. 1 on p. 51, passed with negative orientation (+π/4) and positive orientation (−π/4), respectively. In the cases that 0 ≤ |θ| < π/4, we have that C θ is bounded by the closed curves C ±π/4 , and that y → 1. The asymptotic behaviour of y is described in these cases in terms of η, ϕ (see (144),(145)) by the spiral η = exp(−1 + ϕ/ tan 2θ) when ϕ · sgn(θ) → ∞ (observe that in these cases θ and ϕ have opposite signs). Consequently, when 0 < |θ| < π/4, we have that |x| = |2f (y)| 1/2 → ∞ along the curve C θ . In the cases that π 4 < |θ| < π, we have that C θ lies completely outside the region enclosed by C ±π/4 , and along these curves we have that |y| → ∞. Therefore | ln(1 − y)/y| → 0 along these curves, and since we have required that arg[−y − ln(1 − y)] = 2θ, we have that Also, |x| = |2f (y)| 1/2 → ∞ in these cases. We thus conclude that y(x) can be continued analytically along all rays x = re iθ , r ≥ 0, when θ ∈ [−π, π], except for θ = ±π/4. In the latter cases the analytic continuation can only be carried out until r = 2 √ π.
Lemma 12. We have
with a 1 = 1 and the a n 's recursively defined as
(n + 1)a n+1 a k+2−n , k = 0, 1, . . . .
Proof. From Lemma 11 we have that y(x) is analytic in the disk |x| < 2 √ π, with branch points at x = 2 √ π · i ±1/2 . This gives (147). From (127) we get by differentiation with respect to x and some rewriting the equation
Using a 1 = 1, this can be written in terms of the a n 's as
(n + 1)a n+1 a k−n = −a k−1 , k = 2, 3, . . . ,
and this gives (148). Also see [28] , Ex. 8.3 on p. 88 and [36] , p. 70.
The first five coefficients a n are given by
and this rapid decay is further substantiated by the following result.
Lemma 13. There is the asymptotic form (rapid decay to 0) a n = sin π 4 (n − 1) − 2π 6n−9 cos π 4 (n − 1) (
Proof. The precise asymptotic behavior of the a n can be determined by Darboux's method, see Szegö [34] 
Thus y(e πi/4 v) = e −πi/4 4π
and similarly, y(e −πi/4 v) = e πi/4 4π − v 2 + O(
When we use Darboux's method in a first order form, we get the leading asymptotics of a n as a n = sin π 4 (n − 1) ( 1 2 n) 3/2 (2 √ π) n + lower order.
Note that the leading term at the right-hand side of (156) vanishes when n = 4k + 1, k = 0, 1, . . . , and so more precise information is required. This can be obtained when we write −y(e πi/4 v) − ln(1 − y(e πi/4 v)) = 1 2 (e −πi/4 (4π
so that from y(x) = ∞ n=1 a n x n we get y(e πi/4 v) = ∞ n=1 a n (e −πi/4 (4π
and a similar expression for y(e −πi/4 v). We are now in a position to use the full strength of Darboux's theorem, see Thm 8.4 in [34] (noting that it should be −e −iϕ k instead of −e iϕ k at the right-hand side of (8.4.8)). For instance, from the fact that a 2 = −1/3, we get (152). The particular form 2π/(6n − 9) of the coefficient in front of cos π 4 (n − 1) arises when the binomials occurring in Darboux's results are manipulated; also it has been used that (−1) n 1/2 n is well approximated as −1/((2n − 1) π(n + 1/2)). Note that the leading factor in (152) is nonvanishing for any n = 1, 2, . . . 
again with equality at x = 0. This proves the lemma.
