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Abstract
In this paper we study the relationship between ordering structures on semirings and semiring-induced
valuation algebras. We show that a semiring-induced valuation algebra is a complete (resp. continuous)
lattice if and only if the semiring is complete (resp. continuous) lattice with respect to the reverse order-
relation on semirings. Furthermore, a semiring-induced information algebra is compact, if the dual of the
semiring is an algebraic lattice.
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1 Introduction
The valuation algebra, put forward in [1,2], is an abstract inference tool for treating
uncertainty and local computation. In [3], it showed that many instances in other
research areas, such as soft constraint systems, probability potentials, propositional
logic, etc, can be seen as valuation algebras induced by some semirings. This pa-
per concerns ordering structures on this kind of systems called semiring-induced
valuation algebras.
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We can see that, this order relation on semiring-induced valuation algebras de-
ﬁned here is related to the operations multiplication and addition on these under-
lying semirings. While, the ordering on a semiring is deﬁned directly from the
addition operation. Naturally it is necessary to study the relationship between or-
dering structures on semirings and their corresponding semiring-induced valuation
algebras. The study on order relations over semiring-induced information algebras
can be founded in [2,3]. However, the research on the connection between two or-
derings described above did not begin. Here we give the necessary and suﬃcient
condition for semirings to induce information algebras. Moreover, we show con-
structively that the relationship between the continuity of two order relations over
semirings and semiring-induced information algebras respectively. Further, we are
concerned that how to construct semiring-induced compact information algebras,
which are introduced in the study of representation of information. Then some
conditions for semirings to induce continuous or compact information algebras will
be provided in this paper.
The rest of this paper is organized as follows. In Section 2 some basic no-
tions in the study of semiring-induced valuation algebras are presented. Suﬃcient
and necessary conditions for a semiring-induced valuation algebra to be an infor-
mation algebra and then complete are shown respectively in Section 3. Section
4 demonstrates the correspondence between the continuity of the order relations
on semiring-induced information algebras and semirings. A suﬃcient condition for
semiring-induced information algebras to be compact is given ﬁnally.
2 Notations and Preliminaries
2.1 Valuation algebras
In this paper, if L is a partially ordered set, we write ∨A and ∧A for the least upper
bound (also called a supremum) and the greatest lower bound of A (also called an
inﬁmum) in L respectively if they exist. A lattice is a partially ordered set in which
any two elements have a supremum and an inﬁmum. If ∨A exists for each subset
A ⊆ L, we call L a complete lattice. The completeness of L is equivalent to the
existence of ∧A for each subset A of L.
For any ordered set L we can form a new ordered set L∂(the dual of L) by
deﬁning x ≤∂ y to hold in L∂ if and only if y ≤ x holds in L(see [12]). We call
this new order relation ≤∂ on L∂ the reverse order-relation of L. If L is a complete
lattice, then L∂ is also complete and ∧∂A = ∨A holds for each subset A of L, where
∧∂A means the supremum of A in L∂ .
A subset A of an ordered set L is said to be directed, if for all a, b ∈ A, there is
a c ∈ A such that a, b ≤ c. For a, b ∈ L, we call a way-below b, in symbols a  b,
if and only if for all directed subsets X ⊆ L, if ∨X exists and b ≤ ∨X, then there
exists an x ∈ X such that a ≤ x. An element a ∈ L satisfying a  a is said to be a
ﬁnite element. We denote the set of all ﬁnite elements of L by K(L).
Let D be a lattice. (Ψ, D) is a tuple with two operations deﬁned as follows:
1. Combination ⊗: Ψ×Ψ → Ψ, (φ, ψ) 
→ φ⊗ ψ;
X. Guan, Y. Li / Electronic Notes in Theoretical Computer Science 301 (2014) 39–4840
2. Focusing ⇒: Ψ×D → Ψ, (ψ, x) 
→ ψ⇒x.
The tuple (Ψ, D) is called a domain-free valuation algebra(see [2]), or simply called
a valuation algebra hereafter, if it satisﬁes the following axioms:
(1) Semigroup: Ψ is associative and commutative under combination. There is
e ∈ Ψ called a neutral element such that for all ψ ∈ Ψ with e⊗ ψ = ψ ⊗ e = ψ.
(2) Transitivity: For ψ ∈ Ψ and x, y ∈ D, (ψ⇒y)⇒x = ψ⇒x∧y.
(3) Combination: For φ, ψ ∈ Ψ, x ∈ D, (φ⇒x ⊗ ψ)⇒x = φ⇒x ⊗ ψ⇒x.
(4) Neutrality: For x ∈ D, e⇒x = e.
(5) Support: For ψ ∈ Ψ, there is an x ∈ D such that ψ⇒x = ψ.
If a valuation algebra (Ψ, D) also satisﬁes the idempotency axiom, we call it an
information algebra:
(6) Idempotency: For ψ ∈ Ψ and x ∈ D,ψ ⊗ ψ⇒x = ψ.
An order relation ≤ on a valuation algebra is deﬁned as: φ ≤ ψ, if φ ⊗ ψ = ψ.
The following lemma gives some basic properties about this order relation.
Lemma 2.1 [2] If (Ψ, D) is an information algebra, then for φ, ψ ∈ Ψ and x, y ∈ D,
(1) φ⇒x ≤ φ;
(2) φ⊗ ψ = sup{φ, ψ};
(3) φ ≤ ψ implies φ⇒x ≤ ψ⇒x;
(4) x ≤ y implies φ⇒x ≤ φ⇒y;
(5) If φi, ψi ∈ Ψ(i = 1, 2), then φ1 ≤ φ2 and ψ1 ≤ ψ2 imply φ1 ⊗ ψ1 ≤ φ2 ⊗ ψ2.
2.2 Semiring-induced valuation algebras
Let A be a set with two binary operations + and ×, where 0, 1 ∈ A. We call the
tuple 〈A,+,×, 0, 1〉 a semiring, if
(i) both operations + and × are commutative and associative;
(ii) × distributes over +;
(iii) a+ 0 = a and a× 0 = 0 for all a ∈ A;
(iv) a× 1 = a for all a ∈ A.
It should be noted that all semirings in the paper are often called a commutative
unital semirings in the classical terminology.
If A is a semiring and if furthermore for all a ∈ A, a + 1 = 1, then we call A a
c-semiring. An order relation ≤ on A is deﬁned by: a ≤ b, if and only if a+ b = b.
Lemma 2.2 [3,10] Let A be a semiring with the idempotency of +, then
(1) a ≤ a+ b ;
(2) a ≤ a′ and b ≤ b′ imply a+ b ≤ a′ + b′, a× b ≤ a′ × b′;
(3) a+ b = sup{a, b};
(4) ≤ is a partial order on A.
If A is a c-semiring, then a × b ≤ a. Moreover, if A is a c-semiring and × is
idempotent, then A is a distributive lattice and a× b = inf{a, b}.
Proposition 2.3 Let A be a semiring. Then A is a c-semiring with the idempotent
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operation ×, if and only if for all a, b ∈ A,
a× (a+ b) = a.(1)
Proof. Let A be a c-semiring and the operation × be idempotent, then by Lemma
2.2, we have
a× (a+ b) = a× a+ a× b = a+ a× b = a.
Conversely, we assume the Equation (1) is true. Let a = 1, then we have
1 × (1 + b) = 1 for all b ∈ A. That is, 1 + b = 1. So A is a c-semiring. Again,
a×(a+0) = a holds for all a ∈ A, if we take b = 0 for this equation. Thus a×a = a.
Therefore the conclusion is proven. 
Next we introduce a kind of valuation algebras induced by semirings. Here
variables will be designated by capital letters like X,Y, · · ·. Let ΩX be the ﬁnite set
of possible values of X, and it is called the frame of X. Lower-case letters such as
s, t, · · ·, denote sets of variables. For a nonempty set s of variables, let Ωs denote
the Cartesian product of the frames ΩX of the variables X ∈ s, i.e., Ωs =
∏
X∈s
ΩX ,
and Ωs is called the frame of s. If s is empty, for convenience, we denote Ω∅ = {}.
The elements of Ωs are called conﬁgurations of s, and we use lower-case, bold-faced
letters such as x,y, · · · to designate the conﬁgurations. If x is a conﬁgurations with
domain s and t ⊆ s, then x↓t denotes the projection of x to the subdomain t. For
a tuple x ∈ Ωs, it can be expressed as x = (x↓t,x↓s−t), where t ⊆ s.
We consider a nonempty ﬁnite set r of variables with ﬁnite frames, and assume
that there exist at least one variable X ∈ r such that its frame ΩX contains at
least two elements. Let D = P(r) be the lattice of subset of r. For x, y ∈ D,
we denote x ≤ y if x ⊆ y. A semiring valuation φ with domain s ⊆ r is deﬁned
to be a function φ : Ωs → A that associates a value from a semiring A with
conﬁguration x ∈ Ωs. Especially let es : Ωs → A be a mapping such that es(x) = 1
for all x ∈ Ωs. The symbol d(φ) means the domain of φ, and d is called a labeling
operation of valuations. We denote the set of all valuations with domain s by Φs
and let Φ =
⋃
s⊆r
Φs.
The operations in the pair (Φ, D) are deﬁned as follows:
1. Combination: ⊗ : Φ × Φ → Φ, for φ, ψ ∈ Φ with d(φ) = s, d(ψ) = t and
x ∈ Ωs∪t, we deﬁne
φ⊗ ψ(x) = φ(x↓s)× ψ(x↓t).
2. Marginalization: ↓: Φ×D → Φ is deﬁned for all φ ∈ Φ with d(φ) = s, t ⊆ s
and x ∈ Ωt by
φ↓t(x) =
∑
z∈Ωs:z↓t=x
φ(z).
If the operation + on the semiring A is idempotent, then e↓xy = ex for x ≤
y. Furthermore, let A be a c-semiring with an idempotent operation ×, then the
idempotency of (Φ, D) is established, i.e., φ⊗φ↓s = φ for all φ ∈ Φ and s ⊆ d(φ).[3,9]
A congruence relation σ relative to the operations combination and marginal-
ization on (Φ, D), which is induced by a semiring A with an idempotent operation
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+, is deﬁned as (see [2]):
φ ≡ ψ (mod σ) if, and only if φ⊗ ey = ψ ⊗ ex,
where x = d(φ), y = d(ψ). Let Ψ = {[φ]σ : φ ∈ Φ}. Two operations on the object
(Ψ, D) are deﬁned:
Combination: [φ]σ ⊗ [ψ]σ = [φ⊗ ψ]σ;
Focusing: [φ]⇒xσ = [(φ⊗ ex)↓x]σ.
It has shown (Ψ, D) is a system satisfying all axioms in valuation algebras. We
call it a semiring-induced (domain-free) valuation algebra.
At the ﬁnal part of this section, we give some conclusions about the order relation
on the set Φ. For φ, ψ ∈ Φ, we deﬁne φ ≤ ψ as before if φ ⊗ ψ = ψ. According to
the deﬁnition of combination, d(φ) ≤ d(ψ) if φ ≤ ψ. By Lemma 2.2, the following
conclusion can be obtained easily.
Lemma 2.4 Assume φ, ψ ∈ Φ with d(φ) = s, d(ψ) = t and s ≤ t. Then φ ≤ ψ if
and only if ψ(x) ≤ φ(x↓s) for all x ∈ Ωt.
Lemma 2.5 Let A be a c-semiring with the idempotency of ×, and φ, ψ ∈ Φs.
Deﬁne a semiring valuation η : Ωs → A by η(x) = φ(x)∨ψ(x) for all x ∈ Ωs. Then
η = φ ∧ ψ.
Proof. First, by Lemma 2.4 we have η ≤ φ and η ≤ ψ.
Suppose that γ ∈ Φ is a lower bound of φ and ψ. We write d(γ) = t. For
all x ∈ Ωs, we have φ(x) ≤ γ(x↓t) and ψ(x) ≤ γ(x↓t) by Lemma 2.4. Then
η(x) ≤ γ(x↓t). So γ ≤ η by Lemma 2.4 again. We obtain now that η = φ ∧ ψ. 
3 Conditions for the Completeness of the Ordering
In this part a condition for the completeness of the ordering on these semiring-
induced valuation algebras is considered. Here we always assume that the represen-
tative φ of the class [φ]σ is taken from the set Φr, since φ ≡ φ⊗ er(mod σ).
Theorem 3.1 Let A be a semiring with an idempotent operation +. The valuation
algebra (Ψ, D) induced by A is an information algebra if, and only if, A is a c-
semiring with the idempotency of ×.
Proof. Assume that A is a c-semiring with the idempotency of ×. For all [φ]σ ∈ Ψ
and x ∈ D, we have
[φ]σ ⊗ [φ]⇒xσ = [φ]σ ⊗ [(φ⊗ ex)↓x]σ = [φ⊗ (φ⊗ ex)↓x]σ.
Now we show that φ⊗ (φ⊗ ex)↓x = φ⊗ ex. In fact, by the idempotency of (Φ, D),
we have
[φ⊗ (φ⊗ ex)↓x]⊗ (φ⊗ ex) = φ⊗ [(φ⊗ ex)↓x ⊗ φ⊗ ex] = φ⊗ (φ⊗ ex) = φ⊗ ex.
Thus φ⊗(φ⊗ex)↓x ≤ φ⊗ex. On the other hand, since ex ≤ (φ⊗ex)↓x and therefore
by Lemma 2.1, φ ⊗ ex ≤ φ ⊗ (φ ⊗ ex)↓x. Thus we obtain φ ⊗ (φ ⊗ ex)↓x = φ ⊗ ex,
that is, φ⊗ (φ⊗ ex)↓x ≡ φ(mod σ). Therefore,
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[φ]σ ⊗ [φ]⇒xσ = [φ⊗ (φ⊗ ex)↓x]σ = [φ]σ.
So the idempotency is true. Hence (Ψ, D) is an information algebra.
Conversely, suppose that (Ψ, D) induced by the semiring A is an information
algebra. For all a, b ∈ A, let Y be a variable with ΩY = {y1, y2, · · · , yn}(n ≥ 2) and
deﬁne φ : ΩY → A as follows:
φ(y) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a, if y = y1;
b, if y = y2;
0, otherwise.
The idempotency gives [φ]σ ⊗ [φ]⇒∅σ = [φ]σ. So φ ⊗ φ↓∅ = φ. Then we obtain that
(φ ⊗ φ↓∅)(y1) = φ(y1), that is, a × (a + b) = a. Thus A is a c-semiring and × is
idempotent from Theorem 2.3. 
Lemma 3.2 Let (Ψ, D) be the information algebra induced by a c-semiring A with
an idempotent operation ×. For φ, ψ ∈ Φ with d(φ) = s, d(ψ) = t, [φ]σ ≤ [ψ]σ if
and only if ψ(x↓t) ≤ φ(x↓s) holds for all x ∈ Ωs∪t.
Proof. If [φ]σ ≤ [ψ]σ, then φ⊗ ψ = ψ ⊗ es. So φ(x↓s)× ψ(x↓t) = ψ(x↓t) holds for
all x ∈ Ωs∪t. By Lemma 2.2, we have ψ(x↓t) ≤ φ(x↓s).
The converse also can be proved similarly. 
Proposition 3.3 If A is a c-semiring with an idempotent operation ×, then (Ψ,≤)
is a distribute lattice.
Proof. First, we show that Ψ is a lattice: Let [φ1]σ, [φ2]σ ∈ Ψ. Suppose that
φ1, φ2 ∈ Φr and φ : Ωr → A is deﬁned as φ(x) = φ1(x)∨φ2(x). Similar as the proof
in Lemma 2.5, we can show that [φ]σ = [φ1]σ ∧ [φ2]σ. Thus Ψ is a lattice by Lemma
2.1.
Let [φ]σ, [ψ]σ, [η]σ ∈ Ψ, where φ, ψ, η ∈ Φr. Clearly [φ]σ ∨ ([ψ]σ ∧ [η]σ) is a lower
bound of [φ]σ ∨ [ψ]σ and [φ]σ ∨ [η]σ. Suppose that [ϕ]σ is another lower bound of
[φ⊗ ψ]σ and [φ⊗ η]σ. Then for all x ∈ Ωr, we conclude
ϕ(x) ≥ (φ⊗ ψ)(x) ∨ (φ⊗ η)(x)
= (φ(x) ∧ ψ(x)) ∨ (φ(x) ∧ η(x))
= φ(x) ∧ (ψ(x) ∨ η(x))
= (φ ∨ (ψ ∧ η))(x)
from Lemma 3.2, Lemma 2.2 and Lemma 2.5 successively. Now by Lemma 3.2 again
we obtain [ϕ]σ ≤ [φ]σ ∨ ([ψ]σ ∧ [η]σ). By the deﬁnition of inﬁmum, the conclusion
[φ]σ ∨ ([ψ]σ ∧ [η]σ) = ([φ]σ ∨ [ψ]σ) ∧ ([φ]σ ∨ [η]σ) is shown. 
The following theorem demonstrates that the completeness of these orderings
on semiring-induced information algebras and semirings are equivalent.
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Theorem 3.4 If (Ψ, D) is the valuation algebra induced by a semiring A with an
idempotent operation +, then Ψ is a complete lattice if and only if (A,≤) is a
complete lattice.
Proof. Suppose that A is a complete lattice. Let Υ∗ = {[φ]σ : φ ∈ Υ ⊆ Φr} be a
subset of Ψ. Deﬁne ψ : Ωr → A by ψ(x) =
∧
φ∈Υ φ(x) for all x ∈ Ωr. Next we show
that [ψ]σ = ∨Υ∗. Clearly [ψ]σ is an upper bound of Υ∗ by Lemma 3.2. Let [η]σ be
another upper bound of Υ∗ and η ∈ Φr. Lemma 3.2 demonstrates that η(x) ≤ φ(x)
for all x ∈ Ωr and φ ∈ Υ. Then η(x) ≤
∧
φ∈Υ φ(x) = ψ(x). By Lemma 3.2 again
we obtain that [ψ]σ ≤ [η]σ. Hence [ψ]σ is the supremum of Υ∗. The necessity is
obtained.
Conversely, suppose that B is a nonempty subset of A. For each b ∈ B, let a
valuation φb : Ωr → A be a constant function that takes value with b. We denote∨
b∈B[φb]σ = [ψ]σ, since Ψ is complete. Let ψ ∈ Φr. We verify that inf B = ψ(y)
for any y ∈ Ωr:
(1) For any b ∈ B, we have [φb]σ ≤ [ψ]σ. By Lemma 3.2 we obtain that ψ(y) ≤ b.
(2) Suppose that a ∈ A is also a lower bound of B. Let η : Ωr → A be a constant
valuation that takes value with a. Then by Lemma 3.2 again, [φb]σ ≤ [η]σ for all
b ∈ B. Immediately we have [ψ]σ ≤ [η]σ. Thus a ≤ ψ(y) for y ∈ Ωr.
The proof above shows that inf B = ψ(y) for y ∈ Ωr. Therefore, A is a complete
lattice. 
4 Conditions for the Compactness of the Ordering
Continuous information algebras deﬁned here are popularized from the concept of
compact information algebras [2]. In this section we study conditions for semiring-
induced information algebras to be continuous or compact.
Deﬁnition 4.1 A system (Ψ,Γ, D), where (Ψ, D) is an information algebra, Γ ⊆ Ψ
is closed under combination and contains the empty information e, satisfying the
following axioms of convergence and density, is called a continuous information
algebra.
1. Convergency: If X ⊆ Γ is directed, then the supremum ∨X ∈ Ψ exists.
2. Density: For all φ ∈ Ψ and x ∈ D, φ⇒x = ∨{ψ ∈ Γ : ψ = ψ⇒x  φ}.
Moreover, if a continuous information algebra (Ψ,Γ, D) satisﬁes the axiom of
compactness, then we call (Ψ,Γ, D) a compact information algebra [2].
3. Compactness: If X ⊆ Γ is a directed set and φ ∈ Γ such that φ ≤ ∨X, then
there exists a ψ ∈ X such that φ ≤ ψ.
Deﬁnition 4.2 [5] Let L be a complete lattice.
If for all a ∈ L, a = ∨{b ∈ L : b  a}, L is called a continuous lattice. If for all
a ∈ L, a = ∨{b ∈ K(L) : b ≤ a}, L is called an algebraic lattice.
An equivalent deﬁnition of continuous(resp. compact) information algebras is
given as follows.
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Theorem 4.3 [6,11] Let (Ψ, D) be an information algebra. Then
(1) (Ψ, D) is continuous if and only if (Ψ,≤) is a complete lattice and for all
φ ∈ Ψ, x ∈ D, φ⇒x = ∨{ψ ∈ Ψ : ψ = ψ⇒x  φ}.
(2) (Ψ, D) is compact if and only if (Ψ,≤) is a complete lattice and for all φ ∈ Ψ,
x ∈ D, φ⇒x = ∨{ψ ∈ Ψ : ψ  ψ, ψ = ψ⇒x ≤ φ}).
Theorem 4.4 Let A be a c-semiring with an idempotent operation ×. Then (Ψ, D)
induced by A is a continuous information algebra if and only if A∂ is a continuous
lattice.
Proof. “If” part: Theorem 3.4 shows that Ψ is a complete lattice.
The density of (Ψ, D) can be proven as follows: Let φ ∈ Φr, x ∈ D and Υ = {ψ ∈
Φr : [ψ]σ = [ψ]
⇒x
σ  [φ]σ}. A mapping η : Ωr → A is deﬁned as η(x) =
∧
ψ∈Υ ψ(x)
for all x ∈ Ωr. Similar as the proof presented in Theorem 3.4, we obtain that [η]σ
is the supremum of {[ψ]σ : [ψ]σ = [ψ]⇒xσ  [φ]σ}. While, Lemma 2.1 implies that
[ψ]σ = ([ψ]
⇒x
σ )
⇒x ≤ [φ]⇒xσ for ψ ∈ Υ. Then we have [η]σ ≤ [φ]⇒xσ . Thus, in order
to prove the continuity
[φ]⇒xσ = ∨{[ψ]σ : [ψ]σ = [ψ]⇒xσ  [φ]σ} = [η]σ,
it suﬃces to show [φ]⇒xσ ≤ [η]σ. Since, for all z ∈ Ωr,
φ↓x(z↓x) =
∑
y∈Ωr−x φ(z
↓x,y) =
∧∂
y∈Ωr−x φ(z
↓x,y),
by Lemma 3.2 we only need to prove the claim
∧∂
y∈Ωr−x φ(z
↓x,y) ≤∂ η(z).
Next we use the continuity of A∂ to prove the claim above. Take any a ∈ A
such that a ∂
∧∂
y∈Ωr−x φ(z
↓x,y). We deﬁne γ : Ωr → A as follows: For w ∈ Ωr, if
w↓x = z↓x, then γ(w) = a; otherwise γ(w) = 1. Now we show that γ ∈ Υ:
(1) [γ]σ = [γ]
⇒x
σ : Let w ∈ Ωr. If w↓x = z↓x, then γ(w↓x,y) = a for all
y ∈ Ωr−x. So γ↓x(w↓x) =
∨
y∈Ωr−x γ(w
↓x,y) = a = γ(w). Otherwise, we have
γ↓x(w↓x) =
∨
y∈Ωr−x γ(w
↓x,y) = 1 = γ(w). Then γ↓x(w↓x) = γ(w) for all w ∈ Ωr.
Thus γ↓x ⊗ er = γ, i.e., [γ]σ = [γ]⇒xσ .
(2) [γ]σ  [φ]σ: Assume that [φ]σ ≤
∨
i∈I [φi]σ, where {[φi]σ : i ∈ I} is a directed
subset of Ψ. For all y ∈ Ωr−x, by Lemma 3.2 we have φ(z↓x,y) ≤∂
∨∂
i∈I φi(z
↓x,y).
Thus γ(z↓x,y) = a ∂ φ(z↓x,y) ≤∂
∨∂
i∈I φi(z
↓x,y). By the deﬁnition of way-
below, there exists an iy ∈ I such that a ≤∂ φiy(z↓x,y). By the ﬁniteness of Ωr−x
and the directness of {[φi]σ : i ∈ I}, there exists a j ∈ I such that φiy ≤ φj for all
y ∈ Ωr−x. Then the order relation [γ]σ ≤ [φj ]σ is shown. Let w ∈ Ωr. If γ(w) = 1,
then φj(w) ≤ γ(w) is clearly. If w↓x = z↓x, then there exists a y ∈ Ωr−x such that
w = (z↓x,y). Thus
φj(w) = φj(z
↓x,y) ≤ φiy(z↓x,y) ≤ a = γ(w).
By Lemma 3.2 again we have [γ]σ ≤ [φj ]σ. Thus [γ]σ  [φ]σ.
We have shown that γ ∈ Υ. Then a = γ(z) ≤∂
∨∂
ψ∈Υ ψ(z) = η(z). Since A
∂ is
a continuous lattice and a is arbitrary, we have
∧∂
y∈Ωr−x φ(z
↓x,y) = ∨{a ∈ A : a ∂
∧∂
y∈Ωr−x φ(z
↓x,y)} ≤∂ η(z).
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So the claim is shown and then the density of (Ψ, D) is obtained. According to
Theorem 4.3 this proves (Ψ, D) is continuous.
“Only if” part: Theorem 3.4 implies that A is a complete lattice. Then A∂ is
complete too.
Next we prove the continuity of A∂ , that is a = ∨∂{b ∈ A : b ∂ a} for all a ∈ A.
Let φa : Ωr → A be a mapping satisfying φa(x) = a for all x ∈ Ωr. Since (Ψ, D)
is continuous, then [φa]σ = ∨{[ψ]σ : [ψ]σ  [φa]σ}. Thus, for all x ∈ Ωr we have
a = ∨∂{ψ(x) : [ψ]σ  [φa]σ}. Let [ψ]σ  [φa]σ. Assume that D is a directed subset
of A∂ and a ≤∂ ∨∂D. Then [φa]σ ≤
∨
d∈D[φd]σ, where φd is deﬁned as φd(z) = d for
all z ∈ Ωr. Since [ψ]σ  [φa]σ, then there exists a d ∈ D such that [ψ]σ ≤ [φd]σ. It
implies that ψ(x) ≤∂ d. By the deﬁnition of way-below we obtain that ψ(x) ∂ a.
Thus Equation
{ψ(x) : [ψ]σ  [φa]σ} ⊆ {b ∈ A : b ∂ a}.(2)
holds. It follows that
a =
∨∂{ψ(x) : [ψ]σ  [φa]σ} ≤∂
∨∂{b ∈ A : b ∂ a} ≤∂ a.
Then a =
∨∂{b ∈ A : b ∂ a}. Hence A∂ is a continuous lattice. 
A characteristic of ﬁnite elements in information algebras induced by semirings
is the following.
Lemma 4.5 Let A be a c-semiring with an idempotent operation ×. If φ : Ωs → A
is a mapping with {φ(x) : x ∈ Ωs} ⊆ K(A∂), then [φ]σ ∈ K(Ψ).
Proof. Let {[ψ]σ : ψ ∈ Θ ⊆ Φr} be a directed subset of Ψ and [φ]σ ≤∨
ψ∈Θ[ψ]σ. Suppose that Ωr = {x1,x2, · · · ,xn}. For all xi ∈ Ωr, we have
φ(x↓si ) ≤∂
∨∂
ψ∈Θ ψ(xi). Since φ(x
↓s
i ) ∈ K(A∂), there exists a ψi ∈ Θ such that
φ(x↓si ) ≤∂ ψi(xi), i.e., ψi(xi) ≤ φ(x↓si ). By the directness of {[ψ]σ : ψ ∈ Θ}, there
exists a γ ∈ Θ such that [ψi]σ ≤ [γ]σ for all i ∈ {1, 2, · · · , n}. By Lemma 3.2, we
have γ(xj) ≤ ψj(xj) ≤ φ(x↓sj ) for any xj ∈ Ωr. Then [φ]σ ≤ [γ]σ. Hence [φ]σ is a
ﬁnite element of Ψ. 
A necessary condition for semiring-induced information algebras to be compact is
given by the following conclusion. This provides a theoretical basis for constructing
examples of compact information algebras.
Theorem 4.6 Let A be a c-semiring with an idempotent operation ×. If A∂ is an
algebraic lattice, then (Ψ, D) induced by A is a compact information algebra.
Proof. By Theorem 3.4, we know Ψ is a complete lattice. Let Γ = K(Ψ). According
to the selection of the elements of Γ, the compactness in (Ψ,Γ, D) is obvious.
In what follows, we show the density of (Ψ,Γ, D): For φ ∈ Φr and x ∈ D,
[φ]⇒xσ = ∨{[ψ]σ ∈ Γ : [ψ]σ = [ψ]⇒xσ ≤ [φ]σ}.
Let Υ = {ψ ∈ Φr : [ψ] ∈ Γ, [ψ]σ = [ψ]⇒xσ ≤ [φ]σ} and η : Ωr → A be deﬁned as
η(x) =
∧
ψ∈Υ ψ(x) for all x ∈ Ωr. Similar as the proof in Theorem 4.4, it is suﬃce to
show that
∧∂
y∈Ωr−x φ(z
↓x,y) ≤∂ η(z) for all z ∈ Ωr. Take any k ∈ K(A∂) such that
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k ≤∂
∧∂
y∈Ωr−x φ(z
↓x,y). We deﬁne γ : Ωr → A as follows: If w↓x = z↓x, γ(w) = k;
otherwise γ(w) = 1. By Lemma 4.5, [γ]σ ∈ Γ. Meanwhile, [γ]σ = [γ]⇒xσ ≤ [φ]σ
holds if we take the proof as shown in Theorem 4.4. Hence γ ∈ Υ. Then k =
γ(z) ≤∂
∨∂
ψ∈Υ ψ(z) = η(z). Since A
∂ is an algebraic lattice, we obtain that
∧∂
y∈Ωr−x φ(z
↓x,y) =
∨∂{k ∈ K(A∂) : k ≤∂
∧∂
y∈Ωr−x φ(z
↓x,y)} ≤∂ η(z).
Then
η(z) ≤ ∨y∈Ωr−x φ(z↓x,y) = φ↓x(z↓x).
By Lemma 3.2, we have [φ]⇒xσ ≤ [η]σ. So [φ]⇒xσ = [η]σ. By the proof above, (Ψ, D)
is a compact information algebra. 
5 Conclusions
We have studied the ordering structures on semiring-induced valuation algebras. We
showed that the valuation algebra (Ψ, D) induced by a semiring A is an information
algebra if and only if A is a c-semiring with an idempotent operation ×. Then,
we gave the equivalence between the continuity of orderings over semirings and
their corresponding semiring-induced valuation algebras. Moreover, we proposed a
method for constructing semiring-induced compact information algebras. We have
proved that (Ψ, D) is a compact information algebra, if A∂ is an algebraic lattice.
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