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These scientific wish lists could fill every workshop, conference, 
and brainstorming session that I attend, year in and year out. 
The talk is exciting and reminds me why we commit our time and 
ingenuity to the computing systems we build, design, and deploy. 
It is also sobering. By the end of the year NCSA will install a sin-
gle system capable of 17 teraflops (peak) and will provide about 
30 teraflops (peak) total. The combined peak performance at the 
National Science Foundation's three supercomputing centers will 
be roughly equal to that figure bandied about by scientists as an 
estimate of what they need for a single breakthrough study. 
These large-scale computing systems are shared by thousands of 
users, and the real-world performance achieved is a fraction of the 
peak figure. In any number of fields, we have the opportunity to 
catalyze discoveries, but these revolutions-in-waiting require new 
ways of thinking about computing, storage, networking, and 
software and a new level of commitment to realizing scientific 
dreams. 
How do we in high-performance computing deliver the required 
power and infrastructure to the user community? 
First, we must embrace collaborative research, development, and 
deployment. No single center or federal agency alone can properly 
meet the science and engineering community's broad and diverse 
needs. As these agencies-whether NSF, DOE, NIH, NASA, or any 
other-strive toward a leading-edge computational infrastructure, 
they must also make their solutions general and interoperable. We 
will always build and test different platforms, but we are behold-
en to one another and to the scientists whom we serve. Our inno-
vation and expansion must be well suited to their projects. 
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These ambitions require a broad, inter-institutional program of 
basic research into computer architectures, system software, pro-
gramming models, software tools, and algorithms. Absent such 
coordination, entire fields of inquiry will be balkanized, isolated 
by incompatible tools and systems that are difficult or impossible 
to reconcile. 
We must also rededicate ourselves to long-term strategies. 
Recognizing today's emerging trends-like the explosive growth of 
experimental and observational data and the need for real-time 
data analysis-is crucial. Planning for the future and its myriad 
possible opportunities does not call for a one-time, crash program, 
nor does it call for us to throw money at every idea that's out 
there. A point in every direction is the same as no point at all. 
Instead, we should identify a group of promising architectures, 
software models, and application domains and then develop them 
through an iterative process of prototyping, assessment, and pro-
duction. Multiple, concurrent efforts will reduce the risk and 
explore a sufficiently broad range of ideas. 
Finally, we must recognize the costs involved and fund projects at 
adequate levels. This includes the development and acquisition of 
new machines, as well as the human capital that drives research 
and integration efforts. 
Realistic investment and successful long-term planning are not 
trivial things. But concerted effort, sustained commitment, and 
careful preparation will advance all of science and engineering. 
Whether we're talking about drug discovery or energy indepen-
dence, telecommunications or cosmology, this dedication to scien-
tific progress is one of our nation's core values. 
Dan Reed, Director 
National Center for Supercomputing Applications 
National Computational Science Alliance 
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FeW, if any, were incredulous of the claims made by John Joannopoulos and his 
team in May 2003. Joannopoulos is a physics professor at the Massachusetts Institute of 
Technology and has been a leading light in the photonics world for three decades. He 
wrote the book, two texts in fact, on his field. 
But everyone was surprised by the team's findings that a shockwave passing through a 
photonic crystal could be used to modulate the frequency of light regardless of its intensi-
ty, narrow its bandwidth, and trap it for a time. No other known system is capable of these 
effects. New Scientist magazine put a fine point on it, saying "Claims of 'unexpected and 
stunning new physical phenomena' are rare in the abstract of a reputable scientific paper. 
But the latest report [from Joannopoulos' group] does not disappoint." 
"The degree of control over light really is quite shocking," said Eli Yablonovitch, who 
developed the first photonic crystal while at Bell Communications Research in the late 
1980s. 
Even the team didn't fully anticipate its discovery, born of numerical simulations 
conducted in part on NCSA's SGI Origin2000 system and continuing on the center's Titan 
Linux cluster and IBM p690 supercomputer. 
"The motivation was to try to find the simplest system that had the periodicity [that 
all photonic crystals exhibit], have a shock propagate through, and see what happens. 
These results, these new physical phenomena that came out, were an unexpected conse-
quence of this thought experiment," says Evan Reed, a postdoc in the Joannopoulos lab 
and lead author on the Physical Review Letters article that announced the findings. 
What semiconductors are to electrons 
Photonic crystals are made up of one or more 
materials, precisely laid atop one another to 
form a lattice of repeating, identical patterns. 
The different materials impact the light in dif-
ferent ways, various defects can be introduced 
to further manipulate the light, and the combi-
nations of these effects can alter the resulting 
light's properties. The key features of photonic 
crystals are "band gaps." Band gaps block par-
ticular frequencies of light within the crystals, 
as a result of the crystals' lattice structures. 
Thus, photonic crystals can be used to stop 
some types of light while allowing others to 
pass through. 
"In a nutshell," Joannopoulos wrote in a 
2001 Nature article, "the idea is to design 
periodic structures that affect the behavior of 
photons in much the same way that crystalline 
semiconductors affect the properties of elec-
trons." 
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Large frequency shift 
across a bandgap. The 
light begins the simula-
tion below the gap in 
the unshocked material 
(top frame). As the light 
propagates to the left, 
most of it is trapped at 
the shock front until it 
escapes to the right at a 
much higher frequency 
(bottom frame). The 
shock front is shown as 
the dotted green line. 
Already, photonic crystals are used in opti-
cal communications networks and in directional 
antennas on cellular phones that thwart radia-
tion headed toward your head. The ability to 
not only block certain frequencies but also alter 
those frequencies, narrow light's bandwidth, and 
hold the light offers more grand possibilities. 0 5 10 15 
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Reed comes up with two in short order. 
Today, telecommunications networks typi-
cally use Light of two different frequencies 
to represent the ones and zeros of a binary 
data transmission. Modulating the frequen-
cy of that Light-and modulating it as 
quickly as possible-is thus crucial. 
The modulations are currently done via 
electronic processing, and the data rate 
is Limited by this processing. Shocked 
photonic crystals, however, would allow 
for all-optical systems, circumventing the 
slowdown that accompanies conversion 
back and forth through the electronic 
frequency modulators in contemporary 
networks. 
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Solar power might also someday 
benefit from shocked photonic crystals' 
bandwidth narrowing. "The sun emits a 
very broad electromagnetic spectrum, and 
you want to harness as much of that spec-
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Bandwidth shift in a shocked 
photonic crystal. Light is con-
fined between the reflecting 
shock front on the left and a 
fixed reflecting surface on the 
right. As the shock moves to 
the right, the bandwidth of the 
confined light is decreased by 
a factor of four. The shock 
front is shown as the dotted 
green line. 
Schematic of photonic crystals 
periodic in one, two, and three 
dimensions (left to right). 
trum as possible," Reed explains. "Well, the way you do that now is with solar cells 
with Layers of many different materials, and each material is good at harnessing a 
certain narrow regime ... .If you have a technology that takes a big chunk of that 
bandwidth and just compresses it down to a single frequency, that can make a big 
difference in efficiently capturing this energy." 
Can't start it Like a car, can't stop it with a gun 
The Joannopoulos team is currently collaborating with researchers at Lawrence 
Livermore National Laboratory and Los Alamos National Laboratory to see if their 
numerical models can be reproduced experimentally. Their approach? Bullets or high-
intensity Lasers are fired at test crystals to induce shockwaves, and the team exam-
ines the Light that passes through the crystals in the instant between the compres-
sion due to the impact and the destruction by the same. It's not exactly a feasible 
means in the applied world, but the tests will con-
firm the computational results. 
The team imagines microelectromechanical 
machines or acoustic systems will eventually do the 
shocking. "Think of much Less violent systems that 
won't destroy the crystal," says Reed. "These will be 
repeatable and practicable." 
While the folks at Livermore are on the shooting 
range, the Joannopoulos team stays in the machine 
room, conducting other photonic crystal studies. 
Some focus solely on the Light. There's no need to 
model the crystal when they already know, through previous studies of their own and 
by others, how it will react. Those conditions can just be plugged into the Maxwell's 
equations that govern the Light's behavior. 
Their studies of Cerenkov radiation, for example, are conducted with this mind-
set. Cerenkov radiation-which team member Chiyan Luo Likens to a sonic boom-is 
the Light projected forward when a charged particle travels through a material at a 
speed greater than the speed of Light in the material. In a January 2003 Science 
article, the team reported that Cerenkov radiation projects backward in some 
photonic crystals. 
Other studies, meanwhile, center on the crystals themselves, 
examining new designs and new means of modeling those 
designs. 
Without preconceived notions 
Joannopoulos and his team currently use systems from through-
out the National Science Foundation's Partnerships for Advanced 
Computational Infrastructure and TeraGrid programs. In addition 
to NCSA's p690 and Titan cluster, the team uses the TCSl system 
at the Pittsburgh Supercomputing Center. The Pittsburgh 
Supercomputing Center is one of NCSA's TeraGrid partners. 
This year, they're on track to expend about 650,000 hours of 
computing time. Last year, they came in at just under 500,000 
hours and also used time at the San Diego Supercomputer Center, 
another TeraGrid partner. "I probably shouldn't admit this," 
Joannopoulos says, "but we run projects wherever we think we're 
going to get the fastest turnaround times on a given day." 
Those big numbers stem from nearly 30 years of numerical 
simulation, dating back to the earliest Cray machines. "I probably 
shouldn't admit this, either, because it dates me," Joannopoulos 
says, "but I've been at this longer than NCSA has." 
Supercomputing offers an incentive that's worth the invest-
ment of a career, however. Using ab initio methods-working 
from the most basic theoretical principles, like Maxwell's equa-
tions-means coming at the problem without any unintentional 
biases, Joannopoulos explains. You set the rules of engagement, 
you provide the parameters, and then you get out of the way. 
Physics takes over. 
An experiment can't perfectly capture theory. There's always 
a smudge on the lens, the scale is only precise to so many signif-
icant figures, or there's something equally confounding that you 
can't account for. But, according to Joannopoul~s, the Maxwell's 
equations that the team uses for its photonics simulations are so 
straightforward and the computing power is so abundant that 
you can look at the light's properties and behavior to "whatever 
Illustration of Cerenkov radia-
tion's reverse cone effect, as 
described by the Joannopoulos 
team in a January 2003 issue of 
Sdence. 
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degree of accuracy you want." This is in contrast to most compu-
tational models where "the model comes with preconceived 
notions-about how bonding is handled or how defects are han-
dled. When dealing with electrons, for example, you only have a 
very approximate idea of how those electrons are interacting." 
That's why "experiment still gets the upper hand [in most 
materials studies]." But with ab initio studies of photons, he 
says, "We know precisely what we put into it and precisely how 
those things are going to interact. We're way ahead of the 
game." 
This research is supported by the National Science Foundation, the 
Department of Defense/Office of Naval Research Multidisciplinary 
Research Program of the University Research Initiative, the Department 
of Energy, and the Materials Research Institute and the Energetic 
Materials Center at Lawrence Livermore National Laboratory. 
Access Online http:/ jaccess.ncsa.uiuc.edu/CoverStories/photonicshock/ 
For further information: 
http:/ jab-initio.mit.edu/ 
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A volumetric rendering of the 
magnetic energy density dis-
tribution in a turbulent, mag-
netized, self-gravitating 
cloud with parameters similar 
to star-forming molecular 
clouds in the Milky Way. 
Image courtesy of Pakshing 
Li and Michael Norman, 
University of California at 
San Diego; Mordecai-Mark 
Mac low, American Museum 
of Natural History; and 
Fabian Heitsch, University of 
Wisconsin. 
However, says Heitsch, "observations of the magnetic 
field strength correlated with the density in the interstellar 
medium show the relationship as very flat. The magnetic field 
doesn't change with increasing density." This suggests that 
the magnetic flux-to-mass ratio in the molecular cloud is 
actually decreasing, rather than holding steady. 
How to explain the decrease? Of course, one could 
assemble molecular clouds by gas flows along the field lines, 
in which case no correlation between the magnetic field 
strength and the density would be observed. However, to 
reach gas densities typical for molecular clouds, gas would 
have to be carried over huge distances. The observed magnet-
ic fields would be simply too weak to make such an organized 
flow structure possible. Heitsch offers another possibility, 
ambipolar diffusion, which causes charged particles to drift 
gradually out of the cloud. 
This answer by itself is not entirely adequate, though. 
A slow leak 
Within the molecular clouds are ions, which respond to mag-
netic fields, and neutral atoms and molecules, which do not. 
Nevertheless, "if the medium is not fully ionized, the neutral 
[particles] can feel the magnetic field's interaction with the 
[charged] particles," explains Heitsch, "so the ions collide 
with the neutrals and drag the neutrals around." 
It is these neutral particles, however, that cause the col-
lapse of the cloud. When the ionization decreases, and ions 
become fewer and fewer, "they don't collide with the neutrals 
anymore, and the neutrals start to decouple from the ions and 
start to slip through the field lines," says Heitsch. This 
process is known as ambipolar diffusion and, by itself, could 
result in the collapse of the cloud. 
Ambipolar diffusion, however, doesn't happen quickly 
enough to explain the loss of the magnetic field strength. The 
timescale required for it to occur naturally and completely is 
anywhere between 100 million and a billion years, which, 
according to Heitsch, is "far longer than any timescale on 
which molecular clouds could form." 
But, Heitsch wondered, could ambipolar diffusion oper-
ate at a faster rate than is conventionally accepted? And if 
so, how? 
Enter turbulence 
The answer may lie in the molecular cloud's turbulence, which 
helps to provide pressure in the absence of heat but is also 
responsible for the gravitational collapse of parts of a molecu-
lar cloud. This turbulence is supersonic, often measuring 
Mach 10, because the speed of sound in the dense interstellar 
medium is extremely low. "As a result, the cloud is uneven 
throughout, with higher concentration of gas in some 
regions, and, although the turbulence might prevent the glob-
al collapse of the cloud, it promotes collapse locally," explains 
Heitsch. 
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Cage-like organic molecules 
don't always follow the 
rules, so researchers are 
using supercomputing 
calculation to follow the 
paths these compounds 
take in complex reactions. 
by 
Trish Barker 
• 
A transition state formed when an alcohol 
reacts with 1-methoxy-1,3-cyclohexadiene. 
The white globes are hydrogen atoms, grey 
represents carbon, red indicates oxygen, and 
blue is nitrogen. 
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A simple acetylation 
reaction. 
"Based on our understanding of organic chemistry, it's 
wrong," McClusky says. "What we're trying to do is understand 
why the rules are being broken here. If we understand what 
makes this reaction work this way, we can then build that char-
acteristic into other molecules that we want to react in the 
'wrong' way." 
To make sense of the puzzling reaction, the researchers 
need to retrace every step in the process, examining all of the 
reaction's possible transition states. At every point where the 
reaction has a choice of what pathway to follow, various transi-
tion states can exist. The thermodynamic and kinetic properties 
of each need to be analyzed to understand which states are 
preferred. 
A reaction that happens in an imperceptible flash in a test 
tube can be simulated in a series of step-by-step snapshots 
using the Gaussian 98 software. Given a group of molecules 
(the reactants, intermediates, and products) as a starting point, 
the software positions electrons and nuclei to create greater 
stability, following a set of mathematical rules for how atoms 
move and how forces affect the system. The process of finding 
transition states and products is like a chess game the comput-
er plays with itself; once the molecular pieces have been 
moved, the software re-assesses the situation and again looks 
for a way to fulfill the computational goals, moving through 
iteration after iteration until a final structure is reached. 
On a standard PC, a single transformation might take days 
to complete, so McClusky and his colleagues use NCSA's super-
computers (first the SGI Origin2000 and now the IBM p690 or 
Copper duster) to tackle the thousands of necessary operations. 
"It is severe number crunching," Kruger says, pointing out that 
even on NCSA's powerful systems the complex computations 
can take a week or two to complete. Over the past several 
years, the team has used nearly 200,000 machine hours to 
parse various reactions. 
In the case of the wrong-way reaction, there are more 
than 40 products, intermediaries, precomplexes, and transition 
states to calculate. "We've done a lot of work to actually 
demonstrate that it is going the wrong way," McClusky says, 
and now his team is comparing the computational results to 
various hypotheses. To return to the hiking analogy, imagine 
the intermediaries that could be formed in the reaction are val-
leys. You would expect the reaction to form the intermediary of 
the lowest energy, comparable to a valley that's at 8,000 feet. 
Instead, the reaction forms an intermediary of higher energy, 
hiking through a valley that's at 12,000 feet. What the 
thermodynamic and kinetic calculations have shown is that 
it takes more energy to find the route to the lower energy 
state, making the pathway to the higher-energy intermediary 
the preferred route. 
Building better compounds 
Understanding cage compound reactions is the first step toward 
employing the unique molecules for a variety of applications, 
including use as fuel and as a way to dispose of nuclear waste. 
Cage compounds could be useful in creating pharmaceuticals 
that do not degrade as readily, that travel more easily through 
membranes, and that are more potent. 
Precomplex of the 
acetylation reaction. 
The reactants pre-
arrange themselves 
for the transition. 
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A transition state of the lac-
tam acetylation. This compu-
tational model helped Kruger 
predict which of the five 
possible acetylation posi-
tions would react first and 
therefore which structural 
isomer would be formed. 







Education, Outreach, 
and Training 
The Alliance's education, outreach, and training efforts are part 
of NSF's Education, Outreach, and Training Partnership for 
Advanced Computational Infrastructure (EOT-PACI) program. 
EOT-PACI is a joint undertaking with the Alliance's sister pro-
gram, the National Partnership for Advanced Computational 
Infrastructure. It is dedicated to making emerging technologies 
accessible to learners and educators at all levels, forging an 
inclusive computing community. 
Partner sites 
BioQuest Curriculm Consortium 
Boston University 
Coalition to Diversify Computing 
Indiana University 
The LEAD Center at the University of Wisconsin 
at Madison 
Maryland Virtual High School 
National Center for Supercomputing Applications 
Ohio Supercomputer Center 
Rice University 
The Shodor Education Foundation, Inc. 
SRI, Inc. 
The TRACE Center at the University of Wisconsin 
at Madison 
University of Alabama at Huntsville 
University at Albany, SUNY 
University of Houston, Downtown 
Partners for Advanced 
Computational Services 
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The Alliance Partners for Advanced Computational Services (PACS) help 
disseminate and support technologies developed by the Alliance. They 
also coordinate the allocation of the Alliance's high-performance com-
puting resources and provide user support for these resources. Many 
PACS sites also serve as training grounds by hosting workshops, offering 
consulting services, and introducing researchers to high-performance 
computing. 
Partner sites 
Boston University 
Center for Advanced Computing Research at the California 
Institute of Technology 
Experimental Program to Stimulate Competitive Research 
(EPSCoR) 
High Performance Computing, Education and Research 
Center at the University of New Mexico 
National Center for Supercomputing Applications 
Ohio Supercomputer Center 
Southeastern Universities Research Association (SURA) 
University of Kentucky 
University of Wisconsin at Madison 
PACS resources 
Boston University 
IBM p690-96 processors 
IBM p655-48 processors 
Center for Advanced Computing Research at the California 
Institute of Technology 
Hewlett-Packard Exemplar V2500-128 processors 
National Center for Supercomputing Applications 
Tungsten Linux cluster-2,900 Xeon processors 
Titan Linux cluster-320 Itanium processors 
Platinum Linux cluster-1,024 Pentium III processors 
IBM p690-384 POWER4 processors 
Ohio Supercomputer Center 
Itanium 2 Linux cluster-296 Madison processors 
University of Kentucky 
Hewlett-Packard SuperDome Hyperplex-224 PA-8500 processors 
University of Wisconsin 
Condor computing environment-about 950 processors 
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