(n E iN) be the Hermite functions. The object is to prove that the series Nn (z)11,(y) is an analytical function if the sequence (A,) is such that sup€, R"I A,I < +oo for some constant R > 1. This answers completely in the affirmative as a consequence the question treated in [3] . The method given here also gives an alternative proof of a theorem proved in that earlier paper.
Introduction
In this section we will formulate the result and give some preliminaries. The object of this paper is to prove the following theorem and settle completely a question in the affirmative raised by A.L. Brown and mentioned already in [3] .
Theorem: Let (X 0 )€ i,v E rR 1/2 . Then the series E n'=1 \nfln (2) 
fn(y) is an analytic function in 1112
Before we proceed to prove this theorem, we give some preliminaries. The following definitions of Hermite functions and operators r± are taken from [4: p. 2611 . The rnth Hermite function 11m (m a non-negative integer) is defined as 7m(x) = Hm(x)e12 where
Hm(x) = -e -e with Cm (_1)mVIi2m_1/4irm/2
The following recurrence formula is well-known and can be easily proved using the definition of Hermite functions: Therefore, T_ ( T+flm) = 47rmflm. Consider in JR2 the operator
where A is the Laplacian. It is easy to see that 
pN,(x)fl(y)
in the topology of S(1R2). Since (.X 0 ) 0 € jp E r 2 , this sequence is easily seen to be rapidly decreasing. Hence, for m -+ 00,
In

00
Anfln(X)fln(y) .' I =12 AnIn(X)fln(y) E S(1R2)
and, for m -' no,
In an obvious manner we have the representation
Since fl0 is analytic for all n E IN, to prove that I is analytic, it is sufficient to práve that g is analytic. This is what we shall show in the next section.
Proof of the Theorem
We shall prove now that the function g = )infln(x)fln(y) is analytic. For this we make use of the following result due to T. Kotaké and M.S. Narasimhan (see [2: Theorem 3.8.9)) which we recall without proof. 
Let Q C 1R be non-trivial and open and L: C OO (Q)
-
Proof of the Theorem: We have the representation g I -Ai1ii(x)fli(y).
Hence g € S(1R2 )as f E S(1R2 ) and fl i (x)fli (y) € S(1R2 ). Therefore g E C°°(1R2).
We shall deduce the analyticity of the function g by using the above result of T. Kotaké and M.S. Narasimhan 
Then .X?((x)fl(y) is an analytic function.
Proof: This follows immediately from the above theorem by noting that if the 
Application to integral operators
In this section, we shall apply our Theorem to the study of kernels of integral operators in relation to their eigenvalues. Proof: Let the eigenvalues of T be (.X). By assumption (A,,) E r W 2 for some constant R> 1. Hence by the Theorem, G(x,y) = Anfln(x)71n(y) is an analytic function belonging to the space S(1R2 ). Let TG be the integral operator given by G. Then TG has the eigenvalues A,,. Now the result follows from the fact that if two compact symmetric operators have the same eigenvalues, then they are unitarily equivalent U S. Ganapathiraman in his thesis considers' integral operators K on L2 (I) where I is a closed bounded interval [a, b] , induced by kernels K which are analytic in a neighbourhood of I x I. He proves (see also [ 1: Theorem 3.2)) that the eigenvalues of K belong to the space r-which is defined as the set of all sequences (A,,) such that the sequence R"'' is bounded for all constants R> 0 and all e E (0, 1).. Obviously, 
Proposition: Let T : L2(R)
