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Abstract
A molecular dynamics simulation study of polymer brushes is presented. When exposed
to a poor solvent, or when dried out in air, polymer brushes can undergo “constrained
dewetting” and collapse into a nanopatterned layer. By changing the chemical environ-
ment of the polymers, the pattern can be switched on or off reversibly. Coarse-grained
molecular dynamics simulations were used to investigate the morphology and dynamics
of these nanopatterns, their ability to influence fluid flow in nanofluidic systems, and to
impart control over the surface nucleation of nanoparticles.
The evaporation of a good solvent film from polymer brushes with a range of grafting
densities was simulated in order to study the pattern morphology as a function of solvent
content. Polymer brushes with low to moderate grafting density underwent constrained
dewetting, collapsing into discrete nano-sized aggregates. Several different nanopattern
types were observed, including pancake micelles and holey layers. The type of pattern,
the size and number of features, and their dynamics depended on the grafting density of
the polymer brush and the amount of solvent adsorbed. The final pattern morphology
depended primarily on the total amount of material adsorbed to the surface, including
both polymer and solvent. This result suggests the possibility for the use of polymer
brushes as surfaces with reversibly tunable nanopatterns.
Nonequilibrium molecular dynamics simulations were used to study the boundary
condition of the flow of a simple Newtonian liquid over a polymer brush. The dependence
of the boundary condition on grafting density in good and poor solvents was investigated.
In a good solvent the stagnation length for flow within the brush scaled with the distance
between the chains D, in accordance with the Alexander–de Gennes prediction for the
brush height, as D−2/3, while the physical height scaled as D−2 due to the short chain
length. In a poor solvent constrained dewetting resulted in the formation of nanoscale
patterns of polymer aggregates. When the boundary condition for flow at the polymer
differed from that at the underlying substrate, patterns emerged in the flow, such that
the liquid near the surface flowed at different rates over the polymer and substrate. A
simple model was applied to relate the boundary condition at these patterned surfaces
to the height and surface coverage of the polymer aggregates. These surfaces could be
used to create switchable nanofluidic mixers.
The potential of the patterns formed by constrained dewetting to act as a template
for nanoparticle formation was investigated. Again the evaporation of a good solvent
from a polymer brush was simulated, but with an additional dissolved “solute” species
capable of nucleating and growing into nanoparticles during the evaporation. Providing
the particle nucleation occurred after the onset of the constrained dewetting of the
polymer layer, nucleation could be confined within individual polymer aggregates. The
size and distribution of nanoparticles depended on the concentration and solubility of the
ii
Abstract
dissolved species. A simple theoretical model suggests that molecular nanoparticles with
average dimensions on the order of nanometers to tens of nanometers could potentially
be formed, creating surfaces with useful optical, pharmaceutical, or electronic properties
for application including light emitting devices and memory storage.
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Chapter 1.
Introduction
1.1. Preamble
Soft matter, composed of small molecules, polymers, or colloidal particles, has the re-
markable ability to reorganize and self-assemble in response to external stimuli, allowing
it to be used to create materials with physical properties which can be switched or
tuned.1–4 The dynamic behavior of soft matter is made possible by the fact that its
components bind together through relatively weak van der Waals interactions. Unlike
covalent bonds, these intermolecular interactions can be broken and reformed at room
temperature, such that entropy plays a much greater role in determining the proper-
ties of the material. Soft materials have long been exploited by nature to produce
the vast range of complex materials required to create living organisms. As scientists
and engineers have improved their mastery over molecular chemistry and physics, at-
tention has increasingly turned towards soft matter for the design of new functional
materials.5–12 A large number of soft matter investigations have employed molecular
simulations to resolve the dynamics and ordering of molecular and colloidal components
on the nanoscale.13–15
Polymer brushes, created by tethering polymers by one end onto a surface, offer a
straightforward route towards the creation of responsive soft matter surfaces. Changes
in the chemical or physical environment can induce reorganization of the polymer as it
swells or collapses. These changes can have dramatic effects on properties of the surface,
allowing control over wettability,16,17 lubrication,18 and biocompatibility.19 An important
application for such surfaces is in micro- and nanofluidics devices, in which liquids are
manipulated on small length scales. Surface properties can have dramatic effects on
fluid dynamics at the nanoscale, controlling the wettability of liquids on the substrate
and the boundary condition of the flow.20 Polymer brushes could be used to create novel
microfluidic components able to act as valves,21 sensors,19 or adsorption modifiers.22
Several experimental and computational studies have shown that as polymer brushes
collapse they can self-assemble into nano-scale patterns.23–27 This process is known as
“constrained dewetting”, and is a result of the interplay between surface forces and
polymer stretching. A variety of different pattern morphologies are possible, including
discrete circular aggregates, long wormlike features, and continuous holey layers. The
behavior of polymer brushes in the collapsed state has received relatively little attention
compared to swollen brushes, but the potential exists for constrained dewetting to be
1
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exploited in order to create surfaces with reversibly switchable self-assembled nanopat-
terns.
Several publications have resulted from the work described in this thesis. The re-
sults and discussion in Chapter 3 were published as “Tunable Nanopatterns via the
Constrained Dewetting of Polymer Brushes” by T. Lee, S. C. Hendy, and C. Neto in
Macromolecules 46, 6326–6335 (2013), copyright 2013 American Chemical Society, and
are reprinted here with permission. The results in Chapter 4 were published as “Interfa-
cial Flow of Simple Liquids on Polymer Brushes: Effect of Solvent Quality and Grafting
Density” by T. Lee, S. C. Hendy, and C. Neto in Macromolecules 45, 6241–6252 (2012),
copyright 2012 American Chemical Society, and are reprinted here with permission.
The literature review in the introduction to Chapter 4 forms part of a review entitled
“Interfacial slip on rough, patterned and soft surfaces: A review of experiments and
simulations” by T. Lee, E. Charrault, and C. Neto in Advances in Colloid and Interface
Science, in press as of May 2014. The results in Chapter 5 were being prepared for pub-
lication as of May 2014 as “Control of Nanoparticle Formation using the Constrained
Dewetting of Polymer Brushes” by T. Lee, S. C. Hendy, and C. Neto.
1.2. Thesis outline
This thesis describes molecular dynamics simulation studies of polymer brushes. In
particular, the investigations have focused on the formation of patterns during the con-
strained dewetting of polymer brushes under poor solvent conditions. As described in
the preamble, constrained dewetting provides a potential platform for the creation of
surfaces with dynamically controllable nanopatterns. Chapters 3, 4, and 5 describe in-
vestigations into the novel behavior of these surfaces, and their potential applications in
microfluidics, and their use as templates for nanoparticle formation.
The remaining sections in Chapter 1 contain important background information on
the physics of polymers and polymer brushes. An introduction to the physics of free
polymer chains can be found in Section 1.3, including key concepts such as characteristic
length scales, solvent quality, and semi-dilute solutions. The behavior and applications
of polymer brushes is discussed in Section 1.4, followed by a review of the literature on
constrained dewetting is presented in Section 1.5.
The primary investigative tool in this thesis is classical molecular dynamics, basic prin-
ciples of which are described in Chapter 2, including with force potentials, integration
algorithms, and thermostatting methods. In Section 2.7 the application of molecular
dynamics simulations to polymer systems is described. The general features of the sim-
ulations employed in the investigations described in Chapters 3, 4, and 5 are described
in Section 2.8.
The results of coarse-grained molecular dynamics simulations of polymer brushes are
reported in Chapter 3. This is the first investigation into the effects of the presence
of a small amount of good solvent on the patterns formed by constrained dewetting.
The simulations consisted of a polymer brush, initially in a swollen homogeneous state
covered by a thin film of a good solvent. The evaporation of the solvent was then
2
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simulated, and the evolution of the polymer morphology observed as the solvent content
was reduced and constrained dewetting commenced. Simulations were conducted over
a range of brush grafting densities. The results suggested that it is possible to tune
the morphology of nanopatterns formed by constrained dewetting of polymer brushes
by controlling the adsorption of solvent into the layer.
It is proposed that the tunable patterns could be employed as novel components within
microfluidic devices. In the study described in Chapter 4, nonequilbrium molecular
dynamics simulations were used to measure the boundary condition of fluid flow over
polymer brushes in both good and poor solvents. In the good solvent, the degree to
which the flow penetrated into swollen polymers was characterized as a function of
grafting density. In the poor solvent, patterns formed by constrained dewetting created
a surface with a so called “mixed slip” boundary condition, which resulted in complex
flow velocity patterns above the surface. Such patterned surfaces could potentially be
used to induce mixing within microfluidic devices.
In Chapter 5 it is proposed that the collapse of the polymer brush induced by evap-
oration observed in Chapter 3 could be used to template the nucleation and growth of
nanoparticles at a surface. The proposed method involves the evaporation of a thin film
of a solution on a polymer brush. As the evaporation proceeds, the solute nucleates
into particles. The polymer aggregates which form during the constrained dewetting
of the brush could constrain the nucleation and lead to the formation of nano-sized
particles spread evenly across the surface. The process was simulated with molecular
dynamics simulations which examined the influence of the concentration and solubility
of the nanoparticle building blocks, the grafting density of the polymer, and the solvent
evaporation rate on the nucleation process.
Finally, in Chapter 6, the findings are summarized and overall conclusions drawn.
Potentially fruitful directions for future work are discussed.
1.3. An introduction to polymer physics
Polymers are large molecules composed of many smaller repeating subunits bound to-
gether into long chains. Since the beginning of synthetic polymer chemistry a hundred
years ago,28 polymers have been used for the development of new and novel materials
which have revolutionized industry and day-to-day life. They also include some of the
key building blocks of nature, including cellulose, proteins, and DNA. The astounding
versatility of polymers comes from the plethora of possible chemical building blocks from
which they can be formed, as well as the different possible bonding arrangements such as
chain branching and cross-linking, both of which can be controlled to allow the rational
design of materials with specific properties. In this section, some important aspects of
the physics of polymers will be discussed.
A variety of polymer topologies can synthesized, including linear chains, stars, combs,
and dendrimers. Multiple types of repeating unit can also be used in order to create
heteropolymers, such as block-copolymers, with interesting self-assembly properties.29
The studies reported Chapters 3, 4 and 5 all involved linear homopolymers, and so these
3
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2Rg
R0
Lp
Figure 1.1: Schematic illustration of a polymer coil, showing the persistence
length Lp, end-to-end distance R0, and radius of gyration Rg.
are the focus of the discussion in the following sections.
1.3.1. Characteristic length and time scales
A key consideration in polymer physics is the wide range of length scales relevant to
polymer systems.30 At the smallest level, there is the length scale of the atomic bond,
on the order of angstroms. The structure and dynamics of polymer chains at this length
scale depends crucially on the angles and rotations of these bonds. Moving further out
to lower magnification, it becomes clear that the polymer is composed of a number of
repeating units. This unit is commonly referred to as the “monomer”, although some
care should be taken with the use of the term as it can also be used to refer to the
small molecule precursor from which a polymer is synthesized. Because this thesis is
not concerned with polymer synthesis, the term monomer will be used exclusively to
refer to the repeating unit of atomic structure within a polymer molecule. The size and
rigidity of the monomers are important factors at this length scale, which are of course
determined by the properties at the atomic level. At the scale of the monomers the
structure still appears relatively rigid, but as the magnification is reduced further the
polymer appears more and more flexible, due to the cumulative effect of a large number
of bond rotations.
Eventually a length scale can be found above which the polymer appears to behave as
a flexible coil. The minimum length scale at which this behavior occurs is referred to as
the persistence length,31 illustrated in Figure 1.1, which increases with increasing poly-
mer rigidity. The persistence length is an important concept in the study of polymers,
because above this length all polymers tend to behave according to very similar math-
ematical descriptions. This means that global properties of polymers can be described
without the need to appeal to the detailed properties of the molecule on the length scale
of atomic bonds or monomers.
The next significant length scale is that which describes the overall volume over which
4
Chapter 1. Introduction
a polymer spreads itself. This can be characterized in terms of the radius of gyration
Rg, which is the time-averaged root mean square of the distance from the center of
mass to each atom (or monomer, for a good approximation). An alternative measure
is the root mean square end-to-end distance 〈R20〉1/2, which is proportional to Rg, and
is often used in descriptions of theoretical models.31 Both Rg and R0 are illustrated
in Figure 1.1. The radius of gyration depends on the number of monomers in the
polymer, the size of the monomers, and the environment in which the polymer finds
itself. Of particular importance to the work described in this thesis is the manner in
which changes in the polymer environment affect the conformation of the coil. The
details of the dependence of Rg on chain length and solvent environment are discussed
in Section 1.3.2 and Section 1.3.3.
A variety of characteristic time scales are also relevant to polymers,32 from the vi-
brational motions of the bonds on the order of 0.1 picoseconds, bond rotations over
tens of picoseconds, and chain relaxation times of tens of nanoseconds (for 20 monomer
chains). Melts of entangled polymers can move on even slower time scales, on the order
of microseconds. As will be discussed in Chapter 2, this poses a challenge for molecular
simulations of polymers, due to the expense associated with running simulations of these
time scales while also accurately representing short time scale behavior.
1.3.2. Scaling laws for free polymers
Scaling laws of the form A ∝ Bν relating global polymer behavior to chain length and
monomer size are extremely useful in describing polymers, as such laws have been shown
to describe a wide variety of polymers regardless of monomer, for the reasons described
in Section 1.3.1. These laws can be approximated by considering idealized mathematical
models of flexible chains. In this section the Flory derivation for the scaling law describ-
ing the coil radius in a good solvent will be discussed.33 An important assumption in
these models is that the polymer chains are much longer than the persistence length,such
that they behave as flexible coils.
A simple model of an ideal flexible chain composed of N monomers with effective
length a takes the form of a random walk of N steps on a periodic lattice with period
a, such as that shown in Figure 1.2. For each step the chain can move to any of the
nearest lattice sites with equal probability. For large N the average end-to-end distance
for an ideal chain is described by the scaling law:
〈R20〉1/2 ∝ aN1/2 (1.1)
and the distribution of monomers is Gaussian.31
The ideal chain model is unsuitable for describing polymers in solution, as it does not
take into account interactions between monomers or with the solvent. These interactions
introduce an “excluded volume” effect, because they prevent the polymer segments from
crossing and, for a good solvent, reduce the probability of segments approaching each
other, such that the size of the polymer increases with chain length significantly more
rapidly than N1/2. A more accurate model for a real polymer chain in solution is the self-
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Figure 1.2: An example of a two dimensional random walk of 20000 steps on a
square grid. The beginning and end of the walk are marked with filled circles.
avoiding random walk, which is significantly more difficult to describe mathematically
without numerical studies.34
Flory developed a relatively simple method for approximating the chain radius,33
which involves a simple balancing of two forces influencing the polymer conforma-
tion. The excluded volume interaction was modeled by a repulsive interaction between
monomers, proportional to their concentration. Using a mean field approach, Flory ap-
proximated the total free energy of the repulsive interactions in a polymer with radius
R as:
Frep
T
= v
N2
R3
(1.2)
where T is the temperature, and v is the positive excluded volume coefficient. The
excluded volume coefficient depends on the solvent quality, and is discussed in more detail
in Section 1.3.3. Since Frep decreases with increasing radius, this expression represents
a force acting to expand the coil. The excluded volume interaction is balanced against
an elastic force, which acts to collapse the polymer and increases with increasing radius.
The origin of the elastic force is the entropic cost associated with stretching the polymer,
and the form of the force can be approximated using the result for the elastic energy of
an ideal chain:
Felastic
T
=
R2
Na2
(1.3)
The total free energy can then be calculated by summing Equation 1.2 and 1.3, which
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Figure 1.3: Free energy versus polymer coil radius for N = 1000, 2000, and 4000
according to the Flory method of summing repulsive (Equation 1.2) and elastic
(Equation 1.3) free energy terms, with a = 1 and v = 1. The minimum in the
functions corresponds to the equilibrium radius, RF .
results in a local minimum seen in Figure 1.3 for N = 1000, 2000, and 4000. The
equilibrium radius corresponding to this minimum is usually referred to as the Flory
radius, denoted RF , and is given by:
RF ≈ vaN3/5 (1.4)
omitting numerical coefficients. The value of the exponent, 3/5, agrees to within a few
percent with numerical calculations.34
1.3.3. Good, poor, and Θ-solvents
For a polymer in solution, the interaction of the monomers and solvent molecules with
each other and themselves plays an important role in the arrangement of the coil. These
interactions determine the “solvent quality”, or the degree to which the polymer is
swollen by the solvent. A “good solvent” is one which swells and dissolves the polymer,
while a “poor solvent” is one which does not. The same “like-dissolves-like” idea used
to describe the solubility of smaller species applies to polymers – polar liquids (such as
water or ethanol) tend to act as good solvents for polar polymers (such as polyethylene
glycol) but are poor solvents for non-polar polymers (such as polystyrene), and vice
versa.
A useful conceptual tool for understanding and quantifying solvent quality is the Flory
interaction parameter χ, which is determined by the relative strength of the monomer-
solvent, monomer-monomer, and solvent-solvent interactions, characterized by the non-
dimensional pair-wise interaction energies (normalized by kBT ) χMV, χMM, and χVV
7
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respectively:
χ = χMV − 1
2
(χMM + χVV) (1.5)
This parameter is related to the excluded volume coefficient by v = a3(1 − 2χ). The
better the solvent quality, the larger the effective size of the monomers as they be-
come surrounded by more solvent molecules, and so the stronger the excluded volume
interactions.
In the absence of ionic charges inter- and intramolecular interactions are generally at-
tractive, so χMV, χMM, and χVV will tend to be negative for uncharged polymers. Low χ
corresponds to a good solvent, in which the favorable interactions between monomer and
solvent cause the chain to swell, and the coil radius behaves according to Equation 1.4,
the radius scaling with chain length as N3/5. The transition from the good solvent to
the poor solvent occurs at χ = 1/2. At this point the attractive van der Waals forces be-
tween monomers is precisely balanced by the swelling effect of the solvent, which pushes
monomers apart, and the solvent is referred to as a Θ-solvent (pronounced “theta sol-
vent”). Under such conditions polymer coil statistics are very similar to those of an ideal
chain, such that the radius scales as N1/2, and the excluded volume coefficient v = 0.
The situation in which attractive interactions between monomers dominate, such that
χ > 1/2, corresponds to a poor solvent. In the case of a single chain in a poor solvent,
the coil will collapse on itself and the monomers pack together such that R ≈ aN1/3.35 If
multiple chains are present, as is usually the case in a polymer solution, they will form
a separate phase from the solvent. If the pure polymer phase is still fluid it is referred
to as a melt, and under such conditions the individual molecules will behave as ideal
chains36 (a useful discussion of why this occurs can be found in Chapter 2 of reference
[30]).
Because χMV, χMM, and χVV depend on temperature, so too does the solvent quality,
which increases with temperature for most polymers, although there are interesting and
useful specific solvent-polymer pairing, such as poly(N -isopropylacrylamide) (polyNI-
PAm) and water, for which solvent quality decreases with temperature. The temperature
at which χ = 1/2, corresponding to the Θ-solvent, is referred to as the Θ-temperature.
Another special case is the “athermal” solvent, corresponding to χ = 0 for all tempera-
tures, such that the solvent quality does not vary with temperature. This corresponds
to a good solvent in which the solvent particles are very similar to the monomer.
In addition to temperature, there may be other means for varying the solvent qual-
ity, depending on the specific chemistry of the polymer. Changing the pH or the ionic
strength can potentially switch the solvent quality and thus the conformation of the poly-
mer. The ability of polymers to change their chain conformation in response to these
changes in it’s environment allows them to be used to create switchable and tunable ma-
terials. Possible applications of this switchability include drug-delivery,37 surfaces with
tunable optical properties,38 micro- and nanoactuation,39 and switchable catalysts.40
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Figure 1.4: Schematic illustration of a semi-dilute solution. The dashed grid
indicates the character length scale of the system, the correlation length ξ. The
polymers can also be represented by connected “blobs” of size ξ which behave as
ideal coils.
1.3.4. The correlation length in semi-dilute solutions
In dilute polymer solutions, in which the volume fraction occupied by the polymer φ is
very low, polymer chains are essentially separate from each other and do not overlap to
any significant extent. The interactions between coils in this regime can essentially be
modeled as interactions between hard spheres.33 In solutions with higher concentrations,
but still with polymer volume fractions much less than one, polymer chains may start
to overlap with each other, in what is known as a semi-dilute solution.30 The smooth
transition between the dilute and semi-dilute regimes occurs at a volume fraction corre-
sponding to the overlap threshold φ∗ ∝ N−4/5. The semi-dilute regime is discussed in this
section because of its importance to the discussion of polymer brushes in Section 1.3.2.
When dealing with polymers in semi-dilute solutions yet another characteristic length
scale appears, known as the correlation length, and denoted ξ. This is the distance
over which correlations between monomer positions due to excluded volume interactions
dissipate.30 One way of visualizing the correlation length is to consider a snapshot taken
of a semi-dilute solution at a particular point in time. The polymers frozen in this
snapshot will appear to form a mesh with a characteristic size (distance between chain
crossings) equal to the correlation length, as illustrated in Figure 1.4. Increasing the
polymer volume fraction decreases the correlation length as ξ ∝ aφ−3/4.
In order to derive a scaling law for the size of polymer chains in semi-dilute solutions,
it is useful to consider each polymer chain to be composed of a sequence of “blobs” of
monomers.30 In Figure 1.4, the chain of blobs equivalent to the red chain has been drawn.
Each of these blobs has a size ξ. Within one blob, monomer positions correlate through
excluded volume interactions (since this is the definition of the correlation length) and
do not interact with other polymer chains. Within each individual blob the polymer
9
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behaves like a swollen chain described by Equation 1.4, such that the blob size ξ is
related to the number of monomers per blob Nblob by:
ξ ∝ aN3/5blob (1.6)
On length scales larger than ξ excluded volume interactions are not significant, which
implies that the sequence of blobs which describe a given polymer behave as an ideal
chain, the size of which is described by Equation 1.1. The root mean square end-to-end
distance for a polymer in a semi-dilute solution (φ∗ << φ << 1) is then given by:
〈R20〉1/2 ∝ ξ
N
Nblob
−1/2
∝ aN−1/2φ−1/8 (1.7)
This result has been confirmed to be accurate to a reasonable approximation using
neutron scattering experiments.41
1.4. Polymer brushes
Polymer brushes are created by tethering polymer chains to a solid substrate by one end.
When the surface-bound polymer is then exposed to a good solvent, the chains become
swollen, and stretch away from the substrate. In this section the behavior of polymers
confined within a brush will be described, along with some of the useful properties and
common applications of these surfaces.
A new length scale in addition to those listed in Section 1.3.1 governs the behavior of
the polymers grafted to a surface: the distance between chain anchor points, denoted D.
To be considered a brush, polymer chains must be grafted close enough together that they
sterically interact to a significant extent, as illustrated in Figure 1.5A. If the polymers
are grafted far enough apart, individual noninteracting “mushrooms” are formed, like
those shown in Figure 1.5B. The criteria for a brush is therefore D << 2Rg. Polymer
brushes are often characterized by their grafting density ρ, or number of polymer chains
per unit area, rather than the average chain separation. These two properties are related
by ρ = D−2.
The first polymer brushes were formed by using “grafting-to” methods, in which the
polymers are first synthesized and then attached to the substrate. A common approach is
the adsorption to a surface of polymers containing two sections, one hydrophobic, and the
other hydrophilic.42 These are known as “block copolymers”, and when a hydrophobic
substrate is immersed into an aqueous solution of such a polymer, the hydrophobic block
acts as an anchor, while the hydrophilic block is swollen and sticks out from the surface
to form the brush. Another technique is to expose a surface to polymer chains with a
reactive end-group, for example a thiol end-group for attachment to a gold surface,27
such that a covalent bond is formed between the chain and surface. The limitation
of “grafting-to” techniques is that once enough polymers have attached to completely
cover the surface, the attachment of additional chains becomes sterically hindered. For
long adsorption times the distance between chains will be comparable to the radius
10
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(A) Brush D < 2Rg (B) Mushrooms D > 2Rg
Figure 1.5: Schematic illustrations of surface-grafted polymers in the brush and
mushroom regimes in A and B respectively. In A the circles show how the brush
can be modeled as a chain of “blobs” stretching away from the surface, using the
concepts discussed in Section 1.3.4. One of the chains has been highlighted for
clarity.
of gyration of the polymers D ≈ 2Rg. The chain separation can be reduced to some
extent by reducing the solvent quality during the deposition, which reduces the radius
of gyration and allows for closer packing,43 but even using such techniques the grafting
density using “grafting-to” is still relatively low.
The alternative is to use a “grafting-from” approach, which has become possible with
relatively recent advances in polymer synthesis.44 This involves first populating the sur-
face with “initiators”, from which polymer chains can be grown in situ. Because all the
chains grow at a similar rate, their growth is not sterically impeded to as large an extent.
Very high grafting densities can be achieved, and can be controlled by adjusting the ini-
tial density of initiator groups on the surface. The disadvantage of the grafting-from
approach is that it is far more synthetically complicated than grafting-to, increasing the
cost and expertise required.
1.4.1. Applications of polymer brushes
The unique properties of polymer brushes have created many opportunities for applica-
tion. A common use is for the “steric stabilization” of colloids.45 By coating colloidal
particles with polymer brushes aggregation can be prevented, improving the stability
of the suspension. This is because polymers in solution tend to resist overlapping with
each other where possible – as described in Section 1.3.4, they will not overlap until a
critical concentration is reached – creating a repulsive force between the brush-coated
colloidal particles.
Polymer brush surfaces are very resistant to the adsorption of biomolecules such as
proteins.42 This makes them a highly effective anti-fouling coating, as cells and bacteria
are unable to attach and proliferate on the surface. In addition to being able to make a
surface completely anti-fouling, it is possible to pattern parts of a surface with a brush
11
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and leave parts exposed in order force cells to grow in a controlled fashion on the surface,
with possible applications for medical implants.46
Other more novel applications can take advantage of the switchable nature of surface
bound polymers.47 Just as free chains can swell or collapse in response to changes in their
chemical and physical environment, so too can surface bound chains. Brushes can be
switched between the swollen and collapsed state by modifying the solvent composition,
temperature, pH, or ionic strength,47 or by applying an electric field.48 In doing so various
surface properties can be controlled in order to develop responsive surfaces, including
the wettability,16,17 biocompatibility,19 and friction coefficient.18
1.4.2. Scaling laws for brushes
The first theoretical description of polymer brushes were proposed by Alexander49 and
expanded upon by de Gennes.50,51 As for the scaling laws described in Section 1.3, the
approximation must be made that N is very large. Alexander provided the insight that
when the polymer chains are grafted closely enough to overlap, the key length scale is the
chain separation D. He also made the approximation that the polymer volume fraction
in the bulk of the brush is a constant φstep(z), so that the density profile is essentially a
step function, like that shown in Figure 1.6, given by:
φ(0 < z < hstep) = φstep(z) (1.8)
φ(z < hstep) = 0 (1.9)
where hstep is the brush height. Given that approximation, the correlation length de-
scribed in Section 1.3.4 is then constant, and scales linearly with the chain separation
D ∝ ξ. The polymer chains can therefore be described by a chain of blobs of size D
stretching away from the surface, as illustrated in Figure 1.5A, in the same manner as
the semi-dilute solutions discussed in Section 1.3.4.
This scheme can then be used to determine scaling laws for the brush height and
concentration. It follows from Equation 1.6 that the number of monomers per blob
is related to the chain separation by D ∝ aN3/5blob, and then the brush can then be
considered as a close-packed arrangement of blobs with monomer volume fraction equal
to that calculated for an individual blob:
φstep(z) ∝ a3Nblob
D3
(1.10)
Because the brush density is a step function, each polymer chain containing N monomers
must occupy a volume hstepD
2, and the height immediately follows:
hstep ∝ aND−2/3 ∝ aNρ1/3 (1.11)
Experiments and molecular simulations of polymer brushes have verified the scaling
law for the height,53,54 but also show that the density profile of the brush differs signifi-
cantly from the proposed step function. Milner52 used a self-consistent-field approach to
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Figure 1.6: A comparison of step49,51 and parabolic52 polymer brush density pro-
files.
derive a parabolic density profile like that shown in Figure 1.6. The height the parabolic
profile obeys the same scaling law as the step profile, but provides a better match to
both simulations55 and experiments.56,57 The parabolic profile fails in the outer regions
of the brush, where the monomer fraction approaches zero. In this region an exponential
tail is expected,58 the length of which scales as N1/3. The number of monomers within
the tail is predicted to scale as N2/3.
1.5. Constrained dewetting of polymer brushes
Just as free polymer chains collapse when exposed to a poor solvent, as described in
Section 1.3.3, so too do polymer brushes. While the behavior of polymer brushes under
good solvent conditions has been thoroughly investigated, the poor solvent case has
received less attention. Early theoretical studies made the assumption that the brush
collapsed into a dense, homogeneous layer, with some variation in density with distance
from the solid substrate.59,60 More recent molecular simulations have shown that this is
not always the case. Depending on the grafting density of the brush and the wettability
of the polymer on the substrate, the polymers may collapse and aggregate such that some
regions of the substrate become exposed,23–26 as shown in schematically in Figure 1.7.
This phenomenon has been given the name “constrained dewetting”.
Free polymer films with a thickness below some threshold will break up into droplets
in order to reduce the interfacial energy of the system.61 The constrained dewetting of
grafted polymers is also driven by a reduction in interfacial energy, but in order for the
polymers to aggregate, some of them must stretch across the surface. This unfavorable
13
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Figure 1.7: Schematic illustration of a polymer brush which has formed pinned
micelles in a poor solvent.
stretching increases the total free energy, negating the reduction in surface energy to
some degree. For polymers grafted to a low-energy surface, constrained dewetting occurs
if the favorable decrease in surface energy resulting from the dewetting is greater than
the increase in free energy that results from unfavorable stretched conformations of some
of the polymer chains.23 The final morphology of the layer is the result of a balancing
of the interfacial tension and polymer stretching tension, illustrated by the arrows in
Figure 1.7.
Simulations and experiments have shown that a variety of different nanopatterns may
be formed on the surface as a result of constrained dewetting. Representative example
of these patterns can be seen in Figure 1.8, which shows how the patterns change with
grafting density. These features are described in more detail in Section 1.5.1. Much of
the understanding of the nature of these patterns has been obtained using molecular
simulations. Such studies have identified several pattern morphology regimes, including
pinned micelles (also known as octopus micelles),25,26 pancake micelles,23 wormlike layers
(also known as striped or lamella layers),24,25 and holey layers.23,24
Experimental studies employing atomic force microscopy have confirmed the forma-
tion of the patterns,27,62–65 and there have been attempts to model these systems using
self-consistent field methods.24,66 Theoretical models were developed early on to describe
the low grafting density pinned micelle regime,60,67 but the patterns at higher grafting
densities depend on a multitude of factors and resist a simple description. Huh et al.23
derived nonlinear expressions for the free energy of the pancake micelle and holey layer
patterns and predicted feature size and density as a function of grafting density and
chain length.
1.5.1. Morphology of patterns formed by constrained dewetting
In this section the different types of patterns formed during constrained dewetting are
described. Examples of these patterns, observed in simulations and experiments, are
shown in Figure 1.8. The type of pattern formed and length scale of the features varies
with the brush grafting density.
At low grafting density pinned micelles are formed, shown in Figures 1.8A, D, G, and
J. These structures form by the aggregation of several nearby polymer chains to form
a central nucleus. While some chains have their graft-points located directly under this
nucleus, a significant number stretch out over the uncovered surface in order to join the
14
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(A) (B) (C)
(D) (E) (F)
(G) (H) (I)
(J) (K) (L)
Figure 1.8: Examples of the patterns formed by constrained dewetting of polymer
brushes observed in computational and experimental studies. Figures are arranged
with higher grafting densities on the right. Figures A-I show snapshots of Monte-
Carlo simulations from references [25](A-C), [24](D-F), and [23] (G-I). Figures
J-L show AFM images of polystyrene brushes grafted on to gold from references
[27](J-K) and [62] (L).
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nucleus. The region around the nucleus in which the tethers are located is referred to as
the corona. A scaling analysis by Pattanayek et al.24 balanced the surface and stretching
energy terms to derive expressions for the corona radius Rc and nucleus radius Rn:
Rc ∝ N2/5(ρa2)−1/5a (1.12)
Rn ∝ N3/5(ρa2)1/5a (1.13)
where the analysis assumed that Rc >> Rn Simulation studies have noted that the
nuclei appear to favor a hexagonal arrangement on the surface.23,24 A theoretical study
by Huh et al. suggested that a hexagonal arrangement is the most thermodynamically
favorable.23 Pinned micelles have been observed in physical experiments using atomic
force microscopy (AFM).27,62,63
As grafting density is increased, the size of the pinned micelles increases, as seen
in Figures 1.8H and K. The corona region shrinks relative to the size of the nucleus,
as the chains do not need to stretch as far to reach the nucleus. For a high enough
grafting density, these larger aggregates have flattened aspect ratios, leading to their
being dubbed “pancake micelles” by Huh et al.,23 who theoretically analyzed the regime
by relaxing the assumption Rc >> Rn to derive and numerically solve relatively complex
expressions for the free energy. Changes in grafting density within the pancake micelle
regime result in only small changes in the height.
At the higher grafting density end of the pancake micelle regime some studies have
observed elongated features, as seen in Figures 1.8B, E, and L. These features will
be referred to in this thesis as “wormlike” aggregates,24,25,62,63 and are less commonly
reported in the literature compared to pinned and pancake micelles. A scaling analysis
by Pattanayek et al.24 suggests that this arrangement provides the best compromise
between tether and surface energy within a narrow range of grafting densities between
the holey layer (described below) and pinned micelle layer. A more detail analysis by
Huh et al.,23 which makes fewer assumptions about the tether length relative to the
nucleus size, reported that the wormlike layer is never the most thermodynamically
stable. If wormlike layers are not stable in the idealized case, the features observed
by AFM in Figure 1.8L may be kinetically trapped, or the result of local variations in
grafting density, chain length, or surface roughness.
At still higher grafting densities the holey layer regime is reached,23,24 characterized
by small regions of exposed substrate surrounded by polymer, as seen in Figures 1.8F
and I. Polymer chains with tether points within the hole must stretch towards the
boundary. The holey layer has not been observed in physical experiments, but has been
predicted by both Monte Carlo simulations and self-consistent field calculations. An
analysis of the free energy contributions of the surface and tethering energies suggests
that there is a range in which the holey layer is more stable than the pinned micelle
configuration and homogeneous layer within a small range of grafting densities.23,24 While
the hole in Figures 1.8F is roughly symmetric, the holes in Figure 1.8I have an irregular
shape. Calculations by Huh et al.23 suggest this “crinkling” of the perimeter reduces the
stretching length of the tethers within the hole, reducing the overall free energy of the
layer.
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At high enough grafting density, or for a low enough substrate-polymer surface energy,
no constrained dewetting occurs and a homogeneous polymer film is formed. According
to Huh et al.,23 there is a critical grafting density above which the homogeneous layer is
stable regardless of the surface energy of the substrate, given by:
ρc =
√
6/(4
√
Na2) (1.14)
although this has not been confirmed by experiment.
The investigation described in Chapter 3 demonstrates that the patterns formed by
constrained dewetting may be tuned by swelling the layers with a small amount of good
solvent. Chapters 4 and 5 then describe how constrained dewetting could be employed
to influence the flow of fluids on the nanoscale, or as a template to control the nucleation
of nanoparticles. The next chapter will describe the working of the molecular dynamics
simulations, the main technique which has been used to study these problems.
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Classical molecular dynamics
2.1. An introduction to molecular dynamics
It is in general impractical, if not impossible, to analytically solve the motion of a system
consisting of three or more interacting classical objects. Molecular dynamics is one of
the numerical methods which can be employed to solve such problems,1,2 particularly
in systems containing a large numbers of particles (from dozens to billions3). A basic
molecular dynamics simulation consists of a few key steps:
1. Define initial particle positions and velocities at a time t = 0;
2. Calculate the net force on each particle due to interactions with other particles
and additional force fields included in the simulation (e.g. electric or gravitational
fields);
3. Numerically solve the classical equations of motion4 using the known particle po-
sitions, velocities, and net force, to determine the positions of each particle at a
future time t+∆t;
4. Using the new particle positions, repeat steps 2 and 3 to calculate the particle
positions at a time t+2∆t, then t+3∆t, and so on in order to study the evolution
of the system over time.
Molecular dynamics has been used to investigate a vast range of problems involving
collections of large numbers of particles, from fluid dynamics,5 to crystal defects,6 and
biomolecule function,7 and plays a key role in bridging the gap between theory and
experiment. Molecular simulations can take well-established theoretical knowledge of
the individual interactions between atoms and molecules and use it to perform compu-
tational experiments involving thousands of such interactions. The resulting emergent
behavior can be resolved with atomic or molecular level detail, which can then be used
to understand the mechanism of the observations made in physical experiments. The de-
tailed position and velocity information provided by molecular dynamics simulations are
of great use to the study of soft matter systems and their self-assembly, given the diffi-
culty of experimentally resolving the behavior of these systems which relax on nanometer
and nanosecond scales.
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Because of the vast number of calculations required, molecular dynamics simulations
have only become practical with the advent of computers. As computing power has
become more readily available, the length and time scales accessible with molecular dy-
namics simulations have increased dramatically, particularly with the move to parallel
computing, in which the calculations are spread over a large number of relatively in-
expensive processing units, which can be housed in large shared computing facilities.
The simulations described in Chapters 3, 4, and 5 were all run on machines maintained
by the National Computing Infrastructure National Facility, located at the Australian
National University. The simulations described in Chapters 3 and 4 were run on a clus-
ter codenamed Vayu consisting of 1492 compute nodes linked together by a high speed
Infiniband network, with each compute node containing two quad-core 2.93 GHz Intel
Nehalem CPUs and at least 48 GB of RAM. The simulations described in Chapters 5
were run on a combination of Vayu and the newer Raijin, consisting of 3592 Infiniband-
networked compute nodes, each containing two 8-core 2.6 GHz Intel Sandy Bridge CPUs
and least 32 GB of RAM.
With knowledge of a programming language such as C or Fortran, is it possible for a
computational scientist to write their own custom molecular dynamics software, however
today there are a great many free and commercial software packages available8–11 remov-
ing the need to spend time writing, debugging, and optimizing programs unless specific
needs are not met by existing packages. In the work described in this thesis, all sim-
ulations have been performed using the free open-source software package “LAMMPS”
(Large-Scale Atomic/Molecular Massively Parallel Simulator) developed at Sandia Na-
tional Laboratories.12
Because the computationally intensive nature molecular dynamics simulations limits
the length and time scales accessible, it is often not practical to model molecular systems
with perfect physical accuracy at the atomic level. Classical molecular dynamics does
not resolve the details of the quantum effects of these interactions, because classical
approximations are in many cases sufficient and far less computationally demanding.
When modeling systems involve a large number of small molecules, it is often the case
that the details of the intramolecular interactions, such as rotational and vibrational
behavior, do not have a significant impact on the larger scale evolution of the system.
In such cases is it often useful to “coarse-grain” the simulation, representing molecules
by single model particles that interact with each other through force models sufficiently
accurate to the maintain the large scale behavior of the system.13 This greatly simpli-
fies the force calculation step of the simulation – generally the most computationally
expensive step – and allows much larger systems to be investigated. All the simulations
described in this thesis would not have been possible on modern computers without the
use of a coarse-grained model.
In the following sections some important molecular dynamics concepts and concerns
will be discussed, with a particular focus on those aspects which are important to the
molecular dynamics studies described in Chapters 3, 4, and 5. These include the se-
lection of potential energy functions used to define the interactions between particles
(Section 2.2), the algorithm used to integrate the equations of motion and move the par-
ticles (Section 2.3), methods for controlling temperature in the simulation (Section 2.5),
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strategies to improve computational efficiency Section 2.6, and aspects specific to the
simulation of polymers (Section 2.7).
2.2. Force potentials
As the purpose of molecular dynamics simulations is to study the result of interactions
between a large number of particles, it is very important that the model describing
these interactions is physically realistic enough to accurately represent the physics of
the system of interest. Forces are described in terms of potential energy function,
~F = −∇U(~r1, ..., ~rN), the force on a particular particle depending on the positions ~ri
of the other particles in the system. In simulations of soft-matter systems, forces can
often be described to a good approximation in a pair-wise fashion,14 such that the force
on particle i due to particle j is described by ~Fij = −∇Uij(~ri, ~rj). The total force due to
interparticle interactions can be calculated by summing the individual pair forces. This
approximation, which neglects three-body interactions and higher, may not be appro-
priate for systems with higher atomic density, such as metals and semiconductors, as it
does not take into account the details of the interactions between nuclei and delocalized
electrons. Problems can also arise when comparing simulations at different densities,
between which the significance of the three-body terms may vary.1
The force calculation is typically the most computationally expensive part in a mol-
ecular dynamics simulation by far. While it is important that the interaction forces
are realistic enough to model the system of interest, optimization is also important to
reduce the compute time to make best use of the available resources, particularly if
one wishes to study systems as large or for as long as possible. Because more detailed
models tend to also be more computationally demanding, the choice of potential energy
function must reflect a compromise between these two conflicting concerns. Realistic
potential energy functions may be developed by calculating a numerical approximation
for the interaction potential between atoms from quantum mechanical first principles,
or by fitting experimental results to parametrized potential functions.14
Two potential energy functions were used for the simulations described in this the-
sis: the Lennard-Jones potential, which is used to model interactions dominated by
dispersion forces, and which will be described in Section 2.2.1; and the finitely exten-
sible nonlinear elastic (FENE) potential, which is used to model covalent bonds, and
described in Section 2.7.
2.2.1. The Lennard-Jones potential
The Lennard-Jones potential is a very commonly used potential energy function for
systems dominated by dispersion forces (also known as London dispersion forces, or
simply London forces). For two particles separated by a distance r, the most commonly
used form of the Lennard-Jones potential is given by the expression:
ULJ(r) = 4
[(σ
r
)12
−
(σ
r
)6]
(2.1)
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Figure 2.1: Examples of Lennard-Jones potentials (Equation 2.1) with different
values of  and σ. Increasing  has the effect of increasing the depth of the potential
well, effectively increasing the strength of the attraction between particles. Increas-
ing σ shifts the position of the potential well to larger r, effectively increasing the
size of the particles.
where σ is a parameter determining the range of the interaction, and  is a parameter
determining the strength of the force.1 Some example Lennard-Jones potentials with
different values of σ and  are plotted in Figure 2.1.
The popularity of the Lennard-Jones potential is due to its usefulness in creating
general model systems in which the focus is on fundamental aspects of molecular systems.
The potential is generally less useful for modeling specific atoms or molecules, except for
noble gases for which it provides a very good approximation.15 Despite this, the results of
Lennard-Jones model systems has been useful in understanding the general behavior of
a wide range of different chemical species under a particular set of conditions. Examples
include simulations of nanoscale fluid flow,16 cluster formation,17 and polymer physics18
(in combination with a bonding potential, such as the FENE potential, as discussed in
Section 2.7).
The attractive term of the Lennard-Jones potential, −4(σ/r)6, represents the dis-
persion force between the particles, and dominates at larger separations. Dispersion
forces are the result of temporary dipoles caused by correlations in the electron density
fluctuations of two atoms or molecules.19 They are proportional to the polarizability of
the interacting atoms or molecules, and also depend on ionization energies. These forces
decay as r−6, which is the origin of the exponent in the Lennard-Jones term.
The repulsive term, 4(σ/r)12, is intended to account for Pauli repulsion due to the
overlap of electron orbitals. This component dominates at very short range and prevents
unphysical overlap between particles. The r−12 dependence is not based on any under-
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lying quantum mechanical derivation, but provides good agreement with the empirically
derived potential. The r−12 dependence of this term also provides the Lennard-Jones
potential with its exceptional computational efficiency. The repulsive term can quickly
be calculated by first calculating the r−6 term and then calculating its square, signifi-
cantly reducing the number of processor operations required and therefore reducing the
force compute time.
Together the two terms result in a potential with a steep repulsion at short range,
an attraction at moderate range, and a potential well where these regimes meet. The
potential well has minimum at r = 21/6σ and ULJ(r) = . The interaction energy
ULJ(r) = 0 at r = σ and r =∞.
2.2.2. Reduced units
It is common practice for simulation parameters and quantitative results to be reported
in terms of reduced units, by dividing by some characteristic quantity of the system.15
This practice simplifies the comparison of results between different experiments, and
makes it possible to more clearly communicate how measured quantities compare to the
relevant length, time, and energy scales of the simulation.
When conducting simulations in which particles interact via Lennard-Jones potentials,
it is common to express quantities in terms of the Lennard-Jones parameters  and σ,
and the particle mass m. For example, two noble gas atoms in a simulation might
be described as being separated by a distance 2σ and having an interaction energy of
−0.0615. Immediately this result could be applied to any system for which the σ and
 are known, such as neon, argon, or krypton.
The Lennard-Jones reduced unit of time, usually denoted τ , can be written in terms
of , σ, and m:
τ = σ
√
m

(2.2)
These reduced units, , σ, and τ will be used to describe simulation quantities through-
out this thesis. For coarse-grained molecular and polymeric systems like those described
in this thesis, typical orders of magnitudes of these reduced units correspond to around
1× 102 Jmol−1 for , 1× 10−10m for σ, and 1× 10−11 s for τ .
2.3. Integration algorithms
At the heart of molecular dynamics is the algorithm to numerically predict the position
of the particles at the next time step based on their positions at the previous time
steps and the forces acting upon them. A commonly used class of time integration
algorithms are based on the Verlet algorithm.15 The archetypal example of the Verlet
algorithm calculates the new position of each particle ~r(t + ∆t) by taking third order
Taylor expansions of the particle position at two times, t+∆t and t−∆t, which results
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in the expressions:
~r(t+∆t) = ~r(t) + ~v(t)∆t+ ~a(t)
∆t2
2
+
d~a(t)
dt
∆t3
6
+O(∆t4) (2.3)
~r(t−∆t) = ~r(t)− ~v(t)∆t+ ~a(t)∆t
2
2
− d~a(t)
dt
∆t3
6
+O(∆t4) (2.4)
where ~v and ~a are the particle velocity and acceleration respectively. When combined,
theO(∆t) andO(∆t3) terms cancel, such that the new particle position can be calculated
by:
~a(t) = −∇U(~r(t))/m (2.5)
~r(t+∆t) = 2r(t)− r(t−∆t) + ~a(t)∆t2 +O(∆t4) (2.6)
which depends only on the position at the current and previous time steps, and the
acceleration, which is simply the net force divided by the particle mass.
The omission of the O(∆t4) term results in a truncation error, which increases with
time step. The truncation error results in a loss of conservation of momentum and
energy. While for small enough time steps the terms can be made negligible, this will
require more steps to be run to simulate the same time interval. The maximum practical
time step will depend on the potentials being used and their derivatives. Systems with
rapidly varying potentials will require smaller time steps in order to be modeled without
significant error. Depending on the system, it may physically appropriate to employ a
thermostat algorithm to maintain constant temperature and allow for longer time steps,
an option which will be discussed in more detail in Section 2.5.
A shortcoming of the basic Verlet algorithm is that it does not calculate particle
velocities, which can often provide important insight into the system and are required to
calculate the kinetic energy of the particles. Attempting to estimate the velocity simply
as [~r(t + ∆t) − ~r(t − ∆t)]/2∆t results in an error of order ∆t2. A modification of the
Verlet algorithm,20 known as the velocity Verlet algorithm, calculates the velocities as
part of the integration process:
~r(t+∆t) = ~r(t) + ~v(t)∆t+ ~a(t)
∆t2
2
(2.7)
~v(t+∆t/2) = ~v(t) + ~a(t)
∆t
2
(2.8)
~a(t+∆t) = −∇U(~r(t+∆t))/m (2.9)
~v(t+∆t) = ~v(t+∆t/2) + ~a(t+∆t)
∆t
2
(2.10)
This formulation allows a more convenient calculation of system properties such as
the kinetic energy, temperature, and velocity profiles.
Other integration algorithms have been developed,1 but are less commonly used and
will not be discussed here. The author is not aware of any methods which outperform
the velocity Verlet algorithm at long time steps without making significant compromises
in terms of execution speed. All the simulations in this thesis have been performed using
the velocity Verlet algorithm implemented in LAMMPS.12
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Figure 2.2: Schematic representation of periodic boundary conditions applied
to one of the dimensions of a 2D simulation box. The simulation contains four
particles represented by the filled circles and labeled ’a’, ’b’, ’c’, and ’d’. The arrows
represent the trajectory of the particles and the open circles their positions at a
later time. The squares represent the boundaries of three unit cells of the periodic
simulation, and the particle label subscripts indicate their original simulation box.
We see that as particle d0 moves out the right hand side of the central box, it is
replaced by particle d−1 moving in from the left. Dashed lines indicate pair-wise
interactions between the particles in the central box and other particles according
to the nearest minimum image convention.
2.4. Periodic boundary conditions
The length scales accessible to molecular dynamics simulations are on the order of
nanometers to tens of nanometers. This creates the problem of how to treat the simula-
tion boundaries, since it would not be possible to simulate bulk properties of a system
confined to an enclosed vessel with these dimensions. One solution is to use periodic
boundary conditions.1 This method effectively treats the simulated volume as one unit
cell in an extended lattice of identical cells, as illustrated in Figure 2.2 in which a 2D
simulation of four particles is depicted where periodic boundary condition are applied
in one of the dimensions. The particles in each of these cells move in unison, and if a
particle moves out one side of the unit cell, it is replaced by a particle moving in from
the opposing boundary, as illustrated by the particles labeled di in Figure 2.2.
Effectively such a simulation consists of an infinite number of particles, which could
potentially involve an infinite number of pair-wise interactions. In order to overcome
this problem the minimum image convention must be applied, which assumes that each
particle interacts only with other particles which are present in a region identical in size
and shape to the simulation unit cell, but centered on the particle of interest. This is
illustrated by the dashed lines in Figure 2.2, which represent the interactions between
each particle in the central box with their “nearest images”. Particles a0 and c0 interact
with d−1 rather than d0, while particle b0 interacts with d0 rather than d−1. This method
requires that the longest ranged force does not extend further than half the width of
the simulation in the shortest dimension in which the periodic boundary conditions are
applied. In addition, it is important to be confident that the simulation box is large
enough that particles cannot indirectly “sense” their own image and lead to unphysical
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correlations. In the case of a Lennard-Jones fluid, a cubic simulation box with sides at
least 6σ in length is sufficient to avoid this situation.
For simulations involving a solid two-dimensional substrate, such as those described
in this thesis, it is convenient to apply periodic boundary conditions in the plane of the
substrate, but not in the axis perpendicular to the substrate. The solid surface then
prevents the loss of particles out of the bottom of the box, and the top can either be
bound by a second solid surface, or some mechanism can be used to reflect particles
escaping out the top boundary, such as by reflecting them back into the simulation box.
2.5. Thermostats
It is often desirable that a simulated system remain at a constant temperature, because
the physical experiment equivalent will often be performed under such conditions. For
a small enough time step, assuming no external forces are simulated and the physical
dimensions of the system are fixed, the velocity Verlet algorithm will maintain a system
with a constant number of particles, constant volume, and constant total energy, but not
necessarily constant temperature. In such a system, all possible microstates can occur
with equal probability, such that the macrostate can be described by a microcanonical,
or NVE ensemble.21 The NVE ensemble is valid for closed systems with no connection
to any external source of energy. In most physical experiments, energy is exchanged
with the surrounding environment such that the temperature is the constant factor,
unless great care is taken to avoid such an exchange. If the temperature, volume,
and number of particles are held constant, the probability of a system being found in a
particular microstate depends on the energy of that state, and is given by the Boltzmann
distribution. The macrostate can then be described by a canonical, or NVT ensemble.
A thermostat is an additional operation added to the molecular dynamics algorithm
designed to maintain temperature and generate a macrostate consistent with the NVT
ensemble.
There are other potential advantages to the use of a thermostat. They may allow
the use of longer time steps by compensating for the loss of energy conservation due to
the increased truncation error (see Section 2.3). This can be of particular use for the
simulation of polymers, for reasons which will be discussed in Section 2.7. Thermostats
can also compensate for the use of external forces which add energy to the system
and increase the temperature, potentially to absurdly high values if left unchecked.
This is the case in molecular dynamics simulations of flow, including those described
in Chapter 4, which require either the application of an additional force to simulate
a pressure gradient, or physically shearing the system by moving a solid boundary.
Another possibility is that particles might be added or removed from the system during
the course of the simulation, such as in the simulations described in Chapters 3 and 5,
causing a change in the total energy equal to the kinetic and potential energy of the
gained or lost particle.
In order to avoid changes in the temperature due to these factors, a thermostat may be
applied to some or all of the particles. The function of a thermostat is to interact with a
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group of particles in such a way as to prevent their collective temperature from drifting
far from the target temperature. There are several ways in which this can be achieved.
A simple approach is to scale the velocities of each thermostatted particle by the some
factor, proportional to the deviation from the target temperature, in order to reduce or
increase the temperature towards the target value.22 While this lacks any fundamental
physical justification, and fails to produce a Maxwellian momentum distribution, it has
the advantage of being very computationally inexpensive. It is sufficient when the the
deviations from the target temperature are very small.
A more sophisticated approach is to apply additional forces to the thermostatted par-
ticles in such a way as to simulate a coupling to an external heat bath. This effectively
makes the particles behave as if they were moving through a viscous implicit fluid with
the specified temperature. One example of such an operation is the Langevin thermo-
stat,23 which involves the addition of two additional forces to each particle at every time
step. One is drag-like dissipative force, acting in the opposite direction to the particle
velocity ~v. It is defined by:
~Fdissipative = −γf~v (2.11)
where γf is the friction coefficient. This force removes excess energy from the system.
The other component to the Langevin thermostat is the random force, which models
random collision forces to introduce thermal noise consistent with a heat reservoir at
temperature equal to the target temperature T :
~Frandom = RN
√
kBTγf
dt
(2.12)
where T is the target temperature, kB is the Boltzmann constant, dt is the time step, and
RN is a random number generator. In the LAMMPS implementation of the Langevin
thermostat, RN is generated from a uniform random number distribution between -0.5
and +0.5. The friction coefficient γf determines the strength of the thermostat forces,
and the approximate time frame, 1/γf , over which temperature fluctuations will be
evened out.
2.5.1. Thermostats in nonequilibrium simulations of fluid flow
Nonequilibrium molecular dynamics simulations are used to study flows on nanoscopic
length scales, such as in the study described in Chapter 4. To generate a flow in a mol-
ecular fluid some external force must be applied to the molecules. Left unchecked, this
can cause a catastrophic increase in temperature and failure of the model. A thermostat
can be used to maintain the temperature, but care must be taken to ensure that the
action of the thermostat does not change the physics of the flow.
A common approach is to apply a Langevin thermostat to the fluid particles, but only
in the dimensions perpendicular to the direction of fluid flow.24 However it has been
shown that application of the thermostat to the fluid itself can significantly impact on
measurements of slip boundary condition of fluid flow,25 and that a thermostat should
instead be applied to the atoms making up the solid boundary.
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A potential drawback of the Langevin thermostat is that it does not conserve mo-
mentum. An alternative which avoids this deficiency is the dissipative particle dynamics
(DPD) algorithm.26 This approach is similar to the Langevin algorithm, except that the
random forces are applied in a pairwise manner i.e. for every thermostat force applied
to one particle, an equal and opposite force is applied to another, thus conserving the
momentum of the system.
2.6. Strategies for improving computational efficiency
Simulating large collections of molecules is a computationally expensive endeavor. Many
strategies have been developed to improve the efficiency of the technique. Some key
techniques employed by LAMMPS will be briefly described in this section.
The most time-consuming part of a molecular dynamics simulation is the force cal-
culation step, and so most efforts to improve the efficiency have been focused on this
aspect. Central to the problem is that if every particle interacts with every other particle
in a pair-wise fashion the number of calculations in the system increases rapidly with the
number of particles N as O(N2). This assumes each particle interacts with every other
particle. If the interactions are relatively short range, then there is no need to calculate
the pair-wise force for particles beyond a certain distance. The Lennard-Jones potential
extends to infinity, however it is common practice to truncate the potential, setting it
to zero beyond a cut-off distance rc.
1 A cut-off of 2.5σ is often chosen, at which point
the potential energy ULJ(2.5σ) = −0.0163.
Even if the potential energy curve is cut off in this fashion, it is still necessary to check
whether any two particles are separated by less than the cut-off distance, which itself
consumes valuable compute time. Further savings can be made by compiling “neighbor
lists”, which involves creating a list for every particle of every neighbor particle within
a specified distance rl > rc. Once neighbor lists have been built, only particles on the
list are considered when calculating forces.27 There is then the question of how often
neighbor lists need to be updated. To determine this, the displacement of every particle
in the system since the last time the neighbor lists were built must be tracked. If two
molecules can be found for which the sum of the displacements is greater than rl − rc,
then neighbor lists must be rebuilt. The larger the chosen value of rl, the less frequently
neighbor lists will be rebuilt, but greater the number of neighbor pairs which must be
considered when calculating forces.
The last factor which will be discussed here is parallelization of the simulation, which
involves spreading the calculation over multiple processing units. This allows more than
one calculation to be performed at once, greatly reducing the time required to com-
plete the simulation. Common methods for splitting the calculations between processors
are “particle decomposition”, “force decomposition”, and “spatial decomposition”,12 in
which each processor is assigned respectively a particular set of particle, a particular set
of inter-particle interactions, or a particular region of the simulation box, for which it
will perform force calculations. LAMMPS uses spatial decomposition to distribute the
calculations.
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In general the amount of time taken to complete a molecular dynamics simulation
does not scale perfectly with the number of processors used, i.e. doubling the number of
processors reduces run time by less than a factor of two. This is because each processor
requires results from the calculations of the processors in order to calculate pair-wise
forces, since it is possible for two particles assigned to different processors to interact.
This requires communication between processors at the end of each time step. The major
slowing effect comes from imperfect load balancing between the processors.12 Invariably
some processors will have to do more calculations than others due to variations in particle
density or number of interactions per particle, and towards the end of each time step
the less heavily burdened processors will sit idle, wasting resources, while the processors
with heavier loads finish their calculations. For a large enough number of processors,
the time spent by processors waiting for synchronization becomes so large that no gain
is made by adding more processors. Benchmarking a simulation with varying numbers
of processors is therefore necessary to find a compromise between the need for efficiency
with the need to complete simulations within a reasonable time frame.
2.7. Molecular dynamics simulation of polymers
Molecular dynamics have played an important role in the understanding of polymer
physics.28 Problems studied by molecular dynamics include the dynamics of single poly-
mer chains,29,30 melts,31,32 and solutions.33–35 They have also been used to study the
structure and dynamics of polymer brushes.18,36–39
Molecular dynamics simulations of polymers face some additional challenges compared
to the simulation of smaller molecules. A variety of different length and time scales are
important to different aspects of polymer physics, as discussed in Section 1.3.1. If
the goal was to accurately simulate an atomically detailed polymer chain with realistic
interatomic potentials, the time step would need to be significantly smaller that the
period of the bond vibrations, such that more than 106 time steps would be required to
simulate the relaxation time of even a short polymer chain of 20-30 monomers.28 For this
reason, modeling the equilibrium behavior of a large number of chains is prohibitively
expensive.
A solution is to employ a coarse-grained “bead spring” model, in which the chemical
detail of the repeating unit is replaced with a generic spherical particle, a number of
which are bound together by spring-like interactions to form a polymer. This greatly
reduces the number and complexity of the interactions, allowing larger scale simulations
to be run for longer times.13,28,40 The coarse-grained approach is effective because of
the fact polymers behave like flexible coils on length scales significantly longer than the
persistence length, as discussed in Section 1.3.2.
The monomers in bead-spring models (the “beads”) are often represented by spherical
particles which interact via a Lennard-Jones potential. A large number of polymer brush
molecular dynamics studies have employed a coarse-grained bead-spring model.36–39,41–44
The bonding potential (the “spring”) can have several forms, including a harmonic
or Morse potential. A commonly employed bonding potential, and the one used for
32
Chapter 2. Classical molecular dynamics
0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
0
10
20
30
40
Separation r (A.U.)
In
te
ra
ct
io
n
en
er
gy
(A
.U
.)
Lennard-Jones
FENE
r < 21/6
r ≥ 21/6
Figure 2.3: The finitely extendible nonlinear elastic (FENE) potential (Equa-
tion 2.13) with parameters  = 1,σ = 1, K = 30/σ2 and R0 = 1.5σ. A Lennard-
Jones potential with  = 1 and σ = 1 is plotted for comparison.
the studies described in this thesis, is the finitely extensible nonlinear elastic (FENE)
potential.31 This describes a nonlinear spring between two bound particles separated by
a distance r < R0, and defined as:
UFENE = −0.5KR20 ln
[
1−
(
r
R0
)2]
+
{
4
[(
σ
r
)12 − (σ
r
)6]
+  if r < 21/6
0 if r ≥ 21/6
(2.13)
where R0 is the maximum allowed separation between bound particles, and K is the
spring constant. The parameters are usually assigned values of K = 30/σ2 and R0 =
1.5σ,31 and the FENE potential with these parameters is plotted in Figure 2.3. The first
term creates a strong spring-like repulsion at large separations to prevent unrealistic
bond stretching, while the second term provides a Lennard-Jones-like r−12 repulsion to
prevent particles from overlapping and chains from crossing. The FENE potential does
not support bond breaking, and two FENE-bonded particles separated more than R0
would typically indicate a failure of the simulation, possibly due to an overly large time
step.
The FENE potential is isotropic, and so places no restrictions on bond angle, which
means that the only restriction on chain flexibility is the σr−12 term preventing overlap
of the neighboring monomers. It is possible to introduce three-body interactions in order
to restrict bond and torsion angles, reducing chain flexibility, however these measures
may not be necessary for the study of larger scale behavior, greater than the persistence
length, since on this length scale polymers behave like flexible chains regardless of the
local restrictions imposed by the bonds.
Polymer simulations commonly use a thermostat such as the Langevin thermostat,
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Figure 2.4: Schematic illustration of the geometry of the polymer brush simula-
tion model. Blue spheres represent polymer monomers, green represents substrate
particles. Solvent particles are not drawn. The faded boxes represent the extrap-
olation of the system across the periodic boundaries.
described in Section 2.5, to generate an NVT ensemble.28 This has the added benefit of
compensating for energy changes due to trunction errors, allowing longer time steps to be
employed. As mentioned in Section 2.5.1, care must be taken with the implementation
of the thermostat if hydrodynamics effects are to be studied.
2.8. Model for a coarse-grained polymer brush and
explicit solvent
In this section, the simulation model used for the investigations in Chapters 3, 4, and
5 will be described. Features common to all three studies will be covered here, while
details specific to a particular set of simulations will be described in the relevant chapter.
In the simulations described in this thesis, polymer brushes were simulated using
flexible bead-spring polymers composed of Lennard-Jones particles connected in a linear
chain using FENE bonds. A substrate was simulated by creating a surface composed
of fixed Lennard-Jones particles in a square array with a 1σ period. The monomer on
one end of each chain was fixed to the surface by defining a FENE bond between the
monomer and a fixed non-interacting particle in the plane of the substrate. Typical
FENE bond parameters were used: K = 30/σ2, R0 = 1.5σ. The polymers attached in
a periodic lattice with nearest neighbor distance D, such that the grafting density was
ρ = D−2. All simulations contained solvent molecules explicitly modeled as spherical
particles interacting via Lennard-Jones potentials with a cutoff distance of 2.5σ.
The geometry is illustrated schematically in Figure 2.4. The substrate lies in the
xy-plane. Periodic boundary conditions were applied in the x- and y-directions, but not
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in the z-direction. Particles were prevented from escaping out the lower z-axis boundary
by the fixed wall of immobile substrate atoms, while any particle which moved past the
top boundary by a distance ∆z was moved back into the box by the same ∆z, and the
z-component of its velocity reversed, effectively reflecting the particle back into the box.
The lengths of the simulation box in x and y were equal in all simulations.
All unbound particles interacted via Lennard-Jones potentials. For all interactions the
σ parameter was set to unity, and used as the reduced distance unit (see Section 2.2.2).
The σ parameter therefore corresponds to the monomer size a, which is on the or-
der of angstroms for common polymers, for example the approximate monomer lengths
of polystyrene, poly(ethylene oxide), and poly(vinyl alcohol) are 4.0 A˚,45 2.8 A˚,46 and
2.5 A˚47 respectively (determined from X-ray scattering studies of the crystalline poly-
mers).
The  parameter differed between interactions according to the types of particles
involved. The  parameter between two particle types X and Y is denoted XY, and each
particle type is denoted by a one letter abbreviation: V for solvent, M for monomer, B
for substrate, T for the shearing top wall in Chapter 4, and U for solute in Chapter 5.
In all simulations VV = 1 where  is the reduced unit of energy.
The LAMMPS12 implementation of the velocity-Verlet algorithm was used with a
the time step of 0.01τ . A Langevin thermostat was applied to some of the particles in
the system in order to maintain a constant temperature such that kBT = 1. Specific
thermostat details are provided in each chapter.
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Chapter 3.
Tunable nanopatterns via constrained
dewetting
3.1. Introduction
As described in Chapter 1 Section 1.5, polymer brushes can self-assemble into a variety of
patterns when in the collapsed state via the process known as constrained dewetting.1–12
These patterns form as a result of a competition between surface energy and polymer
chain entropy factors. In addition to being relatively simple to prepare, these patterns
can be reversibly created or removed by changing the solvent conditions, which could
be achieved with various physical or chemical triggers as discussed in Section 1.4. The
ability to control the exposure of the underlying substrate could be used for the design
of switchable surfaces which could be used for sensing or for fluid flow control.
In the work described in this chapter, coarse-grained classical molecular dynamics
simulations were used to demonstrate that the morphology of the patterns formed by
the brushes can be dynamically tuned by adsorbing a small amount of good solvent
into the layer – less than that required to completely swell and homogenize the grafted
polymer layer. To the author’s knowledge, there has been no prior study of how the
patterns resulting from constrained dewetting are influenced by the presence of a small
amount of good solvent. A polymer brush initially covered by a thin layer of an explicitly
modeled good solvent was subjected to the evaporation of the solvent, which caused
constrained dewetting. The nanopatterns formed as the evaporation proceeded evolved
from a homogeneous layer to discrete micelles with numerous intermediate aggregate
morphologies. The features of the pattern depend strongly on the amount of solvent
adsorbed to the layer and the grafting density. For the first time, the dependence of
the dynamics of these patterns as a function of grafting density and solvent content has
been characterized. It is proposed that, by controlling the solvent adsorption, grafted
polymer layers could be used as reversibly tunable nanopatterned surfaces.
3.2. Molecular dynamics simulation model
Coarse-grained molecular dynamics simulations were run as described in Section 2.8,
with additional details to be described in this section. Four types of particles were
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Figure 3.1: A side-on snapshot of a 10σ thick region of a simulation in the
pre-evaporation swollen state. Red, blue, and gray particles correspond to sol-
vent, monomers, and substrate respectively. The polymer brush shown has
Nρ = 3.84σ−2.
included in the model: monomer (M), solvent (V), substrate (B), and anchor, an immo-
bile, noninteracting particle in the plane of the substrate to which the first monomer of
the polymer chain was bound. A side-on snapshot of a 10σ thick slab of the simulation
is shown in Figure 3.1.
For interactions between solvent particles and monomer particles the Lennard-Jones 
parameters were set to VV = MM = VM = 1, making the solvent an athermal solvent
for the polymer. For interactions with the substrate particles VB = MB = 0.5, such
that the solvent and polymer were relatively non-wetting on the substrate.
Polymers with N = 24 were grafted in a square array on the surface with period ρ−1/2
where ρ is the grafting density. Each polymer contained 24 monomer particles. The
simulation box was 25σ long in the z-dimension, perpendicular to the substrate, and
between 75σ and 90σ in the x- and y-dimensions, depending on the grafting density.
The variation in size was required in order to match the period of the graft-points with
the box dimensions. A square array of polymers was modeled rather than a random
grafting pattern due to concerns that the latter option would require the simulated sur-
face to be much larger in order to sample a statistically significant area. Several studies
have provided evidence that the polymer aggregates formed by constrained dewetting
arrange in a hexagonal pattern on the surface regardless of the underlying pattern of
graft points.1–3
A Langevin thermostat was applied to the polymer and solvent particles, with a fric-
tion coefficient γf = 0.2τ
−1 while collecting data on equilibrium state, and γf = 5τ−1
during equilibration and evaporation to speed up the equilibration of polymer morphol-
ogy and solvent adsorption, and maintain isothermal conditions during the evaporation.
In the evaporation simulations, between 2 and 4 solvent atoms for every σ2 of substrate
area were introduced at the start of the simulation, the exact number depending on
the polymer grafting density. More solvent atoms were required at the start of the low
grafting density simulations in order to ensure the initial state corresponded to a swollen
homogeneous layers. Evaporation of the solvent was achieved by removing two solvent
particles every 20τ from the upper region within 5σ from the top of the simulation
box, in order to avoid disturbing the polymer during the removal. This corresponds
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approximately to an evaporation rate of the order of 1–5 mm/s for typical solvents. The
end points of these evaporations were used for the study of the polymer brushes in the
complete absence of solvent, described in Sections 3.3 and 3.3.1.
3.2.1. Method for morphology analysis
Pattern characteristics were quantified using a component-labeling region detection
method to identify and analyze continuous regions of polymer-covered surface and bare
substrate. Polymer covered regions completely enclosed by bare substrate are referred
to as “islands”, while regions of bare substrate entirely enclosed by polymer as “holes”.
The method can be applied to surface density images such as those shown in Figure 3.2,
in which the shade of each point corresponds to the number of particles in a 1σ × 1σ
region of the surface. A noise reducing filter was applied to the image prior to analysis
which set the density of every point to the average density of the 3σ× 3σ square region
centered on that point.
The method required a minimum surface density threshold to be specified to determine
the cut-off between covered and uncovered regions of the surface, as well as a minimum
feature area threshold corresponding to the minimum size of the features of interest.
The surface density threshold was 0.5σ−2 and the minimum feature area 15σ2. A binary
image was then obtained from the surface density data using the threshold surface
density, such that any data point with a value less than the threshold became a black
pixel, and all others became white pixels; it then identified all continuous regions of black
pixels and all regions of white pixels, based on a component-labeling region detection
algorithm.13 Finally the number of islands, number of holes, and mean and standard
deviation of island and hole size in pixels were computed. More details on the image
analysis method are provided in Appendix A.
3.3. Morphology in the absence of good solvent
In this section the equilibrium pattern morphologies of the polymer layer measured in
the absence of solvent are described. This is followed in Section 3.4 by an analysis of
the effects of adsorbed solvent on the patterns and the distribution of the solvent on the
surface. In Section 3.5 the tendency of the pattern features to dynamically change over
time is reported.
The collapse of grafted polymer layers was examined in the absence of any solvent,
and the results compared with previous computational and theoretical studies. Some of
the observed features of the patterns appear to not have been reported by earlier studies,
including the linearity of surface coverage with grafting density, and the formation of
conjoined holes and micelles near the wormlike layer regime.
Examples of the patterns formed as a result of the constrained dewetting of the brushes
are shown in Figure 3.2, which illustrates the distribution of monomers across the sur-
face with the grafting density increasing from A – G. These images are representative
snapshots taken from the simulations. The solvent-free surfaces were prepared by start-
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Figure 3.2: Typical snapshots of the distribution of polymer across the surface
resulting from the collapse of a polymer brush in the absence of solvent, in order of
increasing polymer grafting density (number of chains per unit area ρ multiplied
by the chain length N , equivalent to the mean number of monomers per unit area).
The morphologies were identified as: A pinned micelles; B and C pancake micelles;
D and E wormlike micelles; F and G holey layer. Each pixel represents the number
of monomers over a 1σ × 1σ square region of the surface at a particular point in
time.
42
Chapter 3. Tunable nanopatterns via constrained dewetting
ing with a swollen brush and performing an evaporation simulation, as described in
Section 3.2. The end-points of the evaporations were allowed to equilibrate for at least
40000τ after the last of the solvent was removed. This method allowed the pattern
to slowly progress towards the final state via intermediate states in which the polymer
chains mobility was higher due to the presence of the solvent, reducing the opportunity
for the surfaces to become kinetically trapped in local free-energy minima far from the
thermodynamic equilibrium arrangement. As always with molecular dynamics simula-
tions, it was very difficult be certain that the simulated system is at thermodynamic
equilibrium. The possibility remains that a kinetically trapped state might be observed,
and this may be why some of these structures, such as the wormlike features and holey
layer, have not been observed experimentally.
Pinned micelles were observed at low grafting density with the characteristic central
nucleus and tethers extending into the corona region, as seen in Figure 3.2A. The features
were similar to those observed by other studies and shown in Figures 1.8A,3 D,2 and
G1 in Chapter 1. At higher grafting density, as seen in Figures 3.2B and C, the size
of the micelles increased and the relative size of corona region compared to the nucleus
decreased. In agreement with observations by Huh et al.,1 the larger aggregates had
flattened aspect ratios relative to the pinned micelles in Figure 3.2A, up to approximately
4:1 width:height. At the higher grafting density end of the pancake micelle regime, seen
in Figure 3.2C, it was not uncommon to observe elongated aggregates, similar to those
seen in Figures 1.8B,3 and experimentally observed in Figure 1.8L.5
As grafting density was increased further, the number of connections between micelles
increased until wormlike features emerged, as seen in Figures 3.2D and E, which in part
E extends across the entire length of the simulation box. Wormlike aggregates are less
commonly reported in the literature, but examples can be seen in Figure 1.8E2 and
B,3 and arguably in Figure 1.8L5 depending on what minumum length is judged to be
sufficient for the label “wormlike”. As described in Section 1.5.1, a scaling analysis
by Pattanayek et al.2 suggested that a layer composed of parallel wormlike aggregates
provides the best compromise between tether and surface energy within a narrow range
of grafting densities between the holey and pinned micelle layer, while a more detail
analysis by Huh et al.1 suggested that such an arrangement would never be more stable
than the holey layer or pinned/pancake micelle layer.
At higher grafting densities holey layers were observed, characterized by small regions
of exposed substrate surrounded by polymer, as seen in Figures 3.2F and G. The
layers are essentially similar to those seen in Figures 1.8E2 and I.1 At the lower grafting
density end of this regime elongated holes were observed, while at the higher grafting
density end the holes were roughly symmetric. The appearance of non-circular holes is in
agreement with the calculations by Huh et al.1 which show larger holes can reduce their
free energy by allowing “crinkling” of the perimeter in order to reduce the stretching
length of the tethers within the hole. As expected, at a high enough grafting density a
homogeneous layer was stable and no constrained dewetting was observed. The lowest
grafting density at which this was observed for a dry layer was Nρ = 3.06σ−2, and a
more detailed analysis of this limit will be presented in Section 3.3.1.
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Figure 3.3: Fraction of the surface covered by polymer in the absence of solvent
as a function of grafting density. The grafting density is expressed as the number
of monomers per unit area Nρ, where N = 24. The standard deviations is slightly
less than size of the markers. The dashed line indicates a linear fit to the data,
excluding points where a homogeneous layer was formed. The gradient and y-axis
intercept of the fit are given in the figure.
3.3.1. Quantitative analysis of morphology
The average characteristics of the collapsed polymer layer were analyzed over time,
including coverage area, average radius of gyration, and the number and size of the
pattern features. As is discussed in detail in Section 3.5, the pattern features of some
surfaces were observed to fluctuate over the course of the simulation. In order to ensure
an equilibrium was reached, pattern characteristics were monitored over a period of
40000τ to 80000τ . If significant drift was observed the simulation was restarted and
allowed to run for a further 40000τ before again repeating the test for equilibrium.
Except where otherwise specified, average values were obtained from a set of snapshots
of the simulation taken every 400τ over a period of 40000τ to 80000τ , and the error bars
shown in the figures are the standard deviation of the set of values collected over all the
snapshots.
In Figure 3.3 the fraction of the surface covered by polymer, A, is plotted as a func-
tion of grafting density, expressed as Nρ. The surface coverage fraction was calculated
from two-dimensional snapshots like those shown in Figure 3.2. The surface coverage
fraction A is the fraction of pixels with a monomer density greater than zero. The
coverage increased with grafting density, and appeared to do so approximately linearly,
unperturbed by the transition between different pattern regimes.
The gradient of the linear fit, with units of σ2/monomer, represents the amount of
area covered per monomer. The variation in A between snapshots was small, with
standard deviations less than 1%. As described in Section 1.5.1, Huh et al.1 predicted
that there is a critical value of grafting density ρc above which a homogeneous layer is
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Figure 3.4: Changes in the mean z-component of the radius of gyration of col-
lapsed polymer brushes in the absence of a solvent as a function of grafting density,
expressed as the number of monomers per unit area Nρ, where N = 24. The stan-
dard deviations are indicated by the error bars.
always formed, given by Equation 1.14. For this system the critical grafting density was
predicted to be exactly Nρc = 3σ
−2. Extrapolating the linear fit in Figure 3.3 gave a
result Nρc = (3.03± 0.16)σ−2, consistent with the prediction.
The linearity in coverage area was a consequence of the fact that the density and height
of the polymer aggregates was approximately constant, and that the polymer aggregates
were relatively flat. The height was measured in terms of the average z-component of
the radius of gyration Rgz, shown as a function of grafting density in Figure 3.4. In the
intermediate grafting density range where holey layers, wormlike layers, and pancake
micelles were present, Rgz varied by as little as 5% between different grafting densities.
Rgz dropped more significantly at low grafting density, in the pinned micelle regime, due
to the fact that a greater proportion of the monomers were in the corona rather than
the nucleus. But even this drop was relatively small, at a mere 0.1σ less than Rgz in the
pancake micelle regime. These trends are consistent with earlier measurements by Huh
et al.1
Figure 3.5A illustrates the average number of discrete polymer islands and number of
holes per unit area as a function of grafting density, and in Figure 3.5B their average size
is plotted. A time-averaged area was calculated by first calculating the average island
area for each snapshot, then averaging the results from all snapshots.
Figure 3.5A indicates that islands and holes were not observed to coexist in significant
numbers at any given grafting density. At low grafting densities, as seen in Figures 3.2A,
B and C, islands clearly dominated. As grafting density increased, the number of islands
decreased and the average island area increased, until a point was reached, close to Nρ =
2σ−2, at which no discrete isolated polymer covered regions remained. At higher grafting
densities, the polymer was arranged either into wormlike aggregates seen in Figures 3.2D
and E, or a continuous holey network as seen in Figures 3.2F and G. The rapid increase
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Figure 3.5: The number per unit area(A) and average area (B) of discrete polymer
aggregates (“islands”, filled circles) and discrete regions of bare surface surrounded
by polymer (“holes”, empty circles) in the absence of a solvent as a function of
grafting density, expressed as the number of monomers per unit area Nρ, where
N = 24. The standard deviations are indicated by the error bars.
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in island area as the number of islands approached zero, seen in Figure 3.5B, occurred
because the size and density of micelles forced the fusion of neighbors into larger features.
The large standard deviation of the average island area in this region indicates that these
fusion events resulted in islands with a wide variety of sizes. The dynamics of these fusion
events are described in detail later in Section 3.5.
As grafting density was increased further, the first discrete holes appeared somewhere
in the range 2.0σ−2 < Nρ < 2.3σ−2. As the grafting density increased both the number
and size of the holes first increased, then decreased until a continuous layer was formed at
a point near 3.0σ−2. At lower grafting density these holes had an elongated appearance
seen in Figure 3.2F, as if multiple smaller holes have fused together. As for the micelle
case, the dynamics of the formation of these features is described in Section 3.5. At
higher grafting density, smaller more symmetric holes became dominant, as seen in
Figure 3.2G.
3.4. Morphology as a function of adsorbed solvent
The effect of the amount of a good solvent adsorbed to the polymer brush was in-
vestigated. The model solvent was effectively composed of free monomers – that is,
Lennard-Jones particles with interaction potentials identical to those of the monomers
but without any bonding potential. At various grafting densities, the system was ini-
tialized with a large number of solvent atoms, such that the polymer brush formed
a homogeneous layer. After equilibration the solvent was slowly removed until none
remained. Snapshots of the system were recorded at intervals throughout the solvent
removal process.
An analogous physical experiment might be performed by exposing a brush to a
vapor of good (and athermal) solvent at various pressures, or by immersing a brush
in a binary solvent mixture in which the majority component is a very poor solvent
and the minority component a good solvent, and varying the concentration of the good
solvent component. In either case, good solvent would be preferentially adsorbed into
the polymer layer creating an excess near the substrate. In these simulations the solvent,
like the polymer, did not wet the underlying substrate, with the Lennard-Jones energy
parameter VB = 0.5, and so did not adsorb strongly to exposed regions of the substrate.
As described in Section 3.3.1 with regard to the surfaces in the absence of solvent, there
is a critical grafting density ρc given by Equation 1.14 which is the maximum grafting
density at which a continuous polymer layer is formed with no constrained dewetting.
In the evaporation simulations, if ρ < ρc then at some point during the solvent removal
process constrained dewetting was certain to occur. Adsorption of solvent tended to
change the morphology of the layer in such a way that it resembled a layer with higher
grafting density. As solvent was removed from a brush with Nρ = 2.34σ−2, for which the
corresponding solvent-free surface is shown in Figure 3.2E, the brush initially formed a
small number of holes, which increased in number as more solvent was removed. These
holes eventually joined together to form elongated holes, and then the final wormlike
features. Lower grafting density brushes, which formed pinned micelles in the absence of
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solvent, did not show a clear holey layer, but formed wormlike features and then larger
pancake micelles before shrinking into their solvent-free state.
Dynamically removing solvent from the system over the course of the simulation is
a convenient way to observe the full spectrum of morphologies possible for different
amounts of adsorbed solvent. However, there is a risk that the morphology at any given
point in time could be dependent on the solvent removal rate if this rate is not slow
enough to allow the system to fully relaxed into an equilibrium state. It is also difficult to
quantitatively characterize the pattern due to the relatively small number of data points
at each value of surface excess. To overcome these issues, the equilibrium behavior of a
brush with a given amount of adsorbed solvent was analyzed by saving the simulation
state at regular intervals during the solvent removal, starting new simulations from the
saved states. These restarted simulations were then analyzed in the same manner as the
solvent free surfaces, with the morphology of the layer at equilibrium being averaged
over a period of between 40000τ and 80000τ .
3.4.1. Relationship between morphology and solvent excess
The dependence of pattern morphology on the amount of solvent adsorbed to the brush
was quantified. The adsorption was characterized by the surface excess concentration
Γs, defined as the amount of material per unit area present on the surface in excess of
the amount that would be expected if the concentration at the surface was the same
as that in the bulk.14 The concentration of solvent in the bulk was measured in the
simulations by first measuring the average density of solvent far from the brush over
time in a range of z in which the solvent density was constant. The bulk solvent density
was subtracted from the time-averaged monomer density versus z profile, resulting in
a profile of the excess solvent density. The solvent surface excess Γs was calculated by
integrating the positive regions of the excess solvent density profile i.e. those regions in
which the solvent was in excess compared to the bulk.
It was found that a key parameter on which the morphology of the polymer brushes
depended was the sum of the number of monomer per unit area and the surfaces excess
concentration of solvent Nρ + Γs i.e. the total number of particles per unit area at
the surface, including both monomers and solvent particles. The term “total surface
excess”, denoted Γtotal, will be used to refer to this parameter, with the reasoning that
it is effectively the sum of the surface excesses of monomer and solvent particles. It
follows from the definition that two surfaces with the same total surface excess may
have different grafting density and solvent content.
In Figure 3.6A and B the number of islands and holes are plotted respectively as a
function of the total surface excess Γtotal. Each different shaped open symbol corresponds
to a different grafting density. Because the Nρ component of the total surface excess
was constant for a given grafting density, moving along the horizontal axis represents a
change in the solvent surface excess component Γs. The filled circles on the plot represent
the results for the solvent-free surfaces (Γs = 0). When plotted in this way, a remarkable
degree of overlap between the different grafting densities studied can be seen. Looking
first at the number of islands per unit area in Figure 3.6A the number of islands present
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(A) Surface number density of island features as a function of total surface excess.
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(B) Surface number density of hole features as a function of total surface excess.
Figure 3.6: Number of islands (A) and holes (B) per unit area for different grafting
densities as a function of the total surface excess Γtotal = Γs + Nρ, which is the
total number of monomers and adsorbed solvent per unit area. The total surface
excess is not the same quantity as used for the horizontal axes in Figure 3.5, which
used the number of monomers Nρ only. The results for the solvent free surfaces
(Γs = 0) are shown as filled circles. The data points represent the number of
features averaged over all the snapshots taken during the simulation, and the error
bars indicate the standard deviation.
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(A) Mean area of island features as a function of total surface excess.
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(B) Mean area of hole features as a function of total surface excess.
Figure 3.7: Mean area of islands (A) and holes (B) on a log scale for different
grafting densities as a function of the total surface excess Γtotal = Γs +Nρ, which
is the total number of monomers and adsorbed solvent per unit area. The results
for the solvent free surfaces (Γs = 0) are shown as filled circles. The data points
represent the mean feature area averaged over all the snapshots taken during the
simulation, and the error bars indicate the standard deviation.
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for a given Γtotal depended very little on the grafting density of the brush. In all cases
the value of Γtotal at which islands were no longer present in significant numbers was
close to 2.2σ−2, marking the transition point between pancake micelle and wormlike
layer regimes.
The size of the islands, plotted in Figure 3.7A, was also very similar between the
different grafting densities, increasing with the total surface excess. The standard devi-
ation of the island size also increased with Γtotal, particularly when Γtotal > 1.6σ
−2 due
to the joining of neighboring micelles resulting in a greater distribution of micelle sizes
as the wormlike regime was approached, as was noted in Section 3.3.1 for the solvent-free
surfaces.
The number of holes per unit area, shown in Figure 3.6B, was not as consistent
between grafting densities as it was for the islands. The data points for high grafting
density brushes in Figure 3.6B for which Nρ > 2.08σ, agreed reasonably well with each
other and with the dry layer results. At grafting densities Nρ < 2.08σ−2, the number
of holes per unit area was greater than that observed in the dry layer at the same
Γtotal. This was due largely to the fact that this data was calculated based purely on the
polymer positions without taking into account the location of the solvent. It is shown in
Section 3.4.2 that when the excess solvent was included, the agreement between grafting
densities was much improved. Regardless of grafting density, discrete holes were not
stable in the range Γtotal < 2.0σ
−2, which, as already seen, was micelle-dominated.
The average hole size was shown in Figure 3.7B on a log scale to capture the wide
range of possible length scales. The trends here mirrored those described for the mi-
celles, although the agreement between grafting densities was not as strong. In the range
2.3σ−2 < Γtotal < 3.0σ−2 the hole size increased as surface excess decreased, except for
the lower grafting density surfaces, for which the behavior was less well defined. The
distribution of sizes, indicated by the standard deviation, was relatively tight. When
Γtotal fell below 2.5σ
−2, the size continued to increase, but the standard deviation in-
creased significantly, indicating that a wide distribution of hole sizes was present due to
the fusion of neighboring holes.
3.4.2. Location of the solvent
Solvent was found to be in excess in the regions occupied by the polymer, as expected
due to the solvophobic nature of the substrate and solvophilic nature of the polymer.
An example for a particular surface is illustrated in Figure 3.8A, in which the surface
density of the polymer is shown, and in Figure 3.8B where the surface excess of the
solvent across the surface is shown. The latter was obtained by measuring the number
of solvent atoms above each 1σ× 1σ region of the surface, then subtracting the number
of solvent atoms expected to be present if the solvent atom density in that volume was
equal to the solvent concentration in the bulk. As the resulting image was very noisy, an
averaging filter was applied, which renormalized the value of each pixel to the mean of
its original value and that of its 8 nearest neighbors. By comparing Figures 3.8A and B,
it is clear that the solvent surface excess was higher at the locations where the polymer
micelles were present, i.e. the polymer and solvent were co-localized.
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(C) Solvent–polymer correlation
Figure 3.8: Snapshots of the polymer surface density (A) and solvent surface
excess (B) at a particular point in time for a brush surface with N = 24, Nρ =
0.96σ−2 and Γtotal = 1.7σ−2. The contrast of the image in B has been adjusted
so that all pixels with a value less than 0.5σ−2 appear black and all with a value
greater than 2σ−2 appear white, in order to improve clarity. The degree of linear
correlation between solvent and polymer surface excess is shown in C in terms
of the Pearson’s correlation coefficient (Equation 3.1) for the different grafting
densities as a function of total surface excess.
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The correlation between solvent and polymer was a general feature of this system,
as demonstrated by evaluation of Pearson’s correlation coefficient, which is plotted in
Figure 3.8C for the various grafting densities as a function of Γtotal. The Pearson’s
correlation coefficient for two samples of variables P and S (which need not necessarily
correspond to two images), with n samples each and sample standard deviations sP and
sS respectively is defined as:
r =
1
n− 1
n∑
i=1
(
Pi − P¯
sP
)(
Si − S¯
sS
)
(3.1)
In this case each value i corresponds to a particular pixel, with Pi being the polymer
surface concentration at the ith pixel and Si being the solvent surface excess at that
same pixel. The coefficient is a measure of linearity, in this case a test of the degree to
which the solvent surface excess varies linearly with the monomer density. The coefficient
must have a value between +1 and −1, where +1 indicates perfect linear correlation,
−1 indicates perfect anti-correlation, and 0 indicates no correlation.
The results in Figure 3.8C demonstrate that the polymer and solvent had a positive
correlation when Γtotal < 3σ
−2, which unambiguously indicates that the solvent adsorbed
preferentially to the polymer. In the homogeneous layer regime, where Γtotal > 3σ
−2, the
correlation coefficient was negative. This indicates anti-correlation between the polymer
and solvent. This was due to the fact that at any given moment in time, the polymer
and solvent could not occupy the same region (due to the strong short-range repulsion
between them). Any region of the surface that happened to be deficient of polymer due
to random movements of the polymer chains tended to contain additional solvent to fill
the void left by the polymer. In the homogeneous layer regime the length scale of the
anti-correlation was much shorter than that of the correlation observed in the systems
which underwent constrained dewetting.
A pattern analysis was performed on combined density images in which both polymer
and excess solvent were accounted for (see Section A.2 in Appendix A for details). The
results of this analysis helped to understand the behavior of the lower grafting density
surfaces in the holey layer regime.
Comparing the results in Figure 3.9, in which both adsorbed solvent and polymer are
included, with Figure 3.6B, in which only the polymer is included, a significant difference
in the number of holes at low grafting density was observed. There was much better
agreement between the number of holes per unit area at different grafting densities in
the range Γs+Nρ > 2.6σ
−2, whereas in Figure 3.6B far more holes were observed at low
grafting density in this same range of Γtotal. This new agreement suggested that many
of the holes identified when only the monomer positions were taken into account were
only temporary fluctuations in polymer density, and were in fact filled with solvent.
In the region 1.5σ−2 < Γtotal < 2.6σ−2, the regime of conjoined holes and wormlike
aggregates, there was less agreement between grafting densities in Figure 3.9 compared to
when only the polymer was taken into account in Figure 3.6B. In addition, when solvent
was included, holes persisted at lower values of Γtotal, extending into what appears in
Figure 3.6 to be the micelle regime. Visual inspection of the images suggested that this
53
Chapter 3. Tunable nanopatterns via constrained dewetting
1.0 1.5 2.0 2.5 3.0 3.5
0.0
0.5
1.0
1.5
2.0
×10−3
Total surface excess Γtotal (σ
−2)
N
o.
h
ol
es
p
er
u
n
it
ar
ea
(σ
−2
)
Nρ (σ−2)
3.84
2.67
2.34
2.08
1.71
1.50
1.19
0.96
0.82
—
Γs = 0σ
−2
Figure 3.9: The number of holes per unit area as a function of the total surface
excess, measured in the same manner as the data in Figure 3.6B, but taking into
account the location of excess solvent on the surface, which allowed true gaps in
the polymer coverage to be separated from solvent-filled polymer deficient regions.
effect is the result of solvent atoms forming connections between polymer aggregates.
The interconnections between micelles created the appearance of a holey layer, even
though the polymer itself formed discrete aggregates. This also accounts for the large
standard deviation in the number of holes and islands at low grafting densities in the
range approximately corresponding to 1.3σ−2 < Γtotal < 2.6σ−2, seen in Figure 3.6.
3.5. Dynamics of collapsed brushes
In many of the simulations the nanopatterns formed by constrained dewetting fluctuated
significantly over time. These dynamic properties were investigated by measuring the
frequency with which the numbers of islands and holes in the pattern changed. To the
author’s knowledge there have been no previous studies of the changes over time in these
patterns. As a coarse-grained polymer model was employed in these simulations, the
aim was to make qualitative observations regarding the types of changes the patterns
undergo, and the relative frequency with which these changes occur at different values
of grafting density and solvent content.
Figure 3.10 illustrates how variations in the grafting density and surface excess con-
tributed to the frequency with which the number of holes and islands changed. The
frequency was calculated as the sum of the magnitude of every change in the number
density of holes or islands between successive snapshots throughout the simulation, di-
vided by the total duration. Because the simulation state was only sampled every 400τ ,
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(B) Dynamics of holes
Figure 3.10: Frequency of changes in the surface density of islands (A) and
holes (B) as a function of total surface excess, at selected grafting densities. Lines
connecting points have been added as a guide to the eye.
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it is possible that the frequency was underestimated, particularly in the more dynamic
layers. It is also possible that some changes were missed when two changes occur be-
tween snapshots that canceled each other out. These limitations should not prevent
comparisons being made between the systems at different grafting densities and surface
excesses.
In Figure 3.10A it is seen that as the total surface excess increased, the frequency of
morphological changes was relatively low but gradually increasing in the range Γtotal <
1.5σ−2. In this regime the pinned micelles were separated by significant distances and
polymer chains tended to be trapped in a particular micelle. At higher total surface
excess, in the pancake micelle regime, the frequency of changes increased significantly.
Two processes were observed to change the number of micelles – fusion of two smaller
micelles into a larger and typically elongated micelle; and fission of such a larger micelle
into two smaller micelles. Examples of these processes can be seen in Figure 3.11A,
which shows two successive snapshots separated in time by 400τ . Two micelles on the
left, shaded blue, fused together, while one on the right, shaded pink, underwent fission
into two smaller micelles. In the pancake micelle regime the distance between micelles
was only slightly greater than the chain separation, lowering the barrier to fusion between
neighboring micelles.
When the total surface excess approached the wormlike regime, approximately in the
range 1.9σ−2 < Γtotal < 2.3σ−2, the frequency of changes rapidly fell towards zero, as
seen in Figure 3.10A, as micelles ceased to be present in significant numbers. In the low
grafting density case, when Nρ = 0.82σ−2 (diamond shaped markers in Figure 3.10A),
the frequency did not approach zero at high Γtotal. This was due to the sparse nature of
the brush at this grafting density, and the high mobility of the chains in the presence of a
relatively large amount of solvent – more than one solvent molecule for every monomer.
While the majority of the time a highly interconnected polymer layer was formed, it
was not uncommon for large discrete islands to briefly become disconnected from the
network. The results plotted in Figures 3.6A and 3.7A show that only a small number
of islands were observed in this regime, with a wide spread of sizes.
Also seen in Figure 3.10A is that for a given Γtotal, the frequency of morphological
changes was higher when the solvent content of the brush was greater (that is, when
the grafting density was lower). This might have been due in part to the fact that the
addition of solvent should reduce the viscosity of the layer, making it more dynamic.
Another factor maybe have been the formation of solvent bridges between micelles,
which could have acted to reduce the energy barrier to micelle fusion by providing a
lower energy path for chains to move out from one micelle nucleus into a neighboring
micelle.
In Figure 3.10B the frequency of changes in the hole density is shown. Again there
were multiple ways in which the number of holes in the layer may change over time. As
in the micelle case, fission and fusion of holes was observed, particularly near the point at
which the number of holes was near a maximum. Two other processes are also observed:
nucleation of new holes in polymer covered regions, and the collapse of existing holes.
Examples of hole nucleation and collapse can be seen shaded in red in Figure 3.11D and
E, while fusion and fusion can be seen in Figure 3.11C and B.
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Figure 3.11: Examples of the types of events which changed the number of
islands or holes in the images. In each case successive snapshots of the simulation
are shown, separated in time by 400τ . Black regions represent polymer-free areas
and white regions represent polymer covered areas. Part A shows the fusion of
one pair of micelles (shaded blue) and the fission of another larger micelle into two
(shaded pink) on a surface with Nρ = 0.96σ−2 and Γtotal = 1.23σ−2. Parts C and
B (Nρ = 2.08σ−2 and Γtotal = 2.48σ−2) show respectively the fusion of two small
holes into a larger, elongated hole; and the fission of a large hole into two smaller
holes (shaded red). Parts D and E (Nρ = 2.08σ−2 and Γtotal = 2.65σ−2) show the
hole nucleation and collapse respectively (shaded red).
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Hole nucleation and collapse have no analogous process in the micelle regime. One
could conceive of a process by which a micelle is destroyed by the sudden dispersion
of its chains into the surrounding micelles. Alternatively an entirely new micelle might
nucleate in the space between existing micelles by extracting chains from nearby ag-
gregates. Such processes were never observed in our simulations, probably due to the
low probability of a large number of chains spontaneously moving in such a coordinated
manner, and the high energy barrier to moving all the chains involved out of their initial
micelles.
For increasing Γtotal in Figure 3.10B, the frequency of hole density changes initially
increased while moving from the wormlike regime into the holey layer regime, until a
maximum was reached near Γtotal = 2.4σ
−2. The frequency then decreased to a minimum
near Γtotal = 2.6σ
−2, which corresponded to the point at which the number of holes per
unit area was at a maximum, as seen in Figure 3.6B. As Γtotal was increased further
the frequency increases to another local maximum near Γtotal = 2.9σ
−2. This second
maximum occurred when Γtotal was slightly less than the critical Γtotal at which the
transition between holey layer and homogeneous layer occurred, also seen in Figure 3.6B.
Increasing Γtotal further resulted in the frequency rapidly decreasing towards zero as the
homogeneous layer regime was approached at approximately Γtotal = 3.0σ
−2.
The local minimum in the frequency coincided with the point at which the number of
holes was at a maximum. At this point there was little remaining space for new holes
to nucleate, but also enough space between holes to act as barrier to hole fusion. At
lower total surface excess, the size of the holes increased and smaller holes were able to
fuse into larger holes, increasing the number of fusion and fission events. At higher total
surface excess, more spaces existed between holes into which new holes could nucleate,
although such a nucleation could result in too great a reduction in the local surface
coverage, and therefore lead to the later collapse of the new hole or another preexisting
hole. The presence of two local maxima in the frequency therefore appears to be tied to
the two different classes of dynamic processes – fusion and fission at low total surface
excess, and nucleation and hole collapse at higher total surface excess. This stands in
contrast to the micelle regime in Figure 3.10A, in which only one maximum was observed
because fission and fusion are the only possible processes which result in a change in the
number of surface micelles.
3.6. Application as tunable nanopatterns
The ability to tune the nanopattern morphology by the adsorption of smaller molecules
opens up the potential for application of the layers formed by constrained dewetting
as functional surfaces. A polymer brush with a specific grafting density immersed in a
pure poor solvent will forever be fixed in that particular pattern regime. If, however,
a small amount of a good solvent could be introduced into the solvent-mixture, then
the pattern characteristics could be controlled by varying the concentration of the good
solvent and thus the solvent surface excess. If the surface was made with a contrast in
the chemical properties of the substrate and polymer, then it may be possible to finely
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tune the overall functionality.
As an example, in Chapter 4 results are described which show that patterns formed by
constrained dewetting could potentially be used as a mixed-boundary condition surface,
over which fluid flows at different rates over the polymer compared to the exposed
substrate. Such surfaces have been shown to have applications as microfluidic mixers.15
The introduction of a small amount of good solvent could allow the fraction of covered
surface to be varied, varying the degree of mixing or even switching it off completely.
3.7. Conclusions
The investigation described in this chapter represents the first study of which the au-
thor is aware on the effect of the adsorption of small amounts of a good solvent on
the morphology and dynamics of the polymer nanopatterns formed during constrained
dewetting. The key conclusions are as follows:
• In the case of the dry layer, nanopatterns were observed which were similar to
those reported by previous studies. The features of these patterns would be on the
order of 10 nm for polymer chains with length comparable to those simulated (24
monomer units) and a typical monomer size of a few angstroms. As solvent was
removed from a swollen polymer brush, it passed through the same morphological
regimes as those seen in dry brushes at different grafting densities – holey layer,
wormlike layer, pancake and pinned micelles.
• In a polymer brush containing adsorbed good solvent, the pattern features changed
to resemble that which would be expected for a higher grafting density. The
morphology of the pattern formed was a function of the sum of the number of
monomer units and adsorbed solvent atoms per unit area, which has been referred
to as the total surface excess Γtotal. A pancake micelle layer could potentially
be switched to a holey layer by adsorbing an appropriate concentration of good
solvent. The grafting density played a relatively minor role in determining the
morphology at a given total surface excess.
• The solvent preferentially adsorbed within the polymer aggregates rather than on
the bare substrate.
• The dynamics of formation and collapse of features within these patterns were
analyzed for the first time. Pattern features changed over time, with the rate at
which features merged and separated – and in the case of holey layers, nucleated
and collapsed – depending on the grafting density and solvent content. Changes
in pattern features became more frequent in proximity to the transition near the
upper grafting density limit of the micelle regime, where micelle fusion and fission
events became common. Peaks in the frequency of changes also occurred at both
ends of the holey layer regime, with hole fusion and fission events common at the
lower grafting density limit, and nucleation and collapse events common near the
transition to the homogeneous layer.
59
Chapter 3. Tunable nanopatterns via constrained dewetting
The approximate equivalence between free and bound molecules present in the polymer
layer suggests the use of polymer brushes as a platform to fabricate tunable nanopat-
terned surfaces. The nanopattern morphology formed by a polymer brush immersed in a
poor solvent, perhaps in a microfluidic device, could be tuned in situ by adding a small
amount of good solvent into the system. The knowledge of the pattern dynamics would
be important for the application of the polymer brush patterns. For example, if these
layers were employed in an application which required stable patterns, then the lower
grafting density end of the pinned micelle regime might be the most appropriate.
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Chapter 4.
The boundary condition of flow over
polymer brushes
4.1. Introduction
The behavior of a simple liquid flowing at the interface with a solid has been a topic
of debate for two centuries. Macroscopic hydrodynamic systems can be described using
a no-slip boundary condition, which assumes the liquid has zero velocity at the solid-
liquid interface. Advances in measurement techniques in recent decades have allowed
the boundary condition to be probed on micro and nanoscopic length scales. In many
cases it has been shown that a “slip” boundary condition is more appropriate,1 which
indicates a nonzero liquid velocity at the interface. Even small deviations from the no-
slip boundary condition are of critical importance when modeling the flow of liquids
confined to microscopic geometries.
A great deal of work has been devoted towards determining the boundary condition
of fluid flow at rigid surfaces.1–4 Considerably less attention has been directed towards
characterization of flow over surfaces composed of soft matter, such as polymer brushes.
As discussed in Chapter 1, soft matter surfaces have the potential to reversibly switch
their properties and structure in reaction to changes in their environment, with potential
application in responsive components for microfluidic devices.5 The hydrodynamics of
flows over soft surfaces are also of interest for their importance to the understanding
of biological microfluidic systems, such as flow in blood vessels6 and propulsion of mi-
croorganisms.7 The compliance of a surface has the potential to significantly influence
interaction with flows, with soft surfaces having been shown to significantly reduce drag
in turbulent flows.8
The hydrodynamic boundary condition at a solid-liquid interface is defined in terms
of the point at which the velocity profile of the fluid linearly extrapolates to zero relative
to the position of the interface. This is illustrated in Figure 4.1A for a rigid surface and
in Figure 4.1B for a polymer brush in a good solvent. The boundary condition at a rigid
surface is characterized by the slip length, b, with a slip length of zero corresponding to
a no-slip boundary condition. Two metrics can be used to describe the boundary con-
dition at a polymer brush. The stagnation length, ls, is the distance from the substrate
at which the flow appears to be completely inhibited by the brush based on a linear
extrapolation of the velocity in the region above the brush. This is essentially a hydro-
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(A) Flow over a solid substrate (B) Flow over a polymer brush
Figure 4.1: Schematic illustration of Couette slip flow over a rigid substrate (A)
and over a polymer brush in a good solvent (B). Couette flow can be imposed by
moving the top bounding plate at a constant velocity, vCouette, in the x-direction.
This results in a linearly decreasing velocity from the top plate towards the brush.
The slip length, b, at a rigid solid substrate is defined as the distance into the
substrate at which the flow appears to linearly extrapolate to zero velocity. The
stagnation length, ls, is the distance from the substrate at which the flow appears
to be completely inhibited by the brush, based on a linear extrapolation of the
liquid velocity above the brush penetration length. The penetration length, lp, is
the difference between the brush height and stagnation length, and is analogous to
the slip length for a polymer brush.
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dynamic measure of the height, but will not necessarily coincide with the actual height.
The penetration length lp, is the difference between the brush height and the stagnation
length, or the distance the flow appears to penetrate into the brush. The penetration
length is analogous to the slip length at a rigid substrate. The penetration length will
be of interest when the difference between the hydrodynamic extent and physical extent
of the brush is important.
There have been relatively few theoretical and computational attempts to describe
the hydrodynamic penetration of flow into a polymer brush. The earliest attempt of
which the author is aware was by Milner.9 To model the flow within a polymer brush
with a parabolic monomer density profile, like that illustrated in Figure 1.6, Milner
employed the Brinkman equation,10 used to describe flows within polymer solutions
with the same approach used to model to flow through a porous medium. When applied
to a polymer solution, the effective pore size is taken as the mesh size, or correlation
length, ξ, described in detail in Section 1.3.4. The correlation length is a function of the
local monomer volume fraction φ, scaling as φ−1/8 (see Equation 1.7). For a simple shear
flow over a polymer brush in the x-direction, assuming pressure terms are constant, the
Brinkman equation reduces to:
d2vx
dz2
=
vx
ξ2(φ)
(4.1)
where v is the velocity of fluid flow, z is the distance from the solid substrate, and φ is
the monomer volume fraction.9 Recent studies suggest the Brinkman equation may not
capture all aspects of flow, such as the details of the motion of the chains.11
There have been very few experimental attempts to characterize the penetration length
at polymer brush surfaces. McLean et al.12 used colloid probe atomic force microscopy
(AFM) and results were in qualitative agreement with Milner’s analysis. The majority of
simulation and theoretical studies into flow over polymer brushes assume flow within the
brush obeys the Brinkman equation, primarily in order to study the influence of solvent
flow on the structure of the brush, including changes in height, and chain stretching
and tilting.13–17 Relatively few studies have explored the effect of the polymer brush on
the boundary condition of the flow, and those that have either used free polymer as
the solvent rather than a simple liquid,11,18 or were concerned specifically with highly
confined nanopore geometries.19–21 To study the boundary condition without making
assumptions about the flow within the brush requires the use of an explicit solvent, in
which the individual solvent atoms are explicitly included in the system. In contrast,
the more common approach is to employ an implicit solvent in which a thermostat is
used to mimic interactions between the polymer chains and a continuous background
solvent at a constant temperature. The implicit solvent approach reduces computation
time by greatly reducing the number of particle that need to be simulated, but requires
restrictive assumptions about the flow within the brush. Implicit solvent studies have
used the Brinkman equation to calculate the appropriate force to apply to the monomers
in order to simulate the effects of flow.
The rapidly increasing availability of computational resources has made the simulation
of an explicit solvent more and more practical. An explicit solvent can be used to test
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the validity and limits of the Brinkman equation and to explore finer details of the
interaction between the flow and polymer chains in the system by avoiding the use of
assumptions about the flow within the polymer brush. It has been shown, modeling the
solvent as an explicit melt of polymers identical to the brush, that chains in the brush
undergo a cyclic motion, moving in the direction of the flow near the edge of the brush,
sweeping down below the reach of the flow, and finally being pulled back toward their
equilibrium position.11,18,22,23 Such dynamic behavior cannot be captured if an implicit
solvent is used. While a number of recent studies have been reported in which the solvent
is a melt of identical chains,11,18,24,25 very rarely has a simple Lennard-Jones liquid been
employed as a solvent.21,26–28 This is an aspect in which this study was particularly
interested, as it mimics a simple Newtonian liquid.
As discussed in Section 1.4, polymer brushes have the ability to respond to changes
in their environment by changing their conformation. This opens up the possibility of
using polymer brushes as responsive microfluidic components. The interaction of the
polymer brush layer with a flowing liquid should depend strongly on solvent quality
of the system. Such a change has been simulated for polymer brushes confined in a
nano-capillary, demonstrating the potential for the brush to act as a valve, inhibiting
flow through the capillary when swollen and opening it when the brush is collapsed by
reducing solvent quality.19,21,29,30
The formation of nanopatterns by constrained dewetting, as described in Section 1.5,
complicates the boundary condition at a polymer brush in a poor solvent. The flow at the
interface may be influenced by the roughness that results from the heterogeneous nature
of the dewetted polymer brush. In addition, if the boundary condition for fluid flow at the
substrate-liquid interface created upon dewetting differs from that at the polymer-liquid
interface, a pattern of different boundary conditions at different locations on the surface
will result. It would therefore be possible in principle to choose a substrate and polymer
such that a surface with a pattern of slip and no-slip regions could be engineered as a
novel component for microfluidic devices. Such components could include microfluidic
mixers,31 which could be turned on or off by switching the brush between a collapsed
and swollen state.
The work described in this chapter involved the use of coarse-grained molecular dy-
namics simulations to investigate the flow of an explicit solvent in the form of a simple
Lennard-Jones liquid over a bead-spring polymer brush at various grafting densities in
both good and poor solvent conditions. Results for the good solvent are described in
Section 4.3. Stagnation and penetration lengths for the swollen polymer brushes were
measured as a function of the grafting density of the brush. The boundary condition
measurements in the poor solvent are described in Section 4.4. The characteristics of
flow over the pinned micelle, pancake micelle, wormlike and continuous layer regimes
were investigated. In Section 4.6, the measured boundary conditions in the poor sol-
vent were compared with a simple model for slip over patterned surfaces based on a
perturbative approach.
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Figure 4.2: A side-on snapshot of a simulation with chain separation D = 5σ.
Red, blue, and gray particles correspond to solvent, monomers, and bounding walls
respectively. Solvent particles are 98% transparent.
4.2. Molecular dynamics simulation model
Coarse-grained molecular dynamics simulations were run as described in Section 2.8,
with additional details to be described in this section. Four types of particles were
included in the model: monomer (M), solvent (V), substrate (B), and top bounding wall
(T). Bead-spring polymer brushes with N = 19 were attached to the surface by a FENE
bond to an additional immobile monomer particle in the plane of the substrate. The
Lennard-Jones liquid formed by the solvent particles was confined between the brush
and the top bounding wall. The top wall was moved at a fixed velocity vCouette in order
to induce Couette flow. A side-on snapshot of a low density brush in a good solvent is
shown in Figure 4.2.
To model a good solvent, interactions between solvent particles and monomer particles
were identical to those in Chapter 3. The Lennard-Jones  parameters were set to
VV = MM = VM = 1, making the solvent an athermal solvent for the polymer. For
the poor solvent, the strength of the interaction between monomer and solvent particles
was reduced such that MV = MM/4. For the interaction between solvent and substrate
and top wall particles VB = VT = 1. Between monomer and substrate particles
MB = 0.5 to the reduce the attraction between the polymer chains and substrate and
therefore reduce layering of the monomer particles against the substrate.
Nearest neighbor chain separations between 2.01σ and 5.03σ were simulated, with
polymer chains grafted in a rhombic array. The use of relatively short (N = 19) chains
to reduce computation time meant that the scaling laws described in Section 1.4, which
assume very long chains, may not apply,32,33 and the exponential tail in the monomer
density in the outer regions of the brush would be relatively large compared to the
brush height.34 Both these factors are addressed in the discussion of the results.The
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lateral dimensions of the substrate were adjusted in order to fit 64 chains for the good
solvent. The number of liquid molecules in a simulation was 23 per σ2 area of substrate.
At D = 2.01σ, this corresponds to 6647 solvent particles and at D = 5.03σ to 14 375
particles. For the poor solvent cases in which constrained dewetting occurred, larger
boxes were required such that the dimensions of the simulation were significantly larger
than the length scale of the features. Lateral dimensions in this case were approximately
55σ×55σ, varying in order to ensure the lattice of polymer graft points was uninterrupted
over the periodic boundaries. For these systems between 50 000 and 60 000 solvent
particles were required.
The top wall was composed of particles in a square lattice lying with lattice constant
1σ. Top wall particles were allowed to move in unison in the y-direction. To achieve
this motion, the y-component of the force on each particle in the upper plate was set
to the average of the forces on these particle due to interactions with the solvent, plus
an additional constant downward force of 0.05mστ−2 per particle, which had the effect
of applying a constant pressure on the system. The height of the simulation box varied
between simulations both as a result of different number of monomer particles and
differences of the structure of the atoms in the polymer brush region, but was generally
in the range 40σ to 50σ. Each system was subjected to 5 different shear rates in the
range 0.004τ−1 to 0.010τ−1, which corresponds to shear rates on the order of 109 s−1 in
S.I. units, based on σ and  values comparable to liquid water, approximately σ ≈ 0.3 nm
and  ≈ 6.5× 102 Jmol−1.35
A Langevin thermostat was applied in the y- and z-directions, perpendicular to the
direction of shear. No thermostat forces were applied in the x-direction, the direction
in which the shear was applied. The friction coefficient was set to γf = 5τ
−1. Although
the Langevin thermostat does not conserve momentum, it has been shown that the
characteristics of the steady-state are similar to the more complex momentum conserving
dissipative particle dynamics thermostat, providing the thermostat is not applied in the
direction of shear.26
4.3. Polymer brushes in a good solvent
Polymer brushes were simulated under good and poor solvent conditions at a range
of values of chain separation. In all simulations the system was initially equilibrated
without applying shear until polymer morphology stabilized. Couette flow was then
imposed by moving the top plate at a fixed velocity in the x-direction. Measurements
were carried out after a steady state was reached.
The flow over polymer brushes was simulated with a good solvent, for which the
strength of the monomer-liquid interaction was equal to that of the monomer-monomer
interaction, MM = MV = 1. The schematic in Figure 4.3(i) illustrates the typical
conformation of the polymer brushes in a good solvent. As described in Section 1.4, when
contained in a brush, steric interactions between adjacent polymers force the chains to
elongate, stretching away from the surface. The solvent penetrated significantly into the
layer due to the high affinity of the monomers for the solvent.36
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Figure 4.3: Schematics illustrating the qualitative features of polymer brushes in
a good solvent at low (i), moderate (ii) and high (iii) chain separations, and in a
poor solvent at low chain separation (iv). Red spheres indicate monomers of the
polymer, pale green indicates substrate atoms. Solvent particles are not drawn.
Figure 4.4: Monomer density as a function of distance from the substrate φ(z)
on a log scale. Curves (i), (ii), and (iii) correspond to brushes in a good solvent
at chain separations of 2.01σ, 3.02σ, and 5.03σ respectively, and correspond to the
similarly labeled schematics in Figure 4.3. Monomer density for a collapsed brush
in a poor solvent at chain separations of 2.01σ is shown in (iv). The point z = 0
corresponds to the plane 1σ from the plane containing the center of the substrate
molecules.
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The structure of a brush depended strongly on the chain separation, D. When the
chain separation was increased, as illustrated schematically in Figures 4.3(ii) and (iii)
compared to (i), the chains were not forced to elongate to the same degree and could
acquire a more entropically favorable conformation. More solvent penetrated into the
layer when chain separation was large. The mean radius of gyration of a single unbound
chain surrounded by good solvent was measured in a separate simulation, and found to
be 2.19σ with a standard deviation of 0.39σ. At the largest chain separation studied,
D = 5.03σ, the chains were near the high-density end of the mushroom regime – close
enough for significant interaction, but not overlapping to a large extent. At the lowest
chain separation, D = 2.01σ, there was a large degree of overlap between neighboring
chains.
In a poor solvent, for which ml < mm such that the liquid-monomer interaction was
weaker than the monomer-monomer interaction, the polymer brush structure changed
significantly, as shown schematically in Figure 4.3(iv). The mean radius of gyration of a
free chain in the poor solvent was 1.45σ with a standard deviation of 0.11σ. The volume
occupied by the chain in poor solvent was therefore approximately half that occupied
under good solvent conditions. The polymer brush in a poor solvent collapsed into a
thin dense layer into which the solvent did not penetrate to any significant degree. The
poor solvent case is described in more detail in Section 4.4
The monomer density as a function of distance from the substrate φ(z) is shown in
Figure 4.4. The symbol φ has already been used in this thesis to refer to the monomer
volume fraction, but will be used in this chapter to denote the monomer number density,
the two quantities being proportional to each other. The monomer density at a given
distance from the substrate z was measured by averaging over time the number density
of monomers in the region z − 0.05σ < z < z + 0.05σ. The point z = 0 was defined as
1σ from the plane containing the center of the substrate molecules, approximately the
edge of the repulsive region of the Lennard-Jones potential of the substrate particles.
The rationale for this selection of zero was that at a substrate with a no-slip boundary
condition and no polymer grafted to the surface, the velocity of the solvent would be
expected to be zero at the layer of liquid molecules adjacent to the substrate, which was
positioned approximately 1σ from the center of the substrate particles. Curves (i), (ii)
and (iii) in Figure 4.4 correspond to a good solvent and chain separations D = 2.01σ,
D = 3.02σ, and D = 5.03σ respectively. Curve (iv) corresponds to a collapsed brush in
a poor solvent with D = 2.01σ, in which a homogeneous layer is formed.
As described in Section 1.4.2, ideal polymer brushes in the limit of long chains have
a parabolic density profile, except for a small tail near the top of the brush with the
theoretical form φ(z) ∝ e[constant terms](z−h)3/2 where h is the brush height.37 The polymers
in the simulations described in this chapter were considerably shorter than would be
required to precisely follow the predicted density profile, but the density profiles in
Figure 4.4 did display the expected general features. Monomers near the base of the
brush aligned with the substrate in a layering effect, as seen in other simulations,22 which
resulted in several peaks in the density in this region. The layering was not present
in the outer regions of the brush, beyond approximately z = 4σ, and so would not be
expected to have a significant impact on the interaction of the polymer with liquid flows.
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The monomer density of the brush in a good solvent steadily decreased with increasing
distance from the substrate. This decrease was approximately parabolic, which fits with
the ideal description of a polymer brush. The average monomer density of the brush
depended strongly on the chain separation, increasing with decreasing D. Reduced
monomer density within the brush allowed a good solvent to more easily penetrate into
the brush compared to brushes with lower chain separation.
The height of a polymer brush is conventionally taken as the first moment of the
monomer density distribution, defined as 〈z〉 = ∫ zφ(z)dz/ ∫ zφ(z)dz, which corresponds
to the height as would be measured by ellipsometry.38 Defining the height by h ≡ 〈z〉 is
not suitable for the purposes of determining the boundary condition of fluid flow relative
to the extent of the brush into the fluid, as a large fraction of monomers were located in
the region z > 〈z〉. In the limit of a brush with step function monomer density, of the
type employed by Alexander and de Gennes, and pictured in Figure 1.6, the height hstep
is exactly twice the first moment of the density. A parabolic density profile provides
a far better description of a polymer brush than a step function, and the relationship
between the brush height in the two models is hpara = hstep/0.74.
9,39 In this chapter The
height of the brushes was defined as the height of a parabolic brush with the measured
first moment of the monomer density distribution:
hpara ≡ 2〈z〉/0.74 (4.2)
which allows comparison with scaling laws for the first moment while also providing a
reasonable approximation for the top of the brush.
A shortcoming in the definition of height based on a parabolic approximation is its
failure to take into account the small region in the tail of the brush extending beyond
this point, which will be shown later is an important factor when describing the hydro-
dynamic penetration into the brush. A second approximate definition of the height will
be used in this chapter which takes into account the extend of the tail region. htail is de-
fined as the value of z at which the density falls to 0.001σ−3, such that the vast majority
of the monomers are located within the range 0 < z < htail. The disadvantage of this
definition is that it does not allow comparison with the wider literature, which tends to
measure height in terms of either the first moment of the density or the z-component of
the radius of gyration. Both htail and hpara will be referred to when discussing brushes
in a good solvent, and the difference between them can be seen in Figure 4.6 in which
both are labeled. When describing the collapsed brush in a poor solvent, the distinction
is less critical due to the more rapid decrease in density near the top of the brush, and
in this case the height will be described only in terms of htail.
The relationship between chain separation and brush height, hpara and htail, under
good solvent conditions is shown in Figure 4.5. The decrease in height with increasing
chain separation occurred as a result of reduced steric interactions between neighboring
chains, which allowed individual chains to adopt more entropically favorable conforma-
tions. Both hpara and htail were fitted to a scaling law with the form:
h = ahD
λh + bh (4.3)
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Figure 4.5: Height based on the first moment of the density hpara, and on the
extent of the tail region htail, and the stagnation length (ls) of polymer brushes
in a good solvent as a function of chain separation. Uncertainties in the height
are less than the size of the markers. The height hpara and htail were fitted to
h = ahD
λh + bh, with best fits when λh = −2.1± 0.1 for hpara (short dashed line)
and when λh = −1.11 ± 0.04 for htail (long dashed line). Stagnation length is an
average of measurements at 5 different shear rates and was fitted to ls = asD
λs ,
with best fit when λs = −0.691± 0.003 (solid line).
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Figure 4.6: The x-component of the liquid velocity as a function of distance from
the substrate vx(z) (i.e. the component of the velocity in the direction that the
system is sheared) of a liquid flowing over a polymer brush in a good solvent (grey
thick line, left axis), with a chain separation D = 3.02σ. A straight line has been
fitted to the liquid velocity in the region far from the brush (dashed line). The
monomer density as a function of z is also shown (thin line, right axis) and the
heights hpara and htail are indicated by the arrows.
For hpara the best fit was found with parameters λh = −2.1 ± 0.1, ah = 15.9 ± 0.9,
and bh = (6.42 ± 0.07)σ (errors are standard deviations), and this fit is plotted in
Figure 4.5. This is consistent with other studies which have found that the height of
polymer brushes composed of short chains with less N < 50 in a good solvent scales
linearly with grafting density, or D−2.32,33 Much longer chains are required in order to
observe the hpara ∝ D−2/3 relationship predicted by Alexander40 and de Gennes41 scaling
analysis (see Section 1.4.2).
For htail the best fit was found when λh = −1.11 ± 0.04, ah = 9.33 ± 0.08, and
bh = 8.24 ± 0.09σ, indicating that htail did not follow the same scaling as hpara. The
exponent λh and the ah coefficient are significantly lower in magnitude than fitted for
hpara, indicating that htail is less sensitive to changes in chain separation.
After allowing the system to equilibrate, Couette flow was initiated over the poly-
mer brush by moving the top plate of the system at a constant velocity in the positive
x-direction. The monomer density profile did not change significantly in response to the
flow, which is consistent with previous theoretical,17 computational,14,15 and experimen-
tal42,43 studies. Velocity of the liquid in the x-direction vx as a function of distance from
the substrate z was averaged over time, in the same manner as the monomer density,
described earlier. The velocity of the liquid in the direction of shear, vx, above the poly-
mer brush in a good solvent, decreased linearly towards the brush surface from large to
small z, as shown in Figure 4.6. At a distance from the brush surface comparable to
the brush height, the gradient of the velocity began to decrease. Moving into the brush,
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the velocity decayed until a point within the brush at which the flow was completely
inhibited. This velocity profile is in qualitative agreement with previous computational
and theoretical studies of similar systems.9,11,16,22
A straight line was fitted to the velocity in the region htail + 4σ < z < htail + 14σ,
which avoided fitting perturbations in velocity due to the polymer brush. The shear rate
was determined from the gradient of the fit. The stagnation length ls, corresponds to the
value of z at which the fit extrapolates to zero velocity. The linear fit was used to measure
the stagnation length, rather than the point at which the actual velocity decays to zero,
to reflect the practice commonly used in experimental studies.4 The dependence of the
stagnation length on the shear rate for the range of shear rates studied was negligible,
and so the stagnation lengths reported are the mean of the stagnation lengths at the
various shear rates, and errors the 95% confidence interval of the mean. For the polymer
brush shown in Figure 4.6, the heights hpara and htail were 7.9σ and 10.0σ respectively,
and the stagnation length 7.50σ ± 0.08σ.
The stagnation length decreased with increasing chain separation, as shown in Fig-
ure 4.5, just as the height did. The stagnation length was well fitted by a scaling law,
ls = asD
λs , with best fit as = 13.98 ± 0.05 and λs = −0.691 ± 0.003 (the errors are
standard deviations of the fitted constants). This relationship is strikingly similar to
the predicted relationship between brush height and chain separation h ∝ D−2/3 (Equa-
tion 1.11). If it is assumed that the stagnation length obeys the same scaling law as the
height, the result λs = −0.691± 0.003 come very close to the expected value for a good
solvent. This result is particularly interesting in light of the fact that the first moment
of the brush density, used in the calculations of brush height hpara and hstep, scales as
D−2 rather than D−2/3.
The difference between the stagnation length and the height of the brush is referred
to as the penetration length lp, and is the extent to which the flow appears to penetrate
into the polymer brush,9 as illustrated in Figure 4.1B. This is analogous to the slip
length at rigid substrates, which identifies the distance into the substrate at which the
extrapolated velocity appears to reach zero. A nonzero slip length indicates that the
fluid at the interface has a nonzero velocity. The penetration length of Couette flow of a
good solvent into polymer brushes is shown in Figure 4.7 for a range of chain separations.
At high to moderate values of D, the penetration length increased with increasing chain
separation. This is expected, as polymer chains are less confined and have more freedom
to move with the flowing liquid when further apart. There appeared to be a minimum
in the penetration length near D ≈ 2.5σ.
As the height and stagnation length both appeared to be governed by scaling laws
with exponents consistent with −2 and −2/3 respectively, the penetration length can
be modeled as the difference between these scaling laws. The fit to the filled circles in
Figure 4.7 is to the function
lp = ahD
−2 − asD−2/3 + bh (4.4)
with best fit obtained for coefficients ah = 16.3±0.9, as = 15.3±0.7, and bh = 6.9σ±0.2σ.
The cause of the minimum penetration length at D = 2.4σ is the fact that the influence
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Figure 4.7: Penetration length lp of flow into the polymer brush in a good solvent
as a function of chain separation D. Errors indicated are the 95% confidence
interval based on measurements at 5 different shear rates. The filled circles are the
penetration length calculated using hpara, and the dashed line a fit to Equation 4.4.
The open circles are the penetration length obtained when htail is used as the
height, thus taking into account the tail in the monomer density. The fit in this
case is to a simple scaling law lp = apD
λp , with λp = 0.40± 0.01.
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Figure 4.8: Monomer flux in the direction of shear (thin grey line), calculated as
monomer density multiplied by monomer velocity in the x-direction, as a function
of distance from the substrate, for a polymer brush in a good solvent with a chain
separation D = 3.02σ. A binomial smoothing algorithm was applied in order
to reduce noise (black line). The velocity of the liquid in the x-direction in the
direction of shear is also shown (thick grey curve).
of the positive ahD
−2 term dominates over the negative −asD−2/3 term as D approaches
zero.
An effect that can only be observed if an explicit solvent is used is the cyclic motion of
the polymer chains in the outer region of the brush. Several studies of flow of a polymer
melt over a brush of identical chains have observed that near the top of the brush the
chains have a net momentum in the direction of the flow, while some distance into the
brush the chains move against the flow back towards their equilibrium position.11,18,23
This behavior has also been observed in this study, as shown in Figure 4.8 in which the
monomer flux (density multiplied by velocity) is plotted as a function of distance from
the substrate. Near the top of the brush the monomer flux was positive, i.e. in the
direction of liquid flow. There was a distance from the substrate at which the direction
of monomer flow reversed suddenly. Between this point and the substrate, monomer
velocity was relatively low, resulting in a low signal to noise ratio. The underlying trend
can be observed by applying a binomial smoothing to the data, which demonstrated a
clear trend for negative velocity in this region. The velocity of the liquid is also shown
in Figure 4.8.
The distance from the substrate at which the reversal in monomer flow direction
occurred, which will be referred to as the flow reversal length, is shown in Figure 4.9,
along with the stagnation length in grey for comparison. Flow reversal length was
generally similar to the stagnation length, however the flow reversal length has a larger
error, and so no attempt was made to fit this data.
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Figure 4.9: Flow reversal length (filled black circles), or the distance into the
polymer brush at which the direction of monomer flow changed sign, as a func-
tion of chain separation. Stagnation length (open grey circles) is also shown for
comparison.
4.4. Collapsed polymer brush in a poor solvent
In the following attention will be turned to polymer brushes in a poor solvent. A poor
solvent was simulated by reducing the strength of the interaction between monomer and
liquid atoms such that MV = MV/4. The reduction in solvent quality resulted in the
expulsion of the solvent from the brush, and the formation of a layer with a greater
density and reduced height, as seen from the plot of density versus distance from the
substrate in Figure 4.4(iv), alongside the same brush in a good solvent in (i). The
monomer density was relatively constant within the brush layer, until a point at which
the density decreased sharply, approximately z = 5σ in Figure 4.4(iv).
The collapsed brush corresponding to Figure 4.4(iv) had a small chain separation
of 2.01σ. Under these conditions a homogeneous polymer layer is formed. At high and
moderate chain separation, constrained dewetting took place, as described in Section 1.5.
Examples of the structures formed under these conditions can be seen in Figure 4.10,
which shows the variations in the monomer surface density over the substrate. Pinned
and pancake micelles, seen in Figure 4.10A, B, and C, while wormlike aggregates formed
at higher grafting density as seen in Figure 4.10D. The dimensions of these simulations
were smaller than those in Chapter 3 due to the high computational expense of flow
simulations containing a large number of solvent particles.
The surface coverage of the polymer is plotted in Figure 4.11. As observed in Chap-
ter 3, polymer coverage increased as the chain separation was decreased, reaching 100%
coverage by D = 2.01σ. The dimensions of the features varied from micelles approx-
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(A) D = 5.03σ (B) D = 4.00σ
(C) D = 3.50σ (D) D = 3.02σ
Figure 4.10: Surface density of grafted polymer layers in poor solvent conditions
at chain separations of 5.03σ (A), 4.0σ (B), 3.5σ (C), and 3.02σ (D). Constrained
dewetting resulted in the formation of pinned micelles observed in (A), (B), and
(C). Below a certain chain separation, micelles joined together to form wormlike
aggregates as in (D).
77
Chapter 4. The boundary condition of flow over polymer brushes
Figure 4.11: Height (filled circles) and surface coverage (open circles) of the
collapsed polymer brush in a poor solvent as a function of chain separation. Height
is defined in the same manner as htail in a good solvent, as the distance from the
substrate at which the monomer density reaches 0.001σ−3.
imately 5σ across when D = 5.03σ to extended aggregates around 10σ wide when
D = 2.01σ.
The details of the pattern depended in part on the initial conditions of the simula-
tions. Different patterns were generated by using different random number seed values
to assign initial monomer velocities at the beginning of the simulations. While the exact
morphology of the patterns varied with different initial conditions, the general features
for a given value of chain separation were the same. As described in detail in Sec-
tion 3.5, connections between micelles occasionally broke and formed as the simulation
progressed, even after long equilibration times, which in some cases resulted in slightly
different patterns at different stages of the simulation.
The height of the grafted polymer layers in the poor solvent is shown in Figure 4.11
alongside the coverage fraction. The height in the poor solvent has been defined in the
same manner as htail for the good solvent, as the distance from the substrate at which the
average density throughout the simulation box was equal to 0.001σ−3. As also seen in
Figure 3.4, the height was greatest at the smallest chain separation studied, but did not
decrease monotonically with increasing chain separation. As chain separation increased
from D = 3.02σ to D = 3.5σ the height increased by a relatively small but significant
amount. This was likely due to the fact that the formation of the wormlike layer at
D = 3.02σ allowed the chains to spread laterally to a greater degree than in the more
localized pinned micelles which formed at D = 3.5σ, in which the chains are too far apart
to stretch between micelles and so must pile up. The height decreased monotonically as
the chain separation was increased from D = 3.5σ to D = 5.03σ. As micelles became
smaller, polymer chains had to extend some extra distance along the surface to take part
in the formation of a micelle. Fewer monomers were therefore present in the bulk of the
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Figure 4.12: The x-component of the liquid velocity, vx(z), as a function of
distance from the substrate (i.e. the component of the velocity in the direction
the system is sheared) of a liquid flowing over a collapsed polymer brush in a poor
solvent (thick line, left axis), with a chain separation D = 2.01σ. A straight line
has been fitted to the liquid velocity in the linear region above brush (dashed line).
The monomer density as a function of z is also shown (thin line, right axis) and the
height of the brush, h, is indicated by the arrow. The velocity has not been plotted
in the region close to the substrate where the number of liquid atoms present was
negligible.
micelle, resulting in a reduction in height. These trends are in qualitative agreement
with previous studies.44
The patterns had significant consequence for the flow over the collapsed polymer
brush. They resulted not only in a variation in height across the surface, but a variation
in hydrodynamic boundary condition, the consequences of which will be discussed in
Section 4.5.
4.5. Flow over collapsed polymer brushes
As for the good solvent case, Couette flow was driven over the surface by moving the top
bounding wall after the system was equilibrated. Qualitatively different behavior was
observed in the poor solvent compared with the good solvent, as shown in Figure 4.12 for
a collapsed brush withD = 2.01σ, which formed a homogeneous layer. Again the velocity
in the x-direction decreased linearly as the distance from the substrate decreased. As the
top of the collapsed brush was approached, the gradient of the liquid velocity increased
rapidly and the velocity reached zero at a value of z significantly greater than the point
at which the linear fit to the velocity reaches zero. The height in this case was 6.56σ and
the apparent penetration length was 10.0σ±0.1σ. As there was no significant infiltration
of the liquid into the collapsed polymer brush, there was not actually any liquid flowing
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as far into the polymer as the penetration length. In this case the penetration length
coincides with a slip length. The large slip length is a result of the reduced strength of
the interaction between liquid and monomer.
The constrained dewetting at large and intermediate chain separation resulted in the
formation of a patterned boundary condition. The interaction between the liquid and the
substrate was chosen such that a no-slip boundary condition applied at that interface,
while the slip length on the collapsed brush, as seen in Figure 4.12, was on the order of
10σ. In Figure 4.13 the effect of the variation in boundary condition on the flow of the
solvent is demonstrated. The black-red-yellow colors in the figure indicate the velocity of
the liquid in the direction of shear immediately above the polymer layers. The white lines
in the figure show the outline of the polymer aggregates. The slip boundary condition
over the polymer aggregates resulted in a significantly greater liquid velocity over these
regions in both Figures 4.13A and B (which correspond to the same systems as surface
density images shown in Figure 4.10B and D). Similar correlations were observed for all
chain separations studied.
A secondary effect was observed, particularly in Figure 4.13, in which the velocity over
the no-slip regions seemed to depend to some degree on the arrangement of the polymer
aggregates nearby. For a given point (x, y) = (a, b) over the bare substrate, when
polymer aggregates were located immediately in front and behind the flow, at x > a
and x < a, the liquid velocity experienced greater than average slowdown. Conversely,
if polymer aggregates were located to the left and right of the flow, or y < b and y > b,
the velocity in the x-direction appeared be enhanced. In Figure 4.13B the effect was
less obvious, but it can still be seen in the region over the exposed substrate around
the coordinate (x, y) = (30, 20) that the velocity is higher than in other no slip regions.
Similar behavior was observed in the regions around coordinates (40, 36) and (38, 50).
These areas of the surface were the only areas for which the regions immediately left
(y < b) and right (y > b) of the flow are covered with polymer, consistent with the
observation with regard to Figure 4.13A.
The correlations between liquid velocity and polymer surface density are also illus-
trated in Figure 4.14, which shows velocity contours above the polymer layer for a cross
section in the x-z plane of the system shown in Figure 4.13B at y = 0. The velocity
varied significantly across the surface up to approximately z = 10σ, at which the flow
appeared to average out. It is expected that the distance over which the correlations
dissipate should be comparable to the length scale of the pattern features, which were
on the order of 10σ for these surfaces.31
4.6. Average boundary condition at collapsed polymer
brushes
A feature that was characteristic of the velocity profiles at these surfaces, and not ob-
served the surface without a pattern in boundary condition, was the inflection point
which occurred in the outer regions of the polymer layer, as visible in Figure 4.15. At
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(A) D = 4.00σ
(B) D = 3.02σ
Figure 4.13: The x-component of solvent velocity immediately above the polymer
layer in poor solvent at chain separations of 3.02σ and 4.0σ. Colors indicate liquid
velocity in the direction of the shear. The morphology of the patterns in A and B
can be seen in Figures 4.10B and D respectively. White lines are contours indicating
the points where the monomer surface density is equal to one i.e. approximately
the edges of the polymer aggregates.
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Figure 4.14: The velocity of the liquid above the pattered substrate correlates
with the location of the polymer aggregates. The contours represent lines of con-
stant velocity in increments of 0.15στ−1. Far from the surface these lines were
relatively flat, while closer to the top of the polymer layer fluctuations were ob-
served which correlated with changes in the monomer surface density, shown on
the right axis.
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Figure 4.15: The x-component of the velocity, vx, of a liquid flowing over a grafted
polymer layer in a poor solvent (thick line), with a chain separation D = 3.02σ. A
straight line has been fitted to the liquid velocity in the region far from the brush
(dashed line). The density profile of the polymer is also shown (thin line) An
example average velocity profile of the liquid above wormlike polymer aggregates
in a poor solvent is shown in Figure 4.15. This corresponds to the surface shown in
Figure 4.10C. In the region corresponding to z < h, the liquid velocity corresponded
to liquid flowing between the gaps of the polymer aggregates, rather than flowing
within the polymer brush as in the case in the good solvent.
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Figure 4.16: The measured penetration length (filled circles) as a function of chain
separation for a polymer layer in a poor solvent. An attempt has been made to
predict the penetration length from the height and surface coverage of the polymer
using Equation 4.6 (open circles).
this inflection point, when approaching the surface from large z, vx(z) transitioned from
positive curvature (concave down) to negative curvature (concave up). By comparison,
the velocity behavior in Figure 4.12 (poor solvent) and Figure 4.6 (good solvent), showed
negative and positive curvature respectively at the interface between polymer and bulk
liquid. This behavior can be explained by the fact that the velocity profile in Figure 4.15
was approximately a superposition of the profile over the no-slip regions of the exposed
substrate, for which the velocity profile had a positive curvature near the substrate,
and the slip regions of the polymer layer, for which the velocity profile had a negative
curvature at the top of the polymer layer.
The boundary condition is expressed as a penetration length in Figure 4.16. The
apparent penetration is influenced by both the slip of the liquid on the polymer covered
regions, and the penetration of the flow into the regions between the polymer aggregates.
This could equivalently be referred to as an effective slip length, where the no-slip
scenario is defined as the case where the liquid velocity extrapolates to zero at the
top of the polymer aggregates. The penetration length decreased monotonically as
the chains were moved further apart. The decrease in the penetration length between
D = 2.01σ and D = 3.02σ was very rapid compared to the more gradual decrease
between D = 3.02σ and D = 5.03σ. This suggests that the increased exposure of the
no-slip substrate was a dominant factor in determining the effective boundary condition.
A perturbative approach was used to calculate a first order approximation of the
penetration length, based on that employed by Hendy et al.45 to describe the effective
boundary condition at flat surfaces with a patterned slip length. When the slip length
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at any point on the surface is less than the length scale of the pattern, the effective slip
length can be approximated as beff = 〈b(x, y)〉, where b(x, y) is the local slip length at a
given point on the surface.45 In order to take into account the surface roughness in our
system, the local slip length was modified by subtracting the height:
beff =< b(x, y)− h(x, y) > (4.5)
where the angle brackets indicate the average value of the function over the surface.
To predict the penetration length, polymer covered regions were approximated as be-
ing a constant height h above the uncovered substrate, where h is the height plotted in
Figure 4.11. It was assumed the slip on the polymer regions was equal to the penetration
length for the case when a continuous layer is formed at D = 2.01σ, which was approxi-
mately 10σ. The slip length on the exposed substrate was zero, measured in a simulation
with no polymers. The predicted penetration length is therefore lp = Abpoly + (1− A)h
where A is the area fraction of the surface covered by polymer, shown in Figure 4.11.
This rearranges to:
lp = A(bpoly − h) + h (4.6)
As shown in Figure 4.16, the model successfully predicted the general trend for the
penetration length to decrease monotonically with chain separation. The magnitude
of the penetration length was overestimated due to the fact that the slip length was
comparable to the pattern length scale.45 The accuracy of the model might be improved
by including second order terms.
4.7. Discussion
4.7.1. Brushes in a good solvent
The dependence of the boundary conditions at polymer brush surfaces on solvent qual-
ity and grafting density was investigated. In the good solvent the polymers showed
the expected equilibrium behavior. Monomer density profiles in Figure 4.4 qualitatively
agreed with the expected parabolic form, with a tail in the outer limits of the brush.41
As chain separation was reduced, brush height decreased, as shown in Figure 4.5. The
height based on a parabolic density profile approximation hpara – proportional to the first
moment of the monomer density – varied in proportion with the inverse square of the
chain separation, D−2, (equivalent to the grafting density) as is typical for short poly-
mer chains in both simulations32 and experiment.33,46 The stagnation length, effectively
a hydrodynamic measure of brush height, scaled in proportion with D−2/3, as shown
in Figure 4.5, consistent with Alexander and de Gennes’s prediction for much longer
brushes.40 This suggests there could be a significant discrepancy between hydrodynamic
measurements of the brush height, which would return ls, and those which probe the
density profile more directly, such as measurements based on interaction with electro-
magnetic radiation or neutrons, which would be reported in terms of 〈z〉, proportional
to hpara.
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The penetration length of the flow can be expressed as the difference between the
brush height and stagnation length, lp = h − ls. Assuming h = hpara, the penetration
length should obey Equation 4.4. This expression has been fitted to the filled circles
in Figure 4.7. The fact that the height term hpara scales as D
−2, while the stagnation
length term, ls, scales only as D
−2/3, which results in a penetration length that increases
with increasing D at moderate to large chain separations, but decreases with increasing
D when D is small. The minimum in the fitted curve occurs at D = 2.4σ. In other
words, the presence of the minimum is due to the fact that lp depends on the chain
separation as the difference between the two scaling laws governing its components.
The presence of a minimum in penetration length at small D contradicts the expec-
tation that penetration length should be determined largely by the correlation length of
the brush ξ. Because ξ increases with chain separation, one would expect the penetra-
tion length to increase monotonically with increasing chain separation. This discrepancy
appears to arise because defining the height as hpara neglects the influence of the tail of
the monomer density in the outer region of the brush. This can be tested by defining
the height as h = htail which is sensitive to the presence of the tail. This measure of
height scales approximately as htail ∝ D−1.1, as seen in Figure 4.5. Because htail was
less sensitive to D than hpara, the penetration length calculated as lp = htail − ls, shown
in Figure 4.7, increased monotonically with D for all D greater than 1σ, the smallest
physically reasonable value of D. Calculated in this manner, the penetration length
approximately resembles a scaling law lp ∝ D(0.40±0.01). As the gradient of this function
dlp/dD varies only slowly over the range of chain separations studied, the penetration
length is nearly linear with D, as predicted by application of the Brinkman equation
(Equation 4.1) to a step profile brush. This suggests that a reasonable first order ap-
proximation of the scaling of the penetration length can be obtained from Brinkman
equation, which could be employed as a guiding principle of how boundary conditions
might change with chain separation in experiments .
The above analysis should apply to brushes composed of polymers short enough that
the height, as measured by the first moment of the density (or hpara), scales as D
−2. In
simulation studies this has been shown to be the case for coarse-grained brushes up to
around 50 monomers in length. Neutron reflectivity studies have shown that the height
of polystyrene brushes with molecular weight 330× 103 g mol−1, on the order of 3000
monomer units, scale as D−2.33,46 The influence of the tail region must also be taken
into account when considering longer chains. Self-consistent field theory predicts that
extent of the tail region will scale as N1/3 and the number of monomers in this region
will scale as N2/3.34 Therefore the length of the tail relative to the brush height will
decrease as N increases, such that the tail will have less influence over the stagnation
length of the flow. However, the absolute magnitude of the length of the tail actually
increases with N , such that the tail may continue to be an important influence on the
penetration length.
The point at which the monomers reverse their direction of flow – the flow reversal
length, plotted in Figure 4.9 – was comparable to the stagnation length, and in most
cases it was slightly smaller. It was generally the case that the flow actually penetrated
further into the brush than the apparent penetration length determined by fitting the
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velocity above the brush, such that there was typically a region within the brush at
which the liquid was flowing in the direction of shear while the polymer was moving
against it.
4.7.2. Boundary conditions of flow over collapsed brush in a poor
solvent
In the poor solvent the polymer brushes collapsed and underwent constrained dewetting
from the underlying non-adsorbing substrate, with the exception of the brush with chain
separation D = 2.01σ, which was dense enough to form a stable homogeneous layer. The
surface coverage of these patterns decreased with increasing chain separation. For the
first time it has been demonstrated that these collapsed polymer brushes have poten-
tial as nanopatterned mixed-slip surfaces, in this case with a slip boundary condition
over the polymer-covered regions and no-slip on the exposed substrate. The variation
in boundary condition is clearly visible in Figure 4.13, showing the contrast in liquid
velocity above the surface, and the correlation with the underlying morphology of the
collapsed brush. These correlations in the velocity dissipated further from the substrate
as the flow became more homogeneous, as show in Figure 4.14. The length over which
the flow dissipated is comparable to the lateral length scale of the pattern.
The effective average boundary condition at the collapsed brush is strongly affected
by the chain separation, as shown in Figure 4.16. The model in Equation 4.6, the open
circles in Figure 4.16, demonstrated that this can be attributed largely to changes in sur-
face coverage and height of the polymer aggregates, both of which decreased with chain
separation, as shown in Figure 4.11. The model qualitatively predicts the decreasing
penetration length with chain separation, although overestimated the measured pene-
tration length. The difference between model prediction and simulation result occurred
because the derivation of Equation 4.6 assumes the slip length at any point on the sur-
face is always less than the pattern length scale,45 while the surfaces in our simulations
lie on the borderline of this regime.
Not all polymers will necessarily exhibit a significant slip length in all poor solvents.
The fact that slip length tends to be larger when solid-liquid interactions are weak, as is
typically the case for a polymer in a poor solvent, implies that in a physical experiment
it should be possible to identify a polymer chemistry and poor solvent for which a slip
boundary condition exists at the polymer-liquid interface.
Polymer brushes capable of forming patterns similar to those observed in Figure 4.10
are relatively simple to prepare by a grafting-to approach.47 In addition to the potential
as valves in nanochannels,19–21,48 opening and closing with changes in solvent quality,
these surfaces could potentially act as switchable microfluidic mixers,31 mixing liquids
in the collapsed, patterned state, and allowing fluid to pass relatively unperturbed in
the swollen state. The challenge here would be to identify a set of polymer, substrate,
and solvent chemistries which provide a large contrast in slip length between the liquid-
substrate and liquid-polymer interfaces, and at the same time having the ability to easily
switch the brush between collapsed and swollen conformations.
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4.8. Conclusions
The relationship between the boundary condition of liquid flow at the interface with a
polymer brush and the grafting density of the brush is strikingly different between the
good and poor solvent case. In a good solvent the, stagnation length scaled as D−2/3,as
predicted by Alexander and de Genne’s scaling analysis, while the height scaled as the
inverse square of the chain separation, D−2. If the tail region of the density profile is
neglected, then the penetration length appeared to increase as chains were moved closer
together. When the tail region was included in the height measurement, penetration
length decreased as chains were moved together for the entire range of chain separations
studied. The freely moving chains in the good solvent underwent a cyclic motion, with
the monomers in the region from the top of the brush to approximately the stagnation
length moving in the direction of the flow, and the monomer some distance further into
the brush moving against it.
The patterns formed during the constrained dewetting of the brush under poor solvent
conditions created interesting possibilities for the interaction with fluid flow. For the
poor solvent system, increasing the chain separation increased the amount of no-slip
substrate exposed and thus resulted in decreasing the effective slip length. While the
model presented did not exactly predict the magnitude of the slip length, it captured
the general trend of increasing slip length with increasing coverage of polymer on the
substrate, as determined by the chain separation.
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Chapter 5.
Controlling nanoparticle formation
using polymer brushes
5.1. Introduction
Nanoparticles are among the most widely studied and applied examples of nanotechnol-
ogy to date, with potential and current applications in products as varied as sunscreen,1
pharmaceuticals,2,3 and solar cells.4,5 An extraordinary amount of academic and indus-
trial research has gone into improving methods of synthesizing nanoparticles with the
aims of to reducing costs, improving control, and creating particles with new chemical,
physical, or biological functionality. Polymers have played a significant role in nano-
particle technology, used both as a material of which nanoparticles can be composed,6
as well as to control the formation and prevent the aggregation of nanoparticles made
from other materials.7,8
In this chapter it is proposed that the constrained dewetting of polymer brushes could
be used to control the evaporation-induced nucleation and growth of nanoparticles on
a substrate. The study focused in particular on molecular nanoparticles, in which the
building blocks are molecular species, such as small organic molecules, held together
by van der Waals interactions rather than by covalent or ionic bonding. Molecular
nanoparticles made from organic molecules have been been shown to be useful for a
variety of applications as varied as medical and biological imaging,9 optically functional
materials,10 nano-scale electronics,11 and drug delivery.2 The reason for this focus is be-
cause the mechanism for the formation of molecular nanoparticles is relatively simple
compared to other types of nanoparticles, such as metal, semiconductor, or polymeric
nanoparticles. Polymeric nanoparticles are generally prepared by in situ polymeriza-
tion of the monomer precursor,6 while metal or semiconductor nanoparticles are most
often prepared from soluble precursor species which are chemically reduced in order to
form the particles.12 Molecular nanoparticles can be formed simply by van der Waals-
induced aggregation of the dissolved molecular building blocks into clusters. The lack
of electrostatic charges or chemical changes allows much of the essential physics of the
formation to be captured using a relatively simple coarse-grained molecular dynamics
model similar to those used in the previous chapters. This initial study could potentially
pave the way for more complex models that might include formation of other classes of
nanoparticles from chemically distinct precursors.
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Molecular nanoparticles can also be used to increase the bioavailability of hydrophobic
pharmaceuticals.2 A great number of potentially useful drugs suffer from very poor water
solubility due to their hydrophobic nature. These materials must be encapsulated by
surfactants or other delivery agents, which may complicate preparation or even increase
toxicity. Nanoparticles may be dispersed in aqueous media easily by virtue of their small
size. One example of their use is the use of molecular nanoparticles of a photosensitizing
anticancer drug for treatment of tumors by photodynamic therapy.13 This involved in-
jection of a infrared activated drug followed by illumination of the tumor with infrared
light, and was demonstrated to be effective without the need to surfactant stabilizers.
The optical properties of molecular nanoparticles open up a range of possible appli-
cations. One such application is as pigments. Color liquid-crystal display make use of
organic pigment particles. These particles have high thermal stability compared to dyes
(the difference between pigments and dyes being that the latter are in solution form),
but because of their particulate nature, they scatter the light and reduce the contrast of
the display. It has been shown that the scattering problem can be eliminated by using
nanoparticle pigments 25 nm in size.14 Molecular nanoparticle can also act as a highly
efficient light source via electroluminescence. Several studies have shown that the quan-
tum efficiency of electroluminescent molecules can be greatly enhanced when aggregated
into nanoparticles compared to free molecules in solution, making them a promising ma-
terial for use in organic light emitting diodes.15,16 Similarly, molecular nanoparticles have
been shown to be effective enhancers of light adsorption in solar cells.17,18
Several methods have been developed for the preparation of molecular nanoparticles.19
A common and relatively simple approach is the reprecipitation method.20,21 This in-
volves the injection of a small volume of a solution of the molecular species in good
solvent, into a much larger volume of a poor solvent (but one in which the initial solu-
tion is miscible). The rapid change in solubility causes the precipitation of the solute,
and dilute conditions and rapid stirring favor the formation of a large number of nano-
particles as opposed to a smaller number of larger particles. The particle size can be
controlled in several ways, for example by varying conditions such as temperature and
concentration,20 or by adding additional stabilizing agents such as polymers or surfac-
tants.19,22 An advantage of the method is that with some modifications it can be used
to produce nanoparticles on industrial scales.23 A disadvantage is that particles may
aggregate together during the process, although this can potentially be overcome using
stabilizing additives.
A more sophisticated approach is to use a template to direct the nucleation and growth
of the nanoparticles. A number of studies have shown that solid porous templates made
from materials such as silica can be used to prepare molecular nanoparticles.11,24 A
common method is to penetrate the porous substrate with a solution of the molecular
species, then initiate precipitation by allowing the solvent to evaporate or cool. As the
concentration increases or temperature decreases, the solution becomes supersaturated
and the solute begins to precipitate within the confinement of the pores, imparting
control over the size and morphology. It is also possible to use a pattern of wettability
to control the precipitation, as shown in Figure 5.1, where the particle size and geometry
are controlled by tuning the pattern size. Alternatively, surfactants or polymers can be
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used to generate a soft template, which can then be used to direct the nanoparticle
formation.25–27 The interaction of the template with the molecular nanoparticle building
blocks can be tuned by adjusting the chemical functionality of the template molecules.
The method proposed in this chapter involves the in-situ formation of a soft template
formed by the constrained dewetting of polymer brushes. As described in Chapter 3,
as solvent is removed from a polymer brush of low enough grafting density, the brush
and solvent will break up into discrete aggregates, which could potentially confine the
nucleation of the solute molecules into nanoparticles. The concept will be discussed in
detail in Section 5.1.1 and a simple theoretical analysis of the problem will be presented
in Section 5.2. A molecular dynamics study of a model system will be described in
Section 5.3, and potential applications of the method are discussed in Section 5.4
5.1.1. Nucleation induced by evaporation
In this section the physics of nucleation induced by the evaporation of a thin film will
be discussed, and how this process can be guided by controlling the dewetting of the
film in the late stages of the evaporation. Consider a dilute solution where the solute
is a small molecule, placed as a thin film onto a smooth solvophilic planar substrate,
such as a silicon wafer or smooth gold surface. Such a solution could be drop-cast onto
the substrate and allowed to evaporate. As the evaporation of the solvent proceeds, the
concentration will gradually increase until it passes the saturation concentration and
the solution becomes supersaturated. At some point this supersaturation will cause
nucleation of solid particles of the solute to occur. In the absence of a seed particle,
this nucleation does not occur when the solution reaches the saturation concentration,
because of the increase in surface energy that comes with the nucleation of a new phase.
According to classical nucleation theory,28 the total change in free energy ∆G due to
the formation of a cluster consisting of n solute molecules is given by:
∆G = −n∆µ+ 4pir2γ (5.1)
where ∆µ is the change in chemical potential for a molecule moving from the solution to
solid phase, r is the radius of the cluster, and γ is the interfacial tension. When a small
nucleus of solute forms, the surface tension term dominates and the cluster is unstable.
There is a critical radius above which the chemical potential term (the magnitude of
which increases as n ∝ r3) dominates and stabilizes the cluster. At the saturation
concentration, the rate of formation of stable clusters is vanishingly low, but increases
rapidly as the concentration and probability of collisions increases.
As the evaporation of the solvent continues, existing stable nuclei will grow, and
new ones will form. If the evaporation is slow enough, large particles will consume
the available excess solute around them and inhibit the formation of new clusters. If
new stable clusters do form, they may be consumed by the larger ones via Ostwald
ripening,29 which involves migration of solute from the smaller to the larger cluster by
diffusion through solution in order to reduce the total surface energy of the system. If
the evaporation is more rapid, there is more opportunity for nucleation of new stable
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Figure 5.1: Optical micrograph of a hydrophobized glass substrate patterned with
0.5 mm × 0.5 mm hydrophilic gold squares. The substrate was used to control the
dewetting of a film of an aqueous solution of glycine as the water was evaporated.
The difference in wettability caused solution droplets to become isolated on the
gold squares before precipitating glycine crystals. Reprinted with permission from
Lee, I. S., Kim, K. T., Lee, A. Y. & Myerson, A. S. Crystal Growth & Design 8,
108113 (2008).30 Copyright 2008 American Chemical Society.
clusters to outpace growth of the existing ones, which results in a larger number of
smaller particles. Aggregation of the nucleated particles is also likely to occur.
The presence of a solid substrate can promote nucleation by lowering the free energy
barrier to nucleation. The presence of an existing solid-liquid interface at which the
new phase can form reduces the amount of new surface which must be created by the
nucleation, and therefore reduces the increase in surface energy such that nucleation can
occur at lower concentration.
5.1.2. Controlling particle formation with dewetting
At some stage during the evaporation, the film thickness will decrease to the point at
which the film destabilizes and starts to undergo dewetting, resulting in the formation
of droplets on the surface. If, at this point, the solute has not begun to nucleate, then
as the individual droplets shrink, the concentration within them will increase, and the
solute will nucleate and grow (and possibly aggregate) within the confinement of the
droplets. The final size and spatial distributions of the particles will then be strongly
influenced by the length scale of the film breakup.
It has been shown that by controlling the dewetting process one can control the final
size and distribution of the nucleated particles. This can be achieved by patterning
solvophilic squares onto a solvophobic background, such that as the film dewets the
liquid migrates to the solvophilic regions to form droplets with a well defined size and
location.30,31 The resulting distribution of particles in one such study30 is shown in
Figure 5.1.
It is relatively straightforward to pattern substrate wettability on microscopic length
scales. On the nano-scale such a top-down approach is less practical due to the relative
difficulty of patterning with a resolution at this length scale. Even if such a pattern was
prepared with a period on the order of 100 nm or less, it is likely that the free energy cost
of spreading over the hydrophobic surface would be outweighed by the cost of forming
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the extremely high surface area which would result from a large number of nano-scale
droplets.
As discussed in Chapter 3, polymer brushes offer a means to control the dewetting of
thin films on nanoscopic length scales using constrained dewetting. The length scale of
constrained dewetting can be of the order of a few times the mean separation between
chain anchor points. In this case the free energy cost of stretching the tethers drives
the formation of small aggregates, rather than a pattern of wettability. As described in
Section 3.3.1, above a critical grafting density given by Equation 1.14, which depends
on the chain length and polymer surface energy, constrained dewetting does not occur
and a homogeneous film is formed.
A polymer brush covered by a thin film of a good solvent will be swollen by the solvent
and display no long-range order. As discussed in Chapter 3, if the solvent is allowed
to evaporate from this surface, at some stage the polymer-solvent layer will begin to
dewet from the underlying substrate. This thickness of the film will be lower than that
of the completely swollen polymer brush at this time (on the order of nanometers to
tens of nanometers). As more solvent evaporates the remaining polymer and solvent
will collapse into discrete aggregates, the number density and size of which will depend
on the grafting density, chain length, and surface energy.
Now consider the scenario described in Section 5.1.1 in which a thin film of a dilute
solution of a small molecule evaporates from a substrate, but now with a polymer brush
grafted onto the substrate with a grafting density low enough such that a pinned or
pancake micelle pattern is formed when dry. As the evaporation proceeds, the film
break-up will be constrained by the presence of the polymer, resulting in very small and
evenly distributed aggregates of polymer, solvent, and solute. If the solution is dilute
enough that the solute precipitates only after the collapse of the film, then the solute
nucleation could be confined on nanoscopic length scales. This scenario is illustrated
schematically in Figure 5.2.
In the following sections a study of the scenario described above is presented, including
a simple theoretical analysis and molecular dynamics simulations which examine the
potential of such a system to generate nano-sized particles confined to the polymer
aggregates, and the possible influence of various parameters on the process including
solubility, grafting density, and solute surface excess.
5.2. Simple theory
In this section a simple analysis of the system described in the previous section is pre-
sented, with the aim of identifying some of the relationships between important quan-
tities such as the solute concentration, solubility, and the resulting particle size. The
results of this analysis are then used to test the feasibility of producing nano-sized crys-
tals of small organic molecules under experimentally accessible conditions.
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Figure 5.2: Schematic illustration of a thin solution film deposited on a polymer
brush. As the solvent is allowed to evaporate, the precipitation of the solute is
confined by the formation of the polymer aggregates.
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5.2.1. The model
Let hfilm(t) and φfilm(t) be the height of the film and concentration of solute in the film
respectively at a time t, and let Γsolute be the amount of solute in the film per unit area of
substrate. These quantities are related by Γsolute = φfilm(t)hfilm(t). Let tB be the time at
which constrained dewetting begins and film breaks apart, and tnuc be the time at which
the nucleation of solute occurs. Let S be the saturation concentration of the solute in
the bulk, and let us assume that the concentration at which nucleation occurs is given
by φfilm(tnuc) = kS, where k is a constant greater than unity.
In order for the dewetting of the film to constrain the nucleation, the concentration at
the break up time needs to be less than that required for nucleation i.e. φfilm(tB) < kS.
The maximum allowed Γsolute to avoid early nucleation can then be derived in terms of
the solubility, nucleation coefficient, and film height at the time of breakup:
Γsolute < kShfilm(tB) (5.2)
From this a bound on the average particle size can be derived. Let us take the con-
centrations as being expressed in terms of mass per unit volume (this is more commonly
used to report solubility, as opposed to moles per unit volume). An upper bound on the
average particle mass mp is then given by the product of the surface excess multiplied
by the average area per polymer aggregate Aparticle, such that the target average particle
mass is constrained by:
mp < kSAparticlehfilm(tB) (5.3)
Particle size is more usually reported as a radius or diameter rather than mass. This
can be derived assuming a particle density of ρp:
rp =
(
3
4pi
Vp
) 1
3
(5.4)
=
(
3
4pi
mp
ρp
) 1
3
(5.5)
rp <
(
3
4pi
kSAparticlehfilm(tB)
ρp
) 1
3
(5.6)
where Vp is the average particle volume.
The polymer pattern has been shown experimentally using atomic force microscopy
to have length scales ranging from 10 nm to 100 nm, which can be controlled by simply
by adjusting the grafting density, as was shown in Chapter 3, or the chain molecular
weight.32
The concentration of the initially deposited solution φi required to obtain maximum
surface excess (Equation 5.2) depends on the initial film thickness hi:
φi = kS
hfilm(tB)
hi
(5.7)
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S ρp Aparticle φi rp
solute solvent (mg/ml) (g/cm3) (nm2) (µg/ml) (nm)
glycine water 227[33] 1.161[33] 100 9.1 3.6
10000 9.1 17
cortisol ethanol 15[34] 1.24[35] 10000 0.6 6.6
β-carotene THF 10[36] 1.00[33] 10000 0.4 6.2
C60 toluene 3[37] 1.65[38] 10000 0.12 3.5
Table 5.1.: Maximum average nanopaticles sizes obtainable near room tempera-
ture using a polymer brush which collapses at 10 nm thickness. Initial concentra-
tions are listed for a drop-coating volume of 25 µL/cm2
5.2.2. Predictions for real systems
Predicted lower bounds on the values of φi and rp for several potentially interesting
solute-solvent systems are reported in Table 5.1. This requires estimates of typical values
for the parameters hfilm(tB), kS, hi, ρp, and Aparticle. The AFM images in reference [32]
provide an indication of realistic values of Aparticle and hfilm(tB). The larger polymer
aggregates in that article, which appear to be in the pancake micelle regime, have a
height on the order of 10 nm, which should be of similar magnitude as the height at
the time of film break-up. The area per aggregate was on the order of 10000 nm2 for
the larger aggregates, down to around 100 nm2 for the smaller ones. For the initial film
thickness a drop-coating scenario will be assumed in which 25 µL is deposited on a 1 cm2
substrate.
There are two properties that are difficult to estimate: the value of the constant k
which determines the supersaturation required for the formation of stable solute nuclei;
and the effect of the polymer on the solubility of the solute. In the case of the former,
assuming k ≈ 1 gives us a lower bound on the maximum allowed surface excess. Simi-
larly, there are many studies showing that the presence of polymers in aqueous solutions
of organic pharmaceuticals tends to enhance solubility and inhibit precipitation39–42 – a
property which is exploited to increase the bioavailability of pharmaceuticals. A lower
bound on the maximum particle size can therefore be estimated by assuming the solubil-
ity of the solute in the polymer is equal to that in the solvent. The calculations assume
that the experiment would be carried out at room temperature, however it is likely that
increasing the solubility by operating at higher temperatures could be advantageous,
providing access to larger particle sizes if required.
The calculations suggest that the synthesis of nanometer-scale particles with radii on
the order of 1 nm to 10 nm could be feasible by the proposed method. The required
concentrations would be in the range of 0.1 ppm to 10 ppm which, while very dilute,
can be easily prepared.
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5.3. Molecular dynamics
While the analysis in Section 5.2 placed bounds on the average particle size per polymer
aggregate, and suggested this could be of an appropriate order of magnitude for useful
applications, it provided no indication of the influence of the details of the interaction
between solute, polymer, and solvent on the nucleation process. The analysis assumed
that the solute would be evenly distributed between polymer aggregates, which may not
be the case. A coarse-grained molecular dynamics model was developed, described in
Section 5.3.1, in order to study these factors and provide some insight into the details
of the proposed system. The effects of changes in variables such as evaporation rate,
grafting density, solute solubility, and surface excess, are described in the following
sections.
For consistency in terminology, in this section collections of solute particles which
form in the simulations are referred to as “clusters”, while collections of polymer chains
will be referred to as “aggregates”.
5.3.1. Simulation method
The simulation model was as described for Chapter 3 except for the differences noted
here. In addition to the solvent and polymer particles, an additional type of mobile
Lennard-Jones particle was included, which will be referred to as the solute. The solute
potential  parameters were chosen such that solute particles had a relatively strong
attraction to other solute particles, in order to encourage the formation of clusters with
low vapor pressure, and also a strong attraction to the solvent and polymer, such that
these materials would act as a solvent for the solute with a finite solubility.
In initial simulations the choice of solute interaction  Lennard-Jones parameters was
constrained such that UV = UM =
√
UU, where “V” denotes the solvent, “M” de-
notes the monomer of the polymer, and “U” denotes the solute. The reasoning for this
restriction was as follows: the dispersion force between two molecules, represented in
the model by the attractive term of the Lennard-Jones (see Section 2.2.1), is propor-
tional to the product of the polarizabilities of the molecules. If we make a simplifying
assumption that the forces between any two interacting particles, which we will label i
and j, are dominated by dispersion forces, the choice of epsilon values can be restricted
by assigning nondimensional quasi-polarizabilities αi and αj to the two particles, and
propose that ij = αiαj. While this treatment is not a precise model of interaction
forces between different molecules – neglecting factors such as the effect of differences in
ionization potentials on dispersion forces, the possibility of other van der Waals forces,
or the fact that changing epsilon also modifies the repulsive term of the Lennard-Jones
interaction – it serves the purpose of providing a guide to physically reasonable relative
strengths of the interactions between different components of the system.
The parameters αV and αM were set to unity, such that:
VV = MM = MV = 1 (5.8)
as was used for the model in Chapter 3. Initial simulations were restricted to changes
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in the value of αU. A value of αU =
√
3 ≈ 1.73205, such that UU = 3, and UV =
UU = 1.73205, was found to satisfy the conditions mentioned above, that the solute
was completely dissolved in the presence of enough solvent or polymer, but precipitated
into compact solute clusters with low vapor pressure at high concentration, as seen in
the example control system shown in Figure 5.3D.
An isothermal evaporation was modeled by removing solvent from the upper region of
the simulation box in a similar manner to the simulations in Chapter 3. Solvent particles
were removed from the upper vapor phase region of the simulation box. Three different
evaporation rates were studied. The evaporation rate can be quantified in terms of the
solvent flux density J , the number of solvent atoms removed per σ2 area of substrate
per unit time. However in the discussions to follow it will be convenient to describe the
evaporation rate in terms of the reciprocal of the solvent flux density J−1, the amount
of time taken to remove one solvent particle for each σ2 area of substrate, which will be
referred to as the inverse flux density. The values of J−1 tested were 3000τσ2, 5000τσ2,
and 8000τσ2. Between 3 to 8 solute particles were removed at a time, with the number
of time steps between removals adjusted to bring the actual inverse flux density as close
as possible (within 1%) of the target value – with some discrepancy inevitable due to the
discrete nature of the solvent. Simulations were continued for at least 4000τ after the
point in time at which 10 solvent particles were remaining in the system. A threshold
of zero was not used, because of the possibility of a solvent particle becoming trapped
within the polymer or solute aggregates for an extended time.
Independent Langevin thermostats (described in Section 2.5) were imposed on the
monomers and solvent, with different friction coefficients: 0.1τ−1 for the solvent, to
compensate for the loss in energy during the evaporation while solvent particles were
removed; and 0.01τ−1 for the monomers, which was sufficient to maintain the tempera-
ture after the removal of the majority of the solvent. No thermostat was applied to the
solute particles, as it was not necessary to maintain the overall temperature, and there
was some concern that this might have inadvertently influenced the nucleation process.
Simulation boxes with height 30σ and width 64σ, 66σ, and 65σ (for polymer chain
anchor spacings 8σ; 6σ and controls; and 5σ respectively) were employed. Solvent and
solute particle which crossed the top boundary were reflected back down into the box.
Solvent particles were removed from the region within 5σ from the top of the box.
A matching control simulation was carried out for each evaporation rate, solute con-
centration, and solubility tested. These involved running the same parameters without
any polymer, and using a solvophilic solid substrate with substrate−solvent = 1.0, as op-
posed to 0.5 for the polymer brush simulations. The more attractive substrate was
modeled because, on the default solvophobic substrate in the absence of the polymer,
the liquid film would dewet into one large droplet during the evaporation. This led to the
trivial result of a single large solute cluster every time. On the solvophilic substrate, the
solvent would dewet only in the final stages of the evaporation, creating a situation in
which multiple solute clusters have maximum opportunity to form. The solute-substrate
interaction was held at 0.5 for the controls, as for the polymer simulations.
Polymer brush simulations were run in triplicate, with different random seed values
used for the initial placement of solvent and solute particles, initial velocities, and ran-
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dom thermostat forces. Control simulations with no polymer were run only in duplicate,
as the lack of polymer break up reduced the variability in the result and the need for
additional repeats.
5.3.2. Convention for time normalization
In order to aid comparisons between simulations performed at different evaporation rates
and different amount of initial solvent, a convention for describing the time coordinate
during the simulations is defined in this section. In order to quickly judge how near an
evaporation is to completion, it was convenient to define t = 0 as being the extrapolated
end of the evaporation. This was not the same as the actual time at which the last solvent
particles are removed, because solvent particles are only removed from the system if they
are present in the upper region of the simulation box on a time step when particles are
to be removed. Near the end of the evaporation, it is sometimes the case that all
the remaining solvent was temporarily trapped within the polymer brush, delaying the
removal. However when this occurred the amount of remaining solvent was typically low
enough so as not to have a dramatic effect on the polymer brush or solute structure.
Negative times therefore correspond to times prior to the extrapolated end of the
evaporation. In order to quickly determine the amount of solvent still present in the
evaporation at a reported value of time, all values of time will be normalized by multi-
plying by the solvent flux density J . Times will therefore be reported in units of J−1σ−2.
This choice of time coordinates conveniently indicates the expected amount of solvent
remaining in the simulation, for example at t = −2J−1σ−2 there are approximately 2
solvent atoms remaining per σ2 of substrate area (some of which will be in the vapor
phase, rather than actually on the substrate).
5.3.3. Influence of the polymer on nucleation
The evolution of the control systems over the course of the evaporation, an example of
which is shown in Figure 5.3, was similar regardless of solubility or solute surface excess.
In the early stages of the simulation, the solute was completely dissolved by the solvent
as seen in Figure 5.3A (solvent not drawn for clarity). As the solvent was removed,
the solute concentration increased, and small aggregates of solute particles were formed
(Figure 5.3B). In some cases the small clusters re-dissolved, but at some point one or
more (very rarely more than two in the control systems) persisted and grew as seen in
Figure 5.3C and D. These clusters moved around the surface and, given enough time,
tended to eventually encounter and merge with each other. A repeat of the simulation
shown in Figure 5.3 is shown in Figure B.1 in Appendix B.
In Figure 5.4 snapshots are shown of a simulation with the same parameters as used
in the control in Figure 5.3, but with the inclusion of a polymer brush with grafting
density 2.78× 10−2 chains/σ2, with a chain length of 24 monomer units. The system
started in the homogeneous state shown in Figure 5.4A, with a completely swollen brush
and dissolved solute. As solvent was removed the brush began to break up, as shown
in Figure 5.4B, in which polymer-rich and deficient regions can be seen resulting from
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(A) t = −5.12J−1σ−2 (B) t = −4.24J−1σ−2
(C) t = −3.36J−1σ−2 (D) t = −0.94J−1σ−2
Figure 5.3: Top-down view of simulation snapshots from a representative example
of nucleation over time in a control simulation with no polymer. Red spheres
correspond to solute particles. Solvent and substrate particles have been omitted
for clarity. The solute particles are drawn with a diameter equal to σ. Labels
indicate the time at which the snapshot was taken relative to the extrapolated
end of the evaporation (see Section 5.3.2 for details). The amount of solute per
unit surface area was 0.05σ−2, and the inverse solvent flux J−1 = 8× 103τσ2. The
width of the snapshot is 64σ. Later in the simulation the two clusters seen in D
collided and combined to form a single cluster. A duplicate run with a different
random seed value resulted in the nucleation of only one large cluster, and is shown
in Figure B.1 in Appendix B.
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(A) t = −6.00J−1σ−2 (B) t = −4.24J−1σ−2
(C) t = −2.92J−1σ−2 (D) t = +0.16J−1σ−2
Figure 5.4: Snapshots of a simulation of nucleation over time in the presence
of a polymer brush. Simulation parameters were the same as in the control in
Figure 5.3. Red spheres correspond to solute particles, and are drawn with a
diameter of 1σ. Pale blue spheres represent monomer units of the polymer and
are drawn with a diameter of 0.5σ for clarity, although they are actually the same
size as the solute particles. Solvent and substrate particles are not shown for
clarity. The grafting density was 2.78× 10−2 chains/σ2 (chain anchor separation
of 6σ) and the width of the snapshot is 66σ. In two repeats with different random
seeds, 3 and 4 large solute clusters formed respectively, and are shown in figures
Figures B.2 and B.3, Appendix B.
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Nucleation controlled
by polymer
Figure 5.4, p. 104
Lower grafting density
Figure 5.13, p. 117
Higher grafting density
Figure 5.14, p. 118
Higher concentration
Figure 5.9, p. 110
Higher solubility
Figure 5.10, p. 112
Faster evaporation
Figure 5.6, p. 106
Figure 5.5: Summary of the relationship between figures showing the evolution
of the system for different parameters.
the formation of worm-like features. At this stage the solute still remained completely
dissolved. As the evaporation progressed further, as seen in Figure 5.4C, the break-up
of the film continued with the formation of discrete surface aggregates, within which
solute clusters began to nucleate. This process continued as seen in Figure 5.4D, with
the fission of larger aggregates into smaller ones. At this point several clusters contained
large solute aggregates, while others contained only small amounts of solute, dissolved
by the polymer and the little remaining solvent.
Comparing the simulation in Figure 5.4 with the control in Figure 5.3, it is clear that
the presence of the polymer was effective in constraining the nucleation process. The
solute was distributed more evenly across the surface, and the polymer separated the
nucleated solute clusters to prevent aggregation. Despite the improvement relative to
the control, the distribution of solute between the polymer aggregates was still relatively
uneven. This was due in part to the fact that while the nucleation occurred after the
film started to break apart, the polymer aggregates continued to fissure into yet smaller
aggregates after the nucleation had taken place. If a large polymer aggregate containing
a solute cluster breaks in two, the solute cluster must go into one or the other of the
two child aggregates. Because the solute cluster will have already consumed much of
the dissolved solute in the initial parent aggregate, it is unlikely that enough solute will
remain in the deficient child aggregate to allow a new cluster to nucleate. The following
sections (5.3.4, 5.3.5, and 5.3.6) describe the effects on the nucleation process of changes
in the evaporation rate, solute concentration, solubility, and grafting density. In each
of these sections, figures similar to Figure 5.4 are included, illustrating the qualitative
differences in the evolution of the system due to the changes in the parameters. The
relationship between these figures is summarized in Figure 5.5.
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(A) J−1 = 1.7× 103τσ2 (B) J−1 = 3.0× 103τσ2
(C) J−1 = 5.0× 103σ2τ (D) J−1 = 8.0× 103σ2τ
Figure 5.6: The end result of evaporations at four different rates, expressed in
terms of the inverse flux density i.e. the time taken for one particle per 1σ2 area
of substrate to be removed. Evaporation rate was varied while solute content
(0.05σ−2), grafting density (2.78×10−2 chains/σ2) and interaction potentials were
left unchanged. Snapshots from repeats of these simulations can be seen in Fig-
ures B.4 and B.5.
5.3.4. Influence of the evaporation rate
An important consideration is the effect of the evaporation rate on the solute nucleation
and distribution. For a fast enough evaporation rate, an even distribution of solute is
trivial to obtain, as the collapse of the polymer could then outpace the formation and
growth of cluster nuclei. Such an evaporation rate would be orders of magnitude faster
than that achievable experimentally. Running the molecular dynamics simulations with
physically realistic evaporation rates is not possible due to the impractically high compu-
tational resources required. Compare simulations conducted at several computationally
accessible evaporation rates can help to gain some insight into how the system might
behave at experimentally accessible rates, and whether this behavior is likely to reflect
that which would be observed if the simulation could be run at lower, experimentally
accessible evaporation rates.
Figure 5.6 shows the results of four simulations at different evaporation rates, increas-
ing from A to D. The rates are expressed in terms of the inverse flux density J−1,the
time taken for one particle per 1σ2 area of substrate to be removed. The results of the
four simulations were not dramatically different, with approximately six solute clusters
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Figure 5.7: Change in the mass average solute cluster size n¯m over time for
three different evaporation rates, each simulated three times. Curves have been
smoothed by averaging values over an interval of ∆t = 0.2J−1σ−2, and the error
bars indicated the standard deviation of the averaged points.
formed in each case. Although the evaporation rates employed in the simulations are
much higher than experimentally accessible, these results suggest that they are slow
enough as to not significantly perturb the qualitative behavior of the system.
In Figure 5.7 quantitative results are shown for the effect of the evaporation rate on
the evolution of the three systems in Figure 5.6, along with two additional repeats for
each case with different random seeds. Figures 5.7 shows mass average size of the solute
clusters, including any grouping of two or more solute particles (i.e. excluding only
lone particles) as a function of time. For the purposes of determining which particles
had grouped together into a common cluster, particles were considered connected if
their centers were separated by less than 1.5σ. The mass average, as opposed to the
arithmetic average, of n clusters if the ith cluster contains Ni identical particles of mass
m, is defined as:
n¯m =
∑All Clusters
i=1 mn
2
i∑All Clusters
i=1 ni
(5.9)
The mass weighted average is a useful metric for tracking particle nucleation and
growth because it is more sensitive to the larger clusters which correspond to permanent
solute clusters, as opposed to chance temporary encounters of a handful of dissolved
solute particles.
In all the curves a steep increase in n¯m began near t = −4J−1σ−2, which indicates
the point at which the solute had begun to precipitate and form large clusters. If
the evaporation was proceeding so quickly that it outpaced the rate of solute cluster
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nucleation or growth, some lag in the increase in n¯m would be expected for the lower
rates compared to the higher ones. No such lag was observed, as the onset of the steep
rise occurred at a similar stage in all cases. In the growth phase, two of the simulations at
the fastest evaporation rate, J−1 = 3× 103τσ2, appeared to lag in the growth stage, but
not to the extent that this could clearly be attributed to the evaporation rate rather than
random chance. Indeed, two of the simulations at the intermediate evaporation rate,
J−1 = 5× 103τσ2 experienced earlier cluster growth than occurred during the slowest
evaporation rate J−1 = 8× 103τσ2, implying no significant trend. These observations
suggest that the solvent was being removed slowly enough that it was not significantly
biasing the results towards a greater number of large solute clusters.
Throughout the remaining sections of this chapter, results are shown for the three
evaporation rates as the effects of changing concentration, solubility and grafting density
are discussed. Differences and similarities at different evaporation rates will be noted.
5.3.5. Changes in concentration and solubility
As described in Section 5.2, it is expected that in order for the precipitation of the
solute to be constrained by the polymer layer, and thus form nanoparticles, nucleation
of solute clusters must occur after the onset of constrained dewetting. The time at which
nucleation occurs, tnuc, depends predominantly on the concentration and solubility of
the dissolved species. The time of nucleation can be difficult to determine precisely, as
persistent, stable nuclei are difficult to distinguish from chance encounters of dissolved
solute particles or small nuclei which have not reached the critical size required for
stability. The nucleation time was approximated using the parameter which will be
denoted t
(10)
nuc , the first time in a simulation at which for all future times there was at
least one solute cluster containing at least 10 solute particles. In some low concentration
simulations nucleation of clusters of this size did not occur until some time after the
evaporation completed, or not at all, and for the purposes of plotting the results, t
(10)
nuc was
defined as zero under such circumstances. The use of t
(10)
nuc for quantifying the nucleation
time provided a good approximation in the lower solubility case (UM = 1.732) but in
the high solubility case (UV = 1.9) the nucleation occurred at a significantly later time,
due to the larger size required for a stable nucleus.28
Shown in Figure 5.8 is t
(10)
nuc as a function of the solute surface excess. For a given solu-
bility t
(10)
nuc moves towards earlier times approximately linearly with the surface excess of
solute. This was as expected, given that clusters of a particular size should appear when
a particular critical concentration is reached, and the time taken for a given concentra-
tion to be reached depends linearly on the initial concentration. The results confirmed
that t
(10)
nuc did not depend strongly on the evaporation rate, as discussed in Section 5.3.4.
The gradient of the trend was slightly steeper for very late nucleation times. This might
have been caused by the fact that the solubility of the solute in the polymer was greater
than in the solvent, and in the late stages of the evaporation the amount of polymer
compared to solvent was much greater, delaying nucleation.
The simulation depicted in Figure 5.4 shows the case where nucleation followed the
break up of the film. A different regime can be seen in Figure 5.9, in which the amount
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Figure 5.8: Nucleation time t
(10)
nuc as a function of solute surface excess. Results
are shown for two different solubilities (UV = UM = 1.732 and 1.9), and three
different evaporation rates(J−1 = 3× 103τσ2, 5× 103τσ2, and 8× 103τσ2). The
nucleation time was approximated as the earliest time in the simulation after which
a cluster consisting of at least 10 solute particles always exists. This provided a
good approximation for the lower solubility case (UV = 1.732) but in the high
solubility case (UV = 1.9) the nucleation occurred significantly later than this
time. The grafting density was ρ = 2.78× 10−2σ−2. For clarity, markers for
J−1 = 5× 103τσ2 and J−1 = 8× 103τσ2 have been offset in the horizontal axis by
0.002σ−2 and 2 × 0.002σ−2 respectively. Three repeats are plotted for each set of
parameters.
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(A) t = −8.00J−1σ−2 (B) t = −5.68J−1σ−2
(C) t = −4.23J−1σ−2 (D) t = +0.12J−1σ−2
Figure 5.9: An example of a simulation in which nucleation occurred before sig-
nificant breakup of the polymer brush, due to a higher concentration of solute.
Simulation parameters were the same as for the system in Figure 5.4, except for
the concentration, which was increased from 0.05 to 0.11 particles/σ2. Two re-
peats with different random seeds, both of which are shown in Appendix B. In
Figure B.6 three very large clusters formed, while in Figure B.7 one very large
cluster and several smaller ones formed.
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of solute was 0.11σ−2, compared to 0.05σ−2 in Figure 5.4. Even at the very early stage
in Figure 5.9B, before the film had started to break apart, a solute cluster nucleus could
clearly be seen. By the time the film break up was under way in Figure 5.9C, two large
clusters had already formed and sequestered a significant fraction of the available solute
particles. Because the polymer collapse had not yet occurred, no constraint was placed
on the growth of the initial nuclei, which were therefore able to inhibit the formation
and growth of additional nuclei. At the end of the evaporation, shown in Figure 5.9D,
only the two clusters had grown very large, although one smaller cluster had managed
to form after the constrained dewetting had isolated it from the larger two. In the two
repeats, in Figure B.6 three very large clusters formed, while in Figure B.7 one large
cluster and several smaller ones were formed, indicating that the result can be highly
variable when the nucleation occurs prior to film break up.
The analysis in Section 5.2 suggested that an increase in concentration may be coun-
teracted by an increase in the solubility of the solute, which would delay the nucleation
to a later time. In the molecular dynamics simulations, the solubility was controlled by
changing the strength of the interaction between solute and solvent as well as between
solute and monomers, via the UV and UM parameters, which were varied together (i.e.
UV = UM always) while holding all other interactions constant. Values investigated
in addition to the UV ≈
√
3 included UV = 1.5, 1.6, 1.9. In the lower solubility
experiments with UV = 1.5 and 1.6 it was found that the weaker interaction of the
solute with the solvent and monomers allowed dissolved solute to escape easily into the
vapor phase. This clearly biased the system towards larger clusters, and so these results
will not be presented here.
Shown in Figure 5.10 is a system in which the solute concentration was the same as
in Figure 5.9, but UV and UM was increased from
√
3 to 1.9. As seen in Figure 5.8,
for a solute surface excess of 0.11σ−2, this delayed the nucleation time by approximately
1J−1σ−2, such that it occurred at a time comparable to (slightly later than) the nucle-
ation time in the system shown in Figure 5.4. Nucleation in this case did not occur until
the late stages of the dewetting (Figure 5.10C). The result was that an even distribution
of the solute was again recovered, as seen in the snapshots shown in Figure 5.10D, in
which most polymer aggregates contained a large persistent solute cluster.
The post-evaporation states of a selection of simulations run with different solute
surface excesses Γsolute and both values of UV are shown in Figure 5.11, as well as
Figures 5.9D and 5.10D. It is clear from these images that as the surface excess was
increased, solute cluster size also increased. At the higher solubility, the cluster size
appeared slightly smaller, and the distribution of solute between the aggregates more
even. However qualitative observations alone, while useful, are insufficient due to the
considerable variability between repeats of the simulations.
Two metrics were used to quantitatively characterize the state of the solute at the end
of the evaporation. In Section 5.3.4 the mass-average solute cluster size n¯m was intro-
duced in order to characterize the precipitation of solute during the evaporation. The
value of n¯m at the end of the evaporation is shown in Figure 5.12A, averaged over a period
of 2500τ immediately after t = 0J−1σ−2 (at which time the amount of remaining solvent
was very low), and normalized by the total number of solute particles in the system
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(A) t = −6.00J−1σ−2 (B) t = 4.240J−1σ−2
(C) t = −3.36J−1σ−2 (D) t = +0.16J−1σ−2
Figure 5.10: Evolution of a system with increased solubility. Simulation param-
eters were the same as in the system in Figure 5.9 except for the solute-monomer
and solute-solvent parameter UV, which was increased from approximately
√
3 to
1.9. In two repeats with different random seeds very similar solute distributions
were obtained, which are shown in Figures B.8 and B.9.
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(A)
Γsolute = 0.03σ
−2
UV ≈
√
3
(B)
Γsolute = 0.05σ
−2
UV ≈
√
3
(C)
Γsolute = 0.07σ
−2
UV ≈
√
3
(D)
Γsolute = 0.03σ
−2
UV = 1.9
(E)
Γsolute = 0.5σ
−2
UV = 1.9
(F)
Γsolute = 0.7σ
−2
UV = 1.9
Figure 5.11: Snapshots of simulations taken at t = +0.16J−1σ−2, immediately
after the end of the evaporation, for three different surface excesses and two solu-
bilities, with a grafting density ρ = 2.78× 10−2σ−2. In all these cases nucleation
occurred early enough that the distribution of solute was well controlled. Examples
in Figures 5.9D and 5.10D show the case where the nucleation was well controlled
at the higher solubility but not the lower. The end-states of two repeats for each
parameter set are shown in Figures B.10 and B.11.
113
Chapter 5. Controlling nanoparticle formation using polymer brushes
2 4 6 8 10 12 14 16 18
×10−2
0.1
0.2
0.3
0.4
0.5
Surface excess Γsolute (σ
−2)
M
as
s
av
er
ag
e
so
lu
te
cl
u
st
er
si
ze
n¯
m
/n
to
t
J−1 (τσ2)
–
UM = UV ≈
√
3
3× 103
5× 103
8× 103
–
UM = UV = 1.9
3× 103
5× 103
8× 103
(A) Mass average solute cluster size at the end of the evaporation as a function of the solute
surface excess
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(B) Standard deviation of the number of solute particles per polymer aggregate divided by
the mean, ssol, at the end of the evaporation as a function of the solute surface excess.
Figure 5.12: Effect of changes in solute surface excess on the solute cluster size (A)
and distribution (B) for two different solubilities (UV = UM =
√
3 and 1.9), and
three different evaporation rates(J−1 = 3× 103τσ2, 5× 103τσ2, and 8× 103τσ2),
at a grafting density of 2.78× 10−2σ−2. For clarity, markers for J−1 = 5× 103τσ2
and J−1 = 8× 103τσ2 have been offset in the x-axis by 0.001σ−2 and 0.002σ−2
respectively. Error bars have been omitted to improve clarity, but were typically
of the order of the symbol size. Three repeats are plotted for each set of parameters.
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ntot. If all of the solute particles formed one single cluster, the normalized n¯m, n¯m/ntot,
would equal unity. The average cluster size does not provide information regarding the
degree to which the solute is evenly distributed between the polymer aggregates, and is
insensitive to aggregates which contain dissolved solute at insufficient concentration for
nucleation to occur. This evenness of the distribution can be characterized by calculat-
ing the standard deviation of the number of solute particles in each polymer cluster and
dividing by the mean, which we will denote ssol, and which is plotted in Figure 5.12B.
These values are an average over the 2500τ immediately after t = 0J−1σ−2. The errors
for individual measurements in n¯m and ssol have not been plotted to improve clarity, but
were less than -0.02 for n¯m and less than 0.2 for ssol.
Similarities were found in the trends in the results plotted in Figure 5.12A and 5.12B.
For lower values of solute surface excess, n¯m/ntot increased gradually, while ssol remained
constant. For the lower solubility simulations, with UV ≈
√
3, above a critical surface
excess, near Γsolute = 0.08σ
−2, both n¯m/ntot and ssol increased rapidly with surface
excess, indicating the formation of a small number (relative to the number of polymer
aggregates) of larger solute clusters. In the higher solubility simulations, no such turning
point was reached at this grafting density, and the formation of solute clusters remained
controlled with surface excesses as high as 0.18σ−2 tested. At lower grafting density a
transition was observed, which is discussed later in Section 5.3.6.
These observations support the qualitative observations above comparing the snap-
shots in Figure 5.11, as well as the end-states in Figure 5.4D, Figure 5.9D, and Fig-
ure 5.10D, that at lower surface excess the nucleation took place after the film had
broken up sufficiently to inhibit the mobility of the solute. The formation of large clus-
ters was then prevented and multiple smaller clusters were able to nucleate and grow,
isolated within different polymer aggregates, leading to a low n¯m/ntot and ssol. For a
large enough surface excess, the nucleation and initial growth of solute clusters preceded
the break up of the film, such that large clusters were able to form without constraint,
but the nucleation could again be brought under control by an increase in the solubility.
An effect not taken into account by the analysis in Section 5.2 is that even at the
end of the evaporation, some of the solute may be dissolved in the polymer rather than
aggregated into a cluster. Because the dissolved solute within the polymer should be
in approximate equilibrium with the precipitated solute clusters, the polymer should
contain dissolved solute at or near the saturation concentration. This effect was the
cause of the weak increasing trend in n¯m/ntot with surface excess in the low surface
excess regime, seen in Figure 5.12A. At low surface excess, the amount of dissolved
solute remaining after the evaporation was relatively large compared to the amount in
the clusters. An increase in surface excess should not result in a significant increase in the
amount of dissolved solute, because this is determined by the saturation concentration
of the solute in the polymer. Therefore, at higher surface excess the amount of dissolved
solute would be relatively similar, but represent a smaller fraction of the total amount
of solute, and less significant compared to the much larger clusters of solute. This can
be clearly seen comparing Figures 5.11A and C, D and F. In the lower surface excess
cases (A,D), a the majority of the solute appears to be dissolved, while at higher surface
excess (C,F) the majority has collected into clusters, with a relatively small amount still
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dissolved.
The dissolution of some of the solute within the polymer may also have contributed to
the decrease in n¯m/ntot when the solubility was increased, also seen in Figure 5.12A. The
higher solubility resulted in an increased saturation concentration within the polymer,
such that a greater fraction of the solute remained dissolved at the end of the evaporation.
This can be seen clearly by comparing Figures 5.11B and E, the latter clearly containing
more dissolved solute than the former. The analysis in Section 5.2 assumed that the
amount of material present in the resulting nanoparticles would correspond directly
with the amount of solute in the system. The possibility that a proportion of this might
remain dissolved could lead to nanoparticles with smaller than predicted dimensions.
Below the critical surface excess the evenness of the distribution of solute between
polymer aggregates, as characterized by ssol, was apparently insensitive to the surface
excess, although a significant amount of variation was present between repeats with
the same parameters. Because changing the surface excess changed the time at which
nucleation occurred, this result suggests that provided the nucleation occurs after a
particular time during the break up of the film, exactly when the nucleation occurs
has little affect on the final distribution. This could be seen as an advantage from an
applications perspective, since the nanoparticle size could be tuned within this range of
surface excesses while maintaining a similar relative cluster size distribution.
The standard deviation ssol and n¯m/ntot were significantly lower at higher solubility,
indicating a more even distribution of solute between aggregates and smaller – and pos-
sibly more – solute clusters. One contributing factor is the increase in the saturation
concentration mentioned above. This results in a greater amount of solute dissolved in
the polymer, decreasing the size of the solute clusters, as well as a greater amount of
solute present in aggregates which failed to gain enough solute for precipitation. At any
stage during the evaporation, the local concentration within the film should have no rea-
son to fall significantly below the saturation concentration, and therefore the minimum
amount of solute particles per polymer aggregate should be close to that corresponding
to the saturation concentration. If the saturation concentration is increased, on average
the amount of solute per aggregate should increase, and for a given solute surface excess
ssol must also decrease.
There appears to have been a slightly more even distribution at the fastest evaporation
rate tested (Figure 5.12B). This difference was relatively small compared to the random
variation in results between repeats under the same conditions, but appeared to persist
at different surface excesses. The trend was not apparent at the higher solubility. The
different was not great enough to be readily apparent in Figure 5.6. There are several
possible causes for less even distribution at slow rates. It could be the case that the
break up of the film due the evaporation outpaced the growth of the solute clusters,
allowing polymer aggregates with higher solute concentrations to be isolated.
However, another possibility is that the difference was an artifact of the ability of
solute particles to occasionally escape into the vapor phase and migrate to a different
polymer aggregate. Migration from polymer aggregates with little solute to those with a
larger amount of solute would be favored because of the higher attraction between solute
particles compared to between solute and solvent or polymer particles. This would make
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(A) t = −4.68J−1σ−2 (B) t = −3.80J−1σ−2
(C) t = −2.92J−1σ−2 (D) t = +0.16J−1σ−2
Figure 5.13: Snapshots of a simulation run using the same parameters as used for
the simulation in Figure 5.4 except for the grafting density, which was reduced to
1.56× 10−2σ−2 from 2.78× 10−2σ−2 (chain anchor separation distance increased
from 6σ to 8σ). Repeats are shown in Figures B.12 and B.13
the distribution slightly less even, and more so in the longer evaporation because the
exchange of solute between aggregates has more time to occur, leading to the result in
Figure 5.12B.
5.3.6. Changes in grafting density
As discussed in Chapter 3, the polymer grafting density has a significant effect on the
morphology of the polymer brush at all stages during evaporation simulations, affecting
not only the final state, but the time at which the film breaks up, and the dynamics
of the patterns. In this section the effect of changes in grafting density on the nucle-
ation and final distribution of solute is examined. Three different grafting densities were
simulated: 1.56× 10−2σ−2 (nearest neighbor distance of 8σ); 2.78× 10−2σ−2 (nearest
neighbor distance of 6σ) which was used for the simulations discussed so far in this
chapter; and 4.00× 10−2σ−2 (nearest neighbor distance of 5σ). All these grafting densi-
ties corresponded to the regime of pinned or pancake micelles, as such a final morphology
would be necessary to isolate the nucleated solute clusters. Increasing the grafting den-
sity in this regime reduced the number density of aggregates and increased their size, as
discussed in Chapter 3.
Snapshots from simulations with a solute surface excess of 0.05σ−2 and solute-solvent
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(A) t = −6.00J−1σ−2 (B) t = −3.14J−1σ−2
(C) t = −1.60J−1σ−2 (D) t = +0.16J−1σ−2
Figure 5.14: Snapshots of a simulation run using the same parameters as used for
the simulation in Figure 5.4 except for the grafting density, which was increased
to 4.00× 10−2σ−2 from 2.78× 10−2σ−2(chain anchor separation distance reduced
from 6σ to 5σ). Repeats are shown in Figures B.14 and B.15
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interaction UV ≈
√
3 at the three grafting densities studied, from lowest to highest,
can be seen in Figures 5.13, 5.4, and 5.14. Over the range of grafting densities studied,
the number of aggregates per unit area only changed slightly, and was approximately
9 to 10 in most cases. Their size, however, varied significantly, as did the timing and
dynamics of the break-up process.
The film broke up earlier in the lower grafting density system, as seen in Figures 5.13A
and Figures 5.14A. This was in agreement with the observations made in Chapter 3, in
which holes were shown to appear in the polymer film at a total surface excess of ap-
proximately Γtotal = 3.0σ
−2 in a similar system (albeit lacking any solute particles).
Nucleation was also observed at earlier times in the lower grafting density system, which
can be seen by comparing Figure 5.13B, in which a nucleus is clearly seen, with Fig-
ures 5.14B in which the solute is still completely dissolved at a much later time. This is
due to the fact that both the solvent and the polymer act to solubilize the polymer, such
that in two systems with the same amount of solute and different amounts of grafted
polymer, the concentration will be greater in the system with less polymer, and thus
more likely to nucleate. As was discussed in Section 5.2, the solubility of the solute
tends to be greater in the polymer than in the solvent, causing a higher concentration
near the substrate in the early stages of the evaporation, within the reach of the brush,
compared with the polymer-free upper region of the liquid film (at early times, when
the film thickness was greater than the brush thickness). This may have been due to the
more favorable entropy of mixing in the polymer compared to the monomeric solvent.
In all three cases (Figures 5.13, 5.4, and 5.14) a similar number of solute clusters were
formed, which may have been due to the fact that the number of polymer aggregates
was similar in each case. At higher grafting density a larger proportion of the solute was
left dissolved in the polymer aggregates rather than nucleating into clusters, owing to
the larger volume of polymer available to act as a solvent.
The dependence of the average cluster size in terms of n¯m/ntot and solute distribu-
tion in terms of ssol on the solvent surface excess are shown in Figures 5.15A and B
respectively, for the three grafting densities and two solubilities studied. Only the slow-
est evaporation rate, J−1 = 8× 103τσ2 is plotted. At the higher two grafting densities
studied, 2.78× 10−2σ−2 (squares) and 4.00× 10−2σ−2 (circles), very similar results were
observed at surface excesses lower than that corresponding to the transition to premature
nucleation. Particle size was slightly greater at the a grafting density of 2.78× 10−2σ−2
compared to 4× 10−2σ−2, and the distribution of solute slightly less even. At the lowest
grafting density (4× 10−2σ−2, triangles) the average mass and the standard deviation
were significantly greater. A possible explanation for this effect, which is present at both
solubilities tested, is that it was the result of the ability of the higher grafting density
surface to dissolve more solute, such that solute-deficient polymer aggregates contained
more dissolved solute (as a result of their larger size). This in turn lead to a smaller
average cluster size, as less solute was available to contribute to cluster growth.
The critical solute surface excess above which the nucleation occurs too early to be
effectively controlled, increased with the grafting density despite the fact that the film
break up occurred earlier at higher grafting density. This is because the nucleation
also occurred at an earlier time in the lower grafting density simulations as a result of
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(A) Mass average solute cluster size as a function of solute surface excess.
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(B) Relative standard deviation for the distribution of solute between polymer aggregates as
a function of solute surface excess.
Figure 5.15: Effect of changes in solute surface excess on the solute cluster size
(A) and distribution (B) for two different solubilities (UV = UM =
√
3 and
1.9), and three different grafting densities(ρ = 1.56× 10−2σ−2, 2.78× 10−2σ−2,
and 4.00× 10−2σ−2), at an evaporation rate of 8.0× 103τσ2. For clarity, markers
for ρ = 2.78× 10−2σ−2 and ρ = 4.00× 10−2σ−2 have been offset in the horizontal
axis by 0.002σ−2 and 2 × 0.002σ−2 respectively. Error bars have been omitted to
improve clarity, but were of the order of the marker size. Three repeats are plotted
for each set of parameters.
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the reduced amount of polymer present to aid in the dissolution of the solute. In the
high solubility simulations (open symbols), the transition was only observed in the low
grafting density simulations within the range of surface excesses studied.
5.4. Potential applications of surface-bound molecular
nanoparticles
The strength of the proposed method of molecular nanoparticle preparation comes from
its potential to create an array of nanoparticles on a surface with minimal aggregation,
and with the possibility of tuning the length scale of the distribution by modifying
polymer grafting density and chain length. As discussed in Section 5.1, key features of
molecular nanoparticles include their optical, electronic, and pharmacological activity,
which using this method could be imparted onto a polymer brush surface.
It is possible to create a functional surface by covalently binding modified versions of
the functional molecule to a substrate, or to polymer brushes reactive groups already
on the surface, but in most cases such an approach requires additional synthetic steps
to create a reactive site on the molecule. The proposed method offers the possibility
of being able to functionalize surfaces from commercially available functional molecules,
such as organic pigments or drugs, with no requirement for modification by additional
synthetic steps. The only reaction involved would be the formation of the brush itself,
which could be prepared using a grafting-to approach with a commercially available
polymer with reactive end-group, and favorable interaction with the solute and solvent.
Possible specific applications might include surface imbued with particular poorly sol-
uble pharmacologically active molecules for medical implants or cell culture substrates,
in order to control or inhibit cell or microrganism growth. Optically active molecular
nanoparticles could create useful substrates for solar cells, or light emitting devices with
nonlinear response.10 Surfaces for biological molecule43,44 and toxic metal45,46 sensing
could also be possible. The polymer might inhibit sensing if it sterically prevents access
to the nanoparticles, although this is not a problem for DNA detection by surfactant
stabilized perylene nanoparticle.47
The optoelectronic properties of nanoparticles composed of conjugated organic mol-
ecules can be enhanced when the molecules are aggregated into nanoparticles. When
arranged on a surface, such particles have shown promise for high density memory stor-
age.11 While the typical lack of precise ordering in constrained dewetting might make
it difficult to address individual nanoparticles, one study has shown that some order
can be imposed on block-copolymer pinned micelles by using a surface with well-defined
topographical features,48 offering some promise for future solutions to the problem. An
optical application for which order may not be a problem is as light emitting diodes, due
to the high electroluminescence efficiency of organic nanoparticles at optical and near-
infrared frequencies.15,16 Encapsulating electroluminescent molecules in polymer capsules
has been shown to improve their efficiency.49
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5.5. Conclusions
In this chapter, a method has been proposed for templating of nanoparticles formation
at a surface through the use of the self-assembly of polymer brushes into patterns by
constrained dewetting. The analysis in Section 5.2 showed that typical constrained
dewetting length scales could allow the formation of nano-sized particles, the size of
which could be tuned by controlling the initial solute concentration, with an upper limit
determined by the solubility of the solute in the system. Calculations were presented for
some example systems for which nanometer sized particles could potentially be prepared
by this method.
Coarse-grained molecular dynamics supported the hypothesis that the constrained
dewetting of the grafted polymer could control the nucleation by sequestering solute
particles within discrete polymer aggregates. As expected, the average size of the solute
clusters increased with the solute concentration, however the ability of the polymer to
dissolve some of the solute, reducing the size of the clusters, meant that the relationship
between the amount of available solute with the final cluster size was not 1:1. The
molecular dynamics showed that in general it is not guaranteed that every polymer
aggregate will capture enough solute to form a cluster, however the evenness of the
distribution of solute between polymer aggregates was unaffected by changes in solute
concentration when cluster nucleation occurred after significant film break up.
Control of the particle size was significantly impeded when the solute concentration
was increased too much, moving the nucleation to earlier times, before the break up of
the film. The surface excess at which the transition occurred increased with solubility
and with grafting density, in the latter case apparently due to the presence of additional
polymer capable of solubilizing the solute. This was in agreement with the expectation
that there is a maximum target particle size above which control of the nucleation will
be lost.
The key advantage of the method is that it could allow the functionality of organic
materials to be imparted onto surfaces without the need for synthetic modification of the
functional molecule, and with control over particle size and aggregates. Possible applica-
tions could include the fabrication of surfaces with pharmacological activity, substrates
for memory storage, or light emitting diodes.
While the simulations described here apply most directly to the formation of nano-
particles by aggregation of molecules via van der Waals forces, the concepts might also
be applied to nanoparticles formed by more complex chemical pathways, such as the
reduction of precursors to form metal or inorganic nanoparticles.
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Conclusions and future work
The results of the molecular dynamics simulations described in this thesis suggest that
the constrained dewetting of polymer brushes could provide a versatile platform for the
design of dynamic nanopatterned surfaces. The chief advantage of such surfaces is the
relative ease with which they can be produced, and the ability to control the pattern
through physical and chemical switches.
The results in Chapter 3 demonstrated that the formation of nanopatterns can not
only be switched on and off, but potentially tuned by controlling the adsorption of
good solvent onto the surface. It was shown that partially swelling the collapsed layer
could cause the features of the pattern to quantitatively resemble those of a higher
grafting density surface. The morphology of the pattern depended on the total amount
of material on the substrate, including monomers and solvent, referred to as the total
surface excess Γtotal. The patterns were found to be dynamic, changing over time by the
fission and fusion of holes and micelles, and the nucleation and collapse of holes.
The relationship between Γtotal and the pattern features was most likely simplified in
this study by the fact that the model solvent and monomer particles were essentially
identical. While that approximation was useful in this initial study, an interesting avenue
for further research could involve changing the interaction between monomer and solvent,
either by changing the relative size of the particles through the σ parameter, or by
changing their relative affinity via the  parameter. The near one-to-one correspondence
between monomers and solvent in determining the pattern morphology would almost
certainly be lost if the size of the solvent particles was changed. Perhaps the total
effective volume of the absorbed species might replace the total number of particles as
the key parameter.
Polymers were grafted into a periodic array because of simulation size limitations. In
reality the grafting pattern would be far less regular, and although there are reports
that suggest the arrangement would be similar, there have been no systematic studies
of the matter. A relatively large number, or much larger surfaces, would be required to
properly sample the possible morphologies, which would make studies including a large
amount of solvent expensive.
Chapter 4 described studies of the boundary condition of fluid flow at the interface
with a polymer brush. In a good solvent the brush significantly inhibited flow near
the substrate, while in the outer regions of the brush the flow was able to penetrate
a distance of the order of a few σ. The penetration length of the flow into the brush
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increased approximately linearly with the distance between the polymer chains, the
same scaling as expected based on the Brinkman equation. The stagnation length,
or the hydrodynamic height of the brush, scaled with the chain separation D with
approximately the same exponent as expected for long chains, D−2/3, despite the fact
that the physical height of the brush based on the first moment of the density profile
scaled as D−2 due to the relatively short chain length.
In the poor solvent, the patterns formed by constrained dewetting showed the poten-
tial to create a mixed slip boundary condition. In the system studied the underlying
substrate had a no-slip boundary condition, while a slip length of about 10σ was mea-
sured on the polymer. It was shown that the velocity above the surface correlated with
the pattern as expected, with higher velocity over the polymer regions. A simple model
was used to relate the polymer surface coverage and height to the effective boundary
condition of the surfaces. The model predicted the correct trend, but overestimated the
magnitude of the effective slip.
The results on the impact of changes in solvent quality on the boundary condition of
polymer brushes echoed earlier studies which suggested polymer brushes might be used
as valves, enhancing or retarding flow in the collapsed and swollen states respectively.
The effect of constrained dewetting on the flow added an additional twist, suggesting
that the nanopatterns might be used to create mixed slip surfaces, and therefore be
employed not only as valves but as switchable mixers. Such a surface could be used
for complex flow control on nanoscopic scales. By turning mixing properties on or off,
perhaps with an internal chemical switch to control polymer conformation, or perhaps an
external electric field, one might design a circuit to start or stop a nanoscopic chemical
reaction between two components fed in from adjacent nanocapillaries. Future studies
could use the results from Chapter 3 to gain finer control over the pattern features.
Such a study could be done using a binary solvent system, with a majority explicit poor
solvent and a smaller amount of a miscible good solvent to adsorb into the brush. The
time and length scale over which the mixing occurs could then be varied by adjusting
the good solvent proportion.
Finally, in Chapter 5 evaporation-induced constrained dewetting was investigated as
a method to direct the formation of nanoparticles at an interface. Molecular dynamics
simulations were used to show that as the solvent was removed, the collapsing polymer
aggregates could isolate portions of dissolved solute and increase the number of nano-
particles on the surface. A simple theoretical model was developed to place an upper
bound on the possible average size of molecular nanoparticles formed by the process, and
suggested that particles with diameters on the order of nanometers to tens of nanometers
could be produced. The simulations showed that the nucleation must occur after the
break up of the polymer film to avoid the formation of a small number of much larger
particles.
The focus of the investigation was restricted to molecular nanoparticles, formed by the
precipitation of uncharged molecular species without the need for any chemical change.
These particles have been shown to posses many novel optical, electronic, and phar-
maceutical properties which could be bound to a surface using the proposed method.
Such surfaces could be used as components in light emitting devices, medical implants, or
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high-density memory storage. Future studies could focus on the nucleation of other types
of nanoparticles, such as metal or semiconductor particles, adding in the complexity of
the chemical reduction of precursors required for the precipitation. The formation of
ionic nanocrystals from charged species could also be of interest, perhaps using charged
monomers, however long-ranged electrostatic forces are considerably more computation-
ally expensive to model than shorter ranged van der Waals forces.
These investigations have demonstrated the potential utility of constrained dewetting
to produce self-assembled patterns on surfaces. The surface properties can be dynam-
ically switched or tuned to control surface properties, and the ability to do so in a
relatively simple manner creates many possibilities for their use in advanced nanoscale
technologies.
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Appendix A.
Image analysis of patterns
This appendix describes the method developed to analyze the patterns formed by con-
strained dewetting and obtain the results described in Chapter 3. —Section A.1 describes
the algorithms used to identify and characterize pattern features. Section A.2 describes
the method used to add the contribution of the solvent to the patterns in order to better
characterize the low grafting density surface with high solvent surface excess.
A.1. Image analysis
A.1.1. Morphology analysis method
The steps used to analyze monomer density images in which each pixel corresponds to
a 1σ × 1σ region of the surface are as follows:
1. Smooth the image by applying an averaging filter which renormalizes the value of
each pixel to the mean of its original value and that of its 8 nearest neighbors.
2. Create a binary image using a threshold surface density, such that any point with
a value less than the threshold becomes a black pixel, and all others become white
pixels. We used a threshold surface density of 0.5σ−2.
3. Identify all continuous regions of white pixels. white pixels are connected if and
only if they share a common vertex, taking into account periodic boundaries.
Our method for achieving this is based on a standard component-labeling region
detection algorithm,1 modified to take into account periodic boundary conditions.
4. For any region of white pixels with an area less than a threshold area, set the color
of all pixels in that region to black.We used a threshold area of 15σ2.
5. Identify all continuous regions of black pixels. Black pixels are connected if and
only if they share a common edge, taking into account periodic boundaries.
6. For any region of black pixels with an area less than the threshold area, set the
color of all pixels in that region to white.
7. Repeat steps 3 and 4.
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Figure A.1: Examples of binary images to demonstrate the different types of
unenclosed regions possible in a periodic binary image. A shows an images with
a continuous network of white pixels; B and C show regions with 2 and 4 stripes
respectively; and D shows an image with a continuous network of black pixels.
8. Identify any regions, white or black, which are not completely enclosed by pixels
of the opposite color, and therefore do not meet our definition of islands/holes.
Any periodic binary image will necessarily contain at least one such region. Our
method for achieving this is described in Appendix A.1.2.
9. Calculate the final number of islands (white regions), number of holes (black re-
gions), and mean and standard deviation of island and hole size in pixels.
Steps 4 and 5 reduce noise in the image by filling in any region with an area smaller
than the specified threshold.
In this approach, approach black pixels are defined as connected when they share a
common edge, while white pixels are connected if they share a common vertex. This
means that white pixels have 8 nearest neighbors, and so can be diagonally connected,
while black pixels have only 4 and cannot be diagonally connected. The opposite con-
vention could have been chosen, but we selected this one because regions should be
considered to be connected if the particles within them are interacting to a significant
extent, and this is likely to be the case for two diagonally connected white pixels – each
of which corresponds to a 1σ × 1σ region of the surface.
A.1.2. Method to identify features that are neither holes nor islands
In a periodic binary image, there must be at least one region which is not entirely enclosed
by pixels of the opposite color. Such a region can be a two-dimensional ”network” or
an infinitely long“stripe”. Example binary images illustrating these features are shown
in Figure A.1. Figure A.1A shows two black regions, labeled (1) and (2) in white
text, with a white background region, labeled (1) in black text. The white region is not
enclosed by a perimeter of black pixels and so does not count as a “hole” for our purposes.
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Figure A.2: Examples of how the images from Figure A.1 would be extended in
order to identify networks and stripes in the image. The greyed regions represent
the additional periods added to the original image to increase the dimensions.
Figure A.1D illustrates the inverse situation, in which there is a black background region
(1) which is not enclosed entirely by white pixels. In this case the white region (1) is
enclosed by a black perimeter (when assuming periodic boundary conditions), and so
counts as a hole.
Examples of stripes are shown in Figures A.1B and C. Figures A.1B contains two
stripes, one black, and one white, both labeled (1). Figures A.1C contains four stripes,
two of them black ((1) and (3)), and two white ((1) and (2)). It is always the case that
a periodic binary image will contain either a single network, or equal numbers of black
and white stripes.
Our study required a method to distinguish networks and stripes from holes and
islands for the purposes of measuring hole and island density. The method operates as
follows:
1. Count the number of black regions Nb and white regions Nw in the image.
2. Create a new image with twice the dimensions of the original. This region consists
of four adjacent copies of the original as shown for the examples in Figures A.2,
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where the faded images represent the additional periods of the original dark image.
3. Count the number of black regions N ′b and white regions N
′
w in the new image.
4. Calculate ∆Nb = 4Nb−N ′b and ∆Nw = 4Nw−N ′w The possible values of (∆Nb,∆Nw)
are (3, 0) which indicates the presence of a black network, (0, 3) which indicates
the presence of a white network, or (2n, 2n) which indicates the image contains n
white and n black stripes. Now we know which type of region(s) are present, but
still do not know which region(s) corresponds to the network or stripes.
5. For each region within one period of the image, compare a pixel within the region
to the corresponding pixels in the other three periods of the image. Determine
whether one or more of those three pixels are in the same region as the first. If so,
then the region is a network or stripe.
To demonstrate this method, consider Figures A.2C. In the original binary image,
Nb = 3, and Nw = 2. When the image is extended N
′
b = 8, and N
′
w = 4. We can then
calculate ∆Nb = 4Nb − N ′b = 4 and ∆Nw = 4Nw − N ′w = 4, indicating that the image
contains 2 black stripes and 2 white stripes. Now in the top left quadrant we see black
regions (1), (2), and (3); and white regions (1) and (2). If we now selected region (1)
in the top left quadrant, we can compare a pixel in this region with the corresponding
pixel in the other three quadrants, and we find that in the top right quadrant that pixel
is also in region (1), while in both lower quadrants the pixel corresponds to region (7).
So region (1) is a stripe. Now we look at region 2. The positions corresponding to region
two in the other quadrants all have different labels, so region (2) is not a stripe, it must
be an island. The same procedure is repeated for the remaining regions until we have
identified 2 stripes of each color.
A.2. Total surface excess images
Total surface excess images were created by first thresholding the surface excess image
such that points with a surface excess less than one are set to zero, and others set to
their original value. The threshold value of one was used as a threshold of zero resulted
in excessive noise in the image. The thresholded image was then added to the polymer
density image. This total surface excess image was then analyzed in the same manner
as the polymer-only image, as described in Section A.1.1.
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Additional snapshots of nanoparticle
nucleation simulations
This appendix contains simulation snapshots taken from repeat simulations used for
the snapshots in Chapter 5 in order to demonstrate the extent of the variability in the
result. Repeat simulations differed only in the seed value used to initiate the random
number generators used to assign initial positions and velocities, and to determine the
magnitude and direction of the random forces imposed by the Langevin thermostats.
Snapshots were taken at the same time as in the corresponding Chapter 5 figure.
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(A) t = −5.12J−1σ−2 (B) t = −4.02J−1σ−2
(C) t = −3.36J−1σ−2 (D) t = −0.94J−1σ−2
Figure B.1: Snapshots from a repeat of the simulation shown in Figure 5.3 on
page 103.
(A) t = −6.00J−1σ−2 (B) t = −4.24J−1σ−2
(C) t = −2.92J−1σ−2 (D) t = +0.1J−1σ−2
Figure B.2: Snapshots from a repeat of the simulation shown in Figure 5.4 on
page 104.
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(A) t = −6.00J−1σ−2 (B) t = −4.24J−1σ−2
(C) t = −2.92J−1σ−2 (D) t = +0.1J−1σ−2
Figure B.3: Snapshots from a repeat of the simulation shown in Figure 5.4 on
page 104.
(A) J−1 = 1.7× 103τσ2 (B) J−1 = 3.0× 103τσ2
(C) J−1 = 5.0× 103σ2τ (D) J−1 = 8.0× 103σ2τ
Figure B.4: Snapshots from repeats of the simulation end states shown in Fig-
ure 5.6 on page 106.
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(A) J−1 = 1.7× 103τσ2 (B) J−1 = 3.0× 103τσ2
(C) J−1 = 5.0× 103σ2τ (D) J−1 = 8.0× 103σ2τ
Figure B.5: Snapshots from repeats of the simulation end states shown in Fig-
ure 5.6 on page 106.
(A) t = −8.00J−1σ−2 (B) t = −5.68J−1σ−2
(C) t = −4.23J−1σ−2 (D) t = +0.12J−1σ−2
Figure B.6: Snapshots from a repeat of the simulation shown in Figure 5.9 on
page 110.
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(A) t = −8.00J−1σ−2 (B) t = −5.68J−1σ−2
(C) t = −4.23J−1σ−2 (D) t = +0.12J−1σ−2
Figure B.7: Snapshots from a repeat of the simulation shown in Figure 5.9 on
page 110.
(A) t = −6.00J−1σ−2 (B) t = 4.240J−1σ−2
(C) t = −3.36J−1σ−2 (D) t = +0.16J−1σ−2
Figure B.8: Snapshots from a repeat of the simulation shown in Figure 5.10 on
page 112.
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(A) t = −6.00J−1σ−2 (B) t = 4.240J−1σ−2
(C) t = −3.36J−1σ−2 (D) t = +0.16J−1σ−2
Figure B.9: Snapshots from a repeat of the simulation shown in Figure 5.10 on
page 112.
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(A)
Γsolute = 0.03σ
−2
UV ≈
√
3
(B)
Γsolute = 0.05σ
−2
UV ≈
√
3
(C)
Γsolute = 0.07σ
−2
UV ≈
√
3
(D)
Γsolute = 0.03σ
−2
UV = 1.9
(E)
Γsolute = 0.5σ
−2
UV = 1.9
(F)
Γsolute = 0.7σ
−2
UV = 1.9
Figure B.10: Snapshots from repeats of the simulation end states shown in
Figure 5.11 on page 113.
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(A)
Γsolute = 0.03σ
−2
UV ≈
√
3
(B)
Γsolute = 0.05σ
−2
UV ≈
√
3
(C)
Γsolute = 0.07σ
−2
UV ≈
√
3
(D)
Γsolute = 0.03σ
−2
UV = 1.9
(E)
Γsolute = 0.5σ
−2
UV = 1.9
(F)
Γsolute = 0.7σ
−2
UV = 1.9
Figure B.11: Snapshots from repeats of the simulation end states shown in
Figure 5.11 on page 113.
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(A) t = −4.68J−1σ−2 (B) t = −3.80J−1σ−2
(C) t = −2.92J−1σ−2 (D) t = +0.16J−1σ−2
Figure B.12: Snapshots from a repeat of the simulation shown in Figure 5.13 on
page 117.
(A) t = −4.68J−1σ−2 (B) t = −3.80J−1σ−2
(C) t = −2.92J−1σ−2 (D) t = +0.16J−1σ−2
Figure B.13: Snapshots from a repeat of the simulation shown in Figure 5.13 on
page 117.
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(A) t = −6.00J−1σ−2 (B) t = −3.14J−1σ−2
(C) t = −1.60J−1σ−2 (D) t = +0.16J−1σ−2
Figure B.14: Snapshots from a repeat of the simulation shown in Figure 5.14 on
page 118.
(A) t = −6.00J−1σ−2 (B) t = −3.14J−1σ−2
(C) t = −1.60J−1σ−2 (D) t = +0.16J−1σ−2
Figure B.15: Snapshots from a repeat of the simulation shown in Figure 5.14 on
page 118.
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