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Abstract
We propose an extension of the embedded boundary method known as “shifted boundary method” to elliptic diffusion
equations in mixed form (e.g., Darcy flow, heat diffusion problems with rough coefficients, etc.). Our aim is to obtain
an improved formulation that, for linear finite elements, is at least second-order accurate for both flux and primary
variable, when either Dirichlet or Neumann boundary conditions are applied. Following previous work of Nishikawa
and Mazaheri in the context of residual distribution methods, we consider the mixed form of the diffusion equation
(i.e., with Darcy-type operators), and introduce an enrichment of the primary variable. This enrichment is obtained
exploiting the relation between the primary variable and the flux variable, which is explicitly available at nodes in
the mixed formulation. The proposed enrichment mimics a formally quadratic pressure approximation, although
only nodal unknowns are stored, similar to a linear finite element approximation. We consider both continuous and
discontinuous finite element approximations and present two approaches: a non-symmetric enrichment, which, as in
the original references, only improves the consistency of the overall method; and a symmetric enrichment, which
enables a full error analysis in the classical finite element context. Combined with the shifted boundary method, these
two approaches are extended to high-order embedded computations, and enable the approximation of both primary
and flux (gradient) variables with second-order accuracy, independently on the type of boundary conditions applied.
We also show that the the primary variable is third-order accurate, when pure Dirichlet boundary conditions are
embedded.
Keywords: Darcy flow; embedded boundary; finite element method; high-order approximation; stabilized methods;
computational fluid dynamics.
1. Introduction
The proposed work stems from the Shifted Boundary Method (SBM), an embedded method that has been recently
developed and applied in the context of the Laplace and Stokes problems [28], the Navier-Stokes equations [29] and
hyperbolic systems [46]. The SBM leverages a surrogate/approximate interface representation, by which the location
where boundary conditions are applied is shifted from the true to the surrogate interface, and, most importantly, a
Taylor expansion is used to modify the value of boundary conditions, with the goal of preventing a reduction in the
convergence rates of the overall formulation. The appropriate (modified) boundary conditions are applied weakly,
using, for example, a Nitsche strategy (other weak enforcement strategies are, in principle, also possible).
Immersed and embedded boundary methods present several advantages with respect to conformal methods espe-
cially regarding mesh generation. If complex geometries are involved, generating the mesh can require considerable
time and effort compared to the whole simulation process. Introduced by Peskin in 1972 [40], the Immersed Bound-
ary Method (IBM) proposes to mesh the entire computational domain, independently of the geometry of the problem.
Bodies or boundaries present in the domain are described implicitly in the mesh by means of a distance function, or
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similar indicator function. The main idea behind the IBM is to solve the model equations on the entire domain, and
to impose the boundary conditionss via a forcing term. The method was originally designed on Cartesian grids and
its development has been an active field of research for some decades now. Two exhaustive reviews were written by
Mittal and Iaccarino in 2005 [34], and Sotiropoulos and Yang in 2014 [47]. The main drawback of the IBM is the
accuracy of boundary conditions, which are most often only first-order accurate. Some strategies have been proposed
in the past to increase the IBM accuracy, at the expense of more involved implementations [18, 17, 26, 27], or to
compensate low-order accuracy by means of mesh adaptation [38, 6, 19].
A similar objective is pursued by Embedded Boundary Methods, which still use an immersed description of
bodies and boundaries, but solve the model equations only in the regions of interest. Within a finite element context,
the cut-cell and cutFEM approach [39, 15, 20, 10, 24, 48] are most commonly utilized. These techniques usually
combine a weak enforcement of the boundary conditions with a XFEM strategy. For example, in CutFEMs, the
boundary is reconstructed as the intersection between the boundary surface and the embedding (underlaying) grid.
Approaches of this kind often require complex implementations and may suffer from the so-called small-cut cell
issue, unless specific stabilization mechanisms are put in place [7, 8, 44, 43]. In fact, the intersection of the grid with
the surface boundary may produce elements of extremely small sizes, with negative consequences on the stability of
the variational formulation and the magnitude of the condition number of the associated algebraic system.
The SBM is effective in overcoming all these issues, and proved robust and accurate in the case of Dirichlet
conditions, while in the case of Neumann conditions, a standard SBM implementation may not be optimally accurate,
since the Taylor expansion of the gradient of the solution is required, and this is not feasible for the simple linear
finite element approximation. In [28], for the Laplace problem, the use of a reconstructed gradient has been used to
overcome this difficulty.
A more robust strategy to achieve accurate gradients is pursued here, and consists in developing a mixed formula-
tion, in which the Poisson operator is replaced by the Darcy operator, and to design advanced schemes for high-order
flux approximations. In this context, we would like to mention recent contributions [35, 31, 32, 33] for body-fitted
computations, which were inspired by the earlier work of Caraeni [9]. In these works, mixed forms of the Poisson,
diffusion, or advection diffusion operators were proposed, in which the solution derivatives are adopted as main un-
knowns, together with the solution itself. This procedure enhances the accuracy of the solution, and allows to obtain
uniformly second-order accurate derivatives of the solution. An additional pressure enrichment was also proposed in
these contributions to improve the order of accuracy of the solution and the associated gradients.
The context and scope of the present work is within this idea, which is applied to mixed formulations of the
Poisson problem. Mixed formulations of the Poisson problem (e.g., the Darcy flow equations) encompass a wide
range of applications in the areas of thermo-mechanics, heat transfer, geotechnical and petroleum engineering. We will
consider both continuous Galerkin (CG) and discontinuous Galerkin (DG) formulations, to demonstrate the flexibility
of the proposed approach. For the sake of simplicity, we focus on piecewise linear finite element approximations. The
main contributions of this paper can be summarized as follows:
1. We elaborate on the enrichment approach used in [35, 31, 32, 33] in the context of body fitted stabilized finite
elements in mixed form. We propose a symmetric enrichment method that can be rigorously proved to be stable
and third-/second-order accurate for the primary variable/gradient, respectively.
2. We extend these enriched schemes to embedded computations using the SBM. Higher-order extrapolations are
introduced to preserve the same consistency of the enriched formulations, thus providing a genuinely second-
order embedded method for both the primary variable and its gradient, and a third-order method for the primary
variable when only Dirichlet boundary conditions are embedded.
3. We provide an extensive numerical investigation of the properties of the methods proposed, confirming the
expected orders of accuracy and stability properties. In particular, we show that quadratic exact solutions can
be recovered within machine precision with linear elements, and that additional stabilization terms are required
with the non-symmetric enrichment, in order to obtain stability properties similar to those of the symmetric
enrichment.
In conclusion, the proposed constructions allow to overcome one of the limitations of the original shifted boundary
method, providing a genuinely high-order formulation.
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The present article is organized as follows: the strong formulation of the problem of interest is presented in Section
2; the variational formulations for conformal grids are given in Section 3; the shifted boundary method is presented
in Section 4; Section 5 is devoted to the primary variable enrichment and the construction of numerical schemes of
improved accuracy; finally, an extensive validation of the proposed methods is detailed in Section 6; and conclusions
are summarized in Section 7.
2. Problem statement: Darcy flow
Darcy’s flow equations provide a homogenized macroscopic transport model through porous media. The Darcy
operator can also be interpreted as a mixed form of the Poisson operator, in which the gradient (i.e., the flux) is solved
as a variable together with the primary variable (i.e., the pressure). Darcy-type operators are very important in a
number of fields that do not necessarily involve flow in porous media, such as heat transfer for systems with rough
distributions of conductivities, etc. The Darcy flow problem is governed by the following set of equations:
Λ−1β + ∇p = 0 in Ω
∇ · β = φ in Ω
p = pD on ΓD
β · n = hN on ΓN
(1)
where β denotes the flux, p the pressure, Λ the permeability tensor and φ a source term. Note that the permeability is
in general spatially dependent, that is Λ = Λ(x), and may even be discontinuous. The boundary of the computational
domain Ω is denoted ∂Ω, and partitioned into ΓD and ΓN , on which Dirichlet and Neumann boundary conditions
are imposed, respectively. In particular, we have the following non-overlapping decomposition of the boundary:
∂Ω = ΓN ∪ ΓD, ΓN ∩ ΓD = ∅.
3. Conformal mixed variational formulations
We start our discussion by introducing the base variational formulations on conformal (i.e., body-fitted) grids, and
for that purpose, by introducing some general notation.
3.1. Generalities
Let Th denote a tessellation of the domain Ω, composed of non-overlapping regular elements K, with Th = ∪K.
For a given element K, we denote by |K| its area, by ∂K its boundary, by γK a generic face/edge, and by hK its
reference length. We denote the reference mesh size by h = maxK∈Th hK . The set of internal edges is denoted by Ei,
and for an interior edge γK , K+ and K− are the elements on each side of it. For a given face/edge γK of size |γK |, the





if γK ∩ ∂Ω = ∅
|K|
2|γK |
if γK ∩ ∂Ω , ∅
(2)
The mesh is assumed to verify classical regularity assumptions. In particular it is assumed that there exist bounded
constants C1,C2 ∈ R+ such that:
C1 h ≤ h⊥ ≤ C2 h (3)
Let us now introduce the function spaces that will be used to build the discontinuous Galerkin (DG) and continuous
Galerkin (CG) schemes. The discontinuous Galerkin spaces are defined as:
S ld(Ω) =
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where Pn(K) is the space of polynomial functions of order at most n on K. From these definitions, the continuous
Galerkin spaces are defined as









where C0(Ω) denotes the set of continuous functions on Ω. We also introduce the tensor product spaces Md(Ω) =
Vkd(Ω) × S
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(β+ + β−) [[β]] = β+ · n+ + β− · n−
(7)
where the + and − signs indicate the two sides of an edge/face. By a reordering argument, the following useful identity
can be proved: ∑
K
〈w, v · n〉
∂K = 〈{w}, [[v]]〉Ei + 〈[[w]], {v}〉Ei + 〈w, v · n〉∂Ω (8)
3.2. Continuous and discontinuous Galerkin mixed formulations
We briefly recall here the construction of discontinuous Galerkin scheme and refer to [12, 3, 13] and references
therein for more details. The corresponding continuous formulations will be obtained by enforcing continuity of the
discrete approximations across element interfaces.
Discontinuous Galerkin schemes have undergone considerable development from early works [42, 13, 12] and
allow for a robust treatment of rough distributions of permeabilities/conductivities [3, 13, 21, 45, 14]. The main
drawback of DG methods is the large number of degrees-of-freedom, which relates to the overall computational cost
and has spurred the development of the hybridizable DG method [11], the enriched Galerkin approach [25], or the
variational multiscale DG approach [23, 49]). These methods are generally more complex to implement, and for this
reason we also consider stabilized CG methods [30], which may become more appropriate and efficient when the
variation of the permeabilities/conductivities is smooth.
Specifically, we consider the stabilized CG and DG schemes of Masud et. al. [30, 22] and the interior penalty DG
scheme of [13, 3]. As a starting point, each equation of the Darcy problem (1) is multiplied by the test function pair
(w, q) ∈ Md(Ω) and the result is integrated over a generic element:
(w,Λ−1β)K + (w,∇p)K = (w,Λ−1β)K − (∇ · w, p)K + 〈w · n, p〉∂K = 0
(q,∇ · β)K = −(∇q,β)K + 〈q,β · n〉∂K = (q, φ)K
(9)
The boundary traces are then replaced by the numerical fluxes p̂, β̂ and an integration by parts is performed again on
the second equation before summing on all the elements of the mesh:
(w,Λ−1β)Ω − (∇ · w, p)Ω +
∑
K
〈w · n, p̂〉
∂K = 0
(q,∇ · β)Ω +
∑
K
〈q, (β̂ − β) · n〉
∂K = (q, φ)Ω
(10)
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The numerical fluxes link the discontinuous polynomial approximations of the solution between neighboring elements.
Using the definition of average and jump operators along with equality (8), the set of equations (10) becomes:
(w,Λ−1β)Ω − (∇ · w, p)Ω + 〈[[w]], { p̂}〉Ei + 〈{w}, [[ p̂]]〉Ei + 〈w · n, p̂〉∂Ω = 0
(q,∇ · β)Ω + 〈[[q]], {β̂ − β}〉Ei + 〈{q}, [[β̂ − β]]〉Ei + 〈q, (β̂ − β) · n〉∂Ω = (q, φ)Ω
(11)
The definition of the numerical fluxes is what differentiates the many possible DG formulations. In this work, we use
the Interior Penalty (IP) method [13, 50, 4, 3], and the numerical fluxes are defined as
p̂ = {p} + αp[[β]], β̂ = {β} + αβ[[p]], on Ei
p̂ = pD, β̂ = β + αβ(p − pD)n, on ΓD
p̂ = p, β̂ · n = hN , on ΓN
(12)
where αp = α̃ph⊥/||Λ|| and αβ = α̃β/(h⊥)||Λ|| are penalty coefficients, with α̃p and α̃β real positive constants. As
proposed in [22], a stabilizing term similar to the one employed in the continuous formulation [30] can be added and
the final formulation yields:
Bd(w, q;β, p) = BGald (w, q;β, p) + B
S tab(w, q;β, p) = LGald (w, q) + L
S tab(w, q)
BGald (w, q;β, p) = (w,Λ
−1β)Ω − (∇ · w, p)Ω + (q,∇ · β)Ω + 〈[[w]], {p}〉Ei − 〈{q}, [[β]]〉Ei + 〈[[q]], αβ[[p]]〉Ei
+ 〈[[w]], αp[[β]]〉Ei + 〈w · n, p〉ΓN − 〈q,β · n〉ΓN + 〈q, αβp〉ΓD











∇ · w, ||Λ||h2∇ · β
)
Ω
LGald (w, q) = (q, φ)Ω − 〈w · n, pD〉ΓD + 〈q, αβpD〉ΓD − 〈q, hN〉ΓN
LS tab(w, q) =
ζdiv
2
(∇ · w, ||Λ||h2φ)Ω
(13)
where ζdiv = O(1) is a stabilization constant. In the stabilization BS tab(w, q;β, p), the first term containing the residual
of the momentum equation β + Λ∇p will be referred as “momentum stabilization” while the term involving the
divergence of the flux will be referred as “div-div” stabilization. From (13), the continuous stabilized formulation
can be obtained by removing terms containing jumps across internal edges/faces, and by replacing averages of the
unknowns and test functions by their unique continuous values. The stability of the proposed formulation was proved









||Λ1/2h∇ · β||2Ω + ||(α̃β||Λ||/h
⊥)1/2 p||2ΓD (14)
+ ||(α̃β||Λ||/h⊥)1/2[[p]]||2Ei + ||(α̃ph
⊥/||Λ||)1/2[[β]]||2Ei (15)
with the following error estimate:
|||βe − β, pe − p||| ≤ C1h
k+1|β|k+1 + C2hl|p|l+1 (16)
where C1 and C2 are two constants. Hence this method converges with order r = min(k + 1, l) for the flux. L2-error
estimates derived in [5] show that the pressure converges with order r + 1. For linear approximations, k = l = 1,
meaning that the pressure is second-order accurate and the flux is first-order accurate, as will also be verified in
Section 6.
Remark 1. The definition of the numerical fluxes (12) can be related to the variational multiscale approach proposed
by Badia and Codina [5].
4. Shifted boundary methods in mixed form
4.1. General notations, the true and surrogate domains
Let us consider now an embedded discretization, in which the computational grid does not conform to the boundary
(see Figure 1). We introduce the notion of a surrogate boundary Γ̃, composed of the faces/edges of the mesh that are
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the closest to the true boundary Γ, in some sense. Γ̃ can be constructed, for example, by computing the intersections
of the grid and the true boundary Γ and using closest-point projection algorithms to detect the closest face/edge of Γ̃
to Γ. Other choices are of course possible, such as level-set functions, for instance, as long as the overall topology of
Γ and Γ̃ are close to each other, that is if Γ has a certain number of holes, the same number of holes needs to be also
present in Γ̃. The surrogate boundary Γ̃ encloses the surrogate domain Ω̃. In particular, ñ indicates the unit outward





In particular, the map M can be characterized through a distance vector function:
dM(x̃) = x − x̃ = [M − I](x̃) (18)
In the following, we will simply define the distance vector function as d, and note the following relation with the





We recall here an assumption of sufficient geometric resolution, discussed in detail in the original development of the
SBM [28]:
Assumption 1. The vector distance d is defined as d = ||d||n, where the normal n to the true boundary and the normal
ñ to the surrogate boundary satisfy:
n · ñ > 0 (20)
Remark 2. Condition (20) is a resolution condition on the grid used in SB simulations. In practice, a check is
performed at the beginning of every simulation to verify that (20) is satisfied. If this is not the case, the grid is
refined (for example, splitting every edge of the grid into two), and (20) is checked again. This simple strategy proved
extremely robust in ensuring the well-posedness of the overall SB approach. In principle, more sophisticated edge
swapping strategies can be used to ensure the grid satisfies (20), although we did not perform numerical experiments
to confirm these claims. There is also the more general question of the existence of the distance function between the
surrogate and true boundary. This is a more fundamental issue common to all immersed/embedded methods and not
just the SBM. For a more detailed view on the minimal conditions of existence, the reader is prompted to read [41].
Condition (20) is somewhat related to the conditions specified in [41], in the sense that it is a sufficient condition
(although possibly not necessary) for the well-posedness of the existence of a distance function.
Through the map M, it is possible to define the extension ψ̄ on Γ̃ of a function ψ originally defined on Γ, as
ψ̄(x̃) ≡ ψ(M(x̃)) (21)
For instance, the unit normal n and tangential vectors τi ( 1 < i < nd − 1 ) of the true boundary Γ can be extended to




In what follows, and for the sake of simplicity, we will omit the bar in the expressions of the extensions of the normal
and tangent vectors whenever there is no possibility of confusion, thus writing n(x̃) and τi(x̃). We can also introduce
the derivatives in the directions n and τi of a function ψ at a point x̃ ∈ Γ̃:
ψ,n(x̃) = ∇ψ(x̃) · n(x̃)


















(c) The distance vector d, the tangent τ and
normal n to the true boundary, and the normal
ñ to the surrogate boundary
Figure 1: Surrogate and true domain/boundary notations.
These constructions are particularly useful if we consider the solution u to a partial differential equation and, for
example, we desire to extend the Dirichlet boundary condition uD from the true boundary ΓD to a surrogate boundary
Γ̃D. In particular, the following Taylor expansion centered at x̃ ∈ Γ̃D holds for x = M(x̃) = x̃ + d(x̃) ∈ ΓD:
uD(x) = uD(x̃ + d(x̃))
= uD(x̃) + ∇u(x̃) · d(x̃) +
1
2
dT (x̃)H (u)d(x̃) + O(||d(x̃)||3)
(24)
where H (u) denotes the Hessian of u. This last expression can be used to develop a new strategy for the imposition
of Dirichlet boundary conditions in the context of embedded methods. Depending on the desired accuracy, additional
terms can be considered in the Taylor expansion.
4.2. The shifted boundary variational formulation
We now propose to extend the scheme (13) to an embedded formulation, using the SBM [28, 29]. Looking at
equations (11), the integrations over internal edges are not impacted by the integration on the surrogate domain.
However, the boundary integral on the surrogate domain ∂Ω̃ now involves the surrogate normal ñ. Thus, equations
(11) are written as
(w,Λ−1β)Ω̃ − (∇ · w, p)Ω̃ + 〈[[w]], { p̂}〉Ei + 〈{w}, [[ p̂]]〉Ei + 〈w · ñ, p̂〉∂Ω̃ = 0 (25)
(q,∇ · β)Ω̃ + 〈[[q]], {β̂ − β}〉Ei + 〈{q}, [[β̂ − β]]〉Ei + 〈q, (β̂ − β) · ñ〉∂Ω̃ = (q, φ)Ω̃ (26)
The definitions of the numerical fluxes (12) need to be modified accordingly on the boundaries. The main differences
arise for Neumann boundary conditions, which involve the flux component along the normal to the true boundary.
The first step is to decompose the surrogate normal ñ into the normal n and tangents τi to the true boundary. Then,
the boundary term in equation (26) yields, on Neumann boundaries,
〈q, (β̂ − β) · ñ〉
Γ̃N
= 〈q(n · ñ), (β̂ − β) · n〉
Γ̃N
+ 〈q(τi · ñ), (β̂ − β) · τi〉Γ̃N (27)
In addition, we impose the following condition on the tangential flux:
β̂ · τi = β · τi, on Γ̃N (28)
Then, omitting the stabilization terms, the scheme (13) reads:
(w,Λ−1β)Ω̃ − (∇ · w, p)Ω̃ + (q,∇ · β)Ω̃ + 〈[[w]], {p}〉Ei − 〈{q}, [[β]]〉Ei + 〈[[q]], αβ[[p]]〉Ei + 〈[[w]], αp[[β]]〉Ei
+ 〈w · ñ, p〉
Γ̃N
− 〈q(n · ñ),β · n− h̃N)〉Γ̃N + 〈w · ñ, p̃D〉Γ̃D + 〈q, αβ(p − p̃D)〉Γ̃D = 0
(29)
Here we wrote p̃D and h̃N to indicate the fact that these values are not equal to pD and hN , which are instead defined on
the true boundaries ΓD and ΓN . p̃D and h̃N need to be defined appropriately to preserve the accuracy of the schemes.
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4.2.1. Shifted Dirichlet boundary conditions
Following the methodology developed in [28], with the theory and notations proposed in Section 4, the Taylor
expansion (24) is employed to extend the known function pD from the true boundaries ΓD onto the surrogate ones Γ̃D:
pD(x) = p̄D(x̃) = p̃D(x̃) + ∇p · d + O(||d||2) (30)
Thus, on Dirichlet boundaries, p̃D(x̃) = pD − ∇p · d needs to be substituted in (12) in place of pD.
4.2.2. Shifted Neumann boundary condition
Similar to the case of Dirichlet boundary conditions, on Neumann boundaries we have:
hN(x) = h̄N(x̃) = h̃N(x̃) + [(∇β)d] · n + O(||d||2) (31)
so that h̃N(x̃) = hN(x) − [(∇β)d] · n needs to be substituted in (12) in place of hN .
4.2.3. Shifted Boundary Method scheme
Using now the corrected (shifted) values of the boundary conditions (30)–(31), the final discontinuous weak
formulation reads:
Bd(w, q;β, p) = BGald (w, q;β, p) + B
S tab(w, q;β, p) = LGald (w, q) + L
S tab(w, q)
BGald (w, q;β, p) = (w,Λ
−1β)Ω̃ − (∇ · w, p)Ω̃ + (q,∇ · β)Ω̃ + 〈[[w]], {p}〉Ei − 〈{q}, [[β]]〉Ei + 〈[[q]], αβ[[p]]〉Ei
+ 〈[[w]], αp[[β]]〉Ei + 〈w · ñ, p〉Γ̃N − 〈q(n · ñ), (β + [∇β]d) · n〉Γ̃N − 〈w · ñ,∇p · d〉Γ̃D
+ 〈q + ∇q · d, αβ(p + ∇p · d)〉Γ̃D
LGald (w, q) = (q, φ)Ω̃ − 〈w · ñ, p̄D〉Γ̃D + 〈q + ∇q · d, αp̄D〉Γ̃D − 〈q(n · ñ), h̄N〉Γ̃N
(32)
Once again, the continuous stabilized variational formulation is obtained from (32) by neglecting all the internal jump
terms:
Bc(w, q;β, p) = BGalc (w, q;β, p) + B
S tab(w, q;β, q) = LGalc (w, q) + L
S tab(w, q)
BGalc (w, q;β, p) = (w,Λ
−1β)Ω̃ − (∇ · w, p)Ω̃ + (q,∇ · β)Ω̃ + 〈w · ñ, p〉Γ̃N − 〈q(n · ñ), (β + [∇β]d) · n〉Γ̃N
+ 〈w · ñ,∇p · d〉
Γ̃D
+ 〈q + ∇q · d, αβ(p + ∇p · d)〉Γ̃D
LGalc (w, q) = (q, φ)Ω̃ − 〈w · ñ, p̄D〉Γ̃D + 〈q + ∇q · d, αβ p̄D〉Γ̃D − 〈q(n · ñ), h̄N〉Γ̃N
(33)
From this continuous Galerkin formulation (33), the Euler-Lagrange equations can be obtained by performing inte-
gration by parts. The resulting expression is:
0 = (w, (Λ−1β + ∇p))Ω̃ + (q, (∇ · β − φ))Ω̃
− 〈w · ñ + αβ(q + ∇q · d), p + ∇p · d − p̄D〉Γ̃D
− 〈q(n · ñ), (β + (∇β)d) · n− h̄N〉Γ̃N
(34)
The Euler-Lagrange equations identify the consistency conditions enforced by the SBM: the partial differential equa-
tion is enforced on the interior of the surrogate domain Ω̃; Dirichlet conditions for the pressure are approximately
enforced by means of the Taylor expansion, in a Nitsche fashion [37]; and Neumann boundary conditions are also
approximately enforced using the Taylor expansion.
As illustrated later in Section 6, the formulation (32) yields a first-order accurate flux, and a second-order accurate
pressure for Dirichlet boundary conditions. The accuracy of the latter reduces to first order when embedded Neumann
conditions are considered.
The next section is devoted to improving the formulation just described, so that second-order accuracy can be








Figure 2: A triangle and the additional degrees-of-freedom for pressure enrichment (indicated with crosses).
5. Pressure enrichment and high-order flux finite element scheme
We propose next to modify the variational formulations (13) and (32) with the aim of obtaining at least second-
order accuracy on both pressure and flux for any kind of embedded boundary conditions. Taking inspiration from
Caraeni [9], Nishikawa [35] and Mazaheri [31] improved the accuracy of advection-diffusion problems by using the
mixed form of the equations. In particular, by exploiting the relations between the flux and the pressure gradients in
the Darcy equation, we can construct a quadratic pressure approximation, as discussed in the following section.
5.1. Enriched pressure approximation
Our aim is to to define a quadratic pressure polynomial in each element. One way to achieve this is to add
additional degrees-of-freedom associated to the pressure values at edge midpoints, as illustrated in Figure 2 (for
simplicity, in two dimensions). These additional degrees-of-freedom become unknowns of the problem and thus the













where the ui and u j correspond to solution values associated to the nodal degrees-of-freedom (vertices), and to the




i the linear and quadratic
local shape functions.
Both in two and three space dimensions one can easily prove the following relations, which will be useful later on














j k is the midpoint of edge [i, j]
(36)
The idea is now to replace the mid-point unknowns by values appropriately defined using the known nodal values
of the pressure and its gradient. For this purpose, Taylor expansions are used in combination with the mixed form of
the equations. Looking at Figure 2, focusing on and edge [i, j], the aim is to define the pressure at the midpoint l using
only information stored at nodes i and j. We thus consider a third-order truncated Taylor expansion of the pressure
along the edge, as well as a second-order expansion of the flux:
p(x + δx) =p(x) + ∇p(x) · δx +
1
2
δxT H (p)δx + O(||δx||3)
β(x + δx) =β(x) + (∇β(x))δx + O(||δx||2)
(37)
where H denotes the Hessian of the pressure.
Remark 3. In this section, the use of the Taylor expansion is not related to the SBM. In equation (37), δx is defined
along the edges of the grid, and not along the vector distance d, introduced in Section 4 to map from the true to the
surrogate boundary.
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If one considers (37) in combination with linear approximation, gradients are constant and the Hessian of the pressure
is null. However, using the Darcy equation, the gradient of the pressure can be evaluated as ∇p = −Λ−1β which is
actually linear and thus the Hessian can be now evaluated as











In the last expression, the superscript T denotes the transpose of a tensor. Hence,





and the Taylor expansions (37) can thus be rewritten as:





















(x)ei→ j = Λ−1j β j − Λ
−1
i βi (40)
Remark 4. The error of the the Taylor expansion (37) can be estimated using the Lagrange formula of the remainder.
In particular, classical arguments can be used to show that ∃c ∈ ei→ j such that:
(Λ−1j β j − Λ
−1




(x)ei→ j = (Λ−1j β j − Λ
−1





Applying the expansion at both node i and j, and, for symmetry reasons, taking the average, we end up with the
following estimate for the edge mid-point values of the pressure:
pl = p̄e +
1
8
(Λ−1j β j − Λ
−1
i βi) · (x j − xi) (42)
where p̄e = 12 (p j + pi) is the average pressure on the edge. Feeding this expression back into (35) and using (36), one
















where now only P1-shape functions are involved, and ∆t denotes the difference of the nodal values of a given vector
t along an edge e. Note that the second sum over the edges of the element K contains the remainder of the P2-
correction associated to the product of test functions centered at each node of the edge e.
Remark 5. The definition (43) of the enrichment is also valid for tetrahedra.
We will now define the new pressure-enriched schemes, in which p∗ will denote the enriched pressure (43). We first
propose a formulation akin the ones in [35, 36], in which (13,32) are modified by replacing directly p∗ for the pressure
in the bilinear forms. As numerically shown in Section 6, such formulations recover the desired accuracy once proper
stabilization procedures are applied.
We will then elaborate on this formulation proposing a symmetric enrichment, where both the trial and test function
spaces are modified. This approach yields a natural stabilization mechanism without requiring additional ad-hoc terms
in the variational form, and can be elegantly proved to satisfy the desired consistency, stability, and error estimate by
simple generalizations of classical arguments [30, 23].
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5.2. Modified schemes: Non symmetric enrichment
5.2.1. Conformal case
The conformal case is straightforward, in that the enrichment (43) is used in the variational formulation (13):
Bd(w, q;β, p∗) = BGald (w, q;β, p
∗) + BS tab(w, q;β, p∗) = LGald (w, q) + L
S tab(w, q)
BGald (w, q;β, p





+ 〈[[q]], αβ[[p∗]]〉εi + 〈[[w]], αp[[β]]〉Ei
+ 〈w · n, p∗〉
ΓN
− 〈q,β · n〉
ΓN
+ 〈q, αβp∗〉ΓD
LGald (w, q) = (q, φ)Ω − 〈w · n, pD〉ΓD + 〈q, αβpD〉ΓD − 〈q, hN〉ΓN
(44)
While the test functions employed are still linear, that is (w, q) ∈ S 1(Ω)×V1(Ω), the enriched pressure p∗ is defined to
be a quadratic approximation of the pressure, that is p∗ ∈ S 2(Ω). Unfortunately, as the test and trial functions spaces
are different, namely (w, q) ∈ V1(Ω)× S 1(Ω) and (β, p∗) ∈ V1 × S 2(Ω), a standard coercivity argument cannot be used
to derive the stability bound (15) and error estimate (16), as already seen in Section 3. We can only show that the
consistency estimate is improved by the enrichment, as detailed in AppendixA.
Numerical evidence detailed here and in [31, 32] shows that the non-symmetric enrichment yields a third-order
pressure and a second-order flux, and allows to recover, within machine precision, quadratic polynomial solutions of
the Darcy flow problem (1).
Remark 6. To achieve the levels of accuracy mentioned above, additional stabilization mechanisms are however
required in some cases. For example, the “div-div” stabilization is necessary to avoid spurious modes, which may
originate from the enhancing terms that replace the mid-point values. The authors of [31, 32] propose to include a
condition of consistency on the tangent variation of the flux on Dirichlet boundaries, adding to the weak Galerkin
formulation the additional boundary penalty term
〈w · τi, ατi
(





where τi denotes the tangent of the boundary in the ith direction, ∂τi pD = ∇pD · τi is the gradient of the Dirichlet
value along the boundary, and the penalty coefficient ατ is defined as ατ = α̃h/||Λ||. Such penalty term has a behavior
similar to the “div-div” stabilization term ζ2
(
∇ · w, ||Λ||h2∇ · β
)
Ω
in BS tab(w, q;β, p). For this reason, the “div-div”
stabilization can be removed if (45) is employed.
5.2.2. Embedded case: third-order extrapolation
In the embedded case, the boundary terms of the type 〈q, αβ(p − pD)〉ΓD + 〈w · n, pD〉ΓD need to be modified to
account for a parabolic extrapolation, in order to be consistent with the enrichment of the pressure. For this reason,
when extending the value of the pressure from ΓD to Γ̃D, the Taylor expansion (30) has been enhanced using the
Hessian of the pressure:
pD(x) = p̄D = pD(x̃) + ∇p · d +
1
2
dT H (p)d (46)
As in the case of internal edges, to evaluate the Hessian we use the nodal flux, which essentially leads to (39) with
δx = d. The resulting shifted boundary condition reads:
































where the expression in the left slot of the first term is designed to guarantee the symmetry and positive semi-
definiteness of the associated variational form, in the spirit of the formulation used in [28].
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Since no modification is performed on the flux itself, the Neumann boundary terms remain unchanged, and the
final embedded formulation using pressure enrichment reads:
Bd(w, q;β, p∗) = BGald (w, q;β, p
∗) + BS tab(w, q;β, p∗) = LGald (w, q) + L
S tab(w, q)
BGald (w, q;β, p
∗) = (w,Λ−1β)Ω̃ − (∇ · w, p





+ 〈[[q]], αβ[[p∗]]〉εi + 〈[[w]], αp[[β]]〉Ei

























+ 〈w · ñ, p∗〉
Γ̃N
− 〈q(n · ñ), (β + [∇β]d) · n〉
Γ̃N
LGald (w, q) = (q, φ)Ω̃ − 〈q(n · ñ), h̄N〉Γ̃N − 〈w · ñ, p̄D〉Γ̃D + 〈q − Λ









As before, the continuous Galerkin formulation is obtained by removing all internal edge integrals involving jumps
and is omitted for the sake brevity. The Euler-Lagrange equations associated to the enriched scheme read:
0 =(w, (Λ−1β + ∇p∗))Ω̃ + (q, (∇ · β − φ))Ω̃















− 〈q(n · ñ), (β + (∇β)d) · n− h̄N〉Γ̃N
(50)
This Euler-Lagrange formulation differs from (34), due to the use of the enriched pressure and the mixed formulation
to evaluate pressure gradients in the boundary terms. On Γ̃D, to enforce with higher accuracy the boundary condition,
the Taylor expansion is enhanced to third order. As illustrated by the numerical examples of Section 6, such a scheme
allows to recover overall second-order accuracy.
Remark 7. The extrapolation of the pressure could be already enhanced to third order without the pressure enrich-
ment. However, such a procedure is unnecessary as the expected accuracy is second order and is already satisfied by
a second-order Taylor expansion.
Remark 8. When employed, the additional high-order correction on the tangential gradient (45) is also extended
using the Taylor expansion:
∂τi p̄D = ∇p̄D · τi = Λ




d · τi + O(||d||2) (51)
5.3. Modification of the schemes - Symmetric enrichment
We propose next an improved variant of the ideas discussed so far. For this purpose, let us introduce the mapping
R l+1l : (V
k(Ω), S l(Ω)) 7→ S l+1(Ω), which defines the enriched pressure in the case of linear approximations, (β, p) ∈
V1(Ω) × S 1(Ω):
R21 (Ω) : (V




We propose here a symmetrically enriched method in which the operator (52) is used on both the primary variable
(the pressure) and on the corresponding test function q in the bilinear form:
Bd(w,R21 (w, q);β,R
2
1 (β, q)) = Ld(w,R
2
1 (w, q)) (53)
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With respect to the previous non-symmetric enriched formulation, now the test and trial spaces are identical. Denoting
q∗ = R21 (w, q), we consider the following stabilized variational form:
Bd(w, q∗;β, p∗) = BGald (w, q
∗;β, p∗) + BS tab(w, q∗;β, p∗) = LGald (w, q
∗)
BGald (w, q





+ 〈[[q∗]], αβ[[p∗]]〉εi + 〈[[w]], αp[[β]]〉Ei
+ 〈w · n, p∗〉
ΓN
− 〈q∗,β · n〉
ΓN
+ 〈q∗, αβp∗〉ΓD








∗) = (q∗, φ)Ω − 〈w · n, pD〉ΓD + 〈q
∗, αβpD〉ΓD − 〈q
∗, hN〉ΓN
(54)
The proposed symmetric enriched formulation allows for a more straightforward analysis. Setting W = (w, q), W∗ =
(w,R21 (w, q)) and indicating by Ve = (βe, pe) a sufficiently smooth solution, the following theorem provides stability,
consistency and accuracy of the formulation (for the proof, see AppendixA):
Theorem 1 (Symmetric enrichment - stability, consistency and error estimate). For all (w, q∗) and (β, p∗) ∈ V1 ×
R21 (V1, S 1(Ω)), the enriched formulation (54) is:







+ ||(α̃β||Λ||/h⊥)1/2[[p∗]]||2Ei + ||(α̃β||Λ||/h
⊥)1/2 p∗||2ΓD + ||(α̃ph
⊥/||Λ||)1/2[[β]]||2
(55)
b) consistent (in the sense of the Galerkin orthogonality property), that is
Bd(W∗, E) = 0 (56)
c) convergent, with the error satisfying the estimate
|||E||| ≤ C1h2|β|2 + C2h2|p|3 (57)
where E = (β − βe; p∗ − pe).
This last error estimates differs from (16), since an extra order of accuracy is gained for the flux, namely r = 2.
One additional order of convergence is also expected for the L2-error of the pressure. In conclusion the expected rates
of convergence for pressure and flux are third and second order, respectively.
Remark 9. In the discontinuous case, the BS tab(w, q∗,β, p∗) term is not necessary. For a continuous approximation,
the “div-div” term was found necessary for the non-symmetric scheme, but unnecessary for the symmetric scheme,
for which the momentum stabilization is sufficient to guarantee stability and convergence, as also confirmed in a wide






















(∇(q∗ − q),β + Λ∇(p∗ − p))Ω
(58)
Focusing on the last term and using (43),
1
2

























This last term in equality (59) contains the inner product of the gradient of the flux and the gradient of the shape
function, similar in nature to the “div-div” stabilization. Note also that the scaling with the square of the grid size (h2)
is accounted for through the dot products with ∆xe. Thus, when mapping from the linear unknowns to the quadratic
pressure, the “div-div” stabilization is directly included in the momentum stabilization and can be removed from
the variational form. This provides a natural and order-preserving stabilization, independent from any stabilization
constant.
5.3.2. Embedded case
Proceeding as above, an enhanced extrapolation is applied to the SBM in order to preserve the required order of
accuracy. This leads to the following stabilized variational form:
Bd(w, q∗;β, p∗) = BGald (w, q
∗;β, p∗) + BS tab(w, q∗;β, p∗) = LGald (w, q
∗) + LS tab(w, q∗)
BGald (w, q







+ 〈[[q∗]], αβ[[p∗]]〉εi + 〈[[w]], αp[[β]]〉Ei

























+ 〈w · ñ, p∗〉
Γ̃N
− 〈q∗(n · ñ), (β + [∇β]d) · n〉
Γ̃N
LGald (w, q
∗) = (q∗, φ)Ω̃ − 〈q
∗(n · ñ), h̄N〉Γ̃N − 〈w · ñ, p̄D〉Γ̃D + 〈q









Here, as for the original SBM formulation (32) and for the non-symmetric formulation (49), we do expect a reduction
in accuracy for the pressure when Neumann conditions are embedded. However, the overall accuracy is still second-
order for both flux and pressure. Hence, this enriched scheme and its non-symmetric counterpart deliver second-order
accuracy for the flux and pressure, for any kind of embedded boundary conditions. In addition, if only Dirichlet
conditions are embedded, the approximated pressure is third-order accurate.
6. Numerical results
In this section, several numerical examples are presented, to confirm the the theoretical expectations, as well as to
provide further insights on the previous discussion on the accuracy and stability of the schemes.
For all two- and three-dimensional simulations, the results are obtained with the symmetric enriched method,
using, where necessary, penalty coefficients set to αp = 2 and αβ = 1. The non-symmetric formulation is only used in
the convergence tests and in comparative studies among the different options for stabilization.
6.1. Convergence tests
The convergence tests presented next aim at demonstrating the accuracy of the proposed schemes, and, in the
case of the pressure enrichment, tradeoffs between accuracy and overall computational cost. In addition, for Dirichlet
boundary conditions, we also illustrate the differences between the formulations and, for the non-symmetric enrich-
ment, the importance of the “div-div” stabilization or the tangential penalty term.
6.1.1. Setup of the tests cases
We use the method of manufactured solutions with matching boundary conditions on a geometry given by the
circular annulus of outer radius rout = 0.35 and inner radius rin = 0.1 (see Fig. 3(a)). Note that in one of the tests for
the embedded case, the inner circular boundary shape is replaced by a square shape of size l = 0.15 (see Fig. 3(c)),
with the goal of demonstrating the robustness of the approach on geometries with singularities. The manufactured
14
(a) Conformal simulation domain and mesh (b) Embedded simulation with inner embbe-
ded circle, domain and mesh
(c) Embedded simulation with inner embbe-
ded square, domain and mesh
Figure 3: Typical grids and geometries for the convergence tests.
(a) Flux - Isotropic permeability (b) Pressure - Isotropic permeability
(c) Flux - Anisotropic permeability (d) Pressure - Anisotropic permeability
Figure 4: Convergence test: Conformal case.
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(a) Flux: Isotropic permeability Λ (b) Flux: Anisotropic permeability Λ - Cir-
cular inner boundary
(c) Flux: Anisotropic permeability Λ -
Square inner boundary
(d) Pressure: Isotropic permeability Λ (e) Pressure: Anisotropic permeability Λ -
Circular inner boundary
(f) Pressure: Anisotropic permeability Λ -
Square inner boundary
Figure 5: Convergence test for the embedded simulations: Dirichlet/Dirichlet.
solutions employed for this study are defined as
β(x, y) =






(x3 + y3) + xy
φ(x, y) = −(y2 + x2 + 3x + 3y)ex+y
Λ = ex+yI
(61)
for the variable permeability case, and as
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(a) Flux: Isotropic permeability Λ (b) Flux: Anisotropic permeability Λ - Cir-
cular inner boundary
(c) Flux: Anisotropic permeability Λ -
Square inner boundary
(d) Pressure: Isotropic permeability Λ (e) Pressure: Anisotropic permeability Λ -
Circular inner boundary
(f) Pressure: Anisotropic permeability Λ -
Square inner boundary
Figure 6: Convergence test for the embedded simulations: Neumann/Dirichlet.

β(x, y) = −π
 λxy sin(4πx) cos(4πy) + λxx cos(4πx) sin(4πy)





φ(x, y) = 4π2
(





 =  3 11 3

(62)
for the anisotropic permeability case.
6.1.2. Conformal Results
Dirichlet and Neumann boundary conditions are applied in the outer and inner boundaries, respectively (see Fig.
3(a)). For the variable permeability case (61), convergence rates for both continuous and discontinuous discretizations
are given in Figure 4(a) for the flux and Figure 4(b) for the pressure. For the anisotropic permeability case (62),
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(a) Flux norm (b) Pressure
Figure 7: Convergence test: Plots of the solution for the isotropic permeability distribution.
(a) Continuous scheme (b) Discontinuous scheme
Figure 8: Matrix condition number - the black line corresponds to the slope h−2. Note that the condition number associated with the SBM is not
impacted by the element cut ratio. Hence, this figure also shows how the SBM is not affected by the small cut-cell problem.
convergence rates for both continuous and discontinuous discretizations are given in Figure 4(c), for the flux, and
Figure 4(d), for the pressure.
The numerical results confirm the expected convergence rates, in the sense that the original formulation has a
second-order accurate pressure and a first-order accurate flux, while the enriched pressure formulation yields a third-
order pressure and a second-order flux.
These convergence rates are similar to the ones obtained in [22] when pressure and velocity are discretized with
quadratic and linear interpolation, respectively. However, in the present study, both variables are discretized using
piecewise linear interpolation. Therefore, a reduced number of degrees-of-freedom still allows to recover the same
accuracy.
6.1.3. Embedded results
We consider two boundary-condition configurations: in a first configuration, termed Dirichlet/Dirichlet, Dirichlet
boundary conditions are applied on both the inner and outer boundaries (see Fig. 3(b),3(c)); in a second configuration,
termed Neumann/Dirichlet, Neumann conditions are applied on the inner boundary while Dirichlet conditions are
applied on the outer boundary.
For the Dirichlet/Dirichlet simulations, convergence rates obtained with isotropic permeability for both the CG and
DG schemes are shown in Figure 5(a) and 5(d) for the flux and the pressure variables, respectively. The anisotropic
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(a) Flux (b) Pressure
Figure 9: Convergence rates: Comparison among various symmetric and non-symmetric formulations. The continuous blue curve corresponds
to the symmetric formulation; the continuous red curve corresponds non-symmetric formulation without the “div-div” stabilization or tangential
boundary penalty; the dashed red curve corresponds to the non-symmetric formulation with “div-div” stabilization and the dashed magenta curve
to the same non-symmetric formulation but with the tangential penalty term instead.
(a) No “div-div” stabilization, no tangential
penalty
(b) “div-div” stabilization active, no tangen-
tial penalty
(c) No “div-div” stab, tangential penalty ac-
tive
Figure 10: Comparison of various non-symmetric formulations. Analysis of spurious modes in the flux.
permeability results are plotted in Figures 5(b) (circular inner boundary) and 5(c) (square inner boundary) for the flux,
and in Figure 5(e) (circular inner boundary) and 6(f) (square inner boundary) for the pressure.
The convergence rates corresponding to the Neumann/Dirichlet combination of boundary conditions and isotropic
variable permeability are shown in Figure 6(a) for the flux and in Figure 6(d) for the pressure. The corresponding plots
for the anisotropic permeability case are given in Figures 6(b) (circular inner boundary), 6(c) (square inner boundary)
for the flux and 6(e), 6(f) for the pressure.
The reported numerical results match the expected convergence rates. When the pressure enrichment is activated,
the flux is always second-order accurate, while the pressure is third-order accurate for pure Dirichlet boundary con-
ditions and second-order accurate for Neumann boundary conditions. We thus validated the gain of one order of
accuracy for both the flux and pressure variables using the pressure enrichment.
For reference, the plots of the solutions (with variable permeability distribution on the surrogate domain) are
displayed in Figure 7.
The condition number of the algebraic system associated with the proposed methods is plotted, as a function of the
mesh size, in Figure 8. One can see that the use of the pressure enrichment has a minimum influence on the condition
number.
6.1.4. Comparative study among various weak formulations
This section presents a comparison between the non-symmetric formulation (44) and the symmetric formula-
tion (54). We focus on the CG case, in which the edge penalty term has no beneficial effect.
In section (5.2), we argued that the non-symmetric modification of the schemes requires the use of “div-div”
stabilization or some additional tangential penalty. Here, we investigate the different among the following approaches:
• Non-symmetric enrichment with momentum stabilization and no additional stabilization or tangential penalty
term;
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• Non-symmetric enrichment with momentum and “div-div” stabilization; no tangential penalty term;
• Non-symmetric enrichment with momentum stabilization and tangential penalty term (with ατ = 2.0);
• Symmetric enrichment with momentum stabilization.
The convergence plots obtained with Dirichlet/Dirichlet combination are displayed in Figure 9 show that the non-
symmetric enrichment with only the momentum stabilization is unstable (see also the spurious modes appearing near
the embedded boundary in Figure 10). The addition of either the “div-div” stabilization or the tangential penalty
term reestablishes stability in the solution with the expected convergence rate, similar to the one obtained with the
symmetric enriched formulation.
6.2. Patch test cases
We now tackle the exact representation of polynomial solutions of the same degree of the finite element approx-
imation spaces utilized. For this purpose, we perform tests similar to the ones presented in [36] with discontinuous
permeabilities. We consider again an annulus geometry with inner radius rin = 0.1 and outer radius rout = 0.5, em-
bedded in a disk of radius R = 0.6. Neumann and Dirichlet conditions are imposed on the inner and outer boundaries,
respectively. The computational grid is composed of 2, 531 nodes and 4, 908 triangles, and the interface x = 0.5 is
meshed explicitly (i.e., as body fitted, see Fig. 11). The permeability distribution is chosen to be Λ = κ(x, y)I, where
κ(x, y) =
κ1 if x ≤ 0.5κ2 if x > 0.5 (63)





















if x > 0.5
βx,CG(x, y) = −
κ1κ2xr−1
κ̃
βy,CG(x, y) = 0




with κ̃ = 0.5(κ1 + κ2) + 4κ1κ2, and
pDG(x, y) =








xr + yr if x > 0.5
βx,DG(x, y) = −κ1rxr−1
βy,DG(x, y) =
 − κ1ryr−1 if x ≤ 0.5− κ2ryr−1 if x > 0.5
φDG(x, y) =
 − κ1r(r − 1)(xr−2 + yr−2) if x ≤ 0.5− r(r − 1)(κ1xr−2 + κ2yr−2) if x ≤ 0.5
(65)
Note that in the last two equations of (64)–(65) we define xα = 0 if α < 0. Observe also that (64) implies that both the
pressure and the flux (gradient) are continuous, while in (65) the flux is discontinuous. Hence, a patch test with (64)
can be in principle passed by both DG and CG schemes with pressure enrichment, while (65) can be solved exactly
only by the DG scheme.
We perform the simulations for a linear pressure / constant flux (r = 1) and quadratic pressure / linear flux (r = 2)
with and without the enrichment.
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Figure 11: Patch tests mesh.
(a) Pressure: Exact (b) Pressure error: CG (c) Pressure error: DG
(d) βx: Exact (e) βx error: CG (f) βx error: DG
Figure 12: Patch test for linear solution (r = 1): Elevation plots of the pressure and the flux.
For r = 1 and the exact solution (64), plots of the pressure and one flux component, with their respective errors,
are shown in Figure 12, for both the CG and DG schemes. For r = 1 and the exact solution (65), similar plots are
shown in Figure 13, only for the DG scheme. As expected, for the continuous variables, both schemes perfectly match
the exact solution. For all these settings, the CG and DG schemes can represent exactly the solutions. However, note
that a continuous flux approximation would not work for the exact solution (65), as evident in Figure 14, which shows
oscillations near the interface x = 0.5.
Considering now the case r = 2 and the continuous exact solution (64), since CG and DG schemes behave
identically, we plot in Figure 15 only the results obtained with the continuous formulation along with the errors
obtained with both original and enriched schemes. For the discontinuous solution (65), the simulations are only
performed with the discontinuous scheme and the results are displayed in Figure 16. It is clearly seen that while the
original linear CG and DG schemes do not allow to recover the exact solutions, the enriched formulations perfectly
match quadratic solutions (i.e., within machine precision).
6.3. Domain with a circular impermeable obstruction
The domain is Ω = [0, 1] × [0, 1] \ C where C is a circle of radius 0.2 centered in (0.5, 0.5). The permeability in
the domain is Λ = I. On the left and right side we apply Dirichlet conditions with respectively p = 1 and p = 0 while
all other boundaries are set to slip wall: β · n = 0 (see Fig. 17(a)). As there is no discontinuity in the permeability,
the continuous scheme is employed. We compare the solutions for a conformal simulation and one where the inner
impermeable obstruction is embedded. The meshes employed are shown in Figures 17(b) and 17(c). Isolines of the
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(a) Pressure: Exact (b) Pressure error
(c) βy: Exact (d) βy error
Figure 13: Patch test with DG scheme: Elevation plots of the pressure and the flux.
(a) x component (b) y component
Figure 14: Flux obtained with CG scheme for the discontinuous exact solution.
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(a) Pressure: Exact (b) Pressure error: Original scheme (c) Pressure error: Enriched scheme
(d) βx: Exact (e) βx error: Original scheme (f) βx error: Enriched scheme
Figure 15: Patch test with CG scheme. Elevation plots of the quadratic pressure and linear flux.
(a) Pressure: Exact (b) Pressure error: Original scheme (c) Pressure error: Enriched scheme
(d) βy: Exact (e) βy error: Original scheme (f) βy error: Enriched scheme




p = 1 p = 0
Λ = I
(a) Domain and boundary conditions (b) Conformal mesh (c) Embedded mesh
Figure 17: Circular impermeable obstruction test. Setup and grids.
(a) Flux isolines (in black) and pressure. Top half: conformal
result. Bottom half: embedded result.
(b) Elevation plots of the flux magnitude: conformal simulation in solid
contour; embedded simulations in black wireframe contour
Figure 18: Circular impermeable obstruction test. Comparison between embedded and conformal simulations.
flux and pressure are displayed for both simulations in Figure 18(a) and elevation plots of the flux magnitude are
compared in Figure 18(b). The solutions are practically identical.
6.4. Flow in a domain with a low permeability obstruction
A square domain Ω = [0, 1]× [0, 1] is divided into two regions. An inner rectangular region [3/8, 5/8]× [1/4, 3/4]
with low permeability (Λ = 10−3I) is surrounded by an area of considerably higher permeability (Λ = I). The p = 1
and p = 0 are enforced, respectively, on the left and right sides of the domain, and a Neumann condition β · n = 0 is
applied on the top and bottom sides (see Fig. 19(a)). For the embedded simulation, the entire domain is embedded
in a larger square domain. Since the permeability is discontinuous, the DG scheme is used. Meshes are presented
in Figures 19(b) and 19(c). We propose a comparison of the solution obtained with the conformal and embedded
simulation in Figure 20. Once again, one can appreciate the similarities between the two results, which validate the
discontinuous embedded discretization.
6.5. A three-dimensional convergence test
We embed a sphere of radius rin = 0.2 in a bigger sphere of radius rout = 0.5. The simulations are performed
with 6 levels of refinement, from a mesh of 330 nodes and 1, 420 tetrahedrons to a mesh of 7, 838, 897 nodes and
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Neumann
p = 1 p = 0
Λ = 10−3I
Λ = I
(a) Set up (b) Fitted mesh (c) Embedded mesh
Figure 19: Low Permeability obstruction test case.
Figure 20: Low permeability obstruction - Comparison of embedded and conformal simulations. Flux isolines on top of pressure contours.
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The convergence rates obtained with and without the pressure enrichment are plotted in Figure 21. There we can
appreciate an analogous behavior with respect to the two-dimensional cases, that is, second-order convergence for the
flux and pressure in the case of pressure enrichment, and first-order convergence for both fields if no enrichment is
provided.
6.6. Flow past a complicated three-dimensional object
In order to demonstrate the applicability of the proposed algorithms, we simulate the flow around a complicated
object, named “Monkey Trefoil” and already employed in [28] (see Fig. 22). The surface is embedded in a domain of
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Figure 21: Embedded Neumann 3D simulation: Convergence rates.
size [−4, 4] × [−2, 2] × [−4, 4] and meshed with 9, 764, 152 tetrahedra. The Dirichlet boundary conditions p = 1 and
p = 0 are applied at x = −4 and x = 4, respectively. Neumann conditions are applied on the other sides of the domain,
as well as on the embedded body. Flux isolines and pressure isosurfaces are shown in Figures 23(a) and 23(b), and
demonstrate the robustness of the proposed approach in complex geometry.
7. Conclusion
We have developed enhanced embedded mixed finite elements methods for Darcy-type equations that, for linear
approximation spaces, deliver second-order error convergence for the primary and gradient variables. In the case
when only pure Dirichlet boundary conditions are embedded, the primary variable becomes third-order accurate.
The constructions performed exploit the mixed form of the problem to develop an enrichment of the primary
variable. When both test and trial spaces are enriched, all the classical estimates can be generalized in the body fitted
case. Extensive numerical simulations has confirmed all the theoretical expectations concerning both accuracy and
stability, also when strong discontinuities in the permeability exist.
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AppendixA. Conformal enriched scheme analysis
In this appendix, we provide some analysis of the enriched schemes (44) and (54). We start by providing the
detailed version of Theorem 1 for the symmetric enrichment. We then provide some additional comments on the non
symmetric formulation. Also, we only focus on the conformal case, and refer to [28, 29] for a discussion on the issue
of the stability of the SBM approximation.
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Figure 22: Monkey trefoil geometry.
(a) Flux isolines colored by pressure (b) Pressure isosurfaces
Figure 23: Monkey trefoil test.
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AppendixA.1. Symmetric enrichment
The main idea in the proof of Theorem 1 resides in the fact that the test and trial function spaces for the pressure
are identical. Therefore, the analysis of the scheme can be performed in a similar manner to the original continuous
and discontinuous schemes (13) proposed in [22, 30].










+ ||(α̃β||Λ||/h⊥)1/2[[p∗]]||2Ei + ||(α̃β||Λ||/h
⊥)1/2 p∗||2ΓD + ||(α̃ph
⊥/||Λ||)1/2[[β]]||2
(A.1)
Proof. The proof is immediate, by substitution. For all (w, q∗) ∈ V1(Ω) ×R21 (V1(Ω) × S 1(Ω)):
B(w, q∗; w, q∗) = |||(w, q∗))|||2  (A.2)
Setting W = (w, q), W∗ = (w,R21 (w, q)), we indicate with Ve = (βe, pe) a sufficiently smooth solution. We denote




are, respectively, the P1 and P2 Lagrange interpolants. We then decompose the error as
E = V∗ − Ve =
E∗︷   ︸︸   ︷
V∗ − Ṽ∗e +




where E = (β − βe; p∗ − pe), E∗ = (β − β̃
∗
e; p
∗ − p̃∗e), H
∗ = (β̃∗e − βe; p̃
∗
e − pe). Consistency, or better, Galerkin
orthogonality is immediate to prove, once we observe that Bd(W∗,Ve) = Ld(W∗):
Proposition 2 (Consistency). For all W∗ ∈ V1(Ω) ×R21 (V1(Ω), S 1(Ω)):
Bd(W∗, E) = 0 (A.4)
Finally, we can focus on the accuracy of the scheme. Using the decomposition of the error between the approxi-
mation and truncation errors, the following theorem holds, for the "classical" non enriched formulation (see [30] for
detailed proof):
Theorem 2. For (β, p) ∈ Vl(Ω) × S k(Ω):
|||E||| ≤ C|||H|||, (A.5)
with
|||H||| ≤ C1hk+1|β|k+1 + C2hl|p|l+1 (A.6)
and |.|s the sth Sobolev seminorm.
In our case, the same consistency/stability argument that yields the proof of Theorem 2 can be followed, step-by-
step, to obtain |||E||| ≤ C|||H∗|||. We then seek an upper bound of H∗. To this purpose, we introduce the vector of the




e ) and we decompose H∗ as:
H∗ = Ṽ∗e − Ve =
H∗,2︷   ︸︸   ︷
V∗e − Ṽe +
H̃︷   ︸︸   ︷
Ṽe − Ve (A.7)
where H̃ = (βP
1
−βe, p̃
P2−pe) the P1 and P2 Lagrange interpolation error of respectively the flux and the pressure,
satisfying (A.6)
|||H̃||| ≤ C1h2|β|2 + C2h2|p|3 (A.8)
and H∗,2 = (β̃∗ − β̃P
1
, p̃∗ − p̃P
2
) = (0, p̃∗ − p̃2) represents the error between the quadratic reconstruction of the
pressure with (52) and the P2 one, as the mapping (52) approximate linearly the flux. We then have the following
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Lemma 1. The norm of the error between the two quadratic interpolations H∗,2 is bounded by the interpolation error
on the flux β:
|||H∗,2||| ≤ C3h2|β|2 (A.9)
Proof. Let first recall some useful inequalities. The trace inequality for a simplex K of the mesh writes:




where CT is a constant. In addition, assuming the mesh regular enough, we have
||∇q||K ≤ Cinvh−1||q||K (A.11)
and there exists constants C̃1 and C̃2 such that, for all edges on the mesh ei→ j,
C̃1h ≤ ||ei→ j|| ≤ C̃2h (A.12)
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]]||2E (A.14)
where E = Ei
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and we can approximate the mid-edge values p̃P
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(Λiβi − Λ jβ j) +
1
16
ei→ j(H i + H j)ei→ j + O(h3) (A.17)







(Λ jβi − Λiβ j) + H iei→ j + (Λ jβi − Λiβ j) + H jei→ j
)
· ei→ j (A.18)























· ei→ jϕm(x) (A.20)
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and we can get:
1
2
||Λ1/2∇( p̃ − p̃P
2
)||Ω ≤ C3h4|β|2 (A.22)
Denoting ep = p̃∗ − p̃P
2





























































||(α̃β||Λ||/h⊥)1/2[[ep]]||E ≤ C4h2|β|2 (A.24)
Combining (A.22) and (A.24), we have the following final upper bound:
|||H∗,2||| ≤ (C3 + C4)h2|β|2  (A.25)
Thus, the estimate for the interpolation error reads:
Proposition 3 (Error estimate). The scheme (54) is accurate with the error estimate:
|||E||| ≤ C̃1h2|β|2 + C̃2h2|p|3 (A.26)
Proof. By a consistency/stability argument, we obtain a similar inequality to the case of the scheme without enrich-
ment, namely |||E||| ≤ C|||H∗|||. Then, using the triangular inequality on (A.7), as a direct consequence of Theorem 2
and Lemma 1, we finally obtain:
|||E||| ≤ C((C1 + C4)h2|β|2 + C2h2|p|3)  (A.27)
AppendixA.2. Non-symmetric enrichment
As explained in Section 5.2, for the non symmetric scheme, the solution (trial) space V1(Ω) ×R21 (S
1(Ω),V1(Ω))
is not the same as the test space V1(Ω) × S 1(Ω). Note that both S 1(Ω) and R21 (S
l(Ω),V1(Ω)) are however sub-spaces
of H1(Ω), which is the infinite dimensional pressure space for the problem under consideration.
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Thus, the stability cannot be proven with same coercivity argument as for the symmetric formulation, but an
argument can be provided regarding the consistency and error of consistency.
Consistency can be proved in a very similar manner to case of the symmetric formulation. If (βe, pe) are smooth
fields verifying exactly the PDE and the boundary conditions, one can readily show that
0 = Bd(w, q;β − βe,R
2
1 (β, p) − pe) = Bd(w, q;β − βe, p
∗ − pe)
Error analysis. As before, the global error can be split into the approximation and the truncation error. Note that
the consistency/orthogonality relation still implies
Bd(W, E∗) + Bd(W,H∗) = 0
And we focus on the consistency error |Bd(W, E∗)|, as shown in [1, 2]. Using the continuity of Bd provides an estimate
of the consistency error, namely,
|Bd(W, E∗)| ≤ Ccont‖W‖ ‖H∗‖
where the norms on the right hand side are the natural norms in Hdiv × H1, and we have:
||H||2Ω = ||β̃ − β̃||
2
Ω + ||∇ · (β̃ − β)||
2
Ω + ||p̃ − p||
2
Ω + ||∇(p̃ − p)||
2
Ω (A.28)
Here p̃ represents the interpolation with or without the enrichment. We then have, using inverse inequality (A.11),
|Bd(W, E)|2 ≤ C2cont‖W‖
2
∞(Cinv,1h
−2‖β̃ − β‖2Ω + Cinv,2h
−2‖ p̃ − p‖2Ω) (A.29)
Here the interpolation error can be used with p̃ = p̃P
1
for the original formulation
|Bd(W, E)| ≤ Ccont‖W‖∞(C1h|β|2 + C2h|p|2) (A.30)
and p̃ = p̃∗ for the non symmetric enrichment. Using the same decomposition as for the symmetric formulation,








, and we end up with:
|Bd(W, E∗)| ≤ Ccont‖W‖∞(C1h|β|2 + C2h2|β|2 + C3h2|p|2) (A.31)
We can note that although the final estimate is O(h), due to the divergence part in the classical Hdiv norm, the consis-
tency error estimates coming from the pressure are improved when switching from the non enriched to the enriched
scheme.
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