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Abstract
This article discusses the classical problem of how to calculate rn(m), the number of ways to represent
an integer m by a sum of n squares from a computational efficiency viewpoint. Although this problem has
been studied in great detail, there are very few formulas given for the purpose of computing rn(m) quickly.
More precisely, for fixed n, we want a formula for rn(m) that computes in log-polynomial time (with respect
to m) when the prime factorization of m is given. Restricting to even n, we can view θn(q), the theta function
associated to sums of n squares, as a modular form of weight n/2 on Γ1(4). In particular, we show that for
only a small finite list of n can θn be written as a linear combination consisting entirely of Eisenstein series
and cusp forms with complex multiplication. These are the only n that give rise to “elementary” formulas
for rn(m), i.e. formulas such that for a prime p, rn(p) can be calculated in O(log(p))-time. Viewing θn(q)
as one of the simpler examples of modular forms that are not strictly Eisenstein, this result motivates the
necessity of a log-polynomial time algorithm that directly calculates the Fourier coefficients of modular
forms in the generic situation when there is no such formula, as described in Couveignes and Edixhoven’s
forthcoming book (for level 1 cases) and Peter Bruin’s Ph.D. thesis (for higher level, including 4).
c⃝ 2011 Royal Netherlands Academy of Arts and Sciences. Published by Elsevier B.V. All rights reserved.
0. Introduction
We are interested in the even case of the classical “sums of squares” problem. For positive
n ∈ Z and positive m ∈ Z, let
rn(m) := #{x = (x1, . . . , xn) ∈ Zn : x21 + x22 + · · · + x2n = m}. (1)
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We wish to understand rn(m) by analyzing the generating function attached to rn(m), denoted
by θn . As a complex function on the open unit disk D ⊆ C, θn is the theta function attached to
the standard n-dimensional quadratic form,
θn(q) =
∞−
m=0
rn(m)q
m = 1+ 2n · q + 4
n
2

· q2 + 8
n
3

· q3
+

24
n
4

+ 2n

· q4 + · · · . (2)
Equivalently, one can define θn(q) by using the multiplicative property of rn(m):
θn(q) = θ1(q)n =

1+ 2q + 2q4 + 2q9 + · · ·
n
.
Furthermore, if we view D as the image of the upper half plane H = {z ∈ C : Im(z) > 0} under
the map z → e2π iz , then we may write,
θn(z) =
∞−
m=0
rn(m)e2π imz .
It satisfies the equations (see [14, 3.2]),
θn(−1/4z) = (2z/ i)n/2θn(z), θn(z + 1) = θn(z). (3)
Since we restrict ourselves to the case where n is even, there is no need to choose a square
root. The above symmetric properties illustrate that θn (as a function of the H-coordinate z) is
a modular form of weight k = n2 on the congruence subgroup Γ1(4), consisting of matrices
γ ∈ SL2(Z) such that γ ≡

1 ∗
0 1

(mod 4) (see [4, 1.2] or [14, 3.2]).
We wish to analyze for which n does θn(z) have coefficients that are “straightforward to
compute”, i.e. for fixed n, when rn(m) can be written as a function on m ∈ Z such that each
Fourier coefficient am = rn(m) of θn(z) can be computed in O(log(m))-time, given the prime
factorization of m. Equivalently, for a prime p, we want formulas for rn(p) that can be computed
in time polynomial to the number of digits of p. We therefore establish the following definition.
Definition 1. A modular form f of integral weight is elementary if and only if f is a linear
combination of Eisenstein series and cusp forms with complex multiplication (CM cusp forms)
as defined in Section 1.
Denote the space of modular forms on a congruence subgroup Γ of weight k as Mk(Γ ),
and let its subspace of cusp forms be Sk(Γ ). The orthogonal complement (with respect to the
Petersson inner product) is denoted Ek(Γ ), the space of Eisenstein series. Finally, we define the
subspace Scmk (Γ ) ⊂ Sk(Γ ) as the CM subspace, i.e. the space generated by those cusp forms
which are invariant under twisting by a quadratic character.
The definition of elementary comes up quite naturally in a variety of places. In particular,
elementary modular forms are in correspondence with 2-dimensional potentially abelian ℓ-adic
representations of Gal(Q/Q), i.e. after passing to an open subgroup (equivalently, to a finite
extension of Q), the representation factors through an abelian quotient. These turn out to be
particularly nice examples of geometric representations (see [6, Section 6] for details).
Furthermore, in [19], Serre calls cusp forms lacunary if the arithmetic density of the nonzero
coefficients in the q-expansion is zero, and proves that cusp form f ∈ Sk(Γ ) is lacunary if and
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only if f ∈ Scmk (Γ ). While it is false that θn is lacunary for any n ≥ 4 (due to Lagrange), it is
true that θn is elementary if and only if the cuspidal part in its decomposition are lacunary, i.e.
contribute to the value of rn(m) very rarely from a density viewpoint, making most coefficients
of θn a sum of Eisenstein coefficients. The following theorem is our main result.
Theorem 1. Suppose n is even. Then θn is elementary if and only if n = 2, 4, 6, 8, or 10.
For the listed exceptional cases, the following formulas for the Fourier coefficients rn(m)
were produced originally by Jacobi (for n = 2, 4, 6, 8) and Liouville (n = 10) in the 19th
century (see [9,11]). Let χ4 denote the nontrivial Dirichlet character of conductor 4 extended
multiplicatively to all positive integers.
r2(m) = 4
−
d|m
χ4(d)

(4)
r4(m) = 8
−
d odd
d|m
d
+ 16
−
d odd
d|m2
d
 (5)
r6(m) = 16
−
d|m
χ4
m
d

d2

− 4
−
d|m
χ4(d)d
2

(6)
r8(m) = 16
−
d|m
d3

− 32
−
d|m2
d3
+ 256
−
d|m4
d3
 (7)
r10(m) = 45
−
d|m
χ4(d)d
4

+ 64
5
−
d|m
χ4
m
d

d4

+ 8
5
 −
d∈Z[i]
Nm(d)=m
d4
 . (8)
It has been known that for even n < 10, the theta function is purely Eisenstein, and
therefore elementary (see [16]). For even n > 8, Liouville, Glaisher, and Ramanujan tried
to give formulas in the same vein as those given for r2, r4, r6, and r8; however, they began
to involve various arithmetic and analytic functions for the cuspidal coefficients which were
exceedingly difficult to compute, even for small m (see [7,15]). General formulas for all even n
were also remarkably difficult due to the contribution from the cusp form, though the study of
the Eisenstein part of θn(q) allowed for understanding of the general growth of these functions
(see [12]). However, as we will show, CM cusp forms have coefficients given by a Hecke
character on an associated imaginary quadratic field, hence it is still possible to have log-
polynomial computable coefficients when the cuspidal part of θn(z) has CM, i.e. elementary
formulas can exist for rn(m) when n > 8. To prove the main theorem, we compute the
dimensions of En/2(Γ1(4)) ⊕ Scmn/2(Γ1(4)). It turns out that the first cusp form on Γ1(4) is
of weight 5 and is invariant under twisting by the quadratic character attached to Q(i); in
fact, Scm5 (Γ1(4)) = S5(Γ1(4)). Thus, we can already conclude that θ2, θ4, θ6, θ8, and θ10 are
elementary since they are modular forms on Γ1(4) of weight less than or equal to 5.
For the converse, we first show that Scmn/2(Γ1(4)) is 1-dimensional when n2 ≡ 1 mod 4 and
trivial otherwise. Since the Riemann–Roch formula implies that En/2(Γ1(4)) has dimension at
most 3, we only need to show that the modular form θn is not in the span of a basis of (at most 3)
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Eisenstein series and 1 CM eigenform (if n2 ≡ 1 mod 4). This can be done by constructing bases
for En/2(Γ1(4)) ⊕ Scmn/2(Γ1(4)) and comparing coefficients. Thus, θn is only elementary in the
exceptional cases where the entire cuspidal subspace ofM5(Γ1(4)) is CM. Note that for n > 10,
Scmn/2(Γ1(4)) ( Sn/2(Γ1(4)).
We can also prove the backwards direction of Theorem 1 by looking at the action of certain
Hecke operators on the CM cuspidal subspace. In particular, we can show that the Hecke action
on the cuspidal part of θn(q) is not the same as it would be on an element of Scmn/2(Γ1(4)) when
n > 10.
Section 1 describes cusp forms with complex multiplication and pertinent properties, includ-
ing their relation to Hecke characters of imaginary quadratic fields. In Section 2, we show that
θn(q) is elementary for even n ≤ 10 by a dimension argument. In Section 3, we show that θn(q)
for n > 10 cannot be elementary by comparing it with the Eisenstein and CM cuspidal subspaces
ofMn/2(Γ1(4)) concluding the first proof of Theorem 1. In Section 4, we produce another proof
of the fact that θn(q) is not elementary for all n > 10 and even by contrasting the action of
the Hecke operator T3 on the CM cuspidal space with its action on θn . Finally, in Section 5, we
discuss the context of this result and the notion of elementary in modern computations of Fourier
coefficients of modular forms.
The author is grateful to the mathematics department at Leiden University for their hospitality
during this research. In particular, the author thanks Prof. Bas Edixhoven for the proposal of
this problem as well as many valuable discussions. She also thanks Lenny Taelman and Peter
Bruin, who were also extremely helpful in providing many suggestions and advice, as well as the
reviewers for their comments. This research was completed using funding from the US Fulbright
Grant and the HSP Huygens Fellowship.
1. Cusp forms with complex multiplication
We recall the theory of CM cusp forms, and describe their relation to Hecke characters of
imaginary quadratic fields. For a more detailed explanation, see [17].
Fix positive integers k and N , and let ε be a Dirichlet character on (Z/NZ)× such that
ε(−1) = (−1)k . Recall that Sk(Γ0(N ), ε) is the ε-eigenspace of the diamond operator ⟨d⟩ where
d ∈ (Z/NZ)× (recall that Γ0(N )/Γ1(N ) ∼= (Z/NZ)× and the diamond operators represent
the action of Γ0(N ) on Sk(Γ1(N ))). For a normalized eigenform f ∈ Sk(Γ0(N ), ε), let K f be
the number field generated by its Hecke eigenvalues. Note that K f is either totally real or has
complex multiplication, and it contains the image of the Nebentypus ε. It is real if and only if ε
factors through {±1} ⊆ C× and
ε(p)ap = ap ∀ primes p - N ,
where ap denotes the coefficient of q p in the Fourier expansion of f (see Prop 3.2, [17]).
For a newform f ∈ Sk(Γ0(N ), ε), we can twist by a Dirichlet character ϕ defined on
(Z/DZ)× as follows:
f ⊗ ϕ =
∞−
n=1
ϕ(n)anq
n ∈ Sk(Γ0(N D2), εϕ2).
Moreover, f ⊗ ϕ is an eigenform since the action of the Hecke operator Tp for p - N D has
eigenvalue ϕ(p)ap.
An eigenform f has complex multiplication (or CM) by ϕ if f ⊗ϕ = f . One must check that
ϕ(p)ap = ap (equivalently, either ϕ(p) = 1 or ap = 0) for a set of primes of density 1 in order
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to conclude that f (z) =∑n≥1 anqn has CM by ϕ. Furthermore, this implies that εϕ2 = ε, so ϕ
must be a quadratic character.
Remark. Using Γ1(N ), we can define the notion of a CM cusp form on all Γ , namely in the
direct limit over all levels.
The theory of ℓ-adic representations gives a way to generate cusp forms on Γ1(N ). In
particular, Hecke characters of imaginary quadratic fields give rise to CM cusp forms.
1.1. Cusp forms attached to Hecke characters
To every algebraic Hecke character ψ , we can attach a cusp form in a canonical way by
describing the q-series expansion in terms of the values the character takes outside of primes
dividing the conductor. More precisely, if ψ has conductor f and ∞-type t on an imaginary
quadratic field K , define the q-series
fK ,ψ (z) =
−
a integral
coprime to f
ψ(a) · qNm(a) (q = e2π iz, Im(z) > 0). (9)
This is well-defined as a function on the z-coordinate from the upper half plane to C. One can
further check that it has certain symmetric properties that allow fK ,ψ to be viewed as a modular
form.
Let K and ψ be as above, let ωψ be the Dirichlet character of conductor Nm(f) attached to ψ ,
defined by
ωψ (a) = ψ((a))/at ∀a ∈ Z.
Note that t ∈ Z>0 due to algebraicity. Furthermore, let χK be the quadratic character attached to
K , defined by the Kronecker symbol,
χK (p) =

dK
p

,
for odd primes p not dividing the discriminant dK , and extended to Z in the usual way.
Theorem 2 (Hecke [8], Shimura [20,21]). The q-series fK ,ψ (z) is a newform of weight t + 1
and level d · Nm(f) in the space
fK ,ψ ∈ St+1(Γ0(d · Nm(f)), χK · ωψ ) ⊂ St+1(Γ1(d · Nm(f))).
In addition, distinct cusp forms fK ,ψ arise from distinct pairs (K , ψ).
Thus, given a weight k, level N , and Nebentypus ε, we can construct a basis for the space of
CM cusp forms using the criterion in the above theorem.
Corollary 2.1. For any positive integer r ,
fK ,ψ (r · z) =
−
a
ψ(a) · qr ·Nm(a) ∈ St+1(Γ0(N ), ε)⇐⇒ r · d · Nm(f) | N and
χK · ωψ = ε
if ψ has ∞-type t. The second equality takes place while viewing χK , ωψ and ε as characters
on Z. Thus, for all primes p - N , χK (p) · ωψ (p) = χ(p).
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Note that the cusp forms fK ,ψ (r · z) have CM by χK . (By construction, the coefficient of
q p in the q-series expansion of fK ,ψ (r · z) is 0 if no ideal of K has norm equal to p. Since
χK (p) = −1 exactly when this holds for p, ap = χK (p)ap.) However, it is not at all obvious
that these are all the cusp forms with complex multiplication in Sk(Γ1(N )). Using the theory of
Galois representations, Ribet proved that a newform f has CM by an imaginary quadratic field
K if and only if it arises from a Hecke character on K (see 4.4 and 4.5 in [17]).
2. The exceptional cases of n < 10
One can try to show from the classical formulas for rn(m) that θn(q) are elementary when
n < 12 and even. Instead, simply considering the dimension of the first few weighted spaces
of modular forms on Γ1(4) allows us to make the same conclusion that n = 2, 4, 6, 8, and 10
are elementary. From the Riemann–Roch formula specialized to Γ1(4), we have the following
dimension formulas (see [4,14], or [3] for proof):
Lemma 1. The dimensions of Mk(Γ1(4)) and its subspace of cusp forms for each k ∈ Z>0 are
as follows:
dimC(Mk(Γ1(4))) =

k + 2
2
if k is even
k + 1
2
if k is odd,
dimC(Sk(Γ1(4))) =

0 if k ≤ 4
k − 4
2
if k ≥ 3 is even
k − 3
2
if k ≥ 3 is odd.
In particular, this implies that Mk(Γ1(4)) is entirely Eisenstein for k < 5, and S5(Γ1(4))
has dimension 1. Thus, the backwards direction of Theorem 1 follows from proving that the
generator of S5(Γ1(4)) is a CM cusp form. By Corollary 2.1, the CM newform attached to the
Hecke character of trivial conductor and ∞-type 4 on Q(i)
fQ(i),ψ (z) =
−
a integral
ψ(a) · qNm(a) where ψ((α)) = α4,
= 1
4
−
m≥1
 −
d∈Z[i]
Nm(d)=m
d4
 e2π imz .
It is an element of S5(Γ0(4), χ4) = S5(Γ1(4)), where χ4 denotes the nontrivial Dirichlet
character of conductor 4. Thus, since fQ(i),ψ is a newform, it is the generator of the entire
cuspidal space, hence S5(Γ1(4)) = Scm5 (Γ1(4)).
From the above argument and the fact that θn(q) ∈Mn/2(Γ1(4)), we can therefore conclude
that θ2(q), θ4(q), θ6(q), θ8(q), and θ10(q) are elementary.
3. θn(q) is not elementary for n > 10
The previous section illustrates that θn(q) is elementary if n = 2, 4, 6, 8, and 10 using the
dimension of Mk(Γ1(4)) for n2 = k ≤ 5. However, Lemma 1 also implies that Ek(Γ1(4)) has
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dimension 3 for even k > 2 and dimension 2 for odd k > 2. We can go further and prove the
entire theorem using a dimension argument via the following lemma.
Lemma 2. The dimension of Scmk (Γ1(4)) is 1 if k ≡ 1 mod 4 for k ≥ 5 and 0 otherwise.
Proof. Assume N = 4. The two Dirichlet characters on (Z/4Z)× are the trivial character 1
and the primitive character of conductor 4, χ4. Recall that the decomposition of Sk(Γ1(N )) =
ε Sk(Γ0(N ), ε) occurs over all characters defined modulo N such that ε(−1) = (−1)k , thus
Sk(Γ1(4)) =
Sk(Γ0(4), 1) if k is even
Sk(Γ0(4), χ4) if k is odd.
Let ε denote the correct Dirichlet character such that Sk(Γ1(4)) = Sk(Γ0(4), ε) depending on
the parity of k. We first want to understand the CM subspace Scmk (Γ0(4), ε) by considering the
newforms which generate it according to Corollary 2.1.
For a newform fK ,ψ (r · z) ∈ Scmk (Γ0(4), ε), the imaginary quadratic field K must have
discriminant dK such that dK | 4. Thus, K = Q(i) since there is no field of discriminant −2.
Note that χK is a nontrivial Dirichlet character of conductor 4, so χK = χ4.
Since the discriminant of K is −4, we are left with finding all Hecke characters ψ on K
of conductor 1 such that ωψ = 1 if the ∞-type t of ψ is even, and ωψ = χ4 if t is odd. By
definition, if α ∈ K× then since (α) = (uα) for all u ∈ O×K ,
ψ((α)) = αt = (uα)t = ψ((uα)).
Since O×K = ⟨i⟩, we can conclude that 4 | t , since if u = ±i, i t = 1 if and only if t ≡ 0 mod 4.
In particular, there are no Hecke characters of odd ∞-type, hence Scmk (Γ0(4), ε) is trivial for
even k. In addition, Scmk (Γ0(4), ε) can only be non-trivial when k ≡ 1 (mod 4) and k > 1.
We now prove that there is a unique Hecke character with the properties described above for
each ∞-type t ∈ Z such that 4 | t . Let t be fixed such that t ≡ 0 (mod 4). Then χK · ωψ = χ4
for any ψ , hence the attached character ωψ must be trivial. Thus, since OK = Z[i] is a PID, the
algebraic Hecke characters on K are exactly those defined as
ψt : (α) −→ αt ∀α ∈ K× where t ∈ Z and 4 | t .
Using Corollary 2.1, we conclude that the dimension of Scmk (Γ0(4), ε) ⊆ Sk(Γ1(4)) is 1 if
k ≡ 1 mod 4 and k ≥ 5 and is 0 otherwise. 
3.1. Proof of Theorem 1 via a dimension argument
We want to show that one must calculate the coefficients of a non-CM cusp form in order
to calculate the representation number for each integer by the quadratic form x21 + · · · + x2n
when n > 10 and even. To do this, we first construct a canonical basis for the space
En/2(Γ1(4))⊕ Scmn/2(Γ1(4)).
Consider first if the weight n2 = k > 2 is even. Then Mk(Γ1(4)) = Ek(Γ0(4), 14). By
Lemma 1, the dimension of the space is 3.
Let ℓ be a prime. For f ∈ Ek(Γ1(4)), the associated 2-dimensional reducible ℓ-adic
representation will have the form ρℓ = ε1 ⊕ ε2χk−1ℓ , where the Dirichlet characters ε1 · ε2 = 14
(see [17, pp. 28]), and χℓ denotes the ℓ-adic cyclotomic character. Furthermore, since the product
of the conductors of ε1 and ε2 must divide the desired level N = 4, both characters must be
trivial. Consider the representation
ρ = 1⊕ χk−1ℓ : Gal(Q/Q) −→ GL2(Qℓ).
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The L-series attached to this representation is
L(s, 1⊕ χk−1ℓ ) =
∏
p
1
1− p−s ·
∏
p
1
1− pk−1 p−s =
−
m≥1
−
d|m
dk−1

1
ms
.
Taking the inverse Mellin transform gives us the q-series
E(z) = a0 +
−
m≥1
−
d|m
dk−1

qm . (10)
In order to calculate a0, we consider the functional equation for L-series and check that its
Lambda function Λ(s, ρ) at s = 0 has residue −a0 = −ζ(1− k)/2, in terms of the Riemann zeta
function. Thus, a0 = −bk2k where bk is the kth Bernoulli number (see Section 4).
Using the classical converse theorem of Weil, we conclude that E(z) lies inside Ek(SL2(Z)) ⊆
Ek(Γ1(4)) since the conductor of the trivial character is 1 (see [14, Section 4.7] and [13, Ch. 9]).
However, this implies that the q-series E(q2) and E(q4) are also in Ek(Γ1(4)), and furthermore,
they are linearly independent. These are all eigenforms, and since the dimension of Ek(Γ1(4)) is
three, B = {E(q), E(q2), E(q4)} is a basis.
Since θn(q) is a modular form of weight k = n/2, we are considering the case when
n ≡ 0 mod 4 for n > 8. Thus, if θn(q) is elementary, then there exist constants a, b, c ∈ C
such that
θn(q) = a · E(q)+ b · E(q2)+ c · E(q4).
Consider the determinant of the matrix of coefficients of the 4 q-series:
det(M) =

2n 4
n
2

8
n
3

16
n
4

+ 2n
1 1+ 2n/2−1 1+ 3n/2−1 1+ 2n/2−1 + 4n/2−1
0 1 0 1+ 2n/2−1
0 0 0 1

(coefficients of θn)
(coefficients of E(q))
(coefficients of E(q2))
(coefficients of E(q4)).
The determinant of M is zero if and only if there is a linear dependence amongst the coefficients,
i.e. if the coefficients of q, q2, q3, and q4 of θn can be written in terms of coefficients of the
forms in B. Solving for the determinant gives
det(M) = −

2n ·

1+ 3 n2−1

− 8
n
3

= −2n − 2n · 3 n2−1 + 8n(n − 1)(n − 2)
6
.
Note that the growth of this function is dominated by −2n · 3 n2−1, and for n > 8, det(M) as a
function on n is monotonically decreasing. The determinant is 0 when n = 4 and 8, and negative
for n = 12, thus det(M) is nonzero for all larger n. This implies that θn ∉ En/2(Γ1(4)) for
n ≡ 0 (mod 4) when n > 8, hence by Lemma 2, this implies that θn is not elementary for n > 8
when n ≡ 0 (mod 4) (as there are no CM cuspidal forms of even weight).
Now assume n ≡ 2 (mod 4), i.e. the weight of θn(q) is odd. When n ≡ 6 (mod 8), there is
no CM subspace of Sn/2(Γ1(4)) since k = n2 ≡ 3 mod 4. We first check that θn ∉ En/2(Γ1(4))
for all n ≡ 2 mod 4 and n > 6, which will reduce the problem to whether there is a contribution
by a CM cusp form when n ≡ 2 mod 8.
When n ≡ 2 (mod 4), the Ek(Γ1(4)) is a 2-dimensional subspace by Lemma 1. Since the
weight k is odd, Ek(Γ1(4)) = Ek(Γ0(4), χ4). Thus, we want to construct 2 linearly independent
Eisenstein eigenforms of level 4 with Nebentypus χ4.
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Let ℓ be a prime. Similar to before, a 2-dimensional reducible ℓ-adic representation associated
to a basis element of Ek(Γ0(4), χ4) will have the form ε1 ⊕ ε2χk−1ℓ , where the characters
ε1 · ε2 = χ4 and the product of their conductors divide the level (see [17, pp. 28]). Thus, we
have the following two possible representations:
ρ1 := χ4 ⊕ χk−1ℓ : Gal(Q/Q) −→ GL2(Qℓ),
ρ2 := 1⊕ χ4χk−1ℓ : Gal(Q/Q) −→ GL2(Qℓ).
The L-series attached to these representations are
L(s, ρ1) =
∏
p
1
1− χ4(p)p−s ·
∏
p
1
1− pk−1 p−s =
−
m≥1
−
d|m
χ4
m
d

dk−1

1
ms
,
L(s, ρ2) =
∏
p
1
1− p−s ·
∏
p
1
1− χ4(p)pk−1 p−s =
−
m≥1
−
d|m
χ4(d)d
k−1

1
ms
.
Applying inverse Mellin transforms to the above L-functions produces two q-series
E1(q) = a0,1 +
−
m≥1
−
d|m
χ4
m
d

dk−1

qm, (11)
E2(q) = a0,2 +
−
m≥1
−
d|m
χ4(d)d
k−1

qm . (12)
One can calculate a0,1 and a0,2 by considering the functional equations for the L-series and
calculating the residues of the associated Lambda functions Λ(s, ρ1) and Λ(s, ρ2) at s = 0.
One can check that −a0,1 = −L(−2, χ4)/2, in terms of the L-series associated to the Dirichlet
character χ4, and −a0,2 = 0. Thus,
a0,1 = −b
χ4
k
2k
and a0,2 = 0, where t · e
t
e4t − 1 −
t · e3t
e4t − 1 =
∞−
k=0
bχ4k
tk
k! ,
is the kth Bernoulli number associated to the nontrivial Dirichlet character of conductor 4 defined
by the above equation (see [25, Ch. 5]).
The converse theorem of Weil implies that both E1(q) and E2(q) are distinct eigenforms
on Γ1(4) of weight k, hence the two series are linearly independent (see [14, Section 4.7] and
[13, Ch. 9]). By construction, E1(q) and E2(q) ∈ Ek(Γ1(4)), thus we take B = {E1(q), E2(q)}
as a basis for the Eisenstein space, En/2(Γ1(4)).
To show θn ∉ En/2(Γ1(4)), we check if the following matrix of coefficients for q, q2, and q3
has non-zero determinant:
det(M ′) =

2n 4
n
2

8
n
3

1 2n/2−1 −1+ 3n/2−1
1 1 1− 3n/2−1

(coefficients of θn)
(coefficients of E1(q))
(coefficients of E2(q)).
Solving for the determinant,
det(M ′) = 2n

2n/2−1 + 1
 
1− 3n/2−1

− 8
n
2
 
1− 3n/2−1

+ 8
n
3
 
−2n/2−1

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=

−4n2 + 6n

+ 2n/2−1 ·

−4
3
n3 + 4n2 − 2
3
n

+ 3n/2−1 ·

4n2 − 6n

+ 6n/2−1 · (−2n) .
Note that for n > 6, det(M ′) as a function on n is governed by the growth of −2n · 6n/2−1.
One can check that for n = 6, det(M ′) = 0, and for n > 6, det(M ′) < 0 and is monotonically
decreasing. We conclude that for n ≡ 2 mod 4 and n > 6, θn is not a linear combination of
Eisenstein series. By Lemma 2, this implies that for all positive n ≡ 6 mod 8 except n = 6, θn is
not elementary.
It remains to show that θn is not elementary when n ≡ 2 mod 8 and n > 10. Since the
weight k = n2 ≡ 1 mod 4, the space Scmn/2(Γ1(4)) is generated by a single CM cusp form C(q)
constructed below.
Let ψ denote the algebraic Hecke character unramified away from 2 on Q(i) with ∞-type
n
2 − 1. Viewing it adelically, ψ acts on C× by sending z → z1−k , and on primes p ∈ OK , ψ
sends p → pk−1, where k = n2 as usual. The L-series attached to this character is
L(s, ψ) =

1+ (1+ i)k−12−s
−1 ∏
p≡3(4)
1
1− pk−1 p−2s
×
∏
p≡1(4)
p=pp
1
1− pk−1 p−s 1− pk−1 p−s
= 1
4
−
m≥1
 −
d∈Z[i]
Nm(d)=m
dk−1
 1
ms
.
Applying an inverse Mellin transform gives the q-series
C(q) = 1
4
−
m≥1
 −
d∈Z[i]
Nm(d)=m
dk−1
 qm
= q + (−4)k−1q2 + 2k−1q4 + · · · . (13)
By Weil’s converse theorem, this is a cusp form on Γ1(4) of weight k, and by construction, it
has complex multiplication by the Dirichlet character χ4 attached to Q(i) (see [14, Section 4.7]
and [13, Ch. 9]). Thus C(q) ∈ Scmk (Γ1(4)) and in fact, generates the space.
Thus, θn is not elementary if the determinant of the matrix of coefficients for q, q2, q3,
and q4,
det(M ′′) =

2n 4
n
2

8
n
3

16
n
4

+ 2n
1 2n/2−1 −1+ 3n/2−1 4n/2−1
1 1 1− 3n/2−1 1
1 (−4) n−28 0 2 n−22

(coefficients of θn)
(coefficients of E1(q))
(coefficients of E2(q))
(coefficients of C(q))
has non-zero determinant.
A straightforward calculation demonstrates the fact that det(M ′′) as a function on n has
negative growth on the order of O(12n/2−1) for n large enough. For n = 10, det(M ′′) = 0,
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but for n = 18, det(M ′′) = −439, 038, 812, 160. It is therefore easy to check that det(M ′′) is
nonzero for all n > 10 such that n = 2 mod 8. This proves the theorem using the dimension
arguments from Lemmas 1 and 2. 
4. θn(q) is not elementary for n > 10, redux
Using the construction of a basis for the CM cuspidal subspace in Corollary 2.1, we can show
that the Hecke action of the cuspidal part of θn(q) does not coincide with the action on elements
of Scmn
2
(Γ1(4)) at the prime p = 3 for n > 10. This allows for another proof of Theorem 1. We
first describe Hecke operators which vanish on CM cusp forms.
Lemma 3. For any f ∈ Scmk (Γ1(4)) with k > 1, the Hecke operator Tp( f ) = 0 for any prime
p ≡ 3 mod 4.
Proof. Recall that Corollary 2.1 implies that Scmk (Γ1(4)) is generated overC by forms fQ(i),ψ (z)
defined by (9), where ψ is a Hecke character with ∞-type t divisible the level N = 4.
In order for any fQ(i),ψ (z) to have CM by the quadratic character χ4, the pth coefficient
must vanish, i.e. ap = 0 for all inert primes p, for all CM eigenforms. Thus, for any prime
p ≡ 3 (mod 4), Tp( f ) must necessarily vanish for any f ∈ Scmk (Γ1(4)). 
Remark. Note that this result can be easily generalized to any level N : for any f ∈ Scmk (Γ1(N ))
with k > 1, Tp( f ) = 0 for any prime which is inert in all imaginary quadratic fields K with
discriminant −d where d | N . It is also possible that for a larger set of primes, Tp( f ) vanishes
(e.g. for Γ1(144), Tp( f ) = 0 for all primes p ≡ −1 mod 12 or equivalently, all primes which are
inert in onlyQ(i) andQ(
√−3), see [19, Lemma 1]). Furthermore, the converse to this statement
is also true: any cusp form f ∈ Sk(Γ1(4)) such that Tp( f ) = 0 for all p ≡ 3 mod 4 is an
element of Scmk (Γ1(4)) (see [18, Corollary 15.2]).
Thus, if we show that the part of θn which vanishes on all three cusps of Γ1(4) has a nonzero
coefficient for q p for some p ≡ 3 mod 4, then θn is not elementary. Since θn ∈Mn/2(Γ1(4)) =
En/2(Γ1(4)) ⊕ Sn/2(Γ1(4)), we can decompose θn as the sum of an Eisenstein series and cusp
form, i.e. write θn(z) = En/2(z)+ fn/2(z).
We use a result derived from the Siegel–Weil formula describing the coefficients of En/2(z)
(see [24, pp. 373–376]). Note that because we are focused on Hecke operators of odd primes, we
can focus on the odd coefficients of the Fourier expansion. In order to write down formulas for
the odd coefficients, we must first understand certain constants.
Let ek denote the kth Euler number and bj denote the j th Bernoulli number, which are defined
by the following identities
2
et + e−t =
∞−
k=0
ek
tk
k! ,
t
et − 1 =
∞−
j=0
bj
t j
j ! .
The magnitudes of these numbers are related to values of L-series associated to the primitive
Dirichlet characters of conductor 1 and 4:
bj = 2 · j !
(2π i) j
· ζ( j) if j > 0 even, and
ek = 2
2k+3 · k!
(2π i)k+1
· L(k + 1, χ4) if k > 0 even.
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Theorem 3 (Shimura [23,22]). If En/2(z) = 1 +∑∞m=1 cmqm ∈ En/2(Γ1(4)) denotes the q-
expansion of the Eisenstein part of θn/2(q), then for odd m,
cm =

4
|en/2−1| ·

χ4(m) · 2n/2−1 + χ4
n
2

·
−
d|m
χ4(d)d
n/2−1
if n ≡ 2 (mod 4) and n > 2
n
(2n/2 − 1)|bn/2| ·
−
d|m
dn/2−1 if n ≡ 0 (mod 4).
This result comes from using local computations on the genus and the mass of the standard
lattice Zn to understand the “dominant” growth factor cm of rn(m). To demonstrate that rn(m)
is generally governed by the growth of cm , one shows that cm − rn(m) are coefficients of a cusp
form, thus 1+∑∞m=1 cmqm is the Eisenstein part of the θn(q).
Lemma 4. If fn/2(z) denotes the cuspidal part of θn(z), then the 3rd coefficient a3( fn/2) ≠ 0 if
n > 10.
Proof. One can easily compute that rn(3) = 8
 n
3
 = 4n(n−1)(n−2)3 . We can then calculate the
third coefficient of the q-series expansion of fn/2(z) = θn(z)− En/2(z) using this equality:
fn/2(z) =
∞−
m=1
amq
m =
∞−
m=0
rn(m)q
m −
∞−
m=0
cmq
m ∈ Sn/2(Γ1(4)).
Thus, taking the difference of c3 and rn(3) gives the coefficients of fn/2(z):
a3 =

4n(n − 1)(n − 2)
3
+

4
|en/2−1|

·

2n/2−1 − χ4
n
2

·

1− 3n/2−1

if n ≡ 2 (mod 4)
4n(n − 1)(n − 2)
3
+

n
|bn/2|

·

1+ 3n/2−1
1− 2n/2

if n ≡ 0 (mod 4).
Note that the values of |bj| and |ek| for even j and k have bounds given below (see [10]),
4

π j
2

j
2πe
 j
< |bj|, and 8

k
2π

2k
πe
k
< |ek|.
Thus, we can bound a3 as a function on n by
a3(n) >
4n(n − 1)(n − 2)
3
+

1
2

2π
n/2− 1

πe
n − 2
n/2−1
·

2n/2−1 − 1

·

1− 3n/2−1

,
a3(n) >
4n(n − 1)(n − 2)
3
+

n
4

4
πn

4πe
n
n/2
·

1+ 3n/2−1
1− 2n/2

.
It is easy to check that for n large enough, the non-polynomial part of the lower bounds has
negative growth on the order of O(n−n/2) which is dominated by the positive growth of the
polynomial portion. Some asymptotic calculations further demonstrate that these functions on n
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are monotonically increasing for n > 18 and 20, so in particular a3 is nonzero for n > 10 as seen
in the following table.
n c3 rn(3) a3 = rn(3) − c3
4 32 32 0
6 160 160 0
8 448 448 0
10 960 960 0
12 1952 1760 −192
14 189 280/61 2912 -11 648/61
16 70 016/17 4480 6144/17
18 1 338 240/277 6528 470 016/277
20 157 472/31 9128 125 248/31
Thus, the cuspidal part of θn has a nonzero coefficient for q3 in the Fourier expansion. The first
q-series coefficient of T3(sn/2) is a3 which is nonzero for n > 10. 
Combining the two lemmas, we conclude that the cuspidal part of θn does not lie in the CM
subspace of Sn/2(Γ1(4)) for n > 10, hence θn cannot be elementary for these cases. Theorem 1
again follows from showing that θn is elementary for n = 2, 4, 6, 8, 10 from Section 2.
5. Motivation for definition of elementary modular forms
While the notion of an elementary modular form coincides with the property of having
lacunary cuspidal part as well as being attached to potentially abelian ℓ-adic representations of
Gal(Q/Q), the motivation behind the definition of “elementary” is computational: an elementary
modular form should have Fourier coefficients which have formulas that can be computed in
polynomial time in log(m) (for the coefficient of qm). Since the mth coefficient of an Eisenstein
series is usually given as a sum over the positive divisors of m, one can weaken this by assuming
factorization of m is given when calculating the coefficient of qm in log-polynomial time. For
θn , this occurs for even n < 12, demonstrated by the formulas given in these exceptional cases,
and these allow for efficiently computing rn(m), even for θ10 which is not purely Eisenstein. To
demonstrate that modular forms on Γ1(4) that involve a non-CM cusp form are not “elementary”,
we consider the case of n = 12.
5.1. n = 12
Note that the subspace ofM6(Γ1(4)) consisting of Eisenstein series has dimension 3, and the
subspace of cusp forms has dimension 1 by Lemma 1. Furthermore, by Lemma 2, Scm6 (Γ1(4)) is
trivial, and we can in fact use a well-known cusp form for the basis element of S6(Γ1(4)):
√
∆(2z) = η12(2z) := q
∞∏
n=1
(1− q2n)12 = q

1− 12q2 + 54q4 − 88q6 − 99q8 + · · ·

.
The Dedekind eta function η(z) is a cusp form on Γ1(2) of weight 1/2, hence
√
∆(2z) ∈
M6(Γ1(4)). It is a cusp form without complex multiplication.
From above and (10), take {E(q), E(q2), E(q4),√∆(q2)} with k = 6 as a basis for
M6(Γ1(4)). We then calculate the constants a, b, c, d ∈ C such that
θ12(q) = a · E(q)+ b · E(q2)+ c · E(q4)+ d ·
√
∆(q2).
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Note that by Theorem 1, d must be nonzero. The first few coefficients of the q-series in the basis
are as follows:
E(q) = −bk
2k
+ q + 33 · q2 + 244 · q3 + 1057 · q4 + · · ·
E(q2) = −bk
2k
+ q2 + 33 · q4 + · · ·
E(q4) = −bk
2k
+ q4 + · · ·
√
∆(q2) = q − 12 · q3 + · · · .
Since we know that the first few coefficients r12(m) are
θ12(q) = 1+ 24 · q + 264 · q2 + 1760 · q3 + 7944 · q4 + · · · ,
thus a = 8, b = 0, and c = −512, d = 16.
Here, we can conclude that it is necessary to calculate the coefficients of η12 in order to
calculate θ12(n). Furthermore, the converse is true.
From Serre’s point of view, η12 is not lacunary, i.e. it is not a CM form, thus the coefficients
cannot be given via characters of a CM field (see [18, Section 15]). Furthermore, it has a positive
density of non-zero coefficients in its q-series that contribute to θ12 and are hard to compute
(see [19]). The formulas for n = 2, 4, 6, 8, and 10 illustrate that rn(m) can be calculated
efficiently if the prime factorization of m is known (thus for a prime p, rn(p) can be computed
in log(p)-time). In the case of n = 12, this is not enough information as there is no analogous
description of the coefficients of η12(2z) in terms of divisors. One must know how to compute
the Ramanujan τ function in order to calculate r12(m).
5.2. Making non-elementary θn(q) computable
Recently, Bas Edixhoven, Jean-Marc Couveignes, and Robin de Jong have proven that if
f = ∑ anqn is a modular form on SL2(Z), then even when there is not an elementary formula
for the Fourier coefficients, ap for p prime can be computed in time polynomial in the weight
k and log(p) assuming GRH (see [2]). This implies that the prime Fourier coefficients τ(p) of
∆ can be calculated in polynomial time with respect to log(p). Furthermore, Peter Bruin gives
a description of a probabilistic algorithm in time polynomial to k and log(p) which under the
assumption of GRH, computes the Fourier coefficient of q p of eigenforms of level 2N ′ where N ′
is squarefree (see [1]). This includes calculating rn(m) for all even n as discussed here, whether
or not θn has an elementary formula. In particular, since θn is not elementary for all even n > 10,
and therefore does not have a nice formula, such an algorithm is clearly necessary. Note that
for elementary θn , the formulas given here compute coefficients faster than Bruin’s algorithm.
Currently, Bruin’s algorithm is largely theoretical and future work will be done to make it more
practical. Other than understanding classical arithmetic functions, these algorithmic results are
useful in computing eigenvalues of Hecke operators or equivalently, coefficients of eigenforms
(see [5,2,1]).
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