Despite significant improvements in the field of control, proportional-integral-derivative (PID) type controllers still preserve their popularity and importance in scientific and industrial applications. Their simple design procedure, as well as their robustness and ability to control many different types of linear and nonlinear systems efficiently, can be considered as the main reasons for this. In the literature on this area of research, it can be seen that PID controllers are still widely preferred for the control of many different types of systems in the last decade.
Introduction Bıdıklı B. A Self-Tuning PID Control Method for MIMO Nonlinear Systems control techniques were proposed to control the nonlinear inverted pendulum dynamical system in [14, 15] . A combination of an industrial linear PID controller and a neural compensator was used to minimize steady-state error with respect to uncertainties in robot control in [16] . An interval type-2 fuzzy PID controller was utilized for the trajectory tracking task of a 5 degree-of-freedom (DOF) redundant robot manipulator while the global finite-time regulation of robotic manipulators was provided via a nonlinear PID controller in [17, 18] . PID control was proposed as a solution for the feedback control problem of fully-constrained cable driven parallel manipulators in [19] . A novel fuzzy-PID approach based on feedforward control was utilized to regulate the oxygen excess ratio of the proton exchange membrane fuel cell system, while another feedforward PID control system was proposed to enhance the practical positioning performance of a piezo-actuated flexible 2-DOF micromanipulator integrated with a pair of modified differential lever displacement amplifiers in [20, 21] . An adaptive robust hybrid PID and sliding control optimized by multi-objective genetic algorithm optimization was presented to control a biped robot walking in the lateral plane on a slope in [22] . The aim was to control the blade pitch angle of a wind turbine at different wind speeds and to hold the output power stable at a specific set point by utilizing fuzzy logic PID controller in [23] . A new control method of combining a novel positive temperature coefficient material with PID control algorithm was proposed in [24] . A PID-based active vibration control system of an aluminum plate was designed, developed and experimentally verified in [25] . A new control design for an autonomous underwater vehicle was presented in [26] . In order to do this the researchers utilized a nonlinear auto-regressive moving-average exogeneous model of the vehicle and the PID controller.
As can be seen from the given examples PID and PID-based controllers can be used to control many different types of systems in a wide variety of areas, ranging from daily life to biomedical applications, from military applications to transportation. At this point it should also be noted that the mentioned studies are only a selection of the numerous PID control studies available in the literature. Although, the PID controller has been widely used for the control of many different types of systems, optimum tuning of the PID parameters (i.e., proportional, integral and derivative gains), which can be considered as the main issue of the PID control process, still remains a problem. PID parameters that are not tuned properly negatively affect the control performance. In some cases the stability of the system may be negatively affected by the tuning. This problem can be observed in most of the aforementioned studies and other PID control applications. As a result of this, proposing tuning methods for PID parameters has become a popular topic in the research area of the control. Detailed surveys on this topic can be found in [27, 28] . This topic has also preserved its popularity in the last decade. A new robust PID tuning method for the op- Figure 1 . ANN model based PID tuning and control scheme Bıdıklı B. A Self-Tuning PID Control Method for MIMO Nonlinear Systems timal closed-loop performance with specified gain and phase margins based on nonlinear optimization was developed in [29] . A stochastic, multi-parameters, divergence optimization method for the auto-tuning of PID controllers according to a fractional-order reference method was presented in [30] . Gain and phase margin specifications of the inner and outer loop based internal model control plus PID tuning procedure was proposed in [31] . A new model reduction method and an explicit PID tuning rule for the purpose of PID auto-tuning based on a fractional order plus time delay model are presented in [32] . A Newmark method based PID control rule was proposed for the active vibration control of multi-DOF flexible systems in [33] . One could easily add to these examples. However, the aforementioned studies are enough to clarify these issues. PID control can be considered to be a feasible solution for the control of nonlinear systems, and combining the PID control with an appropriate gain tuning method increases this feasibility.
One of the most suitable approaches was proposed to cope with these issues [34] . In the mentioned study, a PID based control scheme that can be used for the control of single-input-single-output nonlinear systems was proposed. In this scheme, control was provided via a digital PID controller combined with a nonlinear auto-regressive exogeneous (NARX) system model of the controlled system. Using this structure PID gains were adjusted online during the control process by utilizing the NARX model of the system. The control of the system was provided by utilizing a correction term that was computed by using the NARX model during the control gain adjusting process. According to the given structure when the gains reach their optimum values, the NARX model is deactived and the control process is continued with the classical PID approach. The structure of the proposed scheme provides an opportunity for the controller to adapt the changes in the system and/or enviromental factors during the control process. The proposed method is a suitable method when considering its ability to control nonlinear systems. However, most of the nonlinear systems have more than one input and output. As a result of this they are modeled as multi-input-multi-output (MIMO) systems. It is not possible to apply the above-mentioned method to these types of system with its current structure. This situation can be seen as the possible weakness of the proposed method. Moreover, performance of the proposed method was not experimentally verified in [34] . The main purpose of this study is to eliminate all of the above-mentioned deficiencies and to make the proposed method usable for a broader class of nonlinear systems. The system is brought into the appropriate structure for MIMO nonlinear systems. Since it is necessary to make a lot of changes to the structure of the system it is a challenging task. Performance of the newly proposed method is experimentally verified by utilizing from it to provide the joint space control of a rigid link 2-DOF robot manipulator. This experimental verification can be seen as another contribution of this study.
The rest of the paper is organized as follows. In section 2, the structure of the proposed artificial neural network (ANN) model based PID tuning and control scheme is presented and explained in a detailed manner. In section 3, the architecture and the learning algorithm of the utilized ANN is summarized. In section 4, the performance of the proposed method is demonstrated via experimental studies Finally, conclusions are given in section 5.
Artificial Neural Network (ANN) Model Based PID Tuning and Control Method
The structure of the proposed scheme is shown in Figure 1 . As mentioned in the previous section, this structure is the rearranged version of the structure given in accordance with the structures of MIMO systems [34] . Jacobian calculation block used for computing the correction term of the control signal and another Jacobian calculation block used for PID tuning are rearranged according to MIMO systems having m inputs and m outputs. Moreover, the structure of the PID controller, ANN model and Line Search blocks were made available for MIMO systems. As a result of this, PID parameters denoted by K p , K I , and K D , became m × m diagonal matrices. In this structure desired trajectory, outputs of the ANN model, the plant and the error are denoted by y d , ŷ, y, and e n ∈ respectively. The time index is represented by while the control input and its corrections are denoted by, Un+1, δun+1µ
, respectively. As a result of these structure and dimension changes, mathematical analysis and design must be completely rearranged.
The control input is updated according to the update rule of the digital PID controller given as (1) Tuning the PID parameters starting from zero to their proper values is the main purpose of the proposed structure. The Kstep ahead prediction of the plant's behavior is employed for this purpose. This prediction is produced by applying the control input given in (1) to the ANN model of the plant K times. It is attempted to minimize the following objective function for each output of the system by updating the PID parameters based on these predictions (2) where the subscript i = 1, ..., m and the diagonal matrix whose diagonal elements are equal to penalty terms and the prediction horizon are denoted by and , respectively. The Levenberg-Marquardt (LM) rule is utilized as the minimization algorithm in the proposed structure and this rule realizes the minimization according to the following equation (3) where denotes the standard identity matrix, while the parameter that provides the transition between the steepest-descent and the Gauss-Newton algorithms is denoted by . The Jacobian matrix represented by is defined as (4) and that contains the prediction errors and the input related optimization terms is defined as
The aim is to iteratively provide optimum tuning of the PID parameters during the control process according to the given structure and algorithms. In addition, obtaining an efficient control performance during the transient-state, increasing robustness against possible disturbances and adaptivity of the proposed method are other aims. All of these situations are realized by utilizing correction term. This term compensates the deficiency of the control input when it cannot be provided by the controller, otherwise it disables. Mathematically, it can be said that the corrector block tries to minimize the elements of the objective functions' vector denoted by Ji with respect to (i.e., correction term of the control input that specifically affects the output) based on the second-order Taylor approximation of this element given as (6) Values of terms that minimize the objective function can be found by taking the derivative of (6) with respect to this term and equalizing the result to zero as
The term in (7), corresponds to the Newton direction and this provides a quadratic convergence to the local minimum when the Hessian terms in the Taylor expansion are positive and the higher order terms are negligible [35] . The following matrix proposed by a Jacobian approximation is utilized to avoid the time consuming calculation of second-order derivatives (8) The gradient term can exactly be represented and the Hessian term can approximately be represented via the matrix given in (8) as (9) (10) where the operator represents the order derivative of a vector or a matrix with respect to the variable . The vector of the correction terms can be computed as Bıdıklı B. A Self-Tuning PID Control Method for MIMO Nonlinear Systems (11) where (7) and (9) were utilized. From (10) it is clear that we only need the first order derivatives. As demonstrated in Figure 1 , it is possible to express the Jacobian matrix (4) as a multiplication of two matrices via the chain rule as , the matrix denoted by being one of these matrices, with the other matrix denoted by being expressed in terms of errors as (12) So it is clearly seen that both of these matrices have crucial roles in the proposed structure since they are utilized to compute the Jacobian matrix that is used to tune the PID parameters. Moreover, has an another critical role. It preserves the efficiency of the control by providing the correction terms. The minimization of the objective function can be realized via the the vector of optimum step lengths computed in the last block namely as line search. Since every term except the step length was determined before this point, the general problem transforms into multi-dimensional optimization problem according to this step length. It can be solved via any method whose structure is feasible for this purpose. Gauss-Newton algorithm is preferred to cope with this issue in this study [36] . Additionaly, ANN model of the MIMO nonlinear system is utilized for the calculation of the Jacobian matrix. A detailed attempt at explaining the modeling procedure is given in the following section.
Artificial Neural Network (ANN) Modeling, Prediction and Jacobian Calculation
From the given structure it is clear that its performance is directly related to the representation capability of the ANN model of the plant. Jacobian matrix in (4) is based on the predictions of the ANN model and this matrix is utilized both for tuning of the PID parameters and for computation of the correction terms. It can easily be considered that the ANN model is the most important part of the proposed method. In this section, ANN modeling, prediction and Jacobian calculation used in this study are examined in detail.
The mathematical expression of an ANN model of a MIMO nonlinear system is given as (13) where represents the value of the input while the value of the output is represented by . The number of the past values of inputs of the ANN model are denoted by and , respectively. The uncertain function denoted by can be obtained by applying the learning data to ANN according to the relation mathematically expressed as (14) where represents the input data point from the input space while an appropriate output value is denoted by . Obtaining a model that represents the relation between input and output data points is the main aim. Learning data group T is used to obtain the approximate behavior of the system. Single layer, feedforward, MIMO ANN structure used in this study is given in Figure 2 .
In this structure the numerical value of is given as while weights from input to neuron cell and from neuron cell to output are denoted by and , respectively. Bias values from neuron cell to hidden layer and from output layer to output are denoted by and , respectively. These values are adjustable parameters of the ANN updated in every single iteration until their optimum values are obtained. The input-output relationship of an ANN model is expressed as (15) where represents the sigmoidal activation function expressed as . Number of neurons in the hidden layer are denoted by and is computed as (16) The following objective function is minimized by updating the adjustable parameters in every single iteration
The LM rule is utilized in every iteration to optimize the adjustable parameters as (18) where represents the vector that contains learning errors and defined as (19) is a vector of weights and biases (20) and is a Jacobian matrix whose structure is given as (21) The ANN model can be obtained by utilizing the given equations and realizing the necessary number of iterations until the value of the objective function in (15) reaches the desired level. The future behavior of the plant can be predicted by utilizing (14) , after the ANN model has been obtained.
Algorithm of the ANN Model-Based PID Tuning and Control
After the necessary arrangements are realized on the structure and mathematical design, the algorithm given in [34] can be used directly. The steps of the proposed algorithm can be itemized as follows:
Step 1: The minimum and maximum input values u min and u max that can be applied to the plant are determined. Then the modeling data is collected from the system by applying random inputs from the interval given as [u min , u max ] and measuring the outputs of the plant.
Step 2: A set of training data is formed after the n u and n y values of the ANN model (13) are determined. Then, the set of input and output values are normalized to the interval .
Step 3: From the collected N data from the plant, data pairs are randomly selected as the learning data for the ANN model, the remaining data are used as test and validation data pairs.
Step 4: PID tuning and control are realized by applying the following algorithm at each iteration:
• The corresponding control input is computed according to the measured error .
• The K-step future behavior of the system is predicted by utilizing the ANN model of the plant. To realize this prediction the K-step input sequence is applied to the ANN model.
• The Jacobian matrix is calculated by utilizing ANN model and then the correction term is determined by • The vector of optimum step sizes of the correction terms µ is founded via the Gauss-Newton algorithm.
• Summation of the control input and the correction term (i.e., ) is applied to the system. • The general Jacobian matrix (4) is calculated and the PID parameters are updated utilizing (3).
Experimental Results
Phantom OMNI haptic device shown in Figure 3 was used as an experimental setup. A 2-DOF rigid link robot manipulator structure was obtained by mechanically stopping the first joint whose angle was denoted by . Joint space control application of the remaining links, whose angles were denoted by and , respectively, was realized for the performance demonstration of the proposed method.
At this point it should be stated that each of the previously mentioned parameters has a crucial role for the proposed method and all of them should be selected appropriately. However, proposing different suitable methods for all of the selections is a hard and time consuming task. Moreover, it increases the computational complexity. Some of these parameters were fixed to some constant values by considering these issues. The prediction horizon and the matrix of weigthing factors were fixed to K = 10 and λ = 0.01I 2 . Since, it was observed during the experiments that 5-step The number of hidden neurons directly affects the modeling performance of the ANN. As a result of this, it can directly be related to the performance of the proposed method. Both of the selections that are less or more than the optimum value decrease the representation capability of the ANN model. The number of hidden neurons were selected to reduce the norm of the matrix containing the validation errors. To reach this purpose, ANN modeling was realized 1000 times for each number of neurons and the means of the norm values were marked on Figure 4 . As it can be seen from Figure 4 , any significant change was not observed in this value after 23 neurons. As a result of this, the optimum number of hidden neurons was selected as 23. At this point it should be stated that all of this process was applied to 1000 learning, 500 test and 500 validation data that were randomly selected from the collected input output data pairs from both links of the experimental system.
The control objective is to make and follow a sinusoidal desired trajectory chosen as (22) The adjustment process of the control gains can be seen from Figure 5 and Figure 6 for and , respectively. The desired and the actual trajectories are shown together in Figure 7 , while the tracking errors and the control inputs are given in Figure 8 and Figure 9 , respectively. From Figure 7 and Figure 8 , it can be seen that the control objective was met.
Conclusion
In this study, a self-tuning PID control scheme was proposed for the control of MIMO nonlinear systems. A number of optimization methods were used in conjuction with the ANN model of the system to ensure the self-tuning structure. First, the ANN model of the system was obtained via input and output data pairs collected from the system. These data pairs were randomly classified as learning, test and validation data and they were used to train a single layer, feedforward MIMO ANN structure. Then, the obtained ANN model was utilized for both PID tuning and control purposes. A vector of correction term computed via the Gauss-Newton algorithm was used to provide control until the PID parameters reach their optimum values. As a result of this, the control objective was met during the PID tuning process. Once the PID parameters reached their optimum values, the correction term was disabled and the process was continued with the classical PID control. Performance of the proposed method was demonstrated via a joint-space control application of a rigid link 2-DOF robot manipulator. In the experiments, it was observed that PID parameters were tuned to their optimum values in 4 seconds. However, from the actual and desired trajectories and the link tracking errors it was also seen that the control objective was met before this process and it continued after the optimum parameter values were provided. From these results, it can be said that all of the previously mentioned purposes were reached in the experimental studies.
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