Abstract-Synchrotron-based soft X-ray ptychography has enabled the reconstruction of both the phase and attenuation projections of samples relevant to the physical and biological sciences. The phase projection images typically have higher fidelity and hence are used for tomographic reconstruction. In practice, three-dimensional tomographic reconstruction can be challenging because the measurements may have outliers, a fluctuating background and may be restricted to a limited angular range of sample rotations. Thus, conventional reconstruction algorithms such as filtered back projection can result in reconstructions with strong artifacts. In this paper, we present a robust model-based iterative reconstruction algorithm for X-ray ptychography-based phase tomography. Our method casts the reconstruction as a regularized inverse problem, involving a novel data fitting term that accounts for noise, the fluctuating background as well as outliers, combined with an image model term that enforces regularity on the volume to be reconstructed. We use a majorization-minimization strategy to find a minimum of the formulated cost function. Reconstructions on a simulated as well as a real dataset show that it is possible to acquire high-quality phase reconstructions compared to the typically used filtered-back projection algorithm as well as conventional regularized inversion approaches.
Robust X-Ray Phase Ptycho-Tomography Fig. 1 . Illustration of the anomalous measurements present in a ptychographybased phase projection dataset. Images correspond to data from two successive views. The anomalies (indicated with blue arrow) can cause strong artifacts in the reconstruction using conventional reconstruction algorithms. and phase image [4] , [5] . These correspond to the projection of the attenuation and phase coefficients of the sample of interest. In order to collect data for tomography, the above process is repeated by rotating the sample about a single axis and acquiring a collection of projection images [2] . The phase projections typically have higher fidelity and are hence used for high-resolution tomographic reconstruction [1] . In order to reconstruct the phase-coefficients in three-dimensional (3-D), the phase projection data from all the rotations are processed using a parallel beam tomographic reconstruction algorithm such as filtered back-projection (FBP) [6] .
Ptychography-based phase tomography can be challenging because of the nonidealities associated with the measurement system. In particular, when operating at very high throughput the diffraction data can be noisy and can suffer from a few bad measurement pixels. While some of these effects can be reduced by the algorithms that generate the projection images from the diffraction data [7] , in a few cases these can propagate to the projection images and can manifest as anomalies (see Fig. 1 ) that cause artifacts when using standard tomographic reconstruction algorithms. Furthermore, some datasets can only be acquired over a limited range of angular rotations due to sample preparation limitations. Hence the FBP algorithm can produce strong artifacts in the reconstructed volume.
Model-based iterative reconstruction (MBIR) provides a powerful framework for tomographic reconstruction that uses a probabilistic model for the measurement (forward model) and a probabilistic model for the object (prior model) to obtain high-quality reconstructions for a variety of tomography applications, including those where there is a limited angular sampling [8] [9] [10] [11] [12] [13] [14] [15] . Typically MBIR involves the design and minimization of a cost function that corresponds to solving a regularized inverse problem with two sets of terms-one corresponding to a data mismatch penalty and the other enforcing regularity for the object.
In this paper, we present a robust MBIR algorithm for accurate reconstruction of ptychography-based phase-tomography datasets containing anomalous measurements, varying back-ground values and a limited range of tilt angles. In particular, we adapt the generalized Huber penalty function introduced in [9] and [16] to account for the anomalous measurements in the phase data. We model the fluctuation background as well noise variance as unknown parameters and jointly include their estimation as a part of the reconstruction. Finally, we combine this data model with an image model that enforces regularity to formulate the MBIR cost function. We use an algorithm that is based on majorization-minimization (MM) [9] , [10] , [16] [17] [18] [19] together with a multiresolution initialization to find a minima of the cost function. The rest of this paper is organized as follows. In Section II, we formulate the MBIR cost function. In Section III, we present the optimization algorithm, and in Section IV we present results. Finally, in Section V we draw our conclusion.
II. FORMULATING THE COST FUNCTION
In order to reconstruct the phase coefficients associated with the sample, we use an MBIR [8] framework. The reconstruction in the MBIR framework is typically given by a minimization problem
where g is the vector of measurements, f is the vector containing the voxels, φ is a vector of calibration parameters such as offsets, l(; ) is a data fidelity enforcing function and s(.) is a function that enforces regularity in f . Next, we present the derivation of the individual terms for the ptychography-based phase tomography application and present an algorithm to minimize corresponding cost function.
A. Data Fidelity Term for Phase Measurement
The phase-projection measurements in a ptychography system is obtained by applying a phase-retrieval algorithm [4] , [7] to the raw diffraction measurements. We assume that each retrieved phase measurement g k,i , corresponding to pixel i at tilt k, has a mean value given by
where f is a vector containing the unknown voxels of phase coefficients, A k is a parallel beam projection matrix corresponding to tilt k ((i, * ) is the ith row), and d k is the unknown background value at tilt k. We model the variance of each measurement to be an unknown tilt-angle-dependent value, V ar(
In several applications, the next step would be to formulate a likelihood based on a Gaussian assumption for g k,i |f, d, σ, to model the measurements. However, in this application a few of the (anomalous) measurements may not correspond to the simple projection model. These measurements appear as bright/dark spots (see Fig. 1 ) causing a large error in the model and resulting in artifacts in the reconstruction. Instead of discarding the entire view due to a few bad measurements, we model the measurements using the recently proposed generalized Huber function (see Fig. 2 ) [9] , [19] inspired from the field of robust estimation [20] 
where T and δ are parameters of the function. Intuitively, using the generalized Huber function corresponds to a heavy-tailed likelihood model for which the presence of outliers is more probable than the standard Gaussian model. We restrict 0 < δ ≤ 1. When δ = 1, β T ,δ reduces to the Huber penalty [20] , [21] . Using the generalized Huber function, the data fidelity term in this case is given by
where M is the number of measurements per view and K is the total number of views. If T is set to be very large then β T ,δ effectively reduces to the widely use quadratic penalty function.
B. Regularization
We use a special case of the q-generalized Gaussian Markov random field (qGGMRF) [22] for the regularization of the phase coefficients, resulting in
where N is the set of pairs of neighboring voxels in 3-D, and p and σ f are qGGMRF parameters. The weights w j k are set to be inversely proportional to the distance between voxels j and k, normalized to 1. We restrict 1 ≤ p ≤ 2.
C. MBIR Cost Formulation
Combining the data fidelity model (3) with the image model (4), the regularized inversion cost function is given by
Alternately, we can define the scaled data-fit error, h k,i :
The cost function can then be written as follows:
Thus, the MBIR reconstruction is given by
This function in nonconvex and nondifferentiable and hence we adapt the MM strategy combined with alternating minimization [9] , [17] , [18] to find a local minimum of the cost.
III. OPTIMIZATION ALGORITHM
In this section, we outline the MM optimization strategy adapted from [9] for finding a minima of the MBIR cost function (6) . Additionally, we provide a different interpretation of the method from [9] that can help in experimenting with a variety of optimization algorithms beyond what is discussed in [9] . The MM optimization approach [17] , [18] is typically based on the repeated construction and minimization of a differentiable majorizer to the original cost function. The function q(.; z ) is a majorizer for the function t(.) at the point z if the following two conditions hold [23] q(z; z ) ≥ t(z) q(z ; z ) = t(z ).
If Q(.; f , d , σ ) is a majorizer to c(.) at the point (f , d , σ ), our algorithm consists of repeatedly constructing and lowering the value of the majorizing function. The approach ensures updates that result in a sequence of decreasing costs.
A. Construction of the Majorizer
It was shown in [9] that
is a majorizer to β T ,δ ((2) at x . Notice that Q T ,δ is always a quadratic function of x. Using the composition property of majorizing functions which states that if q(.; z ) is a majorizer to t(.) at z then the composition q(h(.); h(z )) is a majorizer to t(h(.)) at z [9], the composition of Q T ,δ with
is a majorizer to the original cost (6) . Next, we rewrite this equation in a simpler form. First, we define the following binary indicator variable
b k,i indicates if a given measurement is classified as an outlier based on the current values of (f, d, σ). Ignoring constants, (8) can be rewritten as
where
|e k , i | , and 1 M is a vector of M ones. This can be further simplified as we can rewrite (10) as
Notice that minimizing the surrogate function is similar to solving a regularized weighted least squares problem with weights chosen according to the fitting error value at each measurement! Intuitively, at each iteration the algorithm automatically identifies terms corresponding to large fitting errors and weights these terms lower in the next iteration.
We can use any method to lower the value of the majorizer (11). We choose an alternating minimization approach based on the iterative co-ordinate descent (ICD) [9] , [10] , [15] algorithm to lower the function with respect to each unknown variable.
B. Initialization
Since the proposed MBIR cost function is nonconvex, we use a three-stage multiresolution initial condition [24] to prevent the algorithm from becoming stuck in undesirable local minima. We initialize the values of f to 0 nm −1 at the coarsest scale. The value of d is initialized from a region of the image where there is no sample present and σ is set to 1. Furthermore, at the coarsest scale we perform iterations with the value of T set to be very large in order to obtain a reasonable initial condition for the overall multiresolution algorithm.
IV. RESULTS
We compare reconstructions from three algorithms: FBPthe most widely used method for ptychography-based phase tomography, conventional MBIR (C-MBIR) based on a quadratic data-fit model-the state-of-the-art regularized iterative tomography method and the proposed robust MBIR (R-MBIR). For simulated data we adjust the parameters to minimize the rootmean-squared error (RMSE) between the reconstruction and the Fig. 3 . A single x − z cross-section from the 3-D reconstruction of a simulated dataset using FBP, C-MBIR, and the proposed R-MBIR. Notice that the R-MBIR method is superior to FBP and C-MBIR in suppressing artifacts due to data anomalies (indicated using blue arrows). Furthermore the RMSE (expressed as a percentage of the maximum intensity) is lower for the proposed R-MBIR.
ground truth, while for the real data, we set the parameters to attain the best visual quality of reconstruction. The value of T is set to 3.5 and δ is set to 0.1 for the proposed method.
A. Simulated Data
In order to simulate a dataset, we create a phantom of boxes of varying dimensions and orientations in 3-D with coefficient equal to π 350 rad per nm. We then project this at 71 angles between −70
• and 70 • in steps of 2 • and add an angle-dependent offset | sin(θ p )| and Gaussian noise to the projections. In order to simulate bad pixels we add a few regions of spurious intensity to a subset of the projections. Fig. 3 shows a single reconstructed slice using the different methods compared to the ground truth (a). Notice that the FBP method [see Fig. 3(b) ] produces noisy reconstruction with artifacts due to the limited range of tilts and the anomalous measurements (blue arrows). While the C-MBIR [see Fig. 3(c) ] method is significantly better in suppressing noise and some artifacts, the streak due to the bad measurements still exist. In contrast, the proposed method [see Fig. 3(d) ] is robust and produces high-quality reconstructions while handling the presence of bad measurements in the data. It does so because the bad measurements are automatically identified and their influence on the reconstruction is reduced by assigning them a lower weight. Furthermore, the proposed approach produces a reconstruction that is quantitatively more accurate than the other methods as indicated by the final RMSE (normalized to the maximum value in the ground truth phantom). The line profile in Fig. 4 further illustrates the strength of the proposed R-MBIR in producing accurate reconstructions from the anomalous and noisy dataset. Finally, we test the stability of the algorithm to different initial conditions for the voxels-a constant set of values (0, 0.5 * π/350, π/350) for all voxels and a random value for each voxel drawn from a uniform distribution in the range [0, π/350] . Note that for the random initial condition, we average the RMSE over a set of ten trials. We obtain a normalized RMSE of 11.94%,11.96%, 11.93%, and 11.90% for the four cases, re- Fig. 4 . A line-profile through the various reconstructions of the simulated data along the x-direction [line location indicated using a green arrow in Fig. 3  (a) ]. The region from pixel index 0-100 shows errors due to the streaks from anomalous measurements that are effectively suppressed using the proposed method. Fig. 5 . A single x − z cross-section from the 3-D reconstruction using FBP, C-MBIR and the proposed R-MBIR from a experimental data set. Notice that the conventional MBIR suppresses missing-wedge artifacts (red arrow) compared to FBP, while the proposed method additionally eliminates the streaks due to outliers (indicated using a blue arrow).
spectively. Hence, the multiresolution method is robust to initial values and produces a stable reconstruction.
B. Real Data
We reconstruct the phase data from a set of 3% molecular weight yttria-stabilized zirconia sample. The pixels have a size of 5 nm. The data contains 130 tilts in the range −65
• to +65
• and is aligned and phase unwrapped [4] prior to reconstruction. The FBP reconstruction [see Fig. 5(a) ] has streak artifacts due to the missing wedge of angles as well as a strong streak due to some anomalous measurements. Similar to the simulated data the C-MBIR method produces a less noisy and streak-free reconstruction but fails to handle the bad measurements. In contrast, the proposed R-MBIR suppresses the streak artifacts from the anomalies in addition to suppressing the noise, illustrating the strength of the algorithm.
V. CONCLUSION
In this paper, we presented a robust MBIR algorithm for X-ray ptychography-based phase-tomography. In addition to suppressing noise and artifacts due to the limited angular sampling, a key strength of our method is that it can significantly decrease the artifacts in the reconstruction caused by the presence of anomalous/bad measurements. Results on simulated and real data demonstrate that our method is superior to traditional approaches.
