The work of Lee et al. is theoretically well founded and thoroughly motivated by practical data analysis. The algorithm presented has the following important properties:
1. Hierarchical clustering using a novel, adaptive, eigenvector-related, agglomerative criterion. 2. Principal components analysis carried out locally, leading to the required sample size for consistency being logarithmic rather than linear; and computational time being quadratic rather than cubic. 3. Multiresolution transform with interesting characteristics: data-adaptive at each node of the tree, orthonormal, and the tree decomposition itself is data-adaptive. 4. Integration of all of the following: hierarchical clustering, dimensionality reduction, and multiresolution transform. 5. Range of data patterns explored, in particular, block patterns in the covariances, and "model" or pattern contexts.
While I admire the work of the authors, nonetheless I have a different point of view on key aspects of this work:
1. The highest dimensionality analyzed seems to be 760 in the Internet advertisements case study. In fact, the quadratic computational time requirements (Section 2.1 of Lee et al.) preclude scalability. My approach in Murtagh (2007a) to wavelet transforming a dendrogram is of linear computational complexity (for both observations, and attributes) in the multiresolution transform. The hierarchical clustering, to begin with, is typically quadratic for the n observations, and linear in the p attributes. These computational requirements are necessary for the "small n, large p" problem which motivates this work (Section 1). In particular, linearity in p is a sine qua non for very high dimensionality data exploration.
