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Abstract
A review is made of recent efforts to add a gravitational field to noncommutative
models of space-time. Special emphasis is placed on the case which could be considered
as the noncommutative analog of a parallelizable space-time. It is argued that, at least
in this case, there is a rigid relation between the noncommutative structure of the
space-time on the one hand and the nature of the gravitational field which remains as
a ‘shadow’ in the commutative limit on the other.
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1 Introduction and Motivation
Simply stated, ‘fuzzy space-time’ is a space-time in which the ‘coordinates’ do not
commute. One typically replaces the four Minkowski coordinates xµ by four generators
qµ of a noncommutative algebra which satisfy commutation relations of the form
[qµ, qν ] = ik¯qµν . (1.1)
The parameter k¯ is a fundamental area scale which we shall suppose to be of the order
of the Planck area:
k¯ ≃ µ−2P = G~.
Equation (1.1) contains in fact little information about the algebra. If the right-hand
side does not vanish it states that at least some of the qµ do not commute. It states
also that it is possible to identify the original coordinates with the generators qµ in the
limit where the Planck mass µP tends to infinity:
xµ = lim
k¯→0
qµ. (1.2)
For mathematical simplicity we shall suppose this to be the case although one could
include a singular ‘renormalization constant’ Z and replace (1.2) by an equation of the
form
Z xµ = lim
k¯→0
qµ. (1.3)
If, as we shall argue, gravity acts as a universal regulator for ultraviolet divergences
then one could reasonably expect the limit k¯ → 0 to be a singular limit. An argument
in this sense has been given by Mangano [105].
Perhaps not the simplest but certainly the most familiar example of a ‘fuzzy space’
is the quantized version of a 2-dimensional phase space, described by the ‘coordinates’
p and q. This example has the advantage of illustrating what is for us the essential
interest of the relation of the form (1.1) as expressed in the Heisenberg uncertainty
relations. Since one cannot measure simultaneously p and q to arbitrary precision
quantum phase space has no longer a notion of a point. It can however be thought of
as divided into cells of volume 2π~. If the classical phase space is of finite total volume
there will be a finite number of cells and the quantum system will have a finite number
of possible states. A ‘function’ then on quantum phase space will be defined by a finite
number of values and can be represented by a matrix.
By analogy with quantum mechanics we shall suppose that the generators qµ can
be represented as hermitian operators on some (complex) Hilbert space. The presence
of the factor i in (1.1) implies that the qµν are also hermitian operators. The qµ
have real eigenvalues but because of the relations (1.1) they cannot be simultaneously
diagonalized; points are ill-defined and space-time consists of elementary cells of volume
(2πk¯)2. Now when a physicist calculates a Feynman diagram he is forced to place a
cut-off Λ on the momentum variables in the integrands. This means that he renounces
any interest in regions of space-time of volume less than Λ−4. As Λ becomes larger
and larger the forbidden region becomes smaller and smaller but it can never be made
to vanish. There is a fundamental length scale, much larger than the Planck length,
below which the notion of a point is of no practical importance. The simplest and most
elegant, if certainly not the only, way of introducing such a scale in a Lorentz-invariant
way is through the introduction of the ‘coordinates’ qµ. The analogs of the Heisenberg
uncertainty relations imply then that
Λ2k¯ . 1.
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The existence of a forbidden region around each point in space-time means that the
standard description of Minkowski space as a 4-dimensional continuum is redundant.
There are too many points. Heisenberg already in the early days of quantum field the-
ory proposed to replace the continuum by a lattice structure. A lattice however breaks
Poincare´ invariance and can hardly be considered as fundamental. It was Snyder [120]
who first had the idea of using non-commuting coordinates to mimic a discrete struc-
ture in a covariant way although something similar had previously been proposed by
Markov [107]. In his article [55] on the subject Finkelstein cites Riemann as the first
person to be concerned with the existence of discrete objects within a continuum space.
As a simple illustration of how a ‘space’ can be ‘discrete’ in some sense and still
covariant under the action of a continuous symmetry group one can consider the or-
dinary round 2-sphere, which has acting on it the rotational group SO3. As a simple
example of a lattice structure one can consider two points on the sphere, for example
the north and south poles. One immediately notices of course that by choosing the two
points one has broken the rotational invariance. It can be restored at the expense of
commutativity. The set of functions on the two points can be identified with the alge-
bra of diagonal 2×2 matrices, each of the two entries on the diagonal corresponding to
a possible value of a function at one of the two points. Now an action of a group on the
lattice is equivalent to an action of the group on the matrices and there can obviously
be no non-trivial action of the group SO3 on the algebra of diagonal 2 × 2 matrices.
However if one extends the algebra to the noncommutative algebra of all 2×2 matrices
one recovers the invariance. The two points, so to speak, have been smeared out over
the surface of a sphere; they are replaced by two cells. An ‘observable’ is an hermitian
2 × 2 matrix and has therefore two real eigenvalues, which are its values on the two
cells. Although what we have just done has nothing to do with Planck’s constant it is
similar to the procedure of replacing a classical spin which can take two values by a
quantum spin of total spin 1/2. Only the latter is invariant under the rotation group.
By replacing the spin 1/2 by arbitrary spin s one can describe a ‘lattice structure’ of
n = 2s + 1 points in an SO3-invariant manner. The algebra becomes then the alge-
bra Mn of n × n complex matrices. We shall discuss this example in more detail in
Section 5.3.
It is to be stressed that we modify the structure of Minkowski space-time but main-
tain covariance under the action of the Poincare´ group. A fuzzy space-time looks then
like a solid which has a homogeneous distribution of dislocations but no disclinations.
We can pursue this solid-state analogy and think of the ordinary Minkowski coordi-
nates as macroscopic order parameters obtained by coarse-graining over scales less than
the fundamental scale. They break down and must be replaced by elements of some
noncommutative algebra when one considers phenomena on these scales. It might be
argued that since we have made space-time ‘noncommutative’ we ought to do the same
with the Poincare´ group. This logic leads naturally to the notion of a q-deformed
Poincare´ (or Lorentz) group which act on a very particular noncommutative version of
Minkowski space called q-Minkowski space. We discuss q-deformations in Section 5.2.
It has also been argued, for conceptual as well as practical, numerical reasons, that
the lattice version of space-time or of space is quite satisfactory if one uses a random
lattice structure or graph. From this point of view the Lorentz group is a classical
invariance group and is not valid at the microscopic level. We shall briefly mention
this possibility in Section 5.1.
Let Ak¯ be the algebra generated in some sense by the elements q
µ. We shall be
here working on a formal level so that one can think of Ak¯ as an algebra of polyno-
mials in the qµ although we shall explicitly suppose that there are enough elements
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to generate smooth functions on space-time in the commutative limit. Since we have
identified the generators as hermitian operators on some Hilbert space we can identify
Ak¯ as a subalgebra of the algebra of all operators on the Hilbert space. We have added
the subscript k¯ to underline the dependence on this parameter but of course the com-
mutation relations (1.1) do not determine the structure of Ak¯, We in fact conjecture
that every possible gravitational field can be considered as the commutative limit of a
noncommutative equivalent and that the latter is strongly restricted if not determined
by the structure of the algebra Ak¯. We must have then a large number of algebras Ak¯
for each value of k¯.
We argued above that the noncommutative structure gives rise to an ultraviolet
cut-off. This idea has been developed by several authors [70, 45, 80, 79] since the
original work of Snyder [120, 121]. It is the right-hand arrow of the diagram
Ak¯ ⇐= Ω
∗(Ak¯)
⇓ ⇑
Cut-off Gravity
(1.4)
The top arrow is a mathematical triviality; the Ω∗(Ak¯) is what gives a differential
structure to the algebra. We shall define and discuss it in Section 2.2. The main
section is Section 4. In it we shall attempt, not completely successfully, to argue that
each gravitational field is the unique ‘shadow’ in the limit k¯ → 0 of some differential
structure over some noncommutative algebra. This would define the left-hand arrow
of the diagram.
The composition of the three arrows is an expression of an old idea, due to Pauli
and developed by Deser [37] and others [73], that perturbative ultraviolet divergences
will one day be regularized by the gravitational field. The possibility which we shall
consider here is that the mechanism by which this works is through the introduction of
noncommuting ‘coordinates’ such as the qµ. A hand-waving argument can be given [97]
which allows one to think of the noncommutative structure of space-time as being
due to quantum fluctuations of the light-cone in ordinary 4-dimensional space-time.
This relies on the existence of quantum gravitational fluctuations. A purely classical
argument based on the formation of black-holes has been also given [45]. In both
cases the classical gravitational field is to be considered as regularizing the ultraviolet
divergences through the introduction of the noncommutative structure of space-time.
This can be strengthened as the conjecture that the classical gravitational field and
the noncommutative nature of space-time are two aspects of the same thing. It is our
purpose here to explore in some detail this relation.
For an sampling of the early history of ideas on the microtexture of space-time we
refer to Section 1.3 of the book by Prugovecˇki [115] as well as to the review articles
by Kragh & Carazza [81] and Gibbs [58]. When referring to the version of space-time
which we describe here we use the adjective ‘fuzzy’ to underline the fact that points
are ill-defined. Since the algebraic structure is described by commutation relations
the qualifier ‘quantum’ has also been used [120, 45, 99]. This latter expression is
unfortunate since the structure has no immediate relation to quantum mechanics and
also it leads to confusion with ‘spaces’ on which ‘quantum groups’ act. To add to the
confusion the word ‘quantum’ has also been used [60] to designate equivalence classes
of ordinary differential geometries which yield isomorphic string theories and the word
‘lattice’ has been used [122] to designate what we here qualify as ‘fuzzy’. The idea
of a q-deformation goes back to the dawn of time. Almost immediately after Clifford
introduced his algebras they were q-deformed with q a root of unity by Sylvester [119]
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and by Cartan [19]. This idea was taken up later in a special case by Weyl [126] and
Schwinger [117] to produce a finite version of quantum mechanics.
2 Fuzzy space-time
2.1 Space-time as an algebraic structure
We saw in the Introduction that by making the coordinates noncommutative we lost
the space-time but retained an equivalent of the algebra of functions on it. The purpose
of noncommutative geometry is to reformulate as much as possible the geometry of a
space in terms of its algebra of functions and then generalize the corresponding results
of differential geometry to the case of a noncommutative algebra. We have noticed
that the main notion which is lost when passing from the commutative to the noncom-
mutative case is that of a point. ‘Noncommutative geometry is pointless geometry.’
The original noncommutative geometry is based on the quantized phase space of non-
relativistic quantum mechanics. In fact Dirac in his historical papers in 1926 [43, 44]
was aware of the possibility of describing phase-space physics in terms of the quantum
analog of the algebra of functions, which he called the quantum algebra and he was
aware of the absence of localization, expressed by the Heisenberg uncertainty relation,
as a central feature of these geometries. Inspired by work by von Neumann, for sev-
eral decades physicists studied quantum mechanics and quantum field theory as well
as classical and quantum statistical physics giving prime importance to the algebra
of observables and considering the state vector as a secondary derived object. This
work has much in common with noncommutative geometry. The notion of a pure state
replaces that of a point.
The details of the structure of the algebra Ak¯ will be contained, for example, in the
commutation relations [qλ, qµν ]. The qµν can be also considered as extra generators and
the Equations (1.1) as extra relations. In this case the qµν cannot be chosen arbitrarily.
They must satisfy the four Jacobi identities:
[qλ, qµν ] + [qµ, qνλ] + [qν , qλµ] = 0. (2.1)
One can define recursively an infinite sequence of elements by setting, for p ≥ 1,
[qλ, qµ1···µp ] = ik¯qµ1···µ(p+1) . (2.2)
Several structures have been considered in the past [120, 87, 45, 92]. With our choice
of normalization qµ1···µp has units of mass to the power p − 2. We shall assume that
for the description of a generic gravitational field the appropriate algebra Ak¯ has a
trivial center, that the only elements which commute with all other elements are the
constant multiples of the identity element. The only argument we have in favour of this
assumption is the fact that it could be argued that if the center is not trivial then the
‘quantization’ has been only partial. It implies of course that the sequence of qµ1···µp
never ends, although all these elements need not be independent. The observables will
be some subset of the hermitian elements of Ak¯. We shall not discuss this problem
here; we shall implicitly suppose that all hermitian elements of Ak¯ are observables,
including the ‘coordinates’. We shall not however have occasion to use explicitly this
fact.
Consider the structure of the ‘classical’ limit A0 of Ak¯ obtained by letting k¯ → 0.
For this we must suppose that Z = 1 in Equation (1.3). Assume that one can identify
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A0 = C(V0) as the algebra of smooth, complex-valued functions on a real extension
V0 of space-time of dimension ≥ 4. and that there is a projection of V0 onto ordinary
space-time. We set
xµ1···µp = lim
k¯→0
qµ1···µp .
A set of independent elements of the complete set of the xµ1···µp are local coordinates of
V0. The dimension of V0 will depend on how many there are. If space-time is Minkowski
space-time then the condition of Lorentz invariance in the commutative limit forces xλ
and at least 4 of the 6 coordinates xµν to be independent [45, 48]. In general the set
xµ1···µp for p ≥ 3 can at least in part be functions of xλ and xµν . One can consider
V0 as a Kaluza-Klein extension of space-time by a space which is perhaps of infinite
dimension and in general not compact. It should be stressed however that V0 is a
mathematical fiction. The ‘real’ world is described by the algebra Ak¯; it is this algebra
which we consider to be the correct Kaluza-Klein extension of space-time [88, 97].
The difference in dimension between V0 and space-time is one of the measures of the
extent to which the verb ‘to quantize’ as applied to the coordinates of space-time is a
misnomer; one could in extremis ‘quantize’ the coordinates of V0. Even here the verb
should be restricted to cases in which the right-hand side of (1.1) lies in the center of
the algebra.
Quite generally the commutator of Ak¯ defines a Poisson structure on V0. We have
given arguments [99], based on simple models, that a differential calculus over Ak¯
should determine a metric-compatible torsion-free linear connection on V0. It is natural
then that there should be a relation between the Poisson structure and the curvature of
the connection. One can show [94] that certain natural hypotheses on the differential
calculus yield in fact relations between the two. We have been however unable so far to
present a realistic gravitational field explicitly as the ‘shadow’ of a differential calculus
over a noncommutative algebra.
If there is a gravitational field then there must be some source, of characteristic
mass µ. If µ2k¯ tends to zero with k¯ then V0 will be without curvature. This case has
been considered previously [45, 48]. We are interested here in the case in which µ2k¯
tends to some finite non-vanishing value as k¯ → 0.
2.2 Space-time as a differential structure
But space-time is more than just an algebra of functions; it has a differential struc-
ture. Although it was von Neumann who introduced the expression ‘noncommutative
geometry’ it was only recently that mathematicians, notably Connes [25, 27], have de-
veloped the theory of ‘differential noncommutative geometry’ which we shall use here.
The central notion is that of a differential form. We shall define a differential by a
set of simple rules which makes it obvious that it is equivalent to a derivative and ask
the reader to believe that the rules have a rigorous and natural mathematical founda-
tion. He will see that they are quite easy to manipulate in the simple noncommutative
geometries we consider.
We first recall the commutative case. The set of smooth functions A on space-time
is a commutative algebra, which it is convenient to consider over the complex numbers.
A 1-form is a covariant vector field Aµ, which we shall write as A = Aµdx
µ using a
set of basis elements dxµ. A 2-form is an antisymmetric 2-index covariant tensor Fµν
which we shall write as
F =
1
2
Fµνdx
µdxν
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using the product of the basis elements. This product is antisymmetric
dxµdxν = −dxνdxµ (2.3)
but otherwise has no relations. Higher-order forms can be defined as arbitrary linear
combination of products of 1-forms. A p-form can be thus written as
α =
1
p!
αλ1···λpdx
λ1 · · · dxλp .
The coefficients αλ1···λp are smooth functions and completely antisymmetric in the p
indices.
We define Ω0(A) = A and for each p we write the vector space of p-forms as Ωp(A).
Each Ωp(A) depends obviously on the algebra A and, what is also obvious and very
important, it can be multiplied both from the left and the right by the elements of A;
each Ωp(A) is an A-bimodule. It is easy to see that Ωp(A) = 0 for all p ≥ 5. We define
Ω∗(A) to be the set of all Ωp(A). It has a product π induced by (2.3); it is a graded
commutative algebra. The product defines a projection
Ω1(A)⊗A Ω
1(A)
pi
−→ Ω2(A).
The algebra Ω∗(A) can be written as a sum
Ω∗(A) = Ω+(A)⊕ Ω−(A) (2.4)
of even forms and odd forms. The A is an odd form and F is even. The algebra A is
a subalgebra of Ω+(A).
Let f be a function, an element of the algebra A = Ω0(A). We define a map d from
Ωp(A) into Ωp+1(A) by the rules
df = ∂µfdx
µ, d2 = 0. (2.5)
It takes odd (even) forms into even (odd) ones. From the rules we find that
dA = d(Aµdx
µ) =
1
2
(∂µAν − ∂νAµ)dx
µdxν = F
if we set
Fµν = ∂µAν − ∂νAµ.
From the second rule we have
dF = 0.
It is easy to see that if ξ is a p-form and η is a q-form then
ξη = (−1)pqηξ, d(ξη) = (dξ)η + (−1)pξdη.
The couple (Ω∗(A), d) is called the de Rham differential algebra or the de Rham
differential calculus over A. What distinguishes it is the fact that the 1-forms are dual
to the Lie algebra of derivations of A. The derivative ∂µf of a smooth function f is
a smooth function. We use the word derivation to distinguish the map ∂µ from the
result of the map ∂µf . A general derivation is a linear map X from the algebra into
itself which satisfies the Leibniz rule: X(fg) = (Xf)g + f(Xg). In the case we are
presently considering a derivation can always be written in terms of the basis ∂µ as
X = Xµ∂µ. Such is not always the case. The relation between d and ∂µ is given by
df(∂µ) = ∂µf.
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This equation has the same content as the first of the relations (2.5). One passes from
one to the other by using the particular case
dxµ(∂ν) = δ
µ
ν . (2.6)
The basis dxµ is said to be dual to the basis ∂µ. The derivations form a vector space
(the tangent space) at each point, and (2.6) defines df as an element of the dual vector
space (the cotangent space) at the same point. Over an arbitrary algebra which has
derivations one can always define in exactly the same manner a differential calculus
based on derivations. These algebras have thus at least two, quite different, differential
calculi, the universal one and the one based on the set of all derivations.
Over each algebra A, be it commutative or not, there can exist a multitude of
differential calculi. This fact makes the noncommutative version of geometry richer
than the commutative version. As a simple example we define what is known as
the universal calculus (Ω∗u(A), du) over the commutative algebra of functions A. We
set, as always, Ω0u(A) = A and for each p ≥ 1 we define Ω
p
u(A) to be the set of
(p + 1)-point functions which vanish when any two points coincide. It is obvious
that Ωpu(A) 6= 0 for all p. There is a map du from Ω
p
u(A) into Ω
p+1
u (A) given by
(duf)(x
µ, yµ) = f(yµ)− f(xµ) for p = 0. This can also be written without reference to
points as
duf = 1⊗ f − f ⊗ 1.
For p ≥ 1, du is given by a similar sort of alternating sum defined so that d
2
u = 0. The
algebra Ω∗u(A) is not graded commutative. It is defined for arbitrary functions, not
necessarily smooth, and it has a straightforward generalization to arbitrary algebras,
not necessarily commutative.
To explain the qualifier ‘universal’ let (Ω∗(A), d) be any other differential calculus
over A, for example the usual de Rham differential calculus. Then there is a unique
du-homomorphism φ
Ω∗u(A)
φ
−→ Ω∗(A)
of Ω∗u(A) onto Ω
∗(A). It is given by
φ(f) = f, φ(duf) = df.
If we choose a coordinate system and expand the function f(yµ) about the point xµ,
f(yµ) = f(xµ) + (yν − xν)∂νf(x
µ) + · · · ,
we see that the map φ is given by
φ(yµ − xµ) = dxµ
and that it annihilates any 1-form f(xµ, yµ) ∈ Ω1u(A) which is second order in y
µ−xµ.
One such form is fdug − dugf , given by
(fdug − dugf)(x
µ, yµ) = −(f(yµ)− f(xµ))(g(yµ)− g(xµ)).
It does not vanish in Ω1u(A) but its image in Ω
1(A) under φ is equal to zero.
To form tensors one must be able to define tensor products, for example the tensor
product Ω1(A)⊗A Ω
1(A) of Ω1(A) with itself. We have here written in subscript the
algebra A. This piece of notation indicates the fact that we identify ξf ⊗η with ξ⊗ fη
for every element f of the algebra, a technical detail which is important. It means
also that one must be able to multiply the elements of Ω1(A) on the left and on the
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right by the elements of the algebra A. Since A is commutative of course these two
operations are equivalent and this left (right) linearity is equivalent to the property of
locality. It means that the product of a function with a 1-form at a point is again a
1-form at the same point, a property which distinguishes the ordinary product from
other, non-local, products such as the convolution. In the noncommutative case there
are no points and locality can not be defined; it is replaced by the property of left and
right linearity with respect to the algebra.
There is an interesting relation between the differential d and the Dirac operator
/D. Let ψ be a Dirac spinor and f a smooth function. It is straightforward to see that
∂λfγ
λψ = −[i/D, f ]ψ.
If we make the replacement γλ 7→ dxλ the left-hand side becomes equal to dfψ and we
can write the differential as a commutator:
df = −[i/D, f ].
It would be natural to try to generalize this relation to higher-order forms by using
a graded commutator on the right-hand side. Because dxµdxν + dxνdxµ = 0 whereas
γµγν + γνγµ 6= 0 one would find that d2 6= 0. This problem is connected with the fact
that the square of the Dirac operator is not proportional to the identity. We shall see
below a simpler example of this and mention how one solves the problem.
Consider now the noncommutative algebra Ak¯. First we note that if X is a deriva-
tion of Ak¯ and f an arbitrary element then in general fX is no longer a derivation. The
simplest examples to see this are the matrix algebras which we shall mention below.
Also it is sometimes of interest to consider algebras which have no derivations. It is for
these reasons that derivations do not play the same role in noncommutative geometry
which vector fields play in ordinary geometry and it is much more convenient to use a
differential calculus to describe the differential structure.
Suppose that a set of 1-forms Ω1(Ak¯) has been constructed and that there is a map
d of Ω0(Ak¯) = Ak¯ into Ω
1(Ak¯):
Ω0(Ak¯)
d
−→ Ω1(Ak¯). (2.7)
We shall construct a differential calculus over Ak¯ using a procedure due to Connes
and Lott [30]. In the form which we shall use it the procedure has been described in
detail elsewhere [42] but the idea is simple. As in the commutative case we suppose
that the Ω1(Ak¯) has the structure of an Ak¯-bimodule, that an element of Ω
1(Ak¯) can
be multiplied from the right and from the left by an arbitrary element of Ak¯ and the
result is still an element of Ω1(Ak¯). We define the bimodule of 2-forms to be the largest
set of elements of the form dfdg with a product between df and dg subject only to the
condition that it be consistent with the bimodule structure of Ω1(Ak¯) and with the
condition d2 = 0. We have then
Ω0(Ak¯)
d
−→ Ω1(Ak¯)
d
−→ Ω2(Ak¯).
If, for example, fdg− dgf = 0 as in the commutative case then we must have d(fdg−
dgf) = dfdg+ dgdf = 0. This construction can be continued to arbitrary p-forms [42].
It is of course perfectly consistent to choose a smaller algebra of forms. One could set,
for example, Ωp(Ak¯) = 0 for all p ≥ 2.
We shall find it convenient to define Ω1(Ak¯) in terms of a set of derivations of Ak¯.
For each integer n let λi be a set of n linearly independent antihermitian elements of
Ak¯ and introduce the derivations ei defined by
eif = [λi, f ].
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The Leibniz rule follows from the Jacobi identity for the bracket. In general the ei
do not form a Lie algebra but they do however satisfy commutation relations as a
consequence of the commutation relations of A. In order for them to have the correct
dimensions one must introduce a mass parameter µ and replace λi by µλi. We shall
set µ = 1. We shall suppose that if an element of Ak¯ commutes with all of the λi then
it is a constant multiple of the unit element. This is the noncommutative equivalent
of the statement that a function is a constant if all of its partial derivatives vanish.
Define Ω1(Ak¯) and the map (2.7) by
df(ei) = ei f. (2.8)
We shall suppose that there exists a set of n elements θi of Ω1(Ak¯) such that
θi(ej) = δ
i
j . (2.9)
In the examples which we consider we shall show that the θi exist by explicit construc-
tion. We shall refer to the set of θi as a frame or Stehbein. It commutes with all the
elements f of Ak¯:
fθi = θif. (2.10)
This follows directly from (2.9) and from the definition of the module structure:
fdg(ei) = fei g, (dg)f(ei) = (ei g)f.
The A-bimodule Ω1(A) is generated by all elements of the form fdg or of the form
dfg. Because of the Leibniz rule these conditions are equivalent. Using the frame we
can write
fdg = (feig)θ
i, (dg)f = (eig)fθ
i. (2.11)
The commutation relations of the algebra constrain then the relations between fdg
and dgf for all f and g.
Because of the commutation relations of the algebra the θi satisfy in general com-
mutation relations. Since Ω∗(Ak¯) is an algebra there is a natural product map
Ω1(Ak¯)⊗Ak¯ Ω
1(Ak¯)
pi
−→ Ω2(Ak¯)
We shall suppose that Ω2(Ak¯) is a submodule of Ω
1(Ak¯) ⊗Ak¯ Ω
1(Ak¯) and that π is a
projection. We can write therefore
π(θi ⊗ θj) = P ijklθ
k ⊗ θl (2.12)
where, because of (2.10), the P ijkl are complex numbers with
P ijmnP
mn
kl = P
ij
kl. (2.13)
The product θiθj satisfies then the relations
θiθj = P ijklθ
kθl. (2.14)
In several important cases which we shall consider the θi anticommute. This corre-
sponds to the expression
P ijkl =
1
2
(δikδ
j
l − δ
j
kδ
i
l ) (2.15)
for the P ijkl.
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Define θ = −λiθ
i. Then one sees that
df = eifθ
i = −[θ, f ] (2.16)
and it follows that as a bimodule Ω1(A) is generated by one element. We see also
that θ plays a role in these differential calculi that the Dirac operator does in the
commutative case. The θ is here however itself an element of Ω1(A) whereas i/D cannot
be considered as a 1-form. Under the condition (2.9) the Ω1(A) is free of rank n as a
left or right module. It can therefore be identified with the direct sum of n copies of
Ak¯:
Ω1(Ak¯) =
n⊕
1
Ak¯. (2.17)
This equation states that a 1-form can be described by its components. It implies
that the fuzzy space-times which we consider are the noncommutative equivalents of
parallelizable manifolds. We see that the rank of Ω1(A) can be an arbitrary integer.
One can show [99] that θ satisfies the equation
dθ + θ2 = −
1
2
Kijθ
iθj (2.18)
where the Kij are complex numbers. One can show further [42, 99] that the λi must
satisfy the consistency equations
2λlλmP
lm
jk − λiF
i
jk −Kjk = 0 (2.19)
where the F ijk are complex numbers. The structure elements C
i
jk are defined by the
equation
dθi = −
1
2
Cijkθ
jθk. (2.20)
From general arguments [42, 99] it follows that
Cijk = F
i
jk − 2λlP
(li)
jk. (2.21)
The structure elements are not therefore in general complex numbers.
The simplest noncommutative algebras are the algebras Mn of n× n complex ma-
trices. Let λi in Mn, for 1 ≤ i ≤ n
2 − 1, be an antihermitian basis of the Lie algebra
of the special unitary group SUn. The product λiλj can be written in the form
λiλj =
1
2
Ckijλk +
1
2
Dkijλk −
1
n
gij .
The gij are the components of the Killing metric; we shall use it to raise and lower
indices. The Ckij here are the structure constants of the group SUn and gklD
l
ij is trace-
free and symmetric in all pairs of indices. For each λi we introduce derivations ei as
above in Equation (2.8). In this case the ei span the vector space of all derivations [46]
of the algebra and form a Lie algebra with commutation relations
[ei, ej ] = C
k
ijek.
It is an elementary fact of algebra that any derivation X of Mn can be written as a
linear combination X = Xiei of the ei with the X
i complex numbers. We have now
dλi(ej) = [λj , λ
i] = −Cijkλ
k.
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The frame [47] is given by
θi = λjλ
idλj .
The corresponding P ijkl is given by (2.15) and θ satisfies
dθ + θ2 = 0. (2.22)
This is a particular case of (2.18) with Kij = 0. We have seen that as a bimodule
Ω1(Mn) is generated by θ alone. For dimensional reasons Ω
1(Mn) cannot be of rank
one. In fact the free Mn-bimodule of rank one is of dimension n
4 and the dimension of
Ω1(Mn) is equal to (n
2 − 1)n2 < n4. With the normalization which we have used for
the generators λi the element
ζ =
1
n2
1⊗ 1−
1
n
λi ⊗ λ
i
is a projector in Mn ⊗Mn which commutes with the elements of Mn. This can be
written [50] as d(Mn)ζ = 0. We have the direct-sum decomposition
Mn ⊗Mn = Ω
1(Mn)⊕Mn ζ.
One can use matrix algebras to construct examples of differential calculi which have
nothing to do with derivations. Consider the algebra Mn graded as in supersymmetry
with even and odd elements and introduce a graded commutator between two matrices
α and β as
[α, β] = αβ − (−1)|α||β|βα
where |α| is equal to 0 or 1 depending on whether α is even or odd. One can define on
Mn a graded derivation dˆ by the formula
dˆα = −[η, α], (2.23)
where η is an arbitrary antihermitian odd element. Since η anti-commutes with itself
we find that dˆη = −2η2 and for any α in Mn
dˆ2α = [η2, α]. (2.24)
The grading can be expressed as the direct sum Mn =M
+
n ⊕M
−
n of the even and odd
elements of Mn. This decomposition is the analogue of (2.4). If n is even it is possible
to impose the condition
η2 = −1. (2.25)
From (2.24) we see that dˆ2 = 0 and dˆ is a differential. In this case we shall write dˆ = d.
We see that η must satisfy
dη + η2 = 1, (2.26)
an equation which is to be compared with (2.18) and (2.22). If we define for all p ≥ 0
Ω2p(M+n ) =M
+
n , Ω
2p+1(M+n ) =M
−
n (2.27)
then we have defined a differential calculus over M+n . The differential algebra based on
derivations can be embedded in a larger algebra such that a graded extension of (2.16)
exists for all elements [92]. In fact any differential calculus can be so extended.
As an example let n = 2. To within a normalization the matrices λi can be chosen
to be the Pauli matrices. We define λ1 and λ2 to be odd and λ3 and the identity even.
The most general possible form for η is a linear combination of λ1 and λ2 and it can be
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normalized so that (2.25) is satisfied. Using Ω∗(M+2 ) one can construct a differential
calculus over the algebra of functions on a double-sheeted space-time [29, 32]. This
doubled-sheeted structure permits one to introduce a description of parity breaking in
the weak interactions.
If n is not even or, in general, if η2 is not proportional to the unit element of Mn
then dˆ2 given by (2.24) will not vanish and Mn will not be a differential algebra. It is
still possible however to construct over M+n a differential calculus Ω
∗(M+n ) based on
(2.23). Essentially what one does is just eliminate the elements which are the image of
dˆ2 [30]. The problem here is an analog of the problem we mentioned in the commutative
case where the square of the Dirac operator is not proportional to the identity.
As an example let n = 3. There is a grading defined by the decomposition 3 = 2+1
The most general possible form for η is
η =

 0 0 a10 0 a2
−a∗1 −a
∗
2 0

 . (2.28)
For no values of the ai is it possible to impose the condition (2.25). The general
construction yields Ω0(M+3 ) =M
+
3 =M2 ×M1 and Ω
1(M+3 ) =M
−
3 as in the previous
example but after that the elimination of elements which are the image of dˆ2 reduces
the dimensions. One finds Ω2(M+3 ) =M1 and Ω
p(M+3 ) = 0 for p ≥ 3 [30, 92].
The noncommutative equivalent of a coordinate transformation of space-time could
reasonably be considered to be an automorphism of the algebra Ak¯; if Ak¯ corresponds
to the algebra of smooth functions then the corresponding limit coordinate transfor-
mation would then be considered as smooth. There are however problems with this
identification. It can be seen from the “fuzzy-sphere” example to be described in Sec-
tion 5.3 that the algebra of morphisms is sometimes to small. In this example one does
not obtain as limit a general coordinate transformation [95]. At the same time the
algebra of morphisms is too big since some of them in the commutative limit change
even the topology of the limit manifold [101]. The important question is how the
automorphisms are to be extended to the algebra Ω∗(Ak¯). Consider as example the
differential calculus defined in Section 2.7 by the set of λi and let λi 7→ λ
′
i = u
−1λiu
be an inner automorphism of the algebra. Then it is easy to see that
dλ′i = −[θ, λ
′
i].
A sufficient condition then for u to respect the differential structure would be
θ′ = θ.
3 Classical gravity
There are several ways to introduce a gravitational field on ordinary, commutative
space-time. Our main constraint is that we would like it to be expressed entirely in
terms of the algebra of functions A and of a differential calculus Ω∗(A) over A since
this is what can be generalized to the noncommutative case. The geometry of ordinary
smooth spaces was written from the point of view of the algebra of smooth functions
by Koszul [82] in his lectures at the Tata Institute. We shall use the moving frame
formalism since it is most convenient for what we believe to be the correct generalization
to the noncommutative case. A moving frame is a nonsingular set of four 1-forms θα.
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Since we are especially interested in space-times which are near to Minkowski space we
can suppose that the moving frame can be globally defined, an assumption which is a
topological restriction. The θα are of course dual to a set eβ of derivations of A:
θα(eβ) = δ
α
β .
Equation (2.6) is a particular case of this with θα = dxα.
Let gαβ be the standard components of the Minkowski metric. We define a metric
g by the condition that the moving frame be orthonormal:
g(θα ⊗ θβ) = gαβ . (3.1)
If we write in coordinates θα = θαλdx
λ then (3.1) is equivalent to defining the metric
by the line element ds2 = gαβ θ
α
µ θ
β
ν dx
µ ⊗ dxν . We extend the metric to all tensor
products by the requirement of linearity:
fg(θα ⊗ θβ) = g(fθα ⊗ θβ), g(θα ⊗ θβ)f = g(θα ⊗ θβf). (3.2)
These linearity conditions are equivalent to a locality condition for the metric; the
length of a vector at a given point depends only on the value of the metric and the
vector field at that point. We shall return to this in Section 7. The second rule is
here a triviality but in the noncommutative case this will not be so. A metric can be
therefore considered as a bimodule map
Ω1(A)⊗A Ω
1(A)
g
→ A. (3.3)
The structure functions Cαβγ are defined as in the previous section by the equations
analog to (2.20).
A covariant derivative or linear connection can be defined a rule which associates
to each covariant vector ξ a 2-index covariant tensor Dξ. It can be defined on the basis
dxλ by
D(dxλ) = −Γλµνdx
µ ⊗ dxν
and extended to an arbitrary 1-form ξ = ξλdx
λ by the Leibniz rule:
Dξ = dξλ ⊗ dx
λ + ξλD(dx
λ) = dξλ ⊗ dx
λ − ξλΓ
λ
µνdx
µ ⊗ dxν
It can also be written in terms of the moving frame. We define the Ricci rotation
coefficients ωαβγ by the equation
Dθα = −ωαβγθ
β ⊗ θγ .
A covariant derivative can be defined as a map
Ω1(A)
D
→ Ω1(A)⊗A Ω
1(A) (3.4)
which satisfies the Leibniz rules
D(fξ) = df ⊗ ξ + fDξ, D(ξf) = D(fξ). (3, 5)
The second rule is here a triviality but in the noncommutative case it will have to be
modified.
Using a graded Leibniz rule, D can be extended to higher-order forms and the
curvature 2-form Ωαβ defined by the equation
D2ξ = −ξαΩ
α
β ⊗ θ
β.
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The curvature is the field strength of the gravitational field. The minus sign is an
historical convention. One can be write Ωαβ in terms of the basis as
Ωαβ =
1
2
Rαβγδθ
γθδ
an equation which defines the components Rαβγδ of the Riemann tensor.
We have two maps of Ω1(A) into Ω1(A), the composite map π ◦D as well as the
exterior derivative. The difference between the two is the torsion:
T = d− π ◦D. (3.6)
In particular
T (dxλ) =
1
2
Γλ[µν]dx
µdxν .
It vanishes with the antisymmetric part of Γλµν .
Let ξ and η be 1-forms and introduce a flip σ in the tensor product: σ(ξ⊗η) = η⊗ξ.
Then the covariant derivative can be extended to arbitrary tensors by the twisted
Leibniz rule.
D(ξ ⊗ η) = Dξ ⊗ η + (σ ⊗ 1)(ξ ⊗Dη).
A covariant derivative is said to be compatible with the metric g if
(1⊗ g)(D(θα ⊗ θβ)) ≡ −ωαγδ θ
γ g(θδ ⊗ θβ)− ωβγδ θ
γ g(θα ⊗ θδ) = 0. (3.7)
This will be the case if and only if
ωαβγ + ωγβα = 0. (3.8)
A metric-compatible D without torsion is completely determined by the structure
functions:
ωαβγ =
1
2
(Cαβγ − Cβγ
α + Cγ
α
β). (3.9)
The classical theory of gravity involves also a set field equations for the metric,
which are normally supposed to be derived from an action principle. We shall return
to this in Section 7.
4 Noncommutative gravity
In formulating a noncommutative theory of gravity we shall be as conservative as possi-
ble and change the definitions of the previous section only where absolutely necessary.
Instead of the commutative algebra A we have now the noncommutative algebra Ak¯.
We have also ipso facto the Kaluza-Klein extension V0 of space-time. Let ei be a set of
derivations and Ω∗(Ak¯) the corresponding differential calculus as defined in Section 2.
The frame θi plays then the role of the moving frame in the commutative case. One
might think of n as the ‘dimension’ but this is a delicate issue. One can only say that
n ≥ dimV0.
Let gij be the standard components of the Minkowski metric on a d-dimensional ex-
tension of space-time. We define again a metric g by the condition that the moving
frame be orthonormal:
g(θi ⊗ θj) = gij . (4.1)
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We require as before that
fg(θi ⊗ θj) = g(fθi ⊗ θj), g(θi ⊗ θj)f = g(θi ⊗ θjf) (4.2)
and therefore a metric can be defined as a bimodule map
Ω1(Ak¯)⊗Ak¯ Ω
1(Ak¯)
g
→ Ak¯. (4.3)
Because of the bilinearity and because of the relation (2.10) the coefficients gij are
here necessarily real numbers. In the commutative case they could have been chosen
as arbitrary functions and using this freedom one can construct an arbitrary metric g′
using the moving frame θα. This is a very important difference between the commu-
tative and the noncommutative case. It is the reason why there is essentially only one
metric associated to each differential calculus. The structure elements Cijk are given
by (2.21). It follows that they will be necessarily real numbers if the elements of the
frame anticommute.
Let σ be an Ak¯-bilinear map
Ω1(Ak¯)⊗Ak¯ Ω
1(Ak¯)
σ
−→ Ω1(Ak¯)⊗Ak¯ Ω
1(Ak¯). (4.4)
We shall define a linear connection as a covariant derivative D
Ω1(Ak¯)
D
→ Ω1(Ak¯)⊗Ak¯ Ω
1(Ak¯) (4.5)
and a map σ such that the following Leibniz rules [49, 109, 50] are satisfied:
D(fξ) = df ⊗ ξ + fDξ, D(ξf) = σ(ξ ⊗ df) + (Dξ)f. (4.6)
The purpose of the σ in the second equation is to place the differential in the first
term to the left where it belongs while respecting the order of the various terms. A
description of the bimodule structure of the module of 1-forms can be given in terms
of a left-module structure with respect to a larger algebra and this leads to a natural
splitting of the covariant derivative D as the sum of two terms [50]. In the commutative
case it is easy to see that necessarily σ is the flip of the previous section. As in the
commutative case we introduce the elements ωijk by the equation
Dθi = −ωijkθ
j ⊗ θk. (4.7)
There is no consensus at the moment concerning the necessity of two Leibniz rules.
There are authors who maintain [20, 84, 118, 21, 56, 69] that it suffices to require
that the covariant derivative satisfy a left (or right) Leibniz rule. There are oth-
ers who propose [35, 36, 68] introducing both a left and right covariant derivative
depending on which (left or right) Leibniz rule one chooses to enforce. There are in-
teresting noncommutative cases [88] where the two Leibniz rules are equivalent, We
maintain [109, 102, 49, 59, 50, 42] that without both rules it is not possible to correctly
impose a reality condition on the linear connection [76] nor will it be possible to con-
struct nontrivial invariants to serve, for example as lagrangians. We shall discuss this
second point in Section 7.
The torsion is defined exactly as in the commutative case (3.6). It is straightfor-
ward [49, 109, 50] to see that if the torsion is to be a bilinear map then the σ must
satisfy the condition
π ◦ (1 + σ) = 0. (4.8)
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This condition is trivially satisfied in the commutative case. The most general such σ
is of the form [99]
σ = (1− π) ◦ τ − 1
where τ is an arbitrary Ak¯-bilinear map of Ω
1(Ak¯)⊗Ak¯ Ω
1(Ak¯) into itself. If τ = 2 then
σ2 = 1. The condition that the connection be metric-compatible can be formulated
exactly as in the commutative case:
(1⊗ g)D(θi ⊗ θj) = 0.
If we define the complex numbers Sijkl by the equation
σ(θi ⊗ θj)) = Sijklθ
k ⊗ θl (4.9)
then the condition of metric compatibility becomes [99]
ωijk + ωkl
mSiljm = 0.
This is analogous to the condition (3.8) of the commutative case but twisted by σ. We
shall discuss the noncommutative generalization of curvature in Section 7.
For each differential calculus there is a linear connection defined in term of the form
θ [50] given by
Dθi = −θ ⊗ θi + σ(θi ⊗ θ). (4.10)
One verifies immediately that it satisfies the two Leibniz rules. In general it is neither
torsion-free nor compatible with the metric.
Suppose that the algebra Ak¯ is such that [q
λ, qµν ] = 0 and that the matrix qµν has
an inverse q−1µν . Define the differential structure by choosing n = 4 and
λµ =
1
ik¯
q−1µν q
ν .
It follows that the frame is given by
θµ = dqµ.
The unique torsion-free linear connection compatible with the corresponding metric is
the trivial connection given by [99] Dθµ = 0. Apart from this example there are no
non-trivial examples of linear connections on differential calculi over algebras which
have anything to do with space-time. For this reason we must in the following section
consider simpler models. It is hoped that there will eventually be a relation between
noncommutative gravity and the quantum theory of gravity, whatever that may be.
Speculations have been made [97, 7] along these lines.
5 Models
5.1 Lattice models
One of the advantages of noncommutative geometry is that it gives a prescription of
how one can construct differential calculi over discrete structures, a construction which
involves essentially using the universal calculus or some quotient of it over the algebra
of functions on a finite set of points. This has been studied from a variety of points
of view [40, 41, 13, 8, 14] and recently a book [83] has appeared to which we refer for
further details. A comparison has yet to be made with the classical Regge calculus.
One of the reasons for this is the difficulty in defining linear curvature within the
context of noncommutative geometry. We shall return to this problem in Section 7.
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5.2 q-models
The quantum plane is the algebra A generated by ‘variables’ x and y which satisfy the
relation
xy = qyx, (5.1)
where q is an arbitrary complex number. As usual it has over it many differential
calculi Ω∗(A). The commutation relations in Ω1(A) must be consistent with (5.1)
but this condition is not enough to uniquely define the calculus. There is however a
particularly interesting calculus known as the Wess-Zumino calculus [114, 124] which
is covariant under the co-action of a quantum group [125]. Since the elements of A
do not in general commute the elements of Ω1(A) will not in general anti-commute.
It has been shown [49] that consistent with the Wess-Zumino calculus there is a 1-
parameter family of linear connections which is without torsion but not compatible
with a metric. The earliest example of a classical field theory on a noncommutative
structure was furnished [31, 26] by the electromagnetic field on a particular version of
the quantum plane known as the noncommutative torus. In this case a careful analysis
of the problem posed by the definition of the action was made. We shall return to this
problem in Section 7.
One can extend the previous algebra by adding the inverses x−1 and y−1. For each
integer n and each set of n linear-independent elements λi of A, there exists then a
differential calculus Ω∗(A) based on the derivations eif = [λi, f ] as in Section 2.2.
Unless however n = 2 the frame has a singular limit as q → 1. For n = 2 and a special
choice of the elements λi, given for q
4 6= 1 by
λ1 =
1
q4 − 1
x−2y2, λ2 =
1
q4 − 1
x−2, (5.2)
the resulting differential calculus is an extension of the Wess-Zumino calculus. The
normalization has been chosen so that the structure elements Cijk contain no factors
q. The corresponding frame (2.9) is given by
θ1 = −q4(q2 + 1)xy−2dx, θ2 = −q2(q2 + 1)x(xy−1dy − dx). (5.3)
It satisfies the commutation relations
(θ1)2 = 0, (θ2)2 = 0, q4θ1θ2 + θ2θ1 = 0.
These relations determine the structure of the algebra Ω∗(A). The corresponding
θ cannot be considered as an element of the Wess-Zumino calculus since the θi are
constructed using the inverses of x and y. The λi satisfy an equation of the form (2.19)
with F ijk = 0, Kij = 0 and P
lm
jk defined in terms of the R-matrix of the associated
quantum group.
Consider the quantum groups GLq(n) with generators T
i
j and antipode κ. The
left-invariant 1-forms
ωij = κ(T
i
k)dT
k
j
generate [125] a bicovariant differential calculus Ω∗(GLq(n)). The exterior derivative
is defined with the help of the right and left-invariant 1-form θ. If σ is any generalized
permutation then the map
∇σ : Ω1(GLq(n))→ Ω
1(GLq(n))⊗A Ω
1(GLq(n))
defined by
∇σ(ω) = −θ ⊗ ω + σ(ω ⊗ θ) (5.4)
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defines a linear connection [59] associated to σ. This is to be compared with (4.10).
It can be shown that for each σ, the only linear connection for generic q is the one
defined by (5.4). Further it can be shown that it has necessarily vanishing torsion.
This is in contrast to the commutative case where there are an infinite number of
linear connections not necessarily bicovariant nor torsion-free and where the generalized
permutation is constrained to be the ordinary permutation. It is also in contrast to
the cases with q a root of unity. The arbitrariness in the deformed case lies merely
in the generalized permutation for which it can be shown that there is at least a 2-
parameter family, functions of q. The commutative limit is non-singular for a class
of such functions which tend to the identity when q → 1. More details are to be
found in the article by Georgelin et al. [59]. See also the article by Heckenberger &
Schmu¨dgen [69].
For more details of q-deformed spaces and the groups which act on them we refer
to the Carge`se lectures of Zumino [24]. For a discussion of the possible q deformations
of Minkowski space we refer to the literature [53, 78, 5, 111, 112]. These q deforma-
tions has been considered [104] as possible regulators of ultraviolet divergences in the
sense of Snyder but as yet no linear connections have been constructed over them.
The differential geometry of the h-deformed quantum plane [86, 2] has been recently
studied [23]; it is a noncommutative version of the Poincare´ half-plane.
5.3 Finite models
Linear connections have been constructed [102] over the finite differential calculi defined
at the end of Section 2.2. The calculi based on derivations can be shown to have many
linear connections but only one which is torsion-free and metric compatible. For n = 2
the calculus (2.27) is the universal calculus over the algebraM+2 and it admits only the
trivial connection. This model has been shown [100] to be a singular contraction of the
n = 2 model based on derivations. The example with n = 3 and differential calculus
defined by (2.28) possesses a 1-parameter family of generalized permutations σ (4.4)
and for each of these there is a unique covariant derivative (4.5). All of these linear
connections are torsion-free. For a special value of the parameter of σ the connection
is compatible with a metric.
The SO3-invariant ‘lattice structure’ referred to in the Introduction can be con-
structed using the formalism of Section 2.2. For this we let λi be a set of three anti-
hermitian generators of the irreducible n-dimensional representation of the Lie algebra
of SU2. To discuss the commutative limit it is convenient to change the normalization
of the generators λi. We introduce the parameter k¯ with the dimensions of (length)
2
and define ‘coordinates’ xi by
xi = ik¯λi.
The xi satisfy therefore the commutation relations
[xi, xj ] = ik¯xk C
k
ij . (5.5)
We choose the λi so that Cijk = r
−1ǫijk where r is a length parameter. These structure
constants are in general independent from the structure elements defined by (2.21) but
in the present case they are equal. Introduce the SU2-Casimir metric gij . The matrix
gijxixj is the Casimir operator. We choose k¯ so that g
ijxixj = r
2. We have then from
(5.5) the relation
4r4 = (n2 − 1)k¯2. (5.6)
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The commutative limit is the limit k¯ → 0. Were we considering a noncommutative
model of space-time then we would be tempted to identify k¯ with the inverse of the
square of the Planck mass, k¯ = µ−2P , and consider space-time as fundamentally non-
commutative in the presence of gravity.
The differential calculus has a basis [90, 91]
θi = −Cijkx
jdxk − ik¯r−2θxi. (5.7)
The 1-form θ can be written
θ = ik¯−1xiθ
i = r2k¯−2xidx
i. (5.8)
In the commutative limit θ diverges but k¯θ → r2A where A is the Dirac-monopole
potential of unit magnetic charge. The commutative limit of the frame θi is a moving
frame on a U1-bundle over S
2. In this case it is not the frame bundle. A standard
Kaluza-Klein reduction gives rise to the potential A as well as the geometry of the
sphere. We refer to this structure as the ‘fuzzy sphere’. Various field theories have
been studied [61, 63] on it and it has been generalized [62, 64, 65, 67, 18] in several
ways.
The linear connection on the fuzzy sphere is the same [102] as that of the sphere.
Recently over the same matrix algebra but with another differential calculus, obtained
by using another solution to Equation (2.19) a less trivial connection has been con-
structed [95] whose curvature is not invariant under the action of the rotation group.
Although we are primarily interested in the matrix version of surfaces as an model
of an eventual noncommutative theory of gravity they have a certain interest in other,
closely related, domains of physics. Without the differential calculus the fuzzy sphere is
basically just an approximation to a classical spin r by a quantum spin r given by (5.6)
with ~ in lieu of k¯. It has been extended in various directions under various names and
for various reasons [12, 38, 72, 52, 17, 15]. In order to explain the finite entropy of a
black hole it has been conjectured, for example by ’t Hooft [122], that the horizon has a
structure of a fuzzy 2-sphere since the latter has a finite number of ‘points’ and yet has
an SO3-invariant geometry. The horizon of a black hole might be a unique situation in
which one can actually ‘see’ the cellular structure of space. Matrices can also be used
to give a finite ‘fuzzy’ description of the space complementary to a Dirichlet p-brane,
a description which will allow one perhaps to include the reasonable property that
points should be intrinsically ‘fuzzy’ at the Planck scale. This has much in common
with the noncommutative version of Kaluza-Klein theory which we shall describe in the
next section. Strings naturally play a special role here since they have a world surface
of dimension two and an arbitrary matrix can always be written as a polynomial in
two given matrices. We refer to the literature for a description of Dirichlet branes in
general [113, 16, 39] and within the context of M(atrix)-theory [11, 57, 71, 10]. The
action of the matrix description of the complementary space is conjectured [38] to
be associated to the action in the infinite-momentum frame of a super-membrane of
dimension p. Since quite generally the compactified factors of the surfaces normal to the
p-branes are of the Planck scale we conclude [101] that they have ill-defined topology
and that a matrix description will include a sum over many topologies. Attempts have
been made to endow them with a smooth differential structure [93, 66]. Speculations
have also been made [4] concerning their relation with knots.
We have already mentioned that several models for the algebraic structure of space-
time have been proposed [120, 87, 45, 48] but there have been few discussions [99, 94]
of associated differential structures and at present no interesting examples [99] of linear
connections.
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6 Kaluza-Klein theory
Although the ultimate ambition of noncommutative geometry (in physics) is is to
introduce a noncommutative version of space-time and to use it to describe quantum
gravity, one can consider the much more modest task of introducing a modified version
of Kaluza-Klein theory in which the hidden ‘internal’ space alone is described by a
noncommutative geometry. In traditional Kaluza-Klein theory [3, 6, 33] the higher-
order modes in the mode expansion of the field variables in the coordinates of the
internal space are neglected, with the justification that they have all masses of the
order of the Planck mass and would not be of interest in conventional physics. The
alternative theory we here propose possesses ab initio only a finite number of modes;
there are no extraneous modes to truncate. We would like to suggest also that the
noncommutative version of Kaluza-Klein theory is more natural than the traditional
one in that a hand-waving argument [97] can be given which allows one to think of
the extra algebraic structure as being due to quantum fluctuations of the light-cone
in ordinary 4-dimensional space-time. We already suggested in the Introduction that
this might be the origin of the noncommutative structure of space-time itself.
We suppose then that the algebra Ak¯ has the structure of a tensor product
Ak¯ = C(V )⊗Mn (6.1)
of an algebra of smooth functions on space-time V and a matrix algebraMn. We intro-
duce a differential calculus Ω∗(Ak¯) over Ak¯ which is a tensor product of the de Rham
differential calculus Ω∗(V ) over V and a differential calculus Ω∗(Mn) over the matrix
factor. If we define
Ω1h = Ω
1(V )⊗Mn, Ω
1
v = C(V )⊗ Ω
1(Mn),
we can write Ω1(A) as a direct sum:
Ω1(A) = Ω1h ⊕ Ω
1
v. (6.2)
of two terms, the horizontal and vertical parts, using notation from traditional Kaluza-
Klein theory. The exterior derivative df of an element f of Ak¯ has a similar decompo-
sition
df = dhf + dvf. (6.3)
We can choose θi = (θα, θa) as a basis for Ω1(A) where θα is a moving frame on V ,
supposed for convenience to be parallelizable and θa is a frame of the sort introduced
in Section 2.2
Using the above differential structure one can study electromagnetism as well as
gravity. We consider first the former. Most of the efforts to introduce noncommutative
geometry into particle physics have been in fact directed towards trying to find an
appropriate noncommutative generalization of an old idea [54, 106, 22, 51] to try to
unify Yang-Mills and Higgs fields by studying electromagnetism in higher dimensions.
We write the electromagnetic field strength F as
F =
1
2
Fijθ
iθj.
Then the electromagnetic action on Ak¯ takes the form
S =
1
4
∫
V
Tr(FijF
ij). (6.4)
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The trace over the matrix factor is the equivalent of the integral over space-time.
Let ω be the electromagnetic potential, which we decompose ω = ωh+ωv in typical
Kaluza-Klein fashion as the sum of a horizontal component and a vertical component.
The gauge transformations are the unitary elements Un of Ak¯. We notice that the
form θ which we introduced in Section 2.2 is gauge-invariant [47]. It is natural then
to decompose ωv as a sum ωv = θ + φ where φ is the difference between two gauge
potentials and so transforms covariantly under a gauge transformation. After a short
calculation one arrives [47] at a unification of Yang-Mills and Higgs fields with the
potential of the Higgs particle given by the curvature of the covariant derivative in
the algebraic ‘directions’. One calculates how the particle and mass spectra vary as
one varies the extra noncommutative algebra and the associated differential calculi.
Much ingenuity has gone into these calculations which often involve very sophisticated
mathematics but which ultimately reduce to simple manipulations with matrices.
The simplest and most intuitive models are those which use differential calculi
based on derivations [47, 9], More general calculi constructed directly from a Dirac
operator without the use of derivations, are less rigid and can be chosen so that the
resulting action coincides with that of the Standard Model. The first example [29, 32]
was based on the differential calculus defined by Equation (2.23) for n = 2. The
extension [30] to n = 3 and higher [34, 85, 110] soon followed. There exist several
reviews [75, 123] of these models. A comparison of the two approaches has been
given [100] in a simple case. The weak interactions violate parity and this fact must be
included in a realistic model. No derivation-based model with explicit parity violation
has been developed; the models mentioned above rely implicitly on spontaneous parity-
breaking mechanisms like the ‘see-saw’ mechanism. The double-sheeted structure of
the Dirac-based models lends itself more readily to the introduction of explicit parity
violation.
Very few of the results of the preceding subsection can be developed within the
context of the theory of gravity and none of them have as yet any significance for
particle physics. We refer simply to the original literature. Gravity was included [88]
in the first noncommutative version of Kaluza-Klein theory and developed [89, 96] in
subsequent articles. Recent reviews [92, 98, 56] are to be found. We have already
mentioned in Section 4 that there is no consensus concerning the definition of a linear
connection and we mention in the next section the problems concerning the definition
of curvature and the choice of action functional.
7 Open Problems
The fundamental open problem of the noncommutative theory of gravity concerns of
course the relation it might have to a future quantum theory of gravity either directly or
via the theory of strings and membranes as mentioned at the end of Section 6. But there
are more immediate technical problems which have not received a satisfactory answer.
The most important ones concern the definition of the curvature. It is not certain
that the ordinary definition of curvature taken directly from differential geometry is
the quantity which is most useful in the noncommutative theory. The main interest of
curvature in the case of a smooth manifold definition of space-time is the fact that it
is local. Riemann curvature can be defined as a map
Ω1(C(V ))
R
−→Ω2(C(V ))⊗C(V ) Ω
1(C(V )).
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If ξ ∈ Ω1(C(V )) then R(ξ) at a given point it depends only on the value of ξ at that
point. This can be expressed as a bilinearity condition; the above map is a C(V )-
bimodule map. If f ∈ C(V ) then
fR(ξ) = R(fξ), R(ξf) = R(ξ)f. (7.1)
In the noncommutative case bilinearity is the natural (and only possible) expression of
locality. It has not yet been possible to enforce it in a satisfactory manner [50].
In the noncommutative case considered in Section 2.2, where the module of 1-forms
is free one, can formally identify the curvature as usual with the operator D2 and set
D2θi = −
1
2
Rijklθ
kθl ⊗ θj. (7.2)
Since D2 is not necessarily right-linear as an operator we cannot conclude that the
coefficients Rabcd necessarily lie in the center of the algebra.
We define the Ricci map
Ω1
Ric
−→ Ω1
by Ric = −(1⊗ g) ◦D2. In terms of the frame we have
Ric (θi) =
1
2
Rijklθ
kg(θl ⊗ θj).
It is given by
Ric (θi) = Rijθ
k. (7.3)
Formally then one can write vacuum field equations as
Ric = 0.
We are unable at the moment to propose a satisfactory definition of an action which
would yield as field equations the vanishing of the Ricci map. and indeed we are not
in a position to argue that there is even a valid action principle. A discussion of this
point has been made by Connes and coworkers in a series of articles [26, 74, 1, 28, 56]
based on an idea of Sakarov [116] applied to a Kaluza-Klein theory similar to the
one described in the previous section. The definition which these authors propose is
valid only on the noncommutative generalizations of compact spaces with euclidean-
signature metrics. Cyclic homology groups have been proposed [25] as the appropriate
generalization to noncommutative geometry of topological invariants; the appropriate
definition of other, non-topological, invariants in not clear.
8 Mathematics
At a more sophisticated level one would have to add a topology to Ak¯ and consider
a closed algebra. Since we have identified the generators as hermitian operators on
a Hilbert space, the most obvious structure would be that of a von Neumann alge-
bra. We refer to Connes [27] for a description of these algebras within the context of
noncommutative geometry. A large part of the interest of mathematicians in noncom-
mutative geometry has been concerned with the generalization of topological invari-
ants [25, 35, 108] to the noncommutative case. It was indeed this which lead Connes to
introduce and develop cyclic cohomology. Another interest has been the generalization
of the idea introduced by Atiyah of an homology theory dual to the K-theory of vector
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bundles. The fundamental object here is a K-cycle or spectral triple, a set (A,D,H)
consisting of an associative algebra A with a representation on a Hilbert space H and
a ‘Dirac operator’ D to define a differential calculus. All the examples of differential
calculi which we have considered here can be formulated as spectral triplets; the sim-
plest was given in Section 2.2 with A =M+2 , D = η and H = C
2. Connes [31, 26] has
also developed and extended the notion of a Dixmier trace on certain types of algebras
as a possible generalization of the notion of an integral. The mathematics of quantum
groups and quantum spaces has also been considerably studied. We refer, for example,
to the book by Majid [103].
Acknowledgments
Part of this research was done while the author was visiting the Erwin Schro¨dinger
Institute, Vienna. The author would like to thank W. Thirring for his hospitality. He
would also like to thank G. Goldin and D. Lambert for interesting conversations.
References
[1] T. Ackermann, J. Tolksdorf, “A generalized Lichnerowicz formula, the Wodzicki
Residue and Gravity”, Jour. Geom. and Phys. 19 (1996) 143.
[2] A. Aghamohammadi, “The two-parametric extension of h deformation of GL(2)
and the differential calculus on its quantum plane”, Mod. Phys. Lett. A8 (1993)
2607.
[3] T. Appelquist, A. Chodos, P.G.O. Freund, “Modern Kaluza-Klein Theory and
Applications”, Benjamin-Cummings, 1987.
[4] I.Ya. Aref’eva, I.V. Volovich, “Knots and Matrix Models”, hep-th/9706146
[5] P. Aschieri, L. Castellani, “Bicovariant calculus on twisted ISO(N), Quantum
Poincare´ Group and Quantum Minkowksi Space”, Int. J. Mod. Phys. A11 (1996)
4513.
[6] D. Bailin, A. Love,“Kaluza-Klein theories”, Rep. Prog. Phys. 50 (1987) 1087.
[7] A.P. Balachandran, “Bringing up a Quantum Baby”, Frontiers in Field The-
ory, Quantum Gravity and String Theory Workshop, Puri, India, 1996, quant-
ph/9702055.
[8] A.P. Balachandran, G. Bimonte, G. Landi, F. Lizzi, P. Teotonio-Sobrinho, “Lat-
tice Gauge Fields and Noncommutative Geometry”, J. Geom. Phys. (to appear),
hep-lat/9604012.
[9] B.S. Balakrishna, F. Gu¨rsey, K.C. Wali, “Towards a Unified Treatment of Yang-
Mills and Higgs Fields”, Phys. Rev. D44 (1991) 3313.
[10] T. Banks, “The State of Matrix Theory”, Preprint RU-97-52, hep-th/9710168.
[11] T. Banks, W. Fishler, S.H. Shenker, L. Susskind, “M Theory as a Matrix Model:
a Conjecture”, hep-th/9610043.
24
[12] F. Berezin, “General Concept of Quantization”, Commun. Math. Phys. 40 (1975)
153.
[13] G. Bimonte, F. Lizzi, G. Sparano, “Distances on a Lattice from Noncommutative
Geometry”, Phys. Lett. B341 (1994) 139.
[14] G. Bimonte, E. Ercolessi, G. Landi, F. Lizzi, G. Sparano, “Lattices and their
Continuum Limits”, J. Geom. Phys. 20 (1996) 318.
[15] M. Bordemann, J. Hoppe, P. Schaller, M. Schlichenmaier, “gl(∞) and Geometric
Quantization”, Commun. Math. Phys. 138 (1991) 209.
[16] L. Bonora, C.S. Chu, “On the String Interpretation of M(atrix) Theory”, SISSA-
68-97-EP, hep-th/9705137.
[17] M. Cahen, S. Gutt, J. Rawnsley, “Quantization of Ka¨hler Manifolds I”, Jour. of
Geom. and Phys. 7 (1990) 45.
[18] U. Carow-Watamura, S. Watamura, “Chirality and Dirac Operator on Noncom-
mutative Sphere”, Commun. Math. Phys. 183 (1997) 365.
[19] E. Cartan, “Les groupes biline´aires et les syste`mes de nombres complexes”, Ann.
Fac. Sc. Toulouse 12 (1898) B1.
[20] A.H. Chamseddine, G. Felder, J. Fro¨hlich, “Gravity in Non-Commutative Geom-
etry”, Commun. Math. Phys. 155 (1993) 205.
[21] A.H. Chamseddine, J. Fro¨hlich, O. Grandjean, “The gravitational sector in the
Connes-Lott formulation of the standard model”, J. Math. Phys. 36 (1995) 6255.
[22] G. Chapline, N.S. Manton, “The Geometrical Significance of Certain Higgs Po-
tentials: An approach to grand unification”, Nucl. Phys. B184 (1980) 391.
[23] S. Cho, J. Madore, K.S. Park, “Non-commutative Geometry of the h-deformed
Quantum Plane”, Semyung Preprint SMHEP 97/8, gr-qc/9709001.
[24] Chong-Sun Chu, Pei-Ming Ho, B. Zumino, “Some Complex Quantum Manifolds
and their Geometry”, Lectures given at NATO Advanced Study Institute on Quan-
tum Fields and Quantum Space Time, Cargese, France, 1996, hep-th/9608188.
[25] A. Connes, “Non-Commutative Differential Geometry”, Publications of the Inst.
des Hautes Etudes Scientifiques. 62 (1986) 257.
[26] A. Connes, “The Action Functional in Non-Commutative Geometry”, Commun.
Math. Phys. 117 (1988) 673.
[27] A. Connes, “Noncommutative Geometry”, Academic Press, 1994.
[28] A. Connes, “Gravity coupled with matter and the foundation of non-commutative
geometry”, Commun. Math. Phys. 192 (1996) 155.
[29] A. Connes, J. Lott, “Particle Models and Noncommutative Geometry”, in ‘Recent
Advances in Field Theory’, Nucl. Phys. Proc. Suppl. B18 (1990) 29.
[30] A. Connes, J. Lott, “The metric aspect of non-commutative geometry”, Proceed-
ings of the 1991 Carge`se Summer School, Plenum Press, 1992.
25
[31] A. Connes, M.A. Rieffel, “Yang-Mills for non-commutative two-tori”, Contemp.
Math. 62 (1987) 237.
[32] R. Coquereaux, “Noncommutative geometry and theoretical physics”, J. Geom.
Phys. 6 (1989) 425.
[33] R. Coquereaux, A. Jadczyk, “Riemannian Geometry Fiber Bundles Kaluza-Klein
Theories and all that....”, World Scientific Lecture Notes in Physics 16 (1988),
World Scientific, Singapore.
[34] R. Coquereaux, R. Ha¨ußling, F. Scheck, “Algebraic connections on parallel uni-
verses”, Int. J. Mod. Phys. A10 (1995) 89.
[35] A. Cuntz, D. Quillen, “Algebra extensions and nonsingularity”, J. Amer. Math.
Soc. 8 (1995) 251.
[36] L. Dabrowski, P.M. Hajac, G. Landi, P. Siniscalco, “Metrics and pairs of left and
right connections on bimodules”, J. Math. Phys. 37 (1996) 4635.
[37] S. Deser, “General Relativity and the Divergence Problem in Quantum Field
Theory”, Rev. Mod. Phys. 29 (1957) 417.
[38] D. de Wit, J. Hoppe, H. Nicolai, “On the Quantum Mechanics of Supermem-
branes”, Nucl. Phys. B305 (1988) 545.
[39] R. Dijkgraff, “Les Houches Lectures on Fields, Strings and Duality”, hep-
th/9703136.
[40] A. Dimakis, F. Mu¨ller-Hoissen, “A Noncommutative Differential Calculus and its
Relation to Gauge theory and Gravitation”, Int. J. Mod. Phys. A (Proc. Suppl.)
bf 3A (1993) 474.
[41] A. Dimakis, F. Mu¨ller-Hoissen, “Discrete Differential Calculus, Graphs, Topolo-
gies and Gauge Theory”, J. Math. Phys. 35 (1994) 6703.
[42] A. Dimakis, J. Madore, “Differential Calculi and Linear Connections”, J. Math.
Phys. 37 (1996) 4647.
[43] P.A.M. Dirac, “The Fundamental Equations of Quantum Mechanics”, Proc. Roy.
Soc. A109 (1926) 642.
[44] P.A.M. Dirac, “On Quantum Algebras”, Proc. Camb. Phil. Soc. 23 (1926) 412.
[45] S. Doplicher, K. Fredenhagen, J.E. Roberts, “The Quantum Structure of Space-
time at the Planck Scale and Quantum Fields”, Commun. Math. Phys. 172 (1995)
187.
[46] M. Dubois-Violette, “De´rivations et calcul diffe´rentiel non-commutatif”, C. R.
Acad. Sci. Paris 307 Se´rie I (1988) 403.
[47] M. Dubois-Violette, R. Kerner, J. Madore, “Gauge bosons in a noncommutative
geometry”, Phys. Lett. B217 (1989) 485.
[48] M. Dubois-Violette, R. Kerner, J. Madore, “Shadow of Noncommutativity”, Pre-
print LPTHE Orsay 96/06, q-alg/9702030.
[49] M. Dubois-Violette, J. Madore, T. Masson, J. Mourad, “Linear Connections on
the Quantum Plane”, Lett. Math. Phys. 35 (1995) 351.
26
[50] M. Dubois-Violette, J. Madore, T. Masson, J. Mourad, “On Curvature in Non-
commutative Geometry”, J. Math. Phys. 37 (1996) 4089.
[51] D.B. Fairlie, “The Interpretation of Higgs Fields as Yang Mills Fields”, Geometri-
cal and Topological Methods in Gauge Theories, Proceedings, Montreal, Lecture
Notes in Physics 129 (1979) 45.
[52] D.B. Fairlie, P. Fletcher, C.K. Zachos, “Trigonometric Structure Constants for
New Infinite Algebras”, Phys. Lett. B218 (1989) 203.
[53] M. Fichtmu¨ller, A. Lorek, J. Wess, “q-Deformed Phase Space and its Lattice
Structure”, Z. Phys. C 71 (1996) 533.
[54] P. Forga´cs, N.S. Manton, “Space-Time Symmetries in Gauge Theories”, Commun.
Math. Phys. 72 (1980) 15.
[55] D. Finkelstein, “Space-Time Code”, Phys. Rev. 184 (1969) 1261.
[56] J. Fro¨hlich, O. Grandjean, A. Recknagel, “Supersymmetric quantum theory, non-
commutative geometry and gravitation”, Lecture Notes, Les Houches 1995, hep-
th/9706132.
[57] O.J. Ganor, S. Ramgoolam, W. Taylor, “Branes, Fluxes and Duality in M(atrix)-
Theory, hep-th/9611202.
[58] P. Gibbs, “The Small Scale Structure of Space-Time: A Bibliographical Review”,
Preprint, hep-th/9506171.
[59] Y. Georgelin, J. Madore, T. Masson, J. Mourad, “On the non-commutative Rie-
mannian geometry of GLq(n)”, J. Math. Phys. 38 (1997) 3263.
[60] B. Greene, S.-T. Yau (Eds.), “Mirror Symmetry II”, AMS/IP Studies in Advanced
Mathematics, 1997.
[61] H. Grosse, J. Madore, “A Noncommutative Version of the Schwinger Model”,
Phys. Lett. B283 (1992) 218.
[62] H. Grosse, P. Presˇnajder, “The Construction of Noncommutative Manifolds Using
Coherent States”, Lett. in Math. Phys. 28 (1993) 239.
[63] H. Grosse, P. Presˇnajder, “ The Dirac Operator on the Fuzzy Sphere”, Lett. Math.
Phys. 33 (1995) 171.
[64] H. Grosse, C. Klimcˇ´ık, P. Presˇnajder, “Towards Finite Quantum Field Theory in
noncommutative Geometry”, Int. J. Theor. Phys. 35 (1996) 231.
[65] H. Grosse, C. Klimcˇ´ık, P. Presˇnajder, “Topological Nontrivial Field Configurations
in Noncommutative Geometry”, Commun. Math. Phys. 178 (1997) 507.
[66] H. Grosse, C. Klimcˇ´ık, P. Presˇnajder, “On 4D Field Theory in Non-Commutative
Geometry”, Commun. Math. Phys. 180 (1997) 429.
[67] H. Grosse, C. Klimcˇ´ık, P. Presˇnajder, “Field Theory on a Supersymmetric Lat-
tice”, Commun. Math. Phys. 185 (1997) 155.
[68] P.M. Hajac, “Strong Connections on Quantum Principal Bundles”, Commun.
Math. Phys. 182 (1996) 579.
27
[69] H. Heckenberger, K. Schmu¨dgen, “Levi-Civita Connections on the Quantum
Groups SLq(N), Oq(N) and SPq(N)”, Commun. Math. Phys. 185 (1997) 177.
[70] E.J. Hellund, K. Tanaka, “Quantized Space-Time”, Phys. Rev. 94 (1954) 192.
[71] Pei-Ming Ho, Yong-Shi Wu, “Noncommutative Geometry and D-branes”, Phys.
Lett. B398 (1997) 52.
[72] J. Hoppe, “Diffeomorphism groups, Quantization and SU(∞)”, Int. J. Mod. Phys.
A4 (1989) 5235.
[73] C.J. Isham, A. Salam, J. Strathdee, “Infinity Suppression in Gravity-Modified
Quantum Electrodynamics”, Phys. Rev. D3 (1971) 1805.
[74] W. Kalau, M. Walze, “Gravity, Non-Commutative Geometry and the Wodzicki
Residue”, Jour. Geom. and Phys. 16 (1995) 327.
[75] D. Kastler “A detailed account of Alain Connes’ version of the standard model in
non-commutative geometry”, Rev. Math. Phys. 5 (1993) 477.
[76] D. Kastler, J. Madore, D. Testard, “Conections of bimodules in noncommutative
geometry, Contemp. Math. 203 (1997) 159.
[77] A. Kehagias, J. Madore, J. Mourad, G. Zoupanos, “Linear Connections in Ex-
tended Space-Time”, J. Math. Phys. 36 (1995) 5855.
[78] A. Kehagias, P. Meessen, G. Zoupanos, “Deformed Poincare´ Algebra and Field
Theory” Phys. Lett. B346 (1995) 262.
[79] A. Kempf, G. Mangano, “Minimal Length Uncertainty Relation and Ultraviolet
Regularization”, Phys. Rev. D (to appear) hep-th/9612084.
[80] A. Kempf, G. Mangano, R.B. Mann, “Hilbert space representation of the minimal
length uncertainty relation”, Phys. Rev. D52 (1995) 1108.
[81] H. Kragh, B. Carazza, “From Time Atoms to Space-Time Quantization: the Idea
of Discrete Time, ca 1925-1936”, Stud. Hist. Phil. Sci. 25 (1994) 437.
[82] J.L. Koszul, “Lectures on Fibre Bundles and Differential Geometry”, Tata Insti-
tute of Fundamental Research, 1960, Bombay.
[83] G. Landi, “An Introduction to Noncommutative Spaces and their Geometries”,
Springer Lecture Notes (to appear), hep-th/9701078.
[84] G. Landi, Ai Viet Nguyen, K.C. Wali, “Gravity and electromagnetism in noncom-
mutative geometry”, Phys. Lett. B326 (1994) 45.
[85] F. Lizzi, G. Mangano, G. Miele, G. Sparano, “Constraints on Unified Gauge
Theories from Noncommutative Geometry”, Mod. Phys. Lett. A11 (1996) 2561.
[86] B.A. Kupershmit, “The quantum group GLh(2)”, J. Phys. A 25 (1992) L1239.
[87] J. Madore, “Non-Commutative Geometry and the Spinning Particle”, Proceedings
of the XI Warsaw Symposium on Elementary Particle Physics ‘New Theories in
Physics’, May 1988, Kazimierz, Poland, World Scientific, 1989.
[88] J. Madore, “Kaluza-Klein Aspects of Noncommutative Geometry”, Proceedings
of the XVII International Conference on Differential Geometric Methods in The-
oretical Physics, Chester, August, 1988. World Scientific, 1989.
28
[89] J. Madore, “Modification of Kaluza-Klein Theory”, Phys. Rev. D41 (1990) 3709.
[90] J. Madore, “The Fuzzy Sphere”, Class. Quant. Grav. 9 (1992) 69.
[91] J. Madore, “Fuzzy Physics”, Annals of Physics 219 (1992) 187.
[92] J. Madore, “An Introduction to Noncommutative Differential Geometry and its
Physical Applications”, Camb. Univ. Press, 1995.
[93] J. Madore, “Linear Connections on Fuzzy Manifolds”, Class. Quant. Grav. 13
(1996) 2109.
[94] J. Madore, “On Poisson Structure and Curvature”, Preprint LPTHE Orsay 97/25,
gr-qc/9705083.
[95] J. Madore, “Fuzzy Surfaces of Genus Zero”, Preprint LPTHE Orsay 97/26, gr-
qc/9706047.
[96] J Madore, J. Mourad, “Algebraic-Kaluza-Klein Cosmology”, Class. Quant. Grav.
10 (1993) 2157.
[97] J. Madore, J. Mourad, “On the Origin of Kaluza-Klein Structure”, Phys. Lett.
B359 (1995) 43.
[98] J. Madore, J. Mourad, “Noncommutative Kaluza-Klein Theory”, Lecture given
at the 5th Hellenic School and Workshops on Elementary Particle Physics, hep-
th/9601169.
[99] J. Madore, J. Mourad, “Quantum Space-Time and Classical Gravity”, J. Math.
Phys. (to appear), gr-qc/9607060.
[100] J. Madore, J. Mourad, A. Sitarz, “Deformations of Differential Calculi” Mod.
Phys. Lett. A 12 975.
[101] J. Madore, L.A. Saeger, “Topology at the Planck Length”, Preprint, LPTHE
Orsay 97/34, gr-qc/9708053.
[102] J. Madore, T. Masson, J. Mourad, “Linear Connections on Matrix Geometries”,
Class. Quant. Grav. 12 (1995) 1429.
[103] S. Majid, “Foundations of Quantum Group Theory”, Camb. Univ. Press, 1995.
[104] S. Majid, “Quantum Geometry and the Planck Scale”, Preprint, q-alg/9701001.
[105] G. Mangano, “Path Integral Approach to Noncommutative Space-Time”, Pre-
print DSF-19-97, gr-qc/9705040.
[106] N.S. Manton, “A New Six-Dimensional Approach to the Weinberg-Salam
Model”, Nucl. Phys. B158 (1979) 141.
[107] M.A. Markov, “On the 4-Dimensional Extended Electron in Relativistic Quan-
tum Theory”, Zh. Eksp. Teor. Fiz. 10 (1940) 1313.
[108] H. Moscovici, “Eigenvalue Inequalities and Poincare´ Duality in Noncommutative
Geometry”, Commun. Math. Phys. 194 (1997) 619.
[109] J. Mourad, “Linear Connections in Non-Commutative Geometry”, Class. Quant.
Grav. 12 (1995) 965.
29
[110] I. Pris, T. Schu¨cker, “Noncommutative geometry beyond the standard model”,
J. Math. Phys. 38 (1997) 2255.
[111] P. Podles´, “Solutions of the Klein-Gordon and Dirac Equation on Quantum
Minkowski Spaces”, Commun. Math. Phys. 182 (1996) 569.
[112] P. Podles´, S.L. Woronowicz, “On the Classification of Quantum Poincare´
Groups”, Commun. Math. Phys. 178 (1996) 61.
[113] J. Polchinski, “TASI Lectures on D-branes”, Preprint NSF-ITP-96-145, hep-
th/9611050.
[114] W. Pusz and S.L. Woronowicz, “Twisted Second Quantization”, Rep. on Math.
Phys. 27 (1989) 231.
[115] E. Prugovecˇki, “Principles of Quantum General Relativity”, World Scientific,
Singapore, 1995.
[116] A.D. Sakharov, “Spectral Density of Eigenvalues of the Wave Equation and Vac-
uum Polarization”, Teor. i Mat. Fiz. 23 (1975) 178.
[117] J. Schwinger, “Unitary Operator Bases”, Proc. Nat. Acad. Sci. 46, (1960) 570.
[118] A. Sitarz, “Gravity from non-commutative geometry”, Class. Quant. Grav. 11
(1994) 2127.
[119] J.J. Sylvester, “Lectures on the Principles of Universal Algebra”, Amer. J. Math.
6 (1884) 271.
[120] H.S. Snyder, “Quantized Space-Time”, Phys. Rev. 71 (1947) 38.
[121] H.S. Snyder,“The Electromagnetic Field in Quantized Space-Time”, Phys. Rev.
72 (1947) 68.
[122] G. ’t Hooft, “Quantization of point particles in (2+1)-dimensional gravity and
spacetime discreteness”, Class. Quant. Grav. 13 (1996) 1023.
[123] J.C. Va´rilly, J.M. Gracia-Bond´ıa, “Connes’ noncommutative differential geome-
try and the Standard Model”, Jour. of Geom. and Phys. 12 (1993) 223.
[124] J. Wess, B. Zumino, “Covariant Differential Calculus on the Quantum Hyper-
plane”, Nucl. Phys. B (Proc. Suppl.) 18B 302.
[125] S.L. Woronowicz, “Twisted SU(2) Group. An example of a Non-Commutative
Differential Calculus”, Publ. RIMS, Kyoto Univ. 23 (1987) 117.
[126] H. Weyl, “The Theory of Groups and Quantum Mechanics”, (1950) Dover, New
York,
30
