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Povzetek 
V magistrskem delu se posvečamo učenju gibalnih vzorcev, ki mu pravimo 
tudi gibalno ali motorično učenje (ang. motor learning). Napredek takšnega učenja 
temelji na povratni informaciji o izvedbi gibalnega vzorca, na podlagi katere lahko v 
naslednjih ponovitvah učenec izboljša njegovo izvajanje. Povratna informacija je 
lahko notranja ali zunanja. Medtem ko prva izvira iz človekovih notranjih zaznavnih 
procesov (t. i. propriocepcije), pa zunanja povratna informacija (ZPI) izhaja iz 
človeku zunanjega okolja in je notranji povratni informaciji dodana z namenom 
narediti proces učenja gibanja še bolj učinkovit. ZPI je lahko posredovana preko 
zvočnega, vizualnega, ali haptičnega zaznavnega kanala ali pa v njihovi kombinaciji. 
V delu obravnavamo vizualno ZPI, ki smo jo izvedli v obliki spletne aplikacije. 
Spletne aplikacije se izvajajo v brskalnikih in so zaradi razširjenosti slednjih splošno 
uporabne na različnih napravah. 
Gibalne vzorce razvrščamo glede na kompleksnost, cikličnost in hitrost 
izvedbe, vse te lastnosti pa vplivajo na strategijo podajanja ZPI. Ta vključuje 
odločitve o številnih lastnostih ZPI, kot so: uporabljeni zaznavni kanal, vir in 
trenutek podajanja ZPI, svoboda uporabnikove odločitve o ZPI, polarnost in 
zahtevnost predelave. Vsako izmed omenjenih lastnosti podrobneje obdelamo v 
pripadajočih podpoglavjih. 
V nadaljevanju se osredotočimo na vizualno povratno informacijo, ki jo lahko 
prikažemo v naravni ali abstraktni obliki z uporabo različnih strategij. Pri vizualni 
ZPI je izbira oblike in strategije odvisna predvsem od kompleksnosti učenega 
gibalnega vzorca. Zapis tega vzorca je sestavljen iz natančno zabeleženih podatkov o 
vrednosti t. i. gibalnih spremenljivk, ki gibanje opišejo. Gre za rezultat t. i. zajema 
gibanja, ki ga v magistrskem delu izvedemo s pomočjo sistema za optično zajetje 
gibanja. Gibalne spremenljivke morajo biti zapisane v podatkovni strukturi, primerni 
za nadaljnjo analizo gibalnega vzorca in pripravo ZPI. Podatkovna struktura, ki smo 
jo definirali v okviru magistrskega dela, omogoča shranjevanje vrednosti poljubnih 
gibalnih spremenljivk v prostoru in času. 
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V praktičnem delu magistrske naloge smo se osredotočili na upodobitev ZPI z 
uporabo spletnih tehnologij. Ker neposredni dostop do grafične strojne opreme 
dandanes ni mogoč, niti ni posebej smiseln, se v ta namen za računalniško 
upodabljanje uporabljajo t. i. aplikacijski programski vmesniki (Application 
Programming Interfaces - APIs) za prikaz grafike. Za tovrstni prikaz v spletni 
aplikaciji uporabimo WebGL (ang. Web Graphics Library) API, ki je, kot pove že 
njegovo ime, zasnovan ravno za uporabo v spletu. Upodabljanje je izvedeno v 
odjemalskem delu spletne aplikacije. Podatke o gibanju odjemalcu posreduje 
strežniški del, pri čemer se opira na komunikacijo preko protokola WebSocket. S 
pomočjo slednjega se podatki o gibanju v spletno aplikacijo prenesejo v realnem 
času, kar pomeni, da lahko učenec prejme ZPI v trenutku, ko dokonča izvajanje 
gibalnega vzorca. 
Zaradi vnaprej definirane podatkovne strukture, ki služi kot točka dostopa do 
storitve izdelane aplikacije, je aplikacija prenosljiva in ni odvisna samo od 
konkretnega sistema za zajem gibanja, temveč je uporabna širše. Povratna 
informacija, ki jo podaja, je namenjena za splošno gibanje (ni omejena samo z enim 
tipom gibanja), in je podana tako z abstraktnim prikazom kot s prikazovanjem v 
navideznem okolju (t. i. naravno prikazovanje) oz. s kombinacijo obeh. Uporaba 
izdelane spletne aplikacije in podrobnejši opis podprtih prikazov sta predstavljena na 
primeru zamaha v golfu. 
 
 
Ključne besede: motorično učenje, zunanja povratna informacija, 
upodabljanje, WebGL, spletna aplikacija 
 
15 
Abstract 
The topic of this master’s thesis is learning of motion patterns, which is also 
known as motion learning or motor learning. The progress of such learning is based 
on feedback on the performance of a motion pattern, on the basis of which a student 
can improve his performance in the following repetitions. The feedback can be 
internal or external. While the first originates from human’s internal perception 
processes (so-called proprioception), the external feedback (EFB) originates from 
human’s external environment and is added to the internal feedback with the purpose 
of making the motion learning process even more effective. The EFB can be 
transmitted through sound, visual, or haptic perceptual channel, or in a combination 
of them. In the thesis, we deal with visual EFB, implemented in the form of web 
application. Web applications are implemented in browsers. Due to their prevalence 
web applications are generally useable on various devices. 
Motion patterns are classified with regards to their complexity, cyclicality, 
and the speed of their performance. All these characteristics influence the strategy of 
providing the EFB. The latter includes the decisions on numerous characteristics of 
EFB, such as the used perceptual channel, the source and the moment of providing 
EFB, the freedom of an individual’s decision on EFB, polarity, and the difficulty of 
processing. Each of the mentioned characteristics is processed in the corresponding 
subchapter in more detail. 
In continuation, we focus on visual feedback, which can be presented in 
natural or in abstract forms by means of various strategies. In the case of visual EFB, 
the choice of a form and strategy depends mostly on the complexity of learned 
motion patterns. The record of such pattern consists of accurately listed data of value 
of so-called motion variables, which describe the motion. They are the result of the 
so-called motion capture, which in the master’s thesis is performed by means of the 
system for optical motion capture. Motion variables have to be recorded in the 
appropriate data structure, suitable for further analysis of motion patterns and 
preparation of the EFB. The data structure, defined within the framework of the 
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master’s thesis, enables recording the values of any motion variables in space and 
time. 
In the practical part of the master’s thesis, we focused on depicting the EFB 
by means of web technologies. Since direct access to graphic hardware is not 
possible nowadays, nor it makes sense, the so-called Application Programming 
Interfaces (APIs) for graphics display are used for rendering images. We use WebGL 
(Web Graphics Library) API for rendering in the web application. WebGL is 
designed especially to be used on the web. Rendering is performed in the client part 
of the web application. The client is provided data on motion by the server part 
relying on communication via WebSocket protocol. With the help of the latter, the 
data on motion is transferred to the web application in real-time, which means that a 
student can receive EFB at the moment when he or she completes performing the 
motion pattern. 
Due to the predefined data structure which serves as an access point to the 
service of the developed application, the application is transferable and does not 
depend on an actual motion capture system but is applicable more widely. The 
feedback provided is intended for general motion (is not limited only to one type of 
motion) and is displayed either abstractly or in virtual environment (the so-called 
natural display), or by a combination of both. The use of the developed web 
application and more detailed description of the supported visualizations are 
presented in the example of a golf swing. 
 
 
Key words: motor learning, external feedback, rendering, WebGL, web 
application 
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1  Uvod 
Napredek človeštva temelji na človekovi zmožnosti učenja. Učenje je zapleten 
notranji proces, ki ga v vsakdanjem življenju ne moremo opazovati neposredno, 
ampak ga lahko opazujemo posredno preko opažene spremembe v obnašanju osebe, 
ki se uči (v nadaljevanju učenec) [1]. Rezultat gibalnega učenja se odraža v relativno 
trajni spremembi izvedbe učenega gibalnega vzorca, ki je posledica vadbe [2]. Pri 
posamezni izvedbi gibalnega vzorca učenec izkaže določeno stopnjo njene 
uspešnosti (ang. motor performance) [3]. Če tekom mnogih izvedb, v katerih so nanj 
vplivali različni dejavniki, kot so utrujenost, motivacija, osredotočenost in telesna 
pripravljenost, učenec izkaže relativno ponovljivo stopnjo uspešnosti, lahko 
opazovalec oceni, da je izkazana stopnja uspešnosti izvedbe gibalnega vzorca odraz 
motoričnega učenja [3]. 
Športniku, ki bi rad izpopolnil izvajanje nekega gibalnega vzorca ali 
rehabilitantu, ki hoče znova osvojiti izgubljene motorične funkcije, v procesu 
motoričnega učenja pomaga povratna informacija. Takšna informacija učencu 
sporoča, kako se je odrezal pri izvedbi gibalnega vzorca, in je temelj za oceno, kaj 
mora za dosego boljšega rezultata popraviti. Povratna informacija je del zaprte zanke 
(ang. closed-loop), ki opisuje človekov nadzor nad izvajanjem gibanja v procesu 
motoričnega učenja [3]. Njeno delovanje je predstavljeno na sliki 1.1. V zaprti zanki 
učenec na podlagi primerjave med povratno informacijo iz zadnje izvedbe in 
predstavo o željenem gibanju določi napako ter jo poskuša v naslednjem izvajanju 
(ali pa že med tekočo izvedbo) odpraviti. 
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Slika 1.1:  Zaprta zanka pri nadzoru gibanja [3] 
Poleg zaprte poznamo tudi odprto zanko (ang. open-loop), pri kateri človek 
gibanje izvaja brez povratne informacije. Odprta zanka v primerjavi z zaprto ne 
omogoča popravljanja napak, je pa precej hitrejša in ne zahteva veliko 
osredotočenosti [3]. Uporablja se pri izvedbi hitrih, že naučenih gibov, ki so izvedeni 
»samodejno«, brez dodatnih miselnih naporov. Mnogokrat jo srečujemo pod 
sinonimom mišični spomin. 
Povratna informacija je lahko notranja ali zunanja. Notranja povratna 
informacija (ang. intrinsic feedback, internal feedback) je naravni notranji odziv na 
vsako človekovo gibanje in jo v strokovni literaturi srečujemo tudi pod pojmoma 
človekovi notranji zaznavni procesi in senzorična aktivnost (ang. sensory afferences) 
[2]. Notranja povratna informacija je odziv na senzorske signale, katerih izvor je 
lahko izven (eksterocepcija, ang. exteroception) ali znotraj človekovega telesa 
(interocepcija, ang. interoception) [3]. V kontekstu motoričnega učenja interocepciji 
pravimo propriocepcija (ang. proprioception). 
Notranji povratni informaciji lahko za učinkovitejše gibalno učenje dodamo 
zunanjo povratno informacijo (v nadaljevanju ZPI). Ta prihaja iz človekovega 
zunanjega okolja in je pripravljena povsem ločeno od njegovih notranjih zaznavnih 
procesov. V strokovni literaturi sta za ZPI (ang. extrinsic feedback, external 
feedback) uporabljena tudi sinonima dodatna povratna informacija in ojačana 
povratna informacija (ang. augmented feedback) [2]. V magistrskem delu se s 
skrajšanim izrazom povratna informacija sklicujemo na ZPI. Vir ZPI, ki je lahko 
starš, učbenik, učitelj, stroj, trener ali kaj drugega, le-to podaja preko različnih 
zaznavnih kanalov: vizualnega, zvočnega ali haptičnega. Na področju motoričnega 
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učenja prevladuje splošno veljavno prepričanje, da učenje gibalnih vzorcev z 
uporabo ZPI poteka bolj učinkovito, a po drugi strani obstaja le malo splošno 
veljavnih smernic za njeno izvedbo, primerno za izbran gibalni vzorec [2]. Zaradi 
manjka splošnih smernic smo si zadali računalniško upodobiti ZPI z uporabo 
aplikacije, ki bi omogočala čim bolj prilagodljivo izvedbo vizualne informacije. 
Računalniška grafika je zelo široko in uporabno področje računalništva, ki 
obsega mnoga podpodročja, kot so: tvorba in obdelava slik ter videa, animacija, 
modeliranje in načrtovanje, kartografija, vizualizacija kompleksnih podatkov, video 
igre, navidezna resničnost, optika, geometrija, simulacije, vizualna povratna 
informacija, interaktivnost, uporabniški vmesniki in še mnoga druga. Ključnega 
pomena v računalniški grafiki je proces upodabljanja. Upodabljanje (ang. rendering) 
je v računalništvu proces tvorjenja dvo-dimenzionalne slike iz abstraktnih digitalnih 
podatkov. Postopek upodabljanja konceptualno zajamemo v modelu grafičnega 
cevovoda, ki je sestavljen iz stopnje aplikacije, stopnje geometrijskih transformacij, 
rasterizacijske stopnje in stopnje izrisa na zaslon. Aplikacija ustvari navidezni svet, 
ki obstaja zgolj v obliki računalniških podatkov. Za potrebno tvorbo slike iz njih, 
primerno za izris na zaslonu, poskrbijo naslednje faze v grafičnem cevovodu.  
Ker neposredni dostop do grafične strojne opreme v današnjih operacijskih 
sistemih ni več mogoč, niti ne posebej smiseln, saj bi bila v ta namen rabljena koda 
prekompleksna, za dostop uporabljamo t. i. API-je (ang. Application Programming 
Interfaces - APIs) za prikaz grafike. V magistrski nalogi smo v spletni aplikaciji 
uporabili WebGL (ang. Web Graphics Library) API, ki omogoča tri-dimenzionalno 
upodabljanje z uporabo grafične kartice v brskalniku. Ker je upravljanje z WebGL v 
svoji naravi še vedno dokaj kompleksno, so se razvile mnoge JavaScript knjižice, ki 
poenostavijo njegovo uporabo npr. pri ustvarjanju modelov ali preslikav tekstur (ang. 
texture mapping). Ena izmed bolj znanih takšnih knjižic je knjižica Three.js, ki smo 
jo uporabili tudi v praktičnem delu magistrskega dela. 
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2  Učenje gibalnih vzorcev z uporabo zunanje povratne 
informacije 
Izvedba ZPI je odvisna predvsem od lastnosti gibalnega vzorca in napredka pri 
njegovem učenju. V prvem delu tega poglavja zato najprej razporedimo gibalne 
vzorce in predstavimo potek njihovega učenja. V drugem delu razvrstimo ZPI glede 
na podrobnosti njene izvedbe, ki je prilagojena konkretnim lastnostim gibalnega 
vzorca v določeni fazi učenja. 
2.1  Razvrstitev gibalnih vzorcev 
Glede na kompleksnost ločimo preproste in kompleksne gibalne vzorce [4]. 
Preprosti gibalni vzorci so večinoma umetno zasnovani (izmišljeni), zato v 
vsakdanjem gibanju niso kaj preveč pogosti [4]. Človek se jih lahko hitro nauči, saj 
imajo takšni gibalni vzorci le eno prostostno stopnjo (ang. Degree Of Freedom - 
DOF) [4], kar pomeni spreminjanje le enega parametra gibanja. Med preproste 
gibalne vzorce sodi npr. kimanje z glavo, pri katerem spreminjamo le nagib glave 
naprej in nazaj. 
Kompleksni gibalni vzorci so zelo pogosti v vsakdanjem gibanju (ang. 
ecologically valid) [4]. Kompleksno gibanje je sestavljeno iz mnogo medsebojno 
usklajenih preprostih gibanj. Učenje kompleksnih gibalnih vzorcev je dolgotrajno, 
saj se je pogosto potrebno naučiti vsak preprost gibalni vzorec, ki sestavlja 
kompleksnega, posebej. V skupino kompleksnih gibalnih vzorcev sodijo praktično 
vsi gibalni vzorci v športu. 
 
Glede na ponovljivost ločimo ciklične (ang. cyclic) in neciklične (ang. acyclic) 
gibalne vzorce [2]. Ciklični gibalni vzorci so tisti, ki se zvezno ponavljajo v 
neprekinjenem gibanju, pri čemer je zaključek gibalnega vzorca hkrati tudi začetek 
njegove nove izvedbe. Med takšne gibalne vzorce sodi npr. poganjanje pedal pri 
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vožnji s kolesom. Za razliko od cikličnih pa neciklični gibalni vzorci za ponovno 
izvedbo zahtevajo prehod v izhodiščni položaj, ki ni del vzorca. 
 
Glede na hitrost izvedbe ločimo hitrejše in počasnejše gibalne vzorce [2]. 
Hitrost izvedbe pogosto vpliva na izbor časovnega podajanja ZPI. Pri hitrejših 
gibalnih vzorcih je uporaba ZPI, ki je podana hkrati z izvedbo gibalnega vzorca (t. i. 
sprotna ZPI), manj smiselna. Zaradi kratkotrajnosti takšnega gibalnega vzorca 
(oziroma posameznega njegovega dela) je namreč na ta način učencu mogoče 
posredovati le manjšo količino relevantne ZPI. Možnost, da učenec s sprotno ZPI 
popravlja napake še v svojem trenutnem izvajanju gibalnega vzorca, je mogoča samo 
pri počasnejših gibalnih vzorcih [2]. 
 
Razvrstitev gibalnih vzorcev je povzeta na sliki 2.1. 
 
Slika 2.1:  Razvrstitev gibalnih vzorcev 
2.2  Stopnje učenja gibalnih vzorcev 
Proces motoričnega učenja poteka v treh različnih stopnjah [5], [6]: 
 
1. Začetna, kognitivna stopnja (ang. cognitive stage) 
 
V začetni, kognitivni stopnji se učenec začetnik seznani z gibalnim vzorcem in 
oblikuje začetni motorični program (notranjo predstavo gibanja, ang. internal 
movement representation), pri tem pa mu lahko pomaga ZPI. Izmed vseh stopenj 
zahteva kognitivna stopnja največ učenčeve osredotočenosti. V strokovni literaturi se 
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kognitivna stopnja pojavlja tudi pod sinonimom stopnja pridobitve (ang. acquisition 
stage) [2]. Napredek pri učenju poteka v kognitivni stopnji relativno hitro. 
 
2. Nadaljevalna, asociativna stopnja (ang. associative stage) 
 
V nadaljevalni, asociativni stopnji se motorični program učenca izpopolni na 
podlagi primerjave med notranjo povratno informacijo in ZPI, ki podaja gibalni 
rezultat, h kateremu učenec stremi. 
 
3. Končna, avtonomna stopnja (ang. autonomous stage) 
 
V končni, avtonomni stopnji je učenčevo izvajanje gibalnega vzorca že 
neodvisno od ZPI in opravljeno z veliko stopnjo ponovljivosti. 
 
Kot smo napisali že v uvodu, je zunanja povratna informacija (ZPI) informacija 
o izvedbi gibanja, na podlagi katere lahko učenec sklepa, kako se je odrezal pri 
izvedbi gibalnega vzorca ter kako in kaj mora za dosego boljšega rezultata popraviti. 
Tipičen primer podajanja ZPI je prizadevanje učitelja športne vzgoje, da bi svoje 
učence naučil določenega gibalnega vzorca v športu. Gibalno učenje učenca v 
takšnem primeru največkrat poleg poslušanja učiteljevih ustnih napotkov temelji na 
opazovanju učiteljevega izvajanja gibalnega vzorca (demonstracija) in njegovi 
imitaciji. Če učenec nima nobenega predznanja, bo izvedbo najprej opazoval, nato pa 
ga bo bolj ali manj uspešno imitiral. Prizadeven učitelj bo po koncu izvedbe z 
vizualnimi ali zvočnimi napotki učencu sporočil, kako in kaj mora popraviti, ali pa 
bo učenca med samim izvajanjem gibalnega vzorca skozenj aktivno kinestetično 
vodil (haptično vodenje). 
Z opisanim učenec prejme ZPI. Vsaka naslednja učenčeva izvedba je lahko 
podvržena ZPI, če učitelj kot njen podajalec presodi, da je ta na trenutni točki v 
učnem procesu potrebna. S serijo poskušanj (ang. trial and error) in (stalne ali 
občasne) uporabe ZPI bo motiviran učenec napredoval v uspešnosti izvedbe 
gibalnega vzorca. Dlje v učnem procesu, kot se učenec nahaja, bolj samostojno 
izvaja gibalni vzorec in bolj neodvisen od morebitne ZPI postaja. Njegov končni cilj 
je preiti v avtonomno stopnjo in gibalni vzorec izvajati zgolj ob zanašanju na svojo 
notranjo povratno informacijo [3]. 
Kot smo omenili v uvodu, prevladuje na področju študij motoričnega učenja 
splošno veljavno prepričanje, da učenje gibalnih vzorcev z uporabo ZPI poteka bolj 
učinkovito [2]. Študije pogosto predstavijo izsledke, ki potrjujejo t. i. hipotezo o 
24 2  Učenje gibalnih vzorcev z uporabo zunanje povratne informacije 
 
vodljivosti (ang. guidance hypothesis). Ta trdi, da se prepogosta uporaba ZPI v 
začetni učni fazi začne odražati v odvisnosti od le-te in da učenec s tem prične 
ignorirati svojo notranjo povratno informacijo (propriocepcijo) [7], [8]. Ko takšnemu 
učencu umaknemo ZPI, se njegovo izvajanje gibalnega vzorca drastično poslabša, saj 
se je ta doslej zanašal zgolj na ZPI in tako ni izoblikoval svojega motoričnega 
programa [7], [8]. Hipoteza o vodljivosti velja za eno izmed najbolj znanih hipotez 
na področju motoričnega učenja in odpira pereče vprašanje o možnosti škodljivega 
vpliva ZPI na proces učenja gibalnih vzorcev. 
V izogib odvisnosti od ZPI velja splošno sprejeto načelo, da morajo biti gibalni 
vzorci v začetni učni fazi včasih izvedeni tudi brez nudene ZPI (ang. no-feedback 
trials) [9]. Zelo pogosta uporaba ZPI je v pomoč le v samem začetku učenja, sčasoma 
pa mora njena pogostost nujno upasti [10]. Veljavnost hipoteze o vodljivosti je bila 
potrjena predvsem pri učenju preprostih gibalnih vzorcev [11]–[13]. 
2.3  Zaznavni kanali 
2.3.1  Vizualni zaznavni kanal 
Človeški čut za zaznavanje vizualnih signalov imenujemo vid (čutilni organ je 
oko). Vid izmed vseh človeških čutil dosega daleč največji informacijski pretok; med 
drugim tudi zato, ker se obdelava vizualne informacije v možganih odvija vzporedno. 
Obdelavi vizualnih signalov je namenjen največji del možganov, t. i. vidni 
korteks (ang. visual cortex). Človeško vidno dojemanje je izredno kompleksno. Naše 
globinsko zaznavanje (ang. depth perception) sloni na stereoskopski združitvi dveh 
različnih dvo-dimenzionalnih slik iz obeh oči. Vidimo perspektivno, kar pomeni, da 
bolj oddaljene stvari vidimo manjše, kot v resnici so. V področju, kjer optični živec 
iz očesa prehaja do možganov, se nahaja t. i. slepa pega, kjer fotoreceptorjev ni, a 
možgani praznino na tem področju inteligentno zapolnijo do kompletne slike. 
Nasploh možgani za obdelavo vida manjkajoče informacije z uporabo zapletenih 
postopkov pogostokrat nadomestijo, kar pretkano izkoriščajo številne dokumentirane 
optične prevare [14]. 
Vizualni zaznavni kanal za podajanje ZPI velja za daleč najbolj raziskanega in 
uporabljenega [2]. 
2.3.2  Zvočni zaznavni kanal 
Človeški čut za zaznavanje zvočnih signalov imenujemo sluh (čutilni organ je 
uho). Če izvedemo primerjavo sluha z vidom, odkrijemo nekatere zanimive razlike. 
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Zvok za razliko od vzporednega dojemanja svetlobe dojemamo zaporedno. Pri 
dojemanju zvoka se, za razliko od vida, pri katerem lahko s premikom oči izbiramo 
vidno informacijo, težje osredotočimo na določenega izmed več sočasnih zvokov. 
Sluh za razliko od vida tudi ni smeren. To pomeni, da človekova orientacija za 
sledenje zvočni informaciji ni pomembna, saj se zvok po prostoru širi izotropno 
(enako v vseh smereh). Človekova osredotočenost in usmerjenost njegovih oči pa 
igra ključno vlogo pri tem, kaj bo videl [2]. 
Zvočni zaznavni kanal za podajanje ZPI velja za drugega najbolj raziskanega 
in uporabljenega [2]. 
2.3.3  Haptični zaznavni kanal 
Haptično zaznavanje delimo na taktilno in kinestetično. Čutilni organ za 
zaznavanje taktilnih signalov je koža. Med takšne signale sodijo dotiki, vibracije, 
pritisk in toplota. Čutilni organi za zaznavanje kinestetičnih signalov so mišice in 
kite. Med takšne signale sodita telesna drža in delovanje sil.  
Velja, da je haptično zaznavanje edino zaznavanje, ki nam poleg zaznavanja 
sočasno omogoča tudi fizično interakcijo s svetom okoli nas. S kožo na prstih tako 
predmete začutimo in jih hkrati lahko premikamo. To lastnost imenujemo 
bidirekcijska lastnost (ang. bidirectional property) haptičnega zaznavanja [15].  
Haptični zaznavni kanal za podajanje ZPI velja za najmanj raziskanega in 
uporabljenega [2]. 
2.4  Razvrstitev zunanje povratne informacije 
2.4.1  Modalnost 
ZPI lahko podajamo z uporabo različnih zaznavnih kanalov ali modalnosti. 
Glede na število uporabljenih modalnosti ločimo med enomodalno (unimodalno) in 
večmodalno (multimodalno) ZPI (Slika 2.2) [2]. Enomodalna informacija uporablja 
le eno modalnost, naj bo vizualno, zvočno ali haptično, večmodalna pa kombinira 
vsaj dve izmed omenjenih. 
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Slika 2.2:  Delitev ZPI glede na število uporabljenih modalnosti 
V magistrskem delu se osredotočamo na enomodalno vizualno ZPI. Njena 
podrobnejša obravnava sledi v poglavju o vizualni povratni informaciji. Največ 
obetov za prihodnost učinkovitejšega učenja gibalnih vzorcev pa sicer vzbuja 
zaenkrat slabo raziskano večmodalno podajanje ZPI [2]. Med večmodalno ZPI sodijo 
zvočno-vizualna, vizuo-haptična, zvočno-haptična in zvočno-vizuo-haptična. S 
stališča vizualne ZPI so zanimive predvsem njene kombinacije z zvočno in haptično 
ZPI ali obema hkrati. 
Ljudje smo iz vsakdanjega življenja vajeni večmodalnih signalov. Tudi naše 
sporočanje je neizogibno večmodalno. Športni trener tako svojemu varovancu podaja 
ZPI v obliki sočasnih: govorjenja, mimike, gibanja telesa, haptičnega vodenja ipd. 
2.4.2  Področje uporabe 
Raziskave na temo uporabe ZPI za učinkovitejše učenje gibalnih vzorcev se v 
grobem posvečajo njeni uporabi v športu in rehabilitaciji [2]. Ko zaradi različnih 
nevroloških poškodb izgubimo sposobnost izvajanja nekega gibalnega vzorca, se 
moramo tega v procesu rehabilitacije ponovno naučiti. Na področju ponovnega 
motoričnega učenja (ang. motor relearning) delujejo drugi mehanizmi kot na 
področju »običajnega« motoričnega učenja. Uporaba ZPI v procesu rehabilitacije 
tako predvsem pospeši okrevanje po poškodbi in razvoj človekovih kompenzatornih 
mehanizmov. 
»Običajno« motorično učenje se pojavlja v športu in tudi na mnogih drugih 
področjih, kot so npr. vožnja avtomobila, govor, pisanje, igranje inštrumentov, ples. 
Za različna področja uporabe se izkaže primerna različna oblika ZPI. 
2.4  Razvrstitev zunanje povratne informacije 27 
 
V magistrskem delu se posvečamo uporabi ZPI za učenje gibalnega vzorca v 
športu, kar pomeni, da so uporabniki ZPI zdrave osebe s funkcionalnim, 
nepoškodovanim živčnim, gibalnim in mišičnim sistemom. 
2.4.3  Vir 
Tradicionalno je vir (podajalec) ZPI človek; z razvojem moderne tehnologije 
pa je to lahko tudi stroj (Slika 2.3). Izraz stroj zajema različne tehnološke elemente, 
kot so kamera, osebni računalnik (ang. Personal Computer - PC), monitor, zvočnik, 
omrežje itn. 
 
Slika 2.3:  Delitev ZPI glede na vir 
Človeški podajalec ZPI je navadno strokovnjak (npr. športni trener ali 
terapevt), ki svetuje in pomaga športniku ali rehabilitantu pri izvedbi določenega 
gibalnega vzorca. V primerjavi s človekom lahko stroj ZPI podaja natančnejše, 
doslednejše in objektivnejše. Za razliko od človeka, ki ZPI pripravi na podlagi 
lastnih subjektivnih zaznav, stroj ZPI pripravi na podlagi objektivno določljivih 
podatkov, na primer tako, da izmerjene parametre trenutne izvedbe primerja s 
parametri referenčne izvedbe gibalnega vzorca. Nalogo izbora referenčne izvedbe 
opravi človek, saj stroj sam po sebi ne poseduje inteligence, ki bi bila takšno nalogo 
zmožna opraviti. 
Tako človek kot stroj lahko ZPI podajata preko vizualne, zvočne in haptične 
modalnosti (ali njihove kombinacije). Človek za podajanje ZPI uporablja svoje telo: 
• vizualno informacijo podaja z gibanjem, mimiko, kretnjami; 
• zvočno informacijo podaja z uporabo glasilk (govor, vzklikanje) in 
izvajanjem telesnih gibov, ki proizvajajo zvok (ploskanje, topotanje); 
• haptično informacijo pa podaja z dotiki ali haptičnim vodenjem učenca. 
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Na drugi strani podaja stroj ZPI z uporabo različnih prikazovalnikov. Poudariti 
je potrebno, da prikazovalnik ni omejen zgolj na vizualno modalnost, temveč 
poznamo poleg vizualnih prikazovalnikov (zaslon, projektor) tudi zvočne (zvočniki, 
slušalke) in haptične prikazovalnike (robot, taktilni vmesnik) [2]. 
Čeprav se v magistrskem delu osredotočamo na ZPI v domeni stroja, je 
potrebno poudariti, da je za najboljši možni učinek ZPI na področju učenja gibalnih 
vzorcev potrebno sodelovanje obeh - v tem primeru človeški podajalec ZPI prevzame 
še vlogo operaterja, ki upravlja s strojno ZPI (presoja, kdaj naj stroj povratno 
informacijo poda, kakšne vrste naj bo le-ta itd.). Poleg tega so v tem primeru 
človeškemu podajalcu ZPI na voljo dodatne, natančnejše in obsežnejše informacije o 
učenčevi izvedbi gibalnega vzorca, ki jih lahko vključi v svojo nadaljnjo presojo o 
poteku učenja. 
2.4.4  Časovno podajanje 
Glede na trenutek podajanja ZPI ločimo med sprotno (ang. concurrent) in 
končno (ang. terminal) ZPI (Slika 2.4) [2]. 
 
Slika 2.4:  Delitev ZPI glede na trenutek podajanja 
O končni ZPI govorimo, ko je ZPI podana po koncu izvedbe gibalnega vzorca. 
Bolj natančno lahko končno ZPI razdelamo še na takšno, ki je podana nemudoma, in 
takšno, ki je za določen čas zakasnjena (ang. delayed). Zakasnjena povratna 
informacija daje njenemu uporabniku dodaten čas za izvedbo t. i. samoovrednotenja 
(ang. self-estimation). Samoovrednotenje je proces, ki izboljša zmožnost 
samostojnega zaznavanja in odpravljanja napak, kar posledično preprečuje škodljivo 
odvisnost od ZPI. Proces samoovrednotenja je pri uporabniku ZPI mogoč šele po 
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tem, ko je ta docela seznanjen z obravnavanim gibalnim vzorcem, in v začetni učni 
fazi ni prisoten [16]. 
Bolj kot za učenje kompleksnih je končna ZPI primerna za učenje enostavnih 
gibalnih vzorcev. Razlog za to tiči v dejstvu, da predelovanje ZPI, ki naenkrat 
vključuje informacijo o poteku izvajanja celotnega kompleksnega gibalnega vzorca, 
povzroči visoko kognitivno obremenitev učenca [2]. Pri učenju kompleksnih gibalnih 
vzorcev je zato bolj učinkovita uporaba sprotne ZPI (ang. real-time feedback, online 
feedback), ki je podana sproti med izvajanjem gibalnega vzorca. S tem se zmanjša 
učenčeva kognitivna obremenitev, saj je količina ZPI, ki jo mora učenec v nekem 
trenutku predelati, manjša kot v primeru končne ZPI. Po drugi strani proces 
samoovrednotenja pri uporabi sprotne ZPI ni mogoč, kar je tudi eden izmed 
razlogov, da uporabnik pri uporabi sprotne ZPI hitreje razvije škodljivo odvisnost kot 
v primeru končne ZPI [17]. 
2.4.5  Svoboda uporabnikove odločitve 
Glede na svobodo uporabnika pri odločanju o tem, ali v trenutni izvedbi želi 
prejeti ZPI ali ne, ločimo med prostovoljno (ang. self-controlled) in od zunanje 
entitete vsiljeno (ang. externally imposed) ZPI (Slika 2.5) [2]. 
 
Slika 2.5:  Delitev ZPI glede na svobodo uporabnikove odločitve 
Od zunanjega vira vsiljeno ZPI lahko delimo glede na njeno pogostost, ki sledi 
urniku podajanja ZPI (ang. feedback schedule). Ta je lahko: 
• nespremenljiva ali stalna (ang. fixed) pri vseh izvedbah;  
• njena pogostost lahko z izvedbami upada (ang. fading, reduced over 
time);  
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• lahko pa je ZPI uporabniku posredovana le po izvedbah, ki zadoščajo 
vnaprej izbranemu kriteriju (ang. bandwidth feedback).  
 
Stalna uporaba ZPI, razen v začetni učni fazi, ne vodi v učinkovitejše učenje. 
To trditev dodatno podkrepi hipoteza o vodljivosti, ki pravi, da mora za učinkovito 
učenje gibalnih vzorcev pogostost uporabe ZPI z napredkom uporabnika sčasoma 
upadati. V tem pogledu se uporaba ZPI upadajoče pogostosti obnese bolje. 
Stopnje pogostosti upadanja ZPI, ki bi bila optimalna za vse uporabnike, je 
nemogoče določiti, saj se uporabniki in njihove potrebe razlikujejo. ZPI, ki je podana 
po izvedbah, v katerih gibanje zadosti vnaprej izbranem kriteriju, je učinkovit način 
motiviranja uporabnika, da bi osvojil učeni gibalni vzorec [18]. Ker se pri uporabi 
takšne ZPI odločitev o tem, ali naj se povratna informacija poda ali ne, vedno 
sprejme po koncu izvedbe na podlagi izbranega dovoljenega odstopanja (ang. 
bandwidth, margin of error, threshold), sodi takšna ZPI v skupino končne ZPI. 
Pri prostovoljni ZPI je odločitev o pogostosti njene uporabe povsem v rokah 
uporabnika. O tem, ali želi ZPI prejeti, se lahko uporabnik odloči pred ali po izvedbi. 
Za prejemanje sprotne ZPI se mora zaradi njene narave uporabnik nujno odločiti 
pred izvedbo. Pri uporabnikovem odločanju za prejem prostovoljne končne ZPI se, 
zaradi delovanja procesov samoučinkovitosti (ang. self-efficacy) in samovrednotenja, 
za učinkovitejšo izkaže odločitev po izvedbi. Samoovrednotenju sorodna 
samoučinkovitost se nanaša na v raziskavah potrjeno težnjo uporabnikov, da se za 
prejem prostovoljne končne ZPI odločajo predvsem po izvedbah, za katere so sami 
presodili, da so bile izvedene dobro [19]. V splošnem samoučinkovitost olajša proces 
motoričnega učenja celo bolj kot dobro izbrana pogostost pri vsiljeni ZPI, saj 
prostovoljna ZPI uporabnika bolj motivira, da bi gibalni vzorec uspešno izvajal [19]. 
2.4.6  Polarnost 
Glede na polarnost (tolmačenje vsebine ZPI) poznamo deskriptivno (ang. 
descriptive) in preskriptivno (ang. prescriptive) ZPI (Slika 2.6) [20]. Prva uporabnika 
zgolj obvešča o njegovi izvedbi gibalnega vzorca, druga pa poleg tega tudi pove, 
kako to izvedbo približati optimalni. Deskriptivna ZPI je primerna za poznejše učne 
stopnje, preskriptivna pa je ključnega pomena v začetni učni fazi motoričnega 
učenja. 
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Slika 2.6:  Delitev ZPI glede na polarnost učenja 
2.4.7  Zahtevnost predelave 
Pri uporabi ZPI v procesu učenja gibalnih vzorcev je potrebno paziti na 
učenčevo kognitivno obremenitev (ang. cognitive load) oz. preprečiti za učni proces 
pogubno kognitivno preobremenitev (ang. cognitive overload). ZPI mora biti zato 
oblikovana jasno in takoj razvidno (trivialno); poudariti mora tiste lastnosti gibalnega 
vzorca, ki so najbolj pomembne za njegovo pravilno izvajanje in na katere mora biti 
učenec v procesu motoričnega učenja najbolj pozoren. Zmanjšanje učenčeve 
kognitivne obremenitve ZPI doseže tudi s preusmerjanjem pozornosti (ang. external 
focus of attention), ki nadgrajuje avtomatizem in pospeši oblikovanje motoričnega 
programa [2]. 
Kognitivna obremenitev je zelo odvisna od zahtevnosti predelave ZPI, o kateri 
govorimo predvsem v kontekstu podajanja sprotne ZPI. Glede na zahtevnost 
predelave ločimo med šibko (ang. weak) in polno (ang. full) ZPI (Slika 2.7) [2]. 
 
Slika 2.7:  Delitev ZPI glede na zahtevnost predelave 
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V kontekstu sprotne ZPI se za učinkovitejše učenje gibalnih vzorcev splača 
uporabiti šibko vizualno ZPI. To pomeni, da ZPI na nek način okrnimo, da je manj 
zahtevna za predelavo (npr. jo podajamo na vizualnem prikazovalniku s slabim 
kontrastnim razmerjem, tako da razločimo manj vizualne informacije) [2]. V 
takšnem primeru se lahko človekovo predelovanje vizualne informacije razbremeni v 
tolikšni meri, da lahko ta uspešno predeluje tudi za gibalno učenje pomembno 
notranjo kinestetično informacijo. Pravimo, da uporaba šibke ZPI blagodejno vpliva 
na hkratno predelavo notranje kinestetične informacije in na razvoj motoričnega 
programa. Po drugi strani polna ZPI večinoma omejuje hkratno predelavo notranje 
kinestetične informacije, saj svojega uporabnika povsem zaposli s predelavo ZPI [2]. 
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 Vizualni (grafični) prikazi ali vizualizacije povratne informacije, ki so 
izdelane s pomočjo stroja, so na področju uporabe vizualne ZPI za učinkovitejše 
učenje gibalnih vzorcev predmet mnogih raziskav [2]. Vizualna modalnost je 
najpogosteje uporabljena modalnost, saj je v vsakdanjem življenju najpomembnejši 
čut, ki v dojemanju prostorske informacije močno dominira nad ostalimi čuti. 
Vizualizacija podatkov je tako za človeka znatno razumljivejša kot njihovo 
obravnavanje v tekstovni obliki (kot je razvidno iz primera na slikah 3.1 in 3.2). 
Temu botruje že omenjena sposobnost vzporedne obdelave vidnih signalov. 
 
 
 
Slika 3.1:  Tekstovna preglednica 
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Slika 3.2:  Vizualizacija v obliki krivulje na grafu 
Glede na obliko prikaza vizualne ZPI ločimo abstraktno in naravno vizualno 
povratno informacijo (Slika 3.3). 
 
Slika 3.3:  Delitev vizualne ZPI glede na obliko prikaza 
Vizualno ZPI stroj podaja preko vizualnega prikazovalnika. V magistrskem 
delu bo njegovo vlogo prevzel računalniški zaslon. 
3.1  Abstraktna vizualna povratna informacija 
Abstraktni prikaz (ang. abstract display) vizualne povratne informacije podaja 
zgoščeno neoprijemljivo informacijo o izvajanju gibalnega vzorca. V resničnem 
življenju je izvajanje gibalnega vzorca sestavljeno iz mnogoterih komponent, naloga 
abstraktnega prikaza pa je manj pomembne odmisliti in povzeti zgolj bistvene. Pod 
abstraktni prikaz štejemo prikaz različnih krivulj na grafih, histogramov in različnih 
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diagramov, simbolov, številk, barv, topografij, meril, lestvic, števcev in imitacij 
prikazovalnikov raznih merilnih inštrumentov [21]. Na različnih področjih uporabe 
ZPI se izkažejo za primerne različni abstraktni prikazi. Nekaj primerov le-teh je na 
sliki 3.4. 
 
Slika 3.4:  Abstraktni prikazi [21] 
Abstraktni prikaz običajno uporablja dve prostorski dimenziji (prikaz v 
ravnini). Če želimo prikazati povezavo med dvema lastnostma obravnavanega 
gibalnega vzorca, običajno posamezni lastnosti pripišemo svojo os v ravnini. Takšen 
prikaz je primeren za prikazovanje soodvisnosti dveh posameznih delov telesa skozi 
gibanje. Za to so še posebej primerne t. i. Lissajousove krivulje (ang. Lissajous 
curves, Slika 3.4, primer e), ki so se v različnih študijah izkazale kot učinkovit 
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abstraktni prikaz za učenje tako preprostih kot nekaterih kompleksnih gibalnih 
vzorcev [10], [22], [23]. Usklajeno periodično gibanje dveh delov telesa je še kako 
pomembno za doseganje vrhunskih športnih rezultatov v marsikaterem športu, na 
primer v gimnastiki. 
V posamezni prikazovalni ravnini lahko podamo tudi več različnih medsebojno 
nepovezanih lastnosti obravnavanega gibalnega vzorca, ki si delijo skupni osi. Na 
podoben način prikažemo tudi časovni potek gibanja dela telesa, razčlenjeno na 
posamezno izmed treh prostorskih dimenzij (Slika 3.4, primer a)). 
Abstraktni prikaz ene same lastnosti obravnavanega gibalnega vzorca le-to 
umesti znotraj nekega vnaprej predpisanega merilnega območja, na primer na števcu 
(Slika 3.4, primeri b), c), d)). V primeru končne ZPI mora biti abstraktnemu prikazu 
dodana časovna komponenta, saj lahko le na ta način časovno umestimo 
vizualizirane vrednosti gibalne spremenljivke. Sprotna ZPI časovno komponento 
vsebuje implicitno, saj je ta določena s trenutkom, ko je informacija posredovana. 
Ključnega pomena pri zasnovi abstraktnega prikaza je ugotoviti bistvene 
lastnosti obravnavanega gibalnega vzorca (npr. največjo in najmanjšo hitrost, 
največjo silo, povprečje naklona ali nagiba) in se posvetiti le njim [24]. Takšen 
abstraktni prikaz uporabnika ne obremeni z nepotrebnimi informacijami in s tem 
zniža njegovo kognitivno obremenitev. Zaželeno je, da abstraktni prikaz informacijo 
podaja jasno, nedvoumno in trivialno, zato se pri njegovem oblikovanju velja držati 
splošno sprejetih načel oblikovanja grafičnih uporabniških vmesnikov (ang. 
Graphical User Interfaces - GUIs), kot so uporaba primernih barv (slabo izvedbo 
predstavimo z rdečo barvo, uspešno z zeleno), nemoteč položaj kontrolnih gumbov, 
uporaba čitljivih pisav itd. [2]. 
Abstraktna vizualna ZPI je primerna za učinkovito učenje preprostih gibalnih 
vzorcev, saj je pri njih prisotno relativno majhno število bistvenih lastnosti; pri 
abstrakciji zato ne izgubimo veliko informacije [2]. Uspešno je bila abstraktna 
povratna informacija uporabljena tudi pri učenju kompleksnih gibalnih vzorcev z 
manjšim številom prostostnih stopenj (npr. za metanje žoge [25]), v splošnem pa 
njena sposobnost povzemanja bistvene informacije iz nekega gibalnega vzorca pri 
kompleksnih gibalnih vzorcih ni več uporabna, saj je kompleksno tri-dimenzionalno 
gibanje težko povzeti [2]. 
Učinkovitost abstraktnega prikaza potrdimo na podlagi študije. V takšni študiji 
nato raziskujemo učinkovitost obravnavanega abstraktnega prikaza v primerjavi z 
uveljavljenim prikazom. Izbor ustreznega, gibalnemu vzorcu primernega 
abstraktnega prikaza, je težaven in zahteva skrbno načrtovanje, saj se lahko uporaba 
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neprimernega prikaza odraža v ničelnem ali celo škodljivem vplivu ZPI na proces 
motoričnega učenja. 
3.2  Naravna vizualna povratna informacija 
Za vizualno povratno informacijo v naravni obliki se navadno odločimo pri 
učenju kompleksnih gibalnih vzorcev. Naravno prikazovanje vizualne povratne 
informacije je mogoče z uporabo navideznega okolja (ang. virtual environment), v 
katerem je ZPI uporabniku podana v obliki posnetka izvedbe gibanja ob željenem 
referenčnem gibanju (Slika 3.5 v navideznem okolju prikazuje željeno in trenutno 
gibanje golf palice) [2]. 
 
Slika 3.5:  Navidezno okolje. Z vijolično barvo je prikazano gibanje golf palice v trenutni izvedbi, z 
rumeno pa željeno referenčno gibanje. 
Gibanje v trenutni izvedbi in željeno referenčno gibanje sta lahko prikazana 
eden čez drugega ali pa sta prostorsko razmaknjena. Pri prikazovanju »enega čez 
drugega« referenčno gibanje navadno prikazujemo s prosojnim (ang. translucent) 
animiranim modelom, ki ga imenujemo tudi »duhec« (ang. ghost). V idealnem 
primeru, ko je uporabnikovo gibanje v trenutni izvedbi praktično enako 
referenčnemu gibanju, je duhec neopazen, saj se zaradi svoje prosojnosti »skrije« v 
neprozornem (ang. opaque) animiranem modelu gibanja trenutne izvedbe. V 
nasprotnem primeru pa bolj kot uporabnikovo gibanje odstopa od referenčnega, bolj 
je duhec opazen. 
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Prostorsko razmaknjeni gibanji moramo po drugi strani jasno ločiti z uporabo 
različnih barv. Razmaknjenost ne sme biti prevelika, da uporabniku s tem ne bi 
onemogočili zmožnosti primerjave med gibanjema. Namesto tretjeosebnega pogleda, 
ki prikazuje učenčevo telo v navideznem okolju iz zunanje perspektive, je za 
podajanje ZPI lahko uporabljen tudi prvoosebni pogled, ki smo ga vajeni iz 
resničnega življenja. Katera perspektiva je boljša, je odvisno od obravnavanega 
gibalnega vzorca, kar je ponovno predmet različnih raziskav. Za učenje lovljenja 
žoge se je na primer za učinkovitejšega izkazal tretjeosebni pogled [26]. 
V sklopu magistrskega dela je za prikazovanje naravne povratne informacije 
uporabljeno navidezno okolje, v katerem sta uporabnikovo gibanje v trenutni izvedbi 
in referenčno gibanje prikazana hkrati. Navideznemu okolju so dodani tudi prej 
omenjeni abstraktni prikazi. 
3.3  Strategije podajanja vizualne povratne informacije 
Raziskave na področju uporabe vizualne ZPI za učinkovitejše učenje gibalnih 
vzorcev so bile izvedene na preprostih in kompleksnih gibalnih vzorcih [10], [22], 
[23], [25]. V začetnih učnih fazah preprostih gibalnih vzorcev se je uporaba sprotne 
vizualne ZPI izkazala za učinkovitejšo kot uporaba končne vizualne ZPI ali 
neuporaba kakršnekoli ZPI. Ob postopnem umiku ZPI (ang. retention tests) pa se je 
učencem, ki so pred umikom uporabljali sprotno vizualno ZPI v primerjavi z učenci, 
ki so uporabljali končno vizualno ZPI, izvajanje preprostega gibalnega vzorca 
poslabšalo. Umik sprotne vizualne ZPI v začetni učni fazi torej vodi v poslabšanje 
izvajanja preprostega gibalnega vzorca. Na področju takšnih gibalnih vzorcev so v 
začetni učni fazi, kot trdi že hipoteza o vodljivosti, bistvene izvedbe brez uporabe 
ZPI, saj pripomorejo k razvoju motoričnega programa. 
Izvedbe brez uporabe ZPI so pomembne tudi pri učenju kompleksnih gibalnih 
vzorcev, kjer obenem v splošnem velja, da bolj kot je gibalni vzorec kompleksen, 
bolje je predvsem v začetni učni fazi namesto končne uporabiti sprotno ZPI. Ker pa 
slednja hitreje vodi v škodljivo odvisnost, je potrebno najti neko ravnotežje - pogosto 
to vodi v izmenjevanje med sprotno in končno ZPI. Ključnega pomena pri sprotni 
ZPI je informacijo podajati v obliki, ki omogoča hkratno predelovanje tako zunanje 
vizualne kot notranje kinestetične povratne informacije ter na tak način uporabniku 
omogočiti nekakšno kalibracijo, v smislu »ko vidim to, so moji notranji občutki 
takšni«. 
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Zajeto gibanje opišemo s t. i. gibalnimi spremenljivkami. Te npr. opisujejo 
hitrosti, navore, rotacije, položaje, sile, pospeške in druge fizikalne količine telesa v 
nekem trenutku gibanja. Vrednosti gibalne spremenljivke so številski podatki, 
zapisani v obliki vnaprej določene podatkovne strukture, na podlagi katere stroj 
analizira gibanje in se nanj odzove z ustrezno ZPI. 
4.1  Zajem gibanja 
Gibalne spremenljivke je potrebno zajeti v procesu, ki mu pravimo zajem 
gibanja (ang. motion capture). Poznamo optične, vztrajnostne, magnetne ali 
mehanske sisteme za zajem gibanja, najpogostejša pa sta prva dva. 
Optični sistemi delujejo na principu snemanja gibanja s kamerami. Uporabljajo 
pasivne ali aktivne markerje (majhne točkaste predmete iz odsevnega materiala), ki 
jih gibajočemu se uporabniku namestimo na telo, ali pa gibanju sledijo brez uporabe 
markerjev (ang. markerless). Optični sistem za zajem gibanja potrebuje namenski 
prostor, ki ga pokrivajo kamere. Gibanje je zajeto v šestih prostostnih stopnjah. 
Optični sistem omogoča podajanje absolutnega in relativnega položaja telesa v 
območju sledenja gibanju [27]. Absolutni položaj je položaj glede na izhodišče 
referenčnega koordinatnega sistema v območju sledenja gibanju, relativni položaj pa 
je položaj glede na neko predhodno lego telesa in eksplicitno ne opisuje, kje v 
prostoru je telo trenutno. 
Vztrajnostni sistemi delujejo na principu merjenja relativnih sprememb v 
gibanju telesa s senzorji. Takšne senzorje za merjenje vztrajnosti (ang. Inertial 
Measurement Units - IMUs) uporabniku namestimo na telo s pomočjo posebne 
obleke, opravljene meritve pa senzorji večinoma posredujejo brezžično. Vztrajnostni 
sistemi vsebujejo žiroskop, pospeškometer in magnetometer ter tako z njihovo 
kombinacijo omogočajo zajem relativnih sprememb v gibanju telesa v šestih 
prostostnih stopnjah [27]. 
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Več kot imamo podatkov (oz. več markerjev ali IMU-jev kot uporabljamo), 
bolj naravno sliko gibanja zajamemo. V magistrskem delu smo za zajem gibanja 
uporabili optični sistem, ki ga predstavljamo v nadaljevanju. Ko je gibanje uspešno 
zajeto, ga lahko shranimo v primerni podatkovni strukturi, ki je temelj za analizo 
podatkov in pripravo ZPI. 
4.2  Okolje učenja gibalnih vzorcev 
V okolju učenja gibalnih vzorcev vez med izvedenim človeškim gibanjem in 
izvedbi ustrezno ZPI predstavlja sistem za učenje gibalnih vzorcev (Slika 4.1). 
Sestavljajo ga sistem za zajem gibanja, modul za analizo gibanja in moduli za 
povratni odziv. 
 
Slika 4.1:  Okolje učenja gibalnih vzorcev 
Nazornejšo predstavo o posamezni podstopnji sistema za učenje gibalnih 
vzorcev poda njegova arhitektura na sliki 4.2. 
4.2.1  Sistem za zajem gibanja 
Za zajem podatkov o gibanju, ki jih uporabljamo za pripravo ZPI v okviru 
magistrskega dela, je uporabljen optični sistem podjetja Qualisys [29], ki gibanje 
zajema na podlagi odboja infra-rdeče svetlobe od pasivnega markerja. Strojna 
oprema sistema vključuje osem kamer. Na vsaki izmed njih je vir človeku nevidne 
infra-rdeče svetlobe in senzor, ki le-to zaznava. Človeškemu uporabniku sistema na 
opazovane dele njegovega telesa pritrdimo markerje in ga postavimo znotraj 
območja sledenja gibanju. Glede na razliko različnih časov prihodov odbite infra-
rdeče svetlobe do senzorjev, programska oprema sistema izračuna položaj markerjev 
v prostoru. Na podlagi primerjave med izmerjenimi in pričakovanimi medsebojnimi 
položaji markerjev te tudi identificira. Zajeto gibanje je posredovano modulu za 
analizo gibanja. 
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Slika 4.2:  Sistem za učenje gibalnih vzorcev [28] 
4.2.2  Modul za analizo gibanja 
Modul za analizo gibanja predstavlja prvi člen v verigi sistema za učenje 
gibalnih vzorcev, ki ga lahko uporabnik prilagodi svojim potrebam. Modul za analizo 
gibanja analizira podatke o gibanju, prejete od sistema za zajem gibanja, in pripravi 
podatke za povratni odziv. 
4.2.3  Moduli za povratni odziv 
Moduli za povratni odziv, tako kot modul za analizo gibanja, v sistemu za 
učenje gibalnih vzorcev predstavljajo del, ki ga lahko uporabnik prilagodi svojim 
potrebam. Omenjeni moduli na podlagi podatkov, prejetih iz modula za analizo 
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gibanja, oblikujejo povratno informacijo za posamezno modalnost. V praktičnem 
delu magistrskega dela smo razvili modul za vizualni povratni odziv. 
4.3  Podatkovna struktura 
Preden lahko modul za analizo gibanja podatke o gibanju posreduje modulom 
za povratni odziv, jih mora primerno oblikovati. Podatkovna struktura, ki jo uporabi, 
tako predstavlja vmesnik do modulov za pripravo ZPI. 
Logična ureditev podatkovne strukture podatkov o gibanju je na prvem nivoju 
sestavljena iz dveh lastnosti: 
 
• vrsta izvedbe, ki pove, ali gre za referenčno ali za trenutno izvedbo; 
• množice zaporedno izvedenih meritev z bolj ali manj konstantno frekvenco 
vzorčenja. 
 
Na drugem nivoju podatkovne strukture je vsaka meritev iz množice meritev 
sestavljena iz lastnosti: 
 
• svojega t. i. časovnega žiga (ang. timestamp); 
• množice gibalnih spremenljivk. 
 
Na tretjem nivoju podatkovne strukture že obravnavamo vrednosti posamezne 
gibalne spremenljivke. Podprte so gibalne spremenljivke treh vrst, ki predstavljajo: 
 
• položaj izbrane točke (markerja) na telesu v prostoru; 
• položaj in orientacijo (togega) telesa v prostoru; 
• številsko vrednost (skalar). 
 
Konkretni zapis podatkovne strukture temelji na uporabi enega izmed številnih 
formatov za zapis podatkov. V magistrskem delu smo se zaradi lažje integracije v 
spletno aplikacijo odločili za format JSON (ang. JavaScript Object Notation). Ta 
temelji na dveh osnovnih podatkovnih strukturah, in sicer indeksiranem polju (ang. 
indexed array) in asociativnem polju (ang. associative array). Do vrednosti nekega 
elementa prvega dostopamo z njegovim indeksom (številke, ki jo element dobi na 
podlagi vrstnega reda v polju), do vrednosti elementa drugega pa dostopamo z 
njegovim poljubno določenim ključem. V jeziku JSON indeksiranemu polju pravimo 
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kar polje (ang. JSON array), asociativnemu polju pa objekt (ang. JSON object), 
ključu v objektu pa pravimo lastnost objekta (ang. object property). 
Uporabljena podatkovna struktura za zapis gibanja je konceptualno prikazana 
na sliki 4.3, v razdelku kode 4.1 pa sledi izsek iz nje, zapisan v jeziku JSON. 
 
 
 
Slika 4.3:  Podatkovna struktura za zapis gibanja 
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1) { 
2)     "vrsta": "referencna", 
3)     "zapis": [ 
4)     { 
5)         "casovni zig": "1000000", 
6)         "zapis": [ 
7)             { 
8)                 "tip": "1D", 
9)                 "oznaka": "navor na koleno", 
10)                 "zapis": ["20.5"] 
11)             }, 
12)             { 
13)                 "tip": "3D", 
14)                 "oznaka": "marker na roki", 
15)                 "zapis": ["101.05", "305.83", "85.43"] 
16)             }, 
17)             { 
18)                 "tip": "6DOF", 
19)                 "oznaka": "marker na palici", 
20)                 "zapis": ["80.40", "225.58", "22.03", "1.53", "0.78", "0.32"] 
21)             } 
22)         ] 
23)     }, 
24)     { 
25)         "casovni zig": "1050000", 
26)         "zapis": [ 
Koda 4.1:  Izsek iz uporabljene podatkovne strukture, zapisane v jeziku JSON 
Časovni žig podaja pretečeni čas od prve meritve in ga zapisujemo v 
mikrosekundah. Kot lahko razberemo iz slike 4.3 in kode 4.1, uporabimo za zapis 
vrednosti vseh vrst gibalnih spremenljivk polja različnih dolžin: skalar opišemo s 
poljem dolžine ena (številčna vrednost), položaj markerja zapišemo s poljem dolžine 
tri (premestitveni vektor [x, y, z]), položaj in orientacijo telesa pa zapišemo s poljem 
dolžine šest (zapis po modelu 6DOF). 
4.3.1  6DOF 
6DOF (ang. Six Degrees Of Freedom) predstavlja model za zapis položaja in 
orientacije togega telesa (ang. rigid body) v prostoru. Model 6DOF togemu telesu 
prepušča šest stopenj svobode gibanja v prostoru [30]. Prve tri prostostne stopnje 
zajemajo spremembo položaja z uporabo premikanja (oziroma t. i. translacijo) v tri-
dimenzionalnem prostoru, ostale tri pa spremembo orientacije z uporabo sukanja 
(rotacije) okoli treh koordinatnih osi (t. i. Eulerjevi koti). Značilna poimenovanja 
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prostostnih stopenj so zajeta v tabeli 4.2, njihov grafični prikaz pa je na voljo na sliki 
4.4. 
 
Prostostna stopnja Značilno ime 
Premik po dolžini (x) Naprej / Nazaj, ang. Surge 
Premik po širini (y) Levo / Desno, ang. Sway 
Premik po višini (z) Gor / Dol, ang. Heave 
Zasuk okoli x (𝛾𝛾) Nagib, ang. Roll, Bank, X-Roll 
Zasuk okoli y (𝛽𝛽) Naklon, ang. Pitch, Elevation, Y-Roll 
Zasuk okoli z (𝛼𝛼) Odklon, ang. Yaw, Heading, Z-Roll 
Tabela 4.2:  Značilna poimenovanja prostostnih stopenj 6DOF [30]–[32] 
 
Slika 4.4:  Prostostne stopnje 6DOF [33] 
V podatkovni strukturi je zapis položaja in orientacije telesa v obliki 6DOF 
sestavljen iz treh koordinat premestitvenega vektorja [x, y, z], ki mu v zaporedju 
sledijo Eulerjevi koti α, β in γ. 
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5  Računalniško upodabljanje 
Naše vidno dojemanje temelji na zaznavi fotonov. Vesolje sestoji iz 
velikanskega števila fotonov, ki se vsak trenutek sproščajo, odklanjajo, odbijajo in 
absorbirajo. Izredno majhen delež jih dejansko doseže naše oči. Glede na njihove 
valovne dolžine, po absorpciji fotonov na fotoreceptorjih v naših očeh, zaznavamo 
različne barve. Upodabljanje zaradi pomanjkanja računske moči današnjih 
računalnikov ne more biti simulacija resničnosti in še zdaleč ni zasnovano po vzoru 
fizikalnega obnašanja fotonov, pač pa so v procesu upodabljanja uporabljeni številni 
triki, ki omogočajo upodobitev realističnih prizorov za relativno malo računske moči 
[31]. 
Za današnje upodabljanje je značilno, da je interaktivno. To pomeni, da imamo 
uporabniki nadzor nad tem, kaj na zaslonu vidimo. Tipičen primer neinteraktivnega 
upodabljanja je predvajanje filma, saj pri njem razen časovnega nadzora predvajanja 
nimamo vpliva na to, kaj vidimo. 
Upodabljanje lahko delimo glede na to, ali se izvaja realnočasovno ali 
neodvisno od realnega časa. Ker so pri interaktivnem upodabljanju prizori odvisni od 
dejanj uporabnika, mora biti to izvedeno realnočasovno, tipičen primer pa so npr. 
video igre. Računsko zahtevni prizori z uporabo kompleksnih tehnik upodabljanja 
(npr. sledenje žarkom, ang. ray tracing), ki jih lahko vidimo v računalniško 
animiranih filmih, pa se ne upodabljajo v realnem času. V kinu nas namreč čaka le 
končni izračun takšnega upodabljanja. 
Hitrost upodabljanja standardno merimo v številu izračunanih sličic na 
sekundo (ang. Frames Per Second - FPS). Vse izračunane sličice niso nujno izrisane, 
saj je izris omejen s frekvenco osveževanja zaslona. Ko upodabljanje poteka dovolj 
hitro, dojemamo gibanje kot tekoče, čeprav gre še vedno le za zaporedje zelo hitro 
izrisanih slik. Meja dojemanja tekočega gibanja je odvisna od posameznika ali 
aplikacije, za upodabljanje filmov je npr. dovolj 24 FPS. 
Aplikacija, ki smo jo izdelali v okviru tega dela, upodablja realnočasovno, saj 
uporabnik z njo lahko izvaja interakcijo, na primer s spreminjanjem točke pogleda 
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spreminja izgled navideznega okolja. Naš cilj je, da bi upodabljanje na danes 
povprečni računalniški strojni opremi potekalo s tekočih 60 FPS. 
5.1  Strojna oprema 
5.1.1  Računalniški zaslon 
Računalniški zaslon je strojni prikazovalnik, ki podaja vizualno informacijo. 
Ta je lahko zapisana vektorsko ali rastrsko. V vektorskem zapisu je slika podana v 
obliki geometrijskih oblik (npr. črt ali krivulj). Takšna slika nima fiksne velikosti 
(lahko jo poljubno povečamo ali zmanjšamo in s tem ne izgubljamo informacije), a 
kljub temu zavzame njen zapis v primerjavi z rastrsko manj prostora. Vektorski zapis 
je primernejši za zapis slik, ki niso preveč kompleksne (nimajo prevelikega števila 
gradnikov oz. se da vsa njihova vsebina opisati z nekim predpisom). Zlasti primeren 
je za zapis črk v besedilu. 
V rastrskem zapisu je slika predstavljena v obliki točk, zato je njena velikost 
fiksno določena z velikostjo točkaste mreže. Rastrski zapis je primernejši za zapis 
kompleksnejših (naravnih) slik, kjer težko identificiramo posamezne dele in jim 
določimo matematični zapis. 
Glede na zapis izrisovane slike ločimo vektorski in rastrski zaslon. Vektorski 
zasloni so bili v uporabi do sredine osemdesetih let prejšnjega stoletja, danes pa so 
jih na vseh področjih izpodrinili rastrski zasloni. Vektorski zapis slik je v 
oblikovanju zaradi opisanih prednosti še vedno široko v uporabi, za dejanski izris pa 
se tudi vektorska slika rasterizira. Sličica, ki jo mora rastrski zaslon izrisati, se shrani 
v slikovni vmesni pomnilnik (ang. frame buffer) v računalniku [34], kjer čaka na 
prenos na zaslon. Za povezavo med računalnikom in zaslonom poznamo različne 
vrste vmesnikov oz. podatkovnih kablov, najbolj znani so VGA (ang. Video 
Graphics Array), DVI (ang. Digital Visual Interface), HDMI (ang. High Definition 
Multimedia Interface), DisplayPort. Med seboj se razlikujejo po tipu prenosa 
(digitalen / analogen), največji ločljivosti slike, frekvenci osveževanja, barvni globini 
itd. 
5.1.2  Grafična kartica 
Z razvojem računalniške grafike se je pojavila potreba po dodatni namenski 
računalniški strojni opremi, ki bi se ukvarjala izključno z vse zahtevnejšim 
upodabljanjem, saj je le-to zahtevalo čedalje več procesorskih ciklov v že tako 
natrpanem urniku računalniškega osrednjega procesorja (ang. Central Processing 
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Unit - CPU). Pojavil se je grafični procesor (ang. Graphics Processing Unit - GPU), 
ki ga pogovorno imenujemo grafična kartica. Grafični procesor je posebno namensko 
elektronsko vezje, ki računa rastrske sličice in jih zapisuje v slikovni vmesni 
pomnilnik. Tako kot ostale komponente v računalniku ima svojega nadrejenega, 
osrednji procesor. Komunikacija med njima poteka preko hitrega računalniškega 
vodila, npr. PCIE (ang. Peripheral Component Interconnect Express - PCIE). 
Zaradi vzporedne narave upodabljanja (posamezne koščke rastrske sličice 
lahko procesiramo medsebojno neodvisno) so grafični procesorji specializirani za 
vzporedno izvajanje operacij na veliki količini podatkov hkrati [35]. Po surovi 
procesorski moči, ki jo tradicionalno merimo v številu operacij s plavajočo vejico na 
sekundo (ang. Floating Point Operations Per Second - FLOPS), so že kmalu presegli 
osrednje procesorje. Danes je faktor razlike v prid grafičnim procesorjem že zelo 
visok: osrednji procesor srednjega cenovnega razreda Intel i5 7600K zmore okoli 20 
GFLOPS [36], grafična kartica s primerljivo ceno nVIDIA GTX 1060 3GB pa kar 
4,0 TFLOPS [37]. Zaradi tako velike in razmeroma poceni moči procesiranja mnogi 
grafične kartice uporabljajo tudi za druge naloge (ang. General-Purpose computing 
on Graphics Processing Units - GPGPU), če jih je le mogoče prilagoditi za 
vzporedno izvajanje. Mednje sodita npr. rudarjenje (ang. mining) na področju 
kriptovalut ali simulacije molekulske dinamike. 
5.2  Grafični cevovod 
Postopek upodabljanja z uporabo paralelno računajočega grafičnega procesorja 
opišemo v obliki grafičnega cevovoda (ang. rendering pipeline), ki predstavlja 
konceptualni model za opis različnih stopenj upodabljanja. Potrebno je poudariti, da 
univerzalnega postopka ni, saj se ta spreminja z napredkom v industriji grafične 
strojne opreme. Razlikuje se glede na proizvajalca (med njimi prevladujeta giganta 
nVIDIA in AMD), uporabljen aplikacijski programski vmesnik za dostop do le-te 
(najbolj znana sta OpenGL in DirectX) ter uporabljene tehnike upodabljanja (npr. 
metanje žarkov, ang. ray casting) [38], [39]. 
Na splošno grafični cevovod predstavlja zaenkrat najširše uporabljano tehniko, 
t. i. tri-dimenzionalno poligonsko upodabljanje (ang. 3D polygon rendering). 
Sestavljen je iz štirih osnovnih stopenj: aplikacije, ki želi navidezni svet izrisati na 
zaslonu, geometrijskih transformacij, rasterizacije in na koncu samega izrisa slike na 
zaslonu (Slika 5.1) [39]. 
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Slika 5.1:  Grafični cevovod [39] 
Cevovod predstavlja zaporedje postopkov, ki pretvorijo programski opis 
navideznega sveta v sličico na zaslonu [35]. Izhodni podatki posamezne stopnje v 
cevovodu predstavljajo vhodne za naslednjo. Ker stopnje v cevovodu po zgledu 
tekočega traku svoje delo opravljajo paralelno, pravimo, da grafični procesor 
obdeluje tokovno (ang. stream processing) [35]. Pomembno je, da vse stopnje za 
svoje opravilo porabijo približno enako časa, drugače preobremenjena stopnja 
povzroči zastoj (ang. stalling), ki naslednje stopnje privede v t. i. stradanje (ang. 
starving). Tako se zmanjša celotni pretok (ang. throughput), saj je ta v cevovodu 
odvisen od najpočasnejše stopnje. 
V povezavi z grafičnim cevovodom ne moremo mimo senčilnikov (ang. 
shaders), ki so sestavni del stopnje geometrijskih transformacij in stopnje 
rasterizacije v sodobnih grafičnih cevovodih. Senčilnik je program, ki razvijalcu s 
pomočjo jezika senčilnikov (ang. shading language) omogoča programirljivo 
izvedbo, na kakšen način bo v grafičnem cevovodu potekala obdelava določenih 
podatkov. Izvaja se na t. i. senčilnih enotah. Senčilne enote so samostojni procesorji, 
ki po računski moči niso posebej zmogljivi, saj zmorejo le delček tega, kar zmore 
npr. osrednji procesor, vendar je njihova velika prednost v tem, da jih je na 
posameznem grafičnem procesorju veliko. Današnji grafični procesorji jih vsebujejo 
do nekaj tisoč. Čeprav so to samostojne enote, v praksi sodelujejo pri paralelnem 
računanju, zato grafičnemu procesorju dajejo izjemno računsko moč. 
5.2.1  Aplikacija 
Aplikacija vsebuje na osrednjem procesorju izvršeno programsko kodo (ang. 
scene file), ki izdela navidezni svet, ki obstaja v obliki abstraktnih matematičnih 
struktur v računalniškem pomnilniku. Izračunani navidezni svet ali prizor (ang. 
scene) je sestavljen iz treh bistvenih delov: grafičnih objektov ali modelov, izvorov 
osvetlitve (ang. lighting) in pogleda ali kamere (ang. camera). Prostorsko lego teh 
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sestavnih delov določimo s pomočjo krajevnega vektorja v globalnem kartezičnem 
koordinatnem sistemu prizora (ang. world coordinate system). 
Glede na usmerjenost posameznih osi ločimo levo- in desnosučni kartezični 
koordinatni sistem. Njegove osi x, y in z dajejo neposredno povezavo z vsakdanjimi 
prostorskimi dimenzijami dolžine, širine in višine. Glede na področje uporabe se 
lahko odločimo za negativno ali pozitivno obravnavo določene osi (npr. v 
kartografiranju oceana nam lahko prirastek v globino namesto negativnega 
predstavlja pozitivni del osi z) [31]. V magistrskem delu smo, kot je v tehniki 
pogosto, uporabili desnosučni kartezični koordinatni sistem, katerega usmerjenost osi 
na računalniškem zaslonu je sledeča: os x je usmerjena v desno, os y navzdol, os z pa 
v ekran. 
Pogled 
Pogled ali kamera v tri-dimenzionalnem upodabljanju temelji na projekciji tri-
dimenzionalnih točk v prostoru v dvo-dimenzionalno projekcijsko ravnino ali 
ravnino gledanja. Projekcija je določena z ravnimi projekcijskimi žarki (projektorji), 
ki izvirajo iz gledišča (položaja opazovalca prostora) [34]. 
Smer gledanja običajno določimo z opazovano točko (ang. look-at point) [34]. 
Kamera je po dogovoru usmerjena vzdolž svoje lastne negativne z-osi. Določimo ji 
vertikalni in horizontalni kot pogleda ter oddaljenost bližnje in daljne ravnine. S temi 
podatki določimo okno gledanja in t. i. prisekano piramido pogleda (ang. view 
frostum), katere volumen predstavlja prostor gledanja. Le elementi prizora, ki se 
nahajajo znotraj prostora gledanja, se lahko upodobijo.  
Glede na lastnosti kamere ločimo različne tipe kamer. Zelo znani sta 
perspektivna (Slika 5.2, levo) in ortografska (Slika 5.2, desno). Z uporabo 
perspektivne kamere upodobljena slika posnema človekovo naravno perspektivno 
vidno dojemanje, v katerem so bližnji objekti večji (bližnja ravnina je manjša od 
daljne). Z uporabo ortografske kamere se objektom velikost s približevanjem in 
oddaljevanjem ne spreminja (prisekana piramida postane kvader). 
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Slika 5.2:  Perspektivna in ortografska kamera 
Izvori osvetlitve 
Izvorom osvetlitve v računalniški grafiki običajno določimo lastnosti, kot so 
orientacija, položaj, barva svetlobe, razsežnost, kot osvetljave. Glede na vrednosti teh 
lastnosti ločimo različne vrste izvorov (luči). Zelo znana je npr. direkcijska luč, ki 
oponaša naše sonce - je točkasti izvor, katerega položaj postavimo v neskončnost, 
vso svetlobo, ki nas doseže, pa opiše isti smerni vektor. 
Modeli 
Modeli vključujejo tri-dimenzionalne geometrije in materiale. Geometrijo 
modela opišemo z naborom tri-dimenzionalnih točk poligonske mreže (ang. polygon 
mesh). Ta predstavlja na poligone razdeljen grafični model (Slika 5.3). Proces 
razdeljevanja abstraktnega modela na poligone imenujemo teselacija (ang. 
tessellation). 
Modeli so torej znotraj votli. Današnji grafični procesorji za osnovne primitive 
poligonske mreže (poleg točke in daljice) večinoma uporabljajo trikotnike. Kljub 
temu velja omeniti, da lahko na področju računalniške grafike naletimo tudi na 
drugačne primitive: modeli so na primer lahko zgrajeni iz osnovnih gradnikov z 
volumnom, oziroma iz t. i. vokslov (ang. voxels). 
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Slika 5.3:  Poligonska mreža modela [40] 
Teselaciji v trikotnike v računalniški grafiki pravimo triangulacija (ang. 
triangulation). Za trikotnike kot osnovne primitive in gradnike poligonske mreže so 
se proizvajalci grafične strojne opreme odločili zaradi preprostosti (trikotnik je 
najenostavnejši poligon) ter z njo povezane hitrejše obdelave, dobrega prileganja na 
praktično kakršenkoli model (če prileganje ni dovolj dobro, povečamo število 
uporabljenih trikotnikov) in lastnosti trikotnika, da ima po svoji definiciji vse točke v 
isti ravnini [31]. 
Običajno aplikacija celotno poligonsko mrežo modela grafičnemu procesorju 
pošlje le enkrat. To zmanjša informacijski pretok preko vodila med osrednjim in 
grafičnim procesorjem, saj je tako osnovni načrt za izgradnjo modela grafičnemu 
procesorju na voljo v njegovem delovnem pomnilniku. Ko aplikacija manipulira z 
modelom, osrednji procesor grafičnemu pošilja zgolj transformacijske matrike (npr. 
želi model rotirati). Tak pristop deluje zelo hitro z nekaj izjemami - npr. za fizikalno 
računanje trkov med modeli mora osrednji procesor grafičnemu pošiljati celotne 
(deformirane) poligonske mreže za vsako izrisano sličico posebej [41]. 
Material je napet na geometrijo modela in določa izgled zunanje ali notranje 
površine modela. Material je v najpreprostejši obliki lahko enobarvna tekstura, na 
katero osvetlitev ne vpliva. Za realistično upodabljanje modelov potrebujemo 
materiale, ki se različno odzovejo na osvetlitev iz različnih smeri. Različni odzivi se 
običajno izračunajo z uporabo skalarnega produkta, npr. normale oglišča trikotnika 
in smernega vektorja upadajoče svetlobe. V povezavi z izgledom materialov 
govorimo o različnih osvetlitvenih (ang. reflection models) ali senčilnih modelih 
(ang. shading models). Zelo znan je Phongov osvetlitveni model (ang. Phong 
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reflection model), ki elementu osvetlitev določi glede na njegovo ambientno, 
razpršeno in zrcalno odbojnost [34]. Poznamo tudi t. i. svetlobne mape (ang. 
lightmaps), ki predstavljajo teksture s predhodno izračunanimi odzivi na osvetlitev (v 
primeru, ko je osvetlitev v prizoru statična). 
5.2.2  Geometrijske transformacije 
Stopnja geometrijskih transformacij je prva stopnja grafičnega cevovoda, ki se 
odvija na grafičnem procesorju. Vhodni podatki prizora, ki jih prejme od aplikacije, 
so: 
 
• položaj in orientacija izvorov osvetlitve ter drugi podatki, ki določajo 
osvetlitev; 
• množica oglišč (ang. vertices) poligonskih mrež modelov glede na lokalne 
koordinatne sisteme modelov (podatki posameznega oglišča poleg 
njegovega položaja zajemajo tudi njegovo barvo, normalo, prosojnost in 
druge) ter dodatni podatki, ki določajo modele; 
• položaj in orientacija ter drugi podatki, ki določajo pogled; 
 
Stopnja geometrijskih transformacij nad temi podatki izvaja verigo 
transformacij (Slika 5.4). Ker računanje slike v grafičnem cevovodu poteka 
paralelno, senčilne enote sočasno obravnavajo več oglišč. Običajne naloge, ki jih 
izvajajo nad nekim ogliščem, so [31], [34], [38], [39]: 
 
• položaj oglišča poligonske mreže modela iz modelovih lokalnih pretvorijo 
v globalne koordinate (ang. model transform); 
• izvedejo transformacijo kamere (ang. camera transform), ki oglišče iz 
globalnega koordinatnega sistema prestavi v koordinatni sistem kamere, v 
katerem je le-ta v izhodišču; 
• oglišču glede na njegov položaj in orientacijo nasproti kameri in izvorom 
osvetlitve izračunajo osvetlitev (glede na uporabljeni osvetlitveni model mu 
lahko določijo novo barvo, normalo, koordinato uporabljene teksture ali kaj 
drugega) (ang. lighting transform); 
• izvedejo za upodabljanje ključno transformacijo projekcije (ang. projection 
transform), ki oglišče iz tri-dimenzionalnega koordinatnega sistema kamere 
projicira na dvo-dimenzionalno ravnino gledanja. Ker se v tri-
dimenzionalnem svetu po globini našega pogleda stvari medsebojno 
prekrivajo, se ob projekciji na določeno koordinato lahko preslika več 
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oglišč različnih poligonskih mrež, zato moramo imeti na voljo postopek, po 
katerem bo grafični procesor prepoznal zakrite (ang. hidden surface 
removal). Danes se to večinoma rešuje z algoritmom vmesnega pomnilnika 
za koordinate z (ang. z-buffer algorithm) [34], ki projiciranemu oglišču 
doda globinsko koordinato z (x in y sta rezervirana za položaj oglišča v 
ravnini). Oglišče, ki je bližje kameri, ima manjšo globinsko koordinato. 
Pomanjkljivost tega algoritma je, da ne podpira prosojnosti. Njegova 
razširitev, ki to omogoča, je algoritem z vmesnim pomnilnikom A (ang. A-
buffer algorithm) [34]. 
• obrežejo oglišče (ang. clipping transform), če se nahaja zunaj prostora 
gledanja. Obrezovanju sorodno je t. i. izločanje (ang. culling). Izločimo 
npr. oglišče znotraj prostora gledanja, ki pa gledišča ne sooča (ang. back-
face culling), torej da je skalarni produkt njegove normale z vektorjem 
smeri gledanja večji ali enak 0. Med oglišči, ki se ne odstranijo, se 
oblikujejo povezave (ang. primitive assembly); 
• zaključijo s transformacijo odprtine gledanja (ang. window-viewport 
transform), katere rezultat je tudi končni rezultat delovanja stopnje 
geometrijskih transformacij: oglišče v zaslonskih koordinatah (ang. screen 
space). 
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Slika 5.4:  Geometrijske transformacije 
5.2.3  Rasterizacija 
Ko so primitivi (trikotniki) na podlagi oblikovanja povezav med oglišči 
sestavljeni, sledi njihova rasterizacija (ang. rasterization) ali prebirna pretvorba (ang. 
scan conversion) (Slika 5.5) [34]. 
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Slika 5.5:  Rasterizacija trikotnika. Z rdečo je prikazan vektorski predpis trikotnika. Rasterizacija na 
njegovi podlagi ustvari trikotnik iz elementov točkaste mreže. [42] 
Kot prikazuje slika 5.5, prebirna pretvorba iz elementov točkaste mreže 
ločljivosti zaslona ustvari t. i. fragmente, ki so (približno) omejeni z vektorskimi 
daljicami med oglišči trikotnikov. Vrednosti, kakršna je npr. barva, grafični procesor 
fragmentom določi na podlagi interpolacije med oglišči, ki jih daljice povezujejo. 
Fragmenti so zgolj kandidati za zapis v slikovni vmesni pomnilnik. Fragment, ki se 
zapiše v slikovni vmesni pomnilnik, pridobi ime osnovni slikovni element (ang. 
pixel). 
Ker računanje slike v grafičnem cevovodu poteka paralelno, senčilne enote 
sočasno obravnavajo več fragmentov. Naloge, ki jih nad nekim fragmentom izvajajo, 
so lahko zelo podobne tistim, ki jih izvajajo nad ogliščem. Fragmentu lahko na 
primer določijo osvetlitev na podlagi uporabljenega filtriranja teksture (ang. texture 
filtering), katere koordinata mu pripada [31]. Kot lahko vidimo na sliki 5.5, so s 
trikotnikom povsem prekriti fragmenti črni, delno prekriti pa prehajajo proti beli 
barvi. Posledica vzorčenja s premajhno frekvenco (oz. uporabe majhnega števila 
osnovnih slikovnih elementov za prikaz neke oblike) je pojav robov (ang. aliasing) 
[34]. Ta pojav omilijo nad fragmenti izvajane računsko zahtevne tehnike glajenja 
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robov (ang. anti-aliasing) ali dvig frekvence vzorčenja (povečanje ločljivosti slike, 
kar tudi poveča računsko zahtevnost) [34]. 
Običajno sledijo še drugi postopki nad fragmenti, kot so različni testi, kot npr. 
test globine (ang. Z-buffer test), ali zlivanje (ang. blending) [31]. Sledijo lahko tudi 
naknadni popravki (ang. post-processing), kot je npr. meglenje premika (ang. motion 
blur). Izoblikovan fragment se zapiše v (končni) slikovni vmesni pomnilnik. Tam 
čaka na izris na zaslonu. 
5.3  Aplikacijski programski vmesniki za prikaz grafike 
Aplikacijski programski vmesniki (ang. Application Programming Interfaces - 
APIs) so v splošnem namenjeni povezavi med različnimi deli programske opreme. 
To poenostavijo tako, da vpeljejo jasno določena pravila povezovanja z uporabo 
predpisanih metod. Glede na to, katere dele programske opreme povezujejo med 
seboj, razlikujemo API-je za dostop do funkcionalnosti operacijskega sistema, 
podatkovnih zbirk, različnih programskih knjižic, strojne opreme ali protokolnega 
osebka v komunikacijskem protokolu. V primeru računalniške grafike so na voljo 
API-ji, ki omogočajo dostop do strojne opreme (grafične kartice). Ti predstavljajo 
vez med abstraktnejšo višjenivojsko aplikacijsko kodo in kompleksnejšo 
nižjenivojsko kodo gonilnika strojne opreme (Slika 5.6). 
 
Slika 5.6:  Aplikacijski programski vmesnik za prikaz grafike. Razvijalcu aplikacije omogoča 
poenostavljen dostop do funkcij grafične strojne opreme 
Na področju aplikacijskih programskih vmesnikov za dostop do grafične 
strojne opreme poznamo dva pomembnejša predstavnika, starejši OpenGL (Open 
Graphics Library) in mlajši Microsoft DirectX. OpenGL je leta 1992 razvilo podjetje 
Sillicon Graphics, Inc. [43], Microsoftov DirectX pa je nastal leta 1995 po izidu 
operacijskega sistema Microsoft Windows 95 [44]. Za prvim izidom standarda 
DirectX stoji namera podjetja Microsoft, ki je hotelo, da bi razvijalci iger te razvijali 
za novejši Windows 95 in ne več za njihov starejši operacijski sistem DOS, ki je 
razvijalcem iger omogočal neposredni dostop do grafične strojne opreme. Windows 
95 je bil namreč Microsoftov prvi operacijski sistem, ki je uvedel pomnilniško 
zaščiten model (ang. memory protected model), v katerem neposredni dostop ni bil 
več mogoč. 
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Za razvoj obeh API-jev je odgovoren predvsem vzpon računalniških iger, ki so 
začenjale postajati tržno zanimive. Bistvene lastnosti v podpoglavju omenjenih dveh 
API-jev zajemamo v tabeli 5.1. 
 
 OpenGL DirectX 
Platforma uporabe Linux, Microsoft Windows, 
vgrajeni sistemi, splet 
Microsoft Windows, Xbox 
Jezik za programiranje 
senčilnikov 
OpenGL Shading Language 
(GLSL) 
High-level Shading Language 
(HLSL) 
Programski jezik API-ja Skoraj vsi C#, C++, VB.NET 
Tabela 5.1:  Primerjava DirectX in OpenGL [43], [44] 
5.4  WebGL 
WebGL (ang. Web Graphics Library) je API za dostop do grafične strojne 
opreme, namenjen spletnim aplikacijam. Temelji na podmnožici API-jev OpenGL, 
imenovani OpenGL Embedded Systems (ES), ki je namenjena manj zmogljivim 
napravam. Uporaba WebGL spletni aplikaciji omogoča tri-dimenzionalno 
upodabljanje v brskalniku z uporabo grafične kartice. Spletni brskalnik od vseh 
programskih jezikov praktično razume le JavaScript, zato tudi razvoj (izvedba API 
klicev) na podlagi WebGL temelji na njem, čeprav je sama funkcionalnost WebGL 
napisana v jeziku C. V ozadju se, odvisno od platforme uporabe, klici WebGL 
prevajajo bodisi v klice OpenGL, OpenGL ES 2.0 ali celo v Direct3D 9.0 (Direct3D 
je API za prikaz tri-dimenzionalne grafike v okviru standarda DirectX) [45]. V 
primeru operacijskega sistema Windows in brskalnika Chrome, ovijalna zbirka 
Angle, ki je vgrajena v brskalnik Chrome za prevajanje WebGL klicev, le-te 
pretvarja v Direct3D 9.0 klice (in ne OpenGL, kar bi morda pričakovali). Avtorji 
brskalnika so se za uporabo Angle odločili, ker je več gonilnikov grafične strojne 
opreme v operacijskih sistemih Windows združljivih z DirectX kot z OpenGL [46]. 
V preteklosti, ko WebGL še ni bil sestavni del spletnih brskalnikov, so nalogo 
tri-dimenzionalnega upodabljanja v brskalnikih reševali s t. i. vtičniki (ang. plugins). 
Razvijalec uporablja takšne vtičnike za upodabljanje preko jezikov, kot sta npr. java 
ali ActionScript. Pristop z vtičniki je nestandardiziran, zapleten za uporabnika, 
sistemsko požrešen in spodbuja izrabo varnostnih lukenj. Omeniti velja tudi 
združljivostne težave z različnimi brskalniki, predvsem v primeru vtičnika Adobe 
Flash. 
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Za enostavnejšo uporabo WebGL so se razvile mnoge JavaScript knjižice, ki 
poenostavijo njegovo uporabo npr. pri ustvarjanju modelov ali preslikav tekstur (ang. 
texture mapping). Dve izmed bolj znanih takšnih knjižic sta Three.js in Babylon.js 
[47]. 
5.5  Three.js 
V magistrskem delu smo za upodabljanje z WebGL uporabili popularno 
knjižico Three.js. Poleg same knjižice je na uradni spletni strani Three.js [48] na 
voljo še mnogo dodatnih komponent (npr. komponenta za upravljanje kamere z 
miško), ki jih lahko razvijalec poleg osnovne skripte knjižice Three.js po potrebi 
vključi v spletno aplikacijo. Na voljo je tudi obširna dokumentacija in mnogo 
izdelanih praktičnih primerov upodabljanja. 
Three.js služi kot abstraktna ovojnica okoli WebGL, saj poenostavi njegovo 
uporabo z uvedbo kompleksnejših geometrijskih primitivov, kot sta npr. krogla ali 
kocka, ali z metodami za upravljanje kamere in izvorov osvetlitve. Za upodabljanje 
vrteče se kocke Three.js na primer zahteva le 25 vrstic kode, medtem ko WebGL za 
isti rezultat zahteva več kot 200 vrstic kode, ki je povrh vsega še težje razumljiva 
[49]. Seveda uporaba Three.js razvijalcu v ničemer ne onemogoča direktnega 
dostopa do WebGL, saj se vse Three.js metode pretvorijo v WebGL klice. 
5.5.1  Primer uporabe Three.js 
Ker smo upodabljanje vizualne povratne informacije razvili z uporabo Three.js, 
opišimo preprost primer uporabe le-te za upodabljanje modrega kvadra. Po vključitvi 
skripte knjižice v spletno aplikacijo pričnemo z izgradnjo našega prizora (Koda 5.2). 
Najprej definiramo t. i. upodabljalnik (ang. renderer), ki ga povežemo s HTML 
(ang. HyperText Markup Language) elementom platna (ang. canvas), v katerem bo 
upodabljanje potekalo (Koda 5.2, vrstice 5-7). Kot lahko vidimo, so metode in 
razredi knjižice Three.js na voljo preko razreda THREE. Nato definiramo prizor, v 
katerega bomo dodajali elemente (Koda 5.2, vrstica 9). Prizoru najprej dodamo 
perspektivno kamero z nekaj atributi: prvi je vidno polje (ang. Field Of View - FOV) 
in predstavlja horizontalni kot pogleda, drugi je razmerje pravokotnika okna gledanja 
(ang. aspect ratio), tretji je oddaljenost bližnje ravnine, četrti pa oddaljenost daljne 
ravnine (Koda 5.2, vrstica 13). Tipično se za horizontalni kot pogleda perspektivne 
kamere izbere kot med 60° in 75°. Razmerje okna je pri sodobnih zaslonih običajno 
16 : 9. Oddaljenost bližnje in daljne ravnine v globalnih koordinatah povesta, katere 
elemente prizora bomo sploh upodobili, saj se lahko upodobijo zgolj tisti, ki jih 
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volumen prisekane piramide pogleda zajame vzdolž negativne z-osi kamere. Če je 
nekaj za kamero predaleč oz. preblizu, se to ne upodobi. V nadaljevanju določimo 
tudi položaj in zasuk kamere v globalnem koordinatnem sistemu (Koda 5.2, vrstice 
14-18). Po kameri v prizor vključimo tudi preprosto belo ambientno luč (Koda 5.2, 
vrstici 21 in 22). 
 
 
1) if (!Detector.webgl) { //preveri, če brskalnik podpira WebGL 
2)     Detector.addGetWebGLMessage(); //če ne, prikaži sporočilo o napaki 
3) } 
4) //inicializiraj upodabljalnik in ga poveži s html elementom platna 
5) var renderer = new THREE.WebGLRenderer({ 
6)     canvas: document.getElementById("prikazovalnik") 
7) }); 
8) //inicializiraj prizor in ga shrani v spremenljivko 
9) var scene = new THREE.Scene(); 
10) //inicializiraj kamero s 4 vhodnimi podatki: 
11) //1. vertikalni kot pogleda, 2. razmerje pravokotnika okna gledanja, 
12) //3. oddaljenost bližnje ravnine, 4. oddaljenost daljne ravnine 
13) var camera = new THREE.PerspectiveCamera(75, window.innerWidth / 
window.innerHeight, 0.1, 1000); 
14) camera.position.set(500, 500, 500); //položaj kamere 
15) //kamera je usmerjena v koordinatno izhodišče 
16) camera.lookAt(new THREE.Vector3(0, 0, 0)); 
17) //t. i. vektor pokončnosti gledanja predstavlja z-os globalnega k. s. 
18) camera.up = new THREE.Vector3(0, 0, 1); 
19) scene.add(camera); //dodaj kamero v prizor 
20) //inicializiraj ambientno luč 
21) var ambientLight = new THREE.AmbientLight(0xffffff); 
22) scene.add(ambientLight); //dodaj izvor osvetlitve v prizor 
Koda 5.2:  Definicija osnovnih elementov prizora v Three.js 
 
V drugem delu definiramo geometrijo modela kvadra. Three.js že ponuja 
metodo za izdelavo takšnega telesa, THREE.BoxGeometry. Podamo ji dolžino, širino 
in višino kvadra (Koda 5.3, vrstica 5). Geometrijo in osnovni material modre teksture 
združimo v poligonsko mrežo z ustvarjanjem primerka razreda THREE.Mesh (Koda 
5.3, vrstica 10). Ta objekt shranimo v spremenljivko kvader, na katero se lahko 
sklicujemo kasneje, ko želimo model prilagoditi (npr. spremeniti njegov položaj). 
Za namen lažje predstave dogajanja prizoru dodamo prikaz treh osi globalnega 
koordinatnega sistema in lokalnega koordinatnega sistema kvadra s pomočjo razreda 
THREE.AxisHelper (Koda 5.3, vrstici 2 in 3 ter 14 in 15). 
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1) //kliče vgrajeno metodo za prikaz osi k. s. 
2) var axisHelper = new THREE.AxisHelper(1000); 
3) scene.add(axisHelper); //izdelane osi dodaj v prizor 
4) //ustvari poligonsko mrežo kvadra 
5) var geometry = new THREE.BoxGeometry(200, 100, 150); 
6) var material = new THREE.MeshBasicMaterial({ //ustvari preprost moder material 
7)     color: 0x0000ff 
8) }); 
9) //združi geometrijo in material v model 
10) var kvader = new THREE.Mesh(geometry, material); 
11) kvader.position.set(300, 200, 300); 
12) scene.add(kvader); //dodaj kvader v prizor 
13) //kliče vgrajeno metodo za prikaz osi k. s. 
14) var axisHelperKvader = new THREE.AxisHelper(1000); 
15) kvader.add(axisHelperKvader); //izdelane osi dodaj v kvader 
Koda 5.3:  Dodajanje modela kvadra v prizor 
 
 
V zadnjem delu (Koda 5.4) omogočimo premikanje pogleda z miško, torej da 
se pritisk gumbov miške nad HTML elementom platna odraža v interaktivnih 
spremembah kamere našega upodobljenega prizora. To storimo s pomočjo dodatnega 
modula OrbitControls.js in njegovega razreda THREE.OrbitControls (Koda 5.4, 
vrstice 2-5). Nato ustvarimo spremenljivko handle (Koda 5.4, vrstica 6), ki nam 
predstavlja sklic na potek animacije (če želimo npr. animacijo v bodoče prekiniti, to 
storimo preko te spremenljivke). Upodabljanje poženemo s pomočjo domorodne 
JavaScript metode requestAnimationFrame (Koda 5.4, vrstica 8), ki je namenjena 
izvajanju animacije v brskalniku. Povratni klic, ki ji ga pripnemo (tj. funkcija 
animiraj; Koda 5.4, vrstice 9-13), ponovno vsebuje njen klic - tako se ti povratni 
klici izvajajo v nedogled, njihovo število na sekundo pa je prilagojeno osveževalni 
frekvenci zaslona. Znotraj animacijske funkcije kvader za nek delež rotiramo po osi 
x in nato kličemo funkcijo upodobi (Koda 5.4, vrstica 11), v kateri izvedemo 
upodabljanje (Koda 5.4, vrstica 15). Vsa kompleksnost postopka upodabljanja (bežni 
vpogled v to nam je dal opisan model grafičnega cevovoda) je razvijalcu skrita in 
omejena na en sam funkcijski klic. 
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1) //omogoči upravljanje kamere z miško 
2) var controls = new THREE.OrbitControls(camera, 
document.getElementById("prikazovalnik")); 
3) //omogoči blaženje (da ni preveč trdo premikanje kamere) 
4) controls.enableDamping = true; 
5) controls.dampingFactor = 0.2; //nastavi faktor blaženja 
6) var handle; //"ročaj" za upravljanje z animacijo 
7) //pokliče funkcijo "animiraj()" znotraj ene periode osveževanja zaslona 
8) handle = requestAnimationFrame(animiraj); 
9) function animiraj() { 
10)     kvader.rotation.x += 0.01; //spremeni rotacijo po x 
11)     upodobi(); 
12)     handle = requestAnimationFrame(animiraj); //dodaj sklic na ročaj 
13) } 
14) function upodobi() { 
15)     renderer.render(scene, camera); //sproži grafično upodabljanje 
16) } 
Koda 5.4:  Animacija in upodabljanje 
 
Končni rezultat upodobitve je prikazan na sliki 5.7. Kvader je animiran, saj 
rotira okoli lastne x-osi. 
 
 
Slika 5.7:  Upodobljanje kvadra s Three.js. Z-os obeh koordinatnih sistemov je predstavljena z modro, 
x-os z rdečo in y-os z zeleno barvo. 
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6  Spletna aplikacija za upodabljanje zunanje povratne 
informacije 
Za namen upodabljanja ZPI pri učenju gibalnih vzorcev smo izdelali spletno 
aplikacijo, ki upodobi navidezno okolje in abstraktne prikaze gibanja. Snovali smo jo 
za upodabljanje povratne informacije v okviru obstoječega okolja sistema za učenje 
gibalnih vzorcev, ki je predstavljeno v četrtem poglavju. 
Z razvitim modulom za vizualni povratni odziv lahko prikazujemo vse vrste 
gibalnih vzorcev: preproste in kompleksne, hitre in počasne ter ciklične in neciklične. 
Omejili smo se na končno ZPI, ki je lahko nezakasnjena ali pa zakasnjena za nekaj 
sekund, sprotno ZPI pa bo uporabnik lahko dobil preko drugih kanalov (npr. že 
obstoječega zvočnega). Kot smo že omenili v drugem poglavju, je končna ZPI bolj 
primerna za nekoga, ki gibalni vzorec že pozna in ni popoln začetnik, torej se po 
teoriji motoričnega učenja že nahaja v asociativni stopnji. V njej lahko na podlagi 
procesa samoovrednotenja, ki ga sproži zakasnjena končna ZPI, izpopolnjuje in 
nadgrajuje svoj motorični program ter zaznavanje in korekcijo zaznanih napak. 
Naša končna ZPI prikazuje posnetek zajetega gibanja. Njen vir je računalnik, 
ki informacijo prikazuje preko računalniškega zaslona ali kakšnega drugega 
vizualnega prikazovalnika (projektor). Uporabnik naše ZPI ima proste roke pri tem, 
če in kdaj se za povratno informacijo odloči, tako da gre za prostovoljno ZPI. Glede 
na polarnost je naša ZPI deskriptivna. Za obliko prikaza povratne informacije je 
uporabljen tako abstraktni kot naravni prikaz (navidezno okolje) oz. kombinacija 
obeh.  
Upodabljanje povratne informacije je interaktivno. Čeprav Three.js ponuja 
možnost glajenja robov, se zanj zaradi sistemske požrešnosti nismo odločili, saj 
želimo tekoče upodabljanje tudi na starejših računalnikih. V tem uvodu opisano 
povzemimo v tabeli 6.1. 
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Gibalni vzorec Vseh vrst 
Časovno podajanje ZPI Končna ZPI (zakasnjena ali nezakasnjena) 
Učenčeva stopnja poznavanja gibalnega vzorca Predhodno seznanjen 
Vir ZPI Računalnik (računalniški vizualni prikazovalnik) 
ZPI glede na svobodo uporabnikove odločitve Prostovoljna 
ZPI glede na polarnost Deskriptivna 
Oblika prikaza ZPI Abstraktni in naravni 
Upodabljanje Interaktivno, brez glajenja robov 
Tabela 6.1:  Izhodišče za razvoj modula za vizualni povratni odziv 
Modul za vizualni povratni odziv razdelimo na strežniški in odjemalski del 
(Slika 6.1). 
 
Slika 6.1:  Modul za vizualni povratni odziv. Modul (desno) dobi podatke o gibanju od modula za 
analizo gibanja (levo). 
V povezavi s predstavljeno arhitekturo najprej opišimo primer uporabe modula 
za vizualni povratni odziv z vidika uporabnika (zaporedna oznaka posameznega 
koraka je označena na sliki 6.1): 
 
1. Uporabnik v spletnem odjemalcu (brskalniku) obišče spletni naslov 
aplikacije. Strežnik mu v odgovor postreže ogrodje spletne aplikacije. To 
vključuje vire, ki jih aplikacija potrebuje za delovanje v brskalniku, npr. 
programsko kodo, datoteke z uporabniškim vmesnikom, razne knjižice, 
slike itd. 
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2. Brskalnik prične z izvajanjem JavaScript kode v postreženi aplikaciji. Ta 
sproži nadgradnjo povezave s strežnikom v realnočasovno WebSocket 
povezavo. 
3. Izvajati se prične tudi upodabljalnik gibanja, ki pa zaenkrat podatkov za 
prikaz nima. 
4. Ko modul za analizo gibanja prejme podatke o gibanju, te pošlje 
strežniškemu delu modula za vizualni povratni odziv. 
5. Strežniški del prejete podatke primerno obdela in jih preko vzpostavljene 
WebSocket povezave posreduje odjemalskemu delu. 
6. Upodabljalnik lahko sedaj prikaže podatke o gibanju. 
 
Za izvedbo modula za vizualni povratni odziv smo uporabili mnoge že izdelane 
rešitve v obliki knjižic (ang. libraries) in ogrodij (ang. frameworks) ter se skušali 
držati ustaljenih dobrih praks. 
6.1  Strežniški del 
Strežniški del modula za vizualni povratni odziv je sestavljen iz treh 
strežnikov, ki skrbijo za strežbo spletne aplikacije brskalniku, realnočasovno 
prejemanje podatkov od modula za analizo gibanja in realnočasovno pošiljanje le-teh 
v spletno aplikacijo. Pomembni komunikacijski protokoli, ki omogočajo delovanje 
strežniškega dela, so HTTP (ang. HyperText Transfer Protocol), WebSocket in TCP 
(ang. Transmission Control Protocol). 
Strežniški del smo napisali v programskem jeziku JavaScript v skripti, ki se 
izvaja v okolju Node.js. Node.js omogoča izvajanje JavaScript kode na strežniku v 
okviru enonitnega asinhronega procesa, ki temelji na t. i. dogodkovni naravnanosti 
(ang. event driven) [50]. V dogodkovno orientirani arhitekturi se programski odzivi 
na dejanja odvijajo v obliki povratnih klicev (ang. callbacks), ki se izvedejo ob 
predpisanih dogodkih. Dogodke posluša t. i. dogodkovna zanka (ang. event loop) 
okolja Node.js. Ko se nek dogodek zgodi, se kot odziv nanj izvrši povratni klic 
razvijalčeve programske kode. 
Za izvedbo posameznih strežnikov strežniškega dela smo uporabili dodatne 
module, ki so na voljo v okviru okolja Node.js. Povzema jih tabela 6.2. 
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Strežnik Node.js modul 
HTTP strežnik express [51] 
WebSocket strežnik socket.io [52] 
TCP strežnik net [53] 
Tabela 6.2:  Uporabljeni Node.js moduli za izvedbo posameznih strežnikov 
6.1.1  HTTP strežnik 
Funkcionalnost strežbe spletne aplikacije in ostalih potrebnih spletnih virov 
opravlja HTTP ali spletni strežnik. Čeprav je osnovna rešitev spletnega strežnika že 
vgrajena v samo okolje Node.js, smo zaradi morebitnih kasnejših nadgradenj 
strežniškega dela raje uporabili spletno ogrodje (ang. web framework) v obliki 
Node.js modula express. Express [51] je zelo popularno Node.js ogrodje s svojim 
spojnim slojem (ang. middleware), zbirko metod s predpisanimi argumenti request, 
response in next; preko uporabe argumenta next lahko metode združujemo v verige 
(ang. chaining). Na takšen način lahko predpišemo kompleksna obnašanja, kot npr. 
odziv spletnega strežnika, ko odjemalec od njega zahteva specifičen vir. 
 
Slika 6.2:  Komunikacija po protokolu HTTP 
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Komunikacija med odjemalcem in strežnikom temelji na protokolu HTTP. V 
protokolu HTTP je začetnik komunikacije vedno odjemalec, ki komunikacijo sproži 
s HTTP sporočilom zahteve, ki jo pošlje do strežnika. V našem primeru (Slika 6.2) 
odjemalec za strežbo vsebine (spletnih virov) uporabi HTTP zahtevo GET. Glavo 
takšnega sporočila začenja vrstica (ang. request line), ki je sestavljena po vzoru [tip 
zahteve] [pot do vira na strežniku] [različica protokola HTTP]. Sledijo ji še ostale 
lastnosti glave (npr. naslov strežnika), zapisane po vzoru dvojic imen in vrednosti 
(ang. name value pairs). Strežnik odgovori z zahtevano vsebino v telesu HTTP 
odgovora (npr. s HTML vsebino datoteke spletne aplikacije). 
6.1.2  WebSocket strežnik 
Funkcionalnost realnočasovnega pošiljanja podatkov gibanja v spletno 
aplikacijo opravlja WebSocket strežnik. Za njegovo izvedbo smo uporabili Node.js 
modul socket.io; knjižica Socket.IO [52] deluje kot API do WebSocket komunikacije 
in v primeru združljivostnih težav zapade (ang. fall-back) v emulacijo WebSocket 
povezave s pomočjo t. i. HTTP pooling mehanizma. 
WebSocket je mlad protokol z RFC (ang. Request For Comments) potrditvijo 
decembra 2011 [54], ki omogoča sočasno dvosmerno spletno komunikacijo (ang. 
full-duplex) in tako odpravi pomanjkljivost protokola HTTP, ki omogoča zgolj 
polovično dvosmernost (ang. half-duplex). Z uporabo WebSocket je lahko pobudnik 
spletne komunikacije tudi strežnik (ang. server push), kar je natanko to, kar 
potrebujemo v našem primeru: ko strežniški del prejme podatke o novem gibanju, 
želimo, da so ti posredovani odjemalcu. 
WebSocket v spletno komunikacijo vnese precej manj režijskih stroškov kot 
protokol HTTP. Na nižjem nivoju za svoje delovanje uporablja isto TCP vtičnico, 
kot jo uporablja HTTP strežnik. Protokol WebSocket se od protokola TCP 
konceptualno loči po tem, da se po njegovi povezavi podatki ne prenašajo v obliki 
toka oktetov (ang. stream-oriented protocol), temveč v obliki zaključenih sporočil 
(ang. message-oriented protocol). 
Vzpostavitev WebSocket povezave poteka tako, da se spletni odjemalec najprej 
predstavi (ang. handshake) strežniku s HTTP zahtevo GET, v kateri zahteva 
nadgradnjo komunikacije iz HTTP v WebSocket. Strežnik na takšno zahtevo 
odjemalcu odgovori s HTTP sporočilom s posebno kodo »101 Switching Protocols« 
(menjaj protokol), ki vzpostavi WebSocket povezavo. Po vzpostavitvi tako 
odjemalec kot strežnik uporabljata protokol WebSocket in lahko pošiljata ter 
sprejemata WebSocket sporočila sočasno v obeh smereh (Slika 6.3).  
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Slika 6.3:  Komunikacija po protokolu WebSocket 
6.1.3  TCP strežnik 
Naloga TCP strežnika je sprejemanje podatkov gibanja od modula za analizo 
gibanja v realnem času. Za njegovo izvedbo smo uporabili Node.js modul net [53]. 
TCP strežnik na določenem IP naslovu in številki vrat posluša za novimi podatki od 
TCP odjemalca, ki je vgrajen v modul za analizo gibanja. Prenos uporabniških 
podatkov po protokolu TCP je torej enosmeren, saj TCP odjemalec podatke zgolj 
pošilja in TCP strežnik zgolj prejema. 
 
Slika 6.4:  Komunikacija preko TCP vtičnice 
Kot lahko vidimo na sliki 6.4, podatke o gibanju TCP odjemalec pošilja v 
obliki toka oktetov (ang. byte stream) preko TCP vtičnice. Tok oktetov se nalaga v 
sprejemni medpomnilnik na TCP strežniku. Ko se prejemanje oktetov zaključi, se ti 
pretvorijo v podatkovno strukturo v formatu JSON, ki smo jo definirali v četrtem 
poglavju. Po pretvorbi v JSON se podatki o gibanju posredujejo WebSocket 
strežniku, ki jih pošlje WebSocket odjemalcu v uporabnikov brskalnik. 
 
Poudariti je potrebno, da strežniški del za svoje delovanje v transportni plasti 
pravzaprav uporablja dve TCP vtičnici (za vsako uporablja druga vrata). Ena je 
namenjena komunikaciji med modulom za analizo gibanja in strežniškim delom 
modula za vizualni odziv, druga pa komunikaciji med strežniškim in odjemalskim 
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delom modula za vizualni povratni odziv, saj protokola WebSocket in HTTP na 
transportnem sloju oba potrebujeta protokol TCP. 
6.2  Odjemalski del 
Odjemalski del vključuje od strežnika postreženo enostransko spletno 
aplikacijo (ang. Single-Page Application - SPA), ki se izvaja v brskalniku 
uporabnika. Enostranske aplikacije poskušajo imitirati namizne aplikacije znotraj 
brskalnika. Da bi to dosegle, morajo biti hitre in odzivne, in sicer mnogo bolj kot 
navadne spletne strani. 
Prednost spletnih aplikacij na splošno je, da domujejo na strežniku in ne 
zahtevajo namestitve ter posodobitev. Pri namiznih aplikacijah, torej tistih 
aplikacijah, ki jih mora uporabnik na svoj sistem namestiti, ne moremo mimo 
odvisnosti od operacijskega sistema in na njem nameščenih programskih paketov ter 
strojne opreme. Za enostransko spletno aplikacijo smo se odločili tudi na podlagi t. i. 
»big client, thin server« (obilno v odjemalcu, pusto na strežniku) pristopa, ki zmanjša 
količino kode na strežniku, saj zanj nepomembno kodo prestavi v odjemalca 
(strežnika se tiče predvsem podatkovna plast, na odjemalcu pa naj bo predstavitvena 
plast). Na tak način se izboljša uporabniška izkušnja (zmanjšajo se zakasnitve 
uporabniškega vmesnika pri uporabi spletne aplikacije), strežnik pa se razbremeni. 
6.2.1  HTML predloga 
Za izdelavo uporabniškega vmesnika spletne aplikacije smo uporabili 
priljubljeno predlogo (ang. template) HTML5 Boilerplate [55]. V osnovi je to 
datoteka HTML, ki predstavlja ogrodje spletne strani brez uporabniške vsebine z 
mnogimi upoštevanimi dobrimi praksami, kot so optimalno razvrščene HTML 
značke [56] ter vključene pogosto rabljene JavaScript knjižice (jQuery, Modernizr). 
Takšne in drugačne dobre prakse omilijo nekatere pogoste probleme, s katerimi se 
razvijalci srečujejo pri razvijanju spletnih aplikacij in izboljšajo izkušnjo za 
končnega uporabnika. 
Med dobre prakse sodi tudi uporaba t. i. normalizacije prekrivnih slogov CSS 
(ang. Cascading Style Sheets) za prikaz elementov spletne strani. Čeprav naj bi bili 
jeziki za zapis spletnih strani standardizirani in neodvisni od platforme (brskalnika), 
se v praksi redko zgodi, da bi bila spletna stran prikazana enako na vseh brskalnikih. 
Prikaz spletnih strani je različen od brskalnika do brskalnika in na razvijalcu spletne 
strani je, da poskrbi za karseda enoten prikaz v čimveč različnih brskalnikih. Vsak 
brskalnik sledi lastnim CSS pravilom prikaza, zato je dobra praksa v spletno stran 
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vključiti normalizacijsko CSS datoteko. Ta skuša vsakemu brskalniku, ki spletno 
stran naloži, vsiliti svoja CSS pravila prikaza in na ta način torej prepisati (ang. 
override) njegova privzeta. 
Ostali primeri dobrih praks so ustrezno določena struktura map spletne 
aplikacije, dodane datoteke za delo s sistemom za nadzor različic Git, datoteka 
httaccess za konfiguracijo spletnega strežnika Apache, pripravljena koda za sledenje 
Google Analytics in mnoge druge. 
6.2.2  Struktura map in paketni upravljalci 
Ker izdelava sodobne spletne aplikacije zahteva uporabo širokega nabora 
jezikov, različnih tipov datotek in rešitev v obliki že izdelanih knjižic, je izredno 
pomembna dobra organizacija teh vsebin po mapah. V praktičnem delu uporabljena 
struktura map je prikazana na sliki 6.5. 
 
Slika 6.5:  Struktura map spletne aplikacije 
V mapah css in js so prisotne datoteke CSS in JavaScript. Ker je takšnih 
datotek ponavadi zelo veliko, jih dodatno razdelimo na tiste, ki so naš izdelek, in 
tiste, ki so že izdelane (podmapa vendor). V mapi doc je prisotna dokumentacija prej 
opisanega paketa HTML5 Boilerplate. V mapi docs je dokumentacija kode (ang. 
code documentation), ki jo izdelamo z uporabo avtomatizirane rešitve, ki 
dokumentacijo ustvari na podlagi ustrezno oblikovanih komentarjev v izvorni kodi. 
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V mapi partials so prisotni HTML izseki. To so manjši koščki HTML kode, ki jih 
JavaScript ogrodje po potrebi vstavlja in odvzema iz enostranske aplikacije. V mapi 
obj so grafični objekti različnih datotečnih formatov in teksture v obliki slikovnih 
datotek. V mapi img so ostale slikovne datoteke, uporabljene v aplikaciji. V mapi 
data so eksperimentalni podatki gibanja človeškega modela (opisano v 
nadaljevanju). V mapi .git so datoteke sistema za nadzor različic Git. 
V mapi node_modules so shranjeni paketi, ki so bili nameščeni s paketnim 
upravljalcem. Paketni upravljalec je orodje, ki omogoča hitrejšo namestitev 
določenega paketa. V aplikaciji uporabljamo paketni upravljalec Node Package 
Manager (npm), ki je privzeti paketni upravljalec okolja Node.js. 
6.2.3  JavaScript ogrodje 
Za izdelavo dinamične spletne strani smo uporabili priljubljeno JavaScript 
ogrodje Angular.js podjetja Google. Ta tako kot podobna odjemalska JavaScript 
ogrodja (React.js, Vue.js) za delovanje enostranske spletne aplikacije izkorišča 
princip asinhronega osveževanja strani (asinhroni JavaScript in XML, ang. 
Asynchronous JavaScript and XML - AJAX). Angular.js deluje po principu MV* 
(ang. model-view-whatever) in aplikacijo razdela na več osnovnih komponent: 
storitve (ang. services), tovarne (ang. factories), kontrolnike (ang. controllers) in 
direktive (ang. directives). V takšni arhitekturi je bistveno, da je podatkovna plast 
ločena od prikazne (vmesni sloj med njima predstavlja člen whatever, običajno so to 
kontrolniki). 
Angular.js poenostavi upravljanje z dokumentnim objektnim modelom (ang. 
Document Object Model - DOM) tako, da vpelje dvosmerno podatkovno preslikavo 
(ang. two-way data binding). To pomeni, da se uporabnikova interakcija preko 
uporabniškega vmesnika (v HTML) samodejno (brez razvijalčevih eksplicitnih 
klicev v kodi) preslika v JavaScript ali obratno, programsko izvedena sprememba v 
JavaScriptu se samodejno preslika v uporabniški vmesnik v HTML. 
Angular.js omogoča tudi usmerjanje (ang. routing) na odjemalcu, saj ob 
interakciji uporabnika s spletno stranjo ne izvaja polne osvežitve strani (ang. full 
page refresh), temveč z uporabo asinhrone komunikacije strežnik zaproša le za 
manjkajoče podatke, ki jih nato dinamično vstavlja v spletno stran. Angular.js 
izkorišča tudi možnost v specifikaciji HTML5, ki dopušča ustvarjanje HTML značk 
in atributov s poljubnimi oznakami [57]. Z omejevanjem dosega (ang. scope) svojih 
spremenljivk poskuša rešiti problematiko globalnih spremenljivk v brskalniku 
izvajanega JavaScripta. 
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6.3  Upodabljalnik gibanja 
Upodabljalnik gibanja je del modula za vizualni povratni odziv, ki končnemu 
uporabniku upodobi gibanje. Gre torej za z uporabo v tem poglavju opisanih spletnih 
tehnologij razvito dinamično spletno stran (oz. spletno aplikacijo), ki jo poženemo v 
brskalniku in je sestavljena iz uporabniškega vmesnika in že omenjenih abstraktnih 
prikazov in navideznega okolja. Upodabljanje le-teh poteka z uporabo prej opisane 
knjižice Three.js. 
6.3.1  Uporabniški vmesnik 
Izgled uporabniškega vmesnika ob zagonu aplikacije je prikazan na sliki 6.6. 
 
Slika 6.6:  Uporabniški vmesnik spletne aplikacije 
Prisotni so vsi pomembni deli za podajanje vizualne ZPI: navidezno okolje, 
gumb za prikaz in preklapljanje med različnimi abstraktnimi prikazi (Slika 6.6, levo 
zgoraj), upravljalniki predvajanja posnetka (Slika 6.6, spodaj) in upravljalniki ostalih 
funkcij (Slika 6.6, na desni). 
 
Upodabljalnik gibanja ob zagonu nima na voljo podatkov o gibanju, zato 
povratnega odziva ne more prikazati. Prikazovanje se lahko začne šele takrat, ko mu 
jih posreduje strežnik preko WebSocket povezave. Takrat je uporabnik obveščen o 
gibanju s pojavnim oknom (Slika 6.7). 
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Slika 6.7:  Pojavno okno z obvestilom o prejemu podatkov gibanja 
Če uporabnik potrdi, da želi prejeti povratno informacijo, upodabljalnik 
dobljene podatke o gibanju shrani za čas izvajanja aplikacije v brskalniku oz. dokler 
se ne prepišejo z aktualnejšimi. Prikazovanje povratne informacije se lahko prične. 
6.3.2  Predvajanje posnetka 
Povratni odziv se poda v obliki posnetka gibanja. Za začetek predvajanja 
posnetka uporabnik pritisne gumb »Predvajaj« (Slika 6.8, levo). Predvajanje ustavi s 
pritiskom na isti gumb (napis na njem se med predvajanjem spremeni v »Ustavi«). 
Omogočeno je tudi prehajanje med različnimi deli posnetka s premikanjem 
spodnjega drsnika (Slika 6.8, desno). 
 
Slika 6.8:  Upravljalniki predvajanja posnetka 
Hitrost predvajanja posnetka lahko uporabnik v realnem času spreminja z 
drsnikom (Slika 6.9, desno). 
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Slika 6.9:  Ostali upravljalniki upodabljalnika gibanja. Levo upravljalniki prikaza elementov 
navideznega okolja in desno drsnik, s katerim uravnavamo hitrost predvajanja. 
 Predvajanje posnetka temelji na animaciji ključnih slik (ang. key frames). 
Ključna slika v animaciji je posnetek, ki določa začetek ali konec animiranega 
prehoda med dvema izrisanima posnetkoma. V našem primeru ključna slika ustreza 
upodobitvi podatkov ene meritve. Časovni žig meritve tako predstavlja diskretni čas 
začetka naslednjega oziroma konca prejšnjega animiranega prehoda. Animacijo 
izvedemo tako, da za vsako upodobljeno sličico (npr. 60-krat v sekundi) linearno 
interpoliramo novo vmesno vrednost med začetkom in koncem prehoda. Tako se 
izognemo opaznim skokom med upodobitvami posameznih meritev, poleg tega pa 
lahko tudi zelo počasno predvajanje posnetka gibanja (ang. slow motion), ne glede 
na časovni interval zajema meritev, poteka tekoče. 
 
Uporabnik lahko z uporabo radijskih gumbov (ang. radio buttons) (Slika 6.9, 
levo) v realnem času vklaplja in izklaplja prikaz posameznih elementov navideznega 
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okolja. Ti elementi so upodobitev referenčne in trenutne izvedbe, okolica (travnata 
površina in nebo) ter človeški model . 
Upodabljalnik omogoča tudi nadzor uporabnikovega pogleda na navidezno 
okolje. Ob pritisku levega miškinega gumba lahko uporabnik s sočasnim 
premikanjem miške suče pogled po vseh treh oseh (ang. orbit); z določenimi 
omejitvami, saj ne more pod nivo terena. Z uporabo miškinega koleščka lahko 
uporabnik približuje in oddaljuje pogled (ang. dolly). Z držanjem desnega miškinega 
gumba lahko uporabnik s premikanjem miške premešča točko pogleda (ang. pan). 
6.4  Prikazi modula za vizualni povratni odziv 
6.4.1  Priprava referenčnega gibalnega vzorca 
Za namen opisa prikazov modula za vizualni povratni odziv smo uporabili 
podatke o gibalnem vzorcu zamaha palice v golfu, sicer pa je modul z manjšimi 
predelavami namenjen za splošno rabo (podpira vse vrste gibalnih vzorcev, ki 
ustrezajo lastnostim, navedenim v uvodu tega poglavja). Upodobili smo le prvi del 
golf udarca, t. i. zamah nazaj (ang. backswing). Velja namreč, da je ta za pravilen 
udarec žogice ključnega pomena [28]. Tako referenčni kot aktualni zamah sta bila za 
potrebe razvoja posneta vnaprej. 
Referenčna izvedba se ponavadi izbere tako, da najprej vadeči učenec izvede 
veliko število ponovitev, nato pa sam ali v kombinaciji s svojim trenerjem, za 
referenčno izvedbo izbere tisto, ki je bila po njegovem mnenju najbolje izvedena 
[28]. Manjše, kot so razlike med trenutno in referenčno izvedbo, uspešnejše je 
učenec izvedel obravnavani gibalni vzorec. Dovoljene razlike v odstopanju (ang. 
margin of error), da je izvedba še razpoznana kot uspešna, določi človek. 
6.4.2  Naravni prikaz 
Ključni elementi naravnega prikaza gibanja so: 
• položaji markerjev v navideznem okolju; 
• povezave med položaji markerjev v navideznem okolju; 
• model togega gibajočega se telesa v navideznem okolju. 
 
Položaj markerja predstavlja manjša krogla s središčem v izmerjeni točki 
položaja markerja. Povezave med takšnimi kroglami tvorijo tanki podolgovati valji 
(Slika 6.10). Material, uporabljen za markerje in povezave med njimi, je iz 
enobarvne teksture ter uporablja preprosto obliko senčenja imenovano Gouraudovo 
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senčenje (ang. Gouraud shading). Takšen material ustvarimo z pomočjo razreda 
THREE.MeshLamberMaterial. Kot že ime namiguje, se za računanje osvetlitve 
uporabi Lambertov kosinusni zakon, in sicer se v stopnji geometrijskih transformacij 
osvetlitev (barvna vrednost) izračuna vsakemu oglišču na osnovi njegove normale, ki 
predstavlja povprečje normal vseh trikotnikov, ki se stikajo v njem. V rasterizacijski 
stopnji se osnovnim slikovnim elementom osvetlitev določi z interpolacijo med 
osvetlitvami oglišč. Takšna oblika senčenja je primerna za upodabljanje hrapavih 
materialov, ki svetlobo razpršijo enako v vseh smereh (iz vseh smeri so videti enako 
osvetljeni) [34]. 
Položaji markerjev skupaj s povezavami med njimi tvorijo t. i. sled gibanja, ki 
se razvije tekom predvajanja posnetka (Slika 6.10). Po njeni trajektoriji se lahko 
giblje model togega telesa (Slika 6.14). Za uporabo v golfu smo na primer vključili 
model palice (v formatu obj), pri kakšnem drugem gibanju pa bi lahko uporabili 
drugačen model. Model smo izdelali s programsko opremo za načrtovanje modelov 
(ang. 3D modeling software) Blender. Prikazan je na sliki 6.10, desno. 
 
Slika 6.10:  Sled gibanja markerja na glavi golf palice 
Ker brez osvetlitve elementi naravnega prikaza uporabniku ne bi bili vidni, 
smo dodali: 
• direkcijsko luč, ki elemente navideznega okolja osvetli s svetlobo, ki 
povsod upade pod enakim kotom; 
• ambientno luč, ki osvetli vse elemente navideznega okolja enako (ne glede 
na njihov položaj). 
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Položaj direkcijske luči je neskončno oddaljen, kar pomeni, da so si vsi žarki, 
ki osvetljujejo navidezno okolje, vzporedni. Direkcijska luč lahko meče sence. Za 
tvorbo senc Three.js uporabi postopek mapiranja senc (ang. shadow mapping). Z 
uporabo takšnega postopka so deli navideznega okolja, ki niso v neposrednem 
vidnem polju direkcijske osvetlitve povsem neosvetljeni (črni). V realnosti pa 
večkratni odboji svetlobe od predmetov povzročijo tudi osvetlitev tistih delov, ki 
niso v neposrednem vidnem polju svetlobnega vira (npr. v sobi, kjer je edini 
svetlobni vir svetilka na mizi, indirektno osvetlitev dobi tudi del pod mizo). 
Kot smo že napisali v petem poglavju, upodabljanje zaradi pomanjkanja 
računske moči današnjih računalnikov ne more biti simulacija resničnega obnašanja 
fotonov, zato se opisano globalno osvetljevanje (ang. global illumination) 
upodobljenega prizora najpreprosteje reši kar z dodajanjem konstantne ambientne 
osvetlitve, ki so ji podvrženi tudi tisti elementi navideznega okolja, ki jih direkcijska 
luč ne osvetli [31]. 
 
Dodatni elementi naravnega prikaza so: 
• travna površina, na katero mečeta sence model togega telesa (Slika 6.14) in 
model človeka (Slika 6.12). Sled gibanja senc na trato namenoma ne meče; 
• nebo z barvnim prehodom iz bele barve na horizontu v modro barvo v 
zenitu (Slika 6.10, desno); 
• preprosti modeli športnih rekvizitov (npr. model golf žogice) (Slika 6.10); 
• megla v daljavi (Slika 6.6); 
• eksperimentalni model človeka (Slika 6.12). 
 
Travno površino smo izdelali iz simetrične teksture trate (slika png), ki jo 
Three.js s postopkom preslikave teksture, ki osnovne slikovne elemente teksture 
(ang. texels) preslika na osnovne slikovne elemente upodobljene slike, napne kot 
ponavljajočo se teksturo na geometrijo površine tal. 
Nebo smo izdelali kot kroglo. Naše navidezno okolje se nahaja znotraj 
omenjene krogle, zato se upodobi le notranji del le-te. Njen material smo 
sprogramirali v OpenGL jeziku senčilnikov (ang. OpenGL Shading Language - 
GLSL), da smo lahko realistično upodobili barvni prehod neba brez uporabe 
slikovnih tekstur. Ponazoritev navideznega okolja, ki smo ga izdelali, je 
predstavljena s skico na sliki 6.11. 
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Slika 6.11:  Skica navideznega okolja. Znotraj krogle (za lažjo ponazoritev jo na sliki predstavlja 
polkrogla) je površina, ki predstavlja naša tla. Prostor dosega kamere predstavlja celotna gornja 
polobla. 
Človeški model je vključen zgolj eksperimentalno (podatki, ki opisujejo 
njegovo gibanje še niso bili natančno izmerjeni v realnem okolju in so le približno 
določeni). Služil naj bi še naravnejšemu podajanju ZPI. Premikanje človeškega 
modela v posnetku temelji na uporabi tehnike animacije okostja (ang. skeleton 
animation) in sukanja njegovih ključnih točk. Uporabljeni človeški model [58] je 
sestavljen iz 57 ključnih točk, kar je že relativno veliko za prepričljivo realistično 
animacijo človeškega telesa v kompleksnejšem naravnem gibanju. 
 
Slika 6.12:  Eksperimentalni človeški model v gibanju 
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6.4.3  Abstraktni prikazi 
Poleg prikaza v navideznem okolju smo za podajanje abstraktne povratne 
informacije uporabili: 
• tri abstraktne prikaze, ki podajajo odvisnost dveh lastnosti gibanja na 
grafih x(y), y(z) (Slika 6.17) in x(z) (Slika 6.13, 6.14); 
• abstraktni prikaz, ki na števcu (ang. gauge) podaja lastnost navora, ki 
deluje na telo (Slika 6.18); 
• abstraktni prikaz, ki podaja časovno odvisnost več različnih 
medsebojno nepovezanih lastnosti gibanja na skupni časovni osi grafa 
x(t), y(t) in z(t) (Slika 6.19). 
 
Na sliki 6.13 je predstavljen abstraktni prikaz: graf x(z) obravnavanega 
gibalnega vzorca zamaha palice. Na njem je tako kot na drugih abstraktnih prikazih 
sled referenčne izvedbe (referenčni zamah) predstavljena z rumeno, sled trenutne 
(trenutni zamah) pa z vijolično barvo. Sled opisuje gibanje izbranega markerja (v 
našem primeru markerja, nameščenega na glavo golf palice).  
Enak dogovor o uporabljenih barvah velja za navidezno okolje (kot prikazano 
na sliki 6.14). Vidimo lahko, da se abstraktno prikazovanje izvaja sočasno s 
prikazovanjem v navideznem okolju. Za razliko od perspektivne kamere, ki smo jo 
uporabili za prikaz navideznega okolja, smo za abstraktne prikaze uporabili 
ortografsko kamero. Ker ortografska kamera za svoje delovanje uporablja paralelno 
projekcijo, lahko s spreminjanjem položaja gledišča in njene orientacije posnemamo 
dvo-dimenzionalno prikazovanje sledi (izločimo globino pogleda). 
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Slika 6.13:  Abstraktni prikaz - graf x(z). Dvodimenzionalna krivulja predstavlja gibanje palic skozi 
zamah. Gibanje v referenčni izvedbi je predstavljeno z rumeno, gibanje v trenutni pa z vijolično 
barvo. 
 
 
Slika 6.14:  Sočasen abstraktni in naravni prikaz 
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Za vklop abstraktnih prikazov uporabnik pritisne ikono v levem gornjem delu 
(Slika 6.15) in med prikazi po želji ciklično preklaplja oz. jih izklopi. 
 
Slika 6.15:  Vklop abstraktnega prikaza 
Drugi enakovreden način za vklop abstraktnega prikaza je izbor enega izmed 
treh pogledov na naše navidezno okolje (Slika 6.16); po izboru pogleda se aktivira 
tisti abstraktni prikaz, katerega osi so poravnane z osmi navideznega okolja (primer 
na sliki 6.17). 
 
Slika 6.16:  Izbor pogleda 
 
Slika 6.17:  Poravnava osi abstraktnega prikaza z navideznim okoljem 
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Kot že omenjeno, lahko uporabnik v realnem času po želji izklaplja in vklaplja 
elemente navideznega okolja. Navidezno okolje tako lahko prikazujemo brez okolice 
(Slika 6.18), brez modelov (samo sledi gibanj, slika 6.10), izklapljamo pa lahko tudi 
celotno sled (če si npr. želimo podrobneje ogledati le referenčno gibanje, slika 6.19). 
Abstraktni prikazi so v tem pogledu nespremenljivi, saj vedno prikazujejo sled tako 
referenčne kot trenutne izvedbe. 
 
 
Slika 6.18:  Abstraktni prikaz - števec za podajanje navora. Prikazovanje v navideznem okolju se 
lahko izvaja tudi brez okolice. 
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Slika 6.19:  Abstraktni prikaz - prostorsko razčlenjen časovni potek gibanja. V navideznem okolju se 
lahko prikazuje tudi zgolj ene vrsta izvedbe (na sliki referenčna, poleg nje tudi eksperimentalni model 
človeka). 
Kot dodatek je v modul dodana tudi uporaba zvočne ZPI, ki deluje na podlagi 
sonifikacije odstopanja gibalnih spremenljivk od želenih referenčnih vrednosti. Za 
področja večjih razlik ali napak se uporabi močnejša jakost zvoka. Časovni potek 
gibanja ponazorimo z višanjem frekvence zvoka (višina tona). Zvočno ZPI lahko 
vklapljamo ali izklapljamo s pritiskom na gumb z zvočnikom. 
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7  Zaključek 
V magistrski nalogi smo obravnavali pomen zunanje povratne informacije pri 
učenju gibanja. Posebej smo se osredotočili na vizualno povratno informacijo in za 
obstoječi sistem za učenje gibanja razvili modul, ki jo upodablja. Prikazi v razvitem 
modulu temeljijo na podobni vizualizaciji, kot je že bila preizkušena in potrjena v 
raziskavi na primeru udarca v golfu [28]. Hkrati vpeljejo mnoge novosti, ki so lahko 
temelj za nadgradnjo vizualne ZPI, ki je bila uporabljena v omenjeni raziskavi: 
 
• izboljšana je podatkovna struktura za zapis gibanja, ki omogoča zapis 
poljubnega števila skalarnih, 3D in 6DOF gibalnih spremenljivk; 
• v upodabljanje so bili vključeni nekateri dodatni naravni elementi (npr. 
trata, nebo, direkcijska osvetlitev, predmeti mečejo senco); 
• mogoča je sočasna uporaba abstraktne in naravne vizualne ZPI; 
• omogočena je svobodna uporabnikova odločitev o prejemanju ZPI 
(uporabnik lahko ZPI tudi zavrne); 
• izboljšana sta uporabniški vmesnik in interaktivnost (uporabnik 
poljubno suče kamero in realnočasovno vklaplja in izklaplja prikaz 
posameznih elementov navideznega okolja); 
• izdelano je bilo zvezno predvajanje posnetka z interpolacijo med 
sosednjima vzorcema (uporabno za »počasen posnetek«); 
• mogoč je preskok na poljuben trenutek v posnetku; 
• aplikacija in njeno navidezno okolje se realnočasovno prilagajata 
velikosti brskalnikovega okna;  
• v naravni prikaz je mogoče vključiti poljubne 3D modele; 
• delovanje strežniškega dela je optimizirano. 
 
Kako se omenjene izboljšave izkažejo v praksi, bi bilo potrebno preveriti v 
novi uporabniški študiji na primeru udarca v golfu, in jih primerjati z obstoječo 
študijo [28], kar pa presega obseg tega magistrskega dela. Zavedamo se, da ima 
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poleg prednosti izdelana aplikacija še vedno nekaj slabosti, uporabniška študija pa bi 
lahko razkrila nove. Poleg tega bi bilo v tem delu večkrat omenjeno fleksibilnost 
aplikacije potrebno ovrednotiti, tako da bi našo aplikacijo preizkusili tudi na drugih 
gibalnih vzorcih. Dodatno fleksibilnost izdelanega modula bi lahko zagotovili z 
dodajanjem novih funkcionalnosti, npr. možnostjo sprotne ZPI. Čeprav aplikacija 
napake podaja deskriptivno (uporabnik dobi prostorski prikaz odstopanja njegovega 
trenutnega gibanja od referenčnega gibanja), bi lahko vključevala ovrednotenje 
deleža takšnega odstopanja. Aplikacija bi lahko na podlagi omenjenega odstopanja 
tudi primerno obarvala sledi (bolj kot bi bilo gibanje pravilno izvedeno, bolj bi si bili 
barvi trenutne in referenčne izvedbe podobni). 
Manjkajo tudi navodila za uporabo aplikacije in njenega uporabniškega 
vmesnika. Možna bi bila večja fleksibilnost pri prilagajanju uporabniškega vmesnika, 
tako da bi lahko uporabnik posamezne, zanj nepotrebne dele le-tega izklapljal. Za 
resnično uporabnost pri učenju gibalnih vzorcev pa aplikaciji predvsem manjka 
»pedagoške note« - glede na učeni gibalni vzorec bi lahko vključevala pisna navodila 
za pravilno izvedbo vzorca in seznam pogostih napak pri učenju. 
V potencialnem nadaljnjem razvoju aplikacije bi lahko vanjo vključili sistem 
nagrajevanja po vzoru računalniških iger, ki bi uporabnike motiviral k uspešnejšemu 
izvajanju gibalnih vzorcev. Morebiten tehnološki napredek v zajemanju gibanja, ki bi 
temeljilo na strojnem vidu namesto na prepoznavi modela markerjev, omejenega na 
drage sisteme, bi aplikacijo »izstrelil« med uporabnike, saj bi jo lahko ti uporabljali 
skupaj s cenovno precej dostopnejšo strojno opremo (npr. navadno spletno kamero). 
Vsekakor se področju zunanje povratne informacije obeta pestra prihodnost! 
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