Prediksi Kelainan Refraksi Berdasarkan Panjang Sumbu Bola










Penelitian  ini  dilakukan  di Rumah  Sakit Mata  ‘Dr. YAP’ Yogyakarta  dengan  tujuan 
untuk mendapatkan model  yang  baik dalam mencari hubungan  antara panjang  sumbu  bola 
mata  dan  besarnya  kelainan  refraksi  pada  pasien  myopia  axial.  Analisis  ini  lebih  lanjut 
digunakan  sebagai  dasar  dalam  pertimbangan  penentuan  tindak  lanjut  pasien  yang 
mempunyai kelainan panjang sumbu bola mata. Data yang digunakan adalah data sekunder, 
yaitu data panjang  sumbu  bola mata dan  kelainan  refraksi pasien myopia  axial  tahun  2003‐
2006. Analisis statistik yang digunakan adalah analisis regresi bootstrap dengan dua prosedur 
resampling yaitu resampling pada residual dan resampling pada pasangan data. Berdasarkan 







berat yang berakibat hilangnya penglihatan  atau  terjadi kebutaan.  Salah  satu 
penyakit mata  adalah  kelainan  refraksi.  Kelainan  refraksi  ini  terjadi  apabila 
cahaya  tidak  dibiaskan  sebagaimana  mestinya  sehingga  gambaran  yang 
terbentuk terlihat kabur. Kelainan refraksi mempunyai banyak jenis, antara lain 
myopia, hiperopia,  astigmata, dan presbiopi. Myopia merupakan kelainan  refraksi 
yang  relatif  banyak  menyebabkan  gangguan  penglihatan,  myopia  juga 
merupakan salah satu dari lima besar penyebab kebutaan. Myopia mempunyai 
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Dengan  populasi  yang  kecil  ini  timbul  gagasan  untuk  menganalisis 
hubungan  antara  panjang  sumbu  bola  mata  terhadap  besarnya  kelainan 
refraksi, menggunakan analisis regresi bootstrap, karena dengan populasi yang 
kecil kita sulit untuk mengetahui tingkat akurasi statistik yang digunakan. Pada 
data  panjang  sumbu  bola  mata  dan  kelainan  refraksi  juga  belum  terdapat 
asumsi  apapun mengenai distribusi datanya,  sehingga  ini menjadi  salah  satu 
alasan  dalam  penggunaan  bootstrap.  Sebab  bootstrap mempunyai  salah  satu 
keunggulan  bahwa  metode  ini  dapat  digunakan  ketika  bentuk  distribusi 
populasi  yang  dimiliki  tidak  diketahui  atau  tidak  mengasumsikan  apapun 
mengenai distribusi populasinya. 
Analisis  regresi  bootstrap  dapat  dilakukan  dengan  dua  metode 
resampling,  yakni  metode  bootstrap  residual  atau  sampling  dari  n  residual, 
maupun dapat juga dilakukan dengan bootstrap pasangan data aslinya.  
Berdasarkan  latar  belakang  di  atas  maka  permasalahan  yang  akan 
diteliti  dalam  tulisan  ini  adalah  bagaimana  model  yang  paling  baik  untuk 
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Medis  Rumah  Sakit  Mata  ’Dr.  YAP’  Yogyakarta.  Data  sekunder  yang 





Analisis  regresi  adalah  suatu  analisis  statistik yang memanfaatkan hubungan 
antara dua variabel  atau  lebih. Variabel yang digunakan  terdiri dari variabel 
respon  atau  dependen  (Y)  dan  variabel  prediktor  atau  independen  (X).  Jika 
analisis  regresi  dilakukan  untuk  satu  variabel  dependen  dan  satu  variabel 
independen dinamakan regresi sederhana. Model regresi linier sederhana dapat 
dinyatakan dengan model berikut : 







linier  dapat  digunakan metode  komputasi  yakni  bootstraping    linier  regresion 




Metode  bootstrap  adalah  suatu metode  berbasis  komputer  yang  sangat 
potensial untuk dipergunakan pada masalah kestabilan dan keakurasian. Istilah 
bootstrap berasal dari ”pull  oneself up  by  one’s  bootstrap”  (Efron and Tibshirani, 
1993) yang berarti berpijak diatas kaki sendiri, berusaha dengan sumber yang 
minimal. Dalam  sudut  pandang  statistik,  sumber  daya  yang minimal  adalah 
data yang tidak mempunyai asumsi apapun tentang distribusi populasinya. 
Prinsip  dalam  bootstrap  adalah  bahwa  kita memperkirakan  parameter 
untuk  masing‐masing  sampel  yang  diperoleh  dengan  mengambil  sampel 
berukuran  n  dari  nilai‐nilai  data  asli,  sampel  ini  merupakan  sampel  acak 
dengan pengembalian.  
Maksudnya,  dalam  sampel  bootstrap  beberapa  nilai  asli  kita  akan  menjadi 
berulang,  dan  beberapa  diantaranya  tidak  akan  terjadi  sama  sekali.  Sampel 
yang  dibangkitkan  ini  bertujuan  untuk  mendapatkan  nilai  parameter  yang 
mendekati nilai yang  sebenarnya.  Jumlah  iterasi yang mungkin dibangkitkan 











Model  regresi  dinyatakan  dalam model  iii XY εββ ++= 10 ,  dimana  0β  
dan  1β  merupakan parameter dan  ε   adalah  error  atau  residual. Residual  ini  
diasumsikan berdistribusi normal dengan rata‐rata 0 (nol) dan standar deviasi 
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tertentu  ( ),0(~ σε N ).  Sampling  dilakukan  dengan  pengembalian  dengan 
jumlah iterasi maksimal  . nn













yang dihasilkan dari  yye ˆ−= .  












Metode  bootstrap  pasangan  data  adalah metode  resampling  bootstrap 
untuk memperoleh estimasi parameter yang dibangkitkan dari pasangan data 
. Resampling dilakukan dengan pengembalian.  ( ii XY , )




a. Konstruksikan  sampel  dari  data  berpasangan    secara  random 
dengan probabilitas 1/n. Data ini merupakan data asli dari observasi.  
),( ii XY
b. Misal data hasil  random  tersebut dinyatakan dalam  (Y**,X**),  sehingga 
didapat model regresi  εβ += **** XY .  








dari  parameter  yang  didapat  dari  standar  deviasi  empiris  dari  pengulangan 
bootstrap.  Hasil  dinotasikan  dengan  seB,  dimana  B  adalah  banyaknya 
pengulangan  atau  iterasi  sampel  bootstrap  yang  digunakan.  Berikut  adalah 
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Dengan  metode  kuadrat  terkecil,  dari  data  diatas  diperoleh  taksiran  model 
sebagai berikut : 
ii xy 06.23.45ˆ +−=     untuk i=1, 2, …, 8 
Dari model ini didapat nilai residual sebagai berikut : 




Analisis  bootsrap  residual  dapat  dilakukan  dengan  bantuan  program 
pada  lampiran A.  Untuk mendapatkan  nilai  estimasi  yang  lebih  baik  dapat 









bo*  b1*  bo*  b1* 
10  ‐44.079  2.014  9.512  0.319 
30  ‐47.11  2.118  7.718  0.259 
50  ‐44.459  2.03  7.247  0.245 
100  ‐46.116  2.084  6.385  0.214 
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500  ‐44.946  2.045  6.788  0.228 
1000  ‐45.18  2.052  6.828  0.229 
5000  ‐45.293  2.056  6.84  0.23 
10000  ‐45.277  2.055  6.861  0.231 
15000  ‐45.299  2.056  6.743  0.227 
20000  ‐45.233  2.054  6.873  0.231 
 
b. Bootstrap Pasangan Data 
Estimasi  bootstrap  pasangan  data  dapat  dilakukan  dengan  bantuan 
program pada lampiran B. Untuk mendapatkan estimasi parameter yang lebih 






b0**  b1**  b0**  b1** 
10  ‐46.419  2.1932  5.771  0.199 
30  ‐44.013  22.013  6.268  0.218 
50  ‐44.246  2.018  8.663  0.297 
100  ‐45.132  2.051  6.499  0.227 
500  ‐44.669  2.034  7.022  0.244 
1000  ‐45.429  2.059  1.099  0.37 
5000  ‐45.958  2.077  16.624  0.546 
10000  ‐45.763  2.07  15.549  0.513 
15000  ‐45.763  2.071  15.295  0.504 






c. Perbandingan  Hasil  antara  Bootstrap  Residual  dan  Bootstrap 
Pasangan Data 
Untuk  melihat  seberapa  baik  estimasi  parameter  bootstrap  dapat 
mendekati  parameter  yang  sebenarnya,  dapat  ditunjukkan  beberapa  gambar 
berikut: 
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nilai  bo  dengan  OLS.  Sedangkan  estimasi  standar  error  bo  dari  bootstrap 
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Regresi  bootstrap  residual menghasilkan  estimasi  parameter  yang 
lebih  baik  daripada  estimasi  parameter  bootstrap  pasangan  data  untuk 












SEMNAS Matematika dan Pend. Matematika 2006 278 
M – 12 : Prediksi Kelainan Refraksi Berdasarkan …….. 
Iriawan,  Nur,  Septin  Puji  Astuti.  2006.  Mengolah  Data  Statistik  Dengan 
Mudah Menggunakan Minitab 14. Yogyakarta : Andi Offset 
Qoirlina.  2006.  Perbandingan  Antara  Regresi  Bootstrap  Residual  dengan 
Regresi Bootstrap Pasangan Data. Jogjakarta : Fakultas MIPA UII 
Soejoeti,  Z.  1986.  Metode  Statistika  II.  Departemen  Pendidikan  dan 
Kebudayaan Universitas Terbuka. 































#res         
let k1=1          # banyaknya variabel 
let k2=8          # jumlah data 















exec ʹG:\res1.mtbʹ k10      # memanggil subprogram1 
let c11=c9/k10        # bootstrap rata‐rata 
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let c12=(c10‐k10*c11**2)/(k10‐1)   # rumus standar error kuadrat 








#res1         





exec ʹG:\res2.mtbʹ k2       # memanggil subprogram 2 
noecho 
print ʹY*ʹ ʹXʹ 
regress ʹY*ʹ 1 ʹXʹ;      # fungsi regresi 
coeff c8.          # nilai koefisien 
let c9=c9+c8        # nilai koefisien       



















#pairs          
let k1=1          # banyaknya variabel 
let k2=8          # jumlah data 






noecho           
print k2 
print k10 
regress c1 1 c2        #fungsi regresi 
print c1 c2 
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exec ʹG:\pairs1.mtbʹ k10    # memanggil subprogram 1  
let c11=c9/k10        # bootstrap rata‐rata 
let 
c12=(c10‐k10*c11**2)/(k10‐1)  # rumus standar error kuadrat 






#pairs1         





exec ʹG:\pairs2.mtbʹ k2      # memanggil subprogram 2 
noecho 
print ʹY*ʹ ʹX*ʹ 
regress ʹY*ʹ 1 ʹX*ʹ;      # fungsi regresi 
coeff c8.          # koefisien regresi 
let c9=c9+c8        # koefisien regresi     








#pairs2         
let k4=c6(k3) 
let c4(k3)=c1(k4)        # nilai Y* 
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