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Abstract. We compute the Hilbert series, and the graded vector space
structure, of Ext-algebras of quotients of Koszul algebras with almost
linear resolution. The example of the generic determinantal varieties is
treated in detail.
1. Introduction
The Koszul condition for associative algebras was introduced by Priddy
[16]. This condition is satisfied by many interesting algebras, and one can
often perform explicit computations on algebras with this property. The
condition has been generalized in various ways, including to operads [9], to
algebras with relations in a fixed higher degree [4], and to algebras with re-
lations in any degree [6]. Examples of computations in these cases can be
found in many articles, including [2], [1], [15], [8], [5], [11], [17], [3], [10]. See
also [12],[13].
In this article, we will see that it is possible to compute the graded vector
space structure on Ext-groups of quotients of Koszul algebras, whose res-
olution is linear except for the first map, which is homogeneous of a fixed
degree d ≥ 4. We say that the resolution is almost linear. The Ext-groups
are isomorphic to graded pieces of the tensor product of the Koszul dual and
a tensor algebra based on the resolution, see Theorem 3.2.
If A is A Koszul algebra, R the quotient with almost linear resolution, we
prove this result by “reverse engineering” on the spectral sequence
Epq2 = Ext
p
R(k,Ext
q
A(R, k))⇒ Ext
p+q
A (k, k).
There is one drawback; we have to assume that the degree d 6= 3 for our
proof to work. Since the case d = 2 is already known, we will throughout
assume that d ≥ 4.
Examples can be found for instance among determinantal varieties, and
these examples point towards a possible notion of N−Koszul commutative
algebra.
2. Preliminaries on Koszulity
We collect a few definitions and results that will be needed later on.
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2.1. Koszul algebras and Koszul duality. A graded algebra
A =
⊕
m≥0
Am
with A0 = k, the ground field, and generated by the finite dimensional vector
space V = A1 is called Koszul if the minimal resolution of the ground field
is linear:
· · · → A(−2)a2 → A(−1)a1 → A→ k
Under these conditions, we can write A as a quotient of a tensor algebra
A = T (A1)/I,
where the ideal I is generated in degree 2, so that
I2 ⊂ A1 ⊗A1.
The Koszul dual algebra is
A! = T (A∗1)/(I
⊥
2 ),
where V ∗ = Homk(V, k) is the vector space dual, and
I⊥2 = ker(A
∗
1 ⊗A
∗
1 → I
∗
2 ).
When A is Koszul, so is A!. Furthermore,
A!m
∼= ExtmA (k, k),
and the algebra structure on A is the same as the Yoneda algebra structure on
Ext. From the grading of A, it is clear that the Ext-groups have an internal
degree, and in the Koszul case the internal degree of A!m is concentrated in
degree −m (this is a way to rephrase the linearity).
2.2. Generalizations of the Koszul condition. R. Berger introduced the
notion of N-Koszul algebras in [4]. A graded algebra as above, except that the
ideal I is generated in degree N , is called N -Koszul if the graded resolution
of the ground field is alternately linear and of degree N − 1:
· · · → A(−2N)a4 → A(−N − 1)a3 → A(−N)a2 → A(−1)a1 → A→ k
Then the internal grading of the Ext-algebra Ext∗A(k, k) places Ext
i
A(k, k)
in a single degree, −2i if i is even, −2i − 1 if i is odd. In this case, the
A∞-structure on the Ext-algebra, has that the compositions m2 and mN are
the only nonzero compositions, se [8].
T. Cassidy and B. Shelton [6] introduced a more general condition for
Koszulity, namely that the associative structure on the Ext-algebra should
be generated by Ext1 and Ext2. With the restrictions on degrees of ideal
generators for Koszul and N−Koszul algebras, this definition exactly cap-
tures the Koszul and the N−Koszul condition, see for instance [11].
The Koszul condition, under its various guises, makes certain computa-
tions feasible. See for example [1], [8], [15], [5], [2].
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3. Quotients of Koszul algebras
We fix a Koszul algebra A, with a quotient algebra R.
Definition 3.1. The resolution of R as a (left) A-module is
· · · → Pn → Pn−1 → · · · → P1 → P0
where P0 = A. If the ideal I = ker(A→ R) has all its minimal generators in
the same degree d, and that apart from the first map P1 → P0, all differentials
are linear, we say that R has an almost linear resolution. Note that this forces
the resolution to be minimal. Thus
Pi ∼= A(−d− i+ 1)
bi for i ≥ 1, P0 ∼= A.
In this situation, we pick out the generating graded vector space Gi for
the ith syzygy, so that
Pi = Gi ⊗k A.
Thus
Gi ∼= k(−d− i+ 1)
bi
in its internal grading, but it also has cohomological grading placing it in
degree i + 1. The tensor algebra T (⊕G∨i ), where ()
∨ indicates vector space
dual, is graded using the cohomological grading with G∨i in degree i+1, but
also inherits an internal grading from the internal grading of the G∨i . This
grading convention will make sense because of the following theorem, and its
proof:
Theorem 3.2. Assume that R is a quotient of a Koszul algebra A with an
almost linear resolution, and relations in degree d ≥ 4. Then
ExtmR (k, k)
∼= (A! ⊗ T (⊕G∨i ))m
as (internally) graded vector spaces, where A! is the Koszul dual of A and
the Gi are the generating graded vector spaces of the syzygies.
Proof. We consider the change of rings spectral sequence for Ext groups:
Epq2 = Ext
p
R(k,Ext
q
A(R, k))⇒ Ext
p+q
A (k, k).
We know the inner Ext-groups from the projective resolution of R;
Ext∗A(R, k)
∼= HomA(P∗, k) ∼= G
∨
∗ .
Thus
(1) Ext∗R(k,Ext
∗
A(R, k))
∼= Ext∗R(k,G
∨
∗ )
∼= Ext∗R(k, k) ⊗G
∨
∗ .
In words, the ith column in the E2-term is the zeroeth column times the
zeroeth row term in the ith column.
Steps in the proof: First we consider what is known about the limit and
the inital data of this spectral sequence. Our theorem will be proved by
identifying the zeroeth row (q = 0) of the E2-term, since
Ep02 = Ext
p
R(k,Ext
0
A(R, k))
∼= Ext
p
R(k, k).
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Second: We show that the differentials dm are zero whenever the image is
not on the zeroeth row, and are injective if the image is on the zeroeth row.
We will prove this by using the internal degree only.
Third: The results about the differentials imply a recurrence relation on
the ExtpR(k, k) which can be solved to give the theorem.
First we look at the limit term. By Koszulity the spectral sequence con-
verges to A!, and the graded pieces of the limit term are concentrated on the
zeroeth row of the spectral sequence. More precisely, Ep0∞ = A!p = Ext
p
A(k, k),
with internal degree −p. Since our spectral sequence is in the first quadrant,
this limit is achieved for Ep+1, though the spectral sequence as a whole does
not degenerate at any finite step.
Then we look at the initial conditions. The assumption on the resolution
of R means that the zeroeth column (p = 0) in the E2-term is known,
E0q2
∼= G∨q
∼= k(−q − d+ 1)bq , q > 0.
Since all generators for the ideal of R in A have degree d ≥ 4,
Ext1A(k, k)
∼= Ext1R(k, k)
∼= k(−1)b1 .
Since there aren’t any differentials going into the first column, we get one
copy of the zeroeth column, twisted by (−1), for each summand k(−1) in
the first Ext-group. In other words,
E1q2
∼=
⊕
k(−q − d), q > 0.
At this point, we now the two leftmost parts of the E2-term. Writing only
the internal degrees, we have that
...
...
...
−d− 2 −d− 3 ? · · ·
−d− 1 −d− 2 ? · · ·
−d −d− 1 ? · · ·
0 −1 ? · · ·
We now come to the second stage of the proof. Consider first the map
d2 : E
01
2 → E
20
2 .
This is the only differential going into position (2, 0), and so the cokernel
must be the limit term A!2. Also, it is the only differential going out of
position (0, 1), so it is necessarily injective:
0→ E012 → E
20
2 → A
!
2 → 0.
The internal degree of the leftmost term is −d, of the rightmost −2. Thus
the internal degrees of E202 are −d and −2.
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We will show that the internal degrees at any given point in the spectral
sequence are constant modulo d-2.
For the two leftmost columns, this is true (there is only one degree at
each point), and at position (2, 0) the internal degrees are −d and −2, both
congruent to −2 modulo d− 2. Using Equation 1, we see that
E2q2 has degrees − d− 1− q and − 2d− q + 1, q ≥ 1,
so the degrees are constant modulo d − 2 also in this case, congruent to
−q − 3.
Writing only the internal degrees modulo d − 2, we now have this image
of the three leftmost columns of the E2-term:
...
...
...
...
−d− 2 −d− 3 −d− 4,−2d− 2 ? · · ·
−d− 1 −d− 2 −d− 3,−2d− 1 ? · · ·
−d −d− 1 −d− 2,−2d ? · · ·
0 −1 −2,−d ? · · ·
∼
...
...
...
...
−4 −5 −6 ? · · ·
−3 −4 −5 ? · · ·
−2 −3 −4 ? · · ·
0 −1 −2 ? · · ·
At this point, it is clear that the differential d2 : E
0,q
2 → E
2, q−1
2 must be
zero for q > 1, since the source has degree −q − 1 and the image has degree
−2− q modulo d− 2.
We now proceed by induction on the column number p, showing three
statements at once:
1) The internal degrees of Ep02 are all congruent to −p modulo d − 2,
the internal degrees of Epq2 are all congruent to −p − q − 1 modulo
d− 2 for q ≥ 1 .
2) The differentials ds : E
p−s,s−1
s → E
p0
s are injective.
3) The differentials ds : E
p−s,s−1+q
s → E
pq
s are zero for q ≥ 1.
The start of the induction is already taken care of; we have seen these prop-
erties for p ≤ 2.
Assume that all these properties hold to the left of the p-th column. The
possible degrees for Ep02 are −p, coming from the A
!
p in the limit, and the
degree coming from differentials going into Ep02 , namely the degrees of
Ep−2, 12 , E
p−3, 2
2 , · · · , E
p−k,k−1
2 , E
p−p,p−1
2 = E
0,p−1
2 .
By induction, each of these has internal degrees congruent to
−(p− k)− (k − 1)− 1 ∼= −pmod(d− 2).
Therefore all internal degrees of Ep02 are congruent to −p modulo d− 2, and
by Equation 1, Epq2 has internal degrees congruent to
−q − d+ 1− p ∼= −p− q − 1mod(d− 2).
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1) is therefore true also for column p.
For property 3), note that the internal degrees of Epqs must be a subset of
the internal degrees of Epq2 , which are all congruent to −p − q − 1 modulo
d − 2 when q ≥ 1. The source of the differential ds : E
p−s,s−1+q
s → E
pq
s
likewise has internal degrees congruent to
−(p− s)− (s − 1 + q)− 1 = −p− q,
different from −p − q − 1 modulo d − 2 (recall that d ≥ 4). Therefore each
differential ds is zero when the target E
pq
2 has q ≥ 1, and 3) is proved.
Finally, 2) follows since the differential ds : E
p−s,s−1
s → E
p0
s is the only
one starting from position (p− s, s− 1) that is not zero (by induction), and
the limit term Ep−s, s−1∞ is zero, so the differential must be injective. This
concludes the inductive proof of the three statements.
In order to identify to prove that the terms
Ep02
∼= Ext
p
R(k, k)
∼= (A! ⊗ T (⊕G∨i ))p
we now use property 2) inductively, to get an equality of graded vector spaces:
Ep02
∼= A!p ⊕E
p−2,1
2 ⊕ E
p−3,2
2 ⊕ · · · ⊕ E
0,p−1
2
∼= A!p ⊕ (E
p−2,0
2 ⊗G
∨
1 )⊕ (E
p−3,0
2 ⊗G
∨
2 )⊕ · · · ⊕ (E
00
2 ⊗G
∨
p−1)
∼= A!p ⊕ (A
! ⊗ T (⊕G∨i ))p−2 ⊗G
∨
1 ⊕ (A
! ⊗ T (⊕G∨i ))p−3 ⊗G
∨
2⊕
⊕ · · · ⊕ (A! ⊗ T (⊕G∨i ))0 ⊗G
∨
p−1
Since G∨i is in cohomological degree i+ 1, this proves the theorem. 
Corollary 3.3. Under the assumptions of the theorem, the Hilbert series of
Ext∗R(k, k) is the product of the Hilbert series of A
! and T (⊕G∨i ):
Hilb(Ext∗R(k, k))(t) = Hilb(A
!)(t)Hilb(T (⊕G∨i ))(t) =
Hilb(A!)(t)
1− b1t2 − b2t3 − b3t4 − · · ·
.
Remark 3.4. The internal degree can be captured by introducing a second
variable u, so that we get a two-variable Hilbert series
Hilb(Ext∗R(k, k))(t, u) =
∑
dimk Ext
i
R(k, k)−st
ius,
and then the corollary can be refined to
Hilb(Ext∗R(k, k))(t, u) =
Hilb(A!)(tu)
1− b1udt2 − b2ud+1t3 − b3ud+2t4 − · · ·
.
Remark 3.5 (d=3). Part 1) of the inductive argument is still true for d = 3,
but being congruent modulo 3− 2 = 1 is not interesting. In fact, there will
be equal degrees in the source and target of differentials many places in the
spectral sequence in case d = 3, so parts 2) and 3) of the inductive argument
can not be proved by looking only on the degrees.
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On the other hand, the statement of the theorem was found partly by
computer experiments in Macaulay2, [14], mostly in the case d = 3.
Conjecture 3.6. The theorem holds also in case d = 3.
Remark 3.7 (d=2). The theorem holds for d = 2, and also the proof, if
equality modulo d − 2 is exchanged by equality. This reproves a classical
result, see for instance [15] Chapter 2.5.
4. Example: generic determinantal varieties
The symmetric algebra S(V ) is Koszul, so we can in particular discuss
qoutients of this algebra with almost linear resolutions, and their associated
projective schemes.
Let M be a matrix of homogeneous polynomials,
M = (fij), i = 1, · · · , n, j = 1, · · · ,m.
Assume 4 ≤ n ≤ m. Let I be the ideal of maximal (i.e. n × n) minors of
M . Consider in particular the case where
M = (xij)
is a matrix of variables, so that I is the ideal of the generic deteminantal va-
riety in Pnm−1 = P(V ), and let R = k[xij ]/I be the homogeneous coordinate
ring.
The purpose of this section is to present the following example computa-
tion using the main theorem.
Theorem 4.1. The Ext-algebra of the homogeneous coordinate ring R of the
generic determinantal variety in Pnm−1 = P(V ) (4 ≤ n ≤ m) satisfies
ExtlR(k, k)
∼= (ΛV ∗ ⊗ T (⊕G∨i ))l
where ΛV ∗ is the exterior algebra and Gi+1 is the tensor product of the (dual
of the) ith symmetric power of an n-dimensional space and the (i + n)th
exterior power of an m-dimensional space. The Hilbert series is
HilbExt∗R(k, k)(t) =
(1 + t)nm
1−
(
m
n
)
t2 − n
(
m
n+1
)
t3 − · · · −
(
m−2
m−n−1
)(
m
m−1
)
tm−1 −
(
m−1
m−n
)
tm
.
Proof. To prove this, we consider the matrix M as a map between free S(V )-
modules of ranks m and n. Then our algebra R can be considered the coker-
nel of the nth exterior power of this map, and this is resolved by the Eagon-
Northcott complex, see for example Eisenbud’s [7] Theorem A2.10. In the
same reference, an explicit description of the terms of the Eagon-Northcott
complex is given, with ith term equal to the tensor product of the (dual of
the) ith symmetric power of a rank n module and the (i+n)th exterior power
of a rank m module. Eisenbud resolves the ideal, not the quotient algebra,
so we must change the index by one, and take the generating graded vector
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space as before. The differentials in the Eagon-Northcott complex are all
linear, so the conditions of Theorem 3.2 are fulfilled, and the first equality
in the theorem follows.
The formula for the Hilbert series similarly follows from Corollary 3.3, by
recalling that the Hilbert series of the exterior algebra is
HilbΛV ∗ = (1 + t)dimk V = (1 + t)mn.

The same proof would give a similar result for other matrices of linear
forms, as long as the Eagon-Northcott complex is a resolution. In particular,
consider
M =


x0 x1 · · · xs 0 · · · 0
0 x0 · · · xs−1 xs · · · 0
...
...
...
...
...
0 · · · x0 · · · · · · xs−1 xs

 ,
in which case I id the n-th power of the irrelevant ideal in k[x0, · · · , xs]. Here
m = n+ s. In this case, we get that the Hilbert series of the Ext-algebra of
the Artin algebra R = k[x0, · · · , xs]/(x0, x2, · · · , xs)
n is
HilbExtastR (k, k)(t) =
(1 + t)s
1−
(
n+s
n
)
t2 − n
(
n+s
n+1
)
t3 − · · · −
(
n+s−2
s−1
)(
n+s
n+s−1
)
tn+s−1 −
(
n+s−1
s
)
tn+s
.
See [10] for a similar result for the rational normal curve.
5. Context for the result
The generalization of the Koszul condition due to Cassidy and Shelton is
often easy to check negatively, by considering degrees of Ext-groups (see [6]
page 100, where it is shown that the four-dimensional Artin-Schelter algebras
with two generators will not satisfy this condition for degree reasons). The
quotient algebras of Koszul algebras with almost linear resolution pass this
test, i.e. the degrees satisfy the same properties as the degrees of generalized
Koszul algebras in this sense.
Question 5.1. Are quotients of Koszul algebras with almost linear resolu-
tions generalized Koszul algebras in the sense of Cassidy and Shelton? More
generally, what is the algebra structure of the Ext-algebra?
The example of the generic determinantal variety studies a commutative
algebra, all of whose relations are in a fixed degree. There is an operadic
notion of Koszul algebra over a Koszul operad, and a commutative algebra is
Koszul as a commutative algebra if and only if it is Koszul as an associative
algebra. For N−Koszul algebras, there aren’t any commutative examples
(with more than one generator), since the commutativity relation is of degree
two.
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Question 5.2. Is there an operadic notion of N−Koszul algebra over a
Koszul operad, with the property that a commutative algebra with all its
generetors in degree N is N−Koszul if and only if it satisfies the Cassidy-
Shelton condition?
If there is such a condition, it might be formulated in terms of operadic
cohomology, as the N−Koszul condition for associatice algebras can be for-
mulated in terms of Hochschild cohomolgy. The operadic cohomology for
commutative algebras is the Harrison cohomology.
Question 5.3. What is the Harrison cohomology of coordinate ring of the
generic determinantal variety?
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