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Artificial bee colony optimizationIn this paper, a linear phase FIR filter is designed through recently proposed nature inspired optimization
algorithm known as Cuckoo search (CS). A comparative study of Cuckoo search (CS), particle swarm opti-
mization (PSO) and artificial bee colony (ABC) nature inspired optimization methods in the field of linear
phase FIR filter design is also presented. For this purpose, an improved L1 weighted error function is for-
mulated in frequency domain, and minimized through CS, PSO and ABC respectively. The error or objec-
tive function has a controlling parameter wt which controls the amount of ripple in the desired band of
frequency. The performance of FIR filter is examined through three key parameters; Maximum Pass Band
Ripple (MPR), Maximum Stopband Ripple (MSR) and Stopband Attenuation (As). Comparative study and
the simulation results reveal that the designed filter with CS gives better performance in terms of
Maximum Stopband Ripple (MSR), and Stopband Attenuation (As) for low order filter design, and for
higher order it also gives better performance in term of Maximum Passband Ripple (MPR). Superiority
of the proposed technique is also shown through comparison with other recently proposed methods.
 2016 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Filtering is a frequently used signal processing operation, which
plays very crucial role in many signal processing applications such
as in multi-rate systems, communication systems and image
processing etc., [1]. Because of easy implementation, stability and
linear design, finite impulse response (FIR) digital filters are exten-
sively used as component of digital signal processing systems.
Windowing [2] and gradient based methods [3–6] have been very
frequently used for design of FIR filters. The windowing method is
fast, convenient and robust technique but gives suboptimal solu-
tion. Gradient based optimization methods also have two salient
drawbacks: (i) requirement of continuous and differentiable objec-
tive function, (ii) suboptimal solution due to frequent convergence
to local optimum solution. These problems lead to the research for
those optimization methods whose solutions are not affected by
the continuity and differentiability of objective function and local
convergence problem. Nature inspired optimization method orswarm based optimization techniques (SOT) present a paradigm
that solves all these problems.
Nature inspired optimization methods are basically motivated
by natural phenomena’s such as biological process: reproduction,
mutation and interaction; social behavior: flock of birds, schooling
of fish and intelligence of swarm of bees. Recently, nature inspired
methods have been exploited in various field of signal processing
such as EEG signal processing [7–9], satellite image processing
[10], antenna optimization [11], variable bandwidth filter [12]
and channelizers in software defined radio [13] etc. For FIR filter
design, various nature inspired methods are applied such as
genetic algorithm (GA) [14], particle swarm optimization (PSO)
[15–22] and its variants, differential evolution (DE) [23–27], artifi-
cial bee colony (ABC) optimization [28–30], gravitational search
algorithm (GSA) [31–33], Harmony Search Algorithm (HSA) [34–
36] and Cat swarm optimization algorithm (CSOA) [37,38] etc.
The genetic algorithm is very initial algorithm in the field of nature
inspired optimization which is based on ‘‘survival of fittest one”
[14]. FIR filter design, through GA and PSO is presented in [14,15]
with different design specification. PSO method was further
improved from time to time by adding various variants. Recently,
in [16–24] various types of FIR filter are designed by an improved
PSO called Craziness based PSO. In the field of FIR filter design, DE
has also been used as a powerful optimization method. In [24],
effective design of FIR using DE algorithm is proposed. Further,
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Swarm Optimization (DEPSO) [25] and Differential-Evolution algo-
rithm based on reserved gene [26–28] respectively. In [29], an opti-
mization based on honey bee swarm is proposed called ABC
algorithm, and in [30], FIR low pass filter is designed for multi-
rate filter bank with combined effort of ABC and PSO. An optimiza-
tion method inspired by gravity of earth and interaction between
mass is proposed in [31] called gravitational search algorithm
(GSA), and its successful implementation in the field of FIR design
is given in [32,33]. A heuristic algorithm motivated by mimicking
the improvisation of music players has been developed in [34]
named as Harmony Search (HSA). The efficient and accurate FIR fil-
ter design by Harmony Search is presented in [35,36]. In [37], cat
seeking and tracing behavior has inspired to develop an optimiza-
tion method called cat swarm optimization algorithm (CSOA) and
in [38], FIR filters are designed by the same method.
Thus, it can be concluded from the above discussion that there
are various nature inspired optimization methods that have been
applied in the field of FIR filter design. Recently, CS [37–39] has
been touted as a powerful tool for optimizing various type of linear
and nonlinear problem. This optimization technique minimizes the
search space very effectively, and is better than any nature inspired
reported methods without falling in the local minima of the func-
tions. Recently, CS has been implemented in various field of engi-
neering such as spring design optimization, welded beam design
and harmonics elimination [38] etc. But as far as filter design is
concerned, there is no or very less application of CS in this field
so far.
In this paper, therefore, FIR filters are designed by Cuckoo
search optimization method with improved approach. A compara-
tive study is also performed with PSO and ABC using the same cri-
terion. The paper is organized as follows. Section 2 contains
formulation of design problem for FIR filter, Sections 3,4 and 5 pre-
sent an overview of CS, PSO and ABC optimization techniques
along with FIR filter design algorithm respectively. Section 6
describes the simulation results obtained by CS, PSO and ABC algo-
rithms with weighted objective function. Comparative analyses of
the obtained results with recent proposed algorithms in the field of
FIR filter design is also given in this section. Finally, in Section 7,
concluding remarks are given.
2. Problem formulation
In this section, problem formulation for FIR filter design is
described. The Z-transform of FIR filter is mathematically defined
as:
HðzÞ ¼
XN1
n¼0
hðnÞzn ð1Þ
where, h(n) is impulse response of FIR filter and N is length of filter
that’s why ðN  1Þ is order of filter. There are various ways of for-
mulating the design problem presented in literature. In this paper,
type-1 FIR low-pass (LP) and high-pass (HP) filters have been
designed which have symmetric impulse response hðnÞ and odd
length N.
The frequency response of the type 1 prototype filter is given
by:
HðejxÞ ¼ AðxÞejxhðxÞ ð2Þ
where, A(x) is the magnitude response and hðxÞ ¼ ðN  1Þ=2 is
the phase response of the FIR filter. Now, AðxÞ can be written as:
AðxÞ ¼ hðMÞ þ 2
XM1
n¼0
hðnÞ cosððM  nÞxÞ ð3ÞThis can be written into vector form as:
AðxÞ ¼ h  C 0 ð4Þ
where,
h ¼ ½hð0Þ; hð1Þ; hð2Þ; hð3Þ; :::hðMÞ ð5Þ
and
C ¼ 2  ½cosðMxÞ; cosððM  1ÞxÞ; ::: cosðxÞ;1 ð6Þ
Now, the L1-error in pass band and stop band for prototype low
pass filter can be written as:
ep ¼
X
x<xp
jjjAðxÞj  1j  delpj ð7Þ
and
es ¼
X
xs<x<p
jjAðxÞj  delsj ð8Þ
where, delp and dels are the maximum passband and stopband ripple
allowed as a specification for the design of FIR filter. In this work,
the above mentioned two errors have been combined in a weighted
manner so as to give minimum band ripples. The total error func-
tion with a control over the band ripples is given by:
/ðhÞ ¼
X
x<xp
jjjAðxÞj  1j  delpj þwt 
X
xs<x<p
jjAðxÞj  delsj ð9Þ
Eq. (9) can also be written as:
/ðhÞ ¼
X
x<xp
jjjh  C 0j  1j  delpj þwt 
X
xs<x<p
jjh  C 0j  delsj ð10Þ
So, essentially the design of FIR filter problem has been brought
down to finding a vector h which minimizes the function /(h). In
this function, the controlling parameter wt set by the user gives a
handle on the amount of energy to be maintained in the stopband
and passband.
Eq. (10) has been minimized by the CS and the results have been
compared with other popular nature and swarm based optimiza-
tion algorithms such as PSO and ABC.
3. Brief discussion of Cuckoo search optimization
Cuckoo search (CS) is a nature inspired population based global
search optimization algorithm, proposed by Yang and Deb in 2009.
The principle concept of CS is based on brood parasitic behavior of
some Cuckoo spices in combination with Levy flight mechanism of
fruit flies [38,39]. Where Levy flight defines the random walk of
species through which step length and direction is chosen
[38,39]. In general, three types of strategy have defined for brood
parasitism in CS, named as intra specific brood parasitism, cooper-
ative breeding and nest takeover respectively. CS is comprised of
some basic rules proposed by Yang and Deb [38] in which, it is
defined that each Cuckoo can lays one egg at a time, which is fur-
ther dumps into a randomly chosen nest, then the best nest (opti-
mum solution) with high quality of eggs will be carried over to the
next generation. The number of available host nest is kept fixed,
and the egg is discovered through the host bird with a probability
of pa e [0,1] followed by the possibility of completely abandoning
the nest by host bird and build a new nest. An each egg represents
a solution, while every new solution is represented by Cuckoo egg.
It is aimed to use new and best solutions (Cuckoos) in the nests to
replace old one. To begin with algorithm the population of host
nests i.e. ‘n’ are firstly initializes. Then fitness function is evaluated
for each solution and best nest is searched, which corresponds to
minimum fitness value. New solutions (i.e. host nest here) are gen-
erated using Le0vy flight.
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xtþ1i ¼ xti þ a Le0vyðkÞ ð11Þ
where, xti is present solution and x
tþ1
i is solution in next iteration.
Here a (a > 0) represents step size related to the scaling of problem
of interest, and k is Le0vy index which controls the Le0vy motion For
large step Le0vy flight applies powers law which is given as:
Le0vy  u ¼ tk; ð1 < k 6 3Þ ð12Þ
Variance of levy flight distribution is given by:
r2ðtÞ  t2b; for 1 6 b 6 2; ð13Þ
Then fitness function is evaluated for new set of solutions. Com-
parison is done between old fitness with latest one. If, it is better
than old one, then a probability of fraction (pa) of worse nests is
abandoned, and a new nest (solution) is generated, in this way
the best nest is kept. Above process is repeated till stopping crite-
rion is achieved having best fitness value corresponding best nest
while more detail of CS and Levy flight distribution can be found
in [22,38–42].
3.1. Filter design using Cuckoo search optimization algorithm
In this subsection, Cuckoo search is used for design optimized
FIR filter. The following steps should be implemented for design
FIR filter with CS:
Step 1: Specify passband edge frequency (xp), stopband edge
frequency (xs), passband ripple (dp), stopband ripple
ðdsÞ length of filter (N), controlling parameter (wt),
and tolerance (Tol). of FIR filter.
Step 2: Define number of host nest (Ns), step size (a) and
probability (pa), maximum number of iterations.
Step 3: Create initial population of host nests xiðtÞ has dimen-
sion equal to h(n).
Step 4: Evaluate fitness value (F) for each xiðtÞ using Eq. (10).
Step 5: Generate new solution xiðt þ 1Þ for Cuckoo i using Eq.
(11).
Step 6: Calculate fitness value Fðxiðt þ 1ÞÞ at xiðt þ 1Þ by Eq.
(10).
Step 7: Compare the fitness with new solution F(xi(t + 1)), and
other possible solutions (nests) fitness F(xi(t)). If
Fðxiðt þ 1ÞÞ < FðxiðtÞÞ, replace xiðtÞ by xi(t + 1). If F
(xi(t + 1)) > F(xi(t)), then abandon that solution with
the help of probability pa and built new nest (solu-
tions) using Eq. (11). New solutions are accepted to
be xi(t + 1).
Step 8: Select best solution bestðxiðt þ 1ÞÞ from possible solu-
tions xi(t + 1). Check whether F(best(xi(t + 1))) < Tol. If
yes, design FIR filter using best(xi(t + 1)) as h(n) and
terminate the optimization process. If no, check
whether maximum number of iterations has reached
or not. If yes, terminate the program and again start
optimization process with different value of design
and control parameters. If no, go to step 5 and repeat
the steps.
4. Particle swarm optimization
PSO is also nature inspired population optimization algorithm,
which has been developed by Kennedy and Eberhart in 1995. In
PSO, there is no crossover and mutation operators like GA and
DE algorithm have. The concept of PSO is originally motivated by
organized group behaviors of the living creatures that show com-
plicated social behaviors and transformed these observation interms of mathematical algorithm. In PSO, cognitive and social com-
ponent of particles of swarms are used to find new position, which
enables the PSO algorithm to efficiently generate the local solu-
tions. Generally, the possible solution is known as particle position,
while velocities of particles are updated by following equation:
Viðkþ 1Þ ¼wViðkÞþ c1/1ðPibestðkÞ  PiðkÞÞ þ c2/2ðGbestðkÞ PiðkÞÞ
ð14Þ
and position is updated by:
Piðkþ 1Þ ¼ PiðkÞ þ Viðkþ 1Þ ð15Þ
here, w is a weight factor (0 <w < 1), c1 and c2 are cognitive and
social acceleration factors respectively, and /1, /2 are uniformly dis-
tributed random numbers having range from 0 to 1. At each of iter-
ation, the objective function (fitness function) is evaluated by its
position vector Pi(k). The position, which corresponding to the best
fitness value is known as ’’pbest’’ and the overall best values of par-
ticles is called ‘‘gbest”.
4.1. Filter design using particle swarm optimization algorithm
In this subsection, PSO is utilized for efficient design of FIR filter.
The following steps should be implemented for the design FIR filter
with PSO:
Step 1: Specify passband edge frequency (xp), stopband edge
frequency (xs), passband ripple (dp), stopband ripple
ðdsÞ length of filter (N), controlling parameter (wt),
and tolerance (Tol) of FIR filter.
Step 2: Define swarm size (s), control parameters
ðw; c1 and c2;/1 and /2Þ and maximum number of
iteration.
Step 3: Create initial population particles positions PiðkÞ has
dimensioned equal to hðnÞ and velocity vector Vi(k).
Step 4: Calculate fitness value (F) from Eq. (10) for each parti-
cle position Pi(k).
Step 5: Compute new particle position Pi(k + 1) and velocities
Vi(k + 1) for all particles from Eq. (15) and Eq. (14)
respectively.
Step 6: Calculate fitness value for new particle positions F
(Pi(k + 1)).
Step 7: Check if F(Pi(k + 1)) < F(Pibest(k)). If yes, assign
Pibest(k + 1) = Pi(k + 1), update and follow the next step.
If not, then check whether maximum number of itera-
tions is achieved. If yes, terminate the program and
start optimization process again with different value
of design and control parameters. If not, go to step 5
and repeat the steps.
Step 8: Checkwhether fitness value of Gbestðkþ 1Þ 6 Tol: If yes,
design FIR filter using Gbest(k + 1) as h(n) and terminate
the optimization process. If not, check whether maxi-
mum number of iterations has achieved or not. If yes,
terminate the program and start optimization process
again with different value of design and control para-
meters. If not, go to step 5 and repeat the steps.
The common flow graph of proposed algorithm is presented in
Fig. 1. In algorithm xi for CS, Pi for PSO and SPi for ABC are com-
monly replaced by solution of problem (soli).
5. Artificial bee colony optimization
ABC is a population-based nature inspired optimization algo-
rithm, which has been developed by Karaboga in 2005. It is based
on the study of food procuring methodology of honey bees where,
No
Yes
No
Yes
END
Get optimized h(n) corresponding to ( ( 1))+ibest sol t . Finally design filter 
using Eq. (4). 
If
( ( ( 1)))+ <iObj best sol t Tol
If
Obj (sol
i
(t+1))<Obj (sol
i
(t))
Use different criterions for employed SOTs [CS, ABC and PSO] in 
this work to choose best solution, and get best solution  
Calculate ( ( ( 1)))+iObj best sol t
No Yes
Iteration < Max. NOI
Gets updated solution using updating equations of 
employed SOTs
Evaluate its fitness Obj using Eqns. (10).
Start
Calculate Fitness function Obj for each solution
using Eqns. (10) 
Specify Filter parameters: ωp, ωs, N
and SOTs parameters.
Create initial population of solutions with 
dimension equal to number of h(n) 
Fig. 1. Flow chart of proposed algorithm for FIR filter design.
I. Sharma et al. / Engineering Science and Technology, an International Journal 19 (2016) 1564–1572 1567all the food source positions represent a set of possible solutions to
the given optimization problem. Honey bees are categorized as
employed bees, onlooker bees and scout bees. Initially, the food
source positions are randomly generated in the virtual search
space and all the available bees are equally divided into employed
and onlooker bees in the hive. These bees are positioned onto food
sources and nectar amount (fitness value or objective function) is
evaluated. The neighbor food position is calculated as:
SPiðc þ 1Þ ¼ SPiðcÞ þ viðSPiðcÞ  SPkðcÞÞ ð16Þ
where, vi is the randomly initialized in the range [1, +1], c defines
cycle and k is index which is randomly initialized and different from
i. If the nectar amount or fitness value is higher than previous one
then employed bee stores the current value and shares her informa-
tion with other onlooker bees, while the position food source is
replaced by current position value, otherwise position is kept as
its previous value. Generally, every food source has only one
employed bee that bees are equal to food sources. After arriving
at limit, if the current position i.e. SPiðcÞ of food source i is not
improved up to the mark, then the food source i is derelict and
employed bee becomes scout bee. Now, the scout bee starts a ran-
dom search for a new food source and if the new one gives betterresult, then the new position is updated as SPi(c + 1), this procedure
is repeated until the termination criterion is satisfied. A detailed
discussion on ABC optimization algorithm can be found in [22–
23,28].
5.1. Filter design using artificial bee colony optimization algorithm
In this subsection, artificial bee colony optimization is used for
design optimized FIR filter. The following steps should be imple-
mented for the design of FIR filter with ABC:
Step 1: Specify passband edge frequency (xp), stopband edge
frequency (xs), passband ripple (dp), stopband ripple
(ds), length of filter (N), controlling parameter (wt)
and tolerance value (Tol).
Step 2: Define food source, maximum number of iterations,
and limit.
Step 3: Create initial population of artificial bee food source
positions SPiðcÞ has dimensions equal to h(n).
Step 4: Calculate fitness value (F) from Eq. (10) for each
source position.
Step 5: Produce new food source positions ðSPiðc þ 1ÞÞ for
employed bees using Eq. (16).
Step 6: Calculate fitness value FðSPiðc þ 1ÞÞ for new source
positions (SPi(c + 1)).
Step 7: Check, whether FðSPiðc þ 1ÞÞ < FðSPiðcÞÞ onlooker
bees. If yes, ðSPiðc þ 1ÞÞ is memorized by artificial
onlooker bees and follow next step. If not, then
increase the counter by 1. Then checkwhether counter
is reached up to limit value or not. If yes, determine the
new randomly generated source position for the case
of scout bee as (SPi(c + 1)) and go to step 8. If not, then
select the source position for the case of onlooker bees
using Eq. (16) and updated as, then go to step 6.
Step 8: Select best source position (best(SPi(c + 1))) among
updated source position by onlooker bees. Check if F
(best(SPi(c + 1))) < Tol. If yes, then design filter using
best(SPi(c + 1)) as h(n) and terminate the optimization
process. If not, then check whether maximum number
of iterations is reached or not. If yes, terminate algo-
rithm and start the optimization process again with
different value of design and control parameters. If
not, then go to step 5 and follow further steps.
6. Experimentation and result
In this section, different design examples are illustrated with
simulation results and discussion base on the improved developed
method. Flow chart of proposed methodology is also shown in
Fig. 1. Effectiveness of the proposed methodology is demonstrated
through the following performance parameters given as:
Stopband attenuation:
As ¼ 20log10jH0ðxÞj; for x  ðxs;pÞ ð17Þ
Maximum Pass Band Ripple:
In case of low pass filter (LPF)
MPRLP ¼ maxx<xp ðHðejxÞÞ ð18Þ
In case of high pass filter (HPF)
MPRHP ¼ maxxp<x<pðHðejxÞÞ ð19Þ
Maximum Stopband Error:
In case of low pass filter (LPF)
MSRLP ¼ maxxs<x<pðHðejxÞÞ ð20Þ
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Fig. 2. Lowpass Filter optimized by PSO, ABC and Cuckoo search algorithm (N = 31), (a) magnitude response in dB (b) magnitude response in normalized sense.
Table 1
Performance parameters of low pass FIR filter design by CS PSO and ABC algorithms.
Algorithms Filter
length
(N)
Maximum
Pass band
Ripple
Maximum
Stopband
Ripple
Stopband
Attenuation (As)
in dB
21 0.0577 0.0156 28.8603
C 31 0.0642 0.0131 35.9755
S 41 0.0337 0.0100 45.3490
51 0.0343 0.0043 53.6146
21 0.0221 0.0667 17.8896
P 31 0.0225 0.0395 23.0163
S 41 0.0229 0.0207 30.1577
O 51 0.0312 0.0102 46.8515
21 0.0109 0.0923 15.3842
A 31 0.0381 0.0855 22.4221
B 41 0.0282 0.0737 31.4417
C 51 0.0459 0.0374 46.9576
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MSRHP ¼ maxx<xs ðHðejxÞÞ ð21Þ6.1. Design examples
Example I: In this example, Type-1 LPF using CS, PSO and ABC
methods with N = 31, wt = 5, xp = 0.4, xs = 0.45, dp = 0.1 and
ds = 0.01 design parameters has been illustrated. The resulting per-
formances parameters obtained for CS, PSO and ABC methods are
as follows:
Max Passband Ripple ¼ 0:0642;Max Stopband Ripple
¼ 0:0131;As ¼ 35:9755 dB(a)
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Fig. 3. High pass Filter optimized by Cuckoo search, PSO and ABC optimization algorithmMax Passband Ripple ¼ 0:0225;Max Stopband Ripple
¼ 0:0395;As ¼ 23:0163 dBMax Passband Ripple ¼ 0:0381;Max Stopband Ripple
¼ 0:0855;As ¼ 22:4221 dB
Fig. 2(a) and (b) are showing the magnitude response (dB), mag-
nitude response (normalized) respectively. Table 1 includes other
design examples for low pass FIR filter design and Table 5 contains
the optimized filter coefficients for this design example.
Example II: In this example, design of Type-1 HPF has been pre-
sented using CS, PSO and ABC algorithms with required design
parameters such as N = 31, wt = 5, xp = 0.4, xs = 0.45, dp = 0.1 and
ds = 0.01. The resulting performances parameters obtained for CS,
PSO and ABC methods are as follows:
Max Passband Ripple ¼ 0:1403;Max Stopband Ripple
¼ 0:0226;As ¼ 55:3181 dBMax Passband Ripple ¼ 0:0250;Max Stopband Ripple
¼ 0:0942;As ¼ 21:6230 dBMax Passband Ripple ¼ 0:1052;Max Stopband Ripple
¼ 0:0307;As ¼ 30:2570 dB
Fig. 3(a) and (b) depicts the magnitude response (dB) and mag-
nitude response (normalized) respectively. Table 2 includes other
design examples for high pass FIR filter design and Table 6 includes
the optimized filter coefficients for this design example.(b)
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(N = 31), (a) magnitude response in dB (b) magnitude response in normalized sense.
Table 2
Performance parameters of high pass FIR filter design by CS PSO and ABC algorithms.
Algorithms Filter
length
(N)
Maximum
Pass band
Ripple
Maximum
Stopband
Ripple
Stopband
Attenuation (As)
in dB
21 0.0260 0.0014 33.0466
C 31 0.1403 0.0048 55.3181
S 41 0.0145 0.0099 40.0738
51 0.0015 0.0031 62.1986
21 0.0403 0.0226 16.7184
P 31 0.2500 0.0942 21.6230
S 41 0.0406 0.0253 23.7342
O 51 0.0236 0.0072 50.1314
21 0.0303 0.0852 21.3866
A 31 0.1052 0.0307 30.2570
B 41 0.0358 0.0067 43.3719
C 51 0.4691 0.0256 45.2968
Table 3
Performance parameters of Band Pass FIR filter design by CS, PSO and ABC algorithms.
Algorithms Filter
length
(N)
Maximum
Pass band
Ripple
Maximum
Stopband
Ripple
Stopband
Attenuation (As)
in dB
21 0.0474 0.0395 30.1615
C 31 0.0180 0.0309 31.5024
S 41 0.0110 0.0060 51.7953
51 0.0044 0.0048 46.6972
21 0.0541 0.0561 48.5622
P 31 0.0285 0.0106 42.5030
S 41 0.0144 0.0074 52.9307
O 51 0.0054 0.0068 47.2961
21 0.0876 0.0424 32.5487
A 31 0.0286 0.0096 41.0492
B 41 0.0103 0.0081 48.3876
C 51 0.0108 0.0041 49.0373
Table 4
Performance parameters of Band Stop FIR filter design by CS PSO and ABC algorithms.
Algorithms Filter
length
(N)
Maximum
Pass band
Ripple
Maximum
Stopband
Ripple
Stopband
Attenuation (As)
in dB
21 0.0015 0.2894 11.0145
C 31 0.0014 0.1552 16.1825
S 41 0.0016 0.1351 18.4663
51 0.0012 0.1521 17.2601
21 0.0018 0.2733 12.6862
P 31 0.0016 0.1608 16.1732
S 41 0.0018 0.1291 18.9731
O 51 0.0018 0.1566 17.1099
21 0.0021 0.2691 11.4019
A 31 0.0019 0.1748 16.208
B 41 0.0020 0.1303 18.8548
C 51 0.0020 0.1500 17.5502
Table 5
LP filter coefficient for N = 31.
h(n) CSO PSO ABC
h(1) = h(31) 0.002392 0.004832 0.007369
h(2) = h(30) 0.005356 0.000709 0.001032
h(3) = h(29) 0.002083 0.010263 0.015921
h(4) = h(28) 0.007884 0.005746 0.005422
h(5) = h(27) 0.013334 0.013911 0.019298
h(6) = h(26) 0.002517 0.015977 0.018647
h(7) = h(25) 0.022452 0.012595 0.017707
h(8) = h(24) 0.015739 0.030305 0.034580
h(9) = h(23) 0.023287 0.002013 0.006657
h(10) = h(22) 0.045502 0.046208 0.051550
h(11) = h(21) 0.000265 0.023134 0.019224
h(12) = h(20) 0.072247 0.060616 0.065849
h(13) = h(19) 0.063252 0.078822 0.076931
h(14) = h(18) 0.090739 0.070796 0.075448
h(15) = h(17) 0.304312 0.308608 0.308477
h(16) 0.403843 0.425599 0.420416
Table 6
HP filter coefficient for N = 31.
h(n) CSO PSO ABC
h(1) = h(31) 0.002581 0.003031 0.003953
h(2) = h(30) 0.000619 0.003663 0.007419
h(3) = h(29) 0.008887 0.005399 0.004457
h(4) = h(28) 0.006195 0.010115 0.015437
h(5) = h(27) 0.014030 0.005012 0.005515
h(6) = h(26) 0.011768 0.018746 0.022819
h(7) = h(25) 0.021889 0.000113 0.010440
h(8) = h(24) 0.020530 0.028843 0.029314
h(9) = h(23) 0.027157 0.011931 0.022642
h(10) = h(22) 0.022359 0.039234 0.035293
h(11) = h(21) 0.041797 0.035933 0.047309
h(12) = h(20) 0.017616 0.0484160 0.042643
h(13) = h(19) 0.087314 0.08790 0.096990
h(14) = h(18) 0.011690 0.054471 0.048952
h(15) = h(17) 0.3060619 0.311915 0.315826
h(16) 0.499754 0.556665 0.552107
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methods with N = 31, wt = 5, xs1 = 0.25, xp1 = 0.35, xp2 = 0.65,
xs2 = 0.75 dp = 0.1 and ds = 0.01 design parameters has been illus-
trated. The resulting performances parameters obtained for CS,
PSO and ABC methods are as follows:
Max Passband Ripple ¼ 0:0180;Max Stopband Ripple
¼ 0:0309;As ¼ 31:5024 dB
Max Passband Ripple ¼ 0:0110;Max Stopband Ripple
¼ 0:0060;As ¼ 51:7953 dB
Max Passband Ripple ¼ 0:0474;Max Stopband Ripple
¼ 0:0395;As ¼ 30:1615 dB
Fig. 4(a) and (b) are showing the magnitude response (dB), mag-
nitude response (normalized) respectively. Table 3 includes other
design examples for band pass FIR filter design and Table 7 con-
tains the optimized filter coefficients for this design example.
Example IV: In this example, design of Type-1 BSF has been pre-
sented using CS, PSO and ABC algorithms with N = 31, wt = 5,
xs1 = 0.25, xp1 = 0.35, xp2 = 0.75, dp = 0.1 and ds = 0.01. The result-
ing performances parameters obtained for CS, PSO and ABC meth-
ods are as follows:
Max Passband Ripple ¼ 0:0014;Max Stopband Ripple
¼ 0:1552;As ¼ 16:1825 dB
Max Passband Ripple ¼ 0:0016;Max Stopband Ripple
¼ 0:1351;As ¼ 18:4663 dBMax Passband Ripple ¼ 0:0012;Max Stopband Ripple
¼ 0:1521;As ¼ 17:2601 dB
Fig. 5(a) and (b) depicts the magnitude response (dB) and mag-
nitude response (normalized) respectively. Table 4 includes other
design examples for band stop filter design and Table 8 includes
the optimized filter coefficients for this design example.
It can be inferred from Table 1, for Low pass FIR filter design, CS
algorithms gives better performance in term of Maximum Stop
Band Ripple (MSR) and Stopband Attenuation (As) for lower order.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Normalised Frequency---->
M
ag
ni
tu
de
--
--
>
CS
PSO
ABC
0 0.2 0.4 0.6 0.8 1
-50
-40
-30
-20
-10
0
10
Normalised Frequency---->
M
ag
ni
tu
de
 in
 d
B-
--
->
CS
PSO
ABC
(a) (b) 
Fig. 5. Band Stop Filter optimized by Cuckoo search, PSO and ABC optimization algorithm (N = 31), (a) magnitude response in dB (b) magnitude response in normalized sense.
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Fig. 4. Band Pass Filter optimized by Cuckoo search, PSO and ABC optimization algorithm (N = 31), (a) magnitude response in dB (b) magnitude response in normalized sense.
Table 8
BS filter coefficient for N = 31.
h(n) CSO PSO ABC
h(1) = h(31) 0.000000 0.000800 0.000200
h(2) = h(30) 0.000100 0.002100 0.000000
h(3) = h(29) 0.000600 0.000900 0.001800
h(4) = h(28) 0.001200 0.00200 0.003200
h(5) = h(27) 0.008500 0.012400 0.014800
h(6) = h(26) 0.002800 0.000100 0.002200
h(7) = h(25) 0.030300 0.028900 0.026000
h(8) = h(24) 0.001900 0.000900 0.000500
h(9) = h(23) 0.043200 0.044300 0.042900
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Table 2 shows that CS gives better performance in term of all three
parameters for high pass FIR filter design. The variation of perfor-
mance parameters with respect to wt is summarized in Table 9.
While, Fig. 6(a) and (b) are depicting the magnitude response in
dB and normalized magnitude variation with respect to wt respec-
tively. It can be concluded from Table 5, that FIR filter has best per-
formance parameters near about wt = 5. The simulation results
obtained for CS algorithm are presented in Table 9, while perfor-
mance is shown through Fig. 6. The order of performance parame-
ters is same for PSO and ABC with respect to wt.Table 7
BP filter coefficient for N = 31.
h(n) CSO PSO ABC
h(1) = h(31) 0.000000 0.000200 0.001400
h(2) = h(30) 0.000000 0.011100 0.011300
h(3) = h(29) 0.000900 0.000300 0.001600
h(4) = h(28) 0.023300 0.022200 0.022600
h(5) = h(27) 0.000800 0.001000 0.001100
h(6) = h(26) 0.004200 0.005000 0.004600
h(7) = h(25) 0.000200 0.001400 0.000100
h(8) = h(24) 0.052900 0.057300 0.0573 00
h(9) = h(23) 0.000200 0.001200 0.000000
h(10) = h(22) 0.056100 0.047300 0.047700
h(11) = h(21) 0.000300 0.000600 0.000800
h(12) = h(20) 0.082400 0.093100 0.092700
h(13) = h(19) 0.000900 0.000200 0.001500
h(14) = h(18) 0.299100 0.296400 0.296400
h(15) = h(17) 0.000500 0.000000 0.000800
h(16) 0.406300 0.394500 0.394700
h(10) = h(22) 0.047100 0.052500 0.053500
h(11) = h(21) 0.046800 0.045300 0.044700
h(12) = h(20) 0.004700 0.010200 0.009700
h(13) = h(19) 0.059300 0.057900 0.058000
h(14) = h(18) 0.268200 0.268100 0.270300
h(15) = h(17) 0.062900 0.065500 0.062500
h(16) 0.504000 0.508200 0.511000
Table 9
Performance Parameter variation with respect to wt for N = 31.
Algorithms Weight
(wt)
Maximum
Pass band
Ripple
Maximum
Stopband
Ripple
Stopband
Attenuation (As)
in dB
1 0.0195 0.1273 17.9027
C 2 0.0272 0.0724 22.7962
3 0.0374 0.0467 26.6088
S 4 0.0623 0.0173 35.2204
5 0.0642 0.0131 35.9755
6 0.0677 0.0314 33.5662
7 0.1019 0.0418 27.5669
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In Table 10, comparison of all three designs (FIR design with
weighted objective function using CS, PSO and ABC) are carried
out with other existing methods [24–28,31,35,37,43,44]. For this
purpose, LP, HP, BP and BS FIR filter are designed with same filter
length N ¼ 21 and specifications as given in existing literatures. It
can be concluded from this comparative study that CS algorithm
gives best performance among these techniques in terms of stop-
band ripple for low pass filter and passband ripple for high pass fil-
ter with high stopband attenuation. PSO algorithm also gives better
performance in terms of passband and stopband ripple with lowTable 10
Comparison with other algorithms for FIR filters.
Types of
algorithms
Type of
filter
Filter length
(N)
M
R
Algorithm [24] HP 21 0
Algorithm [25] LP 21 0
Algorithm [26] LP 21 0
Algorithm [27] LP 21 0
Algorithm [28] LP 21 0
Algorithm [31] LP 21 0
HP 21 0
Algorithm [35] LP 21 0
HP 21 0
BP 21 0
BS 21 0
Algorithm [37] LP 21 0
HP 21 0
BP 21 0
BS 21 0
Algorithm [17] LP 21 0
Algorithm [43] LP 21 0
Algorithm [44] LP 21 1
CS With improved Objective
Function
LP 21 0
PSO LP 21 0
ABC LP 21 0
CS With improved Objective
Function
HP 21 0
PSO HP 21 0
ABC HP 21 0stopband attenuation. ABC algorithm gives minimum ripple in
passband for low pass filter; but for high pass, CS gives better
performance.aximum Pass band
ipple
Maximum Stopband
Ripple
Stopband Attenuation (As)
in dB
.126 0.0722 22.83
.08 approx. 0.09 approx. –
.291 0.271 <27
.04 0.07 –
.119 0.02188 33.2
.1400 0.01746 35.16
.140 0.02027 33.86
.164 0.01998 33.99
.132 0.02085 33.62
.1630 0.0189 –
.1210 0.0226 –
.1290 0.0277 28.03
.1290 0.0213 33.86
.1420 0.0186 –
.1610 0.0203 –
.075 0.071 –
.04 – –
.037 – –
.0577 0.0156 28.8603
.0221 0.0667 17.8896
.0109 0.0923 15.3842
.0014 0.0260 33.0466
.0403 0.0226 16.7184
.0303 0.0852 21.3866
1572 I. Sharma et al. / Engineering Science and Technology, an International Journal 19 (2016) 1564–1572Figs. 7 and 8 are depicted statistical analysis of proposed
method with other existing approaches in term of average percent-
age difference (APD) [19] of MPR and MSR respectively. APD is cal-
culated using Eq. (22). The analysis clearly shows, in term of MPR
all three methods (CS, PSO and ABC) are gives better performance
as compare to existing approaches for proposed improve design
formulation. In term of MSR, CS promises better performance as
compare to PSO and ABC. Therefore, it is clear from comparative
study and statistical analysis, CSmethod gives best FIR filter design
as compared to other existing methods.
APD ¼ avrage of maxjripplejother maxjripplejproposed
avrage of maxjripplejother
 100%
ð22Þ7. Conclusion
In this paper, a controlled fitness function based design of linear
phase FIR filter is presented. The controlling parameter has been
set experimentally to give best performance parameters. The
resulting fitness function is optimized using CS, PSO and ABC opti-
mization algorithms. Results have been simulated using three nat-
ure inspired meta-heuristics methods, and results have been
compared. It is evident from the results that the given method per-
forms well for filter design using CS, PSO and ABC techniques.
When compared, it has concluded that CS has given best perfor-
mance among three optimization methods. Controlling parameter
introduces more flexibility than other existing methods. In future
work, a way to automatically decide the controlling parameter is
being worked upon.
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