Abstract: Farnesyltranseferase inhibitors (FTIs) are one of the most promising classes of anticancer agents, but though some compounds in this category are in clinical trials there are no marketed drugs in this class yet. Quantitative structureactivity relationship (QSAR) models can be used for predicting the activity of FTI candidates in early stages of drug discovery. In this study 192 imidazole-containing FTIs were obtained from the literature, structures of the molecules were optimized using Hyperchem software, and molecular descriptors were calculated using Dragon software. The most suitable descriptors were selected using genetic algorithms-partial least squares (GA-PLS) and stepwise regression, and indicated that the volume, shape and polarity of the FTIs are important for their activities. 2D-QSAR models were prepared using both linear methods, i.e., multiple linear regression (MLR), and non-linear methods, i.e., artificial neural networks (ANN) and support vector machines (SVM). The proposed QSAR models were validated using internal and external validation methods. The results show that the proposed 2D-QSAR models are valid and that they can be applied to predict the activities of imidazole-containing FTIs. The prediction capability of the 2D-QSAR (linear and non-linear) models is comparable to and somewhat better than that of previous 3D-QSAR models and the non-linear models are more accurate than the linear models.
INTRODUCTION
Ras proteins play an essential role in regulating and stimulating proteins involved in cell growth. Mutations in the ras gene can cause permanent activation of proteins leading to uncontrolled cell growth and division. Mutation of the ras gene is found in 30% of cancers. To be activated, Ras proteins should be coupled with a 15-carbon isoprenyl group in a reaction that is catalyzed by protein farnesyltransferase (FT). Therefore farnesyltranseferase inhibitors (FTIs) have been studied extensively as candidates for interfering with Ras operation and hence for cancer chemotherapy. Recently, other mechanisms for FTIs to modulate tumor growth have been reported [1] [2] [3] [4] [5] . In addition, FTIs can cause lysis of Plasmodium falciparum and have been studied as novel antimalarial agents [6, 7] and as therapeutic interventions for other parasitic diseases such as Chagas disease [8] . By inhibition of FT, the signal transduction pathway was stopped and cell proliferation was arrested. Many classes of FTIs have been reported such as non-thiol, non-peptidic, imidazole-or non-imidazole-containing compounds, but among them the imidazole-containing candidates are the most active class of FTIs and some of them have been studied in clinical trials, such as tipifarnib ( Fig. 1 ) which is currently being tested for treatment of acute myeloid leukemia (AML) [4, 5] . Because of its high potency as an FTI, many compounds were synthesized based on the tipifarnib pharmacophore, but with modifications to its structure, such as those of Abbott Laboratories, based on elimination of ring B and transfer of ring D, which have considerable FT inhibitory activity (see references cited in [9] ).
Modeling and prediction of the activities of drugs and drug-like molecules are critical for decreasing the cost and time of new drug discovery as well for understanding the mechanism of drug action. Quantitative structure-activity relationships (QSAR) are mathematical or computational models constructed to find a correlation between the structures and the activities of drugs [10] . The most common kinds of QSAR models are 2D and 3D. 2D-QSAR models correlate the activities of drug-like molecules to structural patterns without consideration of the 3-dimensional (3D) conformations of the molecules, but 3D-QSAR models correlate the activities to properties that manifestly depend on the 3D conformations of the molecules, such as non-covalent interaction fields calculated at points surrounding the molecules [11] .
There are some studies predicting the activities of different classes of FTIs in the literature using 2D-QSAR models. González and coworkers investigated the activities of thiol and non-thiol peptidomimetic FTIs using genetic neural network methods [12] . Fernandez et al. correlated FTI activities to trihalobenzocycloheptapyridine structures with 2D autocorrelation descriptors using multiple linear regression (MLR) and artificial neural network (ANN) methods [13] . The inhibitory activities of a benzo[f]perhydroisoindole (BPHI) series on FT were analyzed using partial least squares and response surface modeling [14] . Bayesian regularized neural networks were applied to predict the activities of FTIs with diverse structures [15] . In addition, Chaurasia and coworkers proposed QSAR models to predict tetrahydroquinoline-based FTI activities using physicochemical properties [16] . Recently, FTI activities of 2,5-diaminobenzophenone derivatives were predicted using 2D chemical drawings [17] and also QSAR of imidazole containing tetrahydrobenzodiazepines as FTIs were studied [18] . Xie et al. applied 3D-QSAR models to predict the activities of imidazole-containing FTIs in a recent study [19, 9] . They used comparative molecular field analysis (COMFA) and comparative molecular similarity indices analysis (COM-SIA) (the most popular approaches of 3D-QSAR) to predict the activities of imidazole-containing FTIs [9] . However, no 2D-QSAR study has been reported for those compounds. 3D-QSAR models have some advantages, but also major disadvantages [11, 20] . From a practical aspect, 2D-QSAR models are easy to use and can be easier and faster to develop than 3D-QSAR models [21] . 2D-QSAR models avoid the obstacle of how best to align the 3D-structures of the molecules, which is required in 3D-QSAR. They can also prove to be practical and helpful since the QSARs can be expressed in terms of important and interpretable descriptors.
In this study 192 imidazole-containing FTIs were employed to construct 2D-QSAR models using different chemometric methods. The models were developed using MLR, ANN and support vector machine (SVM) methods to predict the IC 50 s of the imidazole-containing FTIs. Molecular descriptors were selected by genetic algorithms-partial least squares (GA-PLS) and stepwise-regression methods and the validities of the developed models were checked by internal and external validation methods. The accuracy of the models was compared with that of the previously reported 3D-QSAR models [9] .
MATERIALS AND METHODS

Data Set
The pIC 50 (negative logarithm of the 50% enzyme inhibitory concentration) values of 192 imidazole-containing FTIs were collected from the literature [9] . This data set is composed of eight different groups of imidazole-containing FTIs. Fig. (2) shows the structures of these compounds. In order to compare the results of this study (2D-QSAR) with the previous study (3D-QSAR), the same carefully-selected training and test sets were used in model development [9] .
Molecular Descriptors
In order to calculate molecular descriptors, the structures of the compounds were drawn using Hyperchem 8.0 software and pre-optimized with the molecular mechanics force field (MM+) method and then AM1 semiempirical calculations were performed to optimize the 3D geometries of the molecules with the Polak-Ribière (conjugate gradient) algorithm. The optimized structures from Hyperchem 8.0 software were fed into the Dragon 3.0 software and the molecular descriptors of these compounds were calculated.
Selection of Descriptors
In order to reduce the number of descriptors, the descriptors of 156 compounds in the training set with more than 50% repeated values or collinear descriptors (R>0.9) were excluded and then further reduction of the number of descriptors was performed with GA-PLS. GA simulates the process of natural evolution and has been shown to be an acceptable method to reduce the number of descriptors [22] . Also a combination of PLS, a valuable tool for data reduction, and GA was applied to reduce the number of descriptors [23, 24] . GA-PLS was run in MATLAB 7.8 software using the program written by Leardi [25] . The population size of genetic algorithms was considered as 100. 10% of the descriptors with top scores were selected and then the descriptor selection was done using stepwise regression. High correlations with response and low inter-correlation between descriptors (using Pearson correlation) were considered as selection criteria before stepwise regression.
Model Building
MLR Model
The selected descriptors were used to develop a MLR equation using SPSS 11.5 software. Statistical properties of the proposed equation such as the correlation coefficient (R), the adjusted correlation coefficient (R adj ), the standard error of estimate (SEE), the probability values (p-value) of each descriptor, and the Fischer statistic or variance ratio (F) recommended by Dearden et al. [26] were considered. The proposed model was validated using the leave one-out (LOO) method to evaluate prediction capability of the model.
ANN with the Levenberg-Marquardt Algorithm
ANNs mimic human brain process information. An ANN has a multilayer structure (input layer, hidden layer and output layer) that consists of neurons and connections between neurons by synapses. Selected descriptors are neurons of the input layer and pIC 50 values of compounds are the output neurons. Neurons of the hidden layer connect neurons of the input and output layers. This network can form a non-linear relationship between independent (input) and dependent (output) parameters. The strength of the synapse between two neurons is calculated by its weight [27] . There are different algorithms for weight update functions in the literature. Recently, the Levenberg-Marquardt algorithm was characterized as one of the most effective algorithm in QSAR study [27] [28] [29] . In this study, we used the nftool (network-fitting tool) toolbox of MATLAB 7.8 software to train the network. This toolbox is user-friendly and uses Levenberg-Marquardt back propagation algorithms (Trainlim) for ANN training. For training a valid network to avoid overfitting, the 156 data points of the training set described above for MLR were randomly classified into training (70%), validation (15%) and test (15%) sets using the software. A threelayer network with three neurons in the hidden layer was designed.
SVM
SVM is a statistical learning method proposed by Vapnik [30] . This is a relatively new non-linear method in QSAR study. Some QSAR models were proposed using SVM in recent years [31] [32] [33] . This method constructs a hyperplane in a multidimensional space which provides the minimum error by employing a non-linear kernel function for classification or regression tasks. There are some parameters which should be optimized in SVM analysis. One of the parameters is the capacity parameter (C) which is a regularization parameter that adjusts maximizing the distance from the hyperplane to any training set data points and minimizing the error. Another parameter is which is related to noise in the data. A common type of kernel function is a radial basis function (RBF) [34] [35] [36] [37] . This function has a parameter ( ) which should be optimized and controls the generalization ability of the SVM. The C and parameters were optimized using the leave-many-out cross-validation method. SVM was performed using STATISTICA 7 software.
External Validation of the Proposed Models and Comparison of the Models
In order to check the validity of the proposed models and to compare the prediction capabilities of the models, an external data set (test set) composed of 36 data points is used in this study. A set of statistical criteria proposed in the literature [38] for use with an external test set was considered, including:
where R 2 is the coefficient of determination (correlation coefficient) between the predicted and observed values of pIC 50 . 
where R 0 2 is the correlation coefficient obtained using predicted values relative to a regression line fit to experimental values and required to pass through the origin and R 0 '2 is the corresponding correlation coefficient obtained using experimental values relative to a regression line fit to predicted values and required to pass through the origin. K and K' are the slopes of regression lines through the origin for fits to experimental and predicted data, respectively [38] .
Another criteria also was proposed by Roy and Roy [39] to evaluate the external predictability of QSAR models:
in which R m 2 > 0.5 indicates the good external predictability of QSAR models.
The accuracy of the proposed models was compared using the average absolute error (AAE), which is defined as: Table 1 shows the details of the selected descriptors obtained using GA-PLS and stepwise regression in which less than 1 descriptor per 14 compounds was selected. These results show that a combination of 2D and 3D descriptors was best for predicting the pIC 50 of the studied structures. Four of the selected descriptors are 2D-autocorrelation descriptors. These descriptors are used in QSAR studies to calculate the spatial distribution of molecular properties. Fernandez and coworkers used 2D-autocorrelation descriptors to construct QSAR models of trihalobenzocycloheptapyridine containing FTIs [13] . In addition, other 2D descriptors such as topological, BCUT, and Galvez topological charge indices are selected. Also, there are four 3D descriptors including geometrical, 3D-MoRSE, WHIM and GETAWAY among the selected descriptors. Based on the selected descriptors, both the volume and polarity of the molecules are important for the activity of the studied compounds. In addition, the shape of the molecule is important.
RESULTS AND DISCUSSION
Selection of Descriptors
A correlation matrix shows that there is no intercorrelation (R < 0.6) between the selected descriptors ( Table  2 ) and reveals that the selected descriptors are linearly independent and hence can be used together in the development of QSAR models.
Model Building Using Different Methods
The selected descriptors were used to develop QSAR models using MLR, ANN and SVM. A linear model was proposed as the simplest and most straightforward model. Table 3 shows the coefficients, their SEE and the p-value of the selected descriptors. Statistical information that is necessary for validation of QSAR models is listed in Table 4 for the proposed models in this study. The results show that the correlation coefficient is acceptable and there is no significant difference between R and R adj . Internal cross-validation using leave-one-out (LOO) analysis (q loo =0.727) shows that the proposed MLR is predictive. Fig. (3) shows the influence of the number of descriptors on R and R adj for the developed model. The increase in R adj after the addition of each descriptor confirms the influence of all the selected descriptors [26] . Fig. (3) . Effects of the number of descriptors (according to Table 1 ) on R and R adj to evaluate the influence of the selected descriptors.
In the next stage, data was used to develop an ANN model in which the number of optimal hidden neurons is three. The statistical parameters of the developed ANN model for the data set which was divided into training, validation and test sets are shown in Table 4 . There are no significant changes between statistical properties of these sets. In addition, external validation was performed (see Materials and Methods section) and the results show that the trained network is valid and no over-fitting occurred.
Finally, SVM models were developed using the selected descriptors. The optimization of the SVM parameters (C , and ) was done with 10-fold cross-validation using the STATISTICA 7 software. A robust model is developed by selecting parameters that give the lowest error. The optimized values of C, and were 7, 0.001 and 0.110 and the statistical properties of the proposed SVM model for the training set are listed in Table 4 . Predicted and absolute error (AE) values using MLR, ANN and SVM models are listed in Table 5 . 
External Validation of the Proposed Models
To confirm that the models would be useful for application to compounds other than those in the training set and for comparison of the three proposed models, external validation was performed using the 36 data point test set that was not used in descriptor selection and model building. The predicted values for the test set for different models are given in Table 5 . Fig. (4) shows the experimental versus predicted values for training (156 data points) and test sets (36 data points). The AAE values of training and test compounds are summarized in Table 6 . Careful review of these data reveals that the developed models possess good prediction capability. To further confirm this observation, some statistical criteria for evaluating the prediction capability and robustness of the model were calculated for the external test set (see Table 7 ) and revealed that the proposed models built using MLR, ANN and SVM are robust and valid for external prediction. Fig. (4) . Experimental versus predicted pIC50 values using MLR, ANN and SVM models. 
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Comparison of the MLR, ANN and SVM 2D-models and 3D-models Table 5 shows the predicted pIC 50 values along with AE values for the MLR, ANN and SVM models for 192 data points (156 in the training set and 36 in the test set). The AAE's for the ANN and SVM models are better than those for the MLR model ( Table 6 ) and R for these non-linear models is also greater than that for the MLR model (Tables 4  and 7) , revealing that the SVM and ANN models are more accurate than the MLR model.
Also we compared AAE values of the new models for the test set (36 data points) with those of the 3D-QSAR models using COMFA and COMSIA [9] in Fig. (5) . These results show that the 2D-QSAR models predict the IC 50 's of imidazole-based FTIs in the test set more accurately than the 3D-QSAR models. Considering that 2D-QSAR models are simpler than 3D-QSAR models, the new models represent a significant advance over the previous work.
CONCLUSION
In this study different chemometric methods were used to build models to predict the activities of imidazole-containing farnesyltransferase inhibitors. A large collection of descriptors was used to represent the FTI structures. The results indicate that the volume, shape and polarity are important for the activity of the studied compounds and the proposed 2D-QSAR models constructed using linear (MLR) and nonlinear (ANN and SVM) methods can be used to predict accurately the activities of FTIs. The non-linear models are superior to the linear model in this work. In addition, the prediction accuracy of the 2D-QSAR models is comparable and slightly better than that of previously published 3D-QSAR models. The proposed models could be used in drug design for evaluation of novel imidazole-containing FTIs. 
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