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Abstract 
The demand for and on data centers continue to pose several power, cooling, and performance constraints associated with operational, 
economic and environmental inefficiency. Sensor Based Information Systems (SBIS) are one of the best practices for addressing these 
constraints. The aim of the paper is to review the research on the applications of SBIS in data centers and discusses the opportunities for 
utilizing SBIS to support the business functions of the data centers including the management of cooling, power delivery and computing 
platforms. Although the use of sensors to monitor temperature, smoke, heat and security is considered an old practice in data centers, the 
full utilization and integration of these sensors into information systems to automate data centre management functions, inform decision 
making in data centre management and transform data centers to improve their operational, economic and environmental performance 
appears to be very limited.  The paper reviews the current literature and concludes that there is a dearth for empirical studies that focus on 
the use of SBIS and the benefits of SBIS to the data centers. Thus, the paper calls for more theoretical and empirical research to 
investigate the utilization of SBIS to manage data centers’ platforms and its impact on data centers performance. 
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Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA. 
 
Keywords: Sensors; Information System; Monitoring; Data Centers; Adoption. 
1. Introduction 
Data centers are business facilities that normally encompass two platforms—the information and communication 
technology platform (ICTP) and the critical site support platform (CSSP) [1-2]. ICTPs are comprised of compact IT zones 
that include telecommunication equipment (such as servers, network equipment, and storage devices) as well as computing 
hardware [3].  CSSP includes equipment that supplies cooling and power to the core IT equipment. The inefficiency of 
ICTP and CSSP operations of data centers is becoming a non-negligible risk to business performance because of the rise of 
operation costs, the consumption and availability of energy, inefficiency of resource utilization which could directly impact 
the business continuity and the environmental responsibility of IT departments [4-5]. Improving the operational 
performance (e.g. operation cost, processing optimization) and environmental performance (e.g. reducing energy 
consumption, improving water efficiency) is therefore at the forefront of organizations’ actions for supporting business 
continuity [6]. 
A number of consultants, regulatory institutions and experimental research have introduced Sensors as well as Sensor 
Based Information Systems (SBIS) and SBIS enabled best practices to make data centers economically sound and 
environmentally friendly [7-8]. Both vendor and experimental research shows that SBIS can be used to increase the 
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efficiency of data centre airflow management [9], power management [10], and computing resources load and demand 
management [11]. Despite these potentials of SBIS, the extent to which data centers have adopted and used SBIS and SBIS 
enabled practices has not yet researched.  
Furthermore, data centre can leverage SBIS capabilities to improve their operational, cost performance as well as 
environmental footprint. The SBIS functionalities within a data centre platform can be classified into; ICTP functionalities, 
and CSSP functionalities. Traditionally, data centers have been using sensors for computing thermal management [12], and 
air-flow and thermal management at facility level [13]. However, the full realization of SBIS functionalities requires SBIS 
use beyond this limited scope. For instance, in order for Data Centre operators to improve their energy consumption, they 
would need to go beyond the traditional use of SBIS to an extended level of infusion and utilization such as optimizing air 
performance and management, and management of computing resource [2, 10]. Existing vendor and experimental research 
shows that the use of SBIS capabilities and functionalities can bring potential value to data centre in operational, 
economical and environmental terms [9-11]. The functionalities of SBIS can help data centers to improve energy efficiency, 
improve workload placement, and reduce the cost of running data centers. Nevertheless, due to the lack of empirical 
research that have investigated this area, the actual SBIS value to data centers and their impact on the performance of data 
centers is not yet explored. Therefore, this paper addresses the following research questions: (1) To what extent are SBIS 
used in Data Centers? (2) What is the impact of SBIS use on data centers performance? 
The rest of the paper is organized as follows. Section two presents a background about SBIS, data centre issues and the 
areas where SBIS can be used to help tackle some data centre problems. Section three discusses the method used for 
identifying the literature review and the results of literature. This is followed by contribution and considerations for future 
research and conclusion remarks. 
2. Background 
2.1. Sensors and Sensor Based Information Systems 
In its simplest form, a sensor is a small chip that is capable of converting a physical phenomenon such as heat, light, 
sound, or motion into electrical or other signals by detecting and identifying the surroundings environment (physical 
property); the objects within that environment (to a certain degree of accuracy) and communicate that information with 
other systems which can manipulate the information differently [14]. There are many different types of sensors such as 
optical (radiant) sensors, magnetic sensors, thermal sensors, mechanical sensors, chemical (biochemical) sensors, and 
acoustic sensors [15]. 
The convergence between sensors role and IS role can result in an enhanced sense-aware IS platform (Meijer, 2008). 
‘Sensorization together with mechanization and informatization will bring about the third industrial revolution of full 
automation or robotization.’ [14]. The role played by IS within an organizations context can be classified into three roles; to 
automate, inform and transform [16]. ‘When information technology substitutes for human effort, it automates a task or 
process. When information technology augments human effort, it informs a task or process. When information technology 
restructures, it transforms a set of tasks or processes’ [17]. The intrinsic value of sensors lie behind the information they can 
provide about the surrounding environment. Their basic role is to monitor and report by detecting, identifying, quantifying, 
measuring and locating any object within their detection range. Drawing on roles of IS and Sensors, the present research 
introduces the idea of a new IS subfield referred as Sensor based information systems (SBIS). SBIS therefore refers to any 
information system that uses sensor(s) which is directly or indirectly connected to one or more sensors and/or applications 
and/or appliances in order to automate, inform and/or transform a given task or process or appliance.  
Sensor technology and SBIS are widely used in military, automotive and building applications [18, 19]. In military and 
defense applications, sensors were adopted for the purpose of surveillance, detecting and tracking objects. In the automotive 
systems, sensors were adopted for the purpose of increasing performance, safety and drivers' convenience. Current 
applications of automotive sensing include air bag triggers, reverse detection system, anti-theft, illumination level 
management, anti-rollover, vehicle stability, and GPS navigation systems. In traffic management, sensor systems are 
integrated into more sophisticated applications such as managing lane departure and lane-changing systems, and driver 
vigilance monitoring. In buildings applications, sensors are integrated with buildings management systems (BMS) to help 
perform several tasks such as the monitoring and controlling of cooling, lighting, safety and security systems. Although 
there was a gradual trend in sensor systems use, a considerable variation exists in the extent of a sensors use in those 
domains and in other domains, such as transportation, manufacturing, agriculture and food industry [18-20].   
The advantages of sensors and SBIS in the context of infrastructure management include early failure diagnosing, quality 
control automation, quality increase, flexibility and comfort, process optimization, application effectiveness, resource 
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optimization, energy efficiency, productivity and economy increase, cost reduction, pollution reduction, and waste and 
disposal reduction [2, 5, 14, 18]. 
Sensors and SBIS capabilities and their unique characteristics hold great potential for applications in several domains,. 
This is supported by the SBIS functionalities to perform effective monitoring, analyzing and controlling tasks. Such 
advantages of SBIS make their utilization ideal in various domains, especially for the purpose of energy conservation, and 
business automation [19].  This implies that, data centers, as business facilities that contain large IT infrastructure and 
significant energy consumers, are one of the areas that can benefit from the use of SBIS in economic, operational and 
environmental terms. 
2.2. Data Centers and Current Considerations 
There is an increase in the demand by businesses and institutions for data processing and information systems, as well as 
computing resources, to support their operations [21-22]. This increase has created a need for larger fault-tolerance systems 
that can meet the growing requirement for handling large amounts of data storage and processing. Consequently, this 
increasing demand of businesses and institutions for IT support has resulted in the growth of data centers’ volume and size. 
The increase in the global demand on data centre poses some challenges for data centre owners and managers. Thus, 
improving the operational, economic and environmental performance of data centers operations has become a priority for 
every data centre managers [4, 6] Table 1 provides a summary of some data centers’ issues identified from references [1, 2, 
5, 6, 13, 21, 23]. 
 
Table 1. A summary of some current data centers’ operational performance issues. 
 
Category  Cause Major Issues  
Cooling Platform x inefficiency of old systems 
x electronics density and heat 
discharge  
x Inefficiency of the facility design. 
x Mismatch between cooling 
capacity and data centre 
infrastructure 
 reducing the energy consumption. 
 cost of updating old cooling systems. 
 limitation of data centre design. 
 conserving cooling for the most desired area.  
 optimising cooling based on thermal activity. 
 reducing amounts of liquid cooling water 
consumption   
 utilising new technique such as free cooling. 
 relocating facilities to cold-weather areas or to area 
near water supply . 
Power Platform x Inefficiency of old systems 
x increased demand for electricity 
x lack of accurate energy 
measurement 
x difficulties  in retrofitting the 
existing power systems  
 reducing the cost of electricity bill. 
 reducing the wastage of energy during conversion 
process. 
 cost of upgrading to smart power systems. 
 optimising the power performance through new 
technologies and redesign of power network.  
 improving efficiency without effecting power supply. 
 increasing the portion of renewable energy against 
the non-renewable energy usage. 
Computing 
Platform 
x inefficiency of old infrastructure 
x increased demand for computing 
processing. 
x mismatching power drain with the 
actual processing amount. 
x power drain and heat discharge by 
servers.   
x vulnerability of infrastructure to 
weather conditions 
 reducing the energy consumption of computing. 
 cost of retrofitting or upgrading  old IT assets. 
 optimising the usage IT resource (e.g. workload 
automation). 
 need to optimise data processing time. 
 adapting the processing time with the demand 
change. 
 improving risk management and early alarm systems 
through intelligently monitoring of the infrastructure. 
 keeping with the pace of accelerated technology 
change. 
 
Data centers can utilize the power of IS to overcome some of the key issues to data centers including energy use and 
resource management [24]. For example, some proposes that IS can solves various data centre problems and offer various 
opportunities including the improvement of infrastructure resource utilization, resource on-demand provisioning, share 
balancing optimization, lifecycle management, and quality of service, capacity planning, and infrastructure monitoring and 
security [3, 6, 25]. Out of which, the use of SBIS is promoted as one of the best practice to overcome data centre issues [7, 
8]. In the following section the literature on SBIS applications in data centers will be reviewed. 
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3. LITERATURE REVIEW: Potential and Real Application of Sensors and SBIS in Data Centers 
3.1. Method 
In order to get a sense of the current state of studies on SBIS applications in data centers, we examined academic 
literature published between 2004 and 2012. The review began with a search of seven premier academic IS journals:  IEEE 
explore, MIS Quarterly, Information Systems Research, Journal of the AIS Journal of MIS,  Information Systems Journal 
and European Journal of Information Systems. However, we only found three relevant papers related to SBIS in IEEE 
explore. Given that the applications of SBIS are still emerging and there is relatively shortage in publications, we expanded 
the search by including all conference and journal publications indexed in Google Scholar. 
3.2. Literature 
The use of sensors and SBIS in data centers can be classified  into built-in sensors (e.g., sensors that are embedded in 
hardware, such as CPU sensors,) and, facility management sensors (e.g., stand-alone sensors such smock detectors, 
occupancy sensors), and equipment-based sensors (e.g., sensors that are placed on racks, CRAC units).. The built-in sensors 
are standardized by computing manufacturers to monitor the temperature and humidity of internal servers’ components, 
such as in monitoring CPU performance [12]. Facility management sensors are standardized by building management 
systems to monitor and control the temperature and humidity of a facility, to control lighting, and to support the security and 
safety of an entire data centre facility [13]. Equipment-based sensors are an advanced method of utilizing sensors by placing 
them in the most critical areas that need better monitoring or efficiency [19]. These classes of sensor can support both ICTP 
and CSSP operations. However, in their actual application in data centers, these different classes are rarely being integrated. 
Within the CSSP, most data centre or facility managers use BMS to automate and informate a limited operational 
processes. This includes monitoring the occupancy of a data centre facility as well as the temperature, airflow and water 
flow of cooling systems [2]. In most cases, BMS is used for automating cooling, lighting and security systems. Within the 
ICTP, the current use of SBIS is limited to monitoring CPU performance in order to allow the operators to control minor 
processes. For example, an SBIS communicates via sensors that are built into the motherboard; these sensors permit the 
operator to observe the CPU status to execute tasks or processes through manual control (such as turning off overheated 
servers). This is formally done through the use of basic and/or single interface that is either in-house built system or an 
interface that comes as a part of the server’s management package. 
Nevertheless, the full realization of SBIS’s potentials requires the application of SBIS beyond the narrow traditional use 
[9]. For instance, in order for data centre operators to improve their energy consumption, they would need to go beyond the 
traditional use of SBIS to an extended level, such as for optimizing air flow management through smart integration of 
sensors and collaboration and management of computing resources. 
 
In summary, our literature search found quite few researches that have studied the SBIS application in the data centers 
and uncovered the various SBIS potential that can be observed through utilization of SBIS features (see table 2). The 
literature from table 2 shows the great underlying potential of SBIS for data centers. For instance, reference [23] designed 
and tested an SBIS that monitors the temperature of a DC’s environment at the resource control and workload migration 
levels. They placed sensors motes on racks and in the aisles to measure the temperature, on Computer Room Air 
Conditioners (CRAC) to measure the heat distribution, and in the air distribution plenum to measure the air pressure. They 
found that such an SBIS is beneficial for reducing the DC cooling costs through improving energy efficiency.  
Reference [29] proposed heat flow model using temporal sensors data. Their model aim was to characterizes the 
recirculation of the hot air inside DCs and provide an alternative method (other than the computational fluid dynamics 
(CFD)) to evaluate the DC thermal performance in a quick manner. They found that their model was capable of providing 
accurate, quantitative and quick thermal evaluation and can improve temperature predictions. Reference [33] proposed the 
sensor data centre (SDC) approach. Their purpose was to create a warehouse system of effective sensor data that can store, 
retrieve, and possess a large amount of data from spatio-temporal sensors within a DC environment. They found that their 
approach can reduce sensors data processing delay, and enhance the scalability. 
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Table 2. Sample Summary literature of Sensor and SBIS application in data centers. 
 
Authors Objective/Aim Method Finding/Result 
[23] design of data center systems and solutions that 
monitor the temperature of the environment and adapt, 
at the resource control and workload migration levels, 
to lower the total costs of ownership (TCO) and 
improve operational efficiency 
CFD modeling 
 
temperature-aware designs can  be quite beneficial in 
reducing the cooling costs incurred in a data center. 
In addition, it Enabled rapid responses to thermal 
failover situations and provide graceful degradation in 
such cases. 
[26] proposed approach to temperature modulation is based 
on migrating workload between servers to achieve a 
thermally balanced load distribution across a PDC. 
Simulation 
 
results show that managers can derive and implement 
simple heuristics in the data center OS to minimize the 
cost of computing workload placement decisions. 
[27] applied formalism to the dilemma of reducing the 
energy consumption of the server at hosting centers 
that are running multiple applications with the goal of 
meeting performance-based SLAs per the requests of 
clients.  
CSIM 
simulation 
package. 
by doing this control, it can save on the average around 
$35 per day in electricity for the 285 server system used 
in simulation. 
[28] proposing a methodology and two Rack Cooling 
Indices (RCIs) for analyzing the thermal environment 
in data centers, telecom central offices, and other 
mission critical facilities. 
CFD modeling 
 
 
 
the outcome showed that Index is capable of helping to 
evaluate the health of the equipment room in two 
scenarios—managing existing environments or 
designing new environments. 
[29] propose an thermal performance evaluation model 
which uses temperature information from onboard and 
ambient sensors 
CFD 
simulation 
 
the abstract model and cross interference can 
characterize the recirculation of the datacenter not only 
accurately, but also quantitatively. 
[30] developed a method for intelligent workload allocation 
that efficiently maps the workloads and leverages 
heterogeneity characteristics to the best fitting 
platforms.. 
Experimental 
 
the results showed an average improvement of 20% of 
the power efficiency of the data center. 
 
[31] developed general methodology and a theoretical 
framework for performance management and 
autonomic power of high performance–distributed 
computing centers. 
DEVS 
modeling & 
simulation  
Framework 
results show around 72% savings in power while 
maintaining performance as compared to static power 
management techniques  
[32] developed The GreenCloud architecture which aims to 
reduce the power consumption of data centers, while 
keeping the centers’ performance levels high enough 
to satisfy their users. 
Workload 
emulator  
 
results show that up to 27% of the energy can be saved 
when applying GreenCloud architecture. 
[33] focus on the problem of load imbalance due to data 
access skews that adversely affects the timeliness of 
parallel sensor data processing in the data centers. 
Simulation present an adaptive data replication method to address 
access skews in a sensor data center.  The preliminary 
evaluation shows that the method substantially 
outperforms a baseline that does not support adaptive 
data replication. 
[34] develop a wireless sensor network for data-enter 
environmental Monitoring  to improve energy 
efficiency and to optimize data center performance. 
case study/ 
Experiment 
Using a 24-hour test run at Argonne’s data center , the 
study demonstrated that the proposed solution is easy to 
integrate and manage with the existing IT infrastructure, 
while achieving substantial improvements in energy 
efficiency as well as delivering better visibility into the 
data center’s 3D humidity and temperature and 
distribution and  
[35] The paper summarizes data centre and present 
technical approaches for the problems of data 
collection and management with an overview of a data 
centre genome, an end-to-end data centre sensing 
system. 
case study/ 
Experiment 
By evaluating DC Genome, an end-to-end data centre 
sensing system deployed at a Microsoft data centre the 
study demonstrate that proposed approach can enhance 
provide streams of measurements with high temporal 
and spatial fidelities. 
 
By synthesizing the literature from table 2, the studies can be categorized into two main streams, SBIS Technical studies 
and SBIS Use and Value studies. Technical studies are conducted within three themes, that is, research on ICTP Tools 
Development and Design, research on CSSP Tools Development and Design and research on Collaboration /CSSP and 
ICTP Integration. The SBIS Use and Value studies focus on the use of SBIS for the Management of computing, Power and 
Cooling platforms as well as the impact of the performance of SBIS on the three platforms.  Table 3 provides a summary 
analysis of the literature. 
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Table 3. Analysis of literature in SBIS application in data centers. 
 
Authors 
Research Streams and Theme focus 
Technical Use and Value 
ICTP Tools 
Development & 
Design 
CSSP Tools 
Development & 
Design 
Collaboration 
/CSSP &ICTP 
Integration 
Computing 
Management & 
Performance  
Power 
Management & 
Performance 
Cooling 
Management & 
Performance 
[23]   ● ●  ● 
[26]   ● ●  ● 
[27] ●   ●   
[28] 
 ●    ● 
[29]  ●    ● 
[30]   ● ● ●  
[31] ●   ● ●  
[32] ●    ●  
[33] ●   ●   
[34]  ● ●   ● 
[35]   ●    
 
SBIS technical studies typically focus on the introduction of new and innovative ideas, algorithm design, and 
architecture. In most cases, these innovations include proposing a design to explore new opportunities of SBIS or to 
overcome some of the challenges of SBIS deployment. Therefore, several researchers have introduced innovative designs, 
algorithms, and architectures of systems to improve ICTP performance [27, 31] to improve CSSP performance [28-29], and 
to facilitate the integration and collaboration between ICTP and CSSP [26, 35].  SBIS technical research, however, is the 
first subfield of the application of SBIS to data center research, and it can enable researchers to make further improvements 
and to develop tests. 
SBIS use and value studies focus on the utilization of SBIS advantages to solve problems or support different business 
process of data centers. In other words, it helps to explore the various features and advantages of SBIS and to identify the 
areas where SBIS can be used. The ultimate goal of any SBIS application study is to develop a useful, reliable, and 
applicable system that can be applied in a particular area or used for particular purpose. Therefore, a number of researchers 
have investigated the role of SBIS for the automation of operation and business functions, enhancement of performance, 
augmentation of human effort, support of decision-making, and the offer of real-time monitoring [23, 32, 33, 34]. 
These studies imply that SBIS has great potential to provide an added value to data centers as they can enhance the 
overall performance of business or organization operations. However, in order to facilitate the success of sensors and SBIS 
applications in a particular domain, SBIS must demonstrate that its applications are capable of yielding strategic, 
managerial, operational, and/or environmental returns on an organization’s investment [36-37]. This would require 
conducting empirical studies to investigate the adoption, use, and value of SBIS [19]. To the best of our knowledge, the 
literature shows that no previous studies have investigated the adoption, use, and value of SBIS within the context of data 
centers.  
By analyzing the literature, three essential observations can be made. First, most of the existing literature is experimental 
research that is conducted in a controlled environment. This implies that the actual status of SBIS in data centers is yet to be 
explored.  Second, the existing literature is more skewed to the computer science discipline with scarce research in the field 
of information systems. This implies that most of the existing research departs from technical perspective and hence more 
information systems research is required to balance. Third, there is a lack for theory-driven research that identifies the 
antecedent factors to the adoption, use and value. This implies that research that investigates the determinants of SBIS use 
and value which is required to understand the real factors that could influence the use and value of SBIS in real data centers 
settings is yet to emerge. To address the gaps in the literature and to outline the candidate factors and theorize SBIS use and 
value, the literature on technology assimilation is reviewed in following section. 
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4. Contribution 
The study makes a number of contributions. First study contribute to a further understanding of the actual application and 
impact of sensors technology and SBIS in data centers and to what extent researchers have investigated this interesting area 
of research. The results can be used to guide future research in SBIS in general and particularly in the data centers 
environment.  Second, it contribute to the IS literature by reviewing the opportunities underlying sensor technology and 
illustrating how SBIS can help to tackle some of the challenges of data centers. Thus it adds to the emerging body of 
knowledge on data centre automation and sustainability.  Third, the current study also add practical contribution to the 
practices of data centre management by illustrating how data centre manager can utilize the functionalities of SBIS to 
enhance the performance of data centers and how to employ the features SBIS to manage the business functions of both 
ICTP and CSSP platforms. 
5. Considerations for Future Research 
In summary, the following observations can be made which can be used to guide the future research in the area.  First, 
there is a general lack of academic research in the area of data centers and in the application of SBIS in data centers 
specifically. Therefore, this paper calls for more academic research into the area.  
Second, most of the existing research tends to focusing on testing SBIS designs in an experimental or simulated 
environment. Therefore, more empirical research is required to understand the real applications and issues of SBIS in real 
data settings.  
Third, the potential applications of SBIS within the scope of ICTP infrastructures for computing management hold one of 
the most attractive opportunities for improving the efficiency of ICTP. While the research in this field is still developing, 
there are several opportunities for researchers to explore different applications of SBIS in the area of ICTP. This might 
include the exploration for innovative methods of use, the utilization of built-in sensing capability in computing systems, 
and the feasibility of applying and utilizing different types of sensors. In order to accomplish this, researchers need to 
understand the current and future issues surrounding ICTP operations, and the advancement in sensor technology. 
Fourth, integration between CSSP (cooling, power) and ICTP (computing) systems are the key factor in determining the 
value of SBIS utilization in data centers. Integration between different platforms entails some requirements that need to be 
set properly. These would require more technical and use studies in areas such as standards and protocols of SBIS 
communications, data exchange protocols, interoperability of hardware and software, and security and reliability of SBIS. 
Therefore, researcher interested in SBIS should investigate the implications of integrating different data centers’ platforms 
through experimental and empirical research. 
6. Conclusion 
Drawing on roles of IS and Sensors, the present study highlighted the importance of a new IS subfield referred as Sensor 
based information systems (SBIS).The study begun by arguing that data centers can leverage SBIS capabilities to improve 
their operational, economic and environmental performance. The literature depicts various advantages for applying and 
utilizing SBIS in the context of data centers.  Several experiential based researches have unearthed the potential advantages 
of using SBIS for the management of facility, power, cooling and computing infrastructure. Yet, the actual applications of 
SBIS and the impact of SBIS in data centers are not known. The research provides one of the first studies that aim to review 
the applications and benefits of SBIS within the data centre environment. 
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