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Preface to ”Advanced Sensors for Real-Time
Monitoring Applications”
It is impossible to imagine the modern world without sensors, or without real-time information 
about almost everything—from local temperature to material composition and health parameters. 
We sense, measure, and process data and act accordingly all the time. In fact, real-time monitoring 
and information is becoming the key to a successful business, an assistant in life-saving decisions 
that healthcare professionals make, a facility to optimize value-chains in manufacturing, and a tool 
in research that could revolutionize the future. To ensure that sensors address the rapidly developing 
needs of various areas of our lives and activities, scientists, researchers, manufacturers, and end-users 
have established an efficient dialogue so that the newest technological achievements in all aspects of 
real-time sensing can be implemented for the benefit of the wider community. This book documents 
some of the results of such a dialogue and reports on advances in sensors and sensor systems for 
existing and emerging real-time monitoring applications.
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Abstract: Water quality is one of the most critical indicators of environmental pollution and it affects
all of us. Water contamination can be accidental or intentional and the consequences are drastic
unless the appropriate measures are adopted on the spot. This review provides a critical assessment
of the applicability of various technologies for real-time water quality monitoring, focusing on those
that have been reportedly tested in real-life scenarios. Specifically, the performance of sensors based
on molecularly imprinted polymers is evaluated in detail, also giving insights into their principle of
operation, stability in real on-site applications and mass production options. Such characteristics as
sensing range and limit of detection are given for the most promising systems, that were verified
outside of laboratory conditions. Then, novel trends of using microwave spectroscopy and chemical
materials integration for achieving a higher sensitivity to and selectivity of pollutants in water
are described.
Keywords: water quality; real-time monitoring; multisensor system; molecularly imprinted polymers;
functionalised coating; microwave spectroscopy
1. Introduction
Water is one of the major natural resources for people. In 2012 it was declared that a safe
water supply for every person is a crucially important task worldwide [1]. There are special water
sustainability guides issued by the World Health Organization and regulated water quality standards [2].
The United Nations Sustainable Development Goals are the blueprint to achieving a better and more
sustainable future for all-goal six specifically aims to ensure clean and accessible water. This, in turn,
requires adequate water quality monitoring solutions specific to the situation. For example, summer
2019 was marked by catastrophic events in Norway, when more than 2000 people became sick, with
more than 60 being hospitalized and 2 people dying as a result of an outbreak of Campylobacter and
Escherichia Coli (E. Coli) that arose in the drinking water in Askøy, on the west coast of Norway. It is
even more remarkable that this occurred in a country which has the status of being one of the countries
with the highest quality of water in the world. The exact origin of the bacterial contamination that has
Sensors 2020, 20, 3432; doi:10.3390/s20123432 www.mdpi.com/journal/sensors1
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caused this is still not confirmed, but the fact that there is a need for real-time monitoring of all drinking
water reservoirs everywhere is undisputed. Therefore, this review examines various technologies that
could meet these demands.
The conventional approach to qualitative water analysis assumes application of various chemical,
physical and microbiological methods [3]. Most such methods demand specialized laboratories
equipped with expensive and sophisticated scientific devices. Furthermore, highly qualified personnel
are needed to operate such devices and special efforts and manpower must be spent for representative
water sampling. More effective water quality control methods must be developed. Such methods
should be fast, low-cost, with minimum automatic sampling and, ultimately, provide real-time results.
2. Current Situation with Online Water Analysis
A comprehensive description of the current situation with online water analysis can be found
in [4]. Mobile chemical analysis stations were used in this work to monitor different water parameters.
The systems were deployed in specially produced trailers (Figure 1) that were towed to the river banks.
 
Figure 1. Mobile station for water quality monitoring and a sample of typical output of this station.
Reprinted from Science of the Total Environment, Vol. 651, Angelika M. Meyer, Christina Klein,
Elisabeth Fünfrocken, Ralf Kautenburger, Horst P. Beck, Real-time monitoring of water quality to
identify pollution pathways in small and middle scale rivers, Pages 2323–2333, Copyright (2019), with
permission from Elsevier.
The sensors, based on various principles, measured temperature, total phosphorus, pH and
ammonium ions (by standard electrochemical sensors), dissolved oxygen, conductivity, nitrate ions
and total organic carbon (by optical sensors). The measurements were performed by different stations
in different locations. The measurement accuracy was within 10% for most measured parameters over
5 years of experiments in 35 locations along 25 small- and medium-size rivers. Such stations may likely
improve our understanding of pollution types and pathways depending on water basins, seasonal
factors and anthropogenic load. However, such stations cannot be considered as a practical instrument
for wide-scale water quality monitoring due to their high cost, need for maintenance and significant
power supply requirements.
Chemical sensors are attractive instruments for water quality analysis. The electrochemical or
optical properties of such sensors may depend on the concentration of analytes in the water. Such
sensors are already widely applied to the analysis of natural and potable water [5].
The growth of publication numbers in the field is shown in Figure 2.
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Figure 2. Number of publications published on the topic of the review in the last 50 years. Search
keywords: “real-time water quality sensors”. Scopus (October 2019).
3. Water Quality Monitoring Systems
The first sensor really suitable for water monitoring was the glass pH electrode, which appeared,
in the present shape, along with a pH meter, around 1930. Since then, pH is a primary parameter of
most water monitoring devices.
It is obvious, however, that multiple water parameters must be evaluated to responsibly judge its
quality and multisensor systems should be applied for such purposes.
There have been multiple attempts to develop multisensor systems that could be applied for water
quality control, e.g., [6,7]. However, the first efforts mostly dealt with laboratory water analysis rather
than being applied in real-time, online mode.
For instance, a voltammetric sensor array with four electrodes (Au, Pt, Ir and Rh) served for
multisite water quality monitoring at a water treatment plant [8]. The aqueous samples were taken
at nine filtration steps, as well as before and after the complete procedure of water purification. The
voltammetric data were processed by principal component analysis (PCA), revealing pronounced
difference between raw, rapidly filtered and clean water. However, it was observed that the samples
collected after treatment by several slow filters were close to the rapidly filtered water samples on the
PCA scores graph. This can potentially be explained by the low efficiency of these filters. Therefore, it
was concluded that a multisensor system approach is suitable for continuous control of water quality
at treatment facilities, indication of the possible malfunctioning units and for checking the water status
after maintenance. Significant influence of sensor drift and the necessity to compensate this drift was
pointed out.
The system developed in [9] was designed to measure pH, temperature, dissolved oxygen,
conductivity, redox potential and turbidity. This set of parameters is the most common one in water
quality assessment since the sensors for these parameters can run in continuous mode. The whole set
of sensors was mounted on aluminum oxide. All sensors were united into a single PVC body and
their outputs were collected by the data acquisition system, which could also perform remote data
transmission. The work suggests that the body might be dipped into water or even built into water
flow. The device also included a set of electric valves and pumps for sampling, cleaning and calibration.
The authors proposed that such a portable system can be suitable for water quality monitoring from
different sources.
Chinese authors published a paper where a multisensor system was applied for the determination
of several elements such as iron, chromium, manganese, arsenic, zinc, cadmium, lead and copper [10].
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The device comprised three analytical detection systems: a multiple light-addressable potentiometric
sensor (MLAPS) based on a thin chalcogenide film for simultaneous detection of Fe(III) and Cr(VI)
and two groups of electrodes for detection of other elements using anodic and cathodic stripping
voltammetry. The following detection limits were obtained: Zn—60 μg/L, Cd—1 μg/L, Pb—2 μg/L,
Cu—8 μg/L, Mn—60 μg/L, As—30 μg/L, Fe—280 μg/L and Cr—26 μg/L. The authors recommended
their method to determine metals simultaneously in seawater and wastewater; however, the possibility
of application of this device for online analysis was unclear.
Potable water quality is of primary interest to people. Such type of water was studied in [11], using
two sensor stations. The first one was used for detecting free chlorine with a precision of 0.5% and
limit of detection (LoD) of 0.02 mg/L, as well as total chloride by colorimetric method with precision
of 5% and LoD 0.035 mg/L. The second station used was a multisensor for detection of pH, redox
potential, dissolved oxygen, turbidity and conductivity. Eleven different contaminants were injected
into the flow of the studied liquid, namely pesticides, herbicides, alkaloids, E. coli, mercury chloride
and potassium ferricyanide. It was demonstrated that the set of sensors produces a response for each
type of contaminants. Unfortunately, the work does not report any data about the precision of such
systems during long-term application.
Another device for online water analysis was suggested in [12]. Fourteen buoys were installed
in a freshwater lake; each of them was equipped with three ion-selective electrodes detecting the
concentration of ammonium ions along with nitrate and chloride. Wireless connection between buoys
could be implemented using Global System for Mobile Communications (GSM) and General Packet
Radio Services (GPRS) protocols. The data was accumulated in a single place. The data was accessible
via the internet allowing real-time control of the system performance (Figure 3).
 
Figure 3. System for water quality monitoring. Reprinted from Talanta, Vol. 80, J.V. Capella, A.
Bonastre, R. Ors, M. Perisa, A Wireless Sensor Network approach for distributed in-line chemical
analysis of water, Pages 1789–1798, Copyright (2010), with permission from Elsevier.
The authors reported daily drift of sensor readings of about 1.5 mV. Since the measurements were
performed for only 7 days, the accumulated drift was not that significant. However, the influence of
drift can be critical over longer periods of time.
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Two multisensor systems were suggested in [13] for environmental monitoring of various
contaminants. One was dealing with contents of ammonium, potassium, and sodium in a river with
low anthropogenic load. The second system was installed in river water in a populated region and
was designed for detection of heavy metals such as copper, lead, zinc and cadmium. The systems were
also equipped with radio transmission devices. The system was tested just for 8 h, which is obviously
too short a period for any serious conclusions about such a technology.
Wider research was performed in [14], which was conducted over a period of 12 months. A
sensor array comprising eight conducting polymer sensors for gas phase analysis was used to detect
abrupt changes in the wastewater quality. Free gas emanating from bubbled liquid in the flow cell
with constant temperature was delivered to the sensor chamber for analysis. The results of field tests
at the water treatment plants using automatic systems produced water quality profiles and displayed
the possibility of determining both random and model contaminants. This approach showed high
sensitivity and flexibility and low dependence on long-term drift, daily oscillations, temperature and
humidity. It must be noted, however, that the described experiments were carried out not at a real water
treatment plant, but in a pilot system. Thus, the diversity of its performance may not be representative
for real-world conditions. Besides, the idea to follow water quality via headspace analysis is obviously
limited: it is impossible to follow contaminants which are not volatile enough.
4. Application of Biosensors and Optical Sensors for Water Quality Assessment
Biosensors were also used for water quality control, though quite a few of them were applied for
online flow analysis. Pesticides were the main target of biosensors.
A system of biosensors capable of determining dichlorvos and methylparaoxon in the water was
suggested in [15]. The systems consisted of three amperometric biosensors based on various AChE
(acetylcholinesterase) enzymes. These enzymes were immobilised in a polymeric matrix onto the
surface of screen-printing electrodes. The enzymes solutions were deposited over the electrode surface
and irradiated by light, inducing photo polymerisation of the azide groups in the molecules. Such a
sensor array was built into a flow system permitting automatic analysis. Bottled and river water was
studied. The concentration of pesticides was detected in the ranges 10−4–0.1 μM for dichlorvos and
0.001–2.5 μM for methylparaoxon. Solely spiked samples were considered; therefore it is necessary to
further verify performance of such a system in online mode.
Another work [16], reports on using Pt electrodes instead of screen-printed ones and self-made
carbon paste was applied as a sensing layer. The paper implies that such a procedure may improve
sensitivity of the substrate for some of the immobilized enzymes. The total number of biosensors in the
array was eight. The ultimate aim of this research was not a quantification of pollutants but a global
evaluation of water quality. It is doubtful though, if such a quality can be precisely determined by
biosensors, which are highly selective to the main substance and would exhibit low cross-sensitivity to
many other analytes present in the natural water.
One more attempt to evaluate global water toxicity by biosensors is described in [17]. The online
toxicity monitoring system employed sulfur oxidizing bacteria (SOB) and consisted of three reactors.
No toxicity changes in the natural flow water were observed over a period of six months. When the
flow was spiked with diluted pig farm waste, the activity of sulfur oxidizing bacteria decreased by 90%
in 1 h. The addition of 30 μg/L of nitrite ions or 2 μg/L of dichromate ions resulted in full degradation
of sulfur oxidizing bacteria activity in 2 h. Thus, the sensitivity of the system to both inorganic and
organic pollutants was demonstrated. It must be noted that one or two hours is a rather long period
of time for detecting acute contaminations; functionality of the system could be regained only by
introducing a new portion of bacteria, which significantly impairs real-time, online application of
such device.
Optical sensors were also recently applied for water quality analysis, however, these are mostly
discrete sensors, though tuned sometimes for integral parameters such as water color, turbidity or
even COD and BOD. Discrete sensors were used to determine chlorophyll in the seawater on the basis
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of its fluorescence [18], for evaluation of water opacity and color evolution by LED [19], for analysis of
water turbidity and color in online mode [20] as well as for determination of heavy metal ions [21].
5. Biomimetic Approaches for Sensing Water Quality
5.1. Chemical Sensors for Sensing in “Real-Life Environments”
Biosensors reveal exceptional selectivity and often sensitivity, but usually are limited in terms of
ruggedness and technical applicability in non-physiological conditions. One way to overcome this is to
implement bioanalogous selectivity into systems that are able to withstand harsh and non-physiological
conditions, so-called biomimetic systems [22]. Molecularly imprinted polymers (MIPs) are a promising
example of such synthetic materials [23], since they are robust due to their highly cross-linked nature.
Furthermore, they come at much lower costs than natural materials and provide longer storage and
use periods. MIPs can also be produced for molecules that cannot be detected by natural receptors [24].
MIPs are generally synthesized by co-polymerization of functional and cross-linking monomers
in the presence of a template (see Figure 4). Initially, a complex forms between functional monomers
and the template through weak, noncovalent interactions (mainly hydrogen bonds, Van-der-Waals
or π-π interactions), followed by polymerisation with cross-linking monomers to form a rigid,
three-dimensional polymeric network. Removal of the template leads to recognition sites (cavities)
within the polymer that are complementary to the target molecule in size, shape, and chemical
functionality and are suitable to selectively rebind the analyte [25].
Figure 4. Schematic overview of molecular imprinting.
Except for MIPs, target recognition can also be obtained using other strategies. Aptamers, for
example, are single-stranded RNA or DNA oligonucleotides, whose tertiary structure selectively
binds their target molecules [26]. Another option is whole-cell-based sensors, which were also
already applied to real wastewater samples [27,28]. In this case, mammalian cells were used for
detecting harmful and toxic compounds, because their closeness physiology is close to that of humans.
Although this strategy may not be regarded biomimetic in the strict sense of the word, it provides
direct information about the overall toxicity of samples rather than detecting or quantifying one
specific substance. When applying this method, unknown or new chemicals and pollutants may
be detected. Kubisch et al. used rat myoblast cells in combination with a commercially available
multiparametric readout system to measure impedance (morphological integrity) and two metabolic
parameters—acidification and respiration—to investigate the overall toxicity and bioavailability of
substances in water samples [27]. This was achieved by using three different types of electrodes on
a single chip surface: impedance, pH and oxygen (CLARK) electrodes. After testing different test
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compounds, including metal ions and neurotoxins, the system was exposed to real wastewater samples.
It responded to different contaminants and was indeed suitable for monitoring unknown, harmful
compounds in water. Similarly, the group of C. Guijarro applied rat liver cells in a whole-cell-based
sensor system to monitor environmental contaminants, including an insecticide and a flame retardant,
in water samples using the same analyzing system [28].
The aforementioned advantages of MIPs make them an attractive tool for different applications,
such as solid phase extraction, drug targeting, development of sensors for various types of analytes,
and environmental monitoring. Although the number of publications concerning MIP-based sensors
is rising, only a small amount is actually applied to real-life environments or complex matrices. This
part of the review will provide an overview of chemical sensors that were tested in (real-life) water
samples with a special focus on receptor layers based on MIPs.
5.2. MIP-Based Sensors for Water Analyses
In 2018, Ayankojo et al. introduced a sensor system capable of detecting pharmaceutical pollution
in aqueous solutions [29]. They chose amoxicillin as the model analyte and implemented a hybrid MIP,
consisting of organic and inorganic components, on the gold surface of a surface plasmon resonance
(SPR) transducer. The hybrid MIP film was synthesized by applying the sol-gel technique and using
methacrylamide as organic monomer and vinyltrimethoxysilane as inorganic coupling agent to form
a stable and rigid polymeric network. Sol-gels have a highly porous structure and recognition sites
are usually formed in a more ordered way. This results in enhanced sensitivity and faster sensor
response times. Rebinding experiments of the amoxicillin MIP in phosphate-buffered saline (PBS) and
tap water revealed an imprinting factor of 16 compared to the nonimprinted polymer (NIP) and a limit
of detection LoD = 73 pM. Furthermore, the MIP responded almost exclusively to its target analyte
thus exhibiting utmost specificity. In the same year, the group of Cardoso also developed a sensor
for detecting chloramphenicol, an antibiotic used in fish farms [30] (see Figure 5). The corresponding
MIPs were electro-polymerized on screen-printed carbon electrodes.
 
Figure 5. Construction principle and setup of chloramphenicol sensor. Reproduced from [30] with
permission© Elsevier B.V. 2018.
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Impedance and square wave voltammetry (SVW) in both electrolyte solution and water from
a fish tank served to investigate the performance of the recognition element. In case of impedance
measurements in electrolyte solution, sensor characteristics were linear in a concentration range from
1 nM to 100 μM, achieving an LoD = 0.260 nM; SVW yielded similar characteristics and an LoD =
0.653 nM. In real-life samples—water from a fish tank—sensors responded linearly down to 1 nM and
achieved an LoD of 0.54 nM and 0.029 nM for impedance and SVW measurements, respectively. These
results suggest that there is no significant impact on sensor behavior when switching from standard
solutions to real water samples leading to reproducible and sensitive sensor characteristics over five
orders of magnitude down to 1 nM.
The real-life feasibility of MIP-based sensor systems were also demonstrated in case of detection
of faecal contamination of seawater samples [31]. MIP nanoparticles were fabricated for sensing
Enterococcus faecalis (E. faecalis) serving as faecal indicator to assess the water quality. Such MIP
nanoparticles have the advantage of a higher surface-to-volume ratio, which means that the resulting
cavities or binding sites are easier to access by target analytes [5]. E. faecalis-imprinted nanoparticles
demonstrated good SPR sensor performance in aqueous and real seawater samples:
As can be seen from Figure 6, changes in refractive index were linear in a concentration range
from 2 × 104–1 × 108 CFU/mL covering four orders of magnitude with a limit of detection of
1.05 × 102 CFU/mL. Selectivity studies with structurally similar bacteria revealed higher affinity of MIP
nanoparticles towards the imprinted analyte compared to the other competitors. Selectivity coefficients
for E. coli, Staphylococcus aureus and Bacillus subtilis were as follows: 1.38, 1.25 and 1.37.
  
(a) (b) 
Figure 6. Sensor responses for faecal indicators, showing the (a) % change of reflectivity by time and
(b) its linear correlation with the concentration. Reproduced from [31] with permission © Elsevier
B.V. 2019.
Khadem et al. fabricated an electrochemical sensor for detecting diazinon, an insecticide, based on a
modified carbon paste electrode combined with MIPs and multi-wall carbon nanotubes (MWCNTs) [32].
Using the latter modifier improves conductivity, whereas MIPs offer the necessary sensitivity towards
the template molecule. After optimizing electrode composition, the method was first validated in
aqueous standard solutions. SVW measurements revealed that the MIP showed much higher affinity
to the analyte than the reference, the nonimprinted polymer; the system achieved linear performance
in the concentration range from 5 × 10−10 to 1 × 10−6 mol/L with a calculated LoD = 1.3 × 10−10 mol/L.
Furthermore, it was considerably more selective to the analyte than to other tested substances (ions
and other pesticides). To investigate the applicability of the system to real biological and water
samples, different amounts of diazinon were spiked to urine, tap and river water. In all these cases
the sensors detected the target analyte with high recovery rates (>92%). This work demonstrates the
use of MIP-based sensors in real-life samples and environments without the need of special sample
pretreatment or preconcentration steps.
Another example for pesticide detection is presented in the work of Sroysee et al. [33]. They
developed an MIP-based quartz crystal microbalance (QCM) sensor for quantification of carbofuran
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(CBF) and profenofos (PFF). For that purpose, an in-house-developed dual-electrode system was used,
where one electrode pair served as reference with the upper electrode being coated with the NIP.
Doing so offers the advantage of measuring MIP and NIP simultaneously under the same conditions.
Applying the bulk imprinting method, MIPs for PFF were based on polyurethanes whereas CBF MIPs
were synthesized using acrylic monomers. Frequency measurements of MIP- and NIP-coated QCMs
are shown in Figure 7.
(a) (b) 
Figure 7. Frequency measurements of MIP- and NIP-coated QCMs for detection of (a) CBF and (b) PFF
at different analyte concentrations. Reproduced from [33] Creative Commons License CC BY-NC-ND 4.0.
One can clearly see that both CBF and PFF MIPs led to linear sensor responses between 0.5–1000μM
and 5–1000 μM for CBF and PFF, respectively, whereas the frequency signal of the NIP stayed more or
less constant.
Polycyclic aromatic hydrocarbons (PAH) are organic compounds which consist of at least two
condensed aromatic rings. They are released into the environment through incomplete combustion of
organic materials and considered to be mutagenic and carcinogenic. They usually occur in mixtures
and their concentrations in air, water and sediments can be very low. Therefore, detection systems for
PAH analysis need to be sensitive and selective. In particular, fluorescent sensors based on MIPs have
gained in popularity due to their advantageous properties, such as high specificity, sensitivity and
reversibility. Having a linear concentration dependency and low LoDs, those sensors seem to be quite
promising for rapid detection of PAHs in aqueous solutions [34].
Sensors for the detection of nutrient components have been developed as well. For example,
Warwick et al. reported a detection system based on MIPs combined with conductometric transducer
for monitoring phosphates in environmental water samples [35]. Previous studies demonstrated that
N-allylthiourea was the appropriate monomer for phosphate recognition [36]. The thiourea-based
MIP was first optimized in terms of the optimal cross-linking monomer and ideal ratio of functional
monomer to template (phenylphosphonic acid). Of all cross-linking monomers that were tested,
ethylene glycol dimethacrylate (EGDMA) had the highest capacity of retaining phosphate as well
as a monomer to template ratio of 2:1. After optimization, MIP membranes were integrated into
the conductometric measuring cell. Selectivity tests in laboratory samples revealed no cross-talk to
other ions, nitrate and sulfate. Both types of samples—standard and real-life ones—led to a linear
increase in conductance with increased phosphate concentrations. In wastewater samples spiked
with different amounts of potassium phosphate, the system allowed for LoD and LoQ values of
0.16 mg/L and 0.66 mg/L, respectively. The maximum acceptable amount of phosphate in wastewater
is 1–2 mg/mL. The implemented sensor system with a linear range from 0.66 to 8 mg/mL therefore
seems very promising for detecting small amounts of phosphate in environmental samples.
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5.3. MIP-Based Sensors for On-Site Applications
For a pollutant sensor to be applicable on-site in real-life environments, it needs to be selective,
reusable, robust and able to withstand harsh conditions. In 2015, Lenain et al. [37] reported a sensor that
met all those criteria: it consists of spherical MIP beads deposited onto the electrodes of a capacitive
transducer via electro-polymerization. Corresponding MIP beads for detecting metergoline—a model
analyte for small molecules such as insecticides and pharmaceuticals—were synthesized through
emulsion polymerization. Different concentrations of metergoline in PBS buffer were measured with
the difference in capacitance between MIP and NIP representing the specific binding of the analyte as
depicted in Figure 8. As shown in the figure, capacitance decreased with increased concentrations
(10–50 μM). Furthermore, the system was able to regenerate itself without adding regeneration buffer,
demonstrating reusability of the sensor.
(a) (b) 
Figure 8. (a) Capacitance (nF) vs. time (min) of MIP, NIP and the differential signal ΔC (MIP-NIP).
(b) Differential signal (ΔC in nF)) for different concentrations of metergoline vs. time (min).
Reproduced with permission from [37] © Elsevier. MIP: molecularly imprinted polymers, NIP:
nonimprinted polymers.
The sensor was also able to withstand harsh environments and achieved both a low LoD (1 μM)
and low cross-selectivity. All these results suggest its suitability for monitoring pollutions originating
from substances like pesticides or antibiotics in water samples (rivers, seawater) on-site.
Another example of a method suitable to the monitoring of contaminants in water in situ was
introduced by Cennamo et al. [38]. It consists of an SPR sensor with an integrated plastic optical
fiber (POF) combined with MIPs for detecting the model analyte perfluorobutanesulfonic acid (PFBS).
With an LoD of 1 ppb, an interface software and the ability to connect to the internet directly, the
SPR-POF-MIP technique is inherently suitable to detect small concentrations of different toxic or
harmful compounds in real water samples in situ. Other advantageous features such as its reduced size,
robustness and remote sensing abilities are further key factors for industrial applications of MIP-based
sensor systems.
5.4. Mass Production of MIP-Based Sensor Systems
To prove that MIP-based sensors are inherently suitable for mass manufacturing, Aikio et al.
developed a low-cost and robust optical sensor platform based on integrated Young interferometer
sensor chips, where waveguides were fabricated on top of a carrier foil via roll-to-roll manufacturing
techniques [39]. For chemical sensing of melamine, MIPs were used as recognition materials, whereas
for biosensing of multiple biomolecules, sensor chips were functionalized with antibodies. In case
of melamine sensing, the change in phase depended on the analyte concentration: Sensor responses
increased with higher concentrations. Furthermore, the reference (NIP) led to much lower phase
changes compared to sensor responses of the MIP. However, injection of higher concentrations (>0.5 g/L)
led to saturation effects. For multianalyte biosensing, the sensor chip was functionalised with antibodies
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for C-reactive protein (CRP) and human chorionic gonadotropin (hCG) via inkjet printing. The results
indicated that the Young interferometer bearing a specific antibody indeed selectively detected its
corresponding protein. This work demonstrated the use of large-scale production techniques to
develop a cost-efficient and rugged sensor system.
6. Functionalised Electromagnetic Wave Sensors
6.1. Microwave Spectroscopy and Water Analysis
Using electromagnetic (EM) waves at microwave frequencies for sensing purposes is an active
research approach with potential for commercialization. This novel sensing approach has several
advantages, including noninvasiveness, nondestructiveness, immediate response when the EM waves
are in contact with a material under test, low-cost and power. Microwave spectroscopy provides the
opportunity to guarantee continuous monitoring of water resources and intercept unexpected changes
in water quality [40].
During the last 3 decades, microwave spectroscopy for liquid sensing has been investigated [41].
A water sample is placed in direct contact through a sensing structure and measured in real-time using
an EM source (such as a vector network analyzer). The EM field interacts with the sample under test in
a unique manner, depending on the polarization of water molecules and other compounds in the water
samples, which produces a specific reflected or transmitted signal. The spectral response at specific
frequencies depends on the conductivity and permittivity of the material under test [42]. Considering
the variability of the sensing structures, the most successful experiments for detecting water quality
were obtained using resonant cavities and planar sensors, due to the practicability of measuring a
liquid sample.
Cavities resonate when the wavelength of the excitation within the cavity coincides with the
cavity’s dimension [43]. They enable noncontact, real-time measurements, as liquid samples in plastic
or glass containers with known dimensions and properties can be inserted into the cavity. Several
experiments have shown the resonant cavity ability to detect the presence and concentration of various
materials. Specifically, cylindrical cavities were used to determine water hardness [43], nitrates [44],
silver materials [45] and mixtures such as NaCl and KMnO4 [46]. A rectangular resonant cavity was
developed and tested for measuring pork-loin drip loss for meat production industry applications [47].
Another rectangular cavity was designed and tested for monitoring water quality, specifically the
presence and concentration (>10 mg/L) of sulphides and nitrates [48].
During the last few years, several planar microwave sensors with different conformations have
been developed and tested for differentiate compositions of water for both qualitative and quantitative
concentration measurements [49–53]. Between planar sensing structures, Korostynska et al. [49]
confirmed the action of a novel planar sensor with a sensing element consisted of interdigitated
electrodes (IDE, also defined as interdigital by other researchers) metal patterns (silver, gold and/or
copper) for water analysis observing changes in the microwave part of the EM spectrum analysing
20 μL of deionized water (DIW), KCl, NaCl and MnCl at various concentrations (Figure 9a,b). Then,
Mason et al. [50], Moejes et al. [51] and Frau et al. [52] demonstrated the ability to detect respectively
Lincomycin and Tylosin antibiotics, Tetraselmis suecica and lead ions (Pb2+) using gold (Au) eight-pair
IDE sensors.
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(a) (b) 
Figure 9. (a) Microwave flexible sensor with 20 μL of water sample placed the silver IDEs and (b) its
output sensing response comparing deionized water (DIW), and 0.01 and 0.1 M of NaCl. Reproduced
with permission from [49]© 2020 IOP Publishing Ltd.
6.2. Progresses and Challenges in Microwave Spectroscopy
Microwave spectroscopy is an attractive option for detecting changes in materials in a noninvasive
manner, at low cost with the option of portability and rapid measurements. This strategy, however,
suffers from a deficiency of specificity, related to low sensitivity (ΔdB related with small changes in
material changes) and selectivity (diverse spectral response for similar pollutants) [48,53]. Some of the
disadvantages are also related to the capability to detect minor changes in the water sample which are
not related to the changes in the target analyte, such as temperature and density [54].
There has been increasing research and development on understanding and improving the
sensing performance of microwave spectroscopy for a deeper analysis of specific pollutants and small
concentration changes related to them. Also, changes in the shape pattern of the sensing structure
are not able to improve the performance of required sensitivity and selectivity of pollutants [55]. The
bigger problem remains the detection of more than two pollutants at low concentrations.
Novel strategies are being adopted to improve sensitivity and selectivity using microwave
spectroscopy, but no one has yet demonstrated the feasibility of distinguishing low concentrations of
similar substances in water. Amirian et al. [56] simulated the feasibility of distinguishing between pure
liquid materials, such as ethanol, ammonia, benzene and pentene using a novel sensor design and
mathematical approach, reaching higher sensitivity and noise reduction. Harnsoongnoen et al. [57]
demonstrated the discrimination of organic and inorganic materials using planar sensors and
principal component analysis (PCA). Magnitude spectra at 2.3–2.6 GHz were able to measure specific
concentrations of sucrose, glucose, NaCl and CaCl2 citric acid between others, generating linear and
nonlinear prediction models, correlating the transmission coefficient (S21) and R2. PCR method was
used to divide samples into two groups using the S21 magnitude: sugars and organic acids (blue oval)
and salts (red oval) in Figure 10.
The following year Harnsoongnoen et al. [58] proposed a novel approach to discriminate between
phosphorus and nitrate using the transmission coefficient and the ratio between the resonance frequency
and the frequency bandwidth at the magnitude of 10 dB. This proposed method offers high sensitivity
for both nitrate and phosphates, but not yet the required specificity.
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(a) (b) 
Figure 10. Discrimination between sugars and organic acid (blue oval) and salts (red ovals) using
principal component analysis (PCA). (a): magnitudes of the transmission coefficient (S21) between 2.3
and 2.6 GHz; (b): amplitude of S21 at the resonance frequency. Reproduced with permission from [57]
© Elsevier.
Other researchers are using machine learning features for selecting and distinguishing a target
material [44] The developed model has been able to estimate the presence of nitrate in deionized water
above the threshold, but it has not been able to quantify the precise concentration. Mason et al. [49]
adopted a combined sensor approach using microwave analysis, combined with optical and impedance
measurements for a more selective and sensitive determination of antibiotics, tylosin and lincomycin
at different frequencies (at 8.7 and 1.8 GHz respectively) reaching high sensitivity (Figure 11a,b).
Specifically, the selected planar microwave sensors were able to detect 0.20 μg/L of lincomycin and
0.25 μg/L of tylosin, a common concentration found in both surface and groundwater.
(a) (b) 
Figure 11. (a) Dependence of the S11-transmitted signal on tylosin and lincomycin at respectively, 8.7
GHz and (b) 1.8 GHz. Copyright© [50] under the Creative Commons Attribution License.
6.3. Microwave and Materials Integration
Further improvement in sensitivity and selectivity are essential steps for water quality sensing,
especially in complex mixtures [59]. A recent attractive approach is the integration of sensing materials
onto the sensing structure, which has been experimented with the use of electrochemical impedance
spectroscopy (EIS) and IDE sensors [60] using diverse coating thicknesses and for microwave gas
sensing [61]. Planar sensors are an attractive option for the implementation of materials such as thin
and thick films or microfluidic structures [53].
The synergy between microwave sensing technology and chemical materials provides interesting
advantages in the field of quality monitoring for adapting this method to a specific purpose and it
is consequently a promising area of research and development. The integration of specific materials
in the form of thin and thick films onto planar sensors has been recently recognized as a novel and
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attractive approach for reaching higher selectivity, sensitivity and specificity for a selected material
under tests using microwave and impedance spectroscopy [59,62–64]. The principle is based on two
processes: the sensing process, where the target analyte interacts, via physical or chemical interaction,
with the material on the sensing structure, and the transduction process, where the interaction between
EM waves, material and sample generate a particular signal [61]. A vector network analyzer is used
as a microwave source and can be configured with one or two ports. One-port configuration (S11
measurement) measures the reflection coefficient of a material under test, which depends on how
much the incident wave propagates through, or is reflected by the sample. Two-port configuration
(S21 measurement) allows for measuring the transmission coefficient, which depends on how much
EM power propagates from one port (port 1) through the sample and is received at the second
port (port 2). This configuration allows the determination of both transmitted and reflected signals.
S-parameters vary with frequency. By functionalizing planar sensors with certain sensitive materials
using screen-printing technology, which are defined functionalized electromagnetic sensors (f-EM)
sensors, it is possible to obtain the desired sensitivity and/or selectivity to one or more specific analyte
in water obtaining an immediate specific response as the sample is placed onto the microwave sensor
(uncoated or f-EM sensor) [65] (Figure 12). Accordingly, such work has the foundations for developing
new methods, based on EM sensors and functional chemical materials, capable of determining specific
chemicals in water, both qualitatively and quantitatively [65]. The sensing response as S11 can be
determined by direct contact between the material and the analyte under test, which changes the
permittivity of each component, and the consequent overall complex permittivity changes. The
improvement can be associated with the increase of material thickness as well as the composition
itself [66].
 
Figure 12. Scheme of the microwave interaction generated from a vector network analyser (VNA)
which interact with a planar sensor (uncoated or functionalized with a coating, defined f-EM sensor)
and a water sample placed onto it which generate a specific reflected signal (S11) at selected frequencies.
Reproduced from [65], Creative Commons Attribution 4.0 International License.
6.4. F-EM Sensors for Toxic Metals Analysis
Among the toxic elements, copper (Cu) and zinc (Zn) belong to the most common contaminants
associated with mine wastes, which pollute water resources. Progress has been made in the last
decade in developing chemo-sensors using mostly optical and electrochemical techniques. These are
able to recognize specific metal ions using synthetic, natural and biological receptors [67], zeolites,
inorganic oxides [68], organic polymers, biological materials [69], carbon-based materials [70] and
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hybrid ion-exchangers [71]. The interaction between the material and metal ions is the base for
accredited optical and electrochemical sensing systems for detecting small concentrations in water
Currently, no certified method can guarantee real-time monitoring of toxic metals in water.
Microwave sensing technology is promising for facing this challenge, although new strategies must be
developed for obtaining more specific response. The integration of certain sensitive materials onto
the planar sensing structure can be used to obtain the desired sensitivity and/or selectivity to specific
analytes in water. Among these functional chemical compounds, inorganic oxide compositions are
considered advantageous owing to their strong adsorption and rapid electron transfer kinetics [68,72].
Inorganic materials have attracted considerable attention owing to their low cost, compatibility and
strong adsorption of toxic metal ions [69]. For instance, zinc oxide (ZnO) nanoparticles are well-known
for strongly adsorbing Cu and Pb ions [73].
Frau et al. [74] laid the foundations for developing new methods, based on EM sensors and
functional chemical materials, capable of determining in real-time metal content in mining-impacted
waters, both qualitatively and quantitatively. Specifically, integrating planar electromagnetic wave
sensors operating at microwave frequencies with bespoke thick film coatings was proven feasible
for monitoring of environmental pollution in water with metals caused by mining [74]. A recently
developed f-EM sensor based on L-CyChBCZ (acronym for a mixture based on l-cysteine, chitosan
and bismuth zinc cobalt oxide) was tested by probing a polluted water sample spiked with Cu and
Zn solutions using the standard addition method. The S11 response has shown linear correlation
with Cu and Zn concentration at three resonant frequencies. Especially at 0.91–1.00 GHz (peak 2)
the f-EM sensor shows an improvement for Cu detection with an improvement in sensitivity, higher
Q-factor and low LoD compared with an uncoated (UNC) sensor, shown in bold in Table 1 [74].The
sensor was able to detect Cu concentration with a limit of detection (LoD) of 0.036, just above the
environmental quality standards for freshwater (28–34 μg/L) Responses for Cu and Zn were then
compared by analysing microwave spectral responses using a Lorentzian peak fitting function and
investigating multi-peaks (peaks 0–6) and multi-peaks’ parameters (peak center, xc, FWHM, w, area, A,
and height, H, of the peaks) for specific discrimination between these two similar toxic metals [74]. It
is useful to compare additional parameters for determining the selectivity, as it was demonstrated by
Harnsoongnoen et al. [57], to distinguish between sugars and salts. However, more work is required
for reaching higher discrimination between similar contaminants.
Table 1. Comparison of statistical features between uncoated and coated sensors for a water sample
collected in a mining area spiked with Cu using the standard addition method. Reproduced from [74],








UNC f-EM UNC f-EM UNC f-EM UNC f-EM UNC f-EM
Peak 0 0.970 0.928 0.20 0.25 0.362 0.222 0.194 0.379 / /
Peak 1 0.963 0.981 0.02 0.03 0.354 0.260 0.146 0.409 2.60 6.57
Peak 2 0.888 0.983 0.01 0.02 0.824 1.651 0.083 0.036 30.71 135.48
The microwave sensor functionalized with a 60-μm-thick β-Bi2O3-based film was developed
specifically for the detection of Zn in water [66]. It showed an improved performance compared with
the uncoated sensor and repeatedly detected the changes of Zn concentrations in water at 0–100 ppm
levels with a linear response (Figure 13). Globally, Zn concentrations in mine water can be greater than
500 ppm, with typical concentrations ranging from 0.1 to 10 ppm. Thus, the proposed system can be
adapted as a sensing platform for monitoring Zn in water in abandoned mining areas that would be
able to detect unexpected events of pollution and to clarify metal dynamics. As recently reported by
Vélez et al. [75], the f-EM sensor based on β-Bi2O3 is the one that exhibits the best performance (but a
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limited dynamic range) comparing glucose and NaCl, between others. Between the evaluated sensors,
this sensor was the one that presented the highest sensitivity and the best resolution.
 
Figure 13. Microwave sensor functionalized with Bi2O3-based coating for the detection of Zn in
water (left), and the dependence of the reflected signal (S11) response on Zn concentration (right).
Reproduced with permission from [66]© Elsevier.
6.5. F-EM Sensors for On-Site and In Situ Applications
The sensing system developed in [74] was tested on real water samples from two abandoned
mining areas in Wales, UK, and evaluated the possibility of detecting both small and big differences
between mining-impacted waters by comparing peak parameters in multiple peaks (Figure 14).
Between the four samples, PM (a drainage adit from Parys Mountain mining district) was the most
polluted (with 9.3 mg/L of Cu and 10.5 mg/L of Zn) compared to the other three samples (FA, MR
and NC, from Wemyss mine) (with <0.001 mg/L of Cu and 2.9–9.3 mg/L of Zn). The sensor was able
to distinguish between the two groups of samples in all the peaks, and at peaks 2–6 between the
four samples, with both resonant frequency and amplitude shifts. Multiple peak characterization
can give more information about the water composition. The sensor was able to perform a real-time
identification of more- and less-polluted samples with high repeatability (with a coefficient of variation
<0.05 dB), and evaluate changes in water composition. However, interferences were noticed, and more
work is necessary for achieving higher selectivity.
Figure 14. (a) Microwave spectral output for four polluted mining-impacted water samples collected in
Wales (UK) analysed with an f-EM sensor based on L-CyCHBCZ coating and (b) peak parameters (w,
xc, H and A) comparison for peaks 1 and (c) 2. Reproduced from [74], Creative Commons Attribution
4.0 International License.
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Therefore, f-EM sensors can be considered a feasible option for real-time monitoring of water
quality for a broad range of pollutants. Choosing the right coating or sensor functionalization allows
for adapting the system to selected pollutants in a given scenario to ensure sensor response with high
selectivity and sensitivity.
The sensing structure was adapted for directly probing the water, for then providing an in situ
monitoring. Despite many recent technological advances and positive results obtained using this novel
sensing system, significant work remains to be accomplished before a reliable smart sensor for water
quality monitoring is achievable. Real mine water is more complex and characterized by high levels of
dissolved metals and sulphate and, frequently, low pH. Though, there are obviously several challenges
that must be overcome before this technology can ensure that measurements correctly identify distinct
contaminants, and qualifying and quantifying the interferences caused by complex water matrices and
similar pollutants.
7. New Trends in Water Quality Monitoring
The most interesting and recent efforts of online water quality monitoring rely on multisensor
systems based on electrochemical methods along with advances in data processing and automatization
of measurements.
A miniature device was reported in [76], where the authors combined a pH meter and a
conductometer for evaluating drinking water quality. The system was tested over a period of 30 days
in water streams of different speeds. It was shown that the device was working stably under these
conditions. Though pH and conductivity are important water parameters, they are obviously not
enough for comprehensive evaluation of water quality.
The demand for simplicity of the analysis is gaining momentum in the recent years. A combination
of paper-based sensors and a smartphone application is described as an analytical instrument for water
quality monitoring in [77]. The paper sensors generate colorimetric signals depending on the content
of certain analytes and the cell phone captures such signals and compares them to that from a clean
control sample. The smartphone would also transmit the results to the special site mapping the water
quality. The schematic of this system is shown in Figure 15.
 
Figure 15. Concept of water quality evaluation using paper-based colorimetric sensors and a smartphone.
Reprinted from Water Research, Vol. 70, Clemence Sicard, Chad Glen, Brandon Aubie, Dan Wallace,
Sana Jahanshahi-Anbuhi, Kevin Pennings, Glen T. Daigger, Robert Pelton, John D. Brennan, Carlos D.M.
Filipe, Tools for water quality monitoring and mapping using paper-based sensors and cell phones,
Pages 360–369, Copyright (2015), with permission from Elsevier.
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It was demonstrated that the system may quantify some organophosphorous pesticides like
paraoxon and malathion in the natural water at the level 10−8–10−6 mol/L for both analytes. It is not
clear however if such a device would perform correctly and precisely if multiple interfering species
are present.
The successful application of a multisensor array for continuous online monitoring of processed
water quality at an aeration plant was reported in [78]. The responses of 23 sensors of the array were
continuously registered every seven seconds over a period of 26 days. The sensors were located in a
special container with short direct connection to outlet water line of the aeration plant. The results of
the multisensor were available immediately in a real-time mode. The use of topological data analysis
(TDA) allowed for exploration of a very large dataset (295,828 measurements) accumulated through the
whole period of continuous measurements. The achieved precision of analysis was suitable to monitor
possible alarm events. No significant changes in water quality were observed over the experimental
period. TDA helped visualizing some sharp changes related to sensor cleaning procedures and
electrical power shortages.
Figure 16 shows a multisensor system (MSS) applied to evaluate integral and discrete parameters
of wastewater at two urban water treatment plants around St. Petersburg (Russia) [79]. A closely
similar system was used for evaluation of the water quality from the Ganga river and city ponds in
Kolkata (India). Good correlations (R2 = 0.85 for cross-validation) of MSS readings with COD values
produced by laboratory chemical analysis were observed for all locations. This proves once again the
applicability of MSS for real-time water quality analysis. A number of traditional water analytical
parameters, such as ammonium and nitrate nitrogen and phosphorous were also determined with
precision around 25% using the same MSS. All integral and discrete characteristics were calculated
on the basis of the same set of measurements with MSS, without using any additional laboratory
procedures, materials or qualified staff.
 
Figure 16. The sensor array after long-term online measurements at an aeration water plant. The
sensors were cleaned by intensive washing. In spite of significant contamination, the sensors were
stable for at least two months [79].
Along with traditional water quality analysis by analytical devices, a totally different approach
has been developed. The global water toxicity (safety) can be also evaluated with the help of living
creatures—from single-cell microorganisms to fishes, crustacea and mollusks. As a result, an ISO
standard appeared in 1989, which suggested fresh water algae such as Scenedesmus subspicatus and
Selenastrum capricornutum as a test. The decay of growth and reproduction of these bioassays is
occurring in the contaminated water and can be used as its quality measure [80]. Another widespread
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method is based on the application of Vibrio fischeri bacteria exhibiting variations of luminescence
dependent on water pollution [81]. Unfortunately, such methods have also been burdened by specific
drawbacks such as the necessity to strictly maintain the livestock of biotests and realistic analysis times
of at least 15–30 min (and up to few days) depending on bioassay applied. Therefore, these approaches
can hardly be treated as online ones.
It must be noted that multisensor devices can also perform like biotests. The toxicity of polluted
water samples was evaluated in [82] by a standard bioassay method and a potentiometric multisensor
system comprising 23 cross-sensitive electrodes. Real wastewater samples from different regions in
Catalonia (Spain) in addition to a set of model aqueous solutions of hazardous substances (54 samples
in total) were used for the measurements. The obtained data set was treated by several regression
algorithms; the results of the bioassay tests, expressed as EC50 (the concentration of sample causing a
50% luminescence reduction), were taken as Y-variable. The regression models were validated by full
cross-validation and randomized test set selection. It was demonstrated that the proposed system
was able to evaluate integral water toxicity with the errors of EC50 prediction from 20% to 25%. The
suggested sensor array can be implemented in online mode, unlike bioassay techniques, which makes
it a beneficial tool in industrial water quality monitoring.
8. Conclusions
The global need for developing novel platforms for real-time monitoring of various water
pollutants is well-recognized. This paper provides a critical assessment of recent achievements in
real-time water quality monitoring with chemical sensors in particular. The focus is given to those
systems that were reportedly tested online, with real water samples and their feasibility for long-term
use is considered. The review shows that there are still many obstacles for having one sensing approach
that would satisfy different situations. The most successful systems based on chemical sensing or its
combination with other methods rely on specificity of a coating material that is capable of accurate
detection of certain water pollutants, with molecularly imprinted polymers providing an increased
flexibility for the designing of those systems.
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Abstract: The Body Condition Score (BCS) for cows indicates their energy reserves, the scoring for
which ranges from very thin to overweight. These measurements are especially useful during calving,
as well as early lactation. Achieving a correct BCS helps avoid calving difficulties, losses and other
health problems. Although BCS can be rated by experts, it is time-consuming and often inconsistent
when performed by different experts. Therefore, the aim of our system is to develop a computerized
system to reduce inconsistencies and to provide a time-saving solution. In our proposed system,
the automatic body condition scoring system is introduced by using a 3D camera, image processing
techniques and regression models. The experimental data were collected on a rotary parlor milking
station on a large-scale dairy farm in Japan. The system includes an application platform for automatic
image selection as a primary step, which was developed for smart monitoring of individual cows on
large-scale farms. Moreover, two analytical models are proposed in two regions of interest (ROI) by
extracting 3D surface roughness parameters. By applying the extracted parameters in mathematical
equations, the BCS is automatically evaluated based on measurements of model accuracy, with one of
the two models achieving a mean absolute percentage error (MAPE) of 3.9%, and a mean absolute
error (MAE) of 0.13.
Keywords: body condition score; 3D surface roughness parameters; rotary parlor; 3D camera;
regression analysis
1. Introduction
Tracking body condition scores (BCS), and using them to avoid rapid fluctuations in body weight
during the production cycle, has a positive impact on decision-making in dairy farm management,
and makes economic sense. It is also useful for improving milk production, health, and reproduction
(pregnancy rate) throughout the production cycle. The resulting improved monitoring provides an
opportunity to fine-tune nutrition, and healthcare more generally. Although various methods are
available for evaluating body condition, many producers use the BCS system, which ranks cattle using
an arbitrary scale, and does not rely on body weight [1]. The BCS is assigned by scoring the amount of
fat that is observed on several skeletal parts of the cow. Various scoring systems are used to arrive at
the BCS, which are used to assign a number as the score. As the system most commonly used, the BCS
ranges from 1 to 5, in increments of 0.5 or 0.25. Very thin cows are given a BCS of ‘1’, and very obese
cows are rated as ‘5’. The intermediate stages of BCS can be characterized as thin, ideal and obese.
A ‘very thin’ cow has prominent hips and spine. The hips and spine of a ‘thin’ cow are easily felt
without pressure, and those of an ‘ideal’ cow can be felt with firm pressure. A ‘very obese’ cow is
Sensors 2020, 20, 3705; doi:10.3390/s20133705 www.mdpi.com/journal/sensors25
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heavily covered by fat. BCS ‘3’ is considered ideal. Cows can then be managed and fed according to
the requirements for attaining an optimal BCS.
Research results indicate that optimizing BCS can positively influence the health and productivity
of dairy cows. In addition, a rapid decrease in the BCS after calving closely correlates with metabolic
disorders and other problems [2]. Current interpretations of available evidence indicate that metabolic
disorders affect the immune system of dairy cows during the critical transition from calving [3].
BCS decreases during the approximate 100-day period from calving through early lactation to peak
milk, and then increases through dry-off. Generally, maintaining an optimal BCS is needed to avoid
extremes of too fat or too lean [4]. For a proper evaluation of BCS, the observer must be familiar with
skeletal structures and fat reserves, as described in [5]. In the measurement of BCS using vision-based
technology, tailhead and loin areas are of primary concern. Many researchers have evaluated BCS by
manually checking off significant anatomical points on digital 2D images. Hook angles and tailhead
depressions are formulated to estimate BCS, using a technique introduced in 2008 by Bewley et al. [6].
In this technique, the skeletal checkpoints associated with anatomical structures are used in the
assessment of BCS. However, automating the identification of these checkpoints with 2D images is
difficult. A new perspective for measuring fat levels in cows is proposed using ultrasonography in [7].
It shows that the larger the BCS, the more the increase in the fat reserves. In recent years, single 3D
camera and multiple 3D cameras with multiple viewpoints have been introduced to evaluate the body
condition score by using machine vision technology. In our system, we introduce the BCS automation
system by using a single 3D camera that is mounted above the rotary parlor.
2. Related Work
To rate BCS, a technique was introduced by Edmonson et al. in [8], which consists of manually
assessing the amount of body fat around the tailhead, as well as by palpation of the tailhead
(the depression beneath the tail), and the pelvis (hook and pin bones). In an automated system,
an image analysis technique was introduced to derive relevant characteristics from anatomical
points, and from intensities or depth values in regions of interest and cow contours. By using a
low-cost 3D camera, an automatic body condition scoring system was developed by implementing an
image-processing technique and regression algorithms [9]. In this system, fourteen features correlated
with BCS were used (such as age, weight, and height), including some features that were derived
from video images, and automatically derived from farm records. The accuracy of the entire system
was 0.26 of mean absolute error (MAE). In [10], an automated BCS rating system was introduced,
which assesses scores from 1.5 to 4.5 by extracting multiple features related to body condition from
three viewpoints. In this system, body images are recorded using 3-dimensional cameras positioned
above, behind, and to the right. Anatomical landmarks are automatically identified, and then bony
prominences and surface depressions are quantified to evaluate BCS and provide the result.
In our own previous work, we proposed a noninvasive method for automatically evaluating
BCS [11]. This method starts with a 3D image, from which two analytical models are created, one using
the root-mean-square deviation (RMSD), and the other using the convex hull volume parameter.
This method resulted in a standard error of 0.35 using RMSD, and 0.19 using convex hull volume.
We also noticed that convex hull volume has a strong correlation with BCS. The benefits of continuously
monitoring BCS are intuitive to most dairy producers, nutritionists, and others involved in dairy
farming. A few dairy farms have incorporated such monitoring as part of their management strategy,
as described in [12]. In our previous paper of body condition indicators described in [13], we noted
a strong link between BCS and parameters such as convex hull volume and mean height, with BCS
ratings between 3.5 and 3.75. That system also introduced variations in BCS trends during the calving
and lactation intervals using values for monthly mean height. In [14], a low-cost monitoring system
was proposed for unobtrusively and regularly monitoring BCS, lameness, and weight using 3D imaging
technology. In the paper described in [14], a new approach for assessing BCS based on a rolling
ball algorithm was validated by achieving repeatability within ±0.25 BCS. Our approach included
26
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automatic image selection steps for each cow in the parlor that was targeted for a smart application of
continuous monitoring. The approach also featured a newly developed BCS estimation model using
two region of interests (ROI) visible from above. Finally, this approach also involves extracting 3D
surface roughness features, and generalizing two linear regression models to estimate BCS by applying
the proposed parameters.
3. Data Collection and Preprocessing
In our proposed system, a 3D camera is mounted 3.4 m above a rotary parlor. Data collection
is done at a large-scale dairy farm in Oita Prefecture, Japan. The position of the 3D camera and an
illustration of cows in the parlor are seen in Figure 1a,b. The 3D camera generates a resolution of
132 × 176 pixels in X, Y, and Z directions. X and Y are the x and y coordinates of the image and Z is the
distance information (z or D0) of the image.
 
(a) (b) 
Figure 1. (a) Position of 3D camera; (b) image of cows in rotary parlor.
The proposed system uses a single 3D camera and generates data in csv format (comma-separated
values). Each line of the csv data has 23,232 values for distance information, which is preprocessed
into image dimensions of 132 × 176 pixels. The transformed image has a maximum of three cows.
An original image obtained using this camera is shown in Figure 2a. The original image shows the
distance data (D0) from the camera center to the image plane. To obtain real-world data for the distance
from the ground, the difference between D0 and the camera height (3.4-D0) m is calculated. The distance
range between 1.21 m and 2.1 m is considered to be the cow region, as shown in Figure 2b. Conversely,
the background region is automatically removed by the extraction of the cow region. Each of the cows
has their related ID number, using radio frequency identification (RFID). Therefore, we only extract the
middle cow image as the desired ID number on the rotary parlor, as shown in Figure 3a,b. The sided
images of other ID numbers are conversely removed. In Figure 3a, ROI 1 and ROI 2 are the two regions
of interest used for BCS estimation, for which details are discussed in Section 4.
 
(a) (b) 
Figure 2. Cow region extraction from 3D camera. (a) Original image in rotary parlor from 3D camera;
(b) Cow region extraction by distance information.
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(a) (b) 
Figure 3. The processed cow image. (a) Distance image of cow (color expresses the distance); (b) The
cow image in 3D space.
4. Automatic Image Selection Process by Filtering
Sometimes, the 3D camera returns distorted images. These bad images are removed using
geometric and hole areas. A sample of images discarded due to distortion and touching between cows
is shown in Figure 4a. The selected cow images are grouped by ID number. From all of the cow images
recorded, filtering ensures that only one good position of cow image for the same ID number on the
same day is selected by using the symmetricity parameter, though the camera generally captures
three images per day in the milking parlor. Filtering is performed by a comparison of symmetricity.
The filtering for cow ID “LA982123529378694” is shown in Figure 4b. This cow has camera capture
times (at 04:57 a.m., 13:22 p.m., and 21:21 p.m. on 4th November 2019), and the selected filtered image
is shown by a red marker. When the left and right sides of the image are symmetric, the difference
between the two areas is nearly zero. The image with the least difference in value is selected as the
most symmetric image, filtered from the images collected every day.
 
(a) (b) 
Figure 4. Sample discarded and filtered images. (a) Sample of discarded images; (b) Image selection
by symmetricity.
A detailed workflow for the automatic image selection process by filtering is shown in Figure 5.
After making the cow extraction with the filtering step, each of the selected or filtered images is
stored by its ID group in the database for further implementation of the smart system. In our system,
approximately 20,000 images were automatically discarded by geometric area as bad images, and over
140,000 selected images were recorded from August 2018 to February 2020.
The proposed work is performed on Windows 10, an Intel ® Core ™ i7-7700 CPU, @ 3.6 GHz.
The processing time for the cow selection process from each set of csv data is approximately 0.2 s.
BCS is a good management tool for developing nutrition and care programs for specific situations.
This is the first step in improving the use of BCS. Follow-on steps include developing a BCS monitoring
program for each individual cow, determining the BCS at calving, and then monitoring changes in
BCS during lactation. Optimal scores can be devised for each cow at each stage of the production
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cycle, i.e., the optimal score for calving is 3.25 and the optimal score at the start of breeding is 3, and so
on. Therefore, we launched this study to automate an accurate assessment of BCS in the next step of
BCS modeling.
This section includes a discussion of automatic collecting of cow images from a 3D camera.
The remaining sections of the paper include a discussion of collecting cow images and their use in
building models in Section 4, experimental use and performance evaluation of the two analytical
models in Section 5, and a presentation of conclusions, as well as prospective work, in Section 6.
Figure 5. Detailed workflow for automatic image selection.
5. Proposed BCS Modeling
BCS is generally evaluated by experts who have been trained in its use. Though this conventional
method is time- and labor-intensive, automation can ease the burden. Using manual measurements for
BCS as a baseline or for referencing a model, a reliable automated system can be established. To confirm
the performance of the proposed system, we used images of cows with manually measured BCS values
in the range of 2.5 to 4. These cow images were collected from two different farms: (1) the Sumiyoshi
Livestock Science Station, Field Science Center, University of Miyazaki, and (2) a large-scale dairy farm
in Oita Prefecture, Japan. Two experts performed these initial manual measurements. Although the
possible BCS scores range from 1 to 5 for very thin to very obese cows, respectively, BCS values between
2.5 and 4 are the most frequently seen. Our BCS dataset is shown in Table 1. In order to evaluate BCS
values, two analytical models (M1 and M2) are proposed for the automated system. In total, 52 cows
were used in the experiment, 32 for training, and an additional 20 for testing. M1 was applied to ROI 1,
and M2 was applied to ROI 2, as seen in Figure 3a. The learning parameters were extracted for the two
regions of interest (ROI 1 and ROI 2) using the concept of 3D roughness texture, which can be seen in
surface texture analysis ASME-B46.1 (American Society of Mechanical Engineers 2002).
Table 1. BCS dataset taken by experts.
Body Condition Score (BCS) 2.5 2.75 3 3.25 3.5 3.75 4
No. of Cows 1 1 6 24 14 5 1
5.1. BCS Estimation Model 1
In the 3D image of a cow’s backbone, BCS estimation model 1 was used for ROI 1, which is
two-thirds of the whole cow body starting from the tailhead, as seen in Figure 3a. Variations in the
amount of fat reserves or in the energy balance are apparent in that region. Moreover, the more that
body fat covers the bones, the larger the BCS. Visually, we can clearly differentiate thin cows from fat
ones by this coverage by fat. Therefore, roughness parameters are extracted to determine the BCS.
Figure 6 shows images composed of cross-sectional slices in ROI 1 for each BCS value between 2.5 and
4 in increments of 0.25. In this proposed region, the following parameters were extracted:
i. Arithmetic mean height (A1);
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ii. Convex hull volume (A2);
iii. Difference between convex hull volume and 3D volume (A3);
iv. Difference between peak height and valley depth in fifteen maximums and minimums for all
profiles (A4).
Figure 6. Images composed of cross-sectional slices for ROI 1 used in BCS estimation model 1.
Arithmetic mean height is calculated by following Equation (1):






where z is the height or distance parameter on the roughness profile, and N is the total number of all
height values in ROI 1.
Convex hull volume is calculated by [15]:






(height× area o f f ace) (2)
where F represents the faces of the polyhedron.
The difference between peak height and valley depth in fifteen maximums and minimums is
calculated by using Equation (3):









By using A1, A2, A3, and A4 features, a stepwise linear regression model (M1) is generated by the
following Wilkinson notation:
M1 ∼ 1 + A3 + A1 ∗A2 + A2 ∗A4 + A1̂2 + A4̂2 (4)
where M1 is the BCS obtained by proposed method 1.
5.2. BCS Estimation Model 2
To build BCS estimation model 2, ROI 2 in Figure 3a was used, for which an image composed of
cross-sectional slices, is shown in Figure 7. In this region, the following features are extracted:
i. Arithmetic mean height (B1);
ii. Difference between peak height and valley depth (B2).
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Figure 7. Image composed of cross-sectional slices for ROI 2 used in BCS estimation model 2.
The stepwise linear regression model (M2) was generated using two learning parameters (B1 and
B2). The output of the second proposed BCS model is defined using Wilkinson notation, as seen in
Equation (5).
M2 ∼ 1 + B1 ∗ B2 + B2̂2 (5)
where M2 is the BCS obtained by proposed method 2.
Stepwise linear regression is a semi-automated process used for building a model. It can be
generated as a way of adding or removing predictor parameters. Parameters or features to be added or
removed are picked up from statistics on the test of estimated coefficients used to reach the target output.
In the selected cow image, the BCS estimation model is established after the parameter extraction.
The processing time to obtain the BCS output is about 0.13 s. The results for training and testing BCS
measurements for the two proposed models are seen in Table 2.
Table 2. Comparison of BCS obtained manually by experts, and BCS obtained by proposed models 1 and 2.
Training with Two Proposed Methods by Regression Analysis Testing with Two Proposed Methods by Regression Analysis










1 3 3.39 3.32 1 3 3.29 3.27
2 3.5 3.31 3.35 2 3.25 3.34 3.35
3 3.25 3.35 3.64 3 3.25 3.14 3.29
4 3.25 3.28 3.56 4 3.25 3.39 3.28
5 3.25 3.29 3.30 5 3.25 2.79 3.36
6 3.25 3.54 3.29 6 3.5 3.47 3.53
7 3 3.21 3.12 7 3.25 3.40 3.24
8 3.25 3.20 3.07 8 3.5 3.77 3.36
9 3 3.09 3.34 9 3.5 3.40 3.43
10 3.25 3.10 3.29 10 3.5 3.37 3.31
11 3.5 3.52 3.42 11 3.25 3.28 3.25
12 3.5 3.18 3.06 12 3.5 3.34 3.18
13 3.5 3.59 3.28 13 3.25 3.44 3.28
14 3.25 3.10 3.17 14 3.5 3.27 3.50
15 3.25 3.48 3.21 15 3.75 3.59 3.20
16 3.5 3.38 3.51 16 3.75 3.52 3.53
17 3.25 3.05 3.12 17 3.25 3.25 3.21
18 3.75 3.73 3.53 18 3 3.04 3.16
19 3.25 3.29 3.30 19 3.25 3.41 3.43
20 3.25 3.20 3.40 20 3.25 3.08 3.38
21 3.25 3.40 3.26
22 3.5 3.45 3.32
23 3.5 3.48 3.18
24 3.25 3.30 3.37
25 3.75 3.67 3.67
26 3.25 3.11 3.25
27 2.5 2.62 2.89
28 3.5 3.32 3.27
29 2.75 2.88 3.21
30 3.75 3.41 3.41
31 4 3.81 3.61
32 3 3.28 3.26
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6. Performance Evaluation
For automating BCS estimation, we proposed two analytical models, each used for a 3D image of
the top view of the region of interest (ROI). The analytical parameters were extracted from pixel depth
values. The training models were built using data collected on 32 cows, including one cow for each of
the BCS scores of 2.5, 2.75, and 4, four cows for BCS 3, fourteen cows for BCS 3.25, eight cows for BCS
3.5, and three cows for BCS 3.75. In this experiment, training data were collected between BCS 2.5 and
4. A total of 20 cows were used to determine the accuracy of the models, including two cows for BCS 3,
ten cows for BCS 3.25, six cows for BCS 3.5, and two cows for BCS 3.75. Manual assessments of BCS were
performed by experts, and these assessments were compared with the results of using the proposed
models. The measurable parameters were mean absolute error (MAE), and mean absolute percentage
error (MAPE). Performance evaluations for models 1 and 2 are shown in Table 3. According to test
results, the mean absolute error percentage for model 2 (M2) was less than that for model 1 (M1);
i.e., small error values indicate good predictive capability. Calculations for MAE and MAPE were












where n = the number of cows tested, y = BCS by experts, yi = BCS by the proposed method.
Table 3. Performance evaluation for models 1 and 2.
BCS Model
Training Testing
MAE MAPE MAE MAPE
Model 1 (M1) 0.14 4.31% 0.15 4.64%
Model 2 (M2) 0.19 5.89% 0.13 3.87%
7. Discussion and Conclusions
On large-scale dairy farms, management using manual labor is impractical for numerous reasons.
Therefore, automated systems of farm management have been a big focus of dairy farmers. Automated
milking robots have recently been introduced to replace manual labor, which is time-intensive and
requires one-on-one attention to each cow. The nutritional status of each cow can affect milk production.
As one of the most important tools for evaluating nutritional status, BCS is a frequent topic of research.
Accurately assessing BCS and regularly monitoring BCS trends have become critical requirements.
Our belief is that more and more dairy producers will implement automated BCS evaluation as an
important part of smart dairy farming.
The initial step in the proposed system involves automatically selecting images for individual
cows. We have tested this process by collecting images in various groups to implement in the advance
application. The processing time for this proposed work is acceptable for large-scale data sources.
In the next step, automated BCS estimation models are introduced by combining proposed parameter
extraction and the two stepwise regression analysis to evaluate BCS. Since our dataset contains only
one cow each for BCS of 2.5, 2.75, and 4, we could not test for these BCS in our testing process although
they are used in the training for having a good estimation model. Our proposed regression models
are tested on 20 cows of BCS (3, 3.25, 3.5, and 3.75). The first model obtains minimum and maximum
errors of 0.0025 and 0.45, and the second model obtains minimum and maximum errors of 0.0024 and
0.55, respectively. To measure the proposed model accuracies, the mean absolute parameter (MAE)
is used and the MAE for the first and second models was 0.15 and 0.13, respectively. Although the
proposed stepwise regression worked reasonably well for developing useful models in this existing
data, it cannot always work well for all new data. Therefore, our future work entails collecting more
fruitful data of various BCS for the purpose of discerning variations in our proposed automated BCS
evaluation process.
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Abstract: In recent years, there has been an increasing interest in the use of highly nonlinear solitary
waves (HNSWs) for nondestructive evaluation and structural health monitoring applications. HNSWs
are mechanical waves that can form and travel in highly nonlinear systems, such as granular particles
in Hertzian contact. The easiest setup consists of a built-in transducer in drypoint contact with the
structure or material to be inspected/monitored. The transducer is made of a monoperiodic array of
spherical particles that enables the excitation and detection of the solitary waves. The transducer is
wired to a data acquisition system that controls the functionality of the transducer and stores the
time series for post-processing. In this paper, the design and testing of a wireless unit that enables
the remote control of a transducer without the need to connect it to sophisticated test equipment
are presented. Comparative tests and analyses between the measurements obtained with the newly
designed wireless unit and the conventional wired configuration are provided. The results are
corroborated by an analytical model that predicts the dynamic interaction between solitary waves and
materials with different modulus. The advantages and limitations of the proposed wireless platform
are given along with some suggestions for future developments.
Keywords: highly nonlinear solitary waves; nondestructive evaluation; wireless sensing;
Bluetooth technology
1. Introduction
Highly nonlinear solitary waves (HNSWs) are mechanical waves that can form and travel in
highly nonlinear systems such as mono-periodic arrays of elastically interacting spherical particles,
sometimes indicated as granular crystals [1–18]. One of the key features of HNSWs is that properties
like duration, amplitude, and speed can be tuned without electronic equipment by simply adding
static precompression on the array or varying the particles’ material and geometry. This tunability
makes the use of HNSWs appealing in some engineering applications such as nondestructive testing
(NDE), structural health monitoring (SHM) [19–22] or acoustics [23–28].
The scheme of an HNSW-based NDE/SHM is shown in Figure 1. One end of an array of identical
spheres is in dry contact with the structure to be inspected/monitored. The top particle of the chain
is lifted and released to create a mechanical impact that triggers the formation of a solitary wave,
hereinafter referred to as the incident solitary wave (ISW). When the mass of the striker is equal to
the mass of the other particles composing the chain, a single pulse is generated. The ISW propagates
Sensors 2020, 20, 3016; doi:10.3390/s20113016 www.mdpi.com/journal/sensors35
Sensors 2020, 20, 3016
through the array, is detected by a sensing system embedded in the chain, and then reaches the surface
of the structure to be inspected/monitored. At the interface between the chain and the structure, most
of the acoustic energy carried by the ISW is reflected back, giving rise to one or two reflected solitary
waves, typically referred to as the primary and the secondary reflected solitary waves (PSW and SSW).
These reflected waves are then detected by the same sensing system embedded in the array.
 
Figure 1. General scheme of nondestructive evaluation/structural health monitoring paradigm using
highly nonlinear with different modulus. The advantages and limitations of the proposed wireless
platform are given along with some suggestions for future developments.
Many researchers proved that the amplitude and the arrival time of the reflected solitary waves
depend on key properties of the adjacent structure/material [19–22,29–38]. For example, Yang et al.
studied numerically, analytically, and experimentally the reflection of HSNWs at the interface of a large
thin plate, and found that the amplitude and the arrival time of the reflected waves are affected by the
plate thickness, the particles size, and the boundary conditions at a critical distance from the plate
edges [39]. Kim et al. indicated experimentally and numerically that solitary waves can be used to detect
delamination in carbon fiber reinforced polymer plates [31]. A numerical study on the interaction of
HNSWs with composite beams showed that solitary waves are helpful to evaluate the directional elastic
parameters of the composites [40]. Others reported that the method is effective at detecting subsurface
voids [38], assessing the quality of adhesive joints [22,30], composites [31,34,40,41], orthopedic and
dental implants [32,42], and at measuring internal pressure [43–46] and axial stress [47,48].
In all the studies cited above, the array of particles is coaxially wired to electronic equipment that
controlled the striker and digitized the time-waveforms for post-processing analysis. Although this is
acceptable for periodic inspections, i.e., NDE applications, it may be detrimental when continuous
monitoring, i.e., SHM protocol, is preferred or necessary. SHM systems, however, can become expensive
in large structures or high-dense sensor systems due in part to cabling networks. SHM using wireless
sensors can overcome the limitations of traditional wired methods with many attractive advantages
such as wireless communication, onboard computing, battery power, ease of installation, and so on.
Platforms for SHM containing wireless smart sensing (WSS) have been developed during the past
years. WSSs are devices that have a sensor, microprocessor, radio frequency transceiver, memory,
and power source integrated into one small size unit and are characterized by their capabilities
of sensing, computation, data transmission, and storage, all achieved by a single device. WSS
represents an attractive alternative to their wired counterparts because of the lower cost achieved by
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removing the need for cables (including cost labor reduction), and by the widespread production of
micro-electro-mechanical sensors. The wireless communication capability allows flexible network
topology and hence enables a decentralized monitoring scheme, which adds robustness to the SHM
system compared with the centralized approach in wired systems [49]. For these reasons, in the last
two decades there has been a great deal of research and development of wireless sensors for SHM
applications that were summarized in a few excellent reviews [50–53]. However, as the NDE/SHM
method based on HNSW has been developed only recently, there is no wireless sensing technology
available in support of nonlinear solitary wave propagation and detection.
To fill this gap, a wireless sensor system to support the generation and detection of HNSWs for
NDE or SHM applications was designed, assembled, and tested. The system is not a sensor per se,
but rather an autonomous data acquisition node to which a traditional HNSW transducer, designed
and developed in our lab, can be attached. The new device can be best viewed as a platform in
which mobile computing and wireless communication elements converge with the transducer. This
capability is particularly advantageous in the context of SHM, in which several HNSW transducers can
be deployed on the structure of interest to perform structure interrogation and remote communication
to a remote repository. Other advantages of this newly designed system are cost reduction in the
installation phase, autonomous data processing, denser sensing capability in large structural systems,
just to mention a few.
The paper is organized as follows: Section 2 provides an overview of the designed wireless
platform and is divided into sub-sections that describe the single components. Section 3 presents the
experimental results in which the wireless platform is compared to the performance of conventional
sensing with the use of a data acquisition system. Section 4 supplements the experimental finding
with the outcomes of a numerical analysis that models the dynamic interaction of the solitary waves
with different materials. Lastly, Section 5 provides some concluding analyses and remarks about the
study presented here.
2. Wireless HNSW Sensor System Overview
The new wireless sensor network is comprised by three components, the HNSW transducer,
a custom printed circuit board (PCB), and a mobile computing device. A schematic of the overall
platform is shown in Figure 2.
Figure 2. Schematics of the overall HNSW wireless sensor node. The “specimen” in the figure
representsany material/structure to be monitored using the solitary waves.
2.1. HNSW Transducer: Conventional Design
The HNSW transducer, hereinafter simply referred to as the transducer, contains eight 19.05 mm
spheres, a commercial electromagnet (Uxcell 12 V DC) able to lift and release the striker, a sensor, and a
frame. All the particles except the striker were made of a non-ferromagnetic material. The current
flowing through the solenoid generates a magnetic field strong enough to lift the first particle of
the array, whereas flow interruption causes the striker to impact the chain and generate the ISW.
The sensing system consists of a lead zirconate titanate (Pb[ZrxTi1-x]O3) wafer transducer (PZT),
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embedded between two 6.05 mm thick, 19.05 mm diameter disks. Kapton tape insulated the PZT
from the metal. In the conventional (wired) configuration, the transducer is connected to and driven
by a National Instruments PXI running in LabVIEW using a graphical user interface created ad hoc
for the experiments. The hardware generates the signal to open/close the electrical current to feed
the solenoid, while the user interface allows for the selection of the repetition rate of the striker (by
controlling the output signal), the number of measurements, the sampling frequency of the digitized
waveforms, and the storage of the waveforms for post-processing analysis. The transducers used in this
study were also successfully used elsewhere [19,43–45,54] and were, therefore, the starting point to
develop the proposed wireless platform. However, it is emphasized here that the proposed platform
can be adopted and adapted to a chain of any size, length, and particle materials.
2.2. Circuit Board
In the proposed wireless sensor node, the role of the data acquisition system used in the
conventional configuration is replaced by a PCB, which is the centerpiece of the schematics of Figure 2.
The PCB includes the driver to provide the current for the solenoid, a filter to remove white noise and
provide anti-aliasing, and a protocol for the remote communication to and from mobile devices.
Figure 3 shows a photo of the PCB with color-coded sections corresponding to the individual
components. The driver allows the microcontroller (MCU) to deliver the DC current to the solenoid
with an input/output (I/O) pin on-demand (GPIO). Although the term “GPIO” suggests that both an
output and an input are necessary to interface with the driver, the latter is designed such that the
movement of the striker onto the array can be controlled through a single digital output. The waves,
sensed by the PZT, are filtered by an analog filter and subsequently sampled by the analog to digital
converter (ADC) within the MCU. The MCU then sends the data samples to an integrated circuit
(IC) enabled for Bluetooth Low Energy (BLE) communication using the Universal Asynchronous
Receiver/Transmitter (UART) protocol. The protocol allows for the transmission of the data to any
mobile device capable of BLE communication.
 
Figure 3. Photo of the final printed circuit board (PCB), which includes a Bluetooth transceiver, filter,
microcontroller (MCU), transducer driver, and a voltage regulator (VR). The board is 76.2 mm wide
and 36.8 mm high.
The final PCB (76.2 × 36.8 mm2) was designed to optimize space and therefore enhance portability.
The MCU was an ATMega32u4 with 32 kB of flash memory for storing embedded programs, 2 kB
of SRAM for storing measurement data, all of the peripherals required to induce and measure the
signal, and libraries that allowed for easy communication with the Bluefruit LE module. The MCU has
also its own USB controller, making local data collection possible without adding an IC to do FTDI to
UART conversion. Overall, the created design fares better than the conventional design because the
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new system is more compact, is dedicated to the specific application with HNSWs, and can be driven
by smart devices such as tablets or even smartphones.
2.3. Actuation: Wireless Configuration
In the wired configuration, the DC current used to drive the electromagnet is delivered by a
power supply external to or embedded to a data acquisition system. In the proposed wireless node,
the DC current is provided by the PCB. Following the protocol implemented in the PXI in previous
studies [19,43–45,54], the solenoid is energized for 250 ms, an interval sufficiently long to lift the striker
until it touches the electromagnet before falling freely onto the array. The energy necessary to deliver
the current necessary to operate the electromagnet is significant with respect to the other electronic
components and is directly proportional to the weight and the falling height of the striker. To supply
the necessary energy, a custom power source for the solenoid and driver circuit was chosen to allow
the control of the striker while maintaining portability. A 14.8 V rechargeable LiPo battery with a
maximum discharge rate of 47 A and a capacity of 1050 mAh was chosen. For the 250 ms interval,
675 mA is consumed. In future, the duration and/or the energy consumption can be reduced by
shortening the falling height of the striker, by making the striker lighter (in order to be able to use
smaller solenoids), or by minimizing the friction between the striker and the inner wall of the guide.
Under this design, the battery can continuously drive the striker for 93 minutes, which means
that the battery can theoretically power 22,390 = (93 × 60 × 4) impacts. This value was obtained by
multiplying the capacity of the battery by the inverse of the current consumption. The number of
strikes can be also increased using a battery with higher capacity within the limit of size and weight
constraints necessary to make the whole node practical. In the present study, the 1050 mAh battery
was chosen because it was sufficient to complete a full round of experiments (see Section 3).
Figure 4 shows the control circuit for the actuation. A 1N4003 diode was added in parallel to the
solenoid; this flyback diode prevents voltage spike that results from turning off the solenoid from
damaging the metal–oxide–semiconductor field-effect transistor (MOSFET), which would, in turn,
shorten the life of the overall system [55]. The MOSFET itself acts as an open circuit if the GPIO pin is
off, and acts as a closed circuit if the GPIO pin is on, allowing for the control of the current through the
solenoid via software. The MOSFET NTD3055-150 from ON Semiconductor was chosen. According to
the manufacturer, this specific MOSFET is designed for low voltage, high-speed switching applications
in power supplies, converters and power motor controls and bridge circuits, and dissipates 28.8 W
continuously, which provides a threefold factor of safety compared to the 9.45W (14 V × 0.675 A)
required to lift the striker. The calculation for the required wattage was based on experiments done
with a power supply that justified the choice of a 14.8 V battery in the first place. An RC circuit at the
gate of the transistor provides a slight delay between turning the GPIO pin off in software and the
moment at which the magnetic ball on top of the chain drops. The specific resistor and capacitor values
used are not critical, what is most important is that the time constant of the RC circuit is three times
larger than the minimum delay that the MCU can produce. This prevents the worst-case scenario of
the MCU sampling the ADC after the incident waves passed the sensor disk. The delay that the RC
circuit introduces safeguards against mechanical adjustments to the transducer that can reduce the
amount of time it takes for the striker to fall. The RC circuit consisted of a 10 kΩ resistor and a 33 nF
capacitor, resulting in a time constant of 333 μs.
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Figure 4. Schematic of the control circuit used to drive the direct current through the solenoid. Vdd
represents the 14.8 V power source while the coil directly below Vdd represents the electromagnet used
to lift the topmost ball.
2.4. Filter Design
A passive low-pass filter was added to remove white noise and provide anti-aliasing. The cutoff
frequency was determined by examining the frequency spectrum of solitary waves recorded
conventionally at a sampling rate of 2 MHz by placing a transducer above a 12.7 mm thick steel
plate. Figure 5 shows one of the time waveforms and the corresponding Fourier transform associated
with this control test. The 99% bandwidth of this signal (the frequency range across which 99% of the
power in the signal is contained) is 13.93 kHz. Our initial approach was to place the cutoff frequency
somewhere between 50 and 100 kHz so as to eliminate white noise and also have at least a 4x factor of
safety from losing any important information. This would also have served to provide anti-aliasing.
However, setting the cutoff frequency to a point within that range would introduce a significant amount
of phase lag in the relevant frequencies, which could distort the measurements of the arrival time of
the pulses of interest. The phase response of a filter is the radiant phase shift added to the phase of
each sinusoidal component of the input signal, and the term ”phase lag” is used when these phase
shifts cause delays in time. In the case that the primary wave and secondary wave have the exact
same frequency content, both waves would experience the same amount of delay. However, if the
reflected waves are different in terms of the frequency content, a narrow low-pass filter may cause
artifacts. Based on the above, a cutoff frequency of 2.4 MHz was chosen in order to minimize the phase
lag across the frequencies with relevant information.
Figure 5. (a) Time waveform and (b) corresponding Fast-Fourier transform (FFT) measured during a
control test to design a low-pass filter.
Figure 6 compares two cutoff frequencies, namely 100 kHz and 2.4 MHz, and their effects on the
phase response of the low pass filter. The phase lag in the 10–100 kHz range associated with the 2.4
MHz cutoff is essentially flat. At 50 kHz, the phase lag is 0.2 degrees which corresponds to a 0.01
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μs delay, well below the sampling period typically used in HNSW tests. However, for the cutoff at
100 kHz, the phase lag at 50 kHz is equal to 4.8 degrees, which yields a 0.26 μs delay. A delay of 0.26
μs is negligible at a sampling period of 13.3 μs, which is the sampling period of the current design.
However, as discussed within Section 6, we plan on increasing the sampling frequency in future
iterations of this circuit board to at least 1 MHz. In that context, the usage of a lower cutoff frequency
could distort the HNSW measurements. The components of the filter’s final design have values equal
to 2 Ω and 33 nF, resulting in a cutoff frequency of 2.411 MHz. It is noted here that the design of the
filter can be modified based upon the specific application of the transducers as the characteristics of
the particles in the array and/or the properties of the structure to be monitored, modify the duration of
the incident and reflected waves.
Figure 6. Phase lag as a function of frequency, induced by low pass filters with cutoffs at 100 kHz and
2.4 MHz.
2.5. Wireless Communication
Bluetooth technology was chosen as the communication protocol between the newly proposed
wireless device and laptops, tablets, or phones. For short-distance communication, Bluetooth technology
is appealing owing to its compatibility with the majority of smartphones, tablets, and laptops.
Additionally, Bluetooth communication does not rely on any external network. The Bluetooth LE
UART module we used relies on the general-purpose, ultra-low power System-on-Chip nrF51822 to
provide wireless communication with any BLE-compatible device. The term “System-on-Chip” means
that the nrF51822 is a complete computer system within a single chip that can act independently from
the MCU. This could be essential for improvements to future iterations of the PCB as discussed in
the Discussion and Conclusions section. The nrF51822 has the ability to choose between UART and
SPI communication with external devices, and sleep modes for power preservation. According to the
manufacturer, the range of the module is approximately 60 m in an indoor environment, assuming a
lack of obstacles. The module was flashed with the firmware provided by the manufacturer [56].
2.6. Mobile Application
An app (Figure 7) was designed to communicate with the transducer via the PCB from a smart
device. The app was adapted from a general app framework provided by the manufacturer [57].
The custom adaptation added a data streaming mode capable of compartmenting the data it received
from different runs into separate graphs. These plots can also be exported as data files for further
processing. The data streaming was designed to work with the messaging protocol programmed
into the MCU, as discussed later in Section 2.7. First, the app provides a list of Bluetooth devices
within the vicinity. After the user selects the appropriate device (Figure 7a), the “Data Stream” menu
option allows the user to remotely drive the striker and collect data from the embedded sensor disk
(Figure 7b). As shown in Figure 7c, selecting “Data Stream” prompts the user to select the number
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of strikes and the length (data points) of the signal. Once the PCB receives the command, it actuates
the transducer, collects samples of the time waveform from the ADC, sends the data to the mobile
device, and iterates the process as many times as the number of strikes chosen by the user. During
the process, the waveforms are displayed in real-time on the smart device (Figure 7d). The app and
the PCB together make a self-contained system that only requires a basic knowledge of smart mobile
devices to operate.
 
Figure 7. Screenshots of the custom application for mobile devices such as tablets and phones. (a)
Panel to select the appropriate module from a list of devices. (b) Panel to select a data stream from a
device menu. (c) Panel to enable the user to select the desired number of samples and runs. (d) Display
of a single measurement from a sheet of aluminum plotted on the mobile device.
2.7. Implementation
The ADC within the AtMega32u4 was used to digitize the signals detected by the embedded
sensor disk. The ADC clock was set equal to 1 MHz, as setting the clock to a higher frequency would
reduce the resolution for this particular device. A single conversion takes 13 clock cycles, and the clock
frequency was set to 16 MHz, so the highest sampling frequency we could theoretically achieve was 1
(MHz)/13 = 77 kHz. The ADC uses a sample-hold capacitor, which is first charged by the signal and
then closed-off from the input signal so that the voltage of the signal at that time can be indirectly read
through the voltage on the capacitor at that moment. A 5 V power supply for the ATMega32u4 and
the Bluetooth module was generated with a 3.7 V single-cell LiPo and a Pololu 5 V Step-Up Voltage
Regulator U1V11F5. The U1V11F5 can handle input voltages in a range of 1 to 5.5 V, so it is robust to
small voltage drops caused by the discharging of the single-cell LiPo. The PCB follows a protocol for
collecting data and sending it to a mobile app. After the first time the PCB is turned on, it waits for a
mobile device to connect to it. After a device has connected, the PCB turns the solenoid on and off
again, starts a timer, and then collects ADC samples until the ADC reading passes a certain threshold.
This allows it to learn the timing between it dropping the ball and observing a HNSW. It then allows
the app to send it the desired number of samples and runs and then executes the appropriate number
of runs while recording the desired number of samples in time for each run.
Figure 8 shows the final prototype used in the experiments presented in the next section. The PCB
is connected to both batteries it needs for all of its functionalities and is in a state where it could be
connected to any Bluetooth-compatible mobile device.
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Figure 8. Photo of the final PCB with two batteries, B1 and B2. The 3.7 V battery (B1) powers the
microcontroller and Bluetooth module. The 14.8 V battery (B2) powers the solenoid.
3. Experimental Setup and Procedure
To compare the performance of the proposed wireless module to a conventional configuration,
two identical transducers like those illustrated in Section 2.1 were used. Figure 9 shows part of the
setup. Transducer T1 was wired to the PCB whereas transducer T2 was cabled to a National Instruments
—PXI. The latter controlled an external DC power supply to energize the electromagnet.
 
Figure 9. Photo of the two identical transducers used in this study. Transducer T1 was wired to the PCB.
Transducer T2 was wired to a National Instruments PXI.
Three sets of experiments were conducted. In the first two, both transducers were placed above a
steel thick plate and then above a foam board. The latter was laying above an optical table. Then, one
transducer only was placed above a granite block and connected to the wireless node first and then to
the PXI. The steel specimen was 304.8 × 152.4 × 76.2 mm3, the foam board was 604.5 × 457.2 × 6.35
mm3, and the granite block was 152.4 × 152.4 × 304.8 mm3. For each experiment, 100 impacts were
triggered in order to collect a statistically significant amount of data. For the steel plate, one transducer
at the time was placed at the center of the 304.8 × 152.4 mm2 area. For the foam test, the two transducers
were placed symmetrically, 101.6 mm away from the center of the board and 228.6 mm from the sides
in order to secure identical boundary conditions. The three materials were chosen as representatives of
different Young moduli. For the steel plate test, the sampling frequency was equal to 61 kHz and then
raised to 75 kHz for the other two tests for both the wireless node and the PXI. Based on the discussion
of Section 2.4, when the sampling frequency was 61 kHz, the filter used a 51 Ω resistor and a 330 nF
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capacitor, whereas when the sampling frequency was 75 kHz, a 2 Ω resistor and a 330 nF capacitor
were used.
4. Experimental Results
4.1. Steel Plate: Control Test
The first round of experiments was conducted on the thick steel plate and served as a control
test to troubleshoot any possible problems associated with the wireless module. Figure 10 shows one
of the time waveforms collected by transducer T1. The first peak is the ISW whereas the second peak
around 550 μsec is the PSW. Both the ISW and the PSW were tailed by small humps. The origin of
these small pulses is described in Section 5. It is anticipated here that these pulses are not detrimental
to the successful implementation of NDE/SHM strategies with HNSWs. As conventionally done in
HNSW-based NDE/SHM, the time-of-flight (ToF) of the PSW was calculated, as the difference between
the arrival time of the PSW with respect to the ISW at the sensing disk. This wave feature is significant
for NDE-based or SHM-based applications, as it has been demonstrated that the ToF is sensitive to the
presence of damage and/or variation in local stiffness, etc.
Figure 10. Steel plate test. Example of one of the hundred-time waveforms recorded during
the experiment.
To compare the results from both the wired and the wireless systems, the time-series obtained
by averaging the one hundred waveforms from both (wired and wireless) systems are displayed
in Figure 11a. As the trigger for the two systems was different, the graphs in Figure 11a were
shifted horizontally in order to overlap the arrival time of the ISW. Figure 11a proves that the two
time-waveforms are remarkably similar to each other, in terms of pulse amplitude and corresponding
ToF. The slight differences can be attributable to manual transducer-to-transducer differences associated
with fabrication and assembly. To identify differences at each measurement, Figure 11b shows the
number of occurrences for a given ToF for both setups. Three values, namely 295, 311, and 328 μs were
measured. It is noted here that the width of each bar is equal to the sampling period, which, for the
steel plate test, was equal to 16.4 μs.
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Figure 11. Steel plate test. (a) Time-series obtained by averaging the 100-time waveforms measured
with the sensor disks. (b) Number of occurrences of a given ToF. For each color, the total number of
occurrences is 100.
4.2. Foam Specimen
Similar to Figures 11 and 12 presents the results associated with the foam board that was probed
with both transducers acting sequentially. For this material, the amplitude of the ISW measured with
the PXI is larger than the corresponding amplitude measured with the wireless platform. This trend
confirms what seen in Figure 11a but for the latter case the difference was smaller. The origin of such
difference is discussed in Section 4.3. Nonetheless, it is important to emphasize that for NDE/SHM
applications, the trends of interests are those associated with variations from baseline data when
material degradation of damage occurs. As such any transducer to transducer difference in the amplitude
of the ISW is not detrimental to prove the main hypothesis of the present research, i.e., that the wireless
platform can be used for HNSW measurements in lieu of sophisticated electronics. Another distinctive
feature of the wireless platform is that it was able to detect a twin peak associated with the dynamic
interaction of the waves with the foam. The origin of these twin-peaks, originally identified and
detailed in [58] and elaborated further in [43], was found in several HNSW-based NDE related to soft
materials including rubber [44]. For the sake of completeness, the dynamic interaction among the
particles that induce the “twin-peaks” is discussed in Section 5.
Figure 12. Foam board test. (a) time-series obtained by averaging the 100-time waveforms measured
with the sensor disks. (b) Number of occurrences of a given ToF. For each color, the total number of
occurrences is 100.
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Figure 12b shows that the number of occurrences of the ToF is more spread with respect to the
steel test. This is attributable to the soft nature of the foam specimen. Additionally, the occurrences
of the ToF measured with the wireless platform are skewed to the left, i.e., the PSW traveling along
transducer T1 seems faster than in transducer T2. While the origin of such skew is not clear, and more
insights could have been gained by inverting the terminals of the transducers, it is believed that what
was observed is more related to the dynamic interaction of the waves with the foam rather than a
variability associated with the transducers. In the future, the experiments will be repeated by connecting
the terminals of the solenoid and the sensor disk to the PCB first and then to the PXI.
4.3. Granite Specimen
To investigate the origin of the small discrepancies observed for the foam board, one transducer
only was used above the granite block and connected to the PCB first and then to the PXI. The results
are presented in Figure 13. The time-waveforms (Figure 13a) confirms the trend observed for the
foam (Figure 12a). The amplitude of the ISW measured with the PXI is about 20% higher than
the corresponding amplitude measured with the wireless node. As such, it can be concluded that
differences in the impedance between the two devices result in differences in the amplitude of the
detected incident wave. Figure 13b shows the number of occurrences associated with the granite test.
The distribution of the ToF is in between the foam and the steel specimen. This confirms that the
scattering of the results (i.e., the number of histograms plotted in each figure) is related to Young’s
modulus of the material. Contrary to what is observed in Figure 12b or Figure 13b shows that the ToF
measured with the PCB is higher than the ToF measured with the PXI.
Figure 13. Granite test. (a) time-series obtained by averaging the 100-time waveforms measured
with the sensor disks. (b) Number of occurrences of a given ToF. For each color, the total number of
occurrences is 100.
5. Numerical Results
To interpret the experimental results presented in Section 4, an analytical study was performed
about the dynamic interaction of solitary waves with the test specimens, using a model that simulates
the propagation of solitary waves along the granular array using a series of point masses interacting
via nonlinear Hertzian contact forces (Figure 14). Furthermore, the test specimen in contact with
the granular chain was modeled as a linear elastic media using a finite element model. The two
models were integrated at the interaction point between the granular chain and the test specimen
based on the Hertzian contact law. Owing to the scope of this paper, the numerical formulation and the
analytical equations used for the simulation are not presented here and interested readers are referred
to [27,43–48,54] in order to gain more insight on the subject.
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Figure 14. Modeling the interaction between the granular chain and the test specimen. (a) Schematics
of the HNSW transducer with particle site number. (b) Schematic of the mono-periodic array as a series
of point masses interacting via nonlinear Hertzian contact (In this figure, N = 9).
For the models, the properties listed in Table 1 were used for the three materials, namely steel,
granite, and foam considered in this study.
Table 1. Mechanical properties, specimen thickness, and the predicted ToFs of the steel, granite, and













Steel 7800 200 0.3 6.35 0.333
Granite 2700 70 0.25 304.8 0.359
Foam 60 0.03 0.3 6.35 2.494
Figure 15 shows the amplitude of the dynamic force measured at the sensor disk (site #5 in
Figure 14a). The waveforms represent the average interaction force between the sensor particle and
the adjacent particles (sites #4 and #6). As observed in the experiments (Figure 11a, Figure 12a or
Figure 13a), Figure 15 shows that the ISW (highlighted in light blue background) is trailed by a small
pulse emphasized with red circles. This pulse is the result of a rebound between the sensor disk and
particle #6, caused by the local increase of contact stiffness between the disk and the sphere. The higher
(with respect to the contact between two spheres) contact stiffness at the sensor particle results in the
increase of its maximum particle velocity. As the ISW passes through the sensor and arrives at bead
#6, the disk and the particle #6 separate. This yields a momentary zero interaction force at the sensor
particle (Figure 15). Then, owing to its higher momentum, the sensor particle strikes particle #6 again,
yielding to the small hump circled in Figure 15. The same mechanism causes the small pulses trailing
the PSW in the steel and granite tests.
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Figure 15. Solitary wave force profiles obtained from the numerical modeling of the interaction of
solitary waves and steel, granite, and foam specimens.
When the transducer was used above the foam board, both the experimental (Figure 12a) and the
numerical (Figure 15) results show a twin PSW. Owing to its soft nature, the acoustic energy carried
by the ISW causes a relatively large deformation chain/foam interface. This deformation induces
separation between particles that are much larger than the separation that occurs when the chain is
above stiffmaterials. When the reflected wave propagates back to the chain, the separation between
bead #6 and the sensor particle and the separation of the sensor particle and bead #4 is large enough
that two distinct impacts, i.e., peaks, are seen. The first peak is therefore the upward impact of particle
#6 onto the sensor disk, and the second peak is the upward impact of the disk onto particle #4.
Figure 15 also confirms what was observed experimentally (Figure 11b, Figure 12b, or Figure 13b)
about the ToF that is inversely proportional to the stiffness of the interface material. The results of
the numerical study are summarized in Table 1. The numerical ToF predictions are in very good
agreement with the experimental results displayed in Figure 11b, Figure 12b or Figure 13b. At most,
the discrepancy between the numerical and the experimental values is within 2–3 data samples. As the
thin foam board was placed on a rigid optical table, it is believed that the mechanical properties of
foam only material were not representative of the real test object. As such, Young’s modulus foam
listed in Table 1 was calibrated to match the numerical and the experimental results.
6. Discussion and Conclusions
In statistics, the Pearson’s correlation coefficient is generally used to measure the linear correlation
between two variables. The coefficient can be comprised between +1 and −1, where 1 is the total
positive linear correlation, 0 is no linear correlation, and −1 is the total negative linear correlation.
Following past studies [59,60], Pearson’s correlation coefficient was used in the work presented in
this article to measure the similarity between the waveforms collected with the PXI and the wireless
platform. The values of the coefficients for the steel, foam, and granite were 0.975, 0.878, and 0.957,
respectively. Although this observation needs data from more materials and a greater number of
tests in order to be definitive, the trend of the coefficients seems to be related to Young’s modulus
of the test specimen. In general, a coefficient greater than 0.8 is considered to be strong evidence
of a linear relationship [61]. In this context, it means that it is very likely that the mean waveforms
from the PXI and PCB are simply scaled versions of each other. The Pearson coefficients confirm the
research hypothesis that the proposed wireless module can replace the wired configuration to perform
NDE/SHM using HNSWs.
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The quantitative results relative to the ToF are summarized in Table 2, which presents the average
value of the ToF, and the corresponding standard deviation and coefficient of variation (CoV) for all
the experiments conducted in this study. Additionally, the difference in percent between the numerical
and the PCB-measured ToF is reported. Overall, it can be said that the experimental results are in very
good agreement with the numerical values and the difference is within the margin associated with the
sampling period of the instrumentation, i.e., related to the accuracy provided by the sampling frequency
adopted in the experiments. By observing the standard deviations, they are within 1–2 data samples.
In addition, the coefficient of variation is quite small proving the repeatability of the experiments.
Table 2. Summary of the experimental and numerical results relative to the time-of-flight of the primary
reflected solitary wave. The CoV represents the coefficient of variation, i.e., the ration of the standard




ToF numerical (μsec) 333 359 2494
ToF experim.: PCB mean (μsec) 320 347 2510
ToF experim.: PCB Standard deviation (μsec) 8.20 12.1 20.5
ToF experim.: PCB CoV (%) 2.56 3.47 0.82
ToF experim.: PXI mean (μsec) 313 341 2551
ToF experim.: PXI Standard deviation (μsec) 8.76 14.2 27.1
ToF experim.: PXI CoV (%) 2.79 4.16 1.06
Numerical/PCB difference (%) 3.90 3.34 0.64
In conclusion, in the study presented in this article, a wireless node was designed, assembled,
and tested to support the generation, propagation, and detection of highly nonlinear solitary waves.
The aim was to develop the components of a custom system that allows for structural health monitoring
applications based on solitary waves. The development of the wireless sensor node included the
design of a filter, a driver, and a mobile application. To prove the feasibility of the first prototype,
three different interface materials were tested using two HNSW transducers. One transducer was
conventionally wired to a National Instruments PXI running under LabView and one transducer was
connected to a wireless node and driven with a mobile App using a tablet. The experimental results
showed an excellent agreement with respect to each other and with respect to an analytical model that
described the dynamic interaction between the waves and the material in dry contact with the chain.
This is proof of the reliability of our wireless platform.
In the future, the wireless system needs to be improved over a few fronts. The sampling frequency
should be increased to at least 1 or 2 MHz in order to reduce the sampling period and to make the
system more sensitive to variations within the material being probed. The power necessary to drive
the solenoid needs to be reduced in order to increase the battery life and allow the system to last longer
before calling upon battery replacement. The development of a power solar cell to harvest energy
would allow the wireless node to operate indefinitely. The latter would also be a suitable solution to
power low voltage electronics. With the current design, the 3.7 V, 2500 mAh battery can power the low
voltage electronics for 14 h. Besides harvesting energy with a solar module, another remedy could be
adding both a separate smaller battery to power the Bluetooth module while it sleeps in a low power
mode and hardware to allow the Bluetooth module to turn on the rest of the board once it receives a
wake-up signal.
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Abstract: Movement disorders, such as Parkinson’s disease, dystonia, tic disorder, and attention-
deficit/hyperactivity disorder (ADHD) are clinical syndromes with either an excess of movement
or a paucity of voluntary and involuntary movements. As the assessment of most movement
disorders depends on subjective rating scales and clinical observations, the objective quantification
of activity remains a challenging area. The purpose of our study was to verify whether an impulse
radio ultra-wideband (IR-UWB) radar sensor technique is useful for an objective measurement of
activity. Thus, we proposed an activity measurement algorithm and quantitative activity indicators
for clinical assistance, based on IR-UWB radar sensors. The received signals of the sensor are
sufficiently sensitive to measure heart rate, and multiple sensors can be used together to track the
positions of people. To measure activity using these two features, we divided movement into two
categories. For verification, we divided these into several scenarios, depending on the amount of
activity, and compared with an actigraphy sensor to confirm the clinical feasibility of the proposed
indicators. The experimental environment is similar to the environment of the comprehensive
attention test (CAT), but with the inclusion of the IR-UWB radar. The experiment was carried out,
according to a predefined scenario. Experiments demonstrate that the proposed indicators can
measure movement quantitatively, and can be used as a quantified index to clinically record and
compare patient activity. Therefore, this study suggests the possibility of clinical application of radar
sensors for standardized diagnosis.
Keywords: IR-UWB radar sensor; movement disorder; hyperactivity; actigraphy
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1. Introduction
Movement disorders, such as Parkinson’s disease, dystonia, tic/Tourette’s disorder, and attention-
deficit/hyperactivity disorder (ADHD), are clinical syndromes with either an excess of movement or a
paucity of voluntary and involuntary movements. The assessment of many movement disorders has
heavily relied on clinical observation and rating scales, which are inherently subjective, and results
vary according to the informant [1]. There is an increasing need for tools that objectively evaluate the
level of activity. We focused on ADHD, among various movement disorders, to explore the possibility
of a new evaluation method. ADHD is a common neurodevelopmental disorder characterized by
inattention, impulsivity, and hyperactivity [2]. In contrast to the research on objective measurements of
inattention, such as the continuous performance test (CPT), the assessment of hyperactivity in clinical
settings is based on subjective reports from caregivers and from the observations of clinicians [3].
As hyperactivity is influenced by environmental factors and cognitive demands, discrepancy regarding
the description of hyperactivity often occurs, thereby making the diagnosis of ADHD challenging [4].
Studies have been conducted, using infrared cameras (QbTest; Qb Tech, Stockholm, Sweden),
3D cameras (Microsoft Kinect, Redmond, US), or actigraphy (ActiGraph, Florida, US), to measure
the objective level of activity in young people having ADHD [5]. However, these sensors have not
been applied widely in clinical settings due to several limitations. A recent study reported that the
QbTest is insufficient as a diagnostic test for ADHD, as it is unable to differentiate ADHD from other
neurodevelopmental disorders [6]. Examination methods using infrared cameras, such as QbTest,
are not perfectly non-contact, and measure the patient’s concentration, but do not measure activity [7].
It can be difficult to judge exact whole-body motions, as these methods reflect only the movement
of a specific part of the body. In the case of a depth camera or a 3D camera, the angle of view is
limited to about 60 degrees, the performance varies depending on the indoor lighting environment,
and the maximum measurable distance is as short as several meters [8]. Actigraphy has been the most
commonly used device in measuring hyperactivity in ADHD [9]. Its primary use is measuring sleep
and wakefulness, but it can also measure the movement of the subject in the x, y, and z axes, through an
acceleration sensor [10]. It is not only possible to measure the amount of activity by obtaining the
number of steps and the vector magnitude with this acceleration data, but the position can be estimated
(even though the error is cumulative). However, as the device is worn on a certain part of the body,
such as ankles and wrists, activity measurement does not reflect the movements of the whole body.
The device is attached to the skin, and it may cause inconvenience for the user. Currently, actigraphy
is considered to be useful in monitoring motor activity during treatment, but there is little evidence
supporting the use of actigraphy in the diagnosis or as a screening tool for ADHD [11].
Impulse radio ultra-wideband (IR-UWB) radar sensors are capable of detecting objects without
interference from other sensors through the use of ultra-wideband frequencies. Despite sending and
receiving signals with very low power to comply with Federal Communications Commission (FCC)
standards, they have enough range and resolution to observe the indoor environment. The primary
advantages for clinical application of an IR-UWB radar sensor are its very low power and high spatial
resolution. IR-UWB radar signals typically have a high resolution, so it can be used to detect the fine
motion of objects [12]. Moreover, it is harmless to the human body and enables the diagnosis of the
subject by a non-contact method, causing no inconvenience for the patient. The radar sensor is in a
sustainable form and has no contact or requirement for the patient. As it has excellent penetrability,
it can be installed on the wall invisibly, and so it is able to observe the target without attracting any
attention from the target. Due to these characteristics, the measurement and quantification of activity
in clinical movement disorders using an IR-UWB radar sensor is very promising. The IR-UWB radar
sensor is capable of detecting not only large movements of the human body but also small movements,
such as breathing. Recently, communications, localization, positioning, and tracking using the IR-UWB
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radar sensor have been studied. Most applications can be performed simultaneously using the same
hardware [13–15].
The purpose of this study was to calculate the objective quantity of movement by using four
radar sensors to find the position of the subject, and to calculate the amount of body movement in
a testing room, during an attention task called the comprehensive attention test (CAT), which is a
computerized CPT widely used for ADHD patients [16]. Through this study, we will quantify the
movement of subjects and present new indicators that can potentially be applied in the measurement
of activity in movement disorders, such as ADHD. All of the different radar functions have one thing
in common: The information is based on human movement. Therefore, movement information was
obtained from radar signals and two types of movements were defined which could be measured by
radar, based on changes in position. In regard to spatial movement (which refers to the movement of
the subject accompanied with position change), the degree of movement can be calculated by replacing
the position change amount with a vector by tracking. In regards to sedentary movement (which refers
to the movement of the subject accompanied by little or no position change), the degree of movement
was calculated by continuously measuring the amount of change in the magnitude of the reflected
signal from the target.
The following sections introduce the signal model of the IR-UWB radar and the basic concept of
the algorithm for the activity measurement. Then, a detailed description of the algorithm, based on the
tracking and signal magnitude, is presented. Finally, after introducing the experimental environment
and methods, experimental results are presented and analyzed.
2. Problem Statement
2.1. Signal Model and Basic Signal Processing
The impulse signal s[k], emitted by the radar to observe the target area, is delayed and scaled
while being reflected from the surrounding environment. The received signal of the radar is generated
by the reflected s[k] through Npath paths from the surrounding environment. The signal received by






am,is[k − τm,i] +N [k]. (1)
The sampled time index k can be called a distance index, and is represented by a natural number
from 0 to Lsignal , which is the distance index of the maximum observable distance. When s[k]
is reflected on the m-th path of the i-th radar, am,i and τm,i are the scale values and delays,
respectively [15].
In an indoor environment, there are a lot of objects and walls and so there are various signals
received, in addition to people. Reflected signals from the background are called clutter signals,
and usually have a large and constant magnitude. Removing the clutter signals is necessary to observe
only the reflected signal from the target, and requires a detection algorithm to detect people while
excluding noise. Hence, we can only obtain signals for the target in the indoor environment. The basic
signal processing procedure for detecting people is shown in Figure 1.
Background removal algorithms are used frequently in indoor environments to observe only
the desired targets. A signal yi[k] with background removed from the received signal xi[k] can be
obtained. The purpose of the initialization phase is to create a threshold. This threshold should reflect
the characteristics of the experimental environment, so the initialization should proceed without any
humans in the observation area of the IR-UWB radar. The environment-adapted threshold Ti[k] is,
then, used for detection in the real-time process.
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Figure 1. Basic signal processing.
Background subtraction is a technique for separating the foreground from the background,
where walls or static objects correspond with the background, while the observed target corresponds
with the foreground [17]. With this algorithm, background signals can be removed, and only the signal
components of a moving target can be detected. The background clutter signal Ci,n[k] is continually
updated from the previous clutter signal Ci,n−1[k] and xi,n[k], where n is the sequence number of
the received signal in each radar, and Ci,n[k] is subtracted from the radar signal xi,n[k] to obtain the
background subtraction signal yi,n[k], which is expressed as
yi,n[k] = xi,n[k]− Ci,n[k],
Ci,n[k] = αCi,n−1[k] + (1 − α)xi,n[k].
(2)
To more accurately detect the signal of the target, the distance between the subject and the
radar can be calculated from the background subtraction signal using the Constant False Alarm
Rate (CFAR) algorithm [18]. Generally, it is common to detect using the cell-averaging (CA-CFAR)
method with a certain window size in one-frame data received from the radar. However, the yi[k]
collected by observing the environment without a target for a certain duration is represented as
Yi[k] = [yi,0[k], yi,1[k], yi,2[k], · · ·, yi,Nc [k]]T , and is used for threshold value-generation, based on the
CFAR method, where Nc is the number of collected yi[k]. This allows the probability of false alarms to
be set to a certain value by comparing the received signal from the target with the threshold level Ti[k],
expressed as
Ti[k] = β σi[k] + μi[k], (3)
where the subscript i points to the i-th radar, β is a parameter to adjust the false alarm rate, and μi[k]
and σi[k] are the mean and standard deviation of Yi[k], respectively. When the background signal
is removed, only the target signal and the noise remain, and the yi[k], applied with the background
subtraction algorithm, can be expressed as
yi[k] = r̂i[k] +Ni[k], (4)
where r̂i[k] is the target signal estimated by the clutter removal in i-th radar and Ni[k] is the noise [15].
Therefore, if there is no target, such as when collecting a signal for a threshold, yi[k] only has noise.
To detect the target separately from the noise, we can obtain the mean and variance of Yi[k], and create
a threshold as shown in Equation (3).
2.2. Basic Concept of Activity Measurement
Generally, because the reflection coefficient of the electromagnetic wave to the target does not
change, there is no change in xi[k] if there is no movement. Conversely, when there is movement,
the value of xi[k] changes because some paths differ from those of the previous environment.
Additionally, the distance measurement to the target is calculated as k, where xi[k] is largely changed.
The distance resolution of the UWB radar has units of a few millimeters, which can detect very small
changes within the range of the radar. Therefore, it is impossible for a radar to miss even the very
small movements of a human, and the amount of activity of the target can be measured by the change
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of the magnitude of the radar signal and the moving distance information. However, because the radar
can measure only one-dimensional distance data, it is limited to observing the target with one radar.
Thus, multiple radars were used to measure the position of the target while simultaneously measuring
the change in the magnitude of the signal, which was represented as activity.
In this paper, human movement is divided into two types: A type with a change in position, and a
type with no change in position (such as sitting). The former is defined as spatial movement, and the
latter is defined as sedentary movement. In the past, these two movements have been measured in
different ways. One way is to measure the target’s motion intensity (e.g., actigraphy sensor [19]),
and the other is to track the target [5]. These two modes of motion are independent of each other,
and have different characteristics. Spatial movements are observable movements from a macroscopic
point of view, and sedentary movements are observable movements from a microscopic point of
view. If the position of the target does not change, the measured distance of the radar does not
change significantly, so the positioning information will not reflect sedentary movements well [20].
Conversely, if there is a change the position, the positioning information may reflect this movement,
but it is difficult for the received signal magnitude to reflect the movement state, such as the position
change or movement speed. Therefore, because it is difficult to confirm the amount of activity in all
cases with one measurement method, an algorithm is proposed in this paper that can numerically
compare the amount of activity through two indicators.
2.3. Experiment Scenario
We designed several scenarios to check our proposed indicators. The criteria for dividing the
scenario first broadly, based upon whether there is any spatial movement, divides scenarios into two
groups. These groups are then divided into several scenarios, depending on the degree of movement.
This study is not intended to recognize specific actions, because it is aimed at measuring movement
by projecting human motion using one-dimensional data. Therefore, each scenario was designed to
include random behavior with minimal limitations. The list of scenarios is as follows:
1. When a person sits and concentrates on one thing;
2. When a person has a relatively small motion in a sitting position;
3. When a person has a relatively large motion in a sitting position;
4. When a person walks slowly in the room in a narrow radius;
5. When a person walks slowly in the room in a large radius;
6. When a person walks quickly in the room in a narrow radius;
7. When a person walks quickly in the room in a large radius.
The scenarios were designed to account for situations including movement during the test,
and were only for reproducing other test environments. The proposed indicators have no particular
dependency on CAT. Scenario 1 is a situation in which the target is focused on the test and does
not move. In this scenario, the subject should minimize any actions other than the restricted, small
movements required for the test. Scenarios 2 and 3 assumed that the target was seated for CAT,
but cared about other things. Scenario 2 is a situation in which the limbs and the head move while the
torso is fixed (such as looking around or touching something else). Scenario 3 is a situation in which
the entire body moves in a sitting position, such as sitting with the chair tilted back. Scenarios 4–7 are
four scenarios created using two opposing features. Scenarios 4 and 6 include walking near the center
of the room, while Scenarios 5 and 7 include roaming the entire room. While Scenarios 4 and 5 are
relatively slow walking scenarios, Scenarios 6 and 7 are relatively fast walking scenarios.
The greater the torso movement, the greater the sedentary movement index. This is because the
torso takes up most of the human body. Thus, for our scenarios, the size of the sedentary movement
index can be expected to decrease in order of Scenarios 3, 2, and 1. In Scenarios 4–7, it was expected
that walking around a wide area or moving quickly would be observed as a larger movement than
walking around a narrow area or moving slowly.
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3. Algorithm for Measuring Activity
3.1. Measuring the Sedentary Movement
If there is a person with any movement, the corresponding yi[k] deviates greatly from the
probability characteristics of the vacant state, so a person can be easily detected by comparing yi[k]
with the threshold Ti[k]. If there is no person at the position of the k-th sample for i-th radar, r̂i[k]
is estimated to be zero in Equation (4), and yi[k] is not helpful in measuring activity. Previously,
movement was simply represented as the sum of the differences in signal amplitude [21,22]. In this
case, however, even when the difference between two consecutive frames is obtained, noise cannot
be reduced. In cases where the motion is small, the amplitude of the target signal can be reduced.
Therefore, to make only the signals from the target into activity indicators, we only used the samples







|yi,n[k]− yi,n−1[k]|2 i f yi,n[k] > Ti[k]
0 i f yi,n[k] ≤ Ti[k]
. (5)
Of course, the received signal of a radar differs greatly, according to the distance to the target,
and so, for a single radar, the degree of movement will vary greatly depending on the position.
However, to compensate for this difference, it is necessary to consider not only the attenuation
compensation along the distance, but also the compensation according to the antenna pattern in three
dimensions. Further studies are needed to consider the relationship between position dependent signal
attenuation and the clutter cancelling signal. We used the median of the data obtained by installing
four radars at each corner of the four directions to apply the minimum compensation. If the target is
too close to (or far from) any radar, it will be measured as too large (or too small), so the maximum
and minimum values of Ei are excluded. Therefore, the proposed indicator to observe the sedentary
movement can be expressed as
Msedentary[n] = Median (E0 [n] , E1 [n] , E2 [n] , · · ·, ENr [n]) , (6)
where Nr is the number of radars for measurement and Median(·) is the function that returns the
median value of the input value.
3.2. Measuring the Spatial Movement
There are not many people who move at a constant speed or only perform one action. Human
behavior varies, and human movement is closely related to many forces; examples include friction
forces and reaction forces from the earth. Due to these forces, the human movement state is constantly
changing. However, for people who are not moving, the only movement is due to breathing.
This means that there is almost no change in force. Because the force that moves a target is represented
by the acceleration of the target, a person with active motion will have a greater acceleration than
a person with slight motion. For this reason, it is possible to measure the amount of activity of an
object through actigraphy [9]. As we cannot mathematically model the random movements of a
person, we can use numerical differentiation to obtain the acceleration value from the data measured.
Although the accuracy of the calculated acceleration may be low, we do not need the exact value [23].
The process of obtaining the acceleration begins by obtaining the distance value from each radar
signal yi[k], obtained in Section 2.1. Methods for distance measurement in radar are already well
known [24]. When the target exists in the observation region, multipath causes the signal magnitude
to change at the distance index behind the target signal [15]. This magnitude change can be sufficiently
above the threshold. Hence, in the signal yi[k], the shortest distance from the radar to the target can be
obtained by using the minimum value of k satisfying yi[k] > Ti[k]. Using the sampling frequency of
the radar to convert from k to the actual distance unit, calculated as di = c/ fs × k, di, gives the distance
from the i-th radar to the target measured.
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The position of the target can be obtained by using the obtained di and the least-squares (LS)
method. To apply LS, it is necessary to change the equation to be more simple. The circle equation,
with radius di centered on the location of the i-th radar, (xi, yi, zi) is represented by
(x − xi)2 + (y − yi)2 + (z − zi)2 = d2i . (7)
Equation (7) for the l-th radar and the m-th radar can be rearranged, as Equation (8), to convert
the quadratic equation into a linear equation:
2x(xm − xl) + 2y(ym − yl) + 2z(zm − zl) = d2l − d2m − x2l + x2m − y2l + y2m − z2l + z2m. (8)
To obtain the solution in the LS scheme, we can convert Equation (8) to matrix equation form,




x1 − x0 y1 − y0 z1 − z0
x2 − x1 y1 − y0 z1 − z0
· · · · · · · · ·
xNr − xNr−1 yNr − yNr−1 zNr − zNr−1
⎤









Ci replaces the right side of Equation (8) as d2i − d2i−1 − x2i + x2i−1 − y2i + y2i−1 − z2i + z2i−1. As the solution
of LS is well known as the right side of Equation (10), we can obtain the position p = [xt, yt, zt]T of
the target:
p = (AT A)−1 ATb. (10)
Position data can be obtained in real-time using the positioning method mentioned above.
The position data for time n can be represented as p[n] = [xt[n], yt[n], zt[n]]T , where xt[n], yt[n],
and zt[n] are the three-dimensional coordinates of the target. Using numerical differentiation,
the velocity and acceleration of the target can be expressed as:
v[n] = (p[n]− p[n − 1])/tr
a[n] = (v[n]− v[n − 1])/tr.
(11)
The observation period tr of the radar is the sampling period for the target position data. The initial
value can be specified by v[0] = v[1] = a[0] = 0. However, a[n] will be closer to the acceleration at
n − 1, and not exactly at n. If the tr is sufficiently small, there will be little time difference between n
and n − 1, and delay by one sample will not have a large impact. Therefore, even if the acceleration
is not accurate, the acceleration and speed are calculated with Equation (11) to maintain real-time
processing. As a result, the activity indicator for the spatial movement can be represented as:
Mspatial [n] = β · a[n] = γ(p[n]− 2p[n − 1] + p[n − 2]). (12)
As the amount of activity is not mathematically defined, the goal is not to create an accurate
mathematical model in this paper. In other words, our goal is not to prove the exact relationship
between acceleration and activity, but rather to suggest an indicator for objectively comparing activity.
Therefore, we modeled the amount of activity and acceleration as a linearly proportional relationship.
4. Experiment Results
The XK300-MVI (Xandar Kardian, Toronto, ON, Canada) radar was used to verify the above
algorithm. The X4M03 can select various center frequencies, from 7.29 GHz to 8.748 GHz, by adjusting
various parameters according to local regulations. In these experiments, we selected the parameter
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with a center frequency of 8.748 GHz and a bandwidth of 1.5 GHz as −10 dB concept. The radiation
power of the radar was 68.85 μW. The radar receiver can sample at 23.328 GS/s. The four radars were
installed in each ceiling corner of the experimental room, as shown in Figure 2; which was 2.4 m in
width, 3.0 m in length, and 2.4 m in height. In the indoor space, a distance error may occur due to
the volume of a person; the radars were installed radially to minimize this error. The signal from the
radars can be disturbed by movement of the arms or legs of the target. Hence, in order to reduce the
effect of limbs as much as possible, radars were installed on the ceiling to observe the target. All of
these radars were connected to the PC through the USB interface. The signal frames received from
the radar were converted into digital values and transmitted to the PC by USB. These data were
processed in MATLAB 2018b using the signal processing algorithm. The operating system of the PC
was Windows 10. The frame-per-second (FPS) value of the signal received by the radar was 30.
Figure 2. Experimental environment.
A table and a laptop were placed in the middle of the room for the experiment. In Scenario 1,
the tester focused on the notebook. Scenarios 2 and 3 were also measured for sedentary movement
situations, sitting in front of the table. From the center table, a space of approximately 1.2 m by 1.2 m
was designated as a narrow area for Scenarios 4 and 6, and the entire room area was designated as a
wide area for Scenarios 5 and 7. All of the experimenters performed scenarios consecutively, and they
acted in a condition for about three minutes per scenario. Additionally, the empty room was used to
generate the threshold value by measuring data for about three minutes.
The actigraphy data was measured, for comparison with the proposed IR-UWB radar base.
Actigraphy sensors wGT3X-BT (ActiGraph, Florida, US) were worn on the right wrist and right ankle.
In each actigraphy sensor, there is an accelerometer for measuring the movement of the body part.
With a dedicated-license software called ActiLife (Actigraph, Florida, US), vector magnitude values
were extracted to the PC at a sampling rate of 1 s. The data of the actigraphy sensors were scaled to
compare the trends.
4.1. Experiment Results for Each Scenario
During the experiment, it was possible to check the data in real time. However, the distribution of
results is more useful to characterize each scenario. Five researchers participated in the experiment,
and were assigned three minutes per scenario. The results of applying the algorithm for sedentary
movement are shown in Figure 3. The experimental results of Msedentary for Scenarios 1–3 are shown,
with a significant difference, in Figure 3a. The experimental results show that Msedentary values
increased in the order of Scenarios 1–3. Individual behaviors may vary in the same scenario, so the
outcome varied slightly for each person. However, the trends in the results were all similar. As the
scenario progressed from 1 to 3, the value of Msedentary increased, which indicates that the results of
each scenario were consistent and relevant. Conversely, in Scenarios 4 to 7, the results for spatial
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movement showed no significant difference in histogram and real-time measurement, and the values
tended to be similar. This is effective for distinguishing the degree of sedentary movement with the
algorithm used in Section 3.1, but it is insufficient for judging the degree of spatial movement around
the room.



















(a) Histograms of Msedentary for each scenario























(b) Real-time measurements of Msedentary for each
scenario
Figure 3. Experimental results of the sedentary movement index, Msedentary, for each scenario.
In Section 3.2, the algorithm to find the position and acceleration of the subject was applied to
the seven scenarios. As a result, the algorithm was made based on changes in the target’s position,
so Scenarios 1 to 3 were smaller than Scenarios 4 to 7, and were not well distinguished. As the motions
corresponding to Scenarios 4 to 7 consisted of traveling around the inside of the experimental room,
the velocity wes not constant, and the acceleration varied instantaneously. Therefore, the variation
of the Mspatial value for Scenarios 4 to 7 was larger than that of Scenarios 1 to 3. Additionally,
Scenarios 5 and 7 consisted of traveling around the lab within a large radius, and are generally larger
than Scenarios 4 and 6, which consisted of traveling within a small radius, as can be identified in
Figure 4. Scenario 7, which involved moving quickly within a large radius, had the highest value in
most real-time measurement areas. Each scenario can be distinguished by the Mspatial value derived
from the algorithm used, and it was shown that the degree of movement can be presented by measuring
the spatial movement using the suggested indicator.
The mean values of each scenario obtained from the sedentary movement indicator, Msedentary,
and spatial movement indicator, Mspatial , are shown in Tables 1 and 2. It is difficult to compare the
values of Msedentary and Mspatial by themselves, because the algorithms used were different, and there
are no units.





















(a) Histograms of Mspatial for each scenario






















(b) Real-time measurements of Mspatial for
each scenario
Figure 4. Experiment results of the spatial movement index, Mspatial , for each scenario.
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A B C D E Total
1 0.16 0.16 0.14 0.30 0.19 0.19
2 1.01 1.77 0.76 0.73 0.85 1.02
3 3.81 4.27 2.30 2.20 2.01 2.92
4 6.99 5.10 2.78 5.72 4.74 5.07
5 7.11 5.04 4.64 5.11 4.43 5.27
6 7.15 6.60 3.06 5.04 7.02 5.77
7 6.94 5.39 4.57 3.85 6.25 5.40




A B C D E Total
1 0.55 0.68 0.56 0.54 0.47 0.56
2 0.95 1.25 1.20 1.72 1.56 1.34
3 2.28 2.65 2.89 2.53 3.46 2.76
4 3.71 2.52 2.75 3.75 2.91 3.13
5 4.77 4.27 4.56 5.37 3.40 4.47
6 4.54 3.21 4.15 5.82 3.44 4.23
7 6.46 6.16 5.45 7.55 5.60 6.24
Looking at the results in Tables 1 and 2, it can be seen that, for the same target scenario, the
other targets were measured to be similar. Under similar circumstances, the measurement results
are expected to be obtained at constant values. In the case of the Mspatial of Scenarios 2 and 3, we
can see that there is a significantly greater difference than for Scenarios 1 and 2. Scenarios 1–3 are
all cases of sedentary movement, but position change was observed as much as torso shaking in
Scenario 3. Nonetheless, the sedentary movement indicator is better discriminated in Scenarios 1–3.
On the other hand, the spatial movement indicator is unlikely to have a sense of value in real-time,
though it statistically has a significant difference in all scenarios. Sedentary movement indicators in
Scenario 7 were measured to be lower than in Scenario 6, but more than or similar to those in Scenario
4. This clearly shows that a sedentary movement indicator cannot distinguish a change in position.
However, from a different point of view, it can be seen that all walking scenarios show a certain value.
In other words, we can see that Scenarios 4–7 can be classified as similar situations, because they do
not observe a change in position from the point of view of the sedentary movement indicator. This
confirms that similar behavior is measured at similar values.
Table 3. Physical condition of the participants.
Participants A B C D E
Gender (M/F) M M M F M
Height (cm) 174 176 167 171 177
Weight (kg) 75 67 65 63 90
The physical conditions of the researchers participating in the measurement are shown in
Table 3. Although physical conditions did not differ greatly from each other, they do not seem
to have a significant effect on the results. However, it is expected that Msedentary will be measured
as small for small children. Because their size is small, their motion is also small. Conversely, it is
expected that there will be no significant difference because Mspatial depends on position changes.
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4.2. Comparison with Actigraphy
The proposed index was verified using an actigraphy sensor, which is actually used for clinical
activity measurement. Similarly, we proceeded with seven scenarios, with a graph comparing the
changes in real time to confirm the similarity of the data, as shown in Figure 5. Both sedentary
and spatial movements can be seen to fit well with the actigraphy data. However, Figure 5b shows
that, for the last 3 min, only the sedentary movement indicator is different. This is explained in
Section 4.1—because the actigraphy sensor is similar to the acceleration for spatial movement index
calculation, it can be seen that Msedentary and actigraphy are very similar.




































Figure 5. Graph of results when measured simultaneously with actigraphy. (a) and (b) are the results
for sedentary and spatial movement, respectively. Actigraphy was scaled because the unit of the result
data was not an actual physical quantity.
The limitations of the actigraphy sensor, compared with the radar sensor, can be seen in Figure 6,
through an experiment of two extreme cases. In the previous 50 s, there was motion in the opposite
hand and foot with the actigraphy sensor and, for the 50 s thereafter, there was movement of the hands
and feet wearing the actigraphy sensor. The amount of movement measured from the radar during the
entire section is largely constant, but the first 50 s has little movement measured from the actigraphy
sensor. This result shows that the actigraphy sensor can only detect movement of a specific body part,
but the radar sensor can detect movement of the entire body, even though it cannot distinguish each
body part.
The actigraphy sensor is a contact-type sensor that should be worn on the wrists and ankles of the
subject, and this can cause some pressure or stress for the subject during the experiment. In contrast,
radar sensors are able to observe the patient’s movements in a non-contact manner and so do not
disturb the subject. It can be said that a radar sensor, which is a non-contact sensor, is effective
for obtaining more detailed and reliable data in the diagnosis of movement disorders. In addition,
the actigraphy sensor informs the activity amount of the subject, but it does not provide the direction
of that amount of activity, the location of the actual subject, or the movement route. The position of
the subject, obtained from multiple radar sensors, can provide more information than the actigraphy
sensor in diagnosing a subject’s specific habits, abrupt behavior, or hyperactivity. To date, there has
been no index that can objectively express hyperactivity or specific movements in patients with
movement disorders. However, it is possible to determine the position of the subject using the
proposed algorithm and the radar sensor, and to measure the subject’s degree of movement from the
objectively quantified indicator.
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Figure 6. An extreme example of the proposed method and the use of actigraphy sensor. The actigraphy
sensor is worn on a specific part of the body, so it may not reflect the whole movement (the first 50 s) or
over-reflected (the last 50 s).
5. Conclusions
This paper proposed an algorithm and indicators to measure the amount of activity of people
observed within certain constraints. Specifically, human activity was categorized into two types—with
and without location movement—and two measurement indicators were proposed, that are specific
to each activity with the signal strength and distance value data, measured by the radar sensor.
Several scenarios and commercial products were used to confirm the reliability of the proposed
indicators. Measurement can be performed simultaneously with the existing inspection to identify the
actual activity amount, and this will be helpful in comparing the activity amount because the activity
is quantified and more objective data is obtained. The IR-UWB radar sensors can measure heart rate
and breathing while also recognizing gestures, making it a more practical solution in the medical field
as it can be extended for additional functions in the future. Therefore, this quantitative technology for
activity measurement may be useful in clinical applications as an assistive (complimentary tool) to
diagnose movement disorders and to evaluate the efficacy of treatment based on direct observation by
psychiatrists. It can additionally be used to overcome the limitations of conventional questionnaires by
providing objective kinematic information about patients with movement disorders. Further, we can
select indicators that are appropriate for our purpose because we can derive additional indicators
(distance measurement, classification of standing and standing conditions, measuring activity area,
among others) from our proposed algorithm.
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Abstract: This paper investigates the pre-pressure’s influence on the key performance of a traveling
wave ultrasonic motor (TRUM) using simulations and experimental tests. An analytical model
accompanied with power dissipation is built, and an electric cylinder is first adopted in regulating the
pre-pressure rapidly, flexibly and accurately. Both results provide several new features for exploring
the function of pre-pressure. It turns out that the proportion of driving zone within the contact region
declines as the pre-pressure increases, while a lower power dissipation and slower temperature
rise can be achieved when the driving zones and the braking zones are in balance. Moreover, the
shrinking speed fluctuations with the increasing pre-pressures are verified by the periodic-varying
axial pressure. Finally, stalling torque, maximum efficiency, temperature rise and speed variance are
all integrated to form a novel optimization criterion, which achieves a slower temperature rise and
lower stationary error between 260 and 320 N. The practical speed control errors demonstrate that
the proportion of residual error declines from 2.88% to 0.75% when the pre-pressure is changed from
150 to 300 N, which serves as one of the pieces of evidence of the criterion’s effectiveness.
Keywords: traveling wave ultrasonic motor; pre-pressure; contact state; power dissipation;
optimization criterion
1. Introduction
Ultrasonic motors, which work based on the converse piezoelectric effect and friction drive,
tend to be the choice for precise actuators in diverse areas such as aerospace robots, manufacturing
facilities, and especially for biomedical devices. Ultrasonic motors show their prominent advantages
in biomedical devices like cell manipulation actuators [1], ear surgical devices [2], magnetic resonance
imaging systems [3] and magnetic-compatible haptic interfaces [4,5]. This is due to ultrasonic motors’
features, which include excellent properties like high torque at low speed, high torque to weight ratio
and no electromagnetic noise [6–8]. Pre-pressure is a non-negligible factor in all types of ultrasonic
motors, for example traveling wave ultrasonic motors (TRUMs) [9], linear ultrasonic motors [10],
2-DOF ultrasonic motors [11], hybrid DOF ultrasonic motors [12] and so on. Among them, the studies
of TRUMs are most representative. In TRUMs, piezoelectric ceramics are actuated by two-phase
alternating voltages, the elliptical trajectories of stator particles form the traveling wave impelling the
rotor revolve. Pre-pressure is applied from the rotor against the stator to assure the interface contact
and friction drive.
In processor studies, the performance sensitivities to the pre-pressure are mainly analyzed from the
following three aspects. The first is the frequency characteristics. The first-order resonance frequency
was investigated by the distributed numerical model and finite element model by Pirrotta [13]. His
work found that the first-order resonance frequency was not sensitive to the preload force until the
pre-pressure reaches a considerable value. However, these results were not verified by any further
Sensors 2020, 20, 2096; doi:10.3390/s20072096 www.mdpi.com/journal/sensors67
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experimental results. Afterwards, both the resonant frequency and anti-resonant frequency under
diverse pre-pressures were tested in Oh’s experiments [9]. He proved that the resonant frequency
and anti-resonant frequency have a positive correlation with the preload force no matter whether the
pressure is larger or smaller. Li [14] discovered that both frequencies do not increase monotonically
with the pre-pressure. However, his data were collected from an impedance analyzer which only
affords small-amplitude voltages (0–10 V). The second item is the contact properties. The contact
state is the crucial contribution of pre-pressure for producing friction force and output torque. On
this topic, Chen [15,16] developed a contact model via a semi-analytical model considering the radial
slippage. The simulation results interpreted that the contact region and the driving zone become wider
simultaneously when the pre-pressure increases, and the radial sliding inside the obstruction zone is
also intensified. This useful yet incomplete analysis lacks any investigation on the contact state under
load conditions. A contact model, which involves the distorted wave shape and standard stiffness of
the contact layer, is built in [17]. This work also proves that the contact region becomes wider and
the pressure at each contact point is raised with the increasing pre-pressure. Last but not least are
the mechanical characteristics. Indeed, the mechanical characteristics integrate the results from the
impedance characteristics and contact properties because the former determine the input power, and the
latter affect the output power and torque. The most significant achievement in this aspect corresponds
to Bullo [18]. He drew several three-dimension diagrams including speed, efficiency, output power
both from simulations and experimental tests. However, the stator vibration amplitude was prescribed
rather than adjusted by the differential functions, and the amplitude value is connected with voltage
amplitude, driving frequency, applied load, and the initial pressure. His results also indicate that the
incremental pre-pressure leads to a decreasing rotor speed under empty load conditions, but results in
an increase of stalling torque.
Besides the above three performances concerning the preload force, this paper also proposes two
new perspectives from the application viewpoint. One is the temperature rise arising from the power
dissipation. As is well-known, TRUMs generate two energy conversion links, one is from electric energy
to vibration energy based on the converse piezoelectric effect [19], and the other is from the vibration
energy to the rotational energy via the friction between the stator and the rotor [20]. The energy losses
occurring in the two processes not only reduce energy utilization but also significantly increase the
internal temperature, which deteriorates TRUMs’ performances. Previous authors have made several
contributions [19,21] to compensate for the temperature rise to obtain a better speed control performance.
However, few researchers have paid attention to the role of pre-pressure in the temperature variation.
The other is the speed stability. It is known that there exist speed fluctuations due to the discontinuities
in the contact distribution on stator teeth and manufacturing errors. Similarly, the role of pre-pressure
in velocity stability regulation has not been explored. Besides, the sources and associated factors of
fluctuation need to be better quantified. The sensitive relationships between pre-pressure and motor
performances spread all over the motor, which brings difficulties in deriving a uniform optimization
criterion, so a relatively effective candidate scheme for the optimization region should be assured
through the joint analysis of multiple performance examples from sufficient experimental tests. Hence,
accurate and digital-controllable pre-pressure adjustment devices are needed. Nonetheless, changing
of the preload forces is mostly accomplished by manual feeding through a screw [14,22], which lacks
guidance accuracy and regulatory flexibility. Even worse, the motor shell has been modified in some
preload-adjusting apparatus [14,23], which adds the extra workloads.
In all, evaluation and optimization are the two main targets in this paper. In the evaluation process,
modeling and experiment tests are synthetically implemented to evaluate the above performances
under variable pre-pressure conditions. A hybrid model with the near-interface temperature rise
is adopted to illustrate the frequency characteristics, contact properties, and temperature rise. A
novel preload-control experimental apparatus is constructed from electric cylinder components, and
a thin-film sensor is embedded inside a TRUM. In terms of the optimization process, the criterion
considers the principles covering the lower temperature rise, the smaller speed stability, and the
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moderate mechanical properties. Finally, the optimization region of the preload force in a prototype
motor is determined.
This paper is organized as follows: Section 2 focuses on the simulation model combined with
power dissipation. Section 3 introduces the test bench with an electric cylinder and the thin-film
temperature sensor for measuring the near-interface temperature. Section 4 analyzes the sensitivities of
the main performance features in function of the preload forces from simulation and experimental tests.
Section 5 proposes an optimization criterion according to the integrated results. Finally, conclusions
and outlook are given in Section 6.
2. A Simulation Model with Power Dissipation
Preload force, which is imposed between motor stator and friction material, impels the motor to
move. It is closely related to the performances of all motor components. Therefore a comprehensive
model is required to account for the internal mechanisms in detail. In this work a TRUM60A ultrasonic
motor (Chunsheng Ultrasonic Motor Co, Ltd, Nanjing, China) was investigated. Its stator operates in
the B09 mode. In other words, the number (N) of traveling waves is equal to 9.
2.1. The Electromechanical Model
A TRUM is a typical electromechanical coupling system combining piezoelectric actuation with
friction drive [24]. As shown in Figure 1a, two-phase piezoelectric ceramics are bonded symmetrically
below the ring-shaped stator made of phosphor bronze material. When two-phase AC voltages
are applied to the piezoelectric ceramics, the traveling wave impels the stator particles to vibrate
with elliptic trajectories. Finally, the movements and accumulated energy are transferred to the
rotor through a friction interaction for driving the terminate load. The friction layer of TRUM60A
is polytetrafluoroethylene (PTFE), which has excellent time-varying stability [25]. What should be
emphasized is that there is a gasket or disc spring between the bearing and the rotor. The component
serves as the elastic element for withstanding the deformation caused by pre-pressure during assembly.
  
(a) (b) 
Figure 1. The mechanism of TRUM: (a) the motor structure [26]; (b) the traveling wave and contact state.
An electromechanical coupling TRUM model coalesces the models of both the driver and the
motor itself. In this paper, a linear amplifying circuit is employed. After reproducing the actual circuit,
the equivalent circuit model of piezoelectric ceramics is adopted. The ontology model originates from
similar work by Kai [27], and the model equations and parameters are presented in Appendix A. Here,
the critical parameters connected with the pre-pressure are mainly discussed and analyzed next. As
shown in Figure 1b, due to the contact status and speed of the stator and the rotor, two feature points
are generated on the stator teeth. One is the contact point used to distinguish whether the stator
particles are embedded into the friction interface. The other is the sticking point, which is positioned at
the point where the stator speed equals the rotor velocity. The stick points are applied to distinguish
the driving zone and braking zone within the contact area. Usually, the contact length is defined as
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Xc, and the length of the driving area is defined as Xs. Since the TRUM60A has nine traveling waves,
each wave occupies 40◦ of circumferential space along the whole circle of the stator ring. Therefore the
above two parameters yield 0 ≤ Xs ≤ Xc ≤ 40◦. Moreover, their values can be expressed as:
Xc = 20π arccos(
h−z(t)
Rscξ )





where ξ represents the vibration amplitude, h denotes the half-thickness of the piezoelectric laminated
board, λ represents the wavelength of the traveling wave, fs is the driving frequency and Ωr is the
angular velocity of the rotor. R(r) is defined as the transverse displacement distribution function
along the radial direction. The value on the middle radius at the contact surface R0 is denoted as Rsc.
Different from the model discussed in [27], the modal amplitude is corrected by the method proposed
by Li [14], which takes the preload effect into account. When defining k = N/Ro, the contact parameters




x1 = πXs40k (2)
Thus, the overlap between the stator and the rotor defines the compression of the springs along
the circumferential direction, thereby the pressure distribution function of the contact interface can be
given by:
p(x) = K f Rscξ[cos(kx) − cos(kx0)] (3)
where Kf represents the equivalent stiffness of the contact area. The output friction can be calculated by
the surface integral of the forces within the contact area [25]. If the friction coefficient is defined as μ, ε























2[ 1k sin(kx1) − x1 cos(kx0)] − [ 1k sin(kx0) − x0 cos(kx0)]
} (4)
Obviously, the driving torque is derived from the multiplication between the average radius and
the driving force. The summarizing result is depicted as:
TR = NFRRo = 2μεKfRscR2oξ
{
2[sin(kx1) − kx1 cos(kx0)] − [sin(kx0) − kx0 cos(kx0)]} (5)









sin(kx0) − x0 cos(kx0)] (6)
2.2. The Power Dissipation Model
The traveling wave motor operates with several energy conversion processes from the power
source to the rotor rotation. Indeed, there are three main power dissipations which are the dielectric
dissipation of the piezoelectric ceramics, the vibration dissipation of the stator, and the heat dissipation
of the contact interface, respectively.
At first, the dielectric dissipation of the piezoelectric ceramics yields Equation (7). Here εp means
the dielectric constant of piezoelectric ceramic, tanδ denotes the dielectric loss coefficient, and Vpiezo
represents the volume of the piezoelectric wafer:
Q1 = 2π fsεp
U2m
h2p
Vpiezo tan δ (7)
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where Es and Ep represent the equivalent elastic modulus of the stator and the piezoelectric strip, Is
and Ip denote their inertia moment, ηs and ηp are their mechanical damping coefficient, respectively.
Last but not least is the power dissipation of the friction interface. The friction interface serves as
the medium which accomplishes the transformation from the stator’s vibration to the rotor’s rotation.
The friction drive gives rise to the radial friction losses and tangential ones between the stator and the






μΔF(νs − νr)(νs − νr)dθ =NξK fμ[M1νsmνr + M2(νsm2)/2 + M3(ν2r )] (9)
where νs, νr are the linear velocity of the stator and the rotor, respectively, the νsm denotes the peak
stator speed of the traveling wave, and the remaining coefficients can be depicted as:
M1 = π− 2kxo + sin(2kxo)
M2 = −0.33 cos(3kxo) + 3 cos(kxo) −M1 sin(kxo)
M3 = 2 cos(3kxo) −π sin(kxo) + 2ϕ sin(kxo)
(10)
Among the three power losses, it is verified that the power dissipation of the friction interface is
the largest. Therefore the friction interface becomes the primary heat field which has been proved by
Finite Element Analysis [28], which serves as a fundament for the placement of the temperature sensor
discussed in Section 3. Finally, the shell temperature function, which derives from the thermodynamics
transmission processes between the air and the motor, yields:
T = Tair +
Q1 + Q2 + Q3
αS
(1− e− αStCusm ) (11)
where S is the contact surface area, α represents the convective heat transfer coefficient, Cusm is the heat
capacity of the TRUM60A device. Moreover, it is worth noting that the near-interface temperature
may be larger than T owing to the weak heat transfer capacity of the friction material. The rising
temperature will lead to a speed decline and motor performance deterioration.
3. Experimental Setup
Figure 2a displays the mechanical test bench which is composed of an ultrasonic motor (TRUM60A),
an incremental encoder (AFS60A, 65536 lines, SICK Corp., Waldkirch, Germany), an electric cylinder
(EA0400, Huitong Corp., Nanjing, China), a torque sensor (9349A, Kistler, Sindelfingen, Germany) and
a DC motor (55LYX04, YGGT Corp., Beijing, China) which is capable of generating any load profile
in the current closed-loop mode. The electric cylinder is first employed to regulate the preload of
the TRUM. As shown in Figure 2b, the axial force generated by the cylinder is transmitted from the
piston rod to the motor shell. There is a force sensor (VC20A050, Vistle Corp., Guangzhou, China)
which detects the real-time pressure. The pressure value can be displayed on a monitor or transmitted
through a DA channel. Besides, the piston rod, the pressure sensor, and the pressboard were all
limited inside a sleeve, which can assure the guidance accuracy of the axial movement. The design not
only does not modify the TRUM’s structure but also assures the accurate and digital control of the
pre-pressure. Moreover, an NTC film sensor (FWBM-337G104F, Fu Wen Corp., Shenzhen, China) is
selected for satisfying the space restraint and response bandwidth of the temperature characteristics.
The sensor measures the heating body through the polyimide whose thickness is only 15 μm, and
its response time is only 0.1 s. As shown in Figure 2d, the sensor is placed against the stator’s teeth
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gap and near the interface where the heat is most concentrated. The signal is processed through a





Figure 2. The integrated test system: (a) mechanical test bench; (b) structure scheme of the preload
force regulating device; (c) framework and signal flow of the system; (d) the thin-temperature sensor
placed near the interface.
Figure 2c introduces the framework of hardware and software. A driving & measurement circuit
undertakes the function of amplifying the input signals. (UA0, UB0) and (UA, UB) are two pairs of
voltages before and after amplifying, respectively. Meanwhile, the input voltages and currents are
collected by voltage sensors and current sensors, respectively [29]. These channels are displayed from
the signal group(Uaa, Iaa, Ubb, Ibb) to (Ua, Ub, Ia, Ib). The generation of (UA0, UB0) and the acquisition
of (UA, IA, UB, IB) are all conducted by a Field Programmable Gate Array (FPGA) control board (PXIE
7854R, NI Corp., Los Angeles, CA, USA). The FPGA programs can be transferred from the LABVIEW
software, which provides abundant interfaces for algorithm generation and data acquisition [29]. The
main parameters of the LABVIEW interface are all shown on the top of Figure 2c, where the left is the
input parameters, and the output ones are listed in the right. In conclusion, a test system combining the
flexible control of driving parameters and the accurate collection of the key parameters is built, which
builds a foundation for exploring the sensitivities of motor performances under diverse pre-pressures.
4. Simulation and Experimental Results by Varying the Preload Force
The simulation model, as well as the measurement system, are used to comprehensively analyze
the pre-pressure’s influences on several key performances including frequency characteristics, the
stator/rotor contact states, the speed fluctuation, the temperature rise and the mechanical performance.
Comparison and analysis are implemented for exploring the in-depth mechanism on how the preload
force affects motion transfer and energy conversion.
4.1. The Stator/Rotor Contact
The stator/rotor contact is the premise that guarantees rotor rotation and torque output. If the
driving parameters are unchanged, the contact status is mainly affected by the pre-pressure and the
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imposed load. Therefore, Figure 3a displays the contact length and the driving length for different cases
of pre-stressing forces when the amplitude is 200 V and the frequency is 43 kHz. At first, the contact
length generates a profound change when the preload force jumps away from zero value. Then the
contact zone becomes more extensive with the slope 0.033◦/N when the pre-pressure is increased from
100 to 570 N. Finally, the contact length increases with a higher slope until the contact area stretches
over all the stator teeth. From the other curve, the length of the driving zone is equal to 40◦ when the
stator is free from any pre-pressure. After that, the value gradually increases at a stable rate. However,
it is always smaller than the contact length. This indicates that there exist driving areas and obstruction
ones in the whole contact region. To be further, the proportion of the drive zone gradually decreases,
which can also be verified from the proportion of the driving area in Figure 3b. These phenomena
indicate that the stick-slip points gradually move toward the troughs of traveling waves, and the
blocking effect is reinforced with the increasing pre-pressure, which induces more severe friction loss.
 
(a) (b) (c) 
Figure 3. The contact parameters under diverse pre-pressures (simulation): (a) the contact angle and
driving angel in no-load condition; (b) the proportion of driving zone in no-load condition; (c) the
contact angle and driving angel with external load.
Once the motor operates with load, more output torque is needed to overcome the external
torque, which causes the decline of rotor speed and the change of contact parameters. Figure 3c shows
the contact parameters with respect to different loads from 0 to 0.9 N·m in function of pre-stressing
forces. It is evident that the load has little effect on the contact length, which can also be verified by
Equation (2). However, the driving length maintains a positive correlation with the load until the
motor is blocked. In the blocking stage, the driving length returns to 40◦ again, which can be observed
from the abrupt changes of the curves. In conclusion, if the preload is constant, the load torque does
not affect the distribution of contact particles. And when the torque is constant, the contact area and
the driving area gradually expand with the increase of the pre-pressures.
4.2. The Power Dissipation of the Motor
As discussed in Section 2, there are three main types of power dissipation inside the motor, and
the temperature rise under different pre-pressures can be deduced. Figure 4 displays the respective
time-variant energy loss in function of the preload forces when the amplitude and frequency are 200
V and 43 kHz, respectively. When the preload force is smaller than 460 N, the energy consumption
increases as the preload force rises, which results from the gradually- widening contact area. By
comparing the results of Figure 4a–c, it can be found that the dielectric loss maintains constant because
the value is only related to the exciting voltage amplitude and the dielectric constant, which are both
the intrinsic properties of piezoceramics. Furthermore, the stator damping loss and the friction loss
follow similar positive-correlation laws until 460 N.
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(a) (b) (c) 
Figure 4. The respective power dissipation for the preload forces(Simulation): (a) Dielectric loss; (b)
stator damping loss; (c) friction loss.
In order to exclude any additional factors, the starting temperature of every test should always be
the same (28 ◦C), and the motor is turned off after the same time of operation (10 s). The results showing
the motor speed and the near-interface temperature are displayed in Figure 5. The temperature rises
immediately at the startup moment and drops rapidly once the driving voltages are withdrawn,
which indicates that the accumulation and release of heat can be completed in a short time. Figure 5c
demonstrates that the temperature rise achieves the highest value at 400 N, while the minimum
temperature rise occurs when the preload is 300 N. With different temperature rise curves, the revolving
speeds present different decline laws. It is evident that too fast speed decline is unfavorable for control
and analysis.
   
(a) (b) (c) 
Figure 5. The startup-shutdown response under different pre-stressing forces (experimental): (a) the
velocity response; (b) the temperature change; (c) temperature rise and speed decline.
4.3. The Speed Fluctuations
The speed fluctuations can be attributed to the errors of the shaft system during manufacturing or
assembly. Whether the pre-stressing force compensates or deteriorates, the speed fluctuations should be
investigated. Figure 6 displays the real-time speed with the preload force varying from 150 to 500 N in
steps of 20 N. The rotor speed is recorded when the frequency is 43 kHz, and the amplitudes are 200 and
240 V, respectively. To facilitate the quantitative evaluation of the fluctuation, the standard deviation is
adopted, as shown in Figure 6. The results indicate that the motor speed fluctuation becomes smaller
and smaller due to the increasing embedment degree between the stator and the friction layer. It can be
attributed to sufficient contact with the larger preload force. However, when the preload reaches 475 N,
the reinforced radial slipping deteriorates the velocity stability. Since the simulation state ignores the
machining and assembly problems, such as uneven axis alignment and surface roughness in the stator
and the rotor, it is difficult to simulate the fluctuations effectively. Furthermore, the dynamic pressure
applied to the rotor may be the origin of speed fluctuations. The pressure also has an impact on the
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contact state. Here, the fluctuations are analyzed by the measurement of the speed and axial pressure




Figure 6. The speed stability under different preload forces: (a) staircase preloads; (b) output speed; (c)
speed variance.
Based on the pressure Fz and the contact length x0 in Equation (1) polynomial fitting is implemented
to derive the mapping relationship from the axial pressure to the contact length, as shown in
Equation (12). When the pre-pressure is 150 and 200 N, Figure 7 displays the real-time speed, the
angular position, the corresponding pressure and the calculated contact length, respectively. We can
observe that the velocity fluctuation satisfies a stretch of the 360◦ cycle, which demonstrates that the
fluctuation mostly comes from the un-centered assembly error of the rotor shaft. The wave cycle
elongates with declining speed. When the preload is 150 N, the ratio of the maximum fluctuant zone
(1.01◦) inside the contact zone (24.15◦) is 2.53%. If the pre-tightening force is 200 N, the proportion
becomes 3.11% as the fluctuation range and the contact angle are respectively 0.9◦ and 28.94◦. In
conclusion, the speed fluctuation comes from both the pressure change and the axial assembly error.
The change of contact parameters is also accompanied by a pressure change:
Xc = 2.7× 10−16F7z − 6× 10−13F6z + 5.4× 10−10F5z − 2.5× 10−7F4z
+ 6.4× 10−5F3z − 0.0088F2z + 0.65Fz + 0.72 (12)
 
(a) 150 N (b) 200 N 
°
°
Figure 7. Time-domain analysis of dynamic pressure fluctuations and calculated contact angle.
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4.4. The Mechanical Characteristics
With the aid of the electric cylinder and current sensors, a three-dimensional representation of
the speed and the efficiency in function of the torque is shown in Figure 8 within the preload ranging
from 150 to 400 N. The curves are obtained when the amplitude is 200 V and the frequency is 42 kHz.
The dark blue areas are the stalling-torque areas, while the dark red ones are the maximum value
zones of the respective curves. There exists a limit of the pre-stressing forces from which the motor
performances fall. Figure 8b indicates the peak efficiency moves towards the larger-torque direction
with the change of the preload forces. Deriving from the pictures, the blocking torque and maximum
efficiency in function of the pre-pressures are displayed in Figure 8c. The blocking torque achieves the
peak value in the moderate pre-pressure (260 N), so does the mechanical efficiency. The pre-pressure
at the maximum efficiency point is 320 N. This is because the motor is close to the rotor-locked state
when the pre-pressure is substantial, therefore the energy utilization is lower.
   
(a) (b) (c) 
Figure 8. Simulation results of mechanical characteristics for different cases of pre-stressing forces: (a)
revolving speed versus torque; (b) efficiency versus torque; (c) the calculated maximum efficiency and
stalling torque.
5. Discussion and Verification of the Optimal Preload Force
The above simulation and experimental results reveal how the performances are sensitive to the
pre-stressing force. In this section, these key performances are reviewed, and an optimal criterion
is proposed.
5.1. Optimization Criterion
Some conclusions can be obtained from the above test results:
(1) The velocity increases first and then decreases as the pre-pressure increases, and a low pre-pressure
cannot provide sufficient friction force while a higher one causes more tangential friction zones;
(2) When the pre-stressing force is lower, the velocity stability deteriorates because of the weakened
constraints applied on the stator and the stability improves as the preload force gradually increases;
(3) With the increase of the pre-pressure, the points both from the resonant frequency and the
anti-resonant frequency gradually shift to the right due to the increasing stiffness;
(4) The blocking torque achieves the peak value in the moderate pre-pressure, like the mechanical
efficiency, however, the apexes are different from each other.
When limiting the pre-pressure range between 200 and 400 N, the key performances are
summarized and arranged in Figure 9. Aiming at the lower open-loop speed stability, the preload
force is supposed to be large enough for minimizing the dynamic fluctuations across the stator/rotor
contact interface. Nonetheless, the moderate pressure is chosen based on the minimum temperature
rise, which can decrease the undesirable changes in the tracking performances in the servo-control
scheme. Based on the above analysis, the selected region is the yellow rectangle drawn in Figure 9.
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The region can not only meet the requirements of low-speed stability and small temperature rise but
also the blocking torque and mechanical efficiency are in an ideal range. This method is different
from others in that it gives priority to speed smoothness and temperature rise as reference points for
pre-pressure assessments.
 
Figure 9. The diagram which interprets the optimization rule of the preload force.
5.2. Speed Control Performances
The validity of the optimization criterion is proved by the speed control performance, which
not only stems from speed fluctuations but also reflects the effect of temperature rise. The speed
closed-loop control with the target 72◦/s is implemented under different preloads from 200 to 400 N.
Considering the control target is located in the low-speed section, we select the voltage amplitude
as the control parameter, the PID control method is adopted for every control process. Figure 10
displays the respective controlling results. It can be seen that residual control error decreases with the
increasing preload forces when the preload force is less than 300 N and the error begins to rise once the
pre-pressure exceeds 300 N. These results verify the effectiveness of pre-pressure optimization from
one aspect, while other aspects will be further investigated.
 
Figure 10. Comparison of the speed control performance under different pre-pressures.
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6. Conclusions
Pre-pressure is one of the critical parameters that restrict the performance of an ultrasonic motor.
The target of this paper is to comprehensively analyze the sensitivities of motor performances on the
pre-pressure and to put forward a targeted optimization method. A simulation model with power
dissipation and an integrated experimental facility with the preload adjustment device is adopted
to analyze the laws from multiple perspectives. The preload adjustment is mainly designed by an
electric cylinder and a pressure sensor, which is first employed in the preload change of the TRUM.
Besides the stator/rotor contact state, the inspected properties cover rotor speed stability, near-interface
temperature rise and mechanical properties. From these indicators, the speed stability, the temperature
rise, the stalling torque, and the maximum efficiency are derived from the test results and drawn in
a picture together. The operation makes these four indicators in function of the pre-pressure easy
to distinguish in the candidate region according to different application targets. The optimization
criterion in this paper contains three principles, which are the lower temperature rise, the smaller
speed stability, and the moderate mechanical properties, respectively. Finally, the optimization region
of the preload force is determined as [260, 320], and the smaller speed stability error in the optimization
area verifies the criterion’s validity.
Besides, the contact state under different preloads is interpreted in simulation and experimental
tests. This paper first proposes a polynomial formula for transferring the pressure into the contact angle,
which helps us measure the interface contact properties indirectly. Therefore the speed fluctuations
can be attributed to the contact variation. What should be mentioned that slight fluctuations of the
compression preload force will occur during a TRUM’s physical life, especially in the application
combining high speed with high load. The traditional preload component is a disc spring or thin-copper
sheet, which cannot assure the correct imposing pressure in the total life-cycle. Luckily, the zero-stiffness
structure similar to that of a PCB motor [30] can be used to ensure the pre-pressure, which will be the
future optimization direction for all types of ultrasonic motors.
Author Contributions: N.C. contributed to this work by building the integrated measurement system and the
analysis from simulation and experiment; J.Z. contributed to this work with the performance tests of the motor,
D.F. contributed to the guidance of the research and the revision of the manuscript. All authors have read and
agree to the published version of the manuscript.
Funding: The authors acknowledge the financial supports from the National Basic Research Program of China
(973 Program, Grant No.2015CB057503).
Conflicts of Interest: The authors declare no conflict of interest.
Appendix A
The simulation model displayed as a state-space function:
.

































kcUA + εkcUB + Fdn1 + Fdt1
εkcUA + kcUB + Fdn2 + Fdt2
T R − Tload
F Z − FN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A4)
The critical simulation parameters are listed in the following table.
Table A1. The TRUM60A simulation parameters.
Description Value (Units)
N Number of wavelengths 9
Ro The average radius of the stator ring 0.02625 (m)
λ Traveling wavelength 0.0187 (m)
mo Modal mass of stator elastic body 0.005 (kg)
ko Modal stiffness of stator elastic body 4.56×109 (kg.m2)
do Modal damping of stator elastic body 0.05 (N·s/m)
dz Damping in the axial direction of the rotor 1.5 × 104 (N·s/m)
dr Damping in the tangential direction of the rotor 5 × 10−4 (N·m·s)
kc Force factor of piezoelectric ceramics 0.4147 (N/V)
ε Unbalance coefficient between two-phase voltage 0.02
mr Rotor mass 0.03 (kg)
Jr Rotor inertia 7.2 × 10−6 (kg/m2)
μ Friction coefficient 0.3
Cp Capacitance 5.41 (nF)
Rm Dynamic resistor 149.82 (Ω)
Lm Dynamic inductance 0.102 (H)
Cm Dynamic capacitance 16.63 (pF)
Rd Resumption resistor 31.15 (KΩ)
σ Speed drop coefficient with the decreasing torque 9.9484 (rad/(N·m·s)
h The thickness of the friction layer 0.5 (mm)
S Motor surface area 0.02366 (m2)
α Coefficient of heat transfer 10
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Abstract: Pipe wall thinning and leakage due to flow accelerated corrosion (FAC) are important safety
concerns for nuclear power plants. A shear horizontal ultrasonic pitch/catch technique was developed
for the accurate monitoring of the pipe wall-thickness. A solid couplant should be used to ensure high
quality ultrasonic signals for a long operation time at an elevated temperature. We developed a high
temperature ultrasonic thickness monitoring method using a pair of shear horizontal transducers
and waveguide strips. A computer program for on-line monitoring of the pipe thickness at high
temperature was also developed. Both a conventional buffer rod pulse-echo type and a developed
shear horizontal ultrasonic waveguide type for a high temperature thickness monitoring system were
successfully installed to test a section of the FAC proof test facility. The overall measurement error
was estimated as ±15 μm during a cycle ranging from room temperature to 150 ◦C. The developed
waveguide system was stable for about 3300 h and sensitive to changes in the internal flow velocity.
This system can be used for high temperature thickness monitoring in all industries as well as nuclear
power plants.
Keywords: high temperature pipe; pipe wall thinning; flow accelerated corrosion
1. Introduction
During the operation of nuclear power plants, the thickness of the piping decreases over time
which is known as pipe wall thinning. If the reduced thickness is concentrated on one side, the piping
could be damaged by the pressure in the pipe, and an internal solution may cause a leak. Pipe wall
thinning is mainly caused by FAC (flow accelerated corrosion). FAC occurs mostly in carbon steel pipes,
in which the pipe thickness gradually decreases as the Fe ions on the surface of the carbon steel pipe
are released. Because pipe wall thinning due to FAC is very slow (a few tens of μm per one year), it is
necessary to monitor the piping walls for delamination, cracks and leaks as well as the piping thickness
with very high accuracy. This is one of the important issues in the structural stability of a system,
which requires continuous monitoring [1–5]. Presently, an ultrasonic method is used, which is one
of the nondestructive inspection techniques for measuring the piping wall thickness. The ultrasonic
technique is widely used to assess the safety of nuclear piping and to measure the piping wall thickness.
Manual ultrasonic methods are generally used to measure the pipe thickness. However, the manual
ultrasonic technique has several disadvantages in nuclear power plants. First, the inspection areas
of a nuclear power plant are at high temperatures and highly radioactive. Second, the power plant
must be shut down and the insulator removed before the thickness of a pipe can be measured because
Sensors 2019, 19, 1762; doi:10.3390/s19081762 www.mdpi.com/journal/sensors83
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the transducer must be in direct contact with the pipe surface. When the measurement is completed,
it is necessary to install the insulation again, so the shutdown time will be longer. Therefore, if the
shutdown of the power plant time is prolonged, it will lead to a loss in power production. This process
is inconvenient because it is repeatedly measured during a period of time to assess its structural
health. Third, the manual ultrasonic thickness measurement method has a low reliability. The accuracy
decreases depending on the operator’s skill or condition, the measuring instrument, temperature,
the ultrasonic coupling, and the difference in data reading conditions. Therefore, it is necessary to have
a stable thickness measurement method for a high temperature and highly radioactive environment
without having to stop the operation of the nuclear power plant.
Measuring the thickness of high-temperature piping using ultrasonic waves has several problems
that have not been solved. In the case of a nuclear power plant, the temperature of the fluid flowing
inside the pipe increases to about 200 ◦C. At this time, the piping temperature is up to about 150 ◦C,
and the difference in thermal expansion between each of the piezoelectric and coupling materials may
cause errors in the thickness measurements. Conventional piezoelectric materials depolarize if they
rise above the Curie temperature; thus, current ultrasonic thickness measurement techniques cannot
be used at high temperatures above 200 ◦C [6–8].
To solve this problem, a method for installing a buffer rod system and a waveguide method are
currently being studied. The buffer-rod system has the advantage of using the existing longitudinal
wave transducer; however, it has a disadvantage that it cannot perfectly protect the piezoelectric
element from the high temperature piping because the buffer-block is short, and the distance from the
specimen is not long. The ultrasonic waveguide system can be used to protect the piezoelectric element
from high temperature piping by using a long thin plate to keep the piezoelectric element away from
the test specimen [9–14]. In this method, the ultrasonic dispersion characteristics in the guide should be
considered because the ultrasonic wave propagates through the waveguide [15]. The shear horizontal
vibration mode can be used because there is no dispersion characteristic when the wave propagates in
the plate. Based on these techniques, we developed a pipe wall thinning monitoring system using
a shear horizontal ultrasonic transducer and waveguide strip. Clamping devices were designed and
installed with a solid coupling material for safe acoustic contact between the waveguide strip and the
pipe surface. The shear horizontal waveguide and clamping device provided an excellent S/N ratio
and high measurement accuracy for long time exposure at high temperature conditions.
2. Issue of High-Temperature Ultrasonic Thickness Measurements
The ultrasonic thickness measurement principle is usually performed by measuring the flight time
between continuous echoes in the time domain. The thickness of the specimen can be determined by
calculating the material flight time of the waves and the known ultrasonic velocity values. Assuming that
there is minimal ultrasonic dispersion, a sharper ultrasonic signal will increase the resolution of the
measurement, and in general is the most accurate way to perform the temporal measurement by
measuring the peak to peak time or the perform pulse-echo overlap [16]. Pipe wall thinning of
carbon steel pipes in nuclear power plants occurs at several tens of micrometers per year, thus the
measurement errors should be minimized. Several factors have been discussed as ways to overcome
these errors [17]. First, environmental factors cause errors due to the geometric factors of the piping
such as surface roughness, specimen curvature and contact pressure between the coupling material and
the transducer as well as ultrasonic velocity errors in the specimen due to changes in the temperature.
Thus, the device should be calibrated, and the surface condition should be maintained to minimize
measurement errors. Second, there are errors due to the transducer performance and signal processing,
such as measurement conditions between the transducer and the specimen, the performance of the
analog-to-digital converters and delays caused by digital signal processing, respectively [18].
Typical piezoelectric ceramic elements are exposed to temperatures higher than the
Curie temperature resulting in depolarization of the element, which then loses its piezoelectric
properties making it difficult to accurately measure the signal. The signal quality of the piezoelectric
84
Sensors 2019, 19, 1762
vibrator degrades, and the error in determining the peak position of the signal may increase as the
temperature varies. It is necessary to improve the acoustic contact condition between the transducer
and the specimen by minimizing the deterioration of the probe at high temperatures. Third, there is
a problem with the couplant. For a high temperature pipe, the couplant used at room temperature will
evaporate, resulting in an error on the contact surface. Stable ultrasonic sound effect was maintained
by using a special high temperature couplant that does not evaporate even in an environment of 150 ◦C.
A dry couplant (gold plate) was used between the waveguide strip and the surface of pipe to minimize
the error due to thermal expansion. The gold plate can minimize errors due to thermal expansion
between the two objects by constantly maintaining its shape of the coefficient at high temperatures.
3. Ultrasonic On-Line Monitoring System for Measuring Wall Thinning of High
Temperature Pipe
The conventional buffer-rod type system is widely used as a technique for measuring the thickness
of high temperature test specimens. It can be used by inserting a buffer block between the ultrasonic
transducer and the specimen shown in Figure 1a. The material of the buffer block should be acoustically
stable, should not deform at high temperatures, and should protect the transducer. Glycerin or
machine oil used in conventional ultrasonic couplings does not work properly at high temperatures.
Therefore, a special solid material coupling, such as a thin gold plate, was used to maintain good
acoustic contact between the buffer rod and the specimen. The advantage is that it minimizes the
difference in thermal expansion between the buffer rod materials and the specimen, which can be
maintained for long periods of the test. Figure 1b shows a buffer-rod type high temperature ultrasonic
transducer assembled in a test pipe for thickness monitoring.
Figure 1. (a) An assembly drawing diagram of a high temperature pipe using a buffer-rod type
measurement system; (b) an installed buffer-rod type system for thickness monitoring on a pipe.
Another approach to measure pipe thickness at high temperatures is to use an ultrasonic waveguide
strip. This improved method was attempted using a waveguide strip to reduce the acoustic parameters
between the ultrasonic transducer and the specimen. A pair of shear horizontal transducers and
a long waveguide strip were designed and manufactured. The shear horizontal vibration mode was
chosen to ensure that there was proper ultrasonic wave transmission at the thin strips. The shear
horizontal mode had sharp and clear ultrasonic signals within a certain frequency range because
there was low dispersion in the plate. This vibration mode is advantageous for obtaining sensitive
and accurate experimental data at high temperatures [19]. The shear horizontal wave transducer
was attached to the edge of the waveguide strip shown in Figure 2. When the transducer and the
waveguide strip contacted each other exactly at a perpendicular level, the shear horizontal mode was
stably transmitted to the waveguide. On the opposite side of the waveguide strip, a clamping device
was designed and fabricated to precisely hold the specimen, and two waveguide strips were installed
in parallel to divide the transmitter and receiver. A thin solid plate (gold plate) was used as a couplant
between the waveguide strip and the test specimen similar to the buffer-rod system. The transducer
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used a waveguide strip that was far from the specimen, which was maintained at about 35 ◦C when
the temperature of the pipe was 150 ◦C. This meant that the developed system completely freed the
transducer from the constraints of high temperatures. The waveguide pitch/catch method using two
waveguide strips can increase the S/N ratio compared to the pulse/echo technique. Two strips are
used to set up the waveguide system device. A transducer was connected to each strip, one on the
transmitting transducer and the other on the receiving transducer. The two strips were spaced 1 mm
apart to filter the noise received at the surface of the pipe to be measured. If the strip is placed at 1 mm,
it measured only the wanted signal because of the time difference between the signal transmitted to the
pipe surface, and the signal reflected from the opposite side of the pipe. Because it received a signal
only from the piping specimen, noise from undesired reflections at the end of the strip were prevented.
This method had no main bang signal, and the signal reflected from the end of the waveguide strip
was very small. Additionally, the multiple reflected signals on the back wall of the pipe, which was to
be inspected, had a high S/N ratio.
Figure 2. (a) Conceptual diagram of a pair of waveguide strips for high temperature thickness
monitoring; (b) installed waveguide system for thickness monitoring on a pipe.
4. High Temperature Pipe Thickness Measuring Program
The thickness measurement program was designed as a moving gate in real time to accurately
measure the reflected flight time. The first gate was set to the signal from the end of the transmitting
waveguide strip shown in Figure 3. The second gate was set to the first back wall echo signal, and the
third gate was set to the second back wall echo signal. The second and third gates were set as the
moving gates to follow the first gate setting. The moving gate moves along with the movement of the
rf signal according to the noise or the temperature change, making it possible to measure the peak to
peak signal stably. The peak of the first and second back wall echoes were automatically determined by
the flight time and denoted as t1 and t2 shown in Figure 3. The ultrasonic wave velocity was constant
and the path length of the actual reciprocating wave can be seen by the strip and pipe wall thickness.
Thus, the time of the received rf signal can be calculated. The shear horizontal wave velocity of the
carbon steel is about 3300 m/s, and the flight time reflected by the waveguide strip 300 mm in length
is calculated to be 170 μs. The flight time between the first back wall and the second back wall of
a 5.54 mm thick pipe is estimated to be about 3.2 μs. All ultrasonic rf (radio frequency) waveforms
are in the time domain and displayed on the PC screen. Moreover, this system inspects the signal
quality and is designed to display an alarm indicator on the screen when receiving unwanted signals.
Between t1 and t2, the flight time was automatically calculated on average, hundreds of times to obtain
accurate thickness data. Because ultrasonic velocity is a function of temperature, variation in the
ultrasonic velocity at high temperatures can be a main problem in terms of measurement data errors.
Therefore, to measure the thickness in real time at high temperature, pre-calibration is required to
reflect the relationship between the ultrasonic velocity and the temperature.
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Figure 3. Typical ultrasonic rf signals by a developed waveguide with the pitch/catch method at 150 ◦C.
The ultrasonic velocity can be determined as a function of the temperature by measuring the
variation in the velocity with a temperature change in the material to be measured. Figure 4 shows
the measurement data of the shear mode wave velocity in a carbon steel pipe based on a variation in
the temperature. The velocity of the ultrasonic waves was measured by heating the same materials
pipe as the pipe used in the FAC proof facility to the furnace from 0 to 250 ◦C. The pipe thickness did
not change when measuring the sound velocity change by calculating the time of the received signal
according to the temperature change [20]. This function was entered into the thickness measurement
program to reduce the error due to the temperature variation.
Figure 4. Calibration of the shear horizontal wave velocity with varying temperatures for a carbon
steel pipe SA 106.
5. Verification Experiment in the FAC Proof Facility and Results
The FAC demonstration test facility was manufactured to operate in the same environment as
a nuclear power plant. This facility is designed to operate for 1200 h at high temperatures at more than
150 ◦C, per one cycle and with the adjustable pH, DO, and flow rate for the fluid flowing inside the
piping. To measure pipe wall thinning, we prepared a test section with the insulation removed from
part of the facility. This section is made of carbon steel (SA 106), and the pipe has an outer diameter
of 60.4 mm, a wall thickness of 5.54 mm and a length of 750 mm. The chemical composition of the
materials is shown in Table 1. The pipe thickness was measured by the buffer-rod type system and an
ultrasonic waveguide high temperature thickness monitoring system. The two systems were installed
on the surface of the carbon steel pipe to compare the signals from each other, as shown in Figure 5.
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Prior to the experiment, the thickness measurement error was confirmed according to the temperature
variation for the stability and accuracy of the system. Figure 6 shows the actual measured waveguide
system data. A provisional thickness error range was determined by increasing the temperature of
the same material pipe to 200 ◦C and measuring the change in thickness during the cooling process.
The range of the thickness measurement error was ±15 μm while the pipe was heated to 0~150 ◦C
and then cooled. These devices were able to acquire ultrasonic signals which were reliable for a long
time at high temperatures, and the flight times of the signals through calculations were converted to
the thickness of the pipe. Minimizing the measurement errors was possible with normalization of
the signal amplitude, the automatic setting of the ultrasonic flight time and moving the gate control
by applying a temperature compensation factor. The pipe thickness data were directly compared
with the measured data at room temperature during the rest period to determine the reliability of the
measured data.
Table 1. The chemical composition of the material (SA 106 Gr. B).
Material Cr Mo Cu Mn Ni Si C P S
SA106
Gr. B 0.02 0.01 0.04 0.37 0.02 0.22 0.19 0.008 0.006
Figure 5. Test section in the flow accelerated corrosion (FAC) facility (left) and another type system
installed at a test section (right).
Figure 6. The measurement error by temperature variation in the developed system.
Figure 7 shows the change in the slope of the wall thickness reduction with the flow rate in the
waveguide system. This developed system measured the tendency of pipe wall thinning by changing
the flow rates from 7 to 10 to 12 m/s every 1100 h. The blue line is the data measured in real time
once every hour. The red line slope indicated the FAC rate in each section. As the flow rate increased,
the FAC rate became faster and the FAC rate decreased as the flow rate decreased. As the flow rate
increased from 7 m/s to 12 m/s, the wall thickness reduction rate also increased. This result meant
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that is possible to predict the change in the flow rate inside the pipe by analyzing the rate of pipe
wall thinning.
Figure 7. Pipe wall-thickness monitoring of carbon steel piping in the flow accelerated corrosion proof
test facility: Different wall-thinning ratios observed depending on the flow velocities.
Figure 8 shows the pipe wall thinning measurement data from approximately 3300 h of operation
using the buffer-rod and developed waveguide systems. The temperature of the fluent flowing inside
the pipe was maintained at 150 ◦C, and both devices measured the wall thickness reduction of about
260 μm. The blue line in Figure 8 is the data of thickness thinning of buffer-rod type commercial
equipment. From the point at which the flow rate increased from 10 m/s to 12 m/s, it can be seen that
the thickness thinning rate tendency was less than that of the developed equipment. Furthermore,
although the flow velocity slowed to 7 m/s at a large velocity of 12 m/s, but the buffer-rod type system
was measured to show that the thickness reduction rate was increasing. On the other hand, the red line
is measuring data by the developed waveguide system. The thickness reduction rate was measured to
suit the change in the flow rate. It is possible to compare more clearly converted (mm/year) for the
thickness reduction for each period. As the flow rate inside the piping increased, the rate of the pipe
wall thinning increased. The developed waveguide system showed more accurate reduction trends as
the flow rate changed. The developed waveguide system operated stably at a temperature cycle of
150 ◦C for a long time, and the measurement error was about ±20 μm.
Figure 8. The pipe thickness measurement data using the buffer-rod and waveguide type systems.
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Figure 9 shows the result of the manual UT measurement at room temperature. A total of
six points were set in the same direction as the position where the two systems were installed,
and measurements were made at room temperature. Reliable comparative data measures exactly at
the same point, but there was an error generated by removing and reinstalling real-time measuring
equipment. Measuring the six zones from A to F next to the point where two pieces of equipment were
installed (see Figure 10). A total of six points were measured 10 times and averaged in order to increase
the accuracy. The equipment used for the measurement was 38DL PLUS (OLYMPUS). The tendency
of the thickness reduction measured with the manual room temperature UT was very similar to that
for the high temperature on-line UT system. The reliability of the developed waveguide system was
verified by comparing the conventional buffer-rod system and the manual room temperature UT.
Figure 9. The thickness measurement result of the manual ultrasonic testing (UT) at room temperature.
Figure 10. A grid for measuring ultrasonic testing at room temperature in the same direction next to
two installed systems.
6. Conclusions
A shear horizontal ultrasonic pitch/catch waveguide system was developed for the accurate online
monitoring of the pipe wall thickness in the FAC certification test facility. A clamping device was
designed and installed for the gold-plate contact between the end of the waveguide strip and the
pipe surface. A computer program was developed for online monitoring of the pipe thickness at
high temperatures. The system minimized measurement errors by controlling the moving gate with
temperature deviation, normalizing the signal amplitude, automatically determining the ultrasonic
flight time and including a temperature compensation function. The buffer-rod and ultrasonic
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waveguide high temperature ultrasonic thickness monitoring systems were successfully installed in
the test section of the FAC test facility. These systems were confirmed as a stable operation with an
error of ±20 μm in temperature cycles up to 150 ◦C for 3300 h, and performed better than other similar
measurement systems. In addition, the developed waveguide system was able to predict the velocity
of the fluid flowing inside the pipe by analyzing the thickness reduction rate.
Finally, it was confirmed that the thickness reduction measurement was very accurate in
comparison with the room temperature UT results. This result demonstrates that a waveguide
system is sensitive to the flow of internal fluids and can measure thickness better than that of
commercial systems. This system can be applied to high temperature thickness monitoring in all
industries as well as nuclear power plants.
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Abstract: Turbidity describes the cloudiness, or clarity, of a liquid. It is a principal indicator of
water quality, sensitive to any suspended solids present. Prior work has identified the lack of
low-cost turbidity monitoring as a significant hurdle to overcome to improve water quality in many
domains, especially in the developing world. Low-cost hand-held benchtop meters have been
proposed. This work adapts and verifies the technology for continuous monitoring. Lab tests show
the low-cost continuous monitor can achieve 1 nephelometric turbidity unit (NTU) accuracy in the
range 0–100 NTU and costs approximately 64 USD in components to construct. This level of accuracy
yields useful and actionable data about water quality and may be sufficient in certain applications
where cost is a primary constraint. A 38-day continuous monitoring trial, including a step change
in turbidity, showed promising results with a median error of 0.45 and 1.40 NTU for two different
monitors. However, some noise was present in the readings resulting in a standard deviation of 1.90
and 6.55 NTU, respectively. The cause was primarily attributed to ambient light and bubbles in the
piping. By controlling these noise sources, we believe the low-cost continuous turbidity monitor
could be a useful tool in multiple domains.
Keywords: turbidity; low-cost; continuous water quality monitor; water
1. Introduction
The United Nations states that high-quality drinking water is at the core of sustainable
development and is critical for socioeconomic development, healthy ecosystems, and for human
survival itself. It is vital for reducing the global burden of disease and improving the health, welfare,
and productivity of human populations. It is central to the production and preservation of a host of
benefits and services for people. Water is also at the heart of adaptation to climate change, serving as
the crucial link between the climate system, human society, and the environment [1].
Water quality monitoring is the process by which critical characteristics of water (physical,
chemical, biological) are measured. Turbidity is one of the most universal metrics of water quality.
It is a measure of the cloudiness (the inverse of clarity) of water. In watersheds, the presence of high
turbidity can be indicative of both organic and inorganic materials. In the case of organic materials,
high turbidity can indicate problems such as increased algae growth caused by fertilizer run-off.
In the case of inorganic materials, high turbidity can indicate problems such as high suspended
sediment caused by erosion during a rainstorm or water churn caused by high winds. Turbidity is a
non-specific measure and therefore alone cannot identify the root cause of water cloudiness. However,
under certain conditions, it can be used to estimate certain quantitative parameters such as stream
loading, total suspended solids, and soil loss. There is a variety of published research on the effect of
turbidity on different organisms and the implications on human drinking water [2–4].
Therefore, turbidity is a useful measure for many water resource management applications.
This monitoring can help inform decisions regarding the allocation of funds and what future actions
would be the best for a watershed. Presently, the sensors that are used are expensive, typically costing
Sensors 2019, 19, 3039; doi:10.3390/s19143039 www.mdpi.com/journal/sensors93
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thousands of dollars. This causes most of the sensors to be owned by companies that communities hire
to take samples a small number of times a year. This is far from the best approach as rapid changes in
turbidity are indicative of problems. The best time to tackle these problems is right when they occur.
With current sampling frequency, these rapid changes are unlikely to be measured and extremely
unlikely to have proper actions taken to deal with the root cause of these changes. The key to efficient
and proactive water resource management is continuous and accurate monitoring. However, the cost
and complexity of deploying such monitoring systems presently limit their use. It is critical that the
cost of individual sensors be decreased to make widespread implementations of these monitoring
systems feasible. Also, it is critical that the accuracy of these sensors be high enough to provide useful
water quality data. Automated continuous sensing would allow the labor cost of water monitoring to
decrease substantially as after the initial setup, except for minor ongoing maintenance, the sensors
run continuously without human intervention. An automated sensor platform could also be used by
people with little, if any, formal training in water monitoring.
Open-source technologies have been identified as the most promising solution to this challenge [5].
As a result, some groups have begun developing their own low-cost monitoring solutions [6–9].
However, these prior works for turbidity monitoring focus on hand-held meters and leave continuous
monitoring for future work. Lambrou et al. [10] built a complete continuous monitoring system using
off-the-shelf sensors without addressing cost or complexity concerns. Lorena Parra et al. built a
low-cost water quality monitoring system for fish farming that contained a simple turbidity sensor [11].
Kofi Sarpong Adu-Manu et al. [12] broadly review methods for water quality monitoring focusing on
technologically advanced methods employing wireless sensor networks. In this paper, we present the
development of a low-cost continuous turbidity sensor. Our goal is a sensor that could be used in both
watershed and drinking water continuous monitoring applications.
2. Related Work
Standard laboratory methods to measure turbidity are well understood and the most commonly
used standard is maintained as method 180.1 by the U.S. EPA [13]. This method specifies a tungsten
lamp illuminating a sample from not more than 10 cm away with a photo-electric detector oriented
90◦ from the source. This method is specified from 0–40 nephelometric turbidity units (NTU) with
instrument sensitivity of at least 0.02 NTU in water under 1.0 NTU. The NTU units themselves are
defined by the response of the nephelometric sensor to known standards. There is no mathematical
definition of NTU.
There are at least four other standards for measuring turbidity using nephelometry (ISO 7027,
GLI Method 2, Hatch Method 101033, and Standard Methods 2130B) [14]. These variants specify
different light sources and detector arrangements. However, none of these standard methods lend
themselves to low-cost continuous water quality monitoring. In this work, we follow the general
approach of using a light source with a detector located at 90◦ built using only commonly available
electronic components, 3D printable structures, and open-source software with the goal of determining
if such a low-cost sensor could be suitable for continuous water quality monitoring applications.
To our knowledge, Christopher Kelly and his team proposed the first low-cost turbidity sensor [8].
This project represents the first publicly available peer-reviewed characterization of an affordable
nephelometric turbidimeter. The team set out to create a battery-powered, high accuracy turbidity
meter for drinking water monitoring in low-resource communities. This goal required a few design
constraints that they set out to meet: run on a single set of batteries for weeks to months of regular use,
a high measurement accuracy, and the ability to differentiate small changes in turbidity especially over
the range of 0–10 NTU, the sensor must have all of its parts documented and be able to be made by
non-experts who want to create their own version of the sensor.
The developed system is a cuvette-based turbidity meter using a single near infrared light emitting
diode and a TSL230R light-to-frequency sensor set at 90◦ apart in a single beam design. This is where
there are a single LED emitter and a single receiver perpendicular to the light beam from the LED.
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The receiver converts light intensity to a signal that can be read by a microcontroller. The theory behind
this design is that the clearer the solution, the more light that makes it straight through the solution.
The more turbid the solution, the more light that is reflected perpendicular to the light beam. The meter
does not store the data but rather displays it on a LED display for manual recording. Using turbidity
standards created using cutting oil and water, the team tested a known turbidity meter next to the
created turbidity sensor and measured the readings from both. This data was used to create four
calibration curves (each for a different range) that are used to convert the light-to-frequency sensor
output from the created turbidity meter to the turbidity reported by the commercial sensor.
The study showed the created turbidity meter had an accuracy within 3% of the commercial
sensor or 0.3 NTU whichever is larger over the range of 0.02 NTU to 1100 NTU. They reported that in
8 trials results were within 0.01 NTU for the four turbidity standards under 0.5 NTU. These results
support the notion that a low-cost turbidity meter is a possibility; however, more tests to evaluate
and verify these results are needed. The proposed next steps as of when the paper was written were
to account for thermal fluctuation effects on the turbidity of a solution, minimizing the light leakage
into the sensor housing through the external casing, investigating the use of GSM data transmission,
and investigating an inline immersible version of the turbidity meter.
Closely related is the optical sensor for sea quality monitoring by Filippo Attivissimo et al. [9].
This sensor is designed to take in situ continuous measurements of chlorophyll fluorescence and
turbidity. The sensor has a blue LED, red LED, and photodiode evenly spaced surrounding the
water sample. It achieves high sensitivity by using a numeric lock-in amplifier. Preliminary turbidity
measurements were made using a solution of milled flour in seawater. Although promising, the results
were limited, and the precision of the turbidity measurement was not presented.
Optical fibers can also by employed in the measurement of turbidity and to detect specific
organic molecules [15]. Ahmad Fairuz Bin Omar and Mohd Zubir Bin MatJafri present a good
overview of the optical properties important for turbidity measurement and a design of an optical
fiber turbidimeter [16]. While their design provides laboratory support for the device, the authors state
that continued development is needed before it is appropriate for field measurements.
Kevin Murpty et al. also developed a low-cost autonomous optical sensor for water quality
monitoring [17]. The device is similar to commercially available turbidity sondes. It contains five color
LEDs and a photodiode in a cylindrical sensor body to enable spectral analysis of water quality by
submerging the device. Laboratory tests and a field deployment verified the operation of the device.
The measurements had high correlation with a commercial turbidity sonde. The system component
cost was approximately e650 which is significantly higher than other low-cost systems proposed
by others.
3. Appliance Sensors
As a first step to the development of a low-cost continuous turbidity sensor, we evaluated existing
commercial low-cost appliance turbidity sensors. These sensors are used in dishwasher and clothes
washing machines typically to determine when the contents of the appliance are clean. It was hoped
that they would be able to sufficiently determine differences in water clarity to provide useful data for
water management applications. Three different turbidity sensors from Amphenol were tested (TST-10,
TSD-10, and TSW-10) pictured in Figure 1. All models contain an LED emitter and a phototransistor
oriented directly across (180◦) from the LED. The output is proportional to the amount of light traveling
through the sample and arriving at the phototransistor instead of to the measurement of the scattered
light provided by a nephelometric meter. The primary difference between the various models is the
mechanical enclosure. The TST-10 is a flow-through design while the TSD-10 is designed to be inserted
into the water flow. Either of these could be adapted for continuous monitoring applications.
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Figure 1. Amphenol TST-10 (left) and TSD-10 (right). TSW-10 is similar to the TSD-10 (not pictured)
(images from Amphenol).
Each sensor was tested using the reference circuit specified in the datasheet [18–20] shown in
Figure 2 and recording the voltage output of the sensor using an Arduino Mega’s internal analog to
digital converter. The more light that is transmitted through the sample to the receiver the higher the
output voltage. This higher voltage means the solution is clearer which is equivalent to saying that it
has lower turbidity.
Figure 2. Amphenol (TST-10) appliance turbidity test circuit where VCC = 5 V. Other Amphenol
models use the same circuit.
To test the hardware variation between sensors, we created test solutions by adding a small
amount of cutting oil to water and tested four appliance sensors of the same model in the same
solution. Ideally, the sensors should output the same voltage in the same solution. We performed a
simple linear conversion from voltage to approximate NTU using the output curve specified in the
data sheet for each sensor. Table 1 shows the observed variation between the sensors in this experiment.
The result shows the actual variation is less than the worst-case value calculated from the curve in the
data sheet. The TST-10 performed best with 50 NTU difference; however, for most water management
applications this variation is far too large to be useful.
Table 1. Variation between the appliance sensors of the same model.




To improve accuracy, we can individually calibrate each sensor. According to the TST-10 datasheet,
the useful range of the sensor is 0–4000 NTU with a voltage differential of 2.7 V. We used tap water
(NTU ≈ 0) and recorded the sensor’s maximum voltage. The minimum voltage is specified at 4000 NTU
with output voltage 2.7 V less.
To estimate the sensor’s precision, we can use a first-order linear approximation of the output
over the full 4000 NTU range of the sensor. Therefore, the maximum resolution of the sensor using the
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Arduino’s 10-bit analog to digital converter is 7.25 NTU per analog-to-digital converter (ADC) count.
As the last bit of ADC output is typically noisy, we expect the best possible result using this approach
to be ±7.25 NTU with slightly better results under 1000 NTU and slightly worse results over 1000 NTU
due to the non-linear output of the sensor. For most water management applications, ±1 NTU is
useful, therefore, we conclude that directly connecting the sensors to the ADC cannot provide the
needed resolution for water management applications even without noise or other sources of error.
4. Validation of the Low-Cost Nephelometric Sensor
From our previous experiments with the appliance sensors and the Arduino’s ADC, we conclude
a nephelometric sensor with higher resolution ADC is necessary to achieve the precision necessary for
water management applications. To explore this design space, we first constructed a sample-based
sensor similar to the one developed by Kelley et al. [8].
This design overcomes the ADC precision by using a TAOS TSL235R light-to-frequency converter,
shown in Figure 3, to measure light intensity rather than providing an analog output. Internally the
device has a photodiode sensitive to light in the range 320 nm–1050 nm. The diode current is converted
to a square wave with 50% duty cycle where the output frequency is proportional to the light intensity.
The range of frequencies that the converter outputs are from 0–800 kHz. Using the Arduino’s onboard
Timer/Counter and Paul Stoffregen’s FreqCount library [21], we can measure the average frequency
over a short interval (e.g., 1 s) with very high accuracy and precision. This approach to measuring
light intensity results in far greater resolution than what is possible using the Arduino’s ADC. As a
result, the sensor has a much larger dynamic range yielding higher resolution readings that are no
longer strongly limited by the ADC resolution.
Figure 3. TAOS TSL235R light-to-frequency converter.
To evaluate the sensor, we constructed a simple test tube-based design that was 3D printed shown
in Figure 4. The test tube holder allowed the 100 mA IR LED and TAOS TSL234R to be mounted
securely in both 90◦ and 180◦ configurations. The IR LED was driven by an Arduino GPIO pin through
a series 1 kΩ resistor. The frequency count was read using FreqCount on an Arduino Mega 2560.
Figure 5 shows the results from several validation tests of the light-to-frequency sensor. These tests
begin without a test tube inserted (Air) and three different empty test tubes. Then we test two solutions,
distilled water (≈0 NTU) and a 126 NTU calibration solution. The figure shows a box plot of the
measured output frequency measurements for each test on the X-axis. Each frequency measurement
was generated by averaging 10 samples on the Arduino Mega and was repeated to produce 50–100
data points. From these results, we see little variation between measurements, we can clearly identify
empty test tubes with frequency around 52–54 kHz, and an empty test chamber (i.e., no test tube
inserted) with frequency around 47 kHz. The median of the 126 NTU calibration solution and distilled
water yielded 1329.2 Hz difference. A two-point linear calibration from these values suggests sensing
resolution better than 0.1 NTU per Hz may be possible (i.e., 126 NTU/1329.2 Hz = 0.095 NTU/Hz).
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Although further tests would need to be performed with more NTU standards to classify the accuracy
and ensure a linear response.
Figure 4. Circular sample holder and test circuit.
Figure 5. Light-to-frequency initial results using standard test tubes.
However, these results are promising but not as good as those reported by Kelly et al. [8].
We suspect some of the error is due to the large reflections and optical impurities in the test tube.
Because of the circular shape of the test tube, it is nearly impossible to keep the IR LED exactly
perpendicular to its surface. As a result, we decided to switch to plastic cuvettes as they are similar
but lower cost than the quartz cuvettes used by Kelly et al. [8]. Cuvettes have straight sides and are
typically used in spectrophotometry where optical clarity is important.
The housing was redesigned to have a square shape with internal walls to block any light from
getting to the receiver unless it first went through the sample as shown in Figure 6a. We tested the
sample holder with distilled water and a calibration solution. The test solutions were measured
with a calibrated Hach 2100P turbidity meter before the experiment and measured 0.39 and 86 NTU,
respectively. Figure 6b shows the observed frequency output from the light-to-frequency converter.
The median difference between the samples was 581.45 Hz. Assuming a linear response, this would
yield a resolution of 0.15 NTU per Hz (85.61 NTU/581.45 Hz). However, there is some overlap in the
measured results between the samples and the standard deviation of the samples was large at 142.2
and 254 Hz. Moreover, this resolution is slightly worse than the test-tube-based design.
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(a) (b)
(c) (d)
Figure 6. Square cuvette sample holder designs with a light-to-frequency converter at 90◦ from the
IR LED as well as the results from validation tests. (a) Initial square design. (b) Frequency output for
initial square sample holder. (c) Revised square sample holder with thicker walls and tighter fit to
cuvette. (d) Frequency output for revised square sample holder.
After investigation, we found that the cuvettes could rotate slightly in the sample holder and
that external ambient light was causing variation in the output frequency. To rectify these problems,
we revised the design to have a tighter fit to the cuvette to eliminate rotation and increased the wall
thickness to reduce the effect of external light. The revised sample holder is shown in Figure 6c.
We repeated the experiment with distilled water and our calibration solution. The results in Figure 6d
show a significant reduction in frequency at both readings and significantly reduced variation.
This result is consistent with the reduction of external light and more constant cuvette position.
Although the average frequency difference was reduced to 367 Hz (0.23 NTU per Hz), the noise was
greatly reduced with standard deviation of 12.0 and 19.0 Hz yielding statistically different readings in
all cases.
With these results, we conclude that a sample-based low-cost nephelometric turbidity sensor
using a light-to-frequency converter can provide the needed resolution needed for many water quality
monitoring applications. Additionally, our revised cuvette-based sample holder successfully reduced
variation in the readings. With further study and improvement, such as increasing LED brightness,
we believe the performance could be improved further. This general design will be used to inform the
future development of a low-cost continuous turbidity sensor.
5. Low-Cost Continuous Turbidity Sensing
From our previous experiments, we have validated that a low-cost nephelometric turbidity sensor
can meet the requirements (i.e., better than 1 NTU resolution) needed for providing useful data
for water quality monitoring applications. To provide continuous turbidity data, we will adapt the
basic sensor design for flow-through applications. Many applications, such as drinking water and
agriculture use commonly available pipes to transport water, such as PVC. In the U.S., schedule 40 and
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80 are common specifications of PVC pipe which are available in a variety of colors and importantly
for this application, clear.
Our approach to the continuous low-cost turbidity monitor is to attach an LED and a light sensor
on the outside of a clear PVC pipe segment oriented 90◦ apart in the nephelometric configuration.
In the previous tests, the separation between the LED and sensor was proportional to the width of the
cuvette, which is 10 mm. In the piped configuration, this distance will be proportional to the pipe size,
which could be several inches. Because the LED will be illuminating a much larger volume of water
through a much thicker wall, we surmise it is useful to increase the brightness. High-powered IR LEDs
(several watts) are not readily available and specialty IR LEDs are expensive. However, high-powered
white LEDs are common. As a result, we replaced the IR LED with a commonly available Cree XLamp
white LED (4000 K). To properly drive the LED, we use a commonly used constant current LED driver
(Diodes Incorporated AL8805) configured to deliver up to 500 mA of current to the LED via a PWM
control signal. This allows us to also replace the IR light-to-frequency converter with a low-cost ambient
light sensor (TSL4531). These sensors are commonly used to control display brightness and provide a
digital i2c output of light intensity as an integer value that is calibrated to lux. To support wireless
data collection, we connect the LED driver and light sensor to an ESP32 Wi-Fi-enabled microcontroller.
A diagram of the complete low-cost continuous turbidity sensing system is shown in Figure 7.
Figure 7. Low-cost continuous turbidity monitoring system diagram.
To provide consistent contact with the PVC pipe, we designed a 3D-printable mounting ring to
mechanically fix the LED and sensor to the pipe. Different pipe diameters can be accommodated by
adjusting the dimensions of the mounting ring. Figure 8 shows a rendering of (a) our initial design and
(b) revised mounting ring. With the initial design, the LED and ambient light detector were mounted
to a small PCB and glued to the mounting ring. Because the PCB used through-hole connections,
solder joins on the bottom of the PCB caused an uneven fit with the ring. This mechanical ring was
also narrow (1 inch) and allowed ambient light to reach the light sensor. As a result, the design was
revised to include PCB standoffs, recessed areas to accommodate solder joints, screw holes were added
to the ring, and the height of the ring increased to block more ambient light. The mounting ring was
sized to tightly fit over a section of 2-inch schedule 40 clear PVC pipe and printed in black ABS on an
Ultimaker 2+ 3D printer. Black was selected to minimize reflected light in the device. Although we did
not characterize this effect, we tested other colors and found black to have the lowest light level with
the LED on. This suggests that reflections are minimized as desired.
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(a) (b)
Figure 8. Nephelometric sensor mounts for clear pipes. (a) Initial design. (b) Revised design including
PCB mounts and reduced ambient light.
The approximate unit component cost of the completed sensor is 64 USD. The component costs
are shown in Table 2. This makes the low-cost continuous turbidity monitor more expensive than
the affordable open-source turbidimeter ($25–$35) by Kelley et al. [8]. However, much of the cost
difference is due to the WiFi microcontroller and printed circuit boards which add significant value
by providing wireless communication and improved reliability over a breadboard circuit. This also
compares favorably to commercial turbidity probes for water quality from manufacturers such as
YSI, In situ, and Eureka where prices range from $1000 to $5000, depending on the specific model.
Even compared to the low-cost autonomous optical sensor by Murphy et al. at e650 [17], we see a
significant reduction in cost.
Table 2. Unit component cost of the prototype sensor.
Component Approximate Cost (USD)
ESP32 microcontroller 20
TSL4531 light sensor 1
XLamp MX-6 LED (2) 2
Printed circuit boards 10
PVC pipe 2 in × 12 in 16




Four low-cost continuous turbidity monitors were constructed and tested over the range of
0–100 NTU to explore the variation that exists in the different devices made from the same components.
The devices are labeled with the last two digits of their ESP32 WiFi MAC address. For calibration,
the devices were oriented vertically over a short section of clear PVC pipe with silicone caulk securing
the mounting ring to the pipe and a Qwik Cap sealing the bottom as shown in Figure 9. Test solutions
were added to fill the PVC pipe and a cover was placed over the top to block ambient light.
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Figure 9. Sensor 18 configured for laboratory calibration.
The test solutions were created by diluting a 4000 NTU formazin standard with deionized water
(≈0.20 NTU) to produce solutions with values of (0.20, 5, 20, 40, and 100 NTU) [22]. The test solutions
were made, and the devices were filled with deionized water and allowed to collect data for 12 h.
This allowed the components and test solutions to reach a constant temperature and any air bubbles
to dissipate. The devices were rinsed thoroughly with deionized water between different samples to
clean any residual sample out of the pipe. Each of the samples was tested in each device for at least
10 min where the light intensity at 90-degrees, 180-degrees and the dark reading (90-degree sensor
reading without the LED on) was measured every 6 s during the sampling interval. If more than 100
samples were collected for a given test solution, only the middle 100 samples were used in the analysis.
Manual turbidity readings were also made of the test sample every 2 min using a Hach 2100P turbidity
meter. This was done as a single reading from the meter can vary. We do not believe that the standards
degraded during the testing.
After the laboratory sampling was complete, the data from each device was fit to a model of
the form:
NTU = c1 × d0 + c2 × d90 + c3 × d180 + ε (1)
where d0 is the light intensity at 90 degrees from the LED with the LED off in lux, d90 is the light
intensity with the LED on at 90 degrees from the LED in lux, d180 is the light intensity with the LED
on at 180 degrees from the LED in lux, and ε is the y-intercept. These values were computed using
ordinary least squares linear regression comparing the predicted NTU to the average manual NTU
reading of the sample. Models were generated for each device individually in addition to a combined
model using data from all the devices. To explore the impact of each sensor (90 degrees and 180 degrees
from the LED), models were generated with each sensor individually as well as both of the sensors.
Table 3 shows all computed model parameters, the R2 measure, and variance (σ2) of the residual.
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Table 3. Individual and combined model parameters, R2, and residual variance (σ2) for using the 90-
and 180-degree sensors, only the 90 degree, and only the 180 degree sensor respectively. The units of
c1, c2 and c3 are NTU/lux. The unit of ε and σ2 are NTU and NTU2 respectively.
Device Sensor (s) c1 c2 c3 ε R2 σ2
Device 18 d90, d180 −0.2956 0.1608 −0.0046 41.2997 1.0000 0.0093
Device 18 d90 −0.2970 0.2088 0.0000 −16.0266 0.9999 0.0316
Device 18 d180 −0.3372 0.0000 −0.0200 232.7049 0.9989 0.2582
Device 8C d90, d180 0.1112 0.2313 0.0018 −38.2779 0.9998 0.2446
Device 8C d90 0.1055 0.2136 0.0000 −15.4716 0.9998 0.2570
Device 8C d180 0.3477 0.0000 −0.0212 259.3874 0.9984 2.3556
Device 94 d90, d180 −0.0995 0.3770 0.0117 −174.0959 0.9996 0.5432
Device 94 d90 −1.1277 0.2398 0.0000 −17.6853 0.9993 1.0413
Device 94 d180 −2.5629 0.0000 −0.0204 254.4228 0.9972 4.2926
Device B8 d90, d180 −0.5757 0.3274 0.0059 −100.8465 0.9999 0.1515
Device B8 d90 −0.9409 0.2537 0.0000 −21.2899 0.9997 0.4269
Device B8 d180 −1.9002 0.0000 −0.0201 251.4739 0.9957 5.5707
Combined d90, d180 1.6055 0.2252 −0.0003 −13.6549 0.9934 8.0515
Combined d90 1.6541 0.2286 0.0000 −17.8185 0.9934 8.0627
Combined d180 1.2328 0.0000 −0.0202 246.3589 0.9558 53.9348
The value of c2 is expected to be positive as more light reflected at 90 degrees would be more
indicative of a turbid solution and all the models follow this. The value of c3 is expected to be negative
as the more turbid the solution, the less light that would pass straight through it to reach the d180 sensor.
Device 8C, 94, and B8’s models including both sensors (d90, d180) do not follow this expectation and
have a reduced magnitude, suggesting the d180 sensor provides inconsistent data in this NTU range.
From these results, we see that in general, the computed model fits the data well for the d90 and
d180 as well as the d90 only device-specific models. The variance using both sensors was slightly smaller,
suggesting that the d180 sensor does provide some information when used with the d90 sensor. The d180
only models have significantly larger variance when compared to the other models. The combined
model also has variance that is more than an order of magnitude larger, even with both sensors,
indicating there is variation between devices. This variation could be caused by the mechanical
assembly construction, different brightness of the LED resulting from manufacturing differences in the
LED itself or LED driver circuit, and manufacturing differences that impact the clarity of the PVC pipe.
The idea of device-specific calibration is not unique to low-cost sensing. It is widely used in many
manufacturing processes to compensate for errors caused by real-world manufacturing constraints
without having to determine each source of variance. As a result, we omit the combined model from
further analysis.
To visually explore the results, Figure 10 shows several plots for the predicted NTU vs. measured
NTU using the low-cost turbidity monitor. Each row presents results from a specific device while
each column shows increasing NTU ranges. Missing plots result from not testing every sample on
every device. The results with only the 180-degree sensor are omitted for clarity as this case performed
significantly worse than the others. If the model were to produce the exact same value as the measured
readings, the points would fall on the dotted diagonal line. The further the points fall from the diagonal
line the larger the error of the prediction. For example, the B8 device model can predict the NTU
readings for all the samples within about ±1.0 NTU. The B8 model overpredicts the NTU for the 38 to
40 NTU sample and underpredicts the NTU for the 20 to 22 NTU sample. The diagonal line bisects the
plotted points for the 0 to 1 NTU sample and the 95 to 100 NTU standard, suggesting that the model,
on average, predicts these cases well.
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Figure 10. Predicted NTU vs. measured NTU for the individual models on the 5 tested NTU ranges.
To better understand these results, Figure 11 shows the cumulative distribution function (CDF) of
the absolute value of the residual using the computed models. The residual is the difference between the
estimated value and measured value computed individually for both sensor configurations. The range
is limited to (0, 1) for clarity. Residuals from all device-specific models are combined in the final “All
Devices” plot. The d180 model is not shown because it performed significantly worse than the others.
We see the devices perform similarly with most of the residuals less than 1 NTU. Device 18 does the
best and 94 does the worst while 8C and B8 are in the middle. For all devices, with both sensors,
the median residual was −0.0032 NTU with a standard deviation of 0.4870 NTU.
Figure 12 shows the CDF of the combined absolute value of the residuals from all device-specific
models at each tested NTU range. This confirms that the device can be used over this whole range with
consistent performance. However, this uniformity is mostly a result of performing linear regression
with an equal number of data points (100) in each range. By oversampling any particular NTU range,
the generated model would produce a better fit in that range at the expense of performance in the
other ranges. This could be useful in certain applications to better detect small variations from an
expected turbidity value.
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Figure 11. Cumulative distribution function of the absolute value of the residual by device.
Figure 12. Cumulative distribution function of the absolute value of the residual by NTU range.
These results show that with device-specific calibration the device will achieve accuracy closer to
1.0 NTU than our goal of 0.10 NTU over the range of 0–100 NTU. However, since the median residual
was near zero, averaging multiple samples could reduce noise to approach this goal. This dataset did
not have enough samples to fully investigate this question, so we will explore this in the next section.
5.2. Pumped Tank Test
Having calibrated and explored the performance of the low-cost continuous turbidity monitor in
a laboratory setting, we now move to a simulated real-world test. For this test, we used a 1000-gallon
water tank and a 1000 GPH pool pump to circulate the water. To explore if the device should be on
the pump inlet or outlet, we installed a device on both. Device B8 was installed on the pump inlet
and device 94 was installed on the pump outlet. Figure 13 shows a diagram of the pumped tank test.





3 ft 3 ft
Figure 13. Diagram of pumped tank test.
The tank was filled with fresh drinking-quality water and manual turbidity measurements were
made daily with the Hatch 2100P turbidimeter. These measurements were linearly interpolated
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between samples to produce a continuous turbidity value in the tank for analysis. The low-cost
continuous turbidity monitor readings were made once every 6 s. Timestamps for each sample were
recorded by the device and the clock was synchronized with a public NTP server at the start of the
experiment. The timestamp and raw sensor values were then transmitted over a WiFi network to a
database for storage. For analysis, the raw sensor values were linearly interpolated to a constant 1 Hz
rate and a 20-min moving average of 1200 samples at 1 Hz containing about 200 raw samples was
computed over 5-min periods, resulting in 288 samples per day. We chose these values to reduce the
amount of data as we expect turbidity to change relatively slowly and simultaneously reduce sensor
noise by averaging multiple readings. Experimentally we found that averaging over 1-min periods (10
raw samples) was sufficient to eliminate most of the sensor noise but we elected to use longer periods
in our analysis to produce the desired sample rate.
The filtered sensor readings were then used in the device-specific laboratory models (Table 3)
to estimate the NTU reading in the tank. A small offset was present at installation, so we adjusted
each device’s ε parameter after making the first manual reading to remove this error. Shortly after the
installation, device 94 failed and the LED and light sensor was replaced with the components from
device 18. Data is reported as device 94; however, the model generated by device 18 is used to predict
NTU. Figure 14 shows results for 38 days of measurements. During two intervals between days 5
and 7, the data collection failed, and no samples were recorded. For analysis, the missing data were
linearly interpolated between the available samples.
Figure 14. Pumped tank low-cost continuous turbidity monitor predictions from the pump inlet (p_in)
and outlet (p_out) and manual measurements from a hand-held turbidimeter showing all collected
data (days 0 through 37).
Initially, through day 5, the sensor on the outlet had significant noise. On day 6 we discovered
that bubbles were present in the pipes near the outlet sensor and we purged the air from the pipes.
On day 9 we discovered that a small hole was allowing air into the pipes. We sealed the hole and
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both sensors showed significantly reduced noise after this. In sealing the hole, we repositioned the
outlet sensor, which caused an offset in the readings. At day 20 there was another air leak that caused
a significant error and was sealed by day 22.
To investigate the response of the sensor to changing turbidity, we continued our measurements
and added one quarter cup of Coffee Mate® powdered coffee creamer to the 1000-gallon tank on day
23 at the pump inlet. This quickly increased the tank turbidity to about 8 NTU. The inlet sensor closely
tracked this change demonstrating the impulse response of the sensor. On day 27 both sensors NTU
reading begin increasing and we discovered the patch to the pipe had failed. We let this continue until
day 32 when it was patched again.
The median residual and standard deviation for the inlet and outlet low-cost continuous turbidity
monitors over the entire test were −0.4507, 1.9063 NTU and 1.3997, 6.5511 NTU, respectively.
The cumulative distribution function of the absolute value of the residual shows that overall only
slightly more than 50% of the predictions are within 1 NTU as expected from the laboratory tests even
with the better performing inlet monitor. However, the large errors resulted from air in the pipes.
When no air was present on days 15 through 17, the median residual and standard deviation was
−0.1881, 0.2643 NTU and 0.2266, 0.1138 NTU respectively and all of the predictions were within 1 NTU
with 80% of them being within 0.5 NTU.
Comparing the inlet and outlet monitors in the presence of bubbles on days 20 and 27, we see the
inlet is much less sensitive to the presence of bubbles. We speculate that by going through the pump,
the relatively large bubbles passing through the inlet monitor were broken up into many more small
bubbles before passing through the outlet monitor. This resulted in a correspondingly larger estimated
turbidity on the outlet monitor.
Both sensors showed patterns of daily periodic errors. These patterns are more apparent when
examining the relatively stable period between days 15 through 17, shown in Figure 15. On this plot
we added the measured solar radiation (W/m2) from a nearby weather station for reference. The inlet
sensor has a more negative residual during the day while the outlet sensor has a more positive residual
and the Pearson correlation coefficients between the residual and the solar radiation was −0.58 and
0.17 respectively. To explain the difference in sign, we reexamine the model parameters from Table 3
and recall that the parameter c3 has the opposite sign between these two devices. Furthermore, the
absolute value of the parameter is larger for the inlet device. This parameter corresponds to the
180 degree sensor. As a result, we conclude that this phenomenon is almost certainly caused by
ambient light. While both sensors and devices were affected, the 180 degree sensor on device B8 was
the most sensitive to ambient light. The position of the devices in the test also contributed to these
differences. Because our laboratory experiments were taken in relatively dark conditions, the model
did not properly account for the influence of ambient light even with the dark term in the model.
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Figure 15. Pumped tank low-cost continuous turbidity monitor predictions from the pump inlet
(p_in) and outlet (p_out) and manual measurements from a hand-held turbidimeter showing days 15
through 17.
5.3. Discussion
In this section, we describe the creation of a low-cost continuous nephelometric turbidity monitor
built using commonly available components. The turbidity monitor is designed to fit over a short
section of clear PVC pipe. This approach reduces the mechanical complexity of the system since no
sensing components are ever in direct contact with water.
Laboratory experiments demonstrated the model was able to reliably estimate turbidity within
1 NTU with some noise present in the readings. Since the median residual was near 0, averaging multiple
readings could approach our goal of 0.1 NTU resolution under well-controlled conditions.
The pumped tank test demonstrated that the sensor can continuously predict turbidity installed
either on the inlet and outlet of a pump. However, the inlet sensor had better impulse response to
a turbidity change. The inlet sensor showed more interference from ambient light, but we attribute
this to sensor positioning and not an artifact of the pump position. The outlet of the pump was more
affected by bubbles, this was attributed to the fact the pump formed some bubbles during operation.
These bubbles likely dissipated when they reached the tank resulting in the inlet sensor not seeing the
same level of bubbles. Overall, neither sensor achieved the same accuracy as in the lab experiment,
even with averaging many sensor readings. However, on days 15–17 when no air was present,
the performance of both sensors was equal to the lab experiments. By eliminating ambient light and
bubbles we believe this level of performance can be maintained over longer periods. Furthermore,
even at the current level of performance, many applications could benefit from low-cost continuous
turbidity monitoring by detecting larger changes in turbidity (e.g., >1 NTU). Results from the last days
of the experiment showed a significant offset was present suggesting that periodic calibration may be
required. We plan to explore the long-term stability of the low-cost continuous turbidity monitor in
future work.
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6. Conclusions and Future Work
In this paper, we explored the development of a low-cost continuous turbidity monitor. We began
by evaluating readily available appliance turbidity sensors. While inexpensive, in our tests they do not
have the required accuracy for water quality monitoring applications. They were also prone to a large
amount of noise and are difficult to precisely calibrate. Examining prior work on low-cost turbidity
sensors, we verified that accurate low-cost sample-based turbidity sensors can be constructed. In our
tests, the main source of error was the imprecision of the sample holder (Cuvette or Test Tube) in the
sensor apparatus. Using this design as a starting point, we adapted the sensor for use in piped-water
applications. Lab tests verified that with individual calibration, accuracy better than 1 NTU is possible
over the range 0–100 NTU. A 38-day long experiment was performed with the low-cost continuous
turbidity monitor in a piped-water application. The monitor showed more error than in the lab
experiments, yielding ≈5 NTU accuracy and good response to changes in turbidity. The primary
source of error was attributed to bubbles in the liquid and ambient light. This may be sufficient for
some continuous monitoring applications. For other applications where higher accuracy is needed,
we believe that by reducing ambient light on the sensor and eliminating all air from in the pipes will
yield accuracy better than 1 NTU. Like all other turbidity sensors, periodic calibration is necessary to
maintain the accuracy of the low-cost continuous turbidity monitor.
As we found that device-specific calibration significantly improves performance, a simpler way
to calibrate the sensor is recommended as lab-made turbidity standards are not commonly available
by citizen scientists. There are other processed liquids that have consistent turbidity such as apple
juice and tea which could be used for calibration. A validated procedure to calibrate the sensor with
these liquids could be developed. We also plan longer trials to verify the long-term behavior of the
low-cost continuous turbidity monitor. One long-term concern is if and when to remove and clean the
clear PVC section. Since PVC can develop a static charge, contaminants may be attracted to the clear
pipe segment. It is not clear if the pumped liquid is sufficient to remove these contaminants. We plan
to redesign the mounting ring to simplify removal for inspection and cleaning.
Author Contributions: Conceptualization, Methodology, Software, Formal Analysis, Investigation, Data Curation,
Writing—Original Draft Preparation, Writing—Review & Editing, Visualization, A.M. and D.G.; Validation, D.G.;
Resources, Supervision, Project Administration, Funding Acquisition, A.M.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. United Nations Educational, Scientific and Cultural Organization (UNESCO). Water in the post-2015
development agenda and sustainable development goals. In International Hydrological Programme (IHP);
UNESCO: Paris, France, 2014.
2. Duan, W.; Takara, K.; He, B.; Luo, P.; Nover, D.; Yamashiki, Y. Spatial and temporal trends in estimates of
nutrient and suspended sediment loads in the Ishikari River, Japan, 1985 to 2010. Sci. Total Environ. 2013,
461–462, 499–508. [CrossRef] [PubMed]
3. Duan, W.; He, B.; Nover, D.; Yang, G.; Chen, W.; Meng, H.; Zou, S.; Liu, C. Water Quality Assessment and
Pollution Source Identification of the Eastern Poyang Lake Basin Using Multivariate Statistical Methods.
Sustainability 2016, 8, 133. [CrossRef]
4. Duan, W.; He, B.; Chen, Y.; Zou, S.; Wang, Y.; Nover, D.; Chen, W.; Yang, G. Identification of long-term trends
and seasonality in high-frequency water quality data from the Yangtze River basin, China. PLoS ONE 2018,
13, 1–18. [CrossRef] [PubMed]
5. Burke, D.G.; Allenby, J. Low Cost Water Quality Monitoring Needs Assessment. Available
online: https://chesapeakeconservancy.org/what-we-do/innovate/water-quality-monitoring/low-cost-
water-quality-monitoring/ (accessed on 1 February 2019).
109
Sensors 2019, 19, 3039
6. Metzger, M.; Konrad, A.; Blendinger, F.; Modler, A.; Meixner, A.; Bucher, V.; Brecht, M. Low-Cost
GRIN-Lens-Based Nephelometric Turbidity Sensing in the Range of 0.1–1000 NTU. Sensors 2018, 18, 1115.
[CrossRef] [PubMed]
7. Hicks, S.; Aufdenkampe, A.; Montgomery, D. Creative Uses of Custom Electronics for Environmental
Monitoring at the Christina River Basin CZO. In Proceedings of the American Geophysical Union Annual
Fall Meeting, San Francisco, CA, USA, 3–7 December 2012.
8. Kelley, C.; Krolick, A.; Brunner, L.; Burklund, A.; Kahn, D.; Ball, W.; Weber-Shirk, M. An Affordable
Open-Source Turbidimeter. Sensors 2014, 14, 7142–7155. [CrossRef]
9. Attivissimo, F.; Carducci, C.G.C.; Lanzolla, A.M.L.; Massaro, A.; Vadrucci, M.R. A Portable Optical Sensor
for Sea Quality Monitoring. IEEE Sens. J. 2015, 15, 146–153. [CrossRef]
10. Lambrou, T.P.; Panayiotou, C.G.; Anastasiou, C.C. A low-cost system for real time monitoring and assessment
of potable water quality at consumer sites. In Proceedings of the SENSORS, Taipei, Taiwan, 28–31 October
2012; pp. 1–4. [CrossRef]
11. Parra, L.; Sendra, S.; García, L.; Lloret, J. Design and Deployment of Low-Cost Sensors for Monitoring the
Water Quality and Fish Behavior in Aquaculture Tanks during the Feeding Process. Sensors 2018, 18, 750.
[CrossRef] [PubMed]
12. Adu-Manu, K.S.; Tapparello, C.; Heinzelman, W.; Katsriku, F.A.; Abdulai, J.D. Water Quality Monitoring
Using Wireless Sensor Networks: Current Trends and Future Research Directions. ACM Trans. Sens. Netw.
2017, 13, 4:1–4:41. [CrossRef]
13. O’Dell, J.W. Method 180.1 Determination of Turbidity by Nephelometry; Environmental Monitoring Systems
Laboratory Office of Research and Development U.S. Environmental Protection Agency: Cincinnati, OH,
USA, 1993.
14. Fondriest Environmental, Inc. Fundamentals of Environmental Measurements: Measuring Turbidity, TSS,
and Water Clarity. 2014. Available online: https://www.fondriest.com/environmental-measurements/
measurements/measuring-water-quality/turbidity-sensors-meters-and-methods/ (accessed on
1 May 2018).
15. Mizaikoff, B. Infrared optical sensors for water quality monitoring. Water Sci. Technol. 2003, 47, 35–42.
[CrossRef] [PubMed]
16. Bin Omar, A.; Bin MatJafri, M. Turbidimeter Design and Analysis: A Review on Optical Fiber Sensors for
the Measurement of Water Turbidity. Sensors 2009, 9, 8311–8335. [CrossRef] [PubMed]
17. Murphy, K.; Heery, B.; Sullivan, T.; Zhang, D.; Paludetti, L.; Lau, K.T.; Diamond, D.; Costa, E.; O’Connor, N.;
Regan, F. A low-cost autonomous optical sensor for water quality monitoring. Talanta 2015, 132, 520–527.
[CrossRef]
18. Amphenol. TST-10 Turbidity Sensor Datasheet; Amphenol Thermometrics, Inc.: St. Marys, PA, USA, 2014.
19. Amphenol. TSD-10 Turbidity Sensor Datasheet; Amphenol Thermometrics, Inc.: St. Marys, PA, USA, 2014.
20. Amphenol. TSW-10 Turbidity Sensor Datasheet; Amphenol Thermometrics, Inc.: St. Marys, PA, USA, 2014.
21. Stoffregen, P. FreqCount Library. Available online: https://github.com/PaulStoffregen/FreqCount
(accessed on 1 May 2018).
22. Sadar, M. Turbidity Standards; Technical Information Series—Booklet No. 12; Hach Company: Loveland, CO,
USA, 2003.
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution




Laboratory Calibration and Field Validation of Soil
Water Content and Salinity Measurements Using the
5TE Sensor
Nessrine Zemni 1,2,*, Fethi Bouksila 1, Magnus Persson 3, Fairouz Slama 2, Ronny Berndtsson 3,4
and Rachida Bouhlila 2
1 National Institute for Research in Rural Engineering, Water, and Forestry, Box 10, Ariana 2080, Tunisia;
bouksila.fethi@iresa.agrinet.tn
2 Laboratory of Modelling in Hydraulics and Environment, National Engineering School of Tunis, University
of Tunis El Manar (ENIT), Box 37, Le Belvédère Tunis 1002, Tunisia; fairouz.slama@enit.utm.tn (F.S.);
rachida.bouhlila@enit.utm.tn (R.B.)
3 Department of Water Resources Engineering, Lund University, Box 118, SE-221 00 Lund, Sweden;
magnus.persson@tvrl.lth.se (M.P.); ronny.berndtsson@tvrl.lth.se (R.B.)
4 Centre for Middle Eastern Studies, Lund University, Box 201, SE-221 00 Lund, Sweden
* Correspondence: nessrine.zemni@enit.utm.tn; Tel.: +216-28-083-156
Received: 8 October 2019; Accepted: 27 November 2019; Published: 29 November 2019
Abstract: Capacitance sensors are widely used in agriculture for irrigation and soil management
purposes. However, their use under saline conditions is a major challenge, especially for sensors
operating with low frequency. Their dielectric readings are often biased by high soil electrical
conductivity. New calculation approaches for soil water content (θ) and pore water electrical
conductivity (ECp), in which apparent soil electrical conductivity (ECa) is included, have been
suggested in recent research. However, these methods have neither been tested with low-cost
capacitance probes such as the 5TE (70 MHz, Decagon Devices, Pullman, WA, USA) nor for field
conditions. Thus, it is important to determine the performance of these approaches and to test the
application range using the 5TE sensor for irrigated soils. For this purpose, sandy soil was collected
from the Jemna oasis in southern Tunisia and four 5TE sensors were installed in the field at four
soil depths. Measurements of apparent dielectric permittivity (Ka), ECa, and soil temperature were
taken under different electrical conductivity of soil moisture solutions. Results show that, under field
conditions, 5TE accuracy for θ estimation increased when considering the ECa effect. Field calibrated
models gave better θ estimation (root mean square error (RMSE) = 0.03 m3 m−3) as compared to
laboratory experiments (RMSE = 0.06 m3 m−3). For ECp prediction, two corrections of the Hilhorst
model were investigated. The first approach, which considers the ECa effect on K’ reading, failed to
improve the Hilhorst model for ECp > 3 dS m−1 for both laboratory and field conditions. However,
the second approach, which considers the effect of ECa on the soil parameter K0, increased the
performance of the Hilhorst model and gave accurate measurements of ECp using the 5TE sensor for
irrigated soil.
Keywords: soil salinity; soil water content; FDR sensor; soil pore water electrical conductivity; sensor
calibration and validation; real time monitoring
1. Introduction
In arid and semiarid countries, such as Tunisia, irrigation is necessary for improved agricultural
production. Water resources with good quality are limited, resulting in the use of low-quality irrigation
water. This can induce soil salinization, leading to crop yield reduction, decreasing the agricultural
productivity, and causing general income loss [1,2]. Thus, accurate monitoring of soil salinity in time
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and space is of great importance for precision irrigation scheduling to save water and avoid soil
degradation. Over the last decades, soil dielectric sensors have been developed to measure apparent
electrical conductivity (ECa) from which real soil salinity, the soil pore electrical conductivity (ECp),
can be estimated [3]. Time domain reflectometry (TDR) has been established as the most accurate
dielectric technique to estimate both volumetric water content (θ) and ECp in soils providing automatic,
simultaneous, and continuous readings [4]. The efficiency of the TDR method has led to development
of other techniques based on similar principles, such as capacitance methods. Some examples are
the WET (Delta-T Devices Ltd., Cambridge, UK) and the 5TE (Decagon Devices Inc., Pullman, WA,
USA) sensors, both based on frequency domain reflectometry (FDR). Compared to TDR, FDR sensors
use a fixed frequency wave instead of a broad-band signal that makes them cheaper and smaller [5].
Dielectric methods are based on determination of apparent soil electrical conductivity (ECa) and
soil apparent dielectric permittivity (Ka) [6]. Many models for the relationships between Ka and
θ [4,7], ECa-θ, and ECa-ECp-Ka have been proposed in recent research [3,8–10]. However, dielectric
properties are affected by physical and chemical soil properties. For example, high ECa affects the
wave propagation, leading to errors in the estimation of Ka [11,12]. Thus, it is important to improve θ
and ECp prediction models.
Hilhorst [8] presented a theoretical model describing a linear relationship between ECa and Ka
to predict ECp. This linear model can be used in a wide range of soil types without soil-specific
calibration. Persson [13] evaluated the Hilhorst model using TDR in three sandy soils and confirmed
the accuracy of the linear model with significant dependency on soil type. Many researchers [14–17]
have tested the Hilhorst model using the WET sensor and showed that it can be improved with soil
specific calibration. Using the WET sensor, improved correction of the Hilhorst model was proposed
by Bouksila et al. [18], using loamy sand soil with about 65% gypsum. They found that the accuracy
of ECp prediction is very poor when using standard soil parameters (K0). Thus, they proposed
a correction by introducing a third-order polynomial fitted to the K0–ECa relationship instead of
using the default K0. Kargas et al. [6] introduced a linear permittivity corrected model, proposed
by Robinson et al. [5], in the Hilhorst relationship. They found that the correction depends on soil
characteristics and that it is valid for ECa close to 2 dS m−1. These approaches consider the ECa effect
on the prediction of ECp. However, research has not been performed using simultaneous controlled
laboratory and field-scale experiments where effects of heterogeneity, root density, insect burrowing,
etc., affect the observations [19]. Ideally, sensor calibration should be performed in structured soils due
to its importance for pore size distribution and associated matrix potential [20]. Research has shown
that calibration in repacked soil columns differs from calibration in disturbed soil used in laboratory
experiments [21]. In addition, intrinsic soil factors such as soil temperature, presence of gravel, and
microorganisms affect the soil structure and porosity contributing to the variability in ECa and Ka
measurements under field conditions as compared to measurements in the laboratory [19].
Nowadays, farmers are embracing precision agriculture using sensors with high accuracy and low
cost to increase yields and maintain the sustainability of irrigated land. The 5TE dielectric soil sensor,
which also uses the Hilhorst model for ECp estimation, was introduced in 2007 and it is much cheaper
than the WET sensor [22]. Several recent studies have investigated the 5TE probe in agricultural
applications [2,23,24]. The 5TE sensor has electrodes at the end of the probe that are influenced by
soil density making them sensitive to any variation in soil structure and θ content [25]. Despite this
fact, most studies on the 5TE sensor performance [16,26,27] have been carried out under laboratory
conditions. Thus, almost no research has been done in the field for testing its performance for ECp
estimation, neither with the most used linear Hilhorst model nor with the more recent ECp approach
proposed in literature. Another important practical aspect is to determine the application range of these
sensors for irrigated soils under saline conditions. For example, it is important to determine at what
ECa threshold the dielectric losses are no longer negligible and need to be corrected for. Furthermore,
there is a lack of understanding of how laboratory calibration can be translated into field conditions.
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Thus, the sensors must be calibrated and validated under both conditions in order to assess the errors
associated with translating one to the other [28].
In view of the above, the objective of the present study was to assess the performance of the
5TE sensor to estimate soil water content and soil pore electrical conductivity for a representative
sandy soil used for cultivation of date palms. Both standard models and a novel approach using
corrected models to compensate for high electrical conductivity were used. Results from both field
and laboratory experiments were compared. The location of the field experiments was the Jemna oasis,
southern Tunisia.
2. Materials and Methods
Soil parameter acronyms, data source, sensor specification and models used in the present work
were presented in Appendix A.
2.1. Theoretical Considerations
Any porous medium, such as soils, can be characterized by its permittivity, which is a complex
quantity (K) composed of a real part (K’) describing energy storage, and an imaginary part (K”)
describing energy loss:
K = K′ − j K′′ with j = √− 1 (1)
For soils with low salinity, it is often assumed that the polarization and conductivity effects can
be neglected [4]. Under such conditions, the effect of K” is eliminated and K’ becomes equal to K,
represented by Ka as the apparent dielectric constant [4]. Under saline conditions, the imaginary part
of the dielectric permittivity increases with ECa, leading to error in the permittivity measurement. This
problem becomes important for frequencies lower than 200 MHz [6]. According to Campbell [29], for a
frequency range of 1–50 MHz, conductivity is the most important mechanism related to energy loss.
However, using the hydra impedance probe, Kelleners and Verma [30] found that, in general, the total
energy loss is related to relaxation loss except for fine sandy soil, where it is equal to zero at 50 MHz.
2.1.1. Permittivity-Corrected Linear Model
Many researchers [5,17,31,32] have studied how well low-frequency capacitance sensors measure
Ka and to what degree it is affected by K”. In general, it has been shown that the most important
factor to consider is the conductivity effect on Ka, whereas the effect of relaxation losses appears to be
small [4,6]. Thus, it is possible to correct the Ka reading by introducing a term for the ECa effect. Based
on the work of Whalley [32], Robinson et al. [5] proposed a permittivity-corrected linear model where
the theoretical permittivity can be considered equivalent to the refractive index of measurements by
the TDR. Robinson et al. [5] conducted experiments using TDR and capacitance dielectric sensor in
sandy soils with high ECa levels (up to 2.5 dS m−1) and they proposed a linear model that includes the




Ka− 0.628 ECa (2)
From this equation, we notice that the increase of ECa (dS m−1) leads to an increase in Ka. Using
Equation (2), a corrected permittivity K’ can be determined eliminating the ECa effect [6].
2.1.2. Water Content Model
The dielectric constant is about 80 for water (at 20 ◦C), 2 to 5 for dry soil, and 1 for air. Therefore,
Ka is highly dependent on θ. Various equations for the Ka vs. θ relationship have been published. The
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most used θ-model is a third-order polynomial [4]. However, Ledieu et al. [7] showed that there is a
simpler linear relationship for the θ prediction with only two empirical parameters, of the form:
θ = a
√
Ka + b (3)
where a and b are fitting parameters.
Figure 1 shows a schematic of calibration and validation possibilities for θ estimations that
were used in the present study. The calibration consisted of fitting of parameters in different models
(Figure 1). Optimal values for a and b, vs. a’ and b’ were determined by linear regression in the
relationship
√
Ka-θm denoted as the CAL-Ka model (Figure 1, Step-A.1) and
√
K’-θm denoted as
CAL-Kar model (Figure 1, Step-A.2), respectively. The θm was measured in experiments for different
salinity levels. The standard Ledieu et al. [7] model (Figure 1) was used for comparison purposes as it
is the simplest known model for mineral soil. The different steps (A.1 and A.2) were first completed
using laboratory experiments (laboratory calibration) and then using field data (field calibration).
The laboratory and field calibrated models were then compared with each other (Figure 1, Step-A.3).
Finally, we used field data (step B.1, B.2, and B.3) to validate the laboratory experiments (laboratory
model validation).
Figure 1. Schematic of θ calibration and validation possibilities investigated in the present study.
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2.1.3. Pore Water Electrical Conductivity Model
Different studies [33,34] have shown that ECa depends on both θ and ECp. Malicki et al. [35] and
Malicki and Walczak [9] found that for Ka > 6 and when ECp is constant, the relationship between Ka
and ECa is linear. An empirical ECp–ECa–Ka model has, thus, been proposed. Based on their results,







where Kw is the dielectric constant of the pore water (equal to 80.3) and K0 is a soil parameter equal
to Ka when ECa = 0 (see [8], for details). According to Hilhorst [8], the K0 parameter depends on
soil texture but is independent of ECa. He found the range of K0 to be between 1.9 and 7.6. For best
results, this should be determined experimentally for each soil type. For most soils, a value of 4.1 has
been recommended. One should notice, that in the Hilhorst model (Equation (4)), the Ka, Kw, and K0
represent the real part of the dielectric constant only. From the linear relationship ECp = f (ECa), the
slope that is inversely proportional to ECp and intercept K0 can be determined.
In the present study, the Hilhorst model (Figure 2, Step-C.1) was tested using varying K0 soil
parameters (4.1, 6 and 3.3). The K0 = 4.1 is the default value recommended by Hilhorst, K0 = 6 is the
recommended value in the 5TE manual [36] while K0 = 3.3 is the value measured with distilled water
according to the WET sensor manual [37].
Figure 2. Schematic of electrical conductivity (ECp) calibration and validation used in the present paper.
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Inspired by Bouksila et al. [18] and Kargas et al. [6], a modification of the Hilhorst model was
investigated. Accordingly, a permittivity-corrected linear equation (Equation (2)) can be introduced in
the Hilhorst model (Figure 2, Step-C.2) and ECp is predicted with two different K0 values (K0 = 4.1
and K0 = 3.3). Beside this, the soil fit parameter K0 is calculated for each salinity level by minimizing
the mean square error (MSE) of the estimated ECp in the Hilhorst model (Step-C.3.1). The best fit K0
parameters are then plotted against ECa for the seven different ECp and a third-order polynomial
function is determined (Step-C.3.2), and introduced in the Hilhorst model (Step-C.3). Finally, we used
field data (step D.1, D.2, and D.3) to validate the laboratory experiments (laboratory model validation).
The temperature is an important factor influencing the electrical conductivity measurements;
indeed, all ECa reading were adjusted in the present work using Equation (5). Besides, during
experiments the temperature effect on Kw parameter was considered using the recommended
temperature correction equation in the 5TE manual [36].
ECa25 = ECa [1− ((T− 25) × 0.02)] (5)
Measured Ka, ECa, and T in laboratory and field experiments are converted to ECp using the
Hilhorst [8] model (Step-C.1), Kargas et al. [6] approach (Step-C.2), and Bouksila et al. [18] approach
(Step-C.3), denoted as H, MHK, and MHB, respectively.
The different approaches in Figures 1 and 2 have not been tested before using the 5TE sensor.
The approaches CAL-Kar, MHK and MHB have previously only been tested once under controlled
laboratory condition using the WET sensor. The novelty of the present work is to validate these
approaches under field condition using the low cost capacitance sensor 5TE. In addition, the MHB
approach developed by Bouksila et al. [18], used an experimentally determined K0 = f (ECa) relationship.
Our new approach instead uses a K0 derived from best-fit parameter for each ECp level, which make
the application of MHB approach much easier since there is no need for the K0 laboratory experiment.
Model performance for θ and ECp, was evaluated using both the root mean square error (RMSE)
and coefficient of determination (R2). In addition, mean relative error (MRE) and coefficient of variation
(CV) were used for ECp and θ, respectively.
2.2. Study Area
The field study was conducted in the Jemna oasis (33◦36’15.”N, 9◦00’39.”E), belonging to the
Agricultural Extension and Training Agency (AVFA) located in the Kebeli Governorate, southern
Tunisia. The oasis is equipped with a micro-irrigation system. The main crop is adult date-palm
trees. The climate is arid with an annual rainfall of less than 100 mm, which is insufficient to sustain
agriculture. The annual potential evapotranspiration is about 2000 mm [38]. Groundwater, situated at
17 m soil depth, with an electrical conductivity (ECiw) of about 3.5 dS m−1, is used for irrigation. The
pH of groundwater is 7.8 and the geochemical facies is sodium chloride. Soil samples were collected
from the top soil at 0–0.5 m depth. The soil was leached with distilled water in order to remove soluble
salts and oven dried (105 ◦C) for 24 h. Then, the soil was passed through a 2 mm sieve. Soil particle
size distribution was determined using the sedimentation method (pipette and hydrometer) and the
electrical conductivity of saturated soil paste extract (ECe) was measured according to the United
States Department of Agriculture (USDA) [39]. A summary of soil properties is presented in Table 1.
Table 1. Particle size percentage, pH and electrical conductivity of saturated soil paste extract (ECe) of
investigated soil samples.












0–0.5 5 3 4 22 65 8.5 1.8
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2.3. Laboratory Experiments
Seven NaCl solutions with different electrical conductivity (0.02, 0.2, 0.5, 3.6, 5.3, 7.2, and
8.2 dS m−1) were prepared for the infiltration experiments. The soil was initially mixed with a small
amount (about 0.05 m3 m−3) of the same water as used in the infiltration experiments to prevent water
repellency. The soil was repacked into a plexiglas soil columns, 0.12 m in diameter and 0.15 m long
(Soil Measurement System, Tucson, Arizona), to the average dry bulk density encountered in the field
(about 1450 kg m−3).
The 5TE sensor was used for observations [23]. It is a multifunctional sensor measuring Ka, ECa,
and T (for more details, see Appendix A). The measuring frequency is 70 MHz and it is a three-rod type
sensor with 0.052 m long prongs and 0.01 m spacing between adjacent prongs [23,40]. The 5TE probe
was inserted vertically in the center of the column. Upward infiltration experiments were carried out
by stepwise pumping a known volume of a NaCl solution (45 mL) with a precise syringe pump from
the bottom of the column. Twenty minutes after each injection, three measurements of Ka, ECa, and
temperature were taken and averaged. This procedure was repeated until saturation (0.40 m3 m−3)
was reached. Four hours after reaching saturation, measurements were again taken and pore water
was extracted from the bottom of the column with a manual vacuum pump. Electrical conductivity of
extracted pore water ECpm was measured with a conductivity meter. In total, seven upward infiltration
experiments were conducted, one for every NaCl solution.
2.4. Field Measurements
Four 5TE sensors were installed between date-palm trees at four soil depths (0.10, 0.15, 0.30, and
0.45 m). The 5TE probes were connected to a Decagon Em50 data logger. The DataTrac3 software
version 3.15 [23] was used to download collected data from the Em50. Volumetric soil water content
and pore electrical conductivity were estimated using standard parameters of the Ledieu et al. [7] and
Hilhorst [8] models, respectively. In addition, soil samples were taken by hand auger at the same depth
of sensor installation on 24 April and 3 October 2018. Gravimetric water content θm and electrical
conductivity of saturated soil paste extract (ECe) were measured in laboratory according to USDA
standards. The soil dry bulk density (Bd) was measured in the field using the cylinder method at
five soil depths (0.1 m depth intervals to 0.5 m). During April 2018, the average soil Bd was equal to
1.43 g cm−3 and varied from 1.3 to 1.6 g cm−3.
3. Results
3.1. Soil Water Content
Figure 3 presents the relationship between Ka and observed θm with different salinity levels (ECp,
dS m−1) measured during the upward infiltration experiments. For largest ECp, ECa did not exceed
2.5 dS m−1. It is seen that ECa considerably affects the Ka readings, especially for high ECp. This can
lead to significant errors for both Ka and ECa, indicating that 5TE probe readings need to be corrected
when used in saline soils. The overestimation of Ka as ECa increases has been described by several
authors (e.g., [19,27]).
In Figure 4, Ka and K’ (corrected with Equation (2)) for two ECp levels (3 and 9.8 dS m−1) are
plotted against measured θm. K’ values are very close to Ka when ECp ≤ 3 dS m−1, especially at low θ
(θ ≤ 0.15 m3 m−3 and ECa ≤ 0.43 dS m−1). However, for ECp = 9.8 dS m−1, the difference between Ka
and K’ is more pronounced, especially for θ ≥ 0.15 m3 m−3 and ECa ≥ 0.75 dS m−1.
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Figure 3. Apparent dielectric permittivity (Ka) vs. measured volumetric water content (θm) for various
pore electrical conductivity (ECp) levels (dS m−1).
Figure 4. Relationship Ka-θm (open circles) and K’-θm (filled circles) using the 5TE sensor for
ECp = 3 dS m−1 (a) and ECp = 9.8 dS m−1 (b).
The calibrated parameters using laboratory data for CAL-Ka and CAL-Kar approaches are
presented in Table 2. For all models tested under laboratory conditions, RMSE increased with
ECp. Soil water content from CAL-Kar approach matched well measured θm for ECp ≤ 3 dS m−1
(ECa < 0.7 dS m−1) and gave the best θ estimation compared to the Ledieu et al. [13] model and the
soil-specific calibration CAL-Ka. However, for ECp ≥ 6.8 dS m−1, the CAL-Ka approach gave lower
RMSE compared to the CAL-Kar model. For high ECp (≥ 6.8 dS m−1), the performance of the CAL-Kar
model deteriorated.
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Table 2. Root mean square error (RMSE, m3 m3), determination coefficient (R2) and coefficient of
variation (CV,%) of estimated soil water content using Ledieu et al. [7], standard calibration (CAL-Ka)
and permittivity corrected model (CAL-Kar) for different water pore electrical conductivity (ECp).
Laboratory Calibration
ECp (dS m−1) Ledieu et al. (1986) CAL-Ka CAL-Kar
Fit Equation (4) θ = 0.16
√
Ka1−0.30 θ = 0.18√K’2−0.33
ECp ≤ 3 RMSE 0.06 0.05 0.04
R2 0.93 0.95 0.95
ECp = 6.8
RMSE 0.08 0.06 0.10
R2 0.73 0.87 0.50
6.8 < ECp ≤ 10.5 RMSE 0.09 0.07 0.13
R2 0.77 0.85 0.39
Mean RMSE 0.08 0.06 0.09
Mean R2 0.8 0.9 0.6
CV (%) 26.5 20 19.8
Field calibration
Fit θ = 0.15
√
Ka−0.26 θ = 0.20√K’−0.37
ECa3 ≤ 0.7
and
1.7 ≤ ECe4 ≤ 4.1
RMSE
(m3 m−3) - 0.04 0.03
R2 - 0.94 0.97




1.7 ≤ ECe ≤ 4.1
RMSE
(m3 m−3) 0.1 0.060 0.060
R2 0.80 0.88 0.97
CV (%) 27 21 24
1 Apparent soil permittivity, 2 Corrected apparent soil permittivity, 3 Soil apparent electrical conductivity, 4 Electrical
conductivity of saturated soil paste extract.
3.2. Field Validation of Soil Water Content Models
During field experiments, Ka measured by the four 5TE probes varied from 6.5 to 11, ECa from
0.17 to 0.75 dS m−1, and measured soil moisture (θm) from 0.10 to 0.24 m3 m−3. According to R2
of field validation results (Table 2), the best model to predict θ under field conditions is CAL-Kar
followed by CAL-Ka. However, RMSE analysis indicates that there is no significant difference between
observed and estimated θ using both approaches, implying that both predicted θ accurately for
ECa ≤ 0.7 dS m−1.
From Figure 5, a slight underestimation of the different models is observed and this is more
pronounced for the Ledieu et al. [7] model. The underestimation can be related to adsorbed water,
resulting in a lower amount of mobile water in the soil, thus reducing the Ka readings (detection) by
the 5TE sensor and eventually resulting in underestimation of Ka [41,42]. The difference between
observed and predicted θ may also be attributed to variability in soil structure, bulk density, presence
of stones, roots, and other inert material in the core samples. The difference may also be linked to the
spatial variability of θ between sampled and monitored soils. Similar findings have been reported
for mineral soils using the 5TE sensor [41], for Luvisol using the 5TM capacitance sensor [42], and
using the ECH2O sensor in sandy soil [43]. The success of CAL-Ka and CAL-Kar models to calculate θ
at field conditions is closely linked to the low range of ECa data measured by the 5TE sensor, below
0.7 dS m−1, during the period of investigation.
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Figure 5. Estimated soil water content (θ) vs. measured (θm) using CAL-Kar approach (a), CAL-Ka
approach (b) and Ledieu et al. [13] model (c) under field conditions, solid line gives the 1:1 relationship.
For the same range of soil salinity, RMSE was higher for the field as compared to laboratory data.
For laboratory experiments, soil was crushed, washed, and passed through a 2 mm sieve. This means
that its structure was changed as well as the pore size distribution, and some of the organic matter
may have been removed. This allows more mobile water compared to field conditions [44]. As well,
for field conditions, observed Bd profiles are not uniform and may vary with time. In contrast to the
controlled laboratory experiments (e.g., constant Bd), the field Bd spatial and temporal variation will
induce an additional error when laboratory models are used to estimate θ.
We used the field data to calibrate the CAL-Ka and CAL-Kar models, the calibrated parameters for
the models are presented in Table 2 (Field calibration). The RMSE decreased from 0.06 to 0.04 m3m−3
and from 0.06 to 0.03 m3 m−3 for CAL-Ka and CAL-Kar, respectively. Thus, the CAL-Kar approach
gave better field predictions of θ. Similarly, Kinzli et al. [45] reported that field calibration was most
successful for sandy soils. According to this finding, we may support the earlier conclusion that
the permittivity corrected (CAL-Kar) model is recommended under field conditions if ECa is below
0.75 dS m−1. However, the Ledieu et al. [7] model cannot be used safely under field conditions in the
case when soil specific calibration is not available.
3.3. Soil Pore Electrical Conductivity (ECp)
3.3.1. ECp Laboratory Calibration
Table 3 presents the RMSE for the different models. All models showed good performance in the
0–3 dS m−1 range, except Hilhorst with (K0 = 6) and MHK with K0 = 4.1. Moreover, RMSE results
(Table 3), showed an increase of the range of default H model validity until ECp = 6.8 dS m−1. This
finding can be linked to the higher operating frequency of 5TE (70 MHz) compared to the capacitance
sensor used by Hilhorst (30 Mhz). Hilhorst reported that the model assumption ceases to be accurate
at higher salinity as ECp significantly deviates from that of free water.
Table 3. Root mean square error (RMSE, dS m−1) of estimated pore electrical conductivity (ECp) using
Hilhorst (K0 = 4.1, 3.3, and 6), modified Hilhorst according to Kargas et al. [6] (MHK) (K0= 4.1 and 3.3),
and modified Hilhorst according to Bouksila et al. [18] (MHB) models.
ECp (dS m−1) Hilhorst (2000) MHK MHB
Soil
Parameter-K0
K0 = 4.1 K0 = 3.3
1 K0 = 6 K0 = 4.1 K0 = 3.3
1 Best Fit K0 = f (ECa
2)
ECp ≤ 3 0.29 0.14 0.83 0.88 0.34 0.044
ECp = 6.8 0.57 0.21 1.7 6.3 3.8 0.050
6.8 < ECp ≤ 10.5 1.48 0.99 3.06 - - 0.054
1 K0 soil parameter determined experimentally according to the method in the Wet sensor manual using distilled
water. 2 Soil apparent electrical conductivity.
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From the results presented in Table 3, the ECp limit for accurate measurements seems to be
6.8 dS m−1. Similar results were reported by Scudiero et al. [40], using the 5TE sensor and ECp limit
<10 dS m−1 with RMSE equal to 0.68 dS m−1. Using the H model with K0 value recommended in the
Decagons manual (K0 = 6) showed a larger RMSE for all salinity levels compared the default parameter
(K0 = 4.1). The H model with K0 = 3.3 (determined experimentally according to the WET manual)
gave better results for the three salinity ranges. Persson [13] stated that the H model using a fitted soil
parameter gives ECp values statistically similar to other model results (e.g., [3,10,46]).
Focusing on the modified Hilhorst model using the MHK approach with K0 = 4.1, one can observe
that the RMSE is at maximum, especially for ECp ≥ 6.8 dS m−1. Kargas el al. [6] validated this approach
using a lower salinity level (ECp ≤ 6 dS m−1). According to our results (Figure 7), an overestimation
of the H model, especially at ECp ≥ 3 dS m−1, is observed. Similarly, Visconti et al. [19] showed an
overestimation of ECp in the range of 0–10 dS m−1 and Scudiero et al. [40] showed an overestimation
of ECp in the range 3–10 dS m−1, both working with the 5TE sensor and the H model. In the present
study, the H model overestimated ECp, thus using the MHK approach will not improve results.
The observed overestimation by the H model might be due to K0, which was assumed to be
equal to 4.1. In addition, one should note that the H model does not consider solid particle surface
conductivity, which could contribute to the ECp error [17]. From Table 3, decreasing K0 from 4.1 to
3.3 for both the H and MHK model leads to a significant decrease of RMSE, two times lower than the
default. The H model seems to be more dependent on the soil parameter K0 than on Ka and ECa.
K0 estimated from the best fit approach for the different salinity levels is plotted against ECa in
Figure 6. The K0 range varied between 1.29 and 3.2 with a mean of 3.0, which is similar to the K0
determined experimentally using distilled water (K0 = 3.3).
Figure 6. Best fit soil parameter (K0) vs. bulk soil electrical conductivity (ECa).
At saturation, ECa was equal to 0.32 dS m−1 and 2.4 dS m−1 and Ka was equal to 15 and 19 for the
lowest (2 dS m−1) and the highest (10.5 dS m−1) observed ECp, respectively. According to Figure 6,
K0 decreases with increasing salinity. Similar to [18], our results showed that K0 is not constant,
but depends on ECa and that a third-order polynomial fitted the K0–ECa relationship rather well
(R2 ≥ 0.95). K0 = f (ECa) in Figure 6, was used in the H model to predict ECp. Compared to the H
model, for the individual ECp levels, using the MHB model, RMSE decreased significantly.
Figure 7 shows observed and predicted ECp using the H model with three different K0 and the
MHK and MHB approaches, respectively. All model performances, are approximately the same for
ECp ≤ 3 dS m−1, except when using K0 = 6 and K0 = 4.1 for H and MHK models, respectively.
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Figure 7. Estimated pore electrical conductivity (ECp) vs. measured for different model tested for
laboratory conditions.
Based on the laboratory results, the MHB approach improved the H model and gave accurate
estimation of ECp with R2 = 0.99 for all salinity levels. Thus, for high soil salinity (6.8 dS m−1 ≤
ECp ≤ 10.5 dS m−1), the MHB approach is recommended for achieving optimal accuracy of ECp
measurements. For lower ECp (≤3 dS m−1), the standard H model is sufficient. For high ECp, the MHK
approach failed to reproduce the observed ECp correctly and the approach is not recommended based
on the results of our study. Further studies for different soil types are needed so that this combined
approach in predicting ECp can be validated.
3.3.2. Field Validation of ECp Models
Unfortunately, we do not have field observed ECp to validate and statistically compare the
different models. Instead, we determined a linear relationship (ECp = f (ECe)) for different calculated
ECp, using the H, MHK, and MHB models and 5TE measurements, with observed field ECe. Several
researchers have studied relationships between ECe and ECp, e.g., [3], showing that the relationship is
strongly linear. The relationship (ECp = f (ECe)) with the highest R2 = 0.9 was chosen to predict the
field ECp values (ECpobs). During the investigation period, ECe was determined from soil samples,
according to the USDA standard (collected at the same depth as the location of the 5TE sensors),
ranging between 1.7 and 4.1 dS m−1. The relatively low soil salinity is due to a rainfall observed in the
field one day before soil sampling.
The observed ECpobs obtained from the best fit relationship is plotted against the estimated ECp
for the different models in Figure 8. The H model with K0 = 6.6 was not included in the figure since it
gave out of range values. The ECp estimation with MHB approach appears uniformly scattered about
the 1:1 line. On the other hand, the H model with K0 = 3.3 shows a cloud of points near the 1:1 line.
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Figure 8. Estimated ECp vs. observed under field conditions.
Compared to laboratory results, for the same ECa range (ECa ≤ 0.7 dS m−1) (Table 4), observed
errors are higher for the field validation. The RMSE increased for all models. Errors are mainly related
to a number of factors absent in the laboratory but present under field conditions. Due to this reason, a
methodological approach composed by laboratory calibration and field validation is optimal.
Table 4. Root mean square error (RMSE, dS m-1) and determination coefficient (R2) of Hilhorst (K0 = 4.1,
3.3, and 6), modified Hilhorst according to Kargas et al. [6] (MHK) (K0 = 4.1 and 3.3) and modified
Hilhorst according to Bouksila et al. [18] (MHB) models field validation.
Hilhorst (2000) MHK MHB
ECa2 ≤ 0.7 and
1.7 ≤ ECe3 ≤ 4.1 K0 = 4.1 K0 = 3.3
1 K0 = 6 K0 = 4.1 K0 = 3.3
1 Best Fit K0 = f (ECa)
RMSE (dS m−1) 0.82 0.70 10 1.8 1.34 0.30
R2 0.53 0.73 0.26 0.56 0.77 0.90
1. K0 soil parameter determined experimentally according to the method in the Wet sensor manual using distilled
water. 3 Soil apparent electrical conductivity, 4 Electrical conductivity of saturated soil paste extract.
The MHB approach presents a significant improvement of the H model, especially at high
ECp (Table 4). The H and MHK model fit is acceptable for field and laboratory conditions only for
ECp ≤ 3dS m−1 while the MHB approach is acceptable for field conditions and it can be safely used for
sandy soil and ECp ≤ 7 dS m−1.
Since variation and uncertainties in the field are higher, it is recommended to validate the calibrated
models with field data. According to our results, the H model with K0 = 6 is not recommended either
with laboratory nor field data. However, the reduction of K0 to 3.3 increased the performance of the
model and it can be safely used for ECp < 3 dS m−1. For ECp > 3 dS m−1, the MHK approach did not
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improve the H model with RMSE more than 1 dS m−1 and it is not recommended. Thus, for achieving
optimal accuracy of ECp measurements, the MHB approach is recommended for ECp ≤ 7dS m−1.
4. Conclusions
In this study, the 5TE sensor performance for volumetric soil water content (θ) and soil pore
electrical conductivity (ECp) estimation was investigated under laboratory and field conditions. First,
two procedures for θ estimation based on a linear relationship of
√
Ka-θm (CAL-Ka approach) and√
K’-θm (CAL-Kar approach) were investigated. Using the CAL-Kar approach, the effect of soil
apparent electrical conductivity (ECa) on the real part of the complex dielectric permittivity (K’)
was considered. In addition, the Ledieu et al. [7] relationship was used for comparison purposes.
A site-specific validation of CAL-Ka and CAL-Kar models using 5TE field subset data and θ from soil
samples at different depth was performed. Secondly, 5TE performance for soil salinity assessment
was investigated using the H linear model according to correction proposed by Kargas et al. [6] (MHK
model), and Bouksila et al. [17] (MHB model). The default value of soil parameter K0 = 4.1 and K0 = 6
recommended in the 5TE manual was used for comparison.
For soil water content, calibration considering the ECa effect on K’ increased the performance
of the 5TE sensor under field conditions for ECa ≤ 0.75 dS m−1 (R2 = 0.97, RMSE = 0.06 m3 m−3).
However, the error in predicting θ was highest (0.10 m3 m−3) when the Ledieu et al. [7] model was
used. Indeed, this model cannot be safely used under field conditions. Thus, we conclude that field
calibration of the 5TE sensor is recommended for accurate soil water content estimation. Soil pore
electrical conductivity calibration results, show that the 5TE sensor limit using the default H model is
equal to 6.8 dS m−1 with RMSE = 0.57 dS m−1 and MRE = 9%. The 5TE sensor manual value (K0 = 6)
is not recommended. However, K0 = 3.3 increases model performance over the investigated salinity
range. The MHK approach, introducing the permittivity correction in the H model, failed to reproduce
the observed ECp correctly and it is not recommended. In the next step, considering the effect of
ECa on the K0 soil parameter in the H model (MHB approach), it was found that the standard model
improves and gives accurate estimation of ECp with R2 equal to 0.99 for all salinity levels. Under field
conditions, the MHB approach gives the best results for sandy soils.
It is a challenge to perform real-time monitoring of irrigated land under high-saline conditions to
provide sustainable agriculture and farmer income increase. Using θ and ECp observations, it was
shown that a methodological approach composed of a laboratory calibration and field validation is
necessary. Further studies, for different soil types, are needed to validate this combined approach in
predicting ECp.
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Appendix A
Table A1. Soil parameter acronyms, data source, sensor specification and models used in the
present work.
Soil Parameter Acronym Data Source Sensor/Method




Soil pH pH Measured pH-meter
Apparent soil permittivity Ka Measured 5TE-probe
Soil parameter K0 Estimated 5TE-probe
Dielectric constant of pore water Kw Estimated 5TE-probe
Corrected apparent soil permittivity K’ Estimated 5TE-probe
Soil temperature T Measured 5TE-probe
Electrical conductivity of saturated
soil paste extract ECe Measured EC-meter/USDA method
Soil apparent electrical conductivity ECa Measured 5TE-probe
Irrigation water electrical conductivity ECiw Measured EC-meter
Measured soil water content θm Measured
Gravimetric
method-USDA
Estimated volumetric water content θ Estimated θ –Models (see Figure 1)
Laboratory measured pore water
electrical conductivity ECpm Measured EC-meter
Field observed pore water electrical
conductivity ECpobs Measured
ECpobs = a ECe + b (see
Figure 2)
Pore water electrical conductivity ECp Estimated ECp-Models (seeFigure 2)
5TE sensor specification
Type Specifics
Sensor type FDR (Frequency Domain Reflectometry)
Power supply +3.6 to +15 V
Frequency 70 MHz
Size
Length 10.9 cm (4.3 in)
Width 3.4 cm (1.3 in)
Height 1.0 cm (0.4 in)
Measurement volume 300 cm3
Direct output data Ka, ECa, and T
Indirect output data θ and ECp
Range (Ka, ECa) 1–80, 0–7 dS m−1
Resolution (Ka, ECa) 0.1, 0.01 dS m−1
Accuracy (Ka, ECa) ±3%, ±10%
Models
CAL-Ka (see Figure 1) Calibration of soil water content model without permittivitycorrection
CAL-Kar (see Figure 1) Calibration of soil water content model with permittivity correctionaccording to Kargas et al. (2017)
H (see Figure 2) Standard Hilhorst (2000) model for ECp prediction
MHK (see Figure 2) Modified Hilhorst model according to Kargas et al. (2017) for ECpprediction
MHB (see Figure 2) Modified Hilhorst model according to Bouksila et al. (2008) for ECpprediction
Model performance statistic tool
RMSE Root Mean Square Error
R2 Coefficient of determination
MRE Mean Relative Error
CV Coefficient of Variation
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Abstract: The rapid detection of the elements nitrogen (N), phosphorus (P), and potassium (K) is
beneficial to the control of the compound fertilizer production process, and it is of great significance
in the fertilizer industry. The aim of this work was to compare the detection ability of laser-induced
breakdown spectroscopy (LIBS) coupled with support vector regression (SVR) and obtain an accurate
and reliable method for the rapid detection of all three elements. A total of 58 fertilizer samples were
provided by Anhui Huilong Group. The collection of samples was divided into a calibration set
(43 samples) and a prediction set (15 samples) by the Kennard–Stone (KS) method. Four different
parameter optimization methods were used to construct the SVR calibration models by element
concentration and the intensity of characteristic line variables, namely the traditional grid search
method (GSM), genetic algorithm (GA), particle swarm optimization (PSO), and least squares (LS).
The training time, determination coefficient, and the root-mean-square error for all parameter
optimization methods were analyzed. The results indicated that the LIBS technique coupled with the
least squares–support vector regression (LS-SVR) method could be a reliable and accurate method in
the quantitative determination of N, P, and K elements in complex matrix like compound fertilizers.
Keywords: fertilizer; support vector regression; laser-induced breakdown spectroscopy; grid method;
genetic algorithm; particle swarm optimization; least squares
1. Introduction
The foundation of precise fertilization is accurately obtaining the content of elements in compound
fertilizers to maximize their benefits. At present, the main sensing methods used by fertilizer
manufacturers are national standard methods [1], inductively coupled plasma–atomic emission
spectroscopy (ICP-AES) [2], flame atomic absorption spectrometry (FAAS) [3], atomic absorption
spectroscopy (AAS) [4], near infrared reflectance spectroscopy (NIRS) [5], etc. These sensing methods
need field samples and pretreatment before laboratory analysis, which are time-consuming,
labor-intensive, and expensive requirements. Meanwhile, due to the contents of N, P, and K in
compound fertilizer being typically high, fertilizer must be diluted several times before measuring,
which leads to increase systematic errors. Further, these sensing methods cannot provide real-time
information during the production process. At present, the pass rate of compound fertilizer products is
only 97% [6], and non-qualifying products need to be returned to the factory for reprocessing, causing
huge economic losses. Therefore, a technology that can quickly and accurately detect the elemental
content in compound fertilizers is urgently needed.
Laser-induced breakdown spectroscopy (LIBS) is an ideal laser high-temperature ablation
spectroscopy technique because it provides fast (in the order of milliseconds), insitu (smaller sample
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size), non-destructive, safe, environmentally friendly (no secondary pollution), multi-element analysis,
and direct analysis of any state of matter. It has been successfully used in applications relating to water
pollution [7], coal combustion [8], agriculture [9], space exploration [10], etc. In recent years, some
studies have used the LIBS technique to detect the components of fertilizer. Andrade et al. turned
liquid fertilizer into a solid state and detected its content using the LIBS technique. The levels of
Cu, K, Mg, Mn, Zn, As, Cd, Cr and Pb in the fertilizer were analyzed, and the detection error
range was ~0.02%–0.06%, which demonstrated that this method provides accurate measurement of
liquid fertilizer [11]. Nicolodelli et al. used single-pulse and dual-pulse LIBS technology to measure
phosphate rock and organic phosphate fertilizer. The samples were identified by principal component
analysis (PCA) and partial least squares regression (PLSR), and the recognition result was able to reach
a 95% confidence level, which showed that LIBS technology can be used to rapidly classify phosphate
fertilizers in situ [12]. Yao et al. analyzed phosphorus and potassium elements in compound fertilizers.
A quantitative analysis model was established by using the partial least squares (PLS) method in
Unscrambler software. The obtained results were superior to those obtained using traditional methods,
but the accuracy of detection still needed improvement [13]. Marangoni et al. used LIBS technology
to analyze phosphorus in 26 different organic and inorganic fertilizers. Baseline correction and peak
intensity normalization were used to pre-process the spectrum. The correlation between the measured
value of LIBS and the true value was improved, but the absolute error of the two verification samples
was close to 5% [14]. Andradeet al. optimized the LIBS system parameters and directly analyzed
the levels of Cd, Cr, Pb, B, Cu, Mn, Na, Zn, Ca, and Mg elements in solid compound fertilizer.
The quantitative analysis results were compared to those obtained using ICP-AES, and the correlation
was good. The detection limit of the above elements was determined to be ~2 ppm–1%. These results
demonstrated the ability of LIBS to be used for rapid analysis of fertilizer [15]. Liao et al. used LIBS to
analyze the phosphorus content in compound fertilizer. The correlation coefficient increased from 0.83
to 0.98 when considering the influence of the oxygen characteristic line, and the relative error was
only ~0.38%–1.70%. However, the number of samples was too small, so further modeling should be
completed if the method is to be applied to actual field detection [16].
The above studies all showed that LIBS technology can be used to detect the types and contents of
elements in chemical fertilizers. However, the accuracy and reliability of the quantitative analysisis still
a shortcoming of LIBS, which greatly limits its practical application. Thus, there are many problems to
be solved before it can be used in actual applications in rapid sensing.
Support vector regression (SVR) is a machine learning method based on statistical learning
theory. It uses interval maximization to carry out model training by mapping difficult problems in
the original space to a higher-dimensional space and seeking interval maximization to calculate the
optimal linear hyper plane. The number of compound fertilizer samples collected in this experimental
method was small, which is suitable for the statistical analysis of small samples [17]. In small samples,
nonlinear pattern recognition has certain advantages. Zhang et al. employed a LIBS technique coupled
with SVR and PLS methods to perform quantitative and classification analysis of 20 slag samples.
The results showed that the SVR model could eliminate the influence of nonlinear factors due to
self-absorption in the plasma and provide a better predictive result. It has been confirmed that the
LIBS technique coupled with the SVR method is a promising approach to achieving the online analysis
and process control of slag [18]. Shi et al. compared PLSR and SVR methods for quantitative analysis
of the concentrations of five main elements (Si, Ca, Mg, Fe, and Al) in sedimentary rock samples.
The parameter optimization method used was genetic algorithm (GA). The results demonstrated that
the SVR model performed better, with more satisfactory accuracy and precision under the optimized
conditions [19]. He et al. employed single-pulse and double-pulse LIBS to analyze nutrient elements in
soil. Good performance was obtained using the PLSR and LS-SVR calibration model, with R2 greater
than 0.95 in both the calibration and prediction sets for all nutrient elements. The results indicated
that LIBS combined with PLSR and LS-SVR could be a good method for detecting nutrient elements
in soil [20]. Liu et al. also used the PLSR and LS-SVR quantitative analysis method to detect the Cd
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content in soil. The results showed that the LS-SVR model under an Ar atmosphere obtained the best
performance. The root-mean-square error for calibration (RMSEC) and the root-mean square error for
prediction (RMSEP) were only 0.026 and 0.034, respectively, which demonstrated the ability of LIBS for
the accurate quantitative detection of Cd in soil [21]. To the best of our knowledge, the simultaneous
quantitative detection of N, P, and K elements based on LIBS coupled with SVR models by different
parameter optimization methods has not been investigated.
The purpose of this paper was to explore the detection ability of LIBS for N, P, and K elements in
fertilizer, and to find a fast and accurate quantitative analysis method. A selection of 58 fertilizer samples
were provided by Huilong Chemical Fertilizer Plant, Anhui, China. The contents of all three elements
in compound fertilizer were determined by ICP-AES. Four different parameter optimization methods
were employed to establish the SVR model for quantitative analysis of all elements. The accuracy
levels of the four SVR models were compared based on the performance of each model.
2. Materials and Methods
2.1. Sample Preparation
In this study, 58 compound fertilizer samples were collected and placed into sealed plastic bags to
avoid contamination. As the compound fertilizer products had been pelletized, they had to be broken
into powder before spectral scanning. All fertilizer powders were then sieved through a 60 mesh
screen. A total 2 g of powder from each of the 58 fertilizer samples was weighed and pressed into
tablets 30 mm in diameter and 2 mm in thickness, using 5 MPa force for 60 s (769YP-40C, KQ, Tianjin,
China). The reference concentrations of N, P, and K in these samples were analyzed by ICP-AES.
The statistics of the N, P, and K concentrations in the compound fertilizer samples are listed in Table 1.
Table 1. Statistics of the effective constituents of compound fertilizer samples.
Properties Total Nitrogen (TN/%) P2O5 (%) K2O (%)
Minimum value 13.60 14.50 14.40
Maximum value 15.60 16.70 16.40
Mean value 14.42 15.79 15.39
Standard deviation values 2.86 2.97 3.29
2.2. Experimental Setup
The self-built LIBS system used in this experiment is shown in Figure 1. A Q-switched Nd: YAG
pulsed laser (ICE450, 1064 nm, 6 ns pulse duration, Big Sky Laser Technologies, Morgan Hill, CA, USA;
note that the company has changed its name to Quantel Laser) was used to generate the plasma on
the compound fertilizer pellet. The pulse laser energy was 100 mJ, and it was focused with a 2.54 cm
diameter, 4.5 cm focal length convex lens onto the fertilizer sample. The spot diameter size of the
pulsed laser was approximately 0.5 mm, and the peak power density on the compound fertilizer
sample was able to reach 2.2 GW/cm2. The light emitted from the plasma was collected via a quartz
lens with 3.5 cm focal length and transmitted via an optical fiber with a diameter of 200 μm to a
spectrometer (Avantes-ULS2048-USB2, Avantes, Apeldoorn, The Netherlands). The spectrometer used
has four channels containing separate gratings and a charge-coupled device array, and all spectra were
taken simultaneously in the wavelength ranges of 190–510 and 690–890 nm. The resolution of the
spectrometer was approximately 0.1 nm. The spectrometer was triggered by the laser Q-switch output,
and it had a digital delay generator which can control the gate delay. In this experiment, the delay time
and the integration time were set for spectra acquisition at 1.28 μs and 1.05 ms (spectrometer minimum
integration time), respectively [22]. Sample tablets were placed on the X-Y rotary stage, the speed of
which can be adjusted by stepper motor, and the laser beam was adjusted to focus 3 mm below the
sample surface to acquire LIBS spectra [23]. Argon was then passed through the cylinder, draining
the air and forming an Ar atmosphere on the surface of the compound fertilizer sample, as shown in
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Figure 1. Thus, the sample was immersed in an Ar atmosphere. In order to eliminate shot-to-shot
fluctuation, each sample was measured eight times, and each spectrum was collected with an average
of 20 laser shots.
 
Figure 1. Schematic diagram of the laser-induced breakdown spectroscopy (LIBS) system for fertilizer samples.
2.3. SVR Algorithm Model Establishment
Under local thermal equilibrium (LTE) conditions and ignoring self-absorption effects,






where the subscripts k and I indicate the upper and lower energy levels of the transition line, respectively;
F is an instrumental constant for fixed experimental conditions; Cs is the atomic or ionic number density
of the specific element; g, A, and U(T), are the statistical weight, transition probability and partition
function at temperature T, respectively; kB and E represent the Boltzmann constant and excitation
energy, respectively; and I is the spectrally integrated line intensity. When the plasma is in the local
thermal equilibrium state, the plasma temperature can be approximated as a constant. Equation (1)
can be simplified as,
CS = AIk,i (2)
The concentration of the element to be tested in the sample can be calculated according to
Equation (2). However, due to the influence of the matrix effect, parameter A is difficult to determine
experimentally. Moreover, when the concentration of the element increases, as self-absorption effect
occurs, and the relationship between Cs and Ik,i can be expressed as,
CS = Kb(Ik,i)
b (3)
where Kb is the proportionality factor and b is the absorption coefficient. We simplified Ik,i, to I,
and substituted it as a variable to support vector machine regression objective function,
CS = Σi∈v∂iklibs(Ii, I) + b (4)
where v is the set of support vectors; ∂i is the Lagrange multiplier; klibs (Ii, I) is the kernel function;
and b is the constant.
A hybrid kernel function for LIBS is obtained by considering the relationship between the element
concentration and spectrum line intensity (Equations (2) and (3)):
klibs(Ii, I) = cIIi + (1− c) exp(− ‖ I − Ii ‖2g2 ) (5)
The mixed kernel function consists of two parts; the former is a linear kernel function cIIi, and the
latter is a radial basis kernel function. The support vector machine kernel function is often used to solve
nonlinear mapping problems in data. A large number of experiments and data have shown that the
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radial basis kernel function has high fitting and prediction accuracy, so it is usually selected as a kernel
function for research. The adjustment of the parameters in the SVR largely determines the regression
effect. When the radial basis kernel function is selected as the kernel function, the penalty coefficient c
and the kernel parameter g are mainly optimized in the quantitative model of the compound fertilizer
element analysis [24].
2.4. Parameter Optimization Methods
In related research, SVR optimization methods have mainly been summarized as non-heuristic
and heuristic. The traditional grid search method (GSM) and experimental method are non-heuristic,
but the experimental method uses several experiments to compare parameters and determine the
optimal ones. It is time-consuming and not easy to find the optimal parameters, so this research did
not use the experimental method.
In the GSM method, X.L. Liu et al. proposed that the parameters c and g should be divided into
an equal grid within a certain spatial range [25]. Every grid node then represents a set of parameters.
In the optimization process, the optimal parameters were found by gradual approximation of all the
nodes in the grid, and the c and g parameters with the smallest regression mean square error were taken
as the optimal parameters. A large number of experimental studies have shown that the parameters c
and g have interval sensitivity. If the parameter optimization interval can first be roughly determined,
then an accurate search can be performed to reduce unnecessary calculations. First, a large step size
should be used to perform a rough search in a large range and to select a set of c, g values for the
minimum regression mean square error. If multiple sets of c and g values correspond to the minimum
regression mean square error in the parameter selection process, then the group of c and g values with
the smallest parameter c should be selected as the best parameters. Too high a value of parameter c
would lead to an over-learning state, that is, a state where the RMSEC is small, but that of the prediction
set is large, and the generalization ability of the SVR is reduced. After finding the local optimal
parameters, we selected a cell in the vicinity of this group parameters and used a small step size to
perform the second, finer search to find the final optimal parameters. Chen P W et al. proposed a global
probability search algorithm based on biological mechanisms such as natural selection and genetic
variation [26]. As with other heuristic search methods, the evolutionary mechanisms of organisms
are simulated during evolutionary computation, starting from a set of solutions and evaluating their
performance. Hybridization and mutational gene manipulations are then performed to generate a
group of next-generation solutions with better performance metrics, until the final search for the global
optimal solution. The particle swarm optimization (PSO) algorithm is proposed by J. Kennedy and
R.C. Eberhart et al. and based on the study of the predation behavior of birds [27]. The solution of each
problem is regarded as a bird in the search space, denoted as particles. In each iteration, the particle
will track two “extreme values” to update itself; one is the optimal solution found by the particle itself,
and the other is the current optimal solution found by the entire population. This extreme value is the
global extreme.
In 1999, Suyken et al. added the squared error term to the standard SVR objective function and
proposed the LS-SVR method [28]. In this method, the observed value is the sample value, and the
theoretical value is the assumed fitting function. The fitting function model is then obtained when the
objective function is the smallest. We set the objective function as
hθ(x1, x2, . . . xn) = θ0 + θ1x1 + . . .+ θn−1xn−1 (6)
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It can be seen that the LS algorithm is simple and efficient. The constraint avoids the
quadratic programming in the objective function and solves the problems of robustness, sparseness,
and large-scale operation, which greatly shortens the optimization time. However, there are also some
limitations: (1) when the inverse matrix of XTX does not exist, the LS algorithm is no longer applicable,
and data processing needs to remove redundant features; (2) the fitting function must be a linear
function, which must be converted before use; and (3) when the sample feature number N is large,
it takes a lot of time to calculate the inverse matrix, and it may not be able to be calculated. In this
study, the number of compound fertilizer samples was small, and the characteristic dimension of SVR
was declining. Thus, the LS algorithm could be used for parameter optimization.
3. Results
3.1. Spectral Analysis
Due to the existence of a large number of matrix element emission lines in the compound fertilizer,
many characteristic lines interfered with each other. When selecting the characteristic line of an element,
an unsaturated line with a high signal-to-noise ratio should be selected. According to the National
Institute of Standards and Technology (NIST) database, the characteristic lines of elemental phosphorus
are 213.5 nm, 214.9 nm, 215.4 nm, 253.4 nm, 253.6 nm, 255.3 nm, and 255.5 nm; the characteristic lines
of elemental K are 404.7 nm, 766.5nm, and 769.9 nm; and the characteristic lines of elemental N are
742.4 nm, 744.2 nm, 746.8 nm, 856.7nm, 859.4 nm, 862.9 nm, 870.3 nm, 871.2 nm, and 871.8 nm. Figure 2
shows the spectrum of a compound fertilizer sample (Sample No.1) in the ranges of 210–405 nm and
740–890 nm. Although the two characteristic lines of P at 253.4 nm and 253.6 nm were strong, they
were easily interfered with by the characteristic line of iron (Fe). In addition, the two lines at 255.3 nm
and 255.5 nm were too close to distinguish. The characteristic lines at the wavelengths of 213.5 nm,
214.9 nm, and 215.4 nm were not interfered by other elements. It can be seen from Figure 2 that the
characteristic lines of N were observed easily without any interference by other spectral lines, and the
intensity at 746.8 nm was the strongest. The characteristic lines of elemental K in the compound
fertilizer were not rich. Only three characteristic lines at 404.4 nm, 766.5 nm, and 769.9 nm were
observed. The line at 404.4 nm was possibly interfered with by the characteristic line of Fe at 404.8 nm.
However, the lines at 766.5 nm and 769.9 nm were too strong to be due to self-absorption. Elemental
oxygen is also one of the main ingredients of compound fertilizer; the characteristic lines of O are
777.2 nm, 844.6 nm, and 882.0 nm.
Figure 2. LIBS spectra of a compound fertilizer sample in the ranges of (a) 210–405 nm and (b) 740–890 nm.
3.2. Univariate Analysis
Before modeling, the 58 fertilizer samples were divided into a calibration set (43 samples) and a
prediction set (15 samples) using the Kennard–Stone (KS) method. The univariate calibration models
were constructed using the line intensities (the height of Lorentz fits) of N at 746.8 nm, P at 213.6 nm,
and K at 404.4 nm versus the corresponding contents. Figure 3a–c shows the calibration curves of N, P,
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and K elements, respectively. Figure 3a indicates the linear trend between the N line intensity and
content, with a coefficient of correlation of 0.809. For P, the coefficient of correlation is 0.909, while it
is 0.857 for K. For all three elements, the correlation coefficients cannot meet practical measurement
needs and should be improved for further quantitative analysis.
Figure 3. Calibration curves of the elemental spectral lines: (a) N: 746.8 nm, (b) P: 213.6 nm, (c) K: 404.4 nm.
3.3. SVR Analysis Models of Compound Fertilizer
SVR is a multivariate analytical technique which can make full use of spectral information and
improve the accuracy of quantitative analysis by reducing the matrix effect. Calibration sets were
used to construct the SVR model using the contents of N, P, and K elements and the LIBS spectral
signal. These correlations were used to predict the contents of the prediction set. For each element,
a proper spectral range was selected for modeling analysis in order to avoid over-fitting of the model.
The reduced spectral ranges of 740–890 nm for N, 210–260 nm and 770–885 nm for P, and 400–410 nm
and 770–885 nm for K were used to obtain the calibration model. MATLAB software was used for SVR
model construction. The statistical parameters that determine the capacity of the regression model are
the training time, the determination coefficients of the calibration set (R2C) and prediction set (R2P),
and the RMSEC and RMSEP, which are given in this paper.
3.3.1. Particle Swarm Optimization
Figure 4a–f shows the calibration and prediction results of SVR models using the PSO algorithm
for N, P, and K elements, respectively. All of the parameters for both the calibration and prediction sets
are presented in Table 2. The training times for N, P, and K were 2.98 s, 3.31 s, and 4.32 s, respectively.
The determination coefficients for the calibration sets (R2C) were 0.930 for N, 0.980 for P, and 0.979
for K. Those for the prediction sets (R2P) were 0.923, 0.964, and 0.952. Meanwhile, for N, P, and K,
respectively, the values of the RMSEC were 0.0996, 0.0701, and 0.0894, and those of the RMSEP were
0.0952, 0.0677, and 0.0921. The PSO-SVR optimization data showed that there was little difference
between the three optimization times. The correlation coefficient between the N element calibration set
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and the prediction set was small and the error was large. The determination coefficients R2C and R2P
for N indicated that the correlation needed to be improved. Meanwhile, the RMSEC and RMSEP for
elements N and K were large.
Figure 4. Comparison between PSO-SVR predicted content and reference content present in the
(a) N calibration set; (b) N prediction set; (c) P calibration set; (d) P prediction set; (e) K calibration set;
and (f) K prediction set.
Table 2. The results of the particle swarm optimization–support vector regression (PSO-SVR) model
for elements N, P, K.
Element t/s R2C RMSEC R
2
P RMSEP
N 2.98 0.930 0.0996 0.923 0.0952
P 3.31 0.980 0.0701 0.964 0.0677
K 4.32 0.979 0.0894 0.952 0.0921
3.3.2. Genetic Algorithm
The optimal calibration and prediction results of N, P, and K elements based on parameters
obtained using the genetic algorithm are shown in Figure 5a–f. Table 3 presents the detailed parameter
results. The training times increased dramatically for all three elements. They were 5.67 s, 5.09 s,
and 12.37 s, for N, P, and K, respectively. The R2C of N increased from 0.930 to 0.948, but the R2P
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changed from 0.923 to 0.936. The values of RMSEC and RMSEP for N were reduced to 0.0688 and 0.0694,
which was better than the PSO algorithm. However, for elements P and K elements, the parameter
optimization results of PSO and GA were basically the same, with only the R2P value of P increased,
from 0.964 to 0.985. This indicates that GA and PSO had many similarities, but GA was less inefficient
due to random variation.
Figure 5. Comparison between GA-SVR predicted content and reference content present in the
(a) N calibration set; (b) N prediction set; (c) P calibration set; (d) P prediction set; (e) K calibration set;
and (f) K prediction set.
Table 3. The results of the genetic algorithm–support vector regression (GA-SVR) model for N, P, and K.
Element t/s R2C RMSEC R
2
P RMSEP
N 5.67 0.948 0.0688 0.936 0.0694
P 5.09 0.987 0.0692 0.985 0.0680
K 12.37 0.983 0.0775 0.967 0.1007
3.3.3. Grid Search Method
A quantitative analysis SVR model of elements N, P, and K in the compound fertilizer was
established based on parameter optimization by GSM. Figure 6a–f shows the calibration and prediction
results of GSM parameter optimization for the elements N, P, and K. All of the results are presented in
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Table 4. For N, the training times, RMSEC, and RMSEP were almost identical to the results of the GA
algorithm, but the R2C and R2P increased greatly. Among the three parameter optimization methods,
for the P element, the results obtained by the GSM method were the best, and the training time was
only 1.76 s. However, the best results for the K element were obtained by using the GA algorithm.
Figure 6. Comparison between GSM-SVR predicted content and reference content present in the
(a) N calibration set; (b) N prediction set; (c) P calibration set; (d) P prediction set; (e) K calibration set;
and (f) K prediction set.
Table 4. The results of grid search method–support vector regression (GSM-SVR) model for elements
N, P, and K.
Element t/s R2C RMSEC R
2
P RMSEP
N 4.89 0.964 0.0685 0.970 0.0712
P 1.76 0.989 0.0632 0.985 0.0576
K 4.21 0.981 0.0942 0.942 0.0969
It can be seen that the quantitative analysis of the elements N, P, and K in compound fertilizer
from the above three parameter optimization results was better than that by traditional methods [23],
but it should be further improved.
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3.3.4. Least Squares
The calibration and prediction results of the LS parameter optimization models for all analyzed
elements are provided in Figure 7a–f. All of the specific parameter optimization results are stated
in Table 5. It can be observed in Figure 6 that the calibration and prediction data points fitted well,
indicating that the LS-SVR model had reliable prediction power for the quantitative analysis of
compound fertilizer. In addition, the R2 values of the calibration and prediction sets for all elements
were obviously improved. All the values of R2 were greater than 0.99. Meanwhile, for all elements,
the values of RMSEC and RMSEP were significantly reduced. The values of RMSEC were reduced to
0.0240, 0.0258, and 0.0248 for elements N, P, and K, respectively, and the values of RMSEP were only
0.0218 for N, 0.0261 for P, and 0.0248 for K. The training time was significantly reduced; all the values
of t were smaller than 0.3 s, which is more suitable for the rapid quantitative analysis of elements in
compound fertilizer. Thus, it was demonstrated that the LS-SVR model can be developed to predict
the content of unknown samples.
Figure 7. Comparison between the LS-SVR predicted content and reference content present in the
(a) N calibration set; (b) N prediction set; (c) P calibration set; (d) P prediction set; (e) K calibration set;
and (f) K prediction set.
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Table 5. The results of the least squares–support vector regression (LS-SVR) model for elements N, P, and K.
Element t/s R2C RMSEC R2P RMSEP
N 0.23 0.998 0.0240 0.997 0.0218
P 0.02 0.998 0.0258 0.993 0.0261
K 0.02 0.999 0.0239 0.998 0.0248
4. Conclusions
In summary, we demonstrated that LIBS coupling with the SVR method can provide a robust
and accurate technology for the analysis of compound fertilizers. Four parameter optimization
SVR models—the PSO model, the GA model, the GSM model, and the LS model were employed to
quantitatively analyze elements N, P, and K in fertilizer. In general, the complex element composition of
fertilizer causes difficulty for traditional calibration methods. For the conventional PSO, GA, and GSM
parameter optimization methods, the determination coefficients for all three elements were greater than
0.92, and the root-mean-square errors were less than 0.101. However, the best parameter optimization
model was the GSM method for N, GSM for P, and GA for K. A parameter optimization method
suitable for quantitative analysis of all three elements was still needed. A LS-SVR model was then used
to establish a quantitative analysis model for the three elements. From the results of the LS-SVR model,
calibration and prediction models were obtained for the three elements with determination coefficients
close to 1. For elements N, P, and K, respectively, the values of RMSEC were 0.0240, 0.0258, and 0.0239,
and those of RMSEP were 0.0218, 0.0261, and 0.0248. After considering the evaluation indicators of the
model comprehensively, the LS-SVR model is regarded as the most suitable for quantitative analysis of
the three elements, with robust and satisfactory modeling performance. This model could therefore
provide a basis for real-time analysis of N, P, and K elements in compound fertilizers. Furthermore,
methods for improving the accuracy of the LIBS technique in the rapid detection of compound fertilizer
on production lines will be the focus of future work.
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Abstract: Rapid detection of phosphorus (P) element is beneficial to the control of compound
fertilizer production process and is of great significance in the fertilizer industry. The aim of this
work was to compare the univariate and multivariate analysis of phosphorus element in compound
fertilizers and obtain a reliable and accurate method for rapid detection of phosphorus element.
A total of 47 fertilizer samples were collected from the production line; 36 samples were used as a
calibration set, and 11 samples were used as a prediction set. The univariate calibration curve was
constructed by the intensity of characteristic line and the concentration of P. The linear correlation
coefficient was 0.854 as the existence of the matrix effect. In order to eliminate the matrix effect,
the internal standardization as the appropriate methodology was used to increase the accuracy. Using
silicon (Si) element as an internal element, a linear correlation coefficient of 0.932 was obtained.
Furthermore, the chemometrics model of partial least-squares regression (PLSR) was used to analysis
the concentration of P in fertilizer. The correlation coefficient was 0.977 and 0.976 for the calibration
set and prediction set, respectively. The results indicated that the LIBS technique coupled with PLSR
could be a reliable and accurate method in the quantitative determination of P element in complex
matrices like compound fertilizers.
Keywords: fertilizer; phosphorus element; laser-induced breakdown spectroscopy; chemometrics
1. Introduction
The use of compound fertilizers in agriculture to improve soil quality is very common. China’s
compound fertilizer use ranks first in the world according to statistics. Fertilization in some areas
is extremely unreasonable, causing serious environmental pollution [1]. Phosphorus(P) element is
a major nutrient element for crops and is very important in agriculture. Quality control is very
important for compound fertilizer manufacturers, and can help guarantee the quality of products.
At present, the real-time sensing rapid detection of compound fertilizer production has been mainly
manual sampling, sample preparation and laboratory testing. The traditional sensing method of P in
compound fertilizers is the phosphomolybdate quinoline gravimetric method [2], which is mature
and has high accuracy. However, this sensing detection technique commonly requires the dissolution
of the solid sample, which involves the use of high temperatures and strong oxidants. With the
development of sensing analysis technology, optical detection methods are increasingly used for the
detection of compound fertilizer components, such as flame atomic absorption spectrometry (FAAS),
and inductively coupled plasma-mass spectrometry (ICP-MS) [3,4], but, because of a typically high
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concentration in compound fertilizer, the sensing measurement of P needs to be diluted several times.
The aforementioned sensing detection methods are time-consuming, labor intensive, and expensive.
As a consequence, the use of the traditional detection techniques increases the systematic errors besides
producing large volumes of chemical residues [5].
Laser-induced breakdown spectroscopy (LIBS) is an emerging analytical technique in the current
spectroscopic field. The LIBS technique has many advantages, such as in situ detection, real-time,
remote sensing capability, multi-elemental analysis, minimal sample preparation, and direct analysis
of any state of matter [6]. It has been successfully used in chemical and biological testing [7], water
pollution [8], coal combustion [9], agriculture [10], artifacts and jewelry identification [11], space
exploration [12], etc. Some works have used the LIBS technique for the analysis of the component
of compound fertilizer. Farooq et al. determined P, Mg, and Mn in the fertilizer using LIBS [13].
Quantitative LIBS analysis of phosphorus in 26 different organic and inorganic fertilizers has been
reported by Bruno S. Marangoni et al., however, the absolute error of the measurement for the two
verification samples is close to 5% [14]. The elements of Cu, K, Mg, Mn, Zn, As, Cd, Cr and Pb in liquid
fertilizers were analyzed with LIBS technique by Daniel Fernandes Andrade et al. [15]. S.C. Yao et
al. detected phosphorus and potassium elements in the compound fertilizer using LIBS, and the PLS
quantitative analysis model was established by using Unscrambler software [16]. Daniel Fandrade et
al. have reported an application of LIBS for quantification of the metal elements in solid compound
fertilizers [17]. However, quantitative aspects have generally been considered a shortcoming of LIBS,
which greatly limits its application. Thus, there are still many problems to be solved prior to routine
practical applications.
The univariate calibration considers the emission intensities of excited element and its
concentration. However, the fertilizer was a complex sample, which contains many elements of
Fe, Si, Mg, Al, and O. All of these elements may produce matrix effects, and also, due to the
fluctuations observed in LIBS technique associated with the instruments and sample non-uniformity,
many strategies are used for the calibration methods, such as different spectral preprocessing and
multivariate calibration models. Internal standardization is a common method used to minimize
fluctuations in LIBS technique, which consists of normalizing the analytical signal by an internal
signal. Usually, the internal element concentration must be nearly constant [18]. However, the internal
element concentration may slightly change from sample to sample, thus, the accuracy of quantitative
analysis results still needs to be improved. In chemometrics, partial least-squares regression (PLSR) is
one of the multivariate analytical techniques. It is very crucial to reduce the matrix effect when dealing
with complex sample [19].
In this work, 47 fertilizer samples provided by the compound fertilizer production line of
Hefei Hongsifang Chemical Fertilizer Plant, Anhui, China were used as the testing samples.
The concentration of phosphorus in compound fertilizerswas determined by inductively coupled
plasma (ICP). The univariate calibration was established by the LIBS intensity and the concentration
of P. Then, the internal standardization method and PLSR were used to quantitatively analyze the
phosphorus concentration. The main goal of this research is to prove that LIBS technique can be used
for on-line rapid detection of phosphorus element in compound fertilizer.
2. Materials and Methods
2.1. Sample Preparation
In this study, 47 compound fertilizer samples were collected and placed into sealed plastic bags
so as to avoid contamination by manufacturer. Since these samples had been pelletized, these samples
were smashed by using a grinder and sieved through a 60-mesh screen. 2 g powders from each
of 47 fertilizer samples was weighed. All fertilizer powders were pressed into tablets with 25 mm
diameter and 5 mm in thickness, using 5 MPa pressure for 1 min (769YP-40C, KQ, Tianjin, China).
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The actual concentration of P in these samples were analyzed by inductively coupled plasma (ICP).
The statistics of the P concentrations in compound fertilizer samples was listed in Table 1.





Standard deviation values 0.617
2.2. Experimental Setup
Figure 1 gave out the spectral acquisition system used in this experiment. The laser pulses were
generated by using a Q-switched Nd: YAG laser (ICE450, 1064 nm, 6 ns pulse duration, Big Sky
Laser Technologies, Morgan Hill, CA, USA; Note that the company has changed its name to Quantel
Laser). The laser pulse energy was 100 mJ and focused onto the sample through a lens of focal
length 5 cm. The spot size of beam was approximately 0.5 mm and the peak power density on the
surface of the compound fertilizer sample reached 2.2 GW/cm2.When the plasma generated from
the fertilizer sample, a quartz lens with 3.5 cm focal length, which was connected to a four-channel
spectrometer (Avantes-ULS2048-USB2, Avantes, Apeldoorn, The Netherlands) via a 200-μm diameter
optical fiber, was used to collect the spectra from the plasma. The spectrograph signal was integrated
with a charge-coupled device detector. This spectrometer can simultaneously take all spectra in
the wavelength ranges of 190–510 and 690–890 nm, and the resolution of the spectrometer was
approximately 0.1 nm. The laser Q-switch output was used to trigger the spectrometer, and the
spectrometer has a digital delay generator, which can control the gate delay. Here, the Q-switched delay
time selected for spectra acquisition was 1.28 μs and the integration time was 1.05ms (spectrometer
minimum integration time) [20]. A rotary platform on which the fertilizer sample was placed was
rotated uniformly to avoid continuous ablation of the same spot. During the experiment, each sample
was measured eight times, and each spectrum collected was an average of 20 laser spot, and during
each measurement, the fertilizer sample rotated once by adjusting the speed of the stepper motor.
Figure 1. Schematic of LIBS experimental system.
2.3. Chemometrics Methods
In LIBS technique, the calibration curve method, also called univariate analysis, is a traditional
quantitative analysis method. The element characteristic line intensity is proportional to the
concentration in the sample, when there is no self-absorption [21]. Therefore, the calibration curve can
be established by the element concentration and the intensity of LIBS signal. Then, the concentration of
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an unknown sample can be calculated according to the calibration curve. However, due to the matrix
effect, this method is not suitable for quantitative analysis of complex sample. Internal standardization
is usually used for quantitative analysis in LIBS technique, which can improve the accuracy of LIBS
technique and reduce the fluctuations observed in LIBS measurements, but, there are some principles
for selecting the internal standard element [22]. The concentration of the internal standard element
should be approximately constant, and the wavelength of the internal standard element should be
close to the analytical element. In addition, the excitation potential should be similar for the internal
standard element and the analytical element. The coefficient of determination and the root mean
squared error, for the calibration set and validation set, were adopted to evaluate the performance of
the internal standardization model.
PLSR is widely used for quantitative analysis of LIBS spectra in recent years [23,24]. This method
performs quantitative spectral analysis by selecting latent variables [25,26]. Therefore, it is very
important to select the latent variables, which directly determined the predictive performance of the
calibration model. The PLSR model was established by the LIBS signal intensity and the concentration
of P for fertilizer samples. In order to avoid the overfitting of the PLSR model, and also to obtain a
reliable and robust PLSR model, full cross-validation was applied. The number of latent variables was
determined when the mean squared error was minimum. Furthermore, the statistic parameters for
evaluating the performance of PLSR model include the determination coefficient for calibration (RC2)
and prediction (RP2), the root mean square error for calibration (RMSEC) and prediction (RMSEP), and
residual predictive deviation (RPD) [27]. All data processing procedures were compiled with MATLAB.
3. Results
3.1. Spectral Analysis
The LIBS spectrum of the compound fertilizer pellet (No.1 sample) in the ranges of 210–220 and
250–260 nm is shown in Figure 2, which includes the emission lines of silicon (Si) and P. Compound
fertilizer production enterprises generally use phosphate ore as raw material. Thus, Si is one of the
main ingredients of compound fertilizers, and the characteristic lines of Si are 212.4 nm, 221.1 nm, and
221.7 nm according to the National Institute of Standards and Technology (NIST) database. It can be
seen from Figure 2 that the compound fertilizer sample contains abundant characteristic lines of P
element. The feature spectral lines of P element detected by LIBS were 213.6 nm, 214.9 nm, 215.4 nm,
253.4 nm, 253.6 nm, 255.3 nm, and 255.5 nm. The characteristic lines of 253.4 nm and 253.6 nm are
interfered by the characteristic line of Fe element in the compound fertilizer. The adjacent peaks of the
two characteristic lines of 255.3 nm and 255.5 nm can be clearly distinguished, and Lorentz double
peak fitting is needed when fitting the line intensity. The characteristic lines of 213.6 nm, 214.9 nm and
215.4 nm are not disrupted by other elements.
Figure 2. LIBS spectrum of compound fertilizer sample in the ranges of 210–222 and 252–258 nm
(n = 20).
146
Sensors 2019, 19, 1727
In order to obtain a stable signal, the focus of laser beam was adjusted at the position of the
fertilizer sample. When the laser focus located on the surface of the fertilizer sample, the distance was
recorded as d = 0 mm. Then, the laser focusing system was adjusted, each time moving the laser focus
to the surface of the fertilizer sample 1 mm, up to 8mm. The P: 213.6 nm was selected as the analytical
line, the relationship of the line intensity and the signal-to-background ratio (SBR) with the laser focus
position was shown in Figure 3. The maximum value of the line intensity and the SBR of P were all
located at 3 mm below the surface of the fertilizer sample. When the focus of the laser beam gradually
moved downward from the surface of the fertilizer sample, the laser pulse energy was more absorbed
by the sample, so that the ablation amount was gradually increased, more atoms and ions were in an
excited state. But, as the distance between the laser pulse focus and the surface of the fertilizer sample
further increased, the radiant power of the laser pulse on the surface of the fertilizer sample gradually
decreased, so that the ablation amount of the composite fertilizer sample decreased. However, when
the focus of the laser pulse moved down to a certain distance, it was basically difficult to break down
the fertilizer sample, so the line intensity and the SBR of the phosphorus element tended to be stable.
Figure 3. The line intensity of P 213.6 nm (a) and signal to background ratio (b) as a function of
detection distance.
3.2. Univariate Analysis
Before modeling, 47 fertilizer samples were split into a calibration set (36 samples) and a prediction
set (11 samples) based on the K-S method. The univariate calibration model was constructed by the
line intensity (the height of Lorentz fits) of P versus the corresponding concentration [28]. The content
of P is in the range of 46.27–49.22%. Figure 4a–c show the calibration curve of three characteristic
lines of P. The spectral line (P: 213.6 nm) that obtained the best modeling result was applied for
subsequent analysis. Figure 4a indicates the linear trend between line intensity and concentration with
a coefficient of correlationof 0.854. For the prediction set, 11 fertilizer samples were used to estimate
the prediction accuracy of the LIBS technology. The predicted content of samples can be obtained by
taking the line intensity into the calibration fitting curve. The relation between the reference content
and LIBS-predicted content for P is shown in Figure 4d, with an R2 value of 0.923. Although the
relative error of the prediction set is not very large, but the correlation coefficient should be improved
for further quantitative analysis.
3.3. Multivariate Analysis
According the principles for selecting the internal standard element, the characteristic line of
Si 212.4 nm was selected as the internal standard line. The internal standard curve was constructed
by calculating the lineintensity ratio of the analytical element and the internal standard element.
The ratio of P line intensity (213.6 nm) to that of Si (212.4 nm) versus the concentration of P in fertilizers
was used for calibration. Figure 5a shows the internal standard curve for P element. The value
of R2 was obviously improved to 0.932 from 0.854. Similar to the univariate calibration method,
the sample content of prediction set were calculated. Figure 5b shows the relation between the
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reference concentration and LIBS predictedconcentration for P, with R2 changing from 0.923 to 0.946.
The range of relative error was 0.04–0.65%, which was improved with the univariate calibration
method. These results indicate that the internal standard method can partly eliminate the instability of
the LIBS signal, but the detection sensitivity and the prediction accuracy still need to be improved.
Figure 4. Calibration curves of P spectral line: (a) P: 213.6 nm, (b) P: 214.9 nm, (c) P: 215.4 nm, and
(d) the relation of LIBS predicted value and reference value for the prediction set.
Figure 5. Internal standard method: (a) calibration curve using Si as an internal standardelement and
(b) comparison of P content predicted by LIBS and the referencevalue (ICP).
Because of the complex fertilizer matrix, the analysis focusing only on one line intensity of an
element might result in the loss of valid information, which cannot meet the requirements of the
quantitative analysis of LIBS. PLSR is one of the multivariate analytical techniques, which can make
full use of the spectral information, reduce the matrix effect and improve the accuracy of quantitative
analysis. Sample sets were the same as those of the above univariate model and internal standard
model. Calibration set was used to construct a model correlating the LIBS signal and the concentration
of P; this correlation can later be used to predict concentrations of prediction set. In order to improve
the processing speed and avoid overfitting of the model, a proper spectral range was selected for
modeling analysis. A reduced spectral range from the full spectrum, which included most of the strong
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lines of P, was taken into account for PLSR model. The reduced wavelength ranges from 210 to 260 nm
for P was used to obtain calibration model. The MATLAB software was used for PLSR. Seven principal
components are used to construct the PLSR model. Figure 6a–b shows the calibration and prediction
results of PLSR model for P, respectively.
Figure 6. Comparison between LIBS predicted value (PLSR model) and reference value presented in
(a) thirty-six calibration samples and (b) eleven prediction samples.
It can be seen from Figure 6 that most of the calibration and prediction data points were distributed
around the fitting curve, which indicating that the PLSR model performed well in predicting of P
content. The major statistic parameters that determine capacity of the regression model are RC2,
RP2, RMSEC, RMSEP and RPD. All of the parameters for both calibration and prediction sets are
presented in Table 2. The determination coefficient for calibration set (RC2) was changed from 0.932
to 0.977, while for prediction (RP2) set was improved to 0.976 from 0.946. The slope for both the
calibration and prediction sets was close to one, which showed a strong correlation between predicted
and reference values. Meanwhile, the value of RMSEC and RMSEP were 0.117 and 0.113, respectively,
which was better than the results reported by S.C. Yao et al. [16]. In [16], the RMSEC was 0.234, and
in this case, RPD value exceeded 5, which suggesting that the established prediction models can be
employed for robust quantitative analysis. In real agricultural applications, the measured value of P
content in compound fertilizer is 1.5% plus or minus the standard value, and the absolute difference
between different laboratory measurements is not more than 0.5% (ISO 5315: 1984, MOD). In this
paper, the difference between the predicted value of LIBS and the reference value isin the range of
0.02%–0.32%, which can fit the requirement. The total relative error for calibration and prediction set
was 5.83% and 2.08%, respectively, which was better than the results reported by Bruno S. Marangoni
et al. [14]. In [14], the average error of 15% found in cross-validation of LIBS quantification appeared
feasible for P quantification in fertilizers. It is demonstrated that PLSR model can be developed to
predict the concentrations of unknown samples. Thus, the measurement accuracy of this result can
meet the measurement requirements [29].




Values 0.977 0.117 0.976 0.113 5.31
4. Discussion
In this paper, the LIBS technique was used for univariate and multivariate analyses of P element in
compound fertilizers. Forty-seven samples were provided by Hongsifang production. The calibration
curve was established based on the three selected emission lines and the concentration of P. The results
showed that the characteristic line of 213.6 nm was most suitable for establishing calibration curves.
Due to the occurrence of matrix effects, the prediction accuracy of the method could not be achieved
by applying the univariate calibration method, which only using IP as the variable. The internal
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standardization method based on Si was naturally present in the samples, which showed the proper
correction of the P signal. The internal standard method was found to be better than the calibration
method because the correlation coefficient for the calibration set was changed from 0.854 to 0.932.
Moreover, the range of relative errors are 0.04–0.65%. Thus, the internal standard method can improve
the accuracy of the measurements in some extent. Then, PLSR was used as a multivariate analytical
technique for analysis of compound fertilizers in pellet form. From the results of PLSR regression,
calibration and prediction models were obtained for P element with very good correlation coefficients.
The values of RMSEC and RMSEP were 0.117 and 0.113, with RPD value of 5.31. All of these results
demonstrated that the PLSR regression method can improve the accuracy of LIBS measurement,
and the results in this study can provide the basis of real-time analysis of P in compound fertilizer.
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Abstract: Bottom-up, end-user based feed, and food analysis through smartphone quantification of
lateral flow assays (LFA) has the potential to cause a paradigm shift in testing capabilities. However,
most developed devices do not test the presence of and implications of inter-phone variation.
Much discussion remains regarding optimum color space for smartphone colorimetric analyses and,
an in-depth comparison of color space performance is missing. Moreover, a light-shielding box is
often used to avoid variations caused by background illumination while the use of such a bulky
add-on may be avoidable through image background correction. Here, quantification performance
of individual channels of RGB, HSV, and LAB color space and ΔRGB was determined for color
and color intensity variation using pH strips, filter paper with dropped nanoparticles, and colored
solutions. LAB and HSV color space channels never outperformed the best RGB channels in any test.
Background correction avoided measurement variation if no direct sunlight was used and functioned
more efficiently outside a light-shielding box (prediction errors < 5%/35% for color/color intensity
change). The system was validated using various phones for quantification of major allergens (i.e.,
gluten in buffer, bovine milk in goat milk and goat cheese), and, pH in soil extracts with commercial
pH strips and LFA. Inter-phone variation was significant for LFA quantification but low using pH
strips (prediction errors < 10% for all six phones compared). Thus, assays based on color change hold
the strongest promise for end-user adapted smartphone diagnostics.
Keywords: smartphone colorimetrics; lateral flow assay quantification; color space; image correction;
food contaminant screening; allergens; background correction; point of site analyses
1. Introduction
1.1. General Introduction
Detecting, quantifying, and mitigating against contamination in the food supply chain is paramount
to global food security. High-end laboratory equipment such as mass spectrometry is often used for
this purpose [1]. Unfortunately, such equipment is often unavailable in the developing world [2].
Moreover, contamination and fraud often go undetected due to a lack of surveillance. A recent report
from the European Rapid Alert System for Food and Feed (RASFF) showed that alert notifications
Sensors 2019, 19, 5104; doi:10.3390/s19235104 www.mdpi.com/journal/sensors153
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in 2017 increased 26% compared to 2016 and reported on various outbreaks (with pathogens and
mycotoxins being most prominent) [3]. The main increase in alerts were follow up alerts representing
additional testing on products that might have been placed on the market in another country [3].
This increase in follow up alerts might indicate that the system suffers from limited traceability in the
industrialized global market, as has been reported previously [4,5]. Use of on-site detection methods
(performed by primary producers, supermarkets, or even consumers) can complement the current
systems and provide a means for developing countries to enhance food security. Indeed, a plethora of
smartphone-based devices has been developed to complement laboratory-based analyses in several
sectors including the food sector. Some examples are the fluorescent detection of antibodies against
recombinant bovine growth hormone in milk [6,7], fluorescent detection of Escherichia coli in yoghurt
and egg [8], colorimetric detection of marine toxins (okadaic acid and saxitoxin) in shellfish [9], aflatoxin
B1 in maize [10], hazelnut allergen in cookies [11], and peanut allergen in cookies [12]. Such systems
have great potential to influence the future market of food quality analyses particularly if analyses are
rapid and straightforward allowing uptake at the consumer level. To this end, especially paper-based
colorimetric assays such as the lateral flow assays have great potential since test results can be quantified
rapidly with a smartphone [13]. A good example is the system reported by Ross et al., which enabled
smartphone-based hazelnut allergen quantification within 2 min after applying the extract to the
assay [11]. Other systems that may become rapid after optimization are liquid-based assays such as
ELISA for which several examples exist of commercial diagnostic tests, such as various assays for
mycotoxin analyses, that can be performed in under 10 min [14]. This being said, the food sector is
relatively behind in implementation of smartphone-based technology for rapid/real time detection
of contaminants when compared to other sectors such as medicine and environmental contaminant
detection and it may be interesting to piggyback on such systems for food contaminant analyses [15].
1.2. Hyphenating Lateral Flow and Other Colorimetric Assays with Smartphones
A LFA is a paper-based platform consisting of a sample pad, a conjugate release pad, a membrane
with a test and control line and an absorbent pad, all attached to a backing card. If a liquid sample
containing a target is loaded onto the sample pad, it will run over the conjugate release pad and
membrane to the absorbent pad by capillary force. In this process, the target can bind/form a complex
with a labelled immunoreagent (often gold-nanoparticle, carbon black, or latex bead conjugated
antibody) present in the conjugate release pad of the LFA. When this complex arrives at the test
line other immunoreagents immobilized there (often antibodies in a sandwich assay set-up) can
catch the complex which causes a colored line to appear. A control line is equally formed by
a similar immunoreaction of other immunoreagents present in the conjugation pad which can complex
specifically with other immunoreagents immobilized on the control line to ensure the assay functioned
properly [16]. Thus, LFAs are rapid colorimetric tests with color intensity variation in relation to the
target concentration and results can generally be read within 5–10 min [14]. Simply photographing
such a test and quantifying the color by image analyses on a user friendly app with a smartphone
without compromising the functionality of the phone is attractive [13]. Moreover, this combination
has merit since smartphones are ubiquitous, allow for user independent quantification of the LFA
and enable real-time and place stamped reporting of the results using the smartphone’s wireless
connectivity and build-in GPS. Moreover, many LFA have already been commercialized for on-site,
non-expert use for food contaminant screening [14]. However, only one commercial smartphone-based
LFA reader (RIDA Smart app; R-Biopharm) was identified for food contaminant analyses from the
> 300 commercial assays included in the mentioned database [14]. This assay quantifies various
LFAs testing for mycotoxins but only works for those specific assays and on a few android-based
smartphones. Evidently, consumer friendly rapid on-site analyses would greatly benefit from an app
that is compatible with a large variety of phone-models and allows rapid quantification of a larger
variety of (commercially available) colorimetric assays with phone A by interpolating on a calibration
curve made in the laboratory with phone B. To this end, a universal approach for color quantification
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is needed. Color quantification with a smartphone using red green blue (RGB), hue saturation value
(HSV), or lightness and chromatic axes A/B (LAB) color spaces have been reported for this purpose
and were reviewed recently in the context of smartphone-based biosensors [17], smartphone-based
food diagnostics [18], and quantitative LFA [19]. Roda et al. [17] outlines LAB and HSV color spaces as
superior to RGB space for measuring small changes in color. However, which of the individual channels
should be used or why HSV or LAB color spaces are better than RGB are not mentioned. Moreover,
superior performance of the L channel of LAB is equally reported for the smartphone-based detection
of hazelnut allergen with LFAs using carbon black based labeling [11] although no comparison with
other channels was presented. In another work [20] paper-based detection of the mycotoxin producing
black mold (Stachybotrys chartarum) is detected by using the R channel. However, no comparison
with the B or G channel or other color spaces was reported. In these previous works [18,19] no
recommendations on color space use were given although it has been reported that the R channel
instead of the combined weighed RGB values lead to background reduction [21]. In another study,
the performance of a ΔRGB or ΔLAB system was compared and ΔRGB outperformed ΔLAB for the
quantification of plasmonic-ELISA assays [22] and found to perform well in a colorimetric paper-based
assay [23]. To obtain Δ values a resultant of R, G, B or L, A, B vectors relative to control values
was calculated [22]. However, no comparison between the single R, G, B or L, A, B channels with
ΔRGB was performed in either study. Thus, there currently is no consensus regarding which color
space/channel should be used for the smartphone image analyses needed for optimal functioning of
smartphone hyphenated colorimetric assays such as ELISA, LFA, and other paper-based systems for
food contaminant analyses. However, color space/channel choice clearly effects the performance of
smartphone-based assays since several of the studies mentioned above reported substantial differences
in assay performance in function of the color space/channel used. As a result, conversions to color
spaces other than RGB are perhaps executed unnecessarily or suboptimal channels/color spaces may be
chosen as a starting point for smartphone-based image analyses based on incomplete recommendations
found in the literature. Other issues with current systems are (i) background illumination variation
and (ii) inter-phone channel values variation. A light-shielding box is often used to tackle variation in
background illumination [9,17–19], however, this detracts from the opportuneness of smartphone-based
analyses if add-on items are required. Inter-phone channel value variation is especially important
since it is undesirable to develop any system to be used by consumers if bespoke calibration is required
for each phone. Unfortunately, most systems described previously were only tested with a single
phone [9,11,17–20,24]. Overall, in the scientific literature there appears to be large variations in opinions
regarding the use of color spaces and channel combinations. Moreover, no extensive comparison of
the individual channels of RGB, LAB, HSV color space, and ΔRGB values with various phones has
been identified.
1.3. Workflow Reported in This Study
In the present study, prediction accuracy of individual channels of RGB, HSV and LAB color
space, and ΔRGB was determined for the quantification of color variation, using pH strips, and color
intensity variation, using filter paper with dropped nanoparticles often used for LFA (i.e., gold, latex or
carbon black nanoparticles) and nanoparticle and oxidized tetramethylbenzidine (TMB) solutions in
ELISA wells. Background correction was shown to avoid measurement variation in the absence of
direct sunlight more efficiently than a light-shielding box. Inter-phone (n = 6) variation was limited for
color change quantification, permitting the quantification of color with phone A using a calibration
curve constructed with phones B–F. The optimized system was validated using various phones with
model food application exemplars in the quantification of gluten in buffer, bovine milk in goat milk
and goat cheese, and pH determination in soil extracts with commercial pH strips and LFA.
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2. Materials and Methods
2.1. Materials
Dibasic and monobasic sodium phosphate, sodium carbonate/bicarbonate, HCl (37%),
3,3′,5,5′-tetramethylbenzidine (TMB), NaOH, HAuCl4, sodium citrate, AgNO3, L-ascorbic acid,
blue latex beads (LNPs), horseradish peroxidase (HRP), gluten from wheat (crude, ≥ 75% protein),
and grade 1 Whatman filter paper were purchased from Sigma-Aldrich (Irvine, UK). Carbon black
(N220) (CB) was obtained from Cabot Corporation (Ravenna, Italy), ZEU Proteon Gluten Express
ZE/PR/GL25 and ZEU IC-BOVINO lateral flow assays for gluten and cow milk protein detection
and ZEU Proteon ELISA were obtained from Zeulab (Zaragoza, Spain). Cow milk and goat cheese
were purchased in the local market. Pure goat milk was home produced. DUS alkaline pH strips
(5.00–8.50) were purchased from DFI (Gimhae, Korea). Soil was collected in Queen’s University garden
(Belfast, UK). UV-Vis measurements were performed using a Tecan Safire IIplate reader. Smartphone
measurements were performed with a Huawei P8 Lite (12 megapixels (MP)), iPhone 7 (12 MP),
Samsung Galaxy Tab E (5 MP), Xiaomi mi5 (16 MP), HTC One M7 (4 MP) and a Samsung Galaxy
J7 (13 MP), and a Smartscope Xscience (Ravensburger, The Netherlands) smartphone loop with 3D
printed lenses for magnification where mentioned.
2.2. Nanoparticle Synthesis
Glassware was cleaned with piranha solution and aqua regia to remove all residues. The Turkevich
method [25] was used for gold nanoparticle (GNP) synthesis. Briefly, 500 μL of 100 mM HAuCl4
together with 194.5 mL MQ was brought to boil, while stirring, in a round bottom flask equipped with
a condenser. At boiling point, 5 ml sodium citrate solution (1% (w/v)), was added and the mixture was
left boiling for 30 min then cooled down gradually. Stock GNP concentration (2.8 nM) was estimated
using a protocol detailed in [26] and size estimations were reported elsewhere [27].
2.3. pH System (Color Change)
Citrate-phosphate buffers (0.1 M; pH 5.0, 5.5), phosphate buffer (0.1 M; pH 6.0–7.5),
and carbonate/bicarbonate buffers (0.1 M; pH 8.0, 8.5) were used for calibration (pH 5.0, 6.0, 6.5,
7.0, 7.5, 8.0, 8.5) and prediction (pH 5.5, 6.25, 6.75, 7.25, 7.75, 8.25) curves. For buffered soil extracts,
5 g of soil was added to 25 mL of buffer and vortexed. The pH was adjusted to match the buffer pH
described above. Samples were allowed to settle 30 min and directly used for pH measurements.
Images taken with the Huawei of pH strips dipped in various buffers are shown in Figure 1.
 
Figure 1. Exemplary images taken with the Huawei of pH strips that were used to build
calibration curves.
2.4. Nanoparticle Suspensions and Filter Paper Preparation
A 40X concentration was obtained from a stock GNP solution by centrifuging (13,000 RCF; 30 min;
20 ◦C). Concentrates were used to prepare a 2/3 dilution series from 37.5 up to 2.195 nM to construct
calibration curves and a 2/3 dilution series from 31.25 up to 2.74 nM for predictions. For CB, a 10 mg/mL
dispersion was sonicated 30 min then diluted to a 2 mg/mL dispersion and sonicated for another 10 min.
Serial dilutions (2X) were made until 0.0078125 mg/mL. For predictions, a 1.5 mg/ml CB solution was
made and diluted in 2X steps until 0.0117 mg/mL. LNP stock concentration (2.5%) was 2X diluted until
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0.00977% to construct calibration curves. For the prediction set a 1.875% solution was diluted in 2X
steps until 0.00732422%. Images taken with the Huawei of the nanomaterials on filter paper are shown
in Figure 2.
 
Figure 2. Exemplary images taken with the Huawei of the filter papers with nanomaterials on them
at various concentrations. Top row are gold nanoparticles (GNP). Middle row are carbon black
nanoparticles (CB). Bottom row are latex nanoparticles (LNP). Particle concentration of the solutions
used is indicated in the left bottom corner of each image.
2.5. Liquid Assays Preparation
Colloid GNPs (200 μL) at varying concentration (8 step, 2X serial dilution from 84 nM for
calibration and 7 step 2X dilution from 42 nM for prediction) or 150 μL of TMB with HRP at varying
concentration (8 step 2X serial dilution from 60 pM for calibration and 6 step 2X dilution from 40 pM
for prediction) were pipetted into transparent 96-well plates. TMB enzymatic reaction was stopped
after 30 min with 4N H2SO4 (50 μL/well). Absorbance was read at 450 nm for plates with HRP and
513 nm (plasmon peak) for plates with colloid GNPs. Smartphone pictures were taken thereafter.
An exemplary image taken with the Xiaomi of the colloid GNPs is shown in Figure 3.
2.6. Sample Preparation and Picture Capturing
From GNP, CB, and LNP dilutions 5 μL was dropped on filter paper (n = 3), dried,
and photographed. pH strips were immersed in buffer, dried, and photographed after 40 s. LFA test
strips were photographed 10 min after exposure to extracts. For liquid assays, a phone with white
screen was placed under the 96-well plate to provide counter illumination and avoid reflections in the
images. All pictures were taken from 5 cm distance with the flashlight on (Figure 4). For background
illumination experiments the following light changes were tried: Dark background in a closed
windowless laboratory, normal room light (TL light), indirect sunlight in a windowsill, direct sunlight
in a windowsill. A black cardboard box (11 × 11 × 5 cm) was made for the Huawei (Figure 4). The box
had a hole precisely in the center for the camera and flash. Prediction images taken under varying
background illumination were interpolated on calibration curves constructed at room light conditions
to test robustness of the background correction applied. All images taken in the box for prediction
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were interpolated on a calibration curve constructed with images taken in the box at identical light
conditions (room light).
 
Figure 3. Image taken with the Xiaomi of colloid gold nanoparticles in a 96-well plate. Concentrations
vary per row (as indicated). Each row (1–4) contains three replicas (H–F) used to construct the calibration
curves. Backlight is provided using the white screen of the Huawei placed under the 96- well plate.
 
Figure 4. Left; an image of the Samsung taking an image of a LFA (the ZEU Proteon Gluten Express)
under room-light conditions with the flashlight on at 5 cm distance. Right; an image of the light-shielding
box used. The dimensions of the box are 11 × 11 × 5 cm to maintain the standard 5 cm as a distance for
the photo capturing. The box had a hole in the center precisely for the camera and flash. The phone
displayed on the box is the Huawei.
2.7. Commercial Assays
LFA for gluten, bovine milk, and cheese detection were used according to the instructions of the
manufacturer. Briefly, (for estimation of gluten with the commercial LFA assay; ZEU Proteon Gluten
Express ZE/PR/GL25), 1 g of gluten was extracted with 10 mL of the given extraction solution, vortexed
and centrifuged for 10 min at 3500 RCF. The supernatant was diluted with analysis buffer to obtain
10, 5, 2.5, 1.25, 0.75, 0.5, 0.025, 0.01, and 0.005 ppm of gluten for calibration curve construction and
2, 0.5, 0.3, 0.15, 0.02, and 0.0075 ppm for predictions. The test strip was immersed in 250 μL of these
dilutions for 10 min and photographed. For the estimation of cow milk/cheese in goat milk/cheese
the ZEU-IC-BOVINO LFA assay was used. Cow milk was spiked into pure, home produced goat
milk at 5%, 2.5%, 1.25%, 0.625%, 0.3125%, 0.15625%, 0.078125%, 0.04%, and 0.02% for calibration curve
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construction and at 3.75%, 1.875%, 0.46875%, 0.234375%, and 0.117188% for predictions. LFAs were
immersed in two drops of these extracts diluted with three drops dilution solution. Purity of the goat
cheese used was tested using the RC-BOVINO ELISA kit specific for the IgG of cow milk following
the manufacturer’s instructions. Next extracts of cow cheese and pure goat cheese were prepared by
adding 5 g of homogenized cheese to 10 ml H2O and vortexing. Extracts were centrifuged (10 min;
3000 RCF) and goat cheese supernatant was spiked with cow cheese supernatant (final concentrations
8%, 4%, 2%, 1%, 0.75%, 0.5%, and 0.1% of cow cheese) and used for calibration curve generation.
Final concentrations of 6%, 3%, 1.5%, and 0.375% cow cheese were used for predictions. LFAs were
immersed in one drop of extract diluted with two drops of the given dilution solution and photographed
after 10 min. For all commercial assays duplicates were used. Figure 5 shows an image of a set of LFAs
used to build a calibration curve for gluten quantification.
 
Figure 5. A set of LFAs used to build a calibration curve for gluten quantification with various
smartphones. The concentrations of gluten used are indicated.
2.8. Scoring System
A scoring system was used to rate the performance of the channels which allowed to generate
calibration curves with an R2 > 0.80 (R, G, B, V, L, H, and V). B of LAB (called C of LAC from hereon
to avoid confusion with the B channel of RGB) was not considered since it performed only for pH
and even there was outperformed by all other channels. R2 values on the regression functions fitted
to the predicted concentrations were ranked from highest to lowest. Lowest being 1 point, highest
7 points. The same scoring system was used for the slopes of the regression fits. The channel with
a slope closest to 1 got 7 points the next in line 6, etc. If no regression line could be fitted through the
predictions the score was 0 points both for prediction and slope. Slope and R2 scores were summed up
to get a final score for each channel.
2.9. Software and Data Treatment
Standard RGB values were detected with a free app from Google Play (RGB Android) (n = 3 per
image) and converted to HSV and Cielab with the open source library of colormine.org (last accessed
11 August 2019). S values were rescaled to have a 1–100 range (instead of 0–1) to match RGB scale
for visualization. For A and B values 128 points were added to allow a scale from 0–256 and avoid
negative numbers complicating the background correction applied.
ΔRGB was calculated as specified in [22]. The applied image background correction was as follows:
Corrected channel values = (Raw signal value)/(Raw background value) × Raw signal value (1)
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For paper-based assays white paper was used as the background except for the LFA where control
lines were used instead. For liquid assays, wells filled with water adjacent to the tested wells were used
as background. All channel values mentioned in the results are corrected channel values. Data analyses
was performed with GraphPad Prism 6 Software. For post-hoc analyses, a one-way ANOVA Tukey’s
multiple comparison test was used. For two-way ANOVA Sidak’s multiple comparison test was used.
p-values were corrected for multiplicity. For calibration curves, a four-parameter dose-response curve
was used unless mentioned otherwise. Mean average error percentile (MAE) was calculated on the
totality of predictions over the concentration ranges mentioned above. LOD, IC50, and linear range
were obtained by interpolating 90%, 50%, and 20%–80% signal values from fitted normalized curves.
3. Results and Discussion
3.1. Comparing Channel Performance on a Huawei P8
Various concentrations (n = 3) of GNP, CB, and LNP nanoparticles were dropped on filter paper
and photographed. R, G, B, values of all pictures were extracted and used to calculate L, A, B, H, S,
V and ΔRGB values. The values were fitted to either a four-parameter dose-response curve or a two-
phase decay function, which ever resulted in the best fit in terms of R2 value (Table 1). The fitted
calibration curves (with an R2 > 0.8) are depicted in Figure 6, left column. Of the LAB color space
(called LAC to avoid confusion of B channels with RGB); only L generated adequate calibration curves
in all color systems. A curve in all color systems had an R2 < 0.8 and were not used for predictions.
C allowed generating a curve for pH determination only and symmetry was observed which made it
only possible to predict pH below pH 7. Thus, C was not used for predictions. However, combining
A and C might enable color change quantification, as shown previously [28]. From the HSV color
space S never reached R2 values above 0.8 and was not used. H was effective in generating calibration
curves for pH (as previously shown [29]) and CB, although errors were large in the latter color system
with a mean average error (MAE) on all predictions (n = 18) of 90% ± 113%. The V channel worked
well, producing calibration curves with R2 > 0.95 in all color systems except for GNP where R2 was
0.88. Prediction images of various pH, GNP, CB, and LNP concentrations were taken and interpolated
using the fitted calibration curves of Figure 6. Predicted values are plotted in a scatter plot (Figure 6;
right column). The R2 and slope values of the regressions are shown Table 2. For pH predictions,
most channels shown in Figure 6 worked for predictions between pH 8.25 and 6.5. At the lowest pH
tested (5.5) only R and ΔRGB allowed good predictions. For variation in nanoparticle concentrations
low concentrations caused higher variance in all channels. H performed particularly badly in CB
predictions. Larger variation in prediction was observed for the color intensity variations as for color
change (MAE for the best channels were typically around 25%–35% ± 20%–40% and 1%–2.5% ±
1%–1.5%, respectively). See Section 3.2 for more detail and MAEs for various phones. This might be
explained partly by the greater variance in the hand-made replicas for the latter system and partly
by the potentially greater effects of background illumination variation on these tests (which was
investigated in Section 3.3). To tease apart differences a scoring system (see Section 2.8) was adapted
to rank the performance of the channels for each color system individually as well as for all color
systems tested (Tables 2 and 3). B, R, and ΔRGB scored the highest overall score, followed by V, L, G,
and finally H. H underperformed since that channel was only effective in pH predictions. Moreover,
in three out of four color systems either R, B, or ΔRGB had a top score (albeit shared with L in some
cases, Table 2). For LNP predictions, the V channel scored highest. However, the R2 values and slopes
of V, L, G, and B were close to each other (Table 2) and differences may only reflect random variation.
In any case, this comparison shows that conversion to HSV and LAC color space did not increase
performance compared to RGB in all color systems tested.
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Figure 6. The left column shows calibration curves (with an R2 > 0.8) obtained from background
corrected channel values from the RGB, HSV, and LAB (Called LAC to avoid confusion of the B channels
of RGB and LAB) color spaces for various pH values, GNP, CB, and LNP concentrations. The right
column shows scatter plots of predictions obtained with those calibration curves. The yellow line
represents a perfect correlation (slope = 1). Color and symbol codes are indicated.
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Table 1. Function types used to fit data points of the papers with varying GNP, CB, LNP concentration,
and pH strips measured in various buffers. R2 values for each fit are mentioned. The fits with R2 > 0.80
were used as calibration curves in Figure 6. C stands for the B channel of LAB which is called LAC
throughout the manuscript to avoid confusion of the B channel of LAB with the B channel of RGB.
Sigmoidal stands for four-parameter dose-response.
GNP CB LNP pH
Channel R2 Function R2 Function R2 Function R2 Function
R 0.8871 Sigmoidal 0.9856 Sigmoidal 0.9847 Two phase decay 0.9795 Sigmoidal
G 0.9365 Sigmoidal 0.9859 Sigmoidal 0.9830 Two phase decay 0.8350 Sigmoidal
B 0.9383 Sigmoidal 0.9877 0.9818 Two phase decay 0.9531 Sigmoidal
ΔRGB 0.9374 Sigmoidal 0.9870 Sigmoidal 0.9867 Two phase decay 0.9958 Sigmoidal
H - - 0.8862 Sigmoidal 0.6042 Two phase decay 0.9844 Sigmoidal
S 0.6895 Sigmoidal - - 0.7707 Sigmoidal 0.1878 Sigmoidal
V 0.8794 Sigmoidal 0.9836 Sigmoidal 0.9803 Two phase decay 0.9600 Sigmoidal
L 0.9330 Sigmoidal 0.9861 Sigmoidal 0.9811 Two phase decay 0.9610 Sigmoidal
A - - - - - - 0.7979 Sigmoidal
C - - - - - - 0.9941 Sigmoidal
Table 2. Slopes and R2 scores of log–log regression functions fitted to predictions of GNP, CB,
LNP concentrations, and pH values shown in the scatter plots of Figure 6. A scoring system was used
to attribute scores to R2 and slope values for each channel (see Section 2.8). Scores (Table 3) determined
ranks for each color system, as well as total scores per channel. Δ is ΔRGB. Ch is channel.
GNP CB Latex pH
Total
Scores
Rank Ch R2 Slope Ch R2 Slope Ch R2 Slope Ch R2 Slope Ch Score
1 Δ 0.9173 1.008 B 0.979 0.801 V 0.951 1,012 Δ 0.987 0.974 B 37
2 L 0.9008 0.996 R 0.977 0.814 L 0.949 1,049 R 0.996 0.860 R 36
3 G 0.9164 0.972 G 0.973 0.795 G 0.947 1.028 H 0.977 0.874 Δ 35
4 B 0.8856 0.996 L 0.974 0.658 B 0.944 1.051 V 0.927 1.043 V 34
5 R 0.895 1.168 Δ 0.971 0.677 R 0.927 1.074 B 0.973 1.239 L 34
6 V 0.8678 1.058 V 0.972 0.676 Δ 0.762 1.178 L 0.898 0.603 G 32
7 H - - H 0.462 0.354 H - - G 0.712 0.307 H 12
Table 3. Scores of the individual channels in each color system, as well as overall scores for all color
systems. Shared scores are in bold.
GNP CB LNP pH Total
Channel Score Channel Score Channel Score Channel Score Channel Score
ΔRGB 12 B 13 V 14 ΔRGB 13 B 37
L 12 R 13 L 11 R 11 R 36
G 10 G 9 G 11 H 10 ΔRGB 35
B 9 L 7 B 8 V 9 V 34
R 6 ΔRGB 6 R 6 B 7 L 34
V 5 V 6 ΔRGB 4 L 4 G 32
H 0 H 2 H 0 G 2 H 12
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3.2. Comparing Channel Performance between Phones
The experiments detailed in Section 3.1 were repeated on a tablet and iPhone to test if channel
performance behaved similarly over various digital camera devices. Figure 7 shows a comparison of
the total mean average percentile error (MAE) for the predictions (pH n = 15; GNP, LNP, and CB n = 18)
over various concentrations. MAEs for pH calculations were low and stayed below 2.5% for R and
ΔRGB for all phone models. For color intensity, low-end MAEs were typically 20%–30% ± 20%–30%
for GNP and LNP predictions. For CB higher MAEs were observed although best functioning channels
(B and ΔRGB) showed MAEs below 50%. Two-way ANOVAs (Table 4) show that for pH the variance
in MAE caused by channels was significant (p = 0.0002), as well as interaction between channels and
phone models (p < 0.006) although phone models alone did not cause significant variance in MAE
(p = 0.24). For (LNP), (GNP), and (CB) predictions the phone model caused significant differences
(p < 0.0001) as well as channel and interaction (p < 0.0001) in all but the GNP dataset, where only
the phone model effects on MAEs was significant (p < 0.0001). Thus, choosing any specific channel
as universally ideal for smartphone colorimetric analyses or even for a color specific system seems
challenging, especially for color intensity change. Nonetheless, Sidak’s post-hoc simple effects within
rows of multiple comparisons showed that most of the different effects between phones was limited to
one or another channel of the RGB color system, or the H channel (for CB predictions). For ΔRGB no
significant effects were observed in this test and thus shows that an error in one of the RGB channels
can be compensated in this model, which makes it an interesting option. L and V equally show little
variation between phones. However, variance on the MAE as well as absolute errors in the L and V
values, although not significant, was larger when compared to the best functioning channel of RGB or
ΔRGB in each color system (for L in pH predictions the highest MAE is 3.8% ± 8.4% versus 1.8% ±
1.7% for ΔRGB and for CB predictions the MAE was approximately 40%–50% ± 30% for B and ΔRGB
and 50%–80% ± 30%–70% for L and V). Overall, H channel performed poorly in the color intensity
experiments and did not outperform R, G, B, V, or L channels for color change predictions. Thus,
H was no longer used in the following experiments.
 
Figure 7. Mean average percentile errors (MAEs) for pH (a), (LNP) (b), (GNP) (c), and (CB) (d)
predictions using an iPhone (dark green), Huawei (dark red), or Tablet (blue). Significant post-hoc
Sidak multi comparisons of two-way ANOVAs are indicated. Stars indicate p-values with p-value
correction for multiplicity. ** = p < 0.01, *** = p < 0.001, **** = p < 0.0001.
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Table 4. Two-way ANOVA on phone model and channel for GNP, CB, LNP, and pH predictions.
GNP CB LNP pH Original
Source Var p-Value Var p-Value Var p-Value Var p-Value
Interaction 2.8 0.45 8.7 0.0001 25.7 <0.0001 8.1 0.0058
Channel 2.6 0.10 7.1 <0.0001 15.0 <0.0001 7.8 0.0002
Phone 7.9 <0.0001 5.7 <0.0001 5.2 <0.0001 0.8 0.24
3.3. Comparing Box/No-Box Effects on Predictions in Various Background Settings
The effectiveness of the internal background correction was tested, with a Huawei, by comparing
MAEs for pH and [GNP] prediction under varying background illumination with predictions when
a light shielding box was used. Channels R, G, B, ΔRGB, V, and L were used since H has proven
only functional for pH measurements and even for that application, performance was suboptimal.
Little variation in MAEs was observed for pH estimation using the channels R and ΔRGB, even at
illumination in direct sunlight (Figure 8). Moreover, two-way ANOVA was only significant for channels
and not for interaction or background illumination (Table 5). Interestingly, for R and ΔRGB predictions
variation was bigger using the box compared to all background illumination conditions. This may be
explained by extensive scatter and unequal light distribution within the box compared to when no box
was used. If the background varies between two images but stays equal throughout the individual
images then internal background correction should largely correct for it. However, the error can be
introduced if background illumination within a picture is patchy. This may also explain the observation
by Masawat et al. that a larger box produces less error on predictions as a small one [24]. For [GNP]
predictions, no difference was observed between box and no box over the conditions dark, room light,
and indirect sunlight for all channels. However, in direct sunlight the background correction applied
ceases to function and two-way ANOVA and post-hoc multiple comparisons were highly significant
(p < 0.0001) for background illumination and direct sunlight, respectively (Table 5). At all other
background illumination conditions, the MAE and variation on the MAE were similar in all conditions,
including using the box. Thus, the simple background illumination correction applied eliminates the
necessity to use a box for all color systems tested if measuring in direct sunlight is avoided.
 
Figure 8. Left, MAEs for pH predictions (n = 15), right, MAEs for [GNP] predictions (n = 18), at various
illumination conditions for R, G, B, ΔRGB, V, and L channels without use of a box and in a box at
room illumination conditions. Images under dark (black balls) background were taken in a dark room;
room background (red balls) in a windowless laboratory illuminated with a tube light bulb; indirect
sunlight (green balls) in a windowsill at a cloudy day; direct sunlight (dark yellow balls) in a windowsill
in full sunlight.
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Table 5. Two-way ANOVA on background illumination and channel for GNP, and pH predictions.
pH GNP
Source Var p-Value Var p-Value
Interaction 1.652 0.9893 2.177 0.6248
Channels 13.24 <0.0001 0.6425 0.4002
Light conditions 0.9718 0.3046 39.7 <0.0001
3.4. Channel Performance for Colored Liquids
Channel performance to quantify color intensity in liquid solutions (as typically done for ELISA)
was investigated using various concentrations of colloid GNPs (mimicking plasmonic ELISA) and
various amounts of HRP to oxidize TMB (mimicking standard HRP-based ELISA). Color change was
measured using a benchtop spectrometer and a smartphone (Xiaomi) using R, G, B, ΔRGB, V, and L
channels. All four-parameter dose response curves showed good fits (R2 > 0.8) and were used to
predict GNP and HRP concentrations. Predictions and linear regressions are shown in Figure 9a,b.
Slopes and R2 values of the calibration curves and R2 and slope values of the linear regression functions
are shown in Table 6. For [HRP] prediction, the spectrometer, B, G, and ΔRGB channels were acceptable.
For [GNP] prediction the spectrometer and G, B, ΔRGB, and L channels were acceptable (Figure 9a;
Table 6). For comparison, the calibration curves of these channels and the spectrometer were normalized
(Figure 9c,d). LOD, linear range, and IC50 for both assays are shown in Table 6. Interestingly, G, B,
and ΔRGB channels for colloid [GNP] had a ~3X lower LOD as the absorption curve of the spectrometer
(~1.5 versus ~7.5 nM, respectively). For the [HRP] curves, B and ΔRGB channels gave lower LODs
as the spectrometer (~2.3 versus ~3.4 pM, respectively). Thus, the smartphone-based system was
slightly more sensitive than the spectrometer. However, the linear range was reduced compared to
the spectrometer. MAEs were calculated for G, B, ΔRGB, and spectrometer [HRP] predictions. For G
and B only three concentrations (n = 3 × 3) were used since the linear range was reduced. For ΔRGB
and spectrometer four concentrations (n = 4 × 3) were used. One-way ANOVA showed that MAEs
for [HRP] prediction using G and B channels did not significantly differ from the MAEs for [HRP]
prediction when the spectrometer was used (although with reduced range). ΔRGB had slightly higher
MAEs (p < 0.05 Tukey post-hoc; Figure 9c inset). This is probably due to the error introduced into
ΔRGB from the R channel which varied significantly and could not be used to build a calibration
curve. For [GNP] predictions ΔRGB and L channels had significantly higher MAEs as G and B and the
spectrometer (p < 0.01; Tukey post-hoc; Figure 9d inset). Again, the R channel could not be used to
build a calibration curve.
3.5. Channel Performance Comparison Using Commercial LFA for Milk Allergen Detection
Commercial LFA for the quantification of bovine milk in goat milk and cow cheese in goat
cheese (Figure 10a,b) were used to further challenge the smartphone-based quantification using the
Huawei. For the LFA used to quantify bovine milk in goat milk (Figure 10a) G, B, L, and V channels
showed promising calibration curves (R2 > 0.9). However, the curve determined with the V channel
values was flat (min–max difference about 25 corrected value units). Equally, the L channel was quite
flat and had slightly lower R2 values (0.91) as B and G (0.93 and 0.94, respectively). ΔRGB did not
allow construction of a calibration curve, which was most likely caused by variations observed in
the R channel values. Thus, only B, G, and L curves were used for predictions. Linear regressions
on predictions were good for each channel (R2 > 0.95). However, the L channel did not predict at
0.23% cow milk (Figure 11). Goat cheese extract was spiked with cow cheese and used to test the
applicability of the assay for the identification of cow protein in goat cheese. Here, only the B channel
gave a satisfactory calibration curve (R2 = 0.951; Figure 10b). Predictions showed excellent linear
regression (R2 > 0.98) (Figure 10b, inset).
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Figure 9. (a) Linear regression functions for oxidation of tetramethylbenzidine (TMB) with horseradish
peroxidase (HRP) in ELISA wells for the smartphone analyses using various channels and a benchtop
ELISA plate spectrometer. (b) Linear regression functions for colloid GNP at various concentrations
in ELISA wells for the smartphone analyses using various channels and a benchtop ELISA plate
spectrometer. Color codes and channels used are indicated. (c,d) normalized four-parameter
dose-response curve fits for HRP oxidation of TMB (a) and colloid GNP (b) in ELISA wells. Green
and blue circles stand for G and B channels, grey diamonds ΔRGB, magenta triangles absorption
values measured by a spectrometer. (c,d inset) MAEs calculated from the predictions shown in (a,b).
Stars indicate p-values from post-hoc analyses with p-value correction for multiplicity. * = p < 0.05,
** = p < 0.01.
Table 6. Analytical parameters of prediction and calibration curves for GNP and TMB solution ELISA.
R2 and slopes given for prediction curves are from linear regression lines. All calibration curves were
prepared using four-parameter dose-response functions. LOD, linear range, and IC50 values were
interpolated from the normalized calibration curves at 90%, 80%–20%, and 50% for R, G, B, and ΔRGB
channels and 10%, 20%–80%, and 50% for spectrometer values, respectively.
Prediction Curves Calibration Curves (nM)
Solution Type Channel R2 Slope R2 LOD Linear Range IC50
GNP G 0.9966 1.086 0.9969 1.5 3.1-12.8 7.4
GNP B 0.9890 1.089 0.9973 1.8 3.7–16.2 9.0
GNP ΔRGB 0.9094 0.824 0.9890 1.6 4.1–32.7 13.8
GNP L 0.913 0.8009 0.8947 - - -
GNP spectro 0.9989 1.039 0.9996 7.5 15.3–65.7 39.7
HRP B 0.9742 0.932 0.9957 0.0025 0.0038–0.012 0.0073
HRP R 0.6087 0.601 0.829 NA 0.010–0.038 0.027
HRP G 0.8365 0.506 0.9377 NA 0.0083–0.036 0.023
HRP ΔRGB 0.9099 0.734 0.9804 0.0023 0.0039–0.020 0.010
HRP L 0.07789 0.08 0.9307 - - -
V 0.532 0.29 0.8992 - - -
HRP spectro 0.9752 1.153 0.9982 0.0034 0.0057–0.021 0.012
166
Sensors 2019, 19, 5104
 
Figure 10. (a) G (green balls), B (blue balls), L (black triangles), and V (turquoise squares) channel
values were fitted to a calibration curve for LFA quantification of cow milk spiked into pure goat milk.
ΔRGB values (grey diamonds) did not allow to fit to a curve. (b) B channel values fitted to a calibration
curve and, (inset), linear regression on predictions for cow milk in goat milk at three concentrations
(n = 6).
Figure 11. Predictions of cow milk (x-axis) in goat milk using L, G, and B channels. Each replica (n = 2)
is indicated. Dashed line represents a curve at 45 degrees.
3.6. Channel Performance Comparison Using Commercial LFA for Gluten and pH Strips for Soil pH Prediction
Next, the ability to use various phones to quantify gluten with a commercial LFA, as well as pH
strip quantification in buffered soil was tested (Figure 12). B values performed again optimally for the
LFA quantification and were used to construct calibration curves for the quantification of gluten in
a buffer using four different phones (Xiaomi, Huawei, iPhone, and Tablet) (Figure 12a). All phones
enabled the construction of calibration curves (R2 = 0.93; 0.88; 0.94; 0.86 for Xiaomi, Huawei, iPhone,
and Tablet, respectively). Unfortunately, the curves did not overlap, except for the Tablet and Huawei,
and cannot be directly used by end-users without calibration of individual phones. Magnification of
LFA strips was attempted to correct inter-phone variation. LFA were photographed under the lens
of a low-cost instrument (the smartscope; Ravensburger). Here, calibration curves with G channel
values showed the highest R2 values (0.87, 0.95, 0.93, and 0.92 for Xiaomi, Huawei, iPhone, and Tablet,
respectively) (Figure 12b). Although the distance between the curves was narrower as in the previous
set-up, the overlap of all curves was insufficient for the use of various phones to predict values on
the same calibration curve. Thus, for color intensity variation using LFA, it seems that two- point
calibration or camera calibration is necessary. Some suggested methods exist to obtain such calibration
and improve sensitivity [30–33]. One interesting concept is to use a color reference chart in order to
stabilize color variations caused by built-in automatic image correction operations [30]. Another option
would be adjusting the white balance of the phones to a standardized value. This may be done by
using a reference grey card or by locking the exposure and gain while selecting a preset white balance
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in a control window that is illuminated with an external phone-independent constant light source [32].
Setting the white balance, gain, and exposure can be done in various manual camera applications
(e.g., Open Camera, ProShot) and using such a system in combination with a greycard or external
constant light source (flashlights of various phones can be different in light output) may decrease
inter-phone variation. Moreover, higher sensitivity may be reached by adjusting the exposure time of
the assay in such manual camera applications as was previously shown for other smartphone-based
LFA quantification for the detection of bacterial fruit blotch [33]. However, the four-parameter
dose-response curves did overlap for all four phones for pH determination of buffered soil samples
using ΔRGB (Figure 12c) and R (Figure 12d) using the Xiaomi, Huawei, iPhone, and Tablet (R2 > 0.99)
showing that the proposed method worked without additional adjustments for this assay. Overlap was
slightly less when using ΔRGB values, thus, the R channel was used from hereon for this application.
Another two phone models (HTC and Samsung) were included to check the universality of the system.
Four-parameter dose-response curves showed again excellent fits (R2 > 0.99) and overlap with the
other curves (Figure 12d). Finally, MAEs of predictions (n = 15) were calculated for each phone using
its own calibration curve or a calibration curve constructed with all phone models except the phone
model used to take the images for the predictions (Figure 12d; inset). Two-way ANOVA analyses of this
data was significant for the type of curve (p < 0.001). MAEs increased significantly when predictions
were performed on phone A with calibration curves prepared using phones B–F. However, for all
phones except the tablet this increase in MAE was below 3% which explains why post-hoc simple
effects within phone models and multiple comparisons was only significant for the tablet (p < 0.001).
Thus, direct quantification of color change by end-users with the pH strips without the need of phone
calibration seems possible if slightly increased MAEs are acceptable.
 
Figure 12. (a) B channel values fitted to four calibration curves for LFA quantification of gluten spiked
into buffer with four phones (models indicated). (b) Calibration curves for LFA quantification using
the smartscope and corrected G values. (c) Calibration curves for pH in buffered soil extract using
corrected ΔRGB values. (d) R channel values fitted to calibration curves for pH estimation of buffered
soil extracts with six phones (models indicated). Inset, the results of post-hoc analyses on the MAEs for
pH predictions (n = 15) using the phone’s specific calibration curve or a mixed curve of all phone models
except the one used for prediction. Stars indicate p-values with p-value correction for multiplicity.
*** = p < 0.001. All calibration curves were made using a four-parameter dose-response function.
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4. Conclusions
The ability of all channels of the RGB, HSV, and LAB (named LAC here) color spaces to quantify
color intensity and color change variations was tested in paper based and liquid assays. Channel
performance was compared under varying background illumination using various phones. A channel
of LAC proved not suitable for color quantification and C channel performance was suboptimal.
L channel showed good performance in most systems tested (as did V) but both never outperformed
the best RGB channel for a specific test. S performed suboptimal in all systems tested. H channel
performed satisfactorily for color change but not for color intensity quantification. Moreover, H channel
never outperformed the best RGB channel for a specific test. Overall, R functioned best for color
change while B and G worked best for color intensity variation. ΔRGB values did show some
robustness towards errors in an individual channel of RGB thus providing more universal applicability.
However, ΔRGB stops to perform if an error in an individual channel of the RGB color space is
too high. Thus, all RGB channels and ΔRGB should be initially plotted for assay development to
determine the optimum channel. However, conversions to LAC or HSV color space are unnecessary.
These results are specific for colorimetric assays and the implications might not hold for fluorescence or
chemiluminescence-based assays where using luminance values seems a more logical choice. This being
said, for such assays the light measured will equally pass the Bayer filter of the phone and is converted
to RGB values. Mathematically converting these RGB values to LAB values may lead to similar results
as reported here. However, a detailed characterization of the performance of RGB, LAB, and HSV color
spaces/channels of such luminance-based assays with various phones and fluorophores is needed to
test this assumption. Using a light-shielding box to prevent the error caused by background variation
was less efficient than internal background correction if images were not taken in direct sunlight. Thus,
use of a box is superfluous for colorimetric analysis. For color intensity variation it was shown that
images taken with phone A could not be used on a calibration curve taken with phone B. Magnification
did improve this situation but did not completely resolve the problem. Thus, camera calibration,
white balance adjustment, and exposure time adjustment should be considered for LFA quantification.
For color change quantification (pH determination of buffered soil extracts) calibration curves of the
six phone models tested overlapped significantly. Thus, color change quantification by end-users
without a light-shielding box or phone specific calibration seems feasible. Future research will focus
on reducing prediction error and inter-phone variation for color change and intensity-based assays by
combining channels from RGB, HSV, and CieLAB color spaces with machine learning algorithms.
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Abstract: The freeze-drying process removes water from a product through freezing, sublimation
and desorption procedures. However, the extreme conditions of the freeze-drying environment,
such as the limited space, vacuum and freezing temperatures of as much as −50 ◦C, may block the
ability to use certain diagnostic sensors. In this paper, an ultrasonic transducer (UT) is integrated
onto the bottom of a specially designed frozen bottle for the purpose of observing the freeze-drying
process of water at varying amounts. The temperatures and visual observations made with a camera
are then compared with the corresponding ultrasonic signatures. Among all of the diagnostic
tools and technologies available, only ultrasonic and visual records are able to analyze the entire
progression of the freeze-drying process of water. Compared with typical experiment settings,
the indication of drying point for water by the amplitude variations of ultrasonic L3 echo could
reduce the process period and energy consumption. This study demonstrates how an innovative
frozen bottle, an integrated ultrasonic sensor and diagnostic methods used to measure and optimize
the freeze-drying process of water can save energy.
Keywords: freeze-drying process diagnosis; ultrasonic transducer (UT); freezing/drying point;
drying period
1. Introduction
Dehydration extends food’s usage period longer than that of fresh food by preserving it in a
stable and safe condition [1,2]. The conventional methods of drying include solar drying, air drying,
spray drying [3], microwave drying [4], infrared drying, fluidized bed drying [5], spouted bed drying,
vacuum drying and freeze-drying [6]. Drying methods can be separated into natural and artificial
categories. Artificial methods are more advantageous than the natural methods [7] because they can
remove large amounts of moisture efficiently by being able to control the different parameters involved
such as the temperature, drying air flux and time of drying and so forth. [8]. For long-term storage
of food, drug and biopharmaceutical products, most manufacturers utilize the freeze drying process,
due to its advantages including better stability, easy handling and storage, as well as better overall
product quality [9,10].
The freeze-drying process is comprised of the freezing, primary drying and then secondary drying
stages [11] to remove the water from a product. The water contained in food is cooled down and
becomes ice during the freezing stage. This stage governs the sublimation and desorption rates and
the quality of the lyophilized product [12]. Then, in the primary drying stage, the air in the vacuum
chamber is exhausted and the chamber pressure is reduced below the vapor pressure of ice. Meanwhile,
the shelf temperature increases gradually to sublimate the ice. The residual water inside the food will
be desorbed thoroughly in the secondary drying stage [13].
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In the freezing stage, the accuracy of the freezing point data is related to the water activity, frozen
water [14], freezing and the thawing of frozen food. The freezing point is also important in order to
estimate the freezing time, the end point of freezing and the fraction of unfrozen water in food. Then,
in the primary drying stage, the chamber pressure and food temperature [15] decides the sublimation
rate of the ice, primary drying period, dried pore structure and product quality. A lower product
temperature and the corresponding lower vapor pressure of the ice can result in longer primary drying
times and higher manufacturing costs [16]. However, if the product temperature increases above the
“critical formulation temperature,” this may lead to losing the pore structure, to shrinkage or to fully
collapsing. In the secondary drying stage, the product temperature controls the rate of desorption
and the obtainable moisture level. Further reduction of the chamber pressure is not necessary in this
stage [17]. Secondary drying times are usually designed to achieve a reduction of moisture content
within the dried product to less than 1% [18]. Due to the importance of these parameters and its
wider applications to the freeze drying process, the estimated freezing/drying points and the ability to
model these properties is crucial in food processing (freezing and drying) and food stability during
storage [10,19].
Being able to perform real-time process diagnosis will be beneficial to understanding the complex
interplay between the different elements during the freeze-drying process to better enhance quality
control procedures. However, the extreme conditions of the freeze-drying environment, such as the
limited space, vacuum and freezing temperatures as low as −50 ◦C, may block the ability to use
certain diagnostic sensors [6,20]. The typically used diagnostic tools for real-time measurement of the
freeze-drying process are temperature and pressure sensors [20,21]. In order to provide temperature
information, a temperature sensor is put in direct contact with a frozen sample [21]. However,
inconveniences arise because it is often not easy to remove the sensor after the freeze-drying process.
Additionally, using this diagnostic method on drug and biopharmaceutical products may cause
undesired contamination due to a sensor being in direct contact with the sample. The chamber
pressure is measured by the pressure sensor or vacuum gauge. The measured chamber pressure value
cannot directly indicate the physical variation of frozen product real-time during the freeze-drying
process [20,22]. In this paper, an idea for diagnosing the physical property variations of a product in
the frozen bottle to provide additional information for a machine system is presented, as shown in
Figure 1.
Figure 1. Controlling structure of the freeze-drying process by using the innovative frozen bottle method.
In order to circumvent the limitations of the mentioned sensors and provide real-time process
diagnosis, the ultrasonic technique is one of the most widely known non-destructive and non-intrusive
methods [23]. The fundamental properties of ultrasonic signals include reflection and transmission
coefficients, velocity, attenuation and scatter signals given off from the materials. These signatures have
specific relationships with properties of materials [24], process variations [25] and sample quality [26].
Ultrasonic echoes can also detect the temperature [27,28] and pressure [29] of a material. Passot et al.
utilized ultrasonic technology to decrease the sublimation time during the primary drying stage by
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controlling the nucleation temperature [30]. The authors presented an innovatively designed frozen
bottle with an ultrasonic transducer and ultrasonic technology to be utilized for the diagnosis of the
freezing point during the frozen process in our previous paper [22]. In this study, the ultrasonic
technique will be applied for real-time diagnosis of the freeze-drying process. An ultrasonic transducer
(UT) is integrated into the bottom of a frozen bottle. During the freeze-drying process at various
amounts of water, the process is analyzed by using ultrasonic technology to evaluate the freezing/drying
points and the drying period to optimize the process and save energy.
2. Design of Frozen Bottle with Ultrasonic Transducer
In order to solve the aforementioned limitations regarding the transmission of signals in a vacuum,
as well as the limitations of being unable to view the process using the steel freezing bottle apparatus
or the opaque samples, an innovative freezing bottle apparatus was designed as shown in Figure 2.
The innovatively designed container used for freezing is comprised of two parts: a steel plate as the
bottom holder and a transparent polymethylmethacrylate (PMMA) tube as the side wall of the container.
Figure 2a shows the side view of the frozen bottle. A steel plate with a diameter of 25 mm and a
height of 6mm was designed for better heat transmission with the heating/cooling shelf. A transparent
PMMA tube measuring 31 mm high, with a diameter of 21 mm and a thickness of 2 mm was designed
for better visibility. The steel plate and PMMA tube were then glued together. Figure 2b shows the
top view of the apparatus. Figure 2c shows the bottom view of the apparatus. The UT is comprised
of Pb(ZrxTi1−x)O3 (PZT) material and integrated into the cavity of steel plate using the sol-gel spray
technique, as described in previous publications [22,24,31]. The operational temperature range of the
UT is between −100 and 400 ◦C.
Figure 2. Photographs of the designed apparatus from (a) the side, (b) the top and (c) the bottom view.
To understand the transmission paths of the ultrasonic signals within the apparatus, a schematic
view of the apparatus placed upright is displayed in Figure 3. A temperature sensor (Type T
thermocouple) was installed in the middle of the apparatus for measuring the water/ice temperature.
The temperature can be recorded and then compared with the ultrasonic signals received during the
freeze-drying process. As shown in Figure 3a, an ultrasonic transducer (UT) was integrated onto the
bottom of the steel plate. When electric pulses are applied to the piezoelectric film, the ultrasonic
signals are transmitted into the steel plate. Ln (n = 1, 2, . . . ) denotes the nth round trip of longitudinal
ultrasonic echoes reflected from the interface of the steel plate/water or ice and Lw is the echo reflected
from the water/air interface. The L3 and Lw echoes are used to monitor the freeze-drying process and
water/ice state. The height of the water level and the thickness of the bottom of the apparatus are
denoted as H and D, respectively.
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Figure 3. (a) Schematic drawing of cross-section of the designed apparatus with an ultrasonic transducer
(UT) and thermocouple and (b) shows the typical ultrasonic echoes acquired by the UT.
When the water was fed into the apparatus, the typical ultrasonic signals acquired by the UT are
presented in Figure 3b. It was observed that the L1 echo, which reflected from the steel plate/water or
ice interface, appeared as 0.81μs and remained so during the entire process. The operating frequency
of the ultrasonic transducer was 9.13 MHz and the −6 dB bandwidth was 8.0 MHz. The signal to
noise ratio (SNR) for the ultrasonic L1 echo was 38.5 dB. The Lw echo, which propagated in the water
and reflected from the water/air interface, was observed at 20.39 μs. Following the L1 and Lw echoes,
there were several echoes reflected from the steel plate/water or ice interface. The desired ultrasonic
echoes were detected by the acquiring windows of the acquiring system. The time delay difference
between the L1 and Lw echoes is denoted as Δt.
3. Experiments
In order to confirm the hypothesis that the apparatus was able to perform improved diagnostics of
the freeze-drying process in a vacuum, a 4 L air-cooled split-type shelf freeze-drying machine, equipped
with vacuum chamber, shelf, control units, refrigeration system and vacuum pump, was used to carry
out all experiments, as shown in Figure 4a. The vacuum chamber was used for freezing and drying the
samples under temperature conditions ranging from +50 to −40 ◦C and pressures from 760 to 0.05 Torr.
The apparatus was set on the shelf of vacuum chamber for the freeze-drying process. The control unit
was composed of a programmable logic controller (PLC) and a human-machine interface (HMI) for
controlling the freeze-drying process. The measured temperature data from the thermocouple were
recorded by the PLC control unit every second during the freeze-drying process.
The ultrasonic signal is triggered and received by the pulse/receive unit (5072PR, Olympus,
Japanese), as shown in Figure 4b. It is equipped with a broadband negative spike pulser and receiver,
which can be operated in reflection or transmission mode. All the experiments in this study were
carried out using the ultrasonic pulse/receiver unit’s pulse-echo mode. The ultrasonic signals were
acquired every second during the entire cycle. The ultrasonic signals received during the freeze-drying
process were monitored and recorded with the digital storage USB oscilloscope (DSO-U2400, Perytech,
Taipei, Taiwan), as shown in Figure 4c.
To compare the temperatures and ultrasonic signals, a charge-coupled device (CCD) camera,
digital video recorder (DVR) and PC were used to capture dynamic images of the apparatus during
the freeze-drying process, as shown in Figure 4d–e. The CCD camera (CV-M10BX, JAI, Japan)
is a progressive scan camera with a standard interlaced video output at a resolution compatible
with VGA or SVGA formats. The camera was equipped with a 35 mm lens for better resolution.
The DVR (08KD, Kingnet, New Taipei City, Taiwan) is an 8-channel recorder that uses the H.264 image
compression format.
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Figure 4. Photographs of (a) the split-type freeze-drying machine with vacuum chamber, controller
unit, refrigeration unit and vacuum pump, (b) the ultrasonic pulse/receive unit, (c) a PC-based digital
oscilloscope, (d) Charge-coupled device (CCD) camera, (e) digital video recorder (DVR) and PC.
In this study, different amounts of water at levels of 5, 10 and 15 mm were put into the apparatus
for the duration of the freeze-drying process. The settings of a typical freeze-drying procedure are
outlined in Table 1. The shelf temperature was set at −30 ◦C to freeze the water and the freezing period
was 120 min. During the freezing period, the water in the apparatus/container was cooled down and
it began to freeze. After enough cooling and freezing, the chamber was exhausted and the chamber
pressure was reduced from 760 to 0.17 Torr within several seconds. Then the primary and secondary
drying processes were started and the ice sublimated into gas continuously. The shelf temperature was
incrementally increased by 10 degree intervals from −30 to 10 ◦C at heating and pausing periods of 60
and 120 min, respectively. The pausing period of 0 ◦C is 300 min to sublimate ice further. During the
sublimation of the ice, the chamber pressure was reduced further to 0.036 Torr.





















4. Results and Discussions
For exploring the physical phenomena that occur during the freeze-drying process and searching
for the indicators of freezing or drying completeness, the measured temperature and pressure in the
vacuum chamber, ultrasonic echoes and velocity of the water/ice and visual observation during the
freeze-drying process are analyzed in the following sections.
4.1. Temperature and Pressure Variations in the Vacuum Chamber during the Freeze-Drying Process
Temperature and pressure variations during the freeze-drying process have a close relationship
with the state of the water/ice and both affect the size of the ice crystal nuclei and the freeze-dried
product’s quality. In the experiment, the measured room, shelf, cold trap, water/ice temperatures and
pressures for the freezing and drying periods of the freeze-drying procedure of the water at a level of
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15 mm are shown in Figure 5a,b, respectively. In Figure 5a, the room temperature was 32 ◦C during the
entire process and the chamber pressure was kept at 760 Torr for the experiment’s duration of 120 min.
The shelf and cold trap temperatures were set at −30 and −40 ◦C and reached the desired values at
40 and 15 min, respectively. The water temperature was 32.1 ◦C in the beginning and was cooled
down to a supercooled state of −0.4 ◦C, 16.1 min into the experiment. After the latent heat of the water
was released completely, the phase change from water to ice was completed at 43.7 min and the ice
temperature was −16.5 ◦C. Therefore, the cooling (ΔPCT) and freezing (ΔPFT) period determined by
the sample temperature could be defined as the period from the start of cooling to the supercooled
state and from the supercooled state to the phase change end, respectively.
Figure 5. Temperature (room, shelf, sample, cold trap) and pressure (chamber) variations during
freeze-drying process at (a) the freezing stage and (b) drying stage.
At the 120-min mark of the experiment, the drying procedure started and the chamber pressure
was reduced from 760 to 0.17 Torr. The shelf temperature was increased in 10 ◦C increments, from
−30 to 10 ◦C, according to the designed schedule in Table 1. The cold trap temperature was cooled
down further to condense the vapor exhausted from the chamber. The chamber pressure was reduced
further to 0.036 Torr during the drying process. At the 370-min mark, the ice temperature increased
suddenly from −36 to −10 ◦C due to the sublimation of the ice and gradually increased to 23 ◦C by the
end of the experiment. This abnormal situation was due to the detachment of the thermocouple from
the ice and will be confirmed in the following section. Consequently, the ice temperatures during the
second drying period is not available. The drying end could not be estimated from the temperature
information and the typical experiment procedure would end at the 1020-min mark of the experiment.
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4.2. Amplitude Variation of Ultrasonic Signals during the Freeze-Drying Process
The application of freeze-drying technology can guarantee the product’s quality. However,
the process diagnosis and control will benefit by guaranteeing product quality and energy conservation.
The conventional tools for monitoring this process may be limited to visual observation and temperature
measurement. According to the authors’ knowledge, utilizing ultrasonic technology to monitor the
freeze-drying process is rare. In order to investigate the correlation between the observed ultrasonic
signals and the freeze-drying process of water, the amplitudes of the L3 and Lw echoes in Figure 3b
with respect to the process time were acquired and presented in Figure 6. The details of freeze-drying
process measured by the amplitude variations of ultrasonic L3 and Lw echoes were demonstrated
as follows:
(1) At the 3.0-min mark: Water was poured into the container. At this moment, the amplitude of
ultrasonic L3 echo decreased and Lw echo appeared, due to the fact that a part of the ultrasonic
energy transmitted into the water through the steel plate/water interface. Water started to
cool down.
(2) At the 19.2-min mark: The amplitudes of the L3 and Lw echoes decreased further, due to the
variation of water acoustic impedance. In this supercooling period, this ultrasonic phenomenon
may indicate the appearance of ice crystals. The alteration of water property will cause electrical
impedance changing [32]. Hence, the amplitude decreasing point of the L3 and Lw echoes
is defined as the freezing point of water and the cooling period (ΔPCUT) determined by the
amplitude of the L3 echo is defined as the period from water-in to the freezing point.
(3) At the 43.0-min mark: The amplitude of the L3 echo increased to the relative maximum value
and that of the Lw echo increased to a stable level, due to the stable ultrasonic impedance.
This ultrasonic phenomenon may indicate phase change end of water and a flat ice surface. Hence,
the freezing period (ΔPFUT) determined by the ultrasonic L3 echo is defined as the period from
the freezing point to the phase change end.
(4) At the 125.0-min mark: The chamber was exhausted and the ice started to sublimate at the
120-min mark. The amplitude of L3 echo decreased a little and that of Lw echo disappeared
gradually, due to the sublimation of ice and the rough ice surface.
(5) At the 370.0-min mark: The amplitude of the L3 echo increased suddenly from the bottom
line and reach a stable value, due to the fact that the electromechanical coupling factor varied
and the ultrasonic energy transmitting into the ice through the steel/ice interface reduced [33].
This ultrasonic phenomenon indicated the reduction of contact surface between ice and steel
plate in the drying stage. At this moment, the sublimation of the ice reached a certain level and
the thermocouple detached from the ice, as shown in Figure 5b.
(6) At the 885.6-min mark: The amplitude of the L3 echo increased suddenly from the reducing
tendency and reached a stable value at this moment, due to the fact that the electromechanical
coupling factor varied and ultrasonic energy transmitting into the ice through the steel/ice
interface reduced further. This ultrasonic phenomenon indicated the complete sublimation of the
ice and only few minerals remained on the steel plate surface. This moment is defined as the
drying end point. The drying period (ΔPDUT) determined by the ultrasonic L3 echo is defined as
the period from the exhaust of chamber to the complete sublimation of the ice, that is, the drying
end point. Compared with the typical experiment settings, the indication of drying ends for
water by the amplitude variations of ultrasonic L3 echo could reduce the processing period of the
134.4 min/cycle and save 13% of consumed electricity.
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Figure 6. Amplitude variations of ultrasonic L3 and Lw echoes during freeze-drying process at
(a) freezing stage and (b) drying stage, indicating the water-in, freezing point (ice crystal), phase change
end and drying end.
4.3. Variation of Ultrasonic Velocity during the Freeze-Drying Process
During the freezing process, the slow cooling speed caused bigger ice crystal nuclei than did the
fast cooling time. Ultrasonic velocity has a close relationship with temperature and it is one of the
indicators that shows the cooling speed of water, the phase change end and the start of sublimation.
The ultrasonic velocity in the water is calculated according to the following equation:
vw = 2H/Δt (1)
where H is the height of the water level in Figure 3a and Δt is the time delay between the ultrasonic L1
and Lw echoes in Figure 3b. The result is shown in Figure 7.
In Figure 7, when the water was poured into the container, the ultrasonic velocity was first
measured at the 3.0-min mark under the water temperature of 27.2 ◦C. At that moment, the ultrasonic
velocity in the water was 1588.5 m/s. From the 3.0 to the 17.4-min mark, when the water temperature
decreased to 1.0 ◦C, the ultrasonic velocity decreased to 1434.5 m/s, indicating that the temperature of the
water had decreased during the cooling process. Comparing Figure 7 with Figure 5a, the relationship
between ultrasonic velocity and water temperature is expressed by the following equation.
vw (Tw) = 1.42418× 103 + 1.03190× 10× Tw − 0.15453× T2w (2)
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where vw (m/s) is the ultrasonic velocity in water and Tw is the water temperature. The ultrasonic
velocity decreased with the reducing water temperature. The ultrasonic velocity presented by authors
in this study is higher than that presented by Bilanuik and Wang [34], due to some minerals contained in
the water. Therefore, the cooling speed of water can be determined by measuring the ultrasonic velocity
in the water. From the 17.4 to 38.3-min mark of the experiment, the ultrasonic velocity disappeared
and the amplitude of the Lw echo also decreased in noise level due to the formation of ice crystal nuclei.
After the 38.3-min mark, the ultrasonic Lw echo appeared again and the ultrasonic velocity gradually
increased from 3586.4 to 3597.2 m/s, due to the phase change end of the water and the completion of
the freezing process. From 43.0 to 120.0-min mark, the ultrasonic velocity maintained a steady level of
3597.2 m/s for the pausing period. Therefore, ultrasonic velocity can be used to indicate the cooling
speed, the phase change end and completion of the freezing process of water.
Figure 7. Ultrasonic velocity variation in the water during the freeze-drying process, which indicates
the water-in, the freezing point (ice crystallization) and the phase change end.
4.4. Visual Observation of the Container during the Freeze-Drying Process
The dynamic physical phenomena that can be observed in the container shows the phase change
from water to ice and the sublimation detail of the ice during the freeze-drying process in great
detail. These phenomena could also be evidence of other measured parameters. Figure 8a–l are the
photographs of the container with water/ice during the freeze-drying process at the 0–888-min mark,
respectively. The freeze-drying process observed in Figure 8a–l is described as follows:
(1) Figure 8a: Water was poured into the container that had a thermocouple in the middle and then
the container was set on the shelf of the freeze-drying machine.
(2) Figure 8b–d: Most of the water was still in a liquid state. However, the water close to the
bottom of the container started to become opaque and some ice crystals began to form beside the
thermocouple. The ice crystals increased gradually from the bottom to the top of the container.
This was an indication that the water started to freeze.
(3) Figure 8e: Half of the water became very slushy and the visibility became worse. Some air
bubbles also appeared within the slush.
(4) Figure 8f: Most of the water had become frozen into ice. Some air bubbles were pushed up from
the bottom to the top. The ice surface was flat, which indicated that the stress on the ice during
the freezing process was reduced.
(5) Figure 8g–h: The chamber was exhausted and a vacuum was created. The ice sublimated from the
top progressing downwards towards the bottom of the container and from the exterior inwards
towards the interior of the container. The ice surface was composed of porous structure and
appeared rough.
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(6) Figure 8i–j: The ice shrank more due to further sublimation. The contact surface between the
ice and the steel plate was also reduced. The thermocouple seemed to detach from the ice at the
480-min mark of the process. This could explain why the sample temperature increased suddenly
from −36 to −10 ◦C at 390.5-min mark. At the 540-min mark, the contact surface between the ice
and the steel plate was reduced even further, which may diminish the conduction of heat being
transferred from the shelf to the ice.
(7) Figure 8k–l: There was tiny amount of residual ice that remained on the surface of the steel plate
at the 840-min mark. Finally, at the 888-min mark, only a little of ice crystals remained on the
surface of the steel plate.
Figure 8. Photographs of the water/ice in the container during the freeze-drying process along with
the corresponding process times of (a) 0 min, (b–d) 15 min 54~56 s, (e) 22 min, (f) 40 min, (g) 240 min,
(h) 300 min, (i) 480 min, (j) 540 min, (k) 840 min and (l) 888 min.
The freeze-drying process can be observed clearly in Figure 8. These results can provide additional
evidence for the previous measuring methods. However, this observing method is only suitable for
the transparent container and plain solution. For the unobservable container and the opaque material,
such as metal container and colored samples, the temperature and ultrasonic techniques are more
capable to diagnose the mentioned phenomena. From the measured results, the thermocouple detached
from the ice and further temperature information of the ice was not available. In this viewpoint,
the ultrasonic technique is a more reliable and capable method for diagnosing the freeze-drying process.
4.5. Freeze-Drying Processes of Various Water Levels
Before applying the ultrasonic technology to the freeze-drying process, the linear relationship
between ultrasonic signatures and the water level is the fundamental requirement. To verify this
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relationship, the containers, which were filled with water in the height of 5, 10, 15 mm, passed through
the freeze-drying process under the shelf temperature setting of −30 ◦C. In this research, the variation
during the drying period will be evaluated. During the drying stage, the thermocouple cannot
measure the samples’ temperature profiles due to the detachment of thermocouple from the sample.
The ultrasonic signals are able to diagnose the drying phenomena. The experimental results of the
amplitude of the ultrasonic L3 echo are shown in Figure 9. Figure 9a–c are the amplitude variations of
ultrasonic L3 echo in water levels of 5, 10, 15 mm, respectively, during the drying stage. The timings
of the drying end indicated by ultrasonic L3 echo are 329.8, 526.7 and 885.6-min mark for the water
levels of 5, 10 and 15 mm, respectively. The drying periods of various water levels are also indicated.
The corresponding timings of the drying end indicated by ultrasonic L3 echo are illustrated in Table 2.
It seems that there is a linear relationship between the timings of drying end and the water level.
Figure 9. Amplitude variations of ultrasonic L3 echo with respect to various water levels at drying
stage. Water level: (a) 5, (b) 10 and (c) 15 mm.
Table 2. Timings and temperatures of water in, freezing point, phase change end and drying end
indicated by temperature and ultrasonic L3 echo for water levels of 5, 10, 15 mm.
Water
Level (mm)





TimeTemp (min) 3.0 16.3 24.4 N/A
TimeUT (min) 3.0 15.8 20.6 329.8
Temperature
(◦C) 29.8 −2.8 −10.8 N/A
10
TimeTemp (min) 3.0 14.0 28.9 N/A
TimeUT (min) 3.0 13.7 27.1 526.7
Temperature
(◦C) 30.4 −2.4 −14.9 N/A
15
TimeTemp (min) 3.0 19.2 46.7 N/A
TimeUT (min) 3.0 19.5 45.8 885.6
Temperature
(◦C) 32.1 −0.4 −16.5 N/A
The measured drying periods are compared with the water level for evaluating the mentioned
linear relationship. The results are shown in Figure 10. The estimated error of drying period under the
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experimental conditions is less than 5%. In the water level range from 5 to 15 mm, the average drying
periods indicated by ultrasonic L3 echo increase from 185.1 to 742.8 min. The slope of the fitting line is
55.8 min/mm. The drying period is expressed as:
ΔPDUT = −112.8 + 55.8 ∗H (3)
where ΔPDUT is the drying period in Figure 9 and H is the water level in Figure 3. Even though
there are no temperature and visual information, one can still estimate the required drying period
according to the filled water level based on Equation (3). In the future, this ultrasonic sensor and
evaluating technology would be installed into freeze drying machine to detect the phase change and
feedback the information to machine control system, as shown in Figure 1. Comparing with the typical
experiment settings of 1020 min, the ultrasonic technique can clearly indicate the dynamic phenomena
and completion of cooling/freezing/drying stages at each water level before the end of the experiment
for reducing the freeze-drying process and saving energy.
Figure 10. Drying periods measured by ultrasonic signal with respect to various water levels.
Water level: 5, 10, 15 mm.
5. Conclusions
In this paper, an ultrasonic transducer (UT) is integrated onto the bottom of a specially designed
container to analyze the freeze-drying process of water at various water amounts. The measured
ultrasonic signatures are compared with the temperature and visual records. Among these three
measured methods, ultrasonic and visual records are able to document the entire progression of the
freeze-drying process, including the water-in, freezing/drying points, the phase change end of the
water and the cooling/freezing/drying periods. The ultrasonic velocity in the water also indicates the
cooling tendency of the water. The drying period increases with the water level. The increase rate,
which is evaluated by the amplitude of the ultrasonic L3 echo, is 55.8 min/mm. During the drying stage,
the thermocouple cannot measure the entire temperature profile of the ice due to the detachment of the
thermocouple from the ice. Only the ultrasonic signals and visual records are utilized for diagnosing
the drying phenomena. However, the observing method is only suitable for the transparent container
and plain solution. Comparing with the typical experiment settings, the indication of drying ends for
water at level of 15 mm by the amplitude variations of ultrasonic L3 echo could reduce the process
period of 134.4 min/cycle and save 13% of consumed electricity. Therefore, this study demonstrates the
use of a specially designed container, integrated ultrasonic sensor and technology for analyzing and
optimizing the freeze-drying process of water for saving the process cost and energy.
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Abstract: Deformation is a ubiquitous phenomenon in nature. This process usually refers to the
change in shape, size, and position of an object in the time and spatial domain under various loads.
Under normal circumstances, during engineering construction, technicians are generally required
to monitor the safe operation of structural facilities in the transportation field and the health of
bridge, because monitoring in the engineering process plays an important role in construction safety.
Considering the reliability risk of sensors after a long-time work period, such as signal drift, accurate
measurement of strain gauges is inseparable from the value traceability system of high-precision
strain gauges. In this study, two vibrating wire strain gauges with the same working principle
were measured using the parallel method at similar positions. First, based on the principle of time
series, the experiment used high-frequency dynamic acquisition to measure the thermometer strain
of two vibrating wire strain gauges. Second, this experiment analyzed the correlation between strain
and temperature measured separately. Under the condition of different prestress, this experiment
studied the influencing relationship of temperature corresponding variable. In this experiment, the
measurement repetitiveness was analyzed using the meteorology knowledge of single sensor data,
focused on researching the influence of temperature and prestress effect on sensors by analyzing
differences of their measurement results in a specified situation. Then, the reliability and stability of
dynamic vibrating wire strain gauge were verified in the experiment. The final conclusion of the
experiment is the actual engineering in the later stage. Onsite online meteorology in the application
provides support.
Keywords: parallel position; bridge structure; temperature; vibrating wire strain sensor
1. Introduction
Bridge health monitoring and diagnostic discriminant models have always been a key challenge for
the transportation sector worldwide. In a previous study, on a regular and irregular basis, construction
workers used different monitoring instruments to test some components of structure, analyzed the
data, and finally evaluated the performance of structure. In 2018, Mao by monitoring dynamic
characteristics of Sutong cable-stayed bridge (SCB), including acceleration and strain responses, as well
as modal frequencies, are investigated through one-year continuous monitoring data under operating
conditions by the structural health monitoring system. One-year continuous modal frequencies of
SCB are identified using the Hilbert–Huang transform method. Variability analysis of the structural
modal frequencies due to environmental temperature and operational traffic is then conducted. Results
show that temperature is the most important environmental factor for vertical and torsional modal
frequencies. The traffic load is the second critical factor especially for the fundamental vertical frequency
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of SCB [1]. In 2019, Wang reported that the real-time monitoring data collected from a long-span
cable-stayed bridge is utilized to demonstrate the feasibility of the improved BDLM-based method.
In particular, the present BDLM-based method allows for probabilistic forecasts, offering substantial
information about the target TIS response, such as mean and confidence interval. Results show that
the improved BDLM is capable of capturing the relationship between temperature and TIS. Compared
to the AR model, multiple linear regression (MLR) model, and BDLM without the AR component,
the improved BDLM shows better forecasting performance in modeling and forecasting the TIS of a
long-span bridge [2]. Such measurement methods have the drawback of large errors and discontinuities.
The ideal health monitoring system should accurately reflect the change in grassroot structure under
the influence of factors such as temperature, humidity, and other environmental factors, installation
and deployment methods, and the sensor’s own error, and establish an effective health assessment and
prediction model. For example, Mao proposed according to one-year continuous monitoring of strain
data recorded by the structural health monitoring system of the Sutong cable-stayed bridge, the lifetime
fatigue reliability of three welded details of the orthotropic steel deck was investigated, detailed
analysis of the separated components of the raw strain data was first conducted, and included the
slow-varying trend and the dynamic component. The strain dynamic component was mainly induced
by the local vehicle axle loads. Rainflow counting was used to obtain the stress range histograms, which
were then used to calculate the equivalent stress range according to the lognormal-fitting method.
Finally, a time-dependent fatigue reliability evaluation of the described three welded details was
conducted using one-year monitoring strain data. Results showed that the fatigue performance of
the two welded details, RTDD and DTD, remained satisfactory after 100 years of operation because
the failure probabilities were both lower than 10−5. The designed cutout of the diaphragm was
applied to the RTD weld at the welded connection between the U rib and diaphragm. This cutout
was validated as a means to help achieve better fatigue resistance for the RTD weld [3]. For bridge
strain monitoring sensors, most experimental procedures use resistive strain gauges, vibrating wire
strain gauges, fiber grating strain gauges, etc. Although the development of fiber grating technology
in recent years has led to a new round of equipment upgrades for structural monitoring methods,
vibrating wire strain gauges are most widely used in stage bridge health monitoring systems.
In recent years, studies on the heat of vibrating wire sensors at home and abroad have continued
unabated, and domestic and foreign experts and scholars have conducted a lot of research to improve
the sensor performance. The research on sensors is gradually extended towards high precision, large
scale, small volume, and multiple applications. During the improvement in the performance of the
sensor, higher requirements are also imposed on the measurement accuracy. To improve accuracy,
in 2010, He proposed a low-voltage excitation with the feedback method. By pre-excitations, the
vibration frequency of the sensor can be used as the output of the driver. The feedback signal
frequency is very close to the real frequency of the sensor, so the wire can reach resonance state
quickly. The optimal excitation strategy was verified by the new designed detection circuit. The
data perform as short-time excitations with large resonance amplitude, therefore the anti-interference
ability got enhanced at lower cost of signal processing circuit, finally increasing the measurement
time and improving the accuracy of measured frequency [4]. In 2010, Wen proposed a method for
the frequency measurement of vibrating wire sensors with LM3S6965 as the control core. An equal
precision measurement was used to effectively improve the measurement accuracy of the system [5].
In 2016, Tian et al. proposed a design method of nonlinear compensation that is provided for the
nonlinear relation between the measured force and the frequency of vibrating wire sensor. Data
density is increased by interpolation based on the principle of cubic spline interpolation. The F-f
curve of vibrating wire sensor is fitted and revised by MATLAB based on the least-square method,
more accurately the smooth curve according to engineering practice is obtained and a reasonable
conclusion is obtained. Experiments show that the method achieves the accurate fitting to the F-f
curve of vibrating wire sensor with the limited data. The F-f function of vibrating wire sensor which
is long buried can be rapidly determined by this procedure [6]. In 2017, Chen et al. proposed an
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adaptive vibration measurement method based on fast Fourier transform, which uses digital Fourier
filtering to automatically filter noise interference and then uses Quinn algorithm for high-precision
frequency calculation. Based on the STM32 processor platform, the method was used in vibrating a
wire sensor frequency measurement system. The test results show that the relative error of system
frequency measurement is less than 0.01% in the case of no noise interference; in the case of severe
white noise interference (signal to noise ratio is −20 dB), the system’s frequency measurement relative
error is less than 0.3%. Compared to other frequency measurement methods, it was found that the
method has better noise suppression and frequency measurement accuracy [7]. In terms of static
metrology and calibration, the experiment proved that a vibrating wire strain gauge can be widely
used in the field of geotechnical engineering, and the accuracy requirement for variable measurement
is relatively low. However, in the application of traffic engineering, the measurement accuracy is
correspondingly improved, accompanied by the needs of metrology and calibration. Many scholars
used a strain sensor calibration device consisting of a calibration frame and digital display to calibrate
certain metering characteristics of strain gauge. For example, in 2009, Xu invented a vibrating wire
strain sensor calibration device that uses a dial gauge as a gauge for deformation, with a deformation
range of up to 3 mm and a strain measurement resolution of about 0.1%. The results show that the
strain in the middle of the sensitive grid of strain gauge is the largest and gradually decreases to zero
at both ends when measuring. The force has no effect on the sensitive gate base layer and bonding
layer at both ends and there is a strain transition zone between the base layer and the sensitive gate,
the bonding layer, and the base layer. The longer the horizontal width of bonding layer is the thinner
the thickness and the larger the shear modulus will be, and the strain transfer will be more efficient if
the active zone of the sensitive grid is longer [8]. In 2011, Zhang et al. designed a vibrating wire strain
sensor calibration device. They used a grating scale as the measuring standard for deformation. The
maximum calibration distance was 300 mm, and the measurement resolution was 2 μm. The degree is
about 0.2% [9]. In 2016, Mai et al. invented a vibrating wire strain gauge calibration device. A dial
gauge was used as the measurement standard for deformation amount, so that the resolution was 0.01
mm [10]. During engineering application, many in-depth studies have been conducted on the dynamic
calibration of strain gauges. In 2016, Bai et al. affixed FBG sensors on standard beams. Loads were
applied to the standard beams to deform them, and the beams were measured. The surface strain was
used to calibrate the sensitivity coefficient of FBG strain gauge, and the measured strain range could be
analyzed up to 2000 με [11]. In 2017, Zhang proposed a method for the indirect calibration of fiber
grating strain sensors using a fiber grating temperature sensor. The lossless calibration of strain sensors
was achieved [12]. During the detection, monitoring, and metering of vibrating wire strain gauges,
the temperature deformation caused by temperature changes has been the research direction of many
scientists. Chen et al. monitored data in engineering applications based on the working principle of
vibrating wire strain gauges. The relationship between temperature and strain was analyzed using the
relevant data of bridge strain monitoring, and the relationship between temperature influence and
strain of the string itself and the temperature field of structural section was evaluated [13]. Bai et al.
analyzed that when the temperature changes significantly, a variety of mathematical models were
used to fit and calibrate the monitoring data, eliminating the temperature drift of strain gauge, and the
experimental results reflect the original characteristics of deformation [14]. Agostiono investigation
of the sensing features of the long-period fiber gratings (LPGs) fabricated in hollow core photonic
crystal fibers (HC-PCFs) by the pressure assisted electric arc discharge (EAD) technique. In particular,
the characterization of the LPG in terms of shift in resonant wavelengths and changes in attenuation
band depth to the environmental parameters: Strain, temperature, curvature, refractive index, and
pressure is presented. Results show that LPGs in HC-PCFs represent a novel high performance
sensing platform for measurements of different physical parameters including strain, temperature and,
especially, for measurements of environmental pressure. The pressure sensitivity enhancement is about
four times greater if comparing LPGs in HC and standard fibers. Moreover, differently from LPGs in
standard fibers, these LPGs realized in innovative fibers, i.e., the HC-PCFs, are not sensitive to the
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surrounding refractive index. During the online calibration study of strain sensors [15], offline removal
and reinstallation of sensing elements pose a risk to the continuity and consistency of monitoring
data. At present, the load test method is mainly used, but the load test method cannot eliminate the
instability of structure such as the stiffness and strength of the structure itself [16,17]. Therefore, a
more effective method at this stage is to install a traceable high-frequency dynamic monitoring sensor
in parallel to the sensor to perform parallel measurement, thus achieving the online calibration of a
long-term monitoring sensor. At present stage, the measurement calibration of the strain sensor system
in various industries only adopts static calibration before installation or carries out a static and dynamic
load test for calibration, and does not carry out online calibration during use. The static calibration
cannot determine the influence of the error and noise, temperature change, and prestress effect on the
strain value. Static and dynamic load tests cost a lot of manpower and materials, and cannot provide
reference for sensor calibration under complicated passive excitation. In the online calibration research
of strain sensors, because the offline disassembly and reinstallation of the sensing elements pose a risk
to the continuity and consistency of the monitoring data, the load test method is mainly used at this
stage, but the load test cannot eliminate the rigidity and strength of the structure itself.
In the research process, we carried out a number of relevant tests. For example, the calibration of
fixed excitation by a simply supported beam model is shown in Figure 1. The strain correlation test of
a small simply supported beam at constant temperature in a high and low temperature box is shown
in Figure 2. Fatigue test verification is shown in Figure 3. In order to further verify the test, a test was
carried out on Jiujiang Bridge to verify Figure 4. Most of the above studies adopted common source
excitation schemes, mainly to verify the calibration of the strain monitoring system under common
source excitation by parallel measurement methods, which provided important verification support for
the coupling relationship between temperature, prestress, and strain output in the online calibration of
dynamic strain measurement in this study.
 
Figure 1. Schematic diagram of simply supported beam test model.
 
(A) (B) 
Figure 2. High and low temperature dynamic strain test. (A)Test equipment, (B) Assembly drawing of
experiment beam.
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Figure 3. Verified by fatigue tests on bridge model.
  
(A) (B) 
Figure 4. Test verification of Jiujiang Bridge. (A) Jiujiang Bridge, (B) Test process.
During this study, two vibrating wire strain gauges with the same working principle were
measured using the parallel method at similar positions. The feasibility of a parallel measurement
scheme was verified [18]. Under the condition of different prestresses, this experiment studied the
influencing relationship of temperature corresponding variable [19,20]. We focused on researching the
influence of temperature and prestress effect on sensors by analyzing differences of their measurement
results in a specified situation. The measurement repetitiveness was analyzed using the meteorology
knowledge of single sensor data, and then the reliability and stability of a dynamic vibrating wire
strain gauge were verified in the experiment. The relevant measurement performance of a dynamic
vibrating wire strain gauge was demonstrated.
2. Working Principle of Vibrating Wire Strain Gauge
A vibrating wire sensor is tested by steel string vibration. An experiment is conducted to
characterize the force according to the variation in vibration frequency. In an actual output frequency
signal, there is no strain gauge; it must be field calibration, signal drift, long distance transmission,
and long time. The problem of poor durability was used, and the robustness was good [21]. This
experiment solves the shortcoming of unstable strain gauges for a long time, and this product can be
widely used in bridge monitoring.
A vibrating wire sensor has good measurement characteristics; it can achieve nonlinear
characteristics of less than 0.1%, sensitivity of 0.05%, and less than 0.1%/10 ◦C temperature error.
After the strain gauge is manufactured, its steel string has a certain initial tensile force T0 and
thus has an initial frequency F0. When the strain gauge is installed, the tensile force of vibrating wire
changes with deformation, and the strain can be measured by the tensile force change of vibrating wire.
Set the tension of the vibrating wire to T and the natural frequency to f . The relationship between
tension and frequency can be expressed as Equation (1):
T = K f 2 (1)
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where K is related to the length of string, and the mass per unit length can be expressed using
Equation (2):
ΔT = T − T0 = K( f 2 − f 20 ) (2)
Assuming that the strain increment of strain gauge can be set to the strain increment of vibrating
wire, Equation (3) can be derived as follows:








( f 2 − f 20 ) = kh( f 2 − f 20 ) (4)
A mathematical model of the vibrating wire sensor can be expressed using Equations (5) and (6)
as follows:
F = K( f 2 − f 20 ) (5)
F = A( f 2 − f 20 ) + B( f − f0) (6)
When the length is such that the fine string of mass m is subjected to tension F (Figure 5), the natural





















f = ϕ(F) (9)
Figure 5. Working principle diagram of vibrating wire strain gauge.







After differentiation, Equations (11) and (12) can be deduced as follows:
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The material coefficient can be calculated using Equation (13):⎧⎪⎪⎨⎪⎪⎩ K = 14l2 Eρv = ES4l2ρε = Δll (13)
The above formula shows that sensitivity k is directly proportional to material coefficient K and
inversely proportional to the vibration frequency of string.
After many experiments, the initial frequency is f0 when the measured tension is F0, and the
vibration frequency is f1 when the measured tension is F1 = f0 + f . The nonlinear error of vibrating
























1 + εF = f0 (1 + εF)
1
2 (14)








ε3F − · · ·) (15)
At that time F2 = F0 − ΔF, leading to Equation (16):
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The above formula shows that the larger εF, the larger δm. At the same time, the ambient
temperature mainly influences the frequency stability. The bulk density ρv and Δl caused by F do not












When the ambient temperature changes, the vibrating wire strain gauge material and the measured
structural material have different linear expansion coefficients, and the sensor is subjected to additional
stretching or compression. The additional strain can be expressed as Equation (19):
εT = (α−β) • ΔT (19)
where:
εT: Additional strain caused by temperature effect;
α: Linear expansion coefficient (◦C−1) of the structural material to be tested;
B: The coefficient of linear expansion (◦C−1) of a steel string of a vibrating wire strain gauge;
ΔT: Temperature change amount.
In actual application, the vibrating wire strain sensing system generally adopts software
compensation. After the thermistor is set to collect the working environment temperature in the
electromagnetic coil, the optimized temperature compensation algorithm is combined with the software
to compensate in the demodulation instrument. The temperature strain compensation of the vibrating
wire strain gauge mostly utilizes the two-dimensional regression method, polynomial fitting method,
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and neural network method. After the test results of the vibrating wire strain gauge are linearly fitted,
the strain calculation method can be expressed as Equation (20):
ε = a× ( f 4i − f 40 ) + b( f 2i − f 20 ) + kT(Ti − T0) (20)
where:
ε: The dependent variable of the current time relative to the initial position (10−6);
k: The steel string strain gauge minimum reading 10−6/(kHz2);
f 2i : The Steel string strain gauge current output modulus kHz
2;
f 20 : The Steel string strain gauge initial output frequency modulus kHz
2;
kT: The steel string strain gauge temperature correction factor 10−6 ◦C;
Ti: The steel string strain gauge current time temperature value (◦C);
T0: Temperature value when measuring f0 (◦C).
When using polynomial fitting, the coefficients a and b were calculated using the least squares
fitting method, and the strain calculation method for integrating temperature changes is shown in
Equation (21):
ε = a× ( f 4i − f 40 ) + b( f 2i − f 20 ) + kT(Ti − T0) (21)
The abovementioned various theoretical calculation methods and vibrating wire strain gauge
measurement characteristics can better measure the strain, eliminate the strain generated by
environmental influence, more accurately understand the mechanical strain of structure, and analyze
the stress state of structural facility.
3. Test Plan
Two sensors were installed in parallel on the 45th steel tooling for free acquisition at the same
frequency. The device (Figure 6) shows the material properties of No. 45 steel (Table 1). The acquisition
device is equipped with a high-frequency dynamic acquisition device, which is a dynamic vibrating
wire automatic acquisition system. This system uses a nonsweeping technology scheme to prevent the
steel string vibration from attenuating, and an embedded mirror oscillation circuit to ensure excitation
frequency. By matching the phase and true motion of steel cord and simultaneously detecting the
resonant frequency of steel string through several waveform periods, noise immunity and resolution
of measurement have largely improved compared with the flat-domain periodic averaging method.
Figure 6. Caption for figure schematic diagram of the test fixture.
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Table 1. Forty-five steel material characteristics.
Content Value and Unit
Density 7.85 g/cm3
Modulus of elasticity 210 GPa
Poisson ratio 0.269
Tensile strength 600 MPa
Yield strength 355 MPa
Elongation 16%
Section shrinkage 40%
Impact work 39 J
The measurement module used the patented 8,671,758 products, and the dynamic measurement
rate is 20 to 333 Hz. At the same time of dynamic measurement, the module also performs auxiliary
measurement, performs static measurement at 1 Hz, provides finer measurement resolution, and better
anti-interference to external noise source performance. The thermistor input signal of each vibrating
string acquisition channel was measured at a high resolution of 24 bits at 1 Hz. The performance of
thermistor parameters is shown in Table 2. The excitation module has a resolution of 26 mV and a
dynamic measurement rate of 20, 50, 100, 200, and 333.33 bHz. The range of sensor resonance frequency
is shown in Table 3. The measurement frequency accuracy is ± (0.005% reading + measurement
resolution). The noise level corresponding to the measurement resolution b at different sampling rates
is shown in Tables 2–4.
Table 2. Thermistor performance parameters.
Content Value and Unit
Half bridge arm 0.1% accurate resistance is 4.99 KΩ
Excitation voltage 1.5 V
Resolution 0.002 Ω RMS @ 5 KΩ thermistor
Accuracy (−55–85 ◦C) 0.15% of reading
Measurement rate 1 Hz
Table 3. Range of sensor resonance frequencies.






Table 4. Measurement resolution b (typical value for a 2.5 kHz resonant frequency sensor).







In the measurement, both steel plate and strain gauge will produce different deformations due
to temperature changes. To minimize the acquisition error, a correlation curve between temperature
and strain was analyzed. During the test, welding was used. To solder the two sensor holders on the
tooling and for better verification, the effect of temperature response, and correlation, when collecting
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the zero point, one sensor was set to the free state, one sensor passed the fixture. The force was applied
such that the sensor zero point acquisition and the first sensor’s zero point acquisition strain difference
is about 140 με.
4. Analysis of Test Data
The relationship between temperature and strain measurement shows that the strain changes
correspondingly when the temperature changes. The strain reversely sways as the temperature
changes. We got a good corresponding relationship. The temperature and strain data collected
using the two sensors A and B were compared, and the correlation between the two data was
analyzed. During the analysis, there are usually two ways of correlation: Autocorrelation and
cross-correlation. The autocorrelation function is known as the autocorrelation equation and used to
describe the correlation between the correlation functions of related data at different times as shown in
Equation (22):
R f (τ) = f (τ) ∗ f ∗(−τ) =
∫ ∞
−∞
f (t + τ) f ∗(t)dt =
∫ ∞
−∞
f (t) f ∗(t− τ)dt (22)
At the same time, cross-correlation or cross-covariance were also used to represent a measure of
similarity between two signals. Cross-correlation mainly analyzes the degree of correlation between
two time series. Cross-correlation is essentially similar to the convolution of two functions. For discrete
functions fi and gi, it can be defined as Equation (23):
( f ∗ g)i ≡
∑
j
f ∗j gi+ j (23)
If the continuous signal is set to two sets of f (x) and g(x), then the cross-correlation is defined as
Equation (24):
( f ∗ g)(x) ≡
∫
f ∗(t)g(x + t)dt (24)
During this test analysis, the data collected using the two sensors A and B were compared, and the
correlation between the two sets of data was analyzed. Their similarities were derived to verify the
accuracy and reliability of dynamic acquisition of data obtained using sensors A and B. The correlation
coefficient between the temperature data of sensors A and B was calculated to be 0.9983, and the
correlation degree is highly correlated. The correlation coefficient between the strain data of sensors
A and B is 0.9895, and the correlation degree is highly correlated. Cross-calculation can be obtained.
The correlation between temperature and strain of sensor A is −0.6683, and the correlation between
temperature and strain of sensor B is −0.5573. The experimental results show that the values are
significantly correlated (Figure 7).
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(A) Temperature change of 0.2 °C 
 
(B) Temperature change of 0.6 °C 
 
(C) Temperature change of 1.8 °C 
Figure 7. Free state strain values of strain sensors A and B in a temperature change of 0.2, 0.6, and
1.8 ◦C.
During the test, to better use the knowledge of metrology to analyze the dynamic RMS change
output, verify the reliability of linear relationship between temperature and strain monitoring,
and repeat the calculation of temperature measurement and strain measurement, the experiment
measured the comprehensive reflection of various random influencing factors, including the instability
of tooling materials used, random error caused by the laying process, instability of sensing instrument,
environmental conditions, and other factors, as well as the actual measured randomness. The measured
object also affects the dispersion of measured values, especially when the random variation in
the measured object during the bridge monitoring process is large. Therefore, the dispersion of
experimentally measured values is typically slightly greater than the dispersion introduced by the
sensor static calibration standard itself. To be less affected by outliers, all the deformations and the
corresponding temperature were measured. During the calculation of repeatability of the experiment,
the arithmetic mean value of measured value should be calculated first, and the calculation formula
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where:
Fi—The strain measurement indication of the i-th measurement, με;
n—The number of measurements.
The measurement repeatability can be quantitatively expressed using the experimental standard
deviation Sr(y), and the calculation formula can be expressed as Equation (26):
Sr (y) =
√∑n




Fi—The measured strain measured at the i-th measurement, με;
F—The arithmetic mean of indications of strain measurement, με;
n—number of measurements.
Using the above formula, under the synchronous acquisition test conditions, sensors A and B
were repetitively used for the temperature and strain measurements, respectively. The repeatability
of sensor A strain indication is 0.16071, and the temperature measurement repeatability is 0.09971.
The repeatability of strain measurement of sensor B is 0.11743, and the repeatability of temperature
measurement is 0.08209. The repeatability shows that the stability of sensor B is better, and the
experiment can be performed under the condition that the initial state of sensor is small. The measured
values are more stable and more clearly characterized by the corresponding relationship between
temperature and strain.
At the same time, the relationship between strain and temperature was analyzed during a
temperature variation of 0.2, 0.6, and 1.8 ◦C. Figures 4–6 show that the correlation did not change with
the change in temperature. A stable negative correlation curve relationship was maintained. Among
them, sensor A has a relatively weak induction of temperature and deformation under the prestrain
of 140 με, which can be characterized as shown in the figure. In the absence of external excitation,
the change in experimental numerical temperature is less than the perception of sensor B. At the same
time, the corresponding strain produces a small change in the output. Sensor A temperature and the
strain relationship map shows that in the free state of acquisition device, the experimental temperature
will also have a corresponding change during small changes. However, both sensors A and B can
consistently respond to the corresponding output temperature and strain signals (Figure 8).
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(A) Strain-temperature relationship at 0.2 °C 
(B) Strain-temperature relationship at 0.6 °C. 
(C) Strain-temperature relationship at 1.8 °C. 
Figure 8. Strain-temperature relationship between 0.2, 0.6, and 1.8 ◦C intervals for strain gauges A
and B.
After calculating different temperature changes, the experimental values show the correlation
between strain and temperature. By analyzing the strain-temperature correlation function, it can be
found that the temperature change is less than that of sensor B when there is no external excitation.
At the same time, the change in output corresponding to the strain is small. In different temperature
variation ranges, the experimental data were used to analyze the relationship between the temperature
and strain of sensor A. It was observed that the acquisition device is in a free state, and the temperature
is small. The effect of corresponding change will be produced. According to statistical analysis, the
strain-temperature correlation can be expressed as Δμε = ΔT + 510, and the strain measurement
result has a negative correlation with the temperature change. From the relationship between the
temperature and corresponding strain curves of sensor B in the free state, it can be observed that the
strain-temperature correlation can be expressed as Δμε = ΔT in the state where sensor B is more free
under the same conditions as sensor A. Δμε = ΔT + 367; the strain measurement results have a stable
negative correlation with temperature change. During data acquisition, it was found that strain gauge
A is larger at the same temperature due to prestressing, the strain output is larger than the output of
sensor B, and the correlation between temperature, peak, and valley is more prominent. It was assumed
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that 0.2 is a one-fold change in temperature. During the three-fold change and nine-fold change, the
steady-state strain curve is stable, and the correlation function is not fluctuating. However, in the state
where the prestrain of sensor A is 140 με, the induction of temperature and deformation is relatively
weak, and the difference is about 3–6 με, which is about 2–5% of the prestress, as shown in Figures 7
and 8. In the later test, more theoretical and experimental verifications are needed. Combined with the
artificial intelligence model training method, the expansion effect caused by the material itself after
the vibration of vibrating string was analyzed, and the environmental impact error was maximized.
The tooling surface was optimized for temperature conductivity. Since this test is the calibration test for
the maximum fitting, instrumentation error, etc., the welding process was used, so that the above effects
can be neglected. At the same time, referring to Table 4, the noise of the device is 9.775 × 10−9 με, which
can be ignored. Through comprehensive evaluation, it was found that the method of synchronously
collecting sensors at similar positions can achieve the online comparison of the corresponding variable
measuring sensors. The later test can be calibrated by high-frequency dynamic acquisition to calibrate
the low-frequency acquisition and combined with the relevant optimization algorithm for calculation.
The maximum optimization restores the original deformation magnitude, and at the same time reduces
the instability of constitutive performance parameters such as the stiffness and strength of structure.
The experimental results show the calibration of the corresponding variable monitoring sensor.
5. Conclusions
In engineering, the strain test method is usually used to determine the actual stress state of structure
and monitor the structural deformation increment, and the structural strain test is an important method
to solve the structural strength problem. During strain detection and monitoring, the calibration of
strain gauge plays a significant role in the accuracy of data. To ensure the accuracy of traceability of
magnitude, we should study the corresponding relationship between the temperature and strain of
strain gauge and the online calibration test method, which is important for the online metrological
traceability system of strain monitoring sensor. We focused on researching the influence of temperature
and prestress effect on sensors by analyzing differences of their measurement results in specified
situation. In this study, a dynamic vibrating wire measurement module was used to dynamically
collect the temperature and strain of two vibrating wire sensors in the free state, and the correlation
between temperature and strain was analyzed. The correlation coefficient between the temperature
data of sensors A and B were statistically analyzed. The degree of relevance 0.9983 is highly correlated.
The experimental results show that the correlation coefficient between the strain data of sensors A
and B is 0.9895, and the correlation degree is highly correlated. After cross-calculation, a significant
correlation was observed between temperature and strain indications. An experiment was carried out
to analyze the measurement repeatability by using the knowledge of metrology. After analysis, it was
found that the repeatability of temperature and strain values is within 0.2, and the consistency between
the measured results of the same measurement is good. At the same time, the relationship between
strain and temperature in different temperature variation intervals was analyzed. It was found that
the temperature change has a small effect on the strain in the prestressed state, but the relationship
between temperature and strain is relatively stable. Finally, the experiment verified the feasibility of
parallel measurement scheme corresponding to the online calibration of variable monitoring sensor
and analyzed the effect of temperature corresponding to the variable measurement under different
prestress conditions, providing theoretical and experimental verification support for establishing an
online metrological verification standard. This study can also better confirm the accuracy of bridge
health monitoring data, effectively reduce the monitoring error caused by temperature drift, effectively
eliminate the impact of environmental load, and better feedback the essential deformation of bridge
structure. Considering the reliability risk of sensors after a long-time work period, such as signal drift,
the approach proposed in this paper can be used as a substitute to such strain monitoring system in
order to determine whether these sensors should be replaced. We expect our approach to be expandable
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to various applications. It can provide important support for the effective monitoring data extraction
of the bridge health monitoring system.
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Abstract: This paper presents the investigation of the root causes of the fast degradation of a railway
crossing. The dynamic performance of the crossing was assessed using the sensor-based crossing
instrumentation, and the measurement results were verified using the multi-body system (MBS)
vehicle-crossing model. Together with the field inspections, the measurement and simulation results
indicate that the fast crossing degradation was caused by the high wheel-rail impact forces related
to the hunting motion of the passing trains. Additionally, it was shown that the train hunting was
activated by the track geometry misalignment in front of the crossing. The obtained results have
not only explained the extreme values in the measured responses, but also shown that crossing
degradation is not always caused by the problems in the crossing itself, but can also be caused
by problems in the adjacent track structures. The findings of this study were implemented in
the condition monitoring system for railway crossings, using which timely and correctly aimed
maintenance actions can be performed.
Keywords: railway crossing; wheel-rail impact; train hunting; numerical verification; railway
track maintenance
1. Introduction
In the railway track system, turnouts (switches and crossings) are essential components that allow
trains to pass from one track to another. A standard railway turnout is composed of three main parts:
switch panel, closure panel, and crossing panel, as shown in Figure 1. In a railway turnout, the crossing
panel is featured to provide the flexibility for trains to pass in different routes.
 
Figure 1. Standard left-hand railway turnout and the definition of the passing routes.
For rigid crossings that are commonly used in conventional railway lines, the gap between the
wing rail and the nose rail usually results in high wheel-rail impacts in the transition region where the
wheel load transits from the wing rail to the nose rail (vice versa, Figure 2), which makes the crossing a
vulnerable spot in the railway track. In the case of crossings that are mainly used for the through route
traffic (e.g., crossings in the crossover), there is no specific speed limit [1] and trains can pass through
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the crossings with a high velocity of up to 140 km/h. The high train velocity makes the wheel-rail
impact more serious. In the Dutch railway system, around 100 crossings are urgently replaced every
year [2] due to unexpected fatal defects, which not only result in substantial maintenance efforts, but
also lead to traffic disruption and can even affect traffic safety.
 
Figure 2. Wheel-rail interaction in the railway crossing for through route traffic.
In contrast to a switch panel, wherein sensors are instrumented for condition monitoring [3,4]
and remaining useful life prediction [5], monitoring in a crossing panel is usually absent. As a result,
the real-time information on the condition of railway crossings is limited. The present maintenance
activities are mainly reactive and based on the experience of the contractors. In this case, the root causes
of the crossing degradation are not always resolved by the maintenance actions, and the crossings
are likely to be operated in a degraded condition. To improve this situation, necessary guidance for
maintenance actions is highly required.
Proper crossing maintenance usually relies on condition assessment and degradation detection,
which can be realized through field monitoring. In recent years, condition monitoring techniques have
been frequently applied in the railway industry. Aside from the above-mentioned instrumentation
on the turnout switches, vehicle-based monitoring systems have been applied in track stiffness
measurement [6] and estimation [7], track alignment estimation [8], hanging sleepers detection [9],
and track fault detection [10], etc. Compared with the normal track, the current studies on railway
crossings are mainly based on numerical simulation. Typical contributions include wheel-rail interaction
analysis [11–21], damage analysis [16,17,22,23], and prediction [18,24,25] as well as crossing geometry
and track stiffness optimization for better dynamic performance [16,26]. Field measurements are
mainly used for the validation of numerical models. The monitoring of railway crossings for condition
assessment and degraded component detection is still limited.
In the previous study, key indicators for the crossing condition assessment based on the field
measurement were proposed [27,28]. Additionally, a numerical vehicle-crossing model was developed
using a multi-body system (MBS) method to provide the fundamental basis for the condition
indicators [29]. In this study, the condition indicators, as well as the MBS model, were applied
in the condition monitoring of a fast degraded railway crossing. The main goals of this study were
to investigate the root causes of the crossing degradation as well as to assess the effectiveness of the
current maintenance actions.
Based on the objectives, this paper is presented in the following order. The experimental and
numerical tools, including the crossing condition indicators, are briefly introduced in Section 2.
The measurement results and the crossing degradation analysis as well as the effectiveness of the
current maintenance actions are presented in Sections 3 and 4. Based on the measurement results and
field inspections, the root causes for the fast crossing degradation were investigated with the assistance
of the MBS model, as presented in Section 5. In Section 6, the verification of the effectiveness of the
maintenance actions is given. Finally, in Section 7, major conclusions are provided.
2. Methodology
In this section, the experimental tools for the crossing condition monitoring, as well as the
indicators for the crossing condition assessment, are briefly introduced. The MBS vehicle-crossing
model for the verification of the experimental findings is also presented.
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2.1. Experimental Tools
The experimental tools mainly consisted of the in-site instrumentation system modified from
ESAH-M (Elektronische System Analyse Herzstückbereich-Mobil) and the video gauge system (VGS)
for wayside monitoring, as briefly described below. Both tools have already been introduced and
actively applied in previous studies. Detailed information regarding the installation and data processing
can be found in [27,30].
2.1.1. Crossing Instrumentation
The main components of the crossing instrumentation are an accelerometer attached to the crossing
nose rail for 3-D acceleration measurement, a pair of inductive sensors attached in the closure panel for
train detection as well as train velocity calculation, and the main unit for data collection. An overview
of the instrumented crossing is shown in Figure 3.
 
Figure 3. Crossing instrumentation based on ESAH-M.
The main outputs of the crossing instrumentation were the dynamic responses of the crossing nose,
including the wheel-rail impact accelerations and locations, etc. All these responses were calculated
within the transition region, which can be obtained through field inspection [29]. Based on these
measured responses and the correlation analysis between the responses [28], two critical condition
indicators related to the wheel impact and fatigue area, respectively, were proposed.
The wheel impact is reflected by the vertical accelerations, which were obtained from the crossing
and processed through statistical analysis. This indicator is mainly based on the magnitude of the
impacts due to each passing wheel (Figure 4a), and the changes in time indicate the different condition
stages of the crossing (Figure 4b).
 
Figure 4. Indicator for the wheel impact. (a) Procedure for the obtainment of wheel impacts. (b) Example
of the variation of the wheel impacts in different condition stages.
The fatigue area is defined as the region where the majority of wheel impacts are located on
the crossing, and where ultimately the crack initiates (Figure 5a). In practice, the fatigue area can
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be simplified as the confidence interval of [a − σ, a + σ], where a is the mean value of the wheel-rail
impact locations, and σ is the standard deviation. The location and size of the fatigue area are critical
values for the assessment of crossing wear and plastic deformation. A wide fatigue area usually
represents well-maintained rail geometry. As demonstrated in Figure 5b, when the crossing condition
was degraded from “Worn” to “Damaged”, the fatigue area was dramatically narrowed and shifted
further from the theoretical point (TP) of the crossing. More information about the fatigue area can be
found in the previous study [27].
 
Figure 5. Demonstration of the crossing fatigue area detection. (a) Definition of the fatigue area.
(b) Example of the fatigue area changes in different crossing condition stages.
2.1.2. Wayside Monitoring System
The VGS for wayside monitoring is a remote measurement device based on digital image
correlation (DIC). It uses high-speed digital cameras to measure the dynamic movements of the selected
targets in the track. The system, set up together with the targets installed on the crossing rail next to the
instrumented accelerometer, is shown in Figure 6a, and the demo of the displacement measurement
is shown in Figure 6b. The main outputs are the vertical displacements of the tracked targets with a
stable sampling frequency of up to 200 Hz.
 
Figure 6. Wayside monitoring. (a) System setup. (b) The screen of displacement measurements.
Due to the limitation of the experimental conditions, the wayside monitoring system is usually set
up close by the side of the track, which will introduce extra noise in the measured displacement results.
To improve the accuracy of the measurement, the noise part needs to be eliminated. The noise mainly
comes from the ground-activated camera vibration, which can be manually activated by hammering
the ground near the camera. The measured camera vibrations in both the time and frequency domains
are given in Figure 7.
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Figure 7. Ground activated camera vibration. (a) Time domain signal. (b) Frequency domain responses.
Despite the differences in the displacement responses in the two monitored crossings, the main
resonance of the camera vibration was around 15–45 Hz. In the previous study [30], the main
components in the displacement signal were elaborated. The train-track components related to
displacement responses are mainly distributed below 10 Hz, which do not overlap with the camera
vibration introduced noise. The noise part due to camera vibration can then be reduced through
low-pass filtering, as shown in Figure 8.
 
Figure 8. Examples of the measured rail vertical displacement.
The magnitude of the dynamic vertical displacement of the rail directly reflects the intensity of
the track movement due to the passing trains. By comparing the measured rail displacement with the
reference level, which can be obtained from numerical simulation using the parameters in the designed
condition, the ballast settlement level of the monitored location can be estimated. The MBS model for
the crossing performance analysis is described later in this section.
2.2. Multi-Body System (MBS) Vehicle-Crossing Model
The numerical model for the crossing performance analysis was developed using the MBS method
VI-Rail (Figure 9a). The rail pads, clips, and ballast were simulated as spring and damping elements
(rail busing and base busing, Figure 9b). In the vehicle model, the car body, bogie frames and the
wheelsets were modeled as rigid bodies with both the primary suspension and secondary suspension
taken into account (Figure 9b). The track model was a straight line with the crossing panel (Figure 9c)
situated in the middle of the track. The rail element for the acceleration and displacement extraction
was the lumped rail mass located 0.3 m from the TP of the crossing (Figure 9d), which is consistent
with the setup of the field measurements (Figures 3 and 6a).
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Figure 9. Multi-body system (MBS) model. (a) Vehicle-track model. (b) Flexible connections in the
model. (c) Crossing profiles. (d) Rail element for acceleration extraction.
The detailed model development, experimental validation, and numerical verification can be
found in the previous study [29]. Corresponding to the condition indicators, the main outputs of the
MBS model are the wheel impact acceleration, transition region and wheel-rail contact forces. Using the
MBS model, the condition of the monitored crossing, as well as the detected track degradations,
can be verified.
3. Field Measurements and Analysis
The monitored crossing was a cast manganese crossing with an angle of 1:9. As part of a crossover,
trains mainly pass the crossing in the facing through route (Figure 2) with a velocity of around
140 km/h. The on-site view of the crossing is shown in Figure 10a. According to the maintenance
record, this crossing was suffering from fast degradation with the service life of only around three
years (18 years on average [2]). At the beginning of the condition monitoring, the damaged crossing
was completely renovated.
 
Figure 10. Overview of the monitored crossing. (a) On-site view. (b) Sketch view.
Figure 10b gives a sketch view of the crossing, including the setup of the monitoring devices and
the layout of the adjacent structures, especially the small bridge in front of the crossing. Considering that
the bridge is located quite close to the monitored crossing, the performance of the crossing might be
affected by the bridge, which will be discussed later.
The measurement results from the crossing instrumentation were based on multiple train passages
in one monitoring day. For the wayside monitoring, one sufficient train passage is enough to estimate
the ballast condition. To maximally reduce the influence of the vehicle-related variables, the selected
results were restricted to the commonly operated VIRM trains with velocities of around 140 km/h.
3.1. Wheel Impacts
Based on the estimated transition regions, the wheel impact accelerations were calculated.
The distribution of the wheel impacts due to multiple wheel passages is shown in Figure 11a.
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The sample size, in this case, was 78 passing wheels. It can be seen that the wheel impacts presented
a bimodal distribution. Around 80% of the wheel impacts were below 50 g, while the remaining
20% of the wheel impacts were extremely high with a mean value of around 350 g. Such a polarized
distribution of impacts indicates the highly unstable wheel-rail interaction in this crossing. It was
demonstrated in a previous study [29] that for this type of railway crossing, the average level of the
wheel impact is around 50 g, meaning that the 20% of high impacts of the monitored crossing are
already more than seven times higher than the average impact level. It can be imagined that such high
impacts will dramatically accelerate the degradation procedure of the crossing.
 
Figure 11. Vertical acceleration responses of the monitored crossings. (a) Distribution based on multiple
train passages in one day. (b) Example of impacts due to one bogie.
An example of the impact acceleration response in the time-domain due to the first bogie of a
VIRM train is shown in Figure 11b. It can be seen that for the two passing wheels from the same bogie,
the impacts can be quite different. The impact due to the front wheel was up to 350 g, while the rear
wheel activated vertical acceleration was only 20 g. It has to be noted that the high impacts were not
always introduced by the front wheel, but appeared to have random occurrences. Such results further
confirmed the instability of wheel-rail interaction at this crossing.
3.2. Fatigue Area
The measured fatigue area of the monitored crossing is presented in Figure 12. It can be seen that
the wheel impacts were widely distributed at 0.22–0.38 m from the TP with the fatigue area size of
0.16 m. According to the previous study [28], the transition region (Figure 2) for this type of crossing
is around 0.15–0.4 m. The fatigue area widely covered 64% of the transition region, which can be
considered to be in line with the expectation of a new crossing profile. Such results further confirmed
that the crossing rail was not worn or deformed.
 
Figure 12. Measured fatigue area of the monitored crossing.
It has to be noted that the fatigue area does not conform to the normal distribution (referring to
the “Worn” stage demonstrated in Figure 5b). Combined with the results of the wheel impacts such a
fatigue area further confirmed the instability of the wheel-rail contact in the monitored crossing.
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In a previous study [27], it was found that the crossing degradation was accompanied by the
increase of wheel-rail impacts and the reduction in the fatigue area. The large number of extremely
high wheel-rail impacts and relatively wide fatigue area clearly indicate the abnormal performance
of the monitored crossing. Finding the root causes of such abnormality is the key to improving the
dynamic performance of the crossing.
3.3. Ballast Settlement
The measured vertical displacement of the crossing rail is presented in Figure 13. It can be
seen that the vertical rail displacement was around 4 mm. The measured displacement result can be
considered to have two main parts: the elastic deformation and the gap between the sleeper and ballast.
Considering that the ballast settlement is the accumulated effect due to multiple wheel passages,
the plastic deformation caused by each passing train can be neglected. Due to the high impacts in the
crossing panel, the ballast is usually settled unevenly, which results in hanging sleepers. Using the
validated MBS model, it was calculated that the rail displacement in the reference condition was
1.4 mm (Figure 13), which only consisted of the elastic deformation part. By comparing these two
results, it could be calculated that the gap between the sleeper and ballast was 2.6 mm, which can be
estimated as the settlement of ballast. It was observed that the rail displacement obtained from the
MBS simulation was much higher than that in a normal track (less than 1 mm [27,31]), which indicates
the vulnerability of the ballast in the railway crossings.
Figure 13. Ballast settlement in the monitored crossing.
In a previous study [27], it was found that track irregularities such as rail joints and turnout
crossings can lead to the fast deterioration of the ballast, and the ballast settlement will in turn
accelerate the degradation procedure of other related track components. In this study, the 2.6 mm
ballast settlement was already higher than those in the previously monitored welded joints (≈1.5 mm)
and movable crossings (≈2 mm), which revealed the seriously deteriorated ballast condition.
It can be concluded that the monitored crossing was suffering from rapidly occurring,
extremely high wheel-rail impacts and severe ballast settlement. For a recently renovated crossing,
such performance is quite abnormal.
4. Effectiveness Analysis of the Maintenance Actions
The constantly occurring extremely high wheel-rail impacts as well as serious ballast
settlement clearly indicate the degraded condition of the crossing. In order to improve such a
situation, various maintenance actions were implemented in this location including ballast tamping,
fastening system renovation, etc. In this section, the effectiveness of the maintenance actions are briefly
discussed, as presented below.
4.1. Ballast Tamping
Considering that the crossing rail was lately renovated with limited wear or plastic deformation,
the severe ballast settlement was suspected to be the main cause for the high wheel-rail impacts.
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Therefore, ballast tamping actions were frequently performed in this location by the local contractor.
However, due to the lack of maintenance facilities, the tamping actions were mainly performed
using the squeezing machine (Figure 14a) without track geometry correction. It can be imagined
that the settled ballast cannot be fully recovered with such tamping action. As shown in Figure 14b,
after tamping, the rail displacement was not dramatically reduced.
 
Figure 14. (a) Squeezing machine used for ballast tamping in the monitored crossing. (b) Measured
rail displacement before and after ballast tamping.
The development of the wheel-rail impacts before and after tamping are presented in Figure 15.
In this figure, each point represents the mean value of the impact accelerations based on multiple
wheel passages in one monitoring day. It was discussed in a previous study [28] that the fluctuation of
the wheel impacts was highly affected by external disturbances such as the weather. Still, it can be
seen that the regression values before and after tamping were both around 100 g.
 
Figure 15. Development of the wheel-rail impacts before and after ballast tamping.
It can be concluded that such frequently implemented ballast tamping had no improvement in
either the ballast condition or the dynamic performance of the monitored crossing. Without figuring out
the root causes for the fast crossing degradation, such ineffective ballast tamping should be suspended.
4.2. Fastening System Renovation
During the monitoring period, the fastening system was found to be degraded with some broken
bolts. Such degradation affected the lateral stability of the track. Therefore, the fastening system,
mainly the bolts in the guard rails and the clips, was renovated, as shown in Figure 16.
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Figure 16. Fastening system renovation. (a) Remove the broken bolts. (b) Reposition the guard rail.
(c) Install new bolts.
The development of the wheel-rail impacts before and after renovation is shown in Figure 17.
The upper figure is the development of the mean value, and the lower figure gives the ratio of different
impact levels in each monitoring day, corresponding to the value in the upper figure.
 
Figure 17. Effect of fastening system renovation on the dynamic performance of the crossing.
It can be seen from Figure 17 that before the renovation, the wheel-rail impact showed a clear
increasing trend with the impact values widely distributed from 0 to 450 g. Such a degradation trend
indicates that maintenance is urgently required due to the defects of the fastening system. After the
renovation, the wheel-rail impacts were dramatically reduced in terms of the mean value and separated
into two distribution modes, which is similar to those shown in Figure 11a. Such improvement is due
to the enhancement in the track integrity. However, the wheel-rail impacts above 300 g were still a
large proportion after maintenance, which means that the sources for such high wheel-rail impacts
were not found.
In practice, ballast tamping is currently one of the few options for contractors to maintain the
track. However, the unimproved crossing performance clearly indicates the ineffectiveness of tamping.
The fastening system renovation was a forced action to repair damaged components. Although the
crossing performance was improved, the extremely high wheel-rail impacts were not reduced, thus
the sources for the fast crossing degradation were not eliminated. To figure out the root causes
for the crossing damage, the track inspection was extended to the bridge in front of the crossing
(Figure 10b). The results for the track inspection, as well as the numerical verification using the MBS
model, are presented in the next section.
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5. Damage Sources Investigation
In this section, the track inspection, including the whole turnout and the adjacent bridge,
is presented. The inspected degradations will be input into the MBS model to verify the influence on the
crossing performance. As a reference, the dynamic responses in the designed condition with no track
degradations were also simulated and compared with those in degraded conditions. The verification
results, followed by the analysis, are also presented.
5.1. Track Inspection
In the field inspection, it was found that the bridge was not well aligned in the track, but deviated
around 15 cm, as shown in Figure 18a. Such deviation introduced a curve into the track, which was
likely to be out of design since no elevation was set up in the outer rail. It can be imagined that the
passing trains could not pass the track along the central line but tended to have wheel flange contact
with the outer rail, which eventually leads to the severe wear in the switch blade (Figure 18b).
 
Figure 18. Track deviation in front of the crossing. (a) Inspected curve introduced by the bridge.
(b) Worn switch rail. (c) Demonstration of the bridge deviation.
The accumulated effect of the track deviation was also reflected in the variated track gauge. It was
shown in the measurement results that the gauge variations along the whole turnout were up to 3 mm,
as presented in Table 1. Considering that the monitored crossing is located quite close to the bridge
(Figure 18c), such track misalignment, including the track deviation in the bridge and track gauge
variation along the turnout, may affect the wheel-rail interaction in the crossing.
Table 1. Track gauge measurement results in the critical sections along the turnout.
 
Location A B C D E F G
Deviation (mm) +2 +3 −2 −2 +2 +3 0
5.2. Numerical Verification and Analysis
In order to verify the effect of the track lateral misalignment on the performance of the crossing,
both the bridge-introduced curve and the track gauge variation were input into the MBS vehicle-crossing
model (Figure 9). The equivalent track lateral irregularities as the model input are shown in Figure 19.
In the MBS model, the crossing type is the same as the monitored 1:9 crossing with the rail type of
UIC54 E1. The vehicle model is consistent with the recorded VIRM train with the wheel profile of
S1002. The initial track parameters of Dutch railways [32] applied in the model are given in Table 2.
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Figure 19. Equivalent lateral irregularities in the track.
Table 2. Track parameters.





Ballast Vertical & lateral 45 32
With the track misalignment taken into account, the crossing condition was considered as degraded.
The simulation results of both wheels in the bogie, including the wheel impact accelerations and
transition regions, were compared with the results in the designed condition [29], as shown in Figure 20.
 
Figure 20. Vertical impact acceleration responses and transition regions. (a) Front wheel. (b) Rear wheel.
It can be seen from Figure 20a that with the lateral irregularity taken into account, the impact
of the front wheel was dramatically increased to 247 g, which was 4 times higher than the reference
value (around 62 g) in the designed condition. While for the rear wheel from the same bogie, the
impact was 48 g, which was even lower than the reference value. Despite the slight difference in
the absolute values, the simulation results were consistent with the measurement results (Figure 11).
Meanwhile, the transition region of the front wheel was 0.176–0.182 m from the TP with a size of only
0.006 m. Compared with the reference level (0.196–0.217 m with a size of 0.031 m, [29]), it was much
narrower and closer to the TP, indicating earlier wheel impact and much sharper wheel load transition
in the crossing. For the rear wheel, although the transition region was located farther from the TP,
the size was almost the same as the reference value.
Such results clearly show that the curve and lateral track misalignment in front of the crossing can
lead to unstable wheel-rail contact in the crossing and sometimes result in extremely high impacts.
Additionally, the front and rear wheels pass through the crossing quite differently, which indicates that
the performance of the rear wheel is not independent, but is affected by the front wheel.
For the wheel-rail contact forces, the tendency was similar to the acceleration responses, as shown
in Figure 21. With the degraded track condition, the maximum contact force of the front wheel in the
degraded condition was 468 kN, which was twice as high as that in the designed condition (235 kN).
While for the rear wheel, the difference between the degraded condition and the designed condition
was limited.
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Figure 21. Vertical wheel-rail contact responses of the facing crossing. (a) Front wheel. (b) Rear wheel.
To understand how the track misalignment affects the wheel-rail interaction in the crossing,
the relationship between the wheel lateral displacements and wheel-rail contact forces were analyzed.
Before that, the wheel lateral displacement in the designed condition is presented in Figure 22. When the
train enters the crossing panel, the variated rail geometry will lead to the lateral movement of the
wheel. The maximum lateral displacement was around 0.7 mm.
 
Figure 22. Wheel lateral displacement in the designed condition.
In the degraded condition with track lateral irregularities, the lateral displacements of the
wheels were dramatically changed, as shown in Figure 23. It can be seen that both the front
wheel and the rear wheel showed activated hunting oscillation before and after passing through the
crossing, but the trajectories were quite different. For the front wheel, the lateral movement was
more intense and ran toward the crossing nose rail near the TP. The maximum lateral displacement
corresponding to the position with the highest contact force was 2.3 mm, which means that compared
with that in the designed condition, the wheel flange was around 1.6 mm closer to the nose rail.
Comparatively speaking, such displacement of the rear wheel was only 0.3 mm. Such results indicate
that the wheel-rail impact was profoundly affected by the movement of the wheel. When the wheel
approaches closer to the crossing nose, the wheel-rail impact is likely to be increased. It can be
concluded that the train hunting activated by the lateral track misalignment in front of the crossing is
the main cause of the extremely high wheel-rail impacts.
The train hunting effect also explains the unstable wheel-rail impacts. For the rear wheel, the lateral
movement was affected not only by the track misalignment but also by the front wheel from the
same bogie. As a result, these two wheels led to quite different wheel trajectories. It can be imagined
that in the real-life situation, there are much more factors that may affect the hunting motion of each
passing wheelset such as the initial position of the wheel when entering the misaligned track section,
the mutual interaction between the adjacent wheelsets, the lateral resistance of the track, and even the
weather condition [28], etc. The combined effect of all these factors ultimately resulted in the polarized
distribution of the impact acceleration responses (Figure 11a).
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Figure 23. Wheel-rail contact forces and wheel lateral displacements. (a) Front wheel. (b) Rear wheel.
5.3. Respective Effect of Lateral Curve or Track Gauge Deviation
It can be noticed that in the previous analysis, the input track misalignment consisted of two parts:
the lateral curve introduced by the bridge and the track gauge deviation. In order to understand the
effect of each part in the wheel-rail interaction, these two parts were further analyzed, and the results
are presented below.
Considering the bridge-introduced lateral curve, the wheel-rail contact forces and the lateral
wheel displacements were calculated, as presented in Figure 24. It can be seen that in the front wheel,
the bridge-introduced curve mainly resulted in the lateral shift of the wheel trajectory due to the
centripetal force. Such a shift was only 0.5 mm near the crossing nose when compared with the designed
condition, and the effect on the wheel impact was limited. For the rear wheel, the combined effect of
the curve and the motion of the front wheel resulted in the lateral deviation of 0.9 mm, which was
quite close to that in the designed condition and had no significant influence on the wheel-rail impact.
 
Figure 24. Wheel-rail contact forces and lateral wheel displacements. (a) Front wheel. (b) Rear wheel.
 
Figure 25. Wheel-rail contact forces and wheel lateral displacements. (a) Front wheel. (b) Rear wheel.
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The effect of the track gauge deviation on the wheel-rail interaction is demonstrated in Figure 25.
Different from the effect of the bridge-introduced curve, the deviated track gauge activated the hunting
motion of the passing wheels. Still, the resulted lateral wheel displacements were not large enough to
amplify the wheel-rail impact. The maximum displacements corresponding to the wheel impacts were
1 mm in the front wheel and 0.4 mm in the rear wheel, respectively.
5.4. Summary
Based on the above analysis, it can be concluded that the extremely high wheel-rail impacts in the
monitored crossing were caused by the hunting oscillation of the passing trains. Such train hunting
was the combined effect of the bridge-introduced curve in front of the crossing and the deviated track
gauge along the turnout. When the maximum wheel lateral displacement reaches a certain level
(e.g., 2.3 mm), the wheel-rail impact will be dramatically amplified.
It has to be noted that although the curve in front of the crossing did not directly activate train
hunting, the activated lateral shift of the passing wheels resulted in the wear in the switch blade
(Figure 18b) and contributed to the track gauge deviation. Therefore, such a curve can be considered
as the root cause of the fast degradation of the monitored crossing. To improve the performance of the
crossing, this curve has to be first eliminated.
In the previous study [28], it was proven that high rail temperature due to the long duration of
sunshine would amplify the existing track geometry deviation in turnout and lead to the increase in
the wheel-rail impacts. The train hunting activated by the track gauge deviation in this study further
confirmed these results.
6. Effect of Maintenance-Related Degradation
According to the measurement results, the monitored crossing also suffered from ballast settlement
and broken clips. In order to better simulate the real-life situation, these track defects were respectively
added to the degraded MBS model developed in Section 5.2. The combined effects were simulated and
analyzed, as presented below.
6.1. Effect of Ballast Settlement
It is shown in Figure 13 that the detected ballast settlement was around 2.6 mm. To simplify the
problem, a vertical irregularity was introduced in the MBS model to simulate the ballast settlement,
as shown in Figure 26. In this irregularity function, the amplitude was 1.3 mm, and the wavelength
was 10 m. The trough of the wave was located 0.3 m from the TP of the crossing, which was consistent
with the instrumented accelerometer and the installed displacement target.
 
Figure 26. Ballast settlement introduced in the MBS model.
With the ballast settlement taken into account in the MBS model, the dynamic performance of
the crossing was simulated. The representative results are shown in Figure 27. It can be seen that the
simulation results were almost the same as those without ballast settlement (Figure 23), despite the
slightly increased impact force of the front wheel (from 468 kN to 487 kN). It can be concluded that the
existence of ballast settlement had a limited influence on the dynamic performance of the crossing.
From another point of view, the ballast settlement was more likely to be the accumulated effect of the
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high wheel-rail impacts. Such results further explain the ineffectiveness of the frequently performed
ballast tamping since ballast settlement is not the main cause of the extremely high wheel-rail impacts.
 
Figure 27. Wheel-rail contact forces and lateral wheel displacements. (a) Front wheel. (b) Rear wheel.
6.2. Influence of Reduced Lateral Support
It is shown in Figure 16 that the defects of the fastening system can increase the instability of the
wheel-rail impact in the crossing. Combined with the maintenance action and the simulation results in
Section 5, it can be inferred that this effect was caused by the reduced lateral track resistance. To verify
this inference in the degraded model (Section 5.2), the input lateral stiffness of the clips in the crossing
panel was reduced from 280 MN/m (Table 2) to 2.8 N/m, and the corresponded damping was reduced
from 580 kN·s/m to 5.8 N·s/m. Based on these inputs, the wheel-rail contact forces and the lateral wheel
displacements were calculated, as presented in Figure 28.
 
Figure 28. Wheel-rail contact forces and lateral wheel displacements. (a) Front wheel. (b) Rear wheel.
Note: Ballast settlement was not taken into account.
It can be seen from Figure 28 that with the reduced lateral stiffness and damping of the clips,
the impacts of both the front wheel and the rear wheel were slightly increased (compared with the
results in Figure 23). Moreover, the hunting motion of wheels in the crossing panel was more intense.
As a result, the lateral deviation of the rear wheel increased from 0.3 mm to 0.8 mm. It can be imagined
that with the impacts of the passing trains, the track alignment will continuously be changing due to
the reduced structural integrity. The changed track alignment will, in return, act on the wheel-rail
interaction and eventually lead to more unstable wheel impacts in the crossing (Figure 17). From this
point of view, renovating the defected fastening system is necessary for a monitored crossing. Enough
track lateral resistance can help to maintain better crossing performance.
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7. Conclusions
In this study, the root cause of the fast degradation of a 1:9 crossing in the Dutch railway system
was investigated. The effectiveness of some typical track maintenance actions was also assessed and
verified. Based on the measurement and simulation results, the following conclusions can be drawn:
• The fast crossing degradation was directly caused by the extremely high wheel-rail impacts,
and the root cause for such high impacts was the hunting of the passing trains that were activated
by the track lateral misalignment in front of the crossing. When the lateral deviation of the passing
wheel exceeds a certain extent (e.g., 2.3 mm), the wheel-rail contact situation will change and
the wheel impacts will be dramatically increased. To improve the current situation, such track
misalignment needs to be eliminated;
• Ballast settlement is likely to be the accumulated effect of the high wheel-rail impacts. The influence
on the crossing performance is somewhat limited. Ballast tamping, especially with only the
squeezing machine, cannot improve the dynamic performance of the crossing. In the case
of not knowing the sources of damage, it is better to take no action, rather than implement
ballast tamping;
• Fastening system renovation helped improved the crossing performance by providing better
lateral support in the track but was not targeted to the fundamental problem. Therefore, such
damage repair action is useful, but not enough for an improvement in the crossing performance.
This study further verified the effectiveness of the previously proposed condition indicators in
the investigation of the damage sources of the crossing. Since the root causes for the fast degradation
were the deviated track in front of the crossing, this means that the degradation detection is not only
restricted to the crossing itself but can also take the adjacent structures into account.
The activated train hunting reasonably explained the instability of wheel-rail interaction in the
crossing, which pointed out a possible direction to maintain the problematic crossings in the Dutch
railway network. As part of the Structural Health Monitoring System for railway crossings developed
in TU Delft, the findings in this study will help improve the current maintenance philosophy from
“failure reactive” to “failure proactive”, and eventually lead to sustainable railway crossings.
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Abstract: This paper presents a correlation analysis of the structural dynamic responses and weather
conditions of a railway crossing. Prior to that, the condition monitoring of the crossing as well as
the indicators for crossing condition assessment are briefly introduced. In the correlation analysis,
strong correlations are found between acceleration responses with irregular contact ratios and the
fatigue area. The correlation results between the dynamic responses and weather variables indicate
the influence of weather on the performance of the crossing, which is verified using a numerical
vehicle-crossing model developed using the multi-body system (MBS) method. The combined
correlation and simulation results also indicate degraded track conditions of the monitored crossing.
In the condition monitoring of railway crossings, the findings of this study can be applied to data
measurement simplification and regression, as well as to assessing the conditions of railway crossings.
Keywords: railway crossing; condition monitoring; condition indicator; correlation analysis; weather
impact; numerical verification
1. Introduction
Railway turnouts are essential components of railway infrastructure and provide the ability for
trains to transfer from one track to the other. In the meantime, a gap between the wing rail and nose
rail in the crossing panel (Figure 1b) introduces a discontinuity in the rail. As a result of trains passing
through, the high wheel–rail impact due to the high train velocity causes this type of crossing to suffer
from severe damage such as cracks (Figure 1c) and spalling (Figure 1d), and the service lives of some
railway turnouts are only 2–3 years. In order to improve the maintenance of the crossing and prolong
service life, it is better to perform maintenance in a predictive way by developing a structural health
monitoring (SHM) system for railway crossings [1].
In order to obtain information on damage detection, localization and condition assessment in SHM
systems, it is important to get insight into the performance of the structures. In recent years, SHM has
drawn increasingly more attention in the railway industry. D. Barke and W.K. Chiu reviewed the major
contributions of condition monitoring in regards to wheels and bearings [2]. Based on digital image
correlations, D. Bowness et al. measured railway track displacement using a high speed camera [3].
The axle box acceleration (ABA) system has been widely applied in the condition monitoring [4] and
damage detection [5,6] of railway tracks. However, most of the contributions of SHM are based mainly
on normal tracks. Z. Wei et al. have applied the ABA system in railway crossing damage detection [7].
However, as a special and vulnerable component in the railway track system, the study on crossings in
terms of condition monitoring are still limited.
In the existing studies, the performance analysis of crossing has been based mainly on numerical
approaches. For instance, finite element (FE) wheel-crossing models have been applied to calculate plastic
deformation and frictional work [8], to simulate the distribution of stresses in the crossing nose [9] and
to predict the fatigue life of a crossing [10]. Also, multi-body system (MBS) vehicle-crossing models
Sensors 2019, 19, 4175; doi:10.3390/s19194175 www.mdpi.com/journal/sensors223
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have been used for general train–track interaction analysis [11], track elasticity analysis [12], crossing
geometry optimization [13–15] and so on. Due to restricted track access, high costs and time consumption,
field measurements have mainly been used for numerical model validation [9,16]. The numerical
models are usually developed according to a certain hypothesis with a focus on specific problems.
However, for damage detection and assessments of crossing conditions, the numerical approach alone is
not enough, and monitoring the conditions of in-service railway crossings is highly necessary.
 
 
(b) (c) (d) 
Figure 1. (a) Standard left-hand railway turnout with a 1:9 crossing (drawn by X. Liu); (b) crossing panel on
site (shot by V.L. Markine); (c) plastic deformation with cracks (shot by X. Liu); (d) spalling (shot by X. Liu).
In real life, the wheel–rail contact in a crossing can be affected by many factors. Some factors are
related to the train track system, such as train type [17], velocity [18], axle load [18,19], wheel–rail
friction [18], crossing geometry [18,19], track alignment [19], track elasticity [12] and so on. Some factors
are related to the crossing environment, such as the contaminants on the rail [19–21] and rail
temperature variation [22,23]. All these factors, especially those introduced by the environment, make
the measurement data noisy and the crossing condition cannot be clearly shown [24]. In order to
properly analyze the measurement data for monitoring the crossing condition, the first step is to figure
out the influence of the above mentioned factors on the performance of the crossing.
In this study, the influence of train track system-related factors is minimized through data selection
and a filtering process. Specifically, train type, velocity and the bogie number are restricted to a certain
scope. In order to estimate the influence level of the external factors (such as the weather condition),
a correlation analysis using Pearson’s correlation coefficient, which is usually applied to quantitatively
evaluate the correlation strength between two variables, is performed. The correlation analysis results
are verified using a vehicle-crossing model developed using the multi-body system (MBS) method.
In this model, the weather changes are modelled according to changes in the properties of the affected
track elements. The correlation between the weather condition and the dynamic responses of the
crossing provides the foundation for long-term measurement data regression, which will be applied
in the crossing degradation assessment procedure. In addition to weather factors, the correlation
strengths between the dynamic responses of the crossing are also analyzed, which can be applied to
provide guidance for the selection and post-processing of the measurement data and to improve the
efficiency of analyzing a large amount of data.
The paper is organized as follows. The condition-monitoring procedure of a railway crossing,
including the crossing instrumentation, is presented in Section 2. The indicators applied for the crossing
condition assessment are briefly introduced in Section 3. The correlation analysis, including the dynamic
responses and weather variables, are given in Section 4. In Section 5, the mechanisms of the weather
effects are analyzed and verified through numerical simulation. Finally, in Section 6, the conclusions
based on the correlation analysis are provided and further applications for the degradation procedure
description of the monitored crossing are discussed.
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2. Railway Crossing Condition Monitoring
In this section, monitoring the condition of a railway crossing is discussed. The crossing
instrumentation and a brief procedure for processing the measurement data are described.
2.1. Crossing Instrumentation
The monitored crossing in this study is a cast manganese steel crossing with an angle of 1:9, which
is the most commonly used crossing for Dutch railway tracks (more than 60% [25]). As part of a double
crossover, the crossing is mainly used for through-facing routes (Figure 1a). This railway line is mainly
used for passenger transportation with a velocity of passing trains up to 140 km/h. The crossing is
instrumental for using the system that has been introduced, and has been actively used in previous
studies [1,17,19,26]. An overview of the crossing instrumentation is given in Figure 2.
 
Figure 2. Overview of the crossing instrumentation.
The main components of this device are a 3-D accelerometer attached to the crossing rail, a pair of
inductive sensors attached to the rails in the closure panel and the data logger (main unit) installed on
the outside of the track. The inductive sensors are used for train detection and the initiation of the
measurements, as well as for train velocity determination. All of the sensors are connected to the data
logger for data storage and basic analysis of the data. The measurement range and sampling frequency
of the acceleration sensor are 500 g and 10 kHz, respectively. The main measured data are the 3-D
acceleration responses (i.e., ax, ay and az)) of the crossing due to the passing trains.
An example of the vertical acceleration response in a time domain due to one passing train with
12 wheelsets is shown in Figure 3a. It can be seen from this figure that the time and location of each
wheel’s impact on the crossing can easily be obtained from the acceleration responses. The region
where most of the wheel impact is located is defined as the fatigue area (Figure 3b), which can be used
for assessing crossing conditions based on a large amount of data.
  
(a) (b) 
Figure 3. Examples of the output of crossing instrumentation. (a) Vertical acceleration response due to
one train’s passage; (b) wheel impact location distribution.
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2.2. Measurement Data Selection and Processing
The crossing monitored in this study was in a new state at the beginning of the observations.
In order to reduce the influence of vehicle variations, the measurement results considered here
were restricted to one type of train, namely the VIRM (double-deck) trains that pass with a velocity
of around 140 km/h. Moreover, the accelerations caused only by the first bogie were considered.
Thus, the remaining uncertainties in the measured data mainly coming from the environment (e.g.,
the weather). Depending on the amount of monitoring data, the measurement results will be analyzed
on three different levels, namely,
• the dynamic response due to the passage of a single wheel;
• the results of multiple-wheel passages from one monitoring day; and
• the statistical results from multiple monitoring days.
An example of vertical acceleration responses in different levels is shown in Figure 4.
The response due to single wheel passages was directly obtained from the measured time domain
signal (Figure 4a). The distribution of the maximum impact acceleration from each passing wheel
constituted the results of multiple wheel passages (Figure 4b). For the statistical results from multiple
monitoring days, each point represented the average value of the impact vertical accelerations of the
recorded passing wheels from one monitoring day (Figure 4c). It can be seen that each wheel passed the
railway crossing differently. Based on a single wheel’s passage it is difficult to assess the performance
of the crossing. Yet, some conclusions on wheel–rail interaction can still be drawn based on these
data. The statistical analysis based on multiple passing wheels was more applicable for assessing the
condition of the railway crossing.
   
(a) (b) (c) 
Figure 4. Example of measured vertical acceleration responses: (a) from single-wheel passages; (b) from
multiple-wheel passages from one monitoring day; (c) from multiple monitoring days.
3. Condition Indicators
In this section, the indicators for assessing a crossing’s condition are briefly described.
These indicators are calculated based on the transition region and consist of the irregular contact ratio,
3-D acceleration responses and the fatigue area. To demonstrate the condition analysis procedure,
some typical examples of the measurement results from the monitored crossing are presented.
3.1. Transition Region
The transition region of a crossing is the location where the wheel load is transferred from the wing
rail to the nose rail (or vice versa, depending on the traveling direction). In practice, the wheel–rail contact
points in the crossing can be recognized by looking at the shining band on the rail surface. An example
of such a band on the monitored crossing is given in Figure 5 and denoted by the red triangle areas.
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Using these bands, the transition region can be then estimated by the overlapping area of the shining bands
on the wing rail and nose rail. Based on this image, the transition region of the monitored crossing is
located around 0.15–0.40 m as measured from the crossing’s theoretical point (TP).
 
Figure 5. Transition region of the monitored crossing.
From a performance point of view, the transition region is the most vulnerable part of the
crossing, since the rail is thinner and the wheel forces are higher than in the other parts of the turnout.
Therefore, to analyze the dynamic performance of the crossing, only the accelerations located within
the transition region are taken into account.
3.2. Wheel–Rail Impact Status
In an ideal situation, the wheel will pass through the transition region smoothly without flange
contact (Figure 6a). In such a case, the vertical acceleration (ay) will dominate the 3-D acceleration
responses. However, in real life, due to disturbances existing in the track, each wheel passes the
crossing at a different angle, which results in different impact accelerations in all the three directions.
Referring to the measurement results, the impact angle can be defined by the factor of k = az/ay. It has
been found [1] that when an impact factor exceeds a certain level (|k| ≥ 1), there is a large chance
that the wheel flange will hit the nose rail or wing rail of the crossing (depending on the direction).
Such flange contact is recognized as irregular positive (Figure 6b) or negative (Figure 6c) contact.
 
(a) (b) (c) 
Figure 6. Wheel–rail contact situations: (a) regular contact; (b) irregular positive contact when wheel
flange hits the crossing nose; (c) irregular negative contact when wheel flange hits the wing rail.
The irregular contact ratio is usually at a low level (below 3%) for well-maintained crossings,
but might dramatically increase when damage occurs to the crossing (above 20%) [1]. Thus, the irregular
contact ratio can be applied as a key indicator in assessing the conditions of railway crossings.
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3.3. 3-D Acceleration Responses
For the monitored crossing, the regular and irregular contact wheels showed dramatic differences in
the 3-D impact acceleration responses (a). For regular passing wheels, the impact vertical acceleration
was usually below 50 g, while such impact could be above 300 g for irregular passing wheels.
Examples of the 3-D acceleration responses from typical regular and irregular passing wheels are shown
in Figures 7 and 8, respectively. In order to better understand the wheel–rail contact, the transition
region obtained from field observation (Figure 5) is marked in the figures as a green line on the
horizontal axis.
(a) (b) (c) 
Figure 7. Examples of regular impact acceleration responses due to passing wheels. (a) Longitudinal
acceleration; (b) Vertical acceleration; (c) Lateral acceleration.
   
(a) (b) (c) 
Figure 8. Examples of regular (same as Figure 7) and irregular impact acceleration responses due to
passing wheels. (a) Longitudinal acceleration; (b) Vertical acceleration; (c) Lateral acceleration.
It can be seen from Figure 7 that ay is much higher than ax for a regular passing wheel, while az,
meaning that the impact factor (az/ay), is relatively small. It is also indicated that the wheel has two
impacts on the crossing, with the first one (22 g) in the transition region and the second one (34 g) after
the wheel load transit to the crossing nose rail. Even though the second impact has a higher amplitude,
the first one is more damaging, since in the first impact location the nose rail is much thinner than in
the second one.
For the irregular passing wheel presented in Figure 8, it can be seen that the impact was located
in the transition region, and the accelerations in all three directions were very close to each other (in
contrast to the regular passing wheel). Such a strong correlation of the acceleration responses reflects
the intense wheel impact on the crossing nose rail and the rough transition of the wheel load from wing
rail to the crossing nose rail. The big difference between the two typical wheel–rail impacts gives an
example of the violent fluctuation of dynamic response results that can be observed in such crossings.
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3.4. Impact Location and Fatigue Area
The impact location is defined as the point where the maximum wheel–rail impact occurs.
As described previously, the impact location is restricted within the transition region. For the example
given in Figure 4a, the impact location was 0.281 m from the TP.
The fatigue area is defined as the region where most of the wheel impacts are located and is
calculated based on multiple wheel passages. In monitoring the conditions of railway crossings,
the location and size of the fatigue area reflect the wheel load distribution along the crossing
nose. In general, farther impact locations from the TP and wider fatigue areas indicate a better
crossing condition.
In practice, to simplify the calculation procedure, the distribution of the wheel impacts due to
multiple wheel passages is assumed to be normal distribution, the mean value a is the impact location
and the confidence interval [a− σ, a + σ] is recognized as the fatigue area. An example of the fatigue
area of the monitored crossing during a single day is given in Figure 9.
 
 
Figure 9. Example of fatigue area calculation.
In this example, the wheel impact location was a = 0.305 m, and the standard deviation of the
simplified normal distribution was σ = 0.063 m. Therefore, the fatigue area for the crossing during
this monitoring day was between 0.242 and 0.368 m, with a size of 0.126 m. It can be noticed that the
calculated fatigue area is not accurate, yet for condition monitoring in the long term, such simplification
can provide reasonably acceptable results and highly improve the efficiency of data analysis.
3.5. Results from Multiple Monitoring Days
In order to describe the development of the crossing’s condition, the indicators are mainly used as
statistical results over multiple monitoring days. An example of the development of vertical crossing
acceleration responses as well as an irregular contact ratio is given for a span of 16 days in Figure 10.
In this period, no track activities (e.g., maintenance) were performed, and the time frame was relatively
too short for the condition of the crossing to degrade; therefore, the crossing condition can be assumed
to be stable.
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Figure 10. Development of the vertical acceleration responses in the monitored period. (a) Mean value
of the vertical acceleration; (b) irregular contact ratio; (c) distribution of the acceleration responses for
each day.
From Figure 10a it can be seen that the overall trend of the mean value of the accelerations is
relatively stable, while the fluctuations of the responses are quite significant. The vertical accelerations
have a minimum value of 84 g and a maximum value of 182 g. Such fluctuations resemble the
fluctuations of the irregular contact ratio (Figure 10b). This resemblance will be further studied in the
correlation analysis. It should be noted that the irregular contact ratio in the monitored period was
above 10%, and for some days even it was higher than 30%, which is much higher than the previously
studied 1:15 crossing [1] and reflects the abnormal condition of the monitored 1:9 crossing.
To summarize, the analyzed results have shown the following interesting features:
• a large difference in the dynamic responses from one passing wheel to another;
• a high irregular contact ratio due to multiple wheel passages during a single monitoring day; and
• highly fluctuating acceleration responses, as well as an irregular contact ratio during the short
monitoring period.
All these features of the monitored 1:9 crossing indicate quite different performances from the
previously studied 1:15 crossing. Investigating the sources of the fluctuation is necessary for a proper
assessment of the crossing condition. Also, some condition indicators such as impact acceleration and
the irregular contact ratio show possible correlations with each other. Figuring out the relationships
between these indicators can help to reduce the amount of the required data, which will improve the
efficiency of the post processing of the measurement results. These two questions can be investigated
using correlation analysis, which will be presented in the next section.
4. Correlation Analysis
As discussed in the previous section, a high fluctuation was observed in the vertical acceleration
responses to the monitored crossing over a short period of time, and was unlikely to be related to
structural changes. Considering that the interference factors from the train were minimized by data
selection, one possible cause of the fluctuating dynamic responses might have been the continuously
changing weather conditions.
4.1. Influence of the Weather
It was discovered in the previous study [24] that temperature variation shows a good correlation
with the acceleration fluctuation. In that study, the temperature fluctuation was considered to be the
result of the duration of sunshine or precipitation. In order to assess the impact of the weather more
accurately, the influences of weather conditions—including mean value of the daily temperature, daily
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sunshine and precipitation duration—will be analyzed. Figure 11 shows the fluctuation of crossing
vertical acceleration responses with varying weather conditions.
 
Figure 11. Development of vertical acceleration together with the durations of sunshine
and precipitation.
From Figure 11 it can be seen that the fluctuating durations of sunshine showed a similar pattern
to the crossing’s vertical acceleration responses. There seems to be connection between these two
variables. For durations of precipitation, the connection with the vertical acceleration responses was
lower. In order to quantitatively assess the impact of the weather, the correlations between the weather
variables and condition indicators must be analyzed.
The weather data are obtained from the Royal Dutch Meteorological Institute (KNMI) [27] in days,
and mainly consist of the following items:
• sunshine duration per day (Ds); and
• precipitation duration per day (Dp).
The crossing condition indicators were obtained from the crossing instrumentation, and the
statistical results based on multiple monitoring days have been applied. The analyzed indicators
include the following parts:
• longitudinal, vertical and lateral acceleration responses (a: ax, ay and az, respectively);
• an irregular contact ratio (Ir); and
• wheel impact location (Lo) and size of the fatigue area (Fa).
4.2. Pearson’s Correlation Coefficient
In statistics, the linear correlation between two variables is normally measured using Pearson’s
correlation coefficient r. For two variables X and Y with the same sample size of n, r can be obtained














[(xi − μX)(yi − μY)] (1)
X = X(x1, x2, . . . xn), Y = Y(y1, y2, . . . yn) (2)
where
• cov(X, Y) is the covariance of X and Y;
• σX & σY are the standard deviations of X & Y, respectively;
• μX & μY are the mean values of X & Y, respectively; and
• E[. . .] is the expectation of the given variables
When X is in direct/inverse proportion to Y, then the correlation coefficient is
rX,Y =
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If X and Y are independent, then the variable of (xi − μX)(yi − μY) (1) could be a random positive or






[(xi − μX)(yi − μY)] = 0 (4)
Therefore, the value range of the correlation coefficient is rX,Y = [−1, 1]. rX,Y = ±1 means that the
two variables X and Y are perfectly correlated, and rX,Y = 0 means that X and Y have no correlation
with each other. Otherwise, X and Y are considered partly correlated.
In different research fields, the gradation of the correlation index may have notable distinctions [28].
In some domains such as medicine and psychology, the requirement of the correlation coefficient—that
a strong correlation is defined as |r|≥ 0.7—is relatively strict, while in other domains such as politics,
|r|≥ 0.4 can already be considered a strong correlation. In this study, the structural responses and
weather were indirectly associated. The three-level guideline modified from [29] is applied for the
correlation strength analysis, as shown in Table 1.
Table 1. The three-level correlation strength guideline.
r Correlation Strength
|r| < 0.3 Weak
0.3 ≤ |r| < 0.5 Moderate
0.5 ≤ |r| < 1 Strong
4.3. Correlation Analysis
In the analysis presented here, the correlations between the dynamic responses of the crossing
(a, Ir, Lo and Fa) and the weather-related variables (Tm, Ds and Dp) are studied. The data used for the
correlation analysis are from 16 monitoring days (the same as in Figure 10, n = 16 in Equation (2)).
The correlation within each group of parameters, as well as the cross-correlation between these two
groups of parameters, will be analyzed.
The results are presented in Table 2. Nomenclature in the table is presented earlier in Section 4.1.
The strong, moderate and weak correlation coefficients are marked with red, blue and black colors,
respectively. The correlation results will be analyzed in the different categories presented below.
Table 2. Correlation coefficients for dynamic responses and weather variables.
r ax ay az Ir Lo Fa Ds Dp
ax 1 0.98 0.99 0.84 −0.30 −0.56 0.43 −0.23
ay 1 0.99 0.79 −0.37 −0.51 0.36 −0.17
az 1 0.85 −0.32 −0.53 0.42 −0.22
Ir 1 −0.09 −0.42 0.40 −0.22
Lo 1 0.36 −0.39 0.14
Fa 1 −0.63 0.38
Ds 1 −0.54
Dp 1
4.3.1. Correlation of the Dynamic Responses
It can be seen from Table 2 it can be seen that the 3-D acceleration responses (ax, ay and az) are
very strongly correlated to each other. The irregular contact ratio (Ir) and the size of fatigue area (Fa)
are also strongly correlated with a(ax, ay and az). It can be noted that the correlations between Fa
and a are negative, meaning that the increase of a is usually accompanied with the reduction of Fa.
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The correlations of the impact location (Lo) with other dynamic responses are not strong, meaning that
Lo is relatively independent from the other dynamic response. Some typical correlation results of the
dynamic responses (framed in Table 2) are further discussed below.
The very strong correlations of ax, ay and az (r ≈ 1) indicate that the 3-D accelerations are
synchronously developed. The correlation between ay and az is demonstrated in Figure 12a. Therefore in
practice, it is possible to use the accelerations only in one direction (e.g., ay) to analyze the crossing
behavior, which can help improve the efficiency in processing the measurement data.
  
(a) (b) 
Figure 12. Correlations of the dynamic responses. (a) ay-az; (b) Ir-ay.
The strong correlations between Ir and a (Figure 12b) clearly indicate that the high acceleration
responses are to a great extent contributed by the high ratio of irregular contact. This phenomenon
could have been caused by temporary (not residual) rail displacements due to varying temperature
forces in the rail. It has to be noted that all these responses (Ir and a) fluctuated violently, a phenomenon
that was likely caused by instable track conditions that were possibly affected by changes in weather
conditions. This assumption will be verified later using a numerical model.
Figure 13 shows the correlation between ay and Lo. The negative result means that when a
increased, there was a tendency for Lo to be shifted closer to the crossing’s theoretical point, although
the moderate correlation strength (r = −0.37) indicates that the connection between a and Lo was
rather limited. This might have been because the shift of Lo was a long-term effect of rail geometry
degradation [1]. However, the rail geometry was unlikely to be changed during the relatively short
monitoring period (16 days), so the temporary change of a might not have directly resulted in the shift
of Lo.
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(a) (b) 
Figure 13. Correlations of the dynamic responses. (a) ay-Lo; (b) Fa-ay.
The correlation between Fa and ay is shown in Figure 13b. Compared with Lo, Fa was more likely
to be reduced due to the increase of a. Combined with the strong correlation between a and Ir, it can be
deduced that the impact locations of the irregular contact wheels tended to be centralized, while those
of regular contact wheels were decentralized. Such a result confirms that a wider fatigue area will to
some extent indicate a better crossing performance.
4.3.2. Correlation of the Weather Conditions
As can be seen from Table 2, the precipitation duration (Dp) had a strongly negative correlation
with the sunshine duration (Ds), as shown in Figure 14.
 
Figure 14. Correlation results between the sunshine and precipitation durations (Ds-Dp).
For the weather variables, Ds and Dp can be considered as two opposite weather conditions.
From this point of view, the correlation coefficient of r = −0.54 is not very strong. Such results could
be explained by the existence of cloudy/overcast conditions, and weather in a single day can switch
among sun, rain and clouds/overcast. It can be noticed that in the monitored period, precipitation only
occurred in 6 of the 16 days, which to some extent shows the complicity of the weather conditions.
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4.3.3. Cross-Correlation between Dynamic Responses and Weather Conditions
According to the correlation results presented in Table 2, the cross-correlations of Dp with the
dynamic responses are quite limited, except the moderate correlation with Fa. Meanwhile, Ds was
strongly correlated with Fa and moderately correlated with all the other dynamic responses.
The moderate correlation between Ir and Ds is shown in Figure 15a. Such a result can be explained
by the fact that an increase in rail temperature due to sunshine causes the displacements in the turnout.
Due to these geometrical changes, the wheel cannot pass the crossing normally anymore and results in
the increase of the irregular contact. Such a result is consistent with the moderate correlations between
Ds and a.
(a) (b) (c) 
Figure 15. Cross-correlation results between the dynamic responses and weather conditions: (a) Ir-Ds;
(b) Fa-Ds; (c) Fa-Dp.
The correlation of Ds with Fa was stronger than with the other dynamic responses (r = −0.63,
Figure 15b), meaning that sunshine-initiated rail displacements were likely to occur primarily in
centralized impact locations, which may have increased the likelihood of irregular contact.
An example for demonstrating the influence of sunshine on the dynamic responses of the
monitored crossing is given in Figure 16. In this example, there was hardly any sunshine on one day
(11.02), and a long period of sunshine on another day (11.03) (Figure 11). It can be seen that on 11.03
(with sunshine), Ir was higher (Figure 16a) and Fa was slightly narrower (Figure 16b). Such results
indicate that the temporary effect of sunshine can lead to changes in the crossing performance.
(a) (b) 
Figure 16. Influence of sunshine on the dynamic responses. (a) Vertical acceleration distribution;
(b) fatigue area analysis.
The moderate correlation between Dp and Fa is shown in Figure 15c. Considering that the
correlations between Dp and Ds were not very strong, the moderate correlation between the dynamic
responses and weather conditions can already indicate a measure of impact. An example of the
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measured dynamic responses of the crossing for a day without precipitation (11.04) and a day with
precipitation (11.05, Figure 11) are shown in Figure 17.
  
(a) (b) 
Figure 17. Influence of precipitation on the dynamic responses. (a) Vertical acceleration distribution;
(b) fatigue area analysis.
It can be seen in Figure 17 that on the day with precipitation (11.05), Ir was slightly lower than
on the day without precipitation (11.04), and Fa was wider. The reason for such results could be that
precipitation may reduce the friction coefficient on the rail’s surface and make the transition of the
wheel load smoother. This assumption will be verified using a numerical model in the next section.
It should be mentioned that the subgrade of the monitored crossing was relatively soft, with
canals on both sides of the track. Persistent precipitation could change the property of the subgrade
and further affect the dynamic performance of the track. Therefore, the influence of precipitation can
be quite complicated.
Based on the correlation analysis, the main conclusions can be drawn as follows:
• The accelerations in all three directions developed synchronously. In monitoring crossing
conditions, it is sufficient to use vertical acceleration to represent the 3-D acceleration responses.
Through this, the data processing procedure can be simplified.
• The strong correlation between Ir and ay indicates that irregular contact is likely to result in
high-impact accelerations. Such a result confirms that Ir can be used as an indicator for assessing
crossing conditions. A high value of Ir indicates a degraded condition of the monitored crossing.
• The high (moderate/strong) correlation results between Ds and the dynamic responses of the
crossing clearly indicate the influence of weather. It can be concluded that significant fluctuations
in accelerations during a relatively short period are caused by changes in weather conditions.
To verify this, a numerical model will be used in the next section.
5. Numerical Verification
In general, solar radiation is one of the major sources of rail thermal force. Depending on the
sunshine duration, the associated rail temperature can rise to 40 ◦C higher than the ambient air
temperature [30]. The change in rail temperature will increase the rail stress and amplify lateral
displacements in the rail. The lateral displacements will then increase the uncertainty of the impact
angle of a wheel in the railway crossing, eventually leading to an increase in the acceleration responses
of some passing wheels, as shown in Figure 10.
Precipitation will introduce water to the rail surface that acts as a lubrication layer, which will
reduce the friction coefficient in the wheel–rail interface [21]. It has been studied [31] that a low friction
coefficient can be helpful in reducing hunting oscillation and, in contrast to sunshine, can reduce the
impact angle of a wheel in the railway crossing.
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The above-mentioned effects of temperature and friction variation corresponding to sunshine and
precipitation are implemented in the multi-body system (MBS) model described below.
5.1. MBS Model Setup and Validation
In order to verify the weather effect hypotheses, a model for analyzing vehicle-crossing interaction
developed according to the MBS method (implemented in VI-Rail software) will be used, as shown in
Figure 18a. The track model is a straight line with a crossing panel (Figure 18b) situated in the middle
of the track. The total length of the track model is 100 m, which allows enough preloading time for the
vehicle before it enters into the crossing panel, as well as enough space after the vehicle passes through
the crossing. The crossing geometry is defined by the control cross-sections, and the profiles between
two pre-defined cross-sections are automatically interpolated using the third-order spline curve. In the
track model, the rail is considered to be lumped masses on the sleepers connected with a massless
beam. The flexible layers under the rail are the rail bushing that represents the rail pads and clips,
and the base busing representing the ballast bed (Figure 18c).
 
Figure 18. MBS model. (a) Vehicle-track model; (b) crossing profiles; (c) flexible connections in
the model.
The crossing model is the same as the monitored 1:9 casted manganese crossing with a rail type of
UIC54 E1. The track parameters of Dutch railways [32] applied in the model are shown in Table 3.
Table 3. Track parameters applied in the MBS model.






The vehicle model was developed based on a VIRM locomotive with a total length of 27.5 m
comprising a car body, front bogie and rear bogie. In the vehicle model, the car body and bogie frames,
as well as the wheel sets, are modelled as rigid bodies with both primary and secondary suspensions
taken into account (Figure 18c) [33]. The vehicle travels with a velocity of 140 km/h, the same as in the
data analysis measurements. The wheels use a S1002 profile with a wheel load of 10 t. The wheel–rail
contact model is defined as the general contact element and uses actual wheel and rail profiles as an
input, which allows variable wheel and rail profiles.
The MBS vehicle–track model was validated using the measured acceleration responses from
the crossing with the same design and stable conditions. Since the validation simulation was based
on ideal track conditions, only the acceleration responses with regular wheel–rail contact were used
in the comparison. The selected element for acceleration extraction was the rail with lumped mass
(Figure 19a) from the same location as the instrumented accelerometer (Figure 2).
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(a) (b) 
Figure 19. MBS model validation: (a) rail element for acceleration extraction; (b) comparison of MBS
simulated acceleration with the measured ones in a time domain.
The validation results are shown in Figure 19b. It can be seen that the simulation results (red line)
are quite comparable with the measured accelerations (black line). The magnitude of the simulated
vertical acceleration during impact was around 55 g, which is comparable with the mean value of
the measured acceleration responses (47 g). Although tolerable deviations of the impact signals exist,
the simulation results agree reasonably with the measurements. It can be concluded that the MBS
model can catch the main features of the wheel–rail impact during crossing and can be used to analyze
crossing performance. Further details about the numerical model development and validation can be
found in [34].
5.2. Numerical Analysis
5.2.1. Effect of Sunshine
In the previous study [35], the displacements of a turnout due to the change of the rail temperature
were analyzed using a finite element (FE) model. The simulation results indicated that when the rail
temperature was increased (from a stress-free temperature) by 40 ◦C, the turnout rails were laterally
displaced up to 4 mm, as shown in Figure 20a. These results are applied in the MBS vehicle-crossing
model as the sunshine-initiated lateral displacements. It should be noted that this simulation is
based on ideal track conditions. In the case of a degraded track, the temperature-initiated lateral
displacements could be amplified.
 
(a) (b) 
Figure 20. (a) Temperature-initiated rail lateral displacement in FE simulation (adapted from Figure
11.15 in [23]); (b) the monitored crossing.
In order to take the track degradation into account for the degraded track condition, the input
lateral rail displacements in the MBS model are assumed to be twice as high as the ideal track condition
(with maximum lateral rail displacements of 8 mm). The effect of precipitation is not taken into account
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and the friction coefficient of f = 0.4 is used. Based on the above assumptions, the vertical accelerations
and transition regions of the rail are simulated and presented below.
The calculated transition regions under different track conditions are shown in Figure 21. In the
reference condition with no lateral displacement in the track, the sizes of the transition regions for
the front wheel and the rear wheel are both 0.031 m [34]. When the temperature-initiated track
displacements are taken into account, the transition regions shift closer to the theoretical point and
the sizes reduce dramatically to 0.015 m for the front wheel and 0.012 m for the rear wheel. For the
degraded track with higher rail displacements, the size of the transition region is only 0.004 m.
 
(a) (b) 
Figure 21. Transition regions of the crossing. (a) Front wheel; (b) rear wheel.
The vertical acceleration response of the rail due to passing wheels is shown in Figure 22. It can be
seen that lateral displacement in the rail can result in higher acceleration responses caused by both the
front and rear wheels. Combined with the results of the transition region (Figure 21), the simulation
results confirm the correlation results (Figure 15a,b) that the long sunshine duration, which will
result in a higher temperature in the rail, can lead to a centralized impact location and higher impact
acceleration responses at the crossing.
  
(a) (b) 
Figure 22. Vertical rail accelerations due to passing wheels. (a) Front wheel; (b) rear wheel.
It can be also seen that with the existence of rail displacement, the acceleration response caused
by the rear wheel is higher than that caused by the front wheel from the same bogie. These results
indicate that the performance of the rear wheel is not only affected by rail displacement, but also by
the passing condition of the front wheel.
In case of a degraded track, higher rail displacements may lead to much higher acceleration
responses as a result of both the front and rear wheels. Such impact accelerations (near 300 g) are
close to the amplitude of the acceleration responses due to the irregular impacts in the measurements
(Figures 16a and 17a). The simulation results prove that the lateral rail displacements caused by
increases in rail temperature, in combination with track geometry deviations, can result in high
wheel–rail impact accelerations.
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5.2.2. Effect of Precipitation
With the influence of precipitation, the friction coefficient ( f ) in the wheel–rail interface can
vary from 0.4 to 0.05 [35]. In this study, the precipitation effect is simulated by a reduction of f .
The temperature-initiated rail displacements under ideal track conditions are taken into account.
Calculations of rail accelerations resulting from passing wheels are shown in Figure 23.
  
(a) (b) 
Figure 23. Vertical accelerations of the rail due to the passing wheels. (a) Front wheel; (b) rear wheel.
For the front wheel, when f is reduced from 0.4 to 0.1, the impact acceleration gradually
reduces from 71 to 62 g. However, when f = 0.05, the maximum impact acceleration is increased to
83 g. Such results show that reducing the friction coefficient is not always helpful for the dynamic
performance of the crossing. For the rear wheel, the reduction of f results in a decreased impact
acceleration from 103 to 66 g. As discussed previously, the high rail acceleration responses due to the
rear wheel are affected by the movement of the front wheel. In this case, the lowered f can help the
wheelset return to a balanced position faster due to lower lateral restraint, which reduces the influence
of the front wheelset on the rear wheelset from the same bogie.
It can be concluded that the change of f due to precipitation has an influence on the dynamic
performance of the crossing, but the effect of a lower f is not always positive. Such results prove the
correlation results indicating that an increase of Dp tends to result in lower acceleration responses,
but the correlation strength is not high. The moderate correlation between Dp and Fa is also consistent
with the simulation results that each wheel passes through the crossing more independently, which
leads to less centralized impact locations.
5.3. Discussion
In this section, the MBS model for vehicle–crossing interaction analysis was briefly introduced.
Using this model, the sunshine and precipitation effects were simulated as rail displacements
and reduced f in the wheel–rail interface, respectively. The simulation results indicate that the
rail displacements due to sunshine can lead to an increase in wheel-crossing impact acceleration.
Combined with track degradation, such an effect could be highly amplified. Meanwhile, a lower f in
the wheel–rail interface due to precipitation might reduce the interaction effect of two wheelsets from
the same bogie, but cannot help improve track conditions. Combined with the measurement results,
it can be concluded that the monitored crossing was not in the ideal condition, and possessed a certain
degree of track degradation that made it more sensitive to changes in weather conditions.
6. Conclusions and Future Work
6.1. Conclusions
In this study, the conditions of a railway crossing were monitored, and the results were presented.
The indicators for assessing the conditions of a crossing were briefly introduced. Inspired by the
observed connection between vertical acceleration responses of the crossing and variations in the
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sunshine duration, correlations of the dynamic responses and weather conditions were calculated.
Using the vehicle-crossing MBS model, the influence of weather on the performance of the crossing
was verified. The main conclusions of this study can be drawn as follows:
• The strong correlations between the dynamic responses show that the measurement results can
be simplified and the crossing conditions can be assessed by only a few indicators (e.g., vertical
acceleration, irregular contact ratio and fatigue area).
• The correlation results between the dynamic responses of the crossing and sunshine duration
explain the fluctuation of dynamic responses over a short period of time. Such results confirm the
temporary influence of weather on the performance of a crossing.
• The correlation results between sunshine duration and precipitation duration, as well as between
precipitation duration and the dynamic responses of the crossing, indicate the complexity of the
effect of precipitation.
• The simulation results not only verify the impact of weather on the dynamic performance of the
crossing, but also indicate that the condition of the track at the monitored crossing was degraded.
In cases of track degradation, the influence of weather can be amplified.
In monitoring the conditions of railway crossings, the correlation results among dynamic responses
can be used to simplify measurement data. The verified weather effects explain the fluctuation of
the dynamic responses over a short time period, which provides the basis for the measurement data
regression. It should be noted that although sunshine variation is a short-term effect, the interaction
of sunshine with the degraded track can turn this temporary interruption into a permanent track
deformation, which will further accelerate the degradation of the track. In monitoring the conditions
of railway crossings, the influence of weather can be eliminated through data regression to describe
the structural degradation procedure, but the reflected track problem has to draw enough attention.
Ensuring good track condition will not only help prolong service life of the crossing, but will also
reduce the influence of varying weather conditions.
6.2. Future Work
This study was based on monitoring the conditions of railway crossings. It can be imagined that
weather variation might also have an impact on other track sections, especially vulnerable parts such
as transition zones, insulated joints, sharp curves, and so on. In the future, the effects of weather on
other parts can be further investigated, which will improve the universality of this study and provide
broader information for railway track management.
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Abstract: Tracking operating trains and identifying illegal intruders are two important and critical
issues in subway safety management. One challenge is to find a reliable methodology that would
enable these two needs to be addressed with high sensitivity and spatial resolution over a long-distance
range. This paper proposes a novel monitoring approach based on distributed vibration, which is
suitable for both train tracking and incursion detection. For an actual subway system, ultra-weak fiber
Bragg grating (FBG) sensing technology was applied to collect the distributed vibration responses
from moving trains and intruders. The monitoring data from the subway operation stage were directly
utilized to evaluate the feasibility of the proposed method for tracking trains. Moreover, a field
simulation experiment was performed to validate the possibility of detecting human intrusion.
The results showed that the diagonal signal pattern in the distributed vibration response can be used
to reveal the location and speed of the moving loads (e.g., train and intruders). Other train parameters,
such as length and the number of compartments, can also be obtained from the vibration responses
through cross-correlation and envelope processing. Experimental results in the time and frequency
domains within the selected intrusion range indicated that the proposed method can distinguish
designed intrusion cases in terms of strength and mode.
Keywords: underground structure safety; train tracking; incursion detection; ultra-weak FBG;
distributed vibration; dynamic measurement
1. Introduction
During the last few decades, the construction of urban subways has developed rapidly worldwide
and particularly in China. Aiming to ensure the operational safety of subways, a wide range of
research effort has been undertaken in the fields of the subway fires [1–3], structural safety [4–7],
and perimeter invasion [8–11]. Among these three fields, structural safety monitoring and perimeter
intrusion detection are of more concern than fire monitoring due to the diversification of demand.
For long-distance monitoring needs, especially for subway tunnels, distributed fiber-optic sensing
technology has been widely recognized as the most promising means of addressing complex needs
due to its advantages of large-scale monitoring, high sensitivity, and multiplexing capabilities [12].
For instance, the safety monitoring of subway structures based on Brillouin optical time domain
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reflectometry (BOTDR) technology [13] has been reported [14,15]. In addition to BOTDR-based static
measurement, distributed fiber-optic sensors for dynamic measurement [16], especially distributed
acoustic sensing (DAS) technology [17,18] have been another research hotspot. The use of DAS
technology to ensure the safety of subway operations has also attracted widespread attention for both
engineers and researchers.
As one of the main concerns for ensuring the operational safety of the subway, tracking e subway
trains occupies an important position in the train operation control system; tracking is directly related
to train safety and affects the transportation efficiency of the rail transit. In addition to tracking
trains in operation, positioning illegal intruders and preventing the risk caused by such intrusion
events—which usually occur during the subway outage periods—is another issue worth noting. For the
former, Peng et al. [19] reviewed the shortcomings of conventional train positioning techniques and
pioneered investigation of the feasibility of train positioning and speed monitoring through Φ-OTDR
technology, in which the spatial resolution of the common optic fiber reaches 20 m. He et al. [20]
reported a DAS-based method for condition monitoring of the running train, claiming that the train
positioning error was less than 20 m. For human intrusion, Catalano et al. [21,22] reported an incursion
detection system for railway security using two types of fiber Bragg grating (FBG) sensors, which is
apparently only applicable to a limited protection area due to the restricted multiplexing capacity
of FBG. In addition, He et al. [23] presented research on railway perimeter safety based on DAS
technology, which has a spatial resolution of only 10 m in the reported application scenarios.
Obviously, the dynamic measurement techniques based on DAS provide feasible detection methods
for train tracking and human intrusion. Yet, there are still few research efforts on integrated methods
for both train tracking and intrusion detection. Compared with DAS technology using common optic
fiber, ultra-weak FBG arrays based on the draw tower [24,25] using sensing optic fiber integrates both
advantages of fiber optic point sensors and distributed sensors. This technology is a new way to
achieve high-precision, fast and wide coverage distributed measurement. Previous research around
this technology has focused more on monitoring strain, temperature or strain-based deformation for the
object of interest [26–28]. In addition, a multi-parameter measurement system based on an ultra-weak
FBG array with sensitive material was proposed in [29]. However, all this research is still limited to
static indicators. In fact, ultra-weak FBG array is also adept at performing dynamic monitoring [30,31]
in addition to the above positive characteristics usually witnessed in static measurement. The reports
in [16,32–34] revealed that the ultra-weak FBG array can not only be used for both static and dynamic
measurements, but also has a higher signal-to-noise ratio (SNR) than that of DAS sensors. It is
known that higher SNR often leads to better sensing performances such as higher measurement
accuracy, faster response time and simpler detection circuit. Therefore, the ultra-weak FBG array
is more suitable than DAS when dealing with distributed vibration and other scenarios requiring
high-speed measurement.
To eliminate the need for two separate systems, improve measurement efficiency and reduce
overall cost, this paper explored the feasibility of addressing train tracking and human intrusion in
subway systems using distributed vibration measurement based on the ultra-weak FBG sensing array.
The experimental results of identifying running trains and intruders in an actual subway are reported.
The sensing and monitoring principles make up the second part of this paper, followed by the details
of the design and field arrangement used to validate the proposed method. Finally, the effectiveness
on tracking and detecting the objectives of interest is discussed based on the experimental results
represented by the responses of distributed vibration of the ultra-weak FBG array.
2. Sensing and Monitoring Principles
Figure 1 illustrates the distributed vibration sensing principle used to detect distributed vibration
generated by moving loads, such as trains, intruders and so on. The phenomenon of light interference
caused by the reflection signals of adjacent two ultra-weak FBGs is used to detect the vibration of
the object of interest. Here, the ultra-weak FBG [35] is regarded as a mirror, and L represents the
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distance that causes light interference. In order to ensure a stable optical interference effect and
overcome the occurrence of optical interference failure due to the difficulty of matching adjacent
ultra-weak FBG caused by, for example, temperature variation drift, ultra-weak FBG in the array uses
3 nm wideband FBG. In addition, since the temperature changes slowly with respect to vibration,
the temperature influence is ignored in the demodulation process of the vibration. The spatial
resolution of the distributed vibration along the sensing optic fiber is typically determined by the
parameter L. The sensitivity and the frequency response of the vibration signal measured by the
strain-induced phase variation between two ultra-weak FBGs are improved by the interferometer.
Here, Faraday rotating mirrors are utilized in the demodulation process of the ultra-weak FBG array
to suppress the polarization effect. Moreover, the 3-by-3 coupler phase demodulation algorithm
is used to reconstruct the time domain signal, and restore the phase information of the vibration
signal, through which the interrogation of the vibration frequency and amplitude can be realized.
Further, the optical time domain reflectometry technique is utilized to achieve vibration localization,
and therefore, increasing the length of the optical cable will prolong the sampling interval of the
vibration signal and reduce the response bandwidth of the system.
 
Figure 1. Sensing principle of distributed vibration detection-based on ultra-weak FBG array.
The high sensitivity of large-scale ultra-weak FBGs and the corresponding demodulation system of
high speed [36] make the sensing optic fiber particularly suitable for locating structural vibration excited
by moving loads occurring within a long-distance range. In addition, the previous study [37] revealed
the repeatability of such a sensor represented by strain is around 3.41 nano epsilon. When dealing
with train tracking and intrusion detection, either the train or intruder movement can be regarded
as a vibration source. Owing to such excitation, the surface waves propagate omni-directionally on
the ground. Because the surface wave couples to the track bed and rail track, distributed sensing
optic fiber mounted beside the rail track along the subway can detect the vibration generated by
a passing train or human footsteps (see Figure 2). The light interference region indicated by the
address of ultra-weak FBG can be interrogated with the time- and wavelength-division multiplexing
method [38,39], causing each known light interference region along the sensing optic fiber to have
a determinate correspondence with the mileage. This also indicates that querying the interference
region generated by the distributed vibration excitation is a viable way to track or detect the moving
load of interest.
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Figure 2. Monitoring principle of capturing the two types of moving loads of interest based on
distributed vibration.
Moreover, the speed of the train or intruder can be determined through the τ lag time described in






Si(t)Sj(t + τ) (1)
where Si(t) and Sj(t) represent the vibration response at light interference regions i and j, respectively.
The lag time τ is equal to the duration from the regions i to j. Further, through draw-tower grating
preparation with five-meter equidistance between adjoining FBGs along the sensing optic fiber,
the spatial resolution of the sensing optic fiber discussed in this paper enabled better positioning
accuracy of tracking the train and intruder than that of the above-mentioned reports in actual
engineering practice.
3. Design and Field Arrangement for the Experiments
3.1. Engineering Background of the Trial
An actual tunnel structure (Wuhan Metro Line 7) was used in this study. Before the operation of
the subway, the ultra-weak FBG sensing optic fiber with armored protection using a layer-stranding
structure with a loose tube was installed on structure surfaces of the selected tunnel segments, as in
the actual layout shown in Figure 3. Here, the research on identifying the two types of moving
loads was primarily based on the track bed response. To better obtain the vibration response of the
track bed, three methods for fixing the sensing optic fiber to the track bed were tried to evaluate the
suppression effect of the disturbance vibration—namely, fixture fixing, epoxy adhesive and shallow
groove embedding. The typical vibration responses of a monitoring zone induced by passing trains
in each fixing method are shown on the right side of Figure 3. It can be seen that as the coupling
constraint between the sensing array and the track bed increased, the amplitude symmetry of the
vibration response improved, and the peak regularity of the vibration response associated with train
excitation became clear. Therefore, shallow groove embedding was adopted to affix the sensing array
to secure a better signal output.
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Figure 3. Methods of affixing distributed vibration sensing optic fibers and typical vibration response
induced by train: (a) fixture fixing, (b) epoxy adhesive, and (c) shallow groove embedding.
The designed monitoring system can guarantee five kilometers array length and reach multiplexing
capacity of 1000 ultra-weak FBGs. As shown in the schematic diagram in Figure 4, the experimental
area covered three underground stations with a total length of nearly three kilometers. Due to the
spatial resolution of the sensing optic fiber and the specific layout of the tunnel structure, more than
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500 vibration regions labeled #1 to #515 along the track bed can be distinguished based on the
interrogated address of the light interference. It can be seen from the right side of Figure 4 that
in addition to the common track bed structure, the damping track bed was also included in the
experimental area. During the trial, the real-time vibration responses with a 1 kHz sampling rate
were fully transmitted back to the platform monitoring center and processed by the demodulator and
servers. Since the ultra-weak FBG array was fabricated simultaneously in the optic fiber drawing,
there was no additional splice in the sensing optic fiber equipped with armored protection, except for
the pigtail that needed to be connected to the demodulation instrument.
Figure 4. Schematic diagram of experimental area covering different track bed structures.
3.2. Train Tracking Trial
Because the subway line has already been in operation, the distributed vibration responses of the
experimental area caused by the train were automatically collected and directly taken as the raw data
for the trial. In addition to observing the response caused by the train traveling in the subway tunnel
monitored by the sensing optic fiber, the test discussed the identifiability of the sensing optic fiber to
the train moving in the opposite direction in the adjacent tunnel. Based on the single point response
and overall distribution characteristics, the detection capabilities of the following indicators were
discussed in turn: the speed and position of the train, the response difference between the common
and damping tracks, and other parameters of the train.
3.3. Intruder Detection Trial
To ensure the safe operation of the subway in the following day, various manual inspections are
usually carried out at the subway outage in the early hours of the morning. We conducted the incursion
test at this inspection window; this is also the period in which illegal intrusion usually occurs. Based on
the specific circumstances and various scheduled tasks, a range in the area of the damping track bed
was approved for performing multiple sets of simulated intrusion tests. To minimize cross interference
from other simultaneous inspections, the trials were primarily concentrated within a 130 m range of
the selected tunnel area. As shown in Figure 5, the trials simulated single and multi-person intrusion
scenarios and considered the intrusion patterns of walking and jogging. In each trial, the participant in
the simulation test made a round trip within the designed intrusion area.
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Figure 5. Simulated human intrusion scenarios along the rail track in the selected tunnel area.
4. Results and Discussion
This section reports the characteristics of distributed vibration responses under operating train
and simulated incursion conditions, respectively. Feasibility, based on the proposed comprehensive
approach concerning train tracking and detecting incursion, was investigated and is discussed. All the
following analyses were based on the original output of the distributed vibration responses with no
additional techniques adopted to improve the data quality.
4.1. Distributed Vibration Responses under Load of Passing Train
Figure 6a depicts a typical visualization relationship between the structural vibration intensity
and the space and time. Here, the vibration intensity was represented by color of the figure. A waterfall
diagram such as Figure 6a can be used to help analyze the train’s running direction, speed change
and arrival or departure interval. In the tunnel where the sensing optic fiber arrays were deployed,
the train entered the experimental area from #500 monitoring zone in Figure 6a. In this case, a moving
train appeared as a diagonal signal pattern where the slope depended on the speed. Here, the diagonal
signal pattern highlighted the characteristics of the distributed vibration response caused by the
passing train within the monitoring range. Three complete sets of such diagonal signal patterns can
be clearly seen in the left part of Figure 6a. Moreover, vibrations generated by moving trains in the
opposite direction in the adjacent tunnel were simultaneously detected by the sensing optic fiber,
although the vibration intensity was somewhat weak. Further, the process of the train stopping at the
station between the diagonal signal patterns can also be observed in the figure. For monitoring zones
#250–#500, the region range of the damping track bed structure, can be clearly identified based on the
height changes (along the time axis) of the diagonal signal pattern. Due to the large design distance
between the tunnel where the experimental areas #250–#500 were located and the adjacent tunnel,
the vibration transmitted from the adjacent tunnel becomes invisible in the right part of Figure 6a.
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(a) (b) 
Figure 6. (a) Vibration intensity versus space and time under operating train; (b) original time series of
vibrations of monitoring zone #160.
Figure 6b presents a complete vibration response of one monitoring zone in Figure 6a,
which quantifies the difference in vibration intensity of the sensing optic fiber caused by the train moving
in two adjacent tunnels. In addition, the time interval of the two adjacent trains was approximately four
minutes as observed in Figure 6, which was consistent with the planned subway operating timetable.
Moreover, compared with the report based on Φ-OTDR [18], the method using sensing optic fiber in
this paper did not require the multiple averaging technique to improve the SNR of the original time
series of vibrations, which was more efficient for providing location information of the detected object.
Therefore, the responses of any two different monitoring zones could be used to determine the train
speed. For instance, Figure 7a shows the intensity projections of the two measurement areas on the time
axis of Figure 6a, the cross-correlation analysis (see Figure 7b) of the vibration sequences (see Figure 7a)
of the two monitoring zones at 650 m apart indicated that the train took 37.51 s to pass through the two
selected zones. In this way, the train speed of 62 km/h can be obtained. Moreover, it was found that
the amplitudes of these two monitoring areas were different, although the sensing optic fiber and its
fixation method were consistent. The reason for this was primarily due to uneven geological properties
of the underground structure along the mileage direction of the tunnel and different design curvature
along the tunnel line, and the structural stiffness of the shield segments.
(a) (b) 
Figure 7. (a) Original time series of vibrations at zones #60 and #190; (b) time lag between zones #60
and #190.
In addition, the vibration response obtained by a particular monitoring area during the passage
of the train can reflect some geometric parameters of the train, such as its length and the number of
252
Sensors 2019, 19, 2666
compartments. The former, length, can be estimated by the calculated speed and the known height
changes of the diagonal signal pattern. The latter, number of compartments, can be revealed by the
number of peaks or valleys of the envelope signal. Figure 8 shows a typical vibration response of
a monitoring zone between #60 and #190 during train passage. The vibration response lasted for about
8.5 s, corresponding to the height change of the diagonal pattern shown in Figure 6a. Based on the
obtained average speed of 62 km/h, the calculated train length of 146 m was close to the actual known
142 m. Also, seven envelope peaks and valleys can be recognized in Figure 8 by envelope processing.
This envelope result agreed well with the axle impact of the six train compartments.
 
Figure 8. Original time series of vibration and corresponding envelopes during the passage of the train
through one monitoring zone.
4.2. Distributed Vibration Response under Footsteps of Intruder
Figures 9 and 10 show the results of the designed human intrusion in the time and frequency
domains, respectively. Moreover, the experimental results in the frequency domain for each of the
designed cases are depicted two-dimensionally (left) and three-dimensionally (right) in Figure 10.
Figure 9 reveals that significant distributed vibration responses generated by walking or jogging as
defined in Figure 5 can be detected within the incursion range under both sides of the track. In addition,
two diagonal signal patterns in the opposite direction further verified the simulated incursion process
represented by round-trip walking or jogging. Furthermore, based on the different slope pattern
caused by different speeds of the intruder, it was easy to distinguish the intrusion mode of jogging
shown in Figure 9c from the other three intrusion modes of walking. This result was consistent with
Figure 10 and was more pronounced in the frequency domain, where the intrusion caused by the
jogging shown in Figure 10c led to the maximum fluctuation of the vibration intensity.
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Figure 9. Vibration intensity versus space and time under different intrusion scenarios: (a) single
person walking; (b) four people walking; (c) single person jogging; (d) single person walking along the
other side.
To further quantify the different intrusion patterns reflected in Figure 9, the effective value
represented by the root-mean-square (RMS) of the vibration response signal for each monitoring zone
within the intrusion range in the whole test process was calculated and is shown in Figure 11.
Here, the effects caused by personnel in the round-trip process outside the incursion range
were not involved in the evaluation. As can be seen from the overall distribution of Figure 11,
in addition to the significant difference between jogging and walking intrusion, the dynamic
distributed vibration response can distinguish between single and multi-person walking intrusions.
Moreover, subtle differences of vibration distribution caused by a single pedestrian intrusion at different
distances from the sensing optic fiber can also be observed. Furthermore, Figure 12 quantifies the
results represented in Figure 10 by the overall distribution of primary frequency. Here, the frequency
value corresponding to the maximum energy of each column represented in Figure 10 was selected
as the primary frequency for each monitoring zone. Table 1 further provides the statistical results
for the four types of intrusion cases for Figure 12, where cases 1–4 represent a single person walking,
four people walking, single person jogging and single person walking along the other side, respectively.
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Figure 10. Vibration intensity versus space and frequency under different intrusion scenarios: (a) single
person walking; (b) four people walking; (c) single person jogging; (d) single person walking along the
other side.
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Figure 11. Fitting distribution of effective values of vibration response of incursion range under
different simulated intrusion cases.
Figure 12. Fitting distribution of primary frequencies of vibration response of incursion range under
different simulated intrusion cases.
Table 1. Primary frequency characteristics of the different intrusion cases within the experimental area
(unit: Hz).
Comparisons Case 1 Case 2 Case 3 Case 4
Maximum 13.18 16.11 17.09 12.21
Mode 1 10.74 11.23 11.23 10.25
1 The most frequent primary frequency in the monitoring zones of the incursion range.
Since the dynamic characteristics of the structure within the incursion range and the forced
vibration mode related to intrusion load frequency and type were different, it can be seen from
Figure 12 that the primary frequencies excited by the simulated intrusion were different in the incursion
range. However, the similarity of the distribution features in the different intrusion cases shown in
Figure 12 can still be observed. That is, the distribution patterns of cases 1 and 4 were closer due to
single pedestrian intrusion, while cases 2 and 3 exhibited more broad frequency information under
stronger and more complex excitations. The calculated result of the mode values of primary frequency
under each case shown in Table 1 further verified this opinion. In addition to the distribution feature,
different maximum primary frequencies shown in Table 1, and varied fluctuation strength in Figure 12,
also contributed to distinguishing different simulated human intrusions based on the frequency domain
results of dynamic distributed sensing of ultra-weak FBG.
5. Conclusions
This study reported an integrated monitoring technology used for ensuring the safety of subway
operation, which verified that dynamic distributed measurement based on ultra-weak FBG was
a feasible method, suitable for both train tracking and human intrusion detection in an actual
engineering application. The analysis based on subway operation monitoring illustrated that the
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location, speed, length, and number of train compartments could be determined through the vibration
responses and distribution on the track bed. Moreover, the results of the simulated human intrusion
performed in the damping track bed area during the subway outage period demonstrated that the
sensing optic fiber had the potential to distinguish the strength and pattern of intruders. In view
of the available test time and experimental range, the simulated cases of human intrusion were
relatively limited and the detection effectiveness in the common track bed was not taken into
account; this seems to be less than complete and deserves further attention when conditions permit.
However, the advantages determined by the high SNR of ultra-weak FBG, when compared to other
distributed sensing technologies based on common optic fiber, make us believe that the proposed
method is promising for recovering and identifying signals in more complex modes.
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Abstract: In industrial production processes, rotational speed is a key parameter for equipment
condition monitoring and fault diagnosis. To achieve rotational speed measurement of rotational
equipment under a condition of high temperature and heavy dust, this article proposes a digital
approach using an electrostatic sensor. The proposed method utilizes a strip of a predetermined
material stuck on the rotational shaft which will accumulate a charge because of the relative motion
with the air. Then an electrostatic sensor mounted near the strip is employed to obtain the fluctuating
signal related to the rotation of the charged strip. Via a signal conversion circuit, a square wave, the
frequency of which equals that of the rotation shaft can be obtained. Having the square wave, the M/T
method and T method are adopted to work out the rotational speed. Experiments were conducted
on a laboratory-scale test rig to compare the proposed method with the auto-correlation method.
The largest relative errors of the auto-correlation method with the sampling rate of 2 ksps, 5 ksps
are 3.2% and 1.3%, respectively. The relative errors using digital approaches are both within ±4‰.
The linearity of the digital approach combined with the M/T method or T method is also superior to
that of the auto-correlation method. The performance of the standard deviations and response speed
was also compared and analyzed to show the priority of the digital approach.
Keywords: electrostatic sensor; digital approach; rotational speed; correlation algorithm
1. Introduction
In industrial applications, rotational speed measurement is a crucial part for condition monitoring,
speed control, and protective supervision of rotation equipment, such as generators, steam turbines, and
gas turbines. Various kinds of tachometers based on different mechanisms, such as optical, electrical,
and magnetic induction, have been developed and widely used to measure the rotational speed of
target objects. W.H. Yeh presented a high-resolution optical shaft encoder to monitor the rotation
behavior of a motor [1] and J. N. Lygouras presented a solution for processing the pulses from an optical
encoder attached to a motor shaft [2]. W. Lord and R.B. Chatto provided a homopolar tachogenerator
with low inertia and noise generation, making it particularly suitable for velocity-control systems
using high-performance DC motors as the power actuators [3]. C. Giebeler designed a contactless
sensor based on the giant magneto-resistance (GMR) effect for position detection and speed sensing [4].
Z. Shi implemented a tachometer using a magnetoelectric composite as a magnetic field sensor which
was mounted where the magnetoelectric composites had the highest sensitivity [5]. Considering the
operating mode, the rotational speed measurement method can be classified into digital and analog
categories. In the analog tachometer output a voltage or current signal proportional to the speed can
be used to provide a feedback signal in a closed-loop speed control system [6]. Digital tachometers
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have been used over the years, which utilize electronic circuits to measure an average frequency of
incoming pulses from an encoder mounted on a shaft [7].
In order to overcome the hash condition, such as a high temperature, heavy dust environment,
the electrostatic method has been used to realize the rotational speed measurement. The electrostatic
sensor is adaptable for the speed measurement in various industrial conditions for the advantages of
contactless measurement, low cost, simple structure, and easy installation and maintenance. Recently,
Y. Yan and L.J. Wang utilized electrostatic sensors and a correlation algorithm to calculate the period or
elapsed time and successfully obtained the rotational speed of a rotational shaft [8,9]. The electrostatic
method to measure rotational speed utilizes the electrode to induce the electric field generated by
carried charges on the shaft. When two materials are touched or rubbed together electrical charge is
usually transferred from one to the other [10]. According to the theory of tribo-electric charging, each
material has its own surface work function. Then the surface electron transfer will occur in the driven
Fermi energy level [11]. The material type determines the work function, which indicates the capability
of a material to hold onto its free electrons. Thus, the polarity and quantity of the charge generated
due to the triboelectric friction are mainly decided by the material type and surface roughness, and are
also affected by its surrounding environment, like temperature and humidity. Thus, if the shaft has a
greater work function than the air, the relative motion between the rotational shaft and the air will
generate some charge on the surface of shaft due to triboelectric friction. If one of the materials is a
good insulator, the charge persists on its surface for a long time, and the effects of the charge transfer
are readily apparent [10].
The principle of rotational speed measurement using an electrostatic sensor is shown in Figure 1.
According to electrostatic induction theory, when the surface of the shaft carries some charge due to
triboelectric friction with the air, it will influence the electrostatic field of its surroundings, thus, the
induced charge will be generated on the surface of sensing electrode when it is installed near the shaft.
The fluctuation of the induced charge on the electrode generates a current which can be converted into
a voltage signal via a current-to-voltage conversion circuit. Additionally, a charge amplifier circuit
can be adopted to translate the charge into a voltage signal [12]. The voltage signal collected from the
electrode contains a wealth of rotational information, thus processing and analyzing the output signals
from the sensor will result in obtaining further information.
Figure 1. Measurement principle using the electrostatic method.
By now, electrostatic sensors in conjunction with correlation methods, including the
cross-correlation method using dual electrostatic sensors and the auto-correlation method using
a single electrostatic sensor, have been used to determine rotational speed [8,9,13]. Figure 2 describes
the rotational speed measurement system which uses electrostatic sensors and the correlation method.
Two or more channels of sensors and the corresponding condition units are connected to an A/D
converter. Then a microprocessor system or a computer is needed to execute the correlation algorithm.
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Figure 2. Principle of the rotational speed measurement using electrostatic sensors.








x(t)y(t + τ)dt (1)
Figure 3 illustrates how to obtain the time-delay between two electrostatic signals using the
cross-correlation method. The rotational speed vc (revolutions per minute, rpm) can be calculated by




× 60 = 1360
θ · τ
× 60 = θ
6τ
(2)
Figure 3. Illustration of the cross-correlation method.
If x(t) and y(t) are the same signals obtained by one electrode, Equation (1) turns out to be
the auto-correlation function. With respect to the auto-correlation method, only one channel of the
electrostatic signal is needed. The time-delay τ between signal x(t) and signal y(t) is the rotational
period T(s) and θ equals 360 degree. Using the auto-correlation algorithm can extract the time of





Obviously, the correlation method needs to locate the coordinate of the first dominant peak in the
waveform of the correlation function, which is influenced by the sampling rate to a great extent. At the
same time, the waveforms collected by inducing the signal from a cylinder dielectric sleeve contain
complex information and a faint sign of the periodical component. Although the correlation calculation
of the waveform has good performance and successfully extracts the elapsed time, the computational
accuracy of the correlation method is obviously affected by the sampling rate and signal noise [14].
For the sake of improving the performance of rotational speed measurement via the electrostatic
method, this paper proposes an approach to generate a square wave from an electrostatic sensor
in order to obtain the rotational speed via digital methods, thus eliminating the influence of the
sampling rate and signal noise, and also simplifying the system complexity. In the following article,
“square wave” refers to the output waveform from the comparison circuit which generates a pulse
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every rotational period. Implementation of a rotational speed measurement system based on this
method is presented. Compared to the rotational speed measurement method using an electrostatic
sensor in conjunction with correlation, this designation leaves out the AD converter and simplifies the
computation code which is more adaptive for the implementation in a microprocessor system.
2. Measurement Principle and Finite Element Simulation
2.1. Measurement Principle
Inspired by the photoelectric method which fixes a strip of a reflection element, this experiment
uses a strip of polytetrafluoroethylene (PTFE) stuck to the rotational shaft. The measurement principle
is shown in Figure 4. Adopting this designation, the charge generated on the PTFE by the relative
rotation with the air will pass the sensor once a revolution, which makes the waveform have a strong
sign of periodicity. The electrostatic signal is firstly transformed into a voltage signal. Then, after
amplifying, filtering, and comparison, the analog signal will be transformed into a square wave, which
is convenient to be connected to a DSP or FPGA system to execute the following rotational speed
calculation algorithm.
Figure 4. Measurement principle.
2.2. Rotation Speed Computation Algorithm
Usually, three methods are adopted to evaluate the speed based on these square waves:
(1) Measuring the elapsed time, commonly termed as the T method, which calculates the reciprocal of
the duration between consecutive pulses to obtain the frequency; (2) pulse counting, commonly termed
as the M method, which counts the number of pulses generated within a prescribed period of time; and
(3) constant elapsed time, commonly termed as the M/T method, is a combination of pulse counting
and measuring elapsed time [15–17]. The principles of the three methods are shown in Figure 5.
Figure 5. Principles of T, M, and M/T methods.
As seen from Figure 5, the detecting time of the T method and M method can be obtained according
the Equations (4) and (5), correspondingly, where m1 is the number of clock pulse counting during one
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period of square wave, m2 is the number of pulse counting during the prescribed time, and fs is the









Then the rotational speed v1 (rpm) of the T method can be calculated according to Equation (6).
The rotational speed v2 (rpm) of the M method can be calculated according to Equation (7), where N2









Different from the M method, which ceases the pulse counting once the prescribed time runs out,
the M/T category goes on counting after the prescribed time and stops at the first pulse of rotation
after the prescribed time. Thus, the detecting time of the M/T method Td3 (s) equals Td2 (s) plus Δt.
Parameter N3 is the number of square waves during the detecting time. Parameter m3 is the number of
clock pulses during the detecting time. The detecting time Td3 (s) can also be obtained using parameter
m2 and the frequency of clock pulse fs used for timing, as shown in Equation (8). Thus, the rotational














3 are the ideal pulse numbers needed to perfectly overlap the detecting time.












































As seen from Equation (10), it can be observed that the error of the T method is low at a high speed
(m1 decreases) and the M method resolution is not high at a low speed (N2 is not stable). However,
considering the frequency of the clock pulse used for timing in this article is 150 MHz, which is
significantly greater than the frequency of rotation, the counting errors of the T method and M/T
method are extremely small compared to their denominators. The T method and M/T method have
absolutely accurate counting numbers of the square wave from circuits 1 and N3, correspondingly.
The calculating errors of the T method and M/T method mainly result from the counting number of the
pulse clock (m01 −m1, m03 −m3). By contrast, regarding the M method, the difference between square
counting N2 and N02 may result in an obvious error.
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The response speed can also be determined from the principle. Among them, the T method has
the fastest response speed, which enables outputting a result every period. The M/T method and M
method generate a result based on the statistical average principle, which gives them a relatively slow
response speed. In summary, the T method is more adaptive for the dynamic measurement of variable
rotational speed and the M/T method or M method is more adaptive for constant speed measurement or
mean values of a certain time. Considering the response time and accuracy simultaneously, this article
utilizes the M/T method and the T method to deal with the square wave from the measurement circuits.
2.3. Finite Element Simulation
A simulation using a strip object with evenly distributed charge was conducted utilizing COMSOL
software (the COMSOL Group in Stockholm, Sweden) to imitate how the rotationally charged strip
influences the induced charge on the electrostatic sensor. The model is shown in Figure 6 and the
simplified two-dimensional schematic of the simulation is illustrated in Figure 7. The strip object is
a 7.64 degree arc with a radius of 15 mm, which is placed tightly to the surface of the metal shaft.
The length of the strip is 20 mm. The radii of metal shaft and outer shielding are 15 mm and 30 mm,
correspondingly. The charge is evenly distributed on the surface of the object using the Surface Charge
Density setting in COMSOL. The surface charge density is set to be 0.025 C/m2, so the total amount of
charge on the strip is 1 μC. An electrode 20 mm long and 2 mm wide is placed 17 mm away from the
central axis with the same z coordinate of strip. In the simulation, the strip rotates around the central
axis by controlling the angle with respect to the positive axis x, beginning at −180 degree and stopping
at 180 degree with a step size of one degree. The electrostatic field can be described by the Poisson
equation and its corresponding boundary conditions:{ −∇ · (ε0εr∇ϕ) = ρ
VE = 0, VB = 0
(13)




Figure 6. (a) Structure of the model, and (b) a mesh of the simulation model.
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Figure 7. Simplified schematic.
Figure 8a depicts the induced charge on the electrode when the rotation of the strip begins
farthest from the electrode, then passes by the electrode, and finally returns to the beginning position.
The amount of induced charge on the electrode reflects the ‘far-near-far’ rotational process. The variation





where qe represents the amount of induced charge on the electrode. By calculating the difference of
the induced charges, the current can be obtained and is shown in Figure 8c. When the strip is far
from the electrode, the current is very weak and can be regarded as 0. When the strip rotates adjacent
to the electrode, the current becomes larger. As seen from Figure 8c, the derivation of the induced
charge contains thorns and wobbles. This can be explained due to the discretization and unavoidable
computation error of the finite element simulation, the curve of induced charge is not smooth enough
(shown in Figure 8b), thus leading to the thorns of the derivative curve. To acquire a more optimal
result a moving average is applied to smooth the data and the result is shown in Figure 8d.
Figure 8. (a) Simulation result of induced charges; and (b) partial drawn of the induced charge.
(c) Derivation of the induced charge; and (d) smoothed curve of the current.
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Then, we use the rotation of the electrode to replace the rotation of shaft, so that the shaft is
relatively at rest, as shown in Figure 9. According to the superposition principle of the electric field,
the amount of induced charge Q on the electrode with a displacement of angle α can be calculated by
Equation (15). Function q(θ) is the amount of charges on the location of angle θ. Parameter α indicates
the rotated angle and is also a reflection of time. Function f (θ−α) means when a unit charge is θ−α
degrees away from the electrode, the amount of induced charge on the electrode generated by this unit
charge is f (θ−α). Thus, the total amount of induced charge can be calculated by integrating over θ
from −180◦ to 180◦.








qcircle(θ) fr(θ− α)dθ (16)
As shown in Figure 10, Equation (15) illustrated by Figure 10a with an integral range of [−180◦ 180◦]
can be transformed into Equation (16) illustrated by Figure 10b. In Figure 10b, the values of fr(θ)
when θ is out of range [−180, 180] are zeros and the waveform of function fr(θ) is the same as in
Figure 8a, which is only different in amplitude. The induced charge on the electrode can be regarded as
a weighted mean value of the contribution of the charge in a sensitive area. Meanwhile, Equation (16)
is a convolution operation between the charge distribution function qcircle(θ) and the function fr(θ), thus
fr(θ) can be regarded as a filter function. The low pass filter property can also be obtained from [18].
Obviously, function fr(θ) is influenced by the rotational speed (fr(θ0 + wt)). The cutoff frequency of
fr(θ) increases with the speed (narrow in the time domain, broad in the frequency domain). Through
the analysis, the electrostatic electrode in this case of application can be regarded as a low pass filter
which adaptively adjusts its cut-off frequency. Thus, the waveform of the signal mainly contains a low
frequency component if the electro-magnetic interference is well shielded, which helps to explain the
signal obtained in the experimental part.
Figure 10. Explanation of Equations (15) (a), and Equations (16) (b).
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3. Hardware Design
3.1. Sensor Board
The sensor board shown in Figure 11 contains an electrode and a current-to-current to voltage
conversion circuit. A surface-tinned copper strip 20 mm long and 2 mm wide is utilized as the electrode.
The electrode is connected to the current voltage conversion circuit, which is built on an LMP7721
(Texas Instruments in Dallas, TX, USA) amplifier with an extremely low bias current of 20 fA maximum.
Figure 12 illustrates the schematic of the circuit. The feedback resistor consists of two 108 Ω resistors
connected in series, which determines the transimpedance gain. In actual application, a feedback
capacitor is needed to guarantee the stability of the circuit by inhibiting the high frequency noise.
 
Figure 11. Sensor board.
Figure 12. Schematic of current-to-voltage circuit.
The relationship between the output voltage and the input current from the electrode can be
calculated according to Equation (17). Thus, the sensitivity of the circuit is 0.2 V/nA. The purpose of
the balance resistor and capacitor is to make the impedance of the two inputs equal, thus, the bias
current of the amplifier generates no additional offset voltage on the output.
Uo = R f ie (17)
When the electric field near the electrode varies with the rotation of the charged strip, a small
current signal will be generated and transformed into a voltage signal via the feedback resistance on
the amplifier. The voltage output of the sensor board is collected by the condition unit via a shielded
cable to avoid electromagnetic interference in the space.
3.2. Signal Condition Unit
The condition unit in our experiment is shown in Figure 13, which has amplifying, filtering, and
comparing circuits designed to generate a square wave. Four connecters are placed on the board.
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Connecter 1 is used to connect to the output of the sensor board. Connecters 2 and 3 are used to observe
the result of amplifying and filtering correspondingly. The square waveform from the comparing
circuit is transmitted to a DSP chip via connecter 4 or the pin headers nearby.
The amplifying circuit uses the same amplifier chip with the sensor board to meet the performance
requirements. The voltage gain of the amplifier can be adjusted by a slide rheostat. Then a third-order
Butterworth low pass filter with Sallen-Key topology is used for filtering and inhibiting the noise.
The passband frequency is 400 Hz and the stopband frequency is 2.4 kHz. A smooth waveform
improves the stability of the square wave. Finally, a hysteresis comparator is utilized to transform the
waveform into a square wave which is connected to the DSP board for speed calculation.
Figure 13. Signal condition unit.
4. Experiment Results and Discussion
4.1. Experiment Conditions
A laboratory-scale test rig is designed and built for rotational speed measurement. Figure 14
shows the schematic of the test rig. An external power supply connects to a variable-frequency drive
(VFD) via a power switch. The torque of the motor is translated to the shaft via a belt. Thus, the
rotational speed of the shaft can be adjusted by the VFD. The shaft is made of steel and supported by
two roller bearings with a belt pulley mounted on its side. The middle part of the shaft is surrounded
by a grounded cylindrical metal shielding. As shown in Figure 15, a strip of PTFE about 2 mm wide
and 20 mm long, the lengthwise direction of which is parallel to the axial direction of shaft, is glued
tightly on the shaft. The sensor board is set on the inner wall of metal shielding via a copper pillar,
thus the electrode is under the central axis of the shaft and the trajectory of the strip. The copper pillar
is utilized to adjust the distance between the sensor and the shaft. In order to inhibit the vibration of
the rig, the steel table was screwed to the ground via an expansion screw.
Figure 14. Schematic and photograph of the test rig.
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Figure 15. Photograph of the sensor and strip.
Experiments were conducted on the rig using the same dimension parameters as the simulation.
The rotational speed of shaft was adjusted from 300 rpm to 3200 rpm with an increment of 100 rpm via
the VFD. To make a comparison between the digital approach and the correlation method, each point
was measured five times. Meanwhile, five values of the T method and M/T method transformed from
the DSP for each point were saved for analysis. A photoelectric reflection digital tachometer with an
accuracy of ±0.05% of the reading plus 1 rpm was used to provide a reference speed in our experiment.
The ambient temperature was controlled between 20 ◦C and 24 ◦C and the relative humidity was
kept between 55% and 65%. The square wave was connected to the external interrupt pin to contend
with the square wave immediately. The code of realizing the T method and the M/T method were
programed and written into the DSP board separately to test the measurement performance. The DSP
transmitted the measurement results of the T method and the M/T method to computer via RS232
serial communication. In the experiment, the prescribed time of the M/T method is set to be 1 s.
Seen from the principle of the correlation method, it can be found that the auto-correlation method
can be regarded as a particular case of the cross-correlation method, which leaves out the influence of
the installation angle error, the distance differences of the two electrodes to the shaft, and the differences
between two channels’ circuits. These factors make the accuracy of cross-correlation method not as
good as the auto-correlation method. Meanwhile, the cross-correlation method needs two channels of
circuits, which is not consistent with the setting in this experiment. Thus, the experiment only makes a
comparison between digital approaches and the auto-correlation method.
4.2. Signals
The proposed approach utilizes the electrostatic sensor to induce the charge on the strip of
PTFE, which obtains a strong periodic signal. Figure 16 shows the signals before and after filtering,
which contain evenly distributed waveforms similar to the simulation result (Figure 8d). The filtered
waveform obviously has a higher signal-to-noise ratio. The high signal-to-noise ratio and the strong
periodicity helps to improve the stability of the square wave transformed from the signal, which is very
important for the rotational speed calculation based on the square wave. Figure 17 shows the square
waveform generated by the hysteresis comparator. In order to illustrate the wave clearly, Figure 17
only shows 0.5 s of the signal.
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Figure 16. Input (a) and output (b) of the filtering circuit.
 
Figure 17. Analog input and digital output of the comparator circuit.
4.3. Accuracy
The mean values of the measurement results for the T method and the M/T method are plotted
in Figure 18. Their relative errors are compared with the photoelectric reflection digital tachometer
and are listed in Table 1. The linearity of the T method and M/T method are about 0.81‰ and
1.31‰, correspondingly. The measurement results are highly consistent with those of the photoelectric
tachometer. Meanwhile, the differences between the T method and the M/T method are hardly
discernible by eye.
As seen from the principle, the proposed digital method needs no sampling via an analog-digital
converter, while the sampling rate is an important factor that determines the accuracy of the method
based on the correlation algorithm. In order to make a comparison between these two methods,
the analog signals are also collected at different sampling rates. The auto-correlation functions are
calculated using the filtered analog signal. Figure 19 shows the auto-correlation of an example collected
at the rotational speed of 400 rpm using a sampling rate of 2 ksps.
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Figure 18. Measurement speed.
Table 1. The relative errors of the measurement points.
Reference Speed (rpm)
Measured Speed (rpm) Relative Error (‰)
M/T T M/T T
300 300.50 300.11 1.67 0.36
400 399.97 400.45 −0.08 1.12
500 501.04 501.87 2.08 3.74
600 600.63 601.08 1.05 1.80
700 701.09 701.39 1.56 1.98
800 799.12 799.26 −1.10 −0.92
900 900.10 899.38 0.11 −0.69
1000 1000.02 1001.35 0.02 1.35
1100 1099.65 1100.79 −0.32 0.72
1200 1200.06 1199.55 0.05 −0.38
1300 1300.30 1301.22 0.23 0.94
1400 1400.83 1401.27 0.59 0.91
1500 1501.81 1501.34 1.21 0.89
1600 1601.33 1601.60 0.83 0.99
1700 1700.71 1699.35 0.42 −0.38
1800 1799.75 1802.47 −0.14 1.37
1900 1900.12 1899.11 0.06 −0.47
2000 2000.34 2001.50 0.17 0.75
2100 2100.87 2101.57 0.41 0.75
2200 2201.38 2202.34 0.63 1.06
2300 2298.58 2300.50 −0.62 0.21
2400 2400.52 2404.21 0.22 1.75
2500 2497.95 2503.25 −0.82 1.30
2600 2600.32 2599.51 0.12 0.19
2700 2701.59 2698.14 0.59 −0.69
2800 2802.13 2802.10 0.76 0.75
2900 2899.71 2901.81 −0.10 0.62
3000 3000.15 3001.87 0.05 0.62
3100 3100.52 3098.77 0.17 −0.40
3200 3202.58 3202.23 0.81 0.70
273
Sensors 2019, 19, 2540
Figure 19. (a) Signal collected at the rotational speed of 400 rpm. (b) Auto-correlation of the signal.
The waveform in Figure 20 is a partial drawing of the part in Figure 19b. As shown in Figure 20, by
detecting the first peak after 0 s, the period T of the rotation can be obtained. It can be observed that the
waveform near the first peak after 0 s is very smooth, which benefits confirming the accurate and stable
value of the period. However, due to the discretization of the data series, the obtained period T will be
a time length away from the actual time of the rotation period with a significant probability despite the
auto-correlation method confirming the nearest time point to the ideal time point. Moreover, when
the signal contains an obvious level of noise or a weak periodicity, the waveform near the peak of the
auto-correlation function will be fluctuant, which impairs the result’s accuracy.
 
Figure 20. Partial enlarged drawing of Figure 17b.
In order to show the accuracy of this digital method, signals are collected at the sampling rate
of 2 ksps and 5 ksps and analyzed using the auto-correlation method. Relative errors of the two
methods are plotted and compared in Figure 21. Figure 21 shows the measurement errors of the digital
approaches and the auto-correlation method at the sampling rate of 2 ksps and 5 ksps. It can be seen
from Figure 21 that the digital approaches have better accuracy and the relative errors obtained using
5 ksps are smaller than those sampled at 2 ksps. The auto-correlation method is apparently influenced
by the sampling rate. Meanwhile, the accuracy of auto-correlation method has the tendency to increase
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with the rotational speed, which has been explained in 14. The linearity of the auto-correlation method
sampled at 2 ksps and 5 ksps are 3.17% and 1.33%, respectively, which are significantly greater than
those of the M/T method and the T method.
Figure 21. The absolute value of the relative error.
4.4. Standard Deviation
In order to research the robustness of the proposed method, the standard deviations of each
measurement point are listed in Table 2. As seen from the table, regarding digital approaches, the
M/T and T methods both have significantly small standard deviations. The standard deviations of
the auto-correlation method in Table 2 contains a number of zeros and some other values, which
can be easily understood from the principle. For example, using 5 ksps (Δt is 0.2 ms) to collect the
signal of 1400 rpm, the period of which is about 214 times that of Δt, the calculated rotational speed
by finding the first peak of the auto-correlation function will be some discrete value calculated by
60/[(214 ± n)Δt] (n = 0, 1, 2, . . . ), like 1395.35, 1401.87, or 1408.45. There are two factors affecting the
standard deviations of the auto-correlation method: (1) If the variation of rotation speed is not obvious
enough to change the location of the first peak on the auto-correlation function, the measurement
results will remain unchanged; and (2) if the locations of the first peak in the auto-correlation function
differs one or two sampling intervals from each other due to signal differences, the obtained rotational
speeds will show obvious fluctuations.
The standard deviations of the M/T and T methods in Table 2 are all within 1 rpm. Meanwhile,
the standard deviations of the M/T method are much smaller than those of the T method. As seen
from the principle, the M/T method can be regarded as a mean value of several consecutive T methods.
Due to the high response speed of the T method, it is more sensitive to the variation of rotation, which
makes its standard deviations greater than those of the M/T method. The minor standard deviations of
the M/T and T methods mainly arise from the slight fluctuations of the actual rotation state, which is
probably related to the unsteady output rotational speed of the motor and the slippage of the belt on
the sheave. With respect to the digital approaches, no matter the M/T method or T method, both have
very little spread in the measured speed.
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Table 2. The standard deviations of the measurement points.
Reference Speed (rpm)
Standard Deviation (rpm)
M/T T 2k 5k
300 0.055 0.175 1.755 2.047
400 0.013 0.292 2.641 2.250
500 0.013 0.397 4.652 1.867
600 0.032 0.274 1.651 2.161
700 0.023 0.458 3.437 1.472
800 0.097 0.142 2.367 2.592
900 0.091 0.115 3.011 1.206
1000 0.068 0.378 0 2.790
1100 0.011 0.146 0 0
1200 0.044 0.190 0 0
1300 0.015 0.284 0 2.525
1400 0.051 0.038 0 0
1500 0.010 0.027 0 0
1600 0.013 0.265 0 4.674
1700 0.017 0.190 0 0
1800 0.019 0.467 0 2.542
1900 0.010 0.065 0 0
2000 0.027 0.284 0 0
2100 0.029 0.234 0 0
2200 0.051 0.006 18.069 0
2300 0.016 0.368 0 7.878
2400 0.051 0.281 0 0
2500 0.050 0.415 0 0
2600 0.048 0.155 0 0
2700 0.018 0.364 0 0
2800 0.069 0.082 0 0
2900 0.039 0.301 0 0
3000 0.052 0.131 0 0
3100 0.012 0.327 0 0
3200 0.094 0.345 46.747 0
4.5. Response Time
The response time of each approach can be determined from their principles and data process
procedures. Regarding the M/T method, the response time is decided by adding extra time
to the prescribed time. Regarding the analog method, usually the sampling length should be
predetermined. Thus, the time needed to acquire one measurement result is nearly confirmed. Even
if the auto-correlation method self-adaptively adjusts the sampling length according to the nearest
obtained rotational speed, the response speed is still not as fast as the T method for the reason that the
auto-correlation method needs at least two periods of rotation to achieve the correlation calculation.
Moreover, data collection and processing also consume a certain amount of time.
By contrast, the T method can output a result every rotational period for the reason that the
counter in the DSP can work independently from the code and the DSP only needs to perform an
easy computation of the counter number and serial communication. Experiments were conducted
to test the capability of the T method to measure the variable speed. The motor was adjusted by the
VFD output frequency to work at three stages: acceleration by increasing the frequency from 0 Hz to
20 Hz over 5 s, 4 s of constant speed, and deceleration by decreasing the frequency from 20 Hz to 0 Hz
over 3 s. Figure 22a shows the 256 acquired rotational speeds via the T method, which successfully
monitors the acceleration and deceleration processes. The rising and decline curves are not perfectly
straight lines because the acceleration of the shaft is not absolutely constant. It can be observed that at
a constant frequency, the measurement results are of good stability.
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Figure 22. (a) Measured rotational speed by the T method; and (b) waveform during acceleration process.
Figure 22b shows a part of the waveform during the acceleration stage. The acceleration
and deceleration process can be clearly observed through the interval variations of square waves.
The waveform near 0.5 s has not been transformed into a square wave because a limited electrostatic
charge is generated on the strip at low speed, thus making the signal unsuitable for the following
square wave generation circuit. With the increases of rotational speed, the amount of charge rises
and then becomes stable because of the dynamic balance reached between the natural discharge and
recharge. The signal amplitude changes as the unbalanced charge increases or decreases at a low
speed, which makes the comparison voltage appear at different positions relative to the waveform.
This phenomena limits the application of this method in measuring low variable speed.
5. Conclusions
The work in this paper dedicates to find a more effective approach to cooperate with electrostatic
sensors to improve the performance of rotational speed measurement. The proposed approach utilized
the electrostatic sensor to induce a charge on a strip PTFE, which obtained a strong periodical signal.
Simulation results also described the expected waveform when a strip of charges rotates near an
electrode. By adopting a suitable signal condition unit, a square wave, the frequency of which was
equal to that of the rotational speed, has been obtained. Having the square wave proportional to
rotational speed, the M/T method and T method were adopted to calculate the speed in a DSP system.
Experiments were conducted to compare the digital approaches with the auto-correlation method.
Through experimental analysis, several conclusions can be summarized as follows:
1. Accuracy: Compared with the auto-correlation method, the M/T method and T method both
have an obviously higher accuracy. The linearity of the M/T method and T method are about 0.81‰
and 1.31‰, correspondingly, which are much better than those of the auto-correlation method sampled
at 2 ksps (3.17%) or 5 ksps (1.33%). Due to the signal discretization, the auto-correlation method can
only obtain some discrete values. Improving the sampling rate, calculation quantity, and storage space,
the hardware cost will also increase correspondingly.
2. Robustness: The auto-correlation method has a stable performance in some measurement
points and also has some obvious standard deviations, which resulted from the signal discretization.
However, the M/T method and T method obtained particularly small standard deviations among all
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the measurement points, both within 1 rpm. The M/T method acquired more stable results than the T
method due to differences of their respective principles.
3. Response speed: The proposed approach combined with the T method has the fastest response
speed. The correlation method and M/T method have relatively slower response speeds. Experiments
also shows that the T method is capable of detecting the variable speed.
Indeed, having the square wave related to the rotational period, the M/T method can be adopted for
constant speed measurement or a mean value of rotational speed during a certain time and the T method
can be employed for dynamic measurement of variable rotational speed. In actual programming, the
M/T method and T method can be written into one piece of a DSP or FPGA simultaneously. An FPGA
is more recommended to deal with the square wave for its property of parallel processing and high
code execution efficiency.
There are several factors limit the application of this method working at a low speed. The amount
of charge on the strip is unstable and the response time is poor at low speed. Further studies can be
conducted to deal with these issues by adopting an electret material, adding adaptive numbers of
strips and electrodes, and improving circuit properties.
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Abstract: For a diesel engine, operating conditions have extreme importance in fault detection
and diagnosis. Limited to various special circumstances, the multi-factor operating conditions of
a diesel engine are difficult to measure, and the demand of automatic condition recognition based
on vibration signals is urgent. In this paper, multi-factor operating condition recognition using
a one-dimensional (1D) convolutional long short-term network (1D-CLSTM) is proposed. Firstly,
a deep neural network framework is proposed based on a 1D convolutional neural network (CNN)
and long short-Term network (LSTM). According to the characteristics of vibration signals of a diesel
engine, batch normalization is introduced to regulate the input of each convolutional layer by fixing
the mean value and variance. Subsequently, adaptive dropout is proposed to improve the model
sparsity and prevent overfitting in model training. Moreover, the vibration signals measured under
12 operating conditions were used to verify the performance of the trained 1D-CLSTM classifier.
Lastly, the vibration signals measured from another kind of diesel engine were applied to verify the
generalizability of the proposed approach. Experimental results show that the proposed method
is an effective approach for multi-factor operating condition recognition. In addition, the adaptive
dropout can achieve better training performance than the constant dropout ratio. Compared with
some state-of-the-art methods, the trained 1D-CLSTM classifier can predict new data with higher
generalization accuracy.
Keywords: diesel engine; condition recognition; CNN; LSTM; adaptive dropout
1. Introduction
A diesel engine is a kind of internal combustion engine that converts thermal energy into
mechanical energy. It plays an important role in the field of national defense, in the chemical industry,
in the marine industry, for nuclear power, and so on. Once a diesel engine fails, it not only causes
economic losses directly or indirectly in terms of the shutdown of equipment, but it may also threaten
the personal safety of users [1,2]. To enhance the availability of the diesel engine, it is imperative
to monitor the engine condition and detect early faults. However, the detection of faults and the
diagnosis of diesel engines [3] are not simple tasks due to the complex structure and fickle working
conditions. If the operating conditions are not considered in detection and diagnosis activities, it is
likely to lead to false alarms or missed detection [4,5]. With the information of operating conditions,
the engineering applicability of a fault detection and diagnosis method [6–8] can be improved to
avoid fatal performance degradation and huge economic losses at an early stage. Unfortunately,
most fault detection methods are carried out under stable operating condition to avoiding variable
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operating conditions. Therefore, condition recognition is an important and urgent task in practical
engineering applications.
In a diesel engine, the flywheel is attached to the crankshaft, and they rotate together. They
convert the reciprocating motion of the piston into the rotational motion of the crankshaft, which
outputs torque for the driving of the car and other power-driven mechanisms. Therefore, the operating
conditions of a diesel engine can be determined by two parameters: load and the rotation speed of the
crankshaft. The load is the output torque of the engine through the flywheel. However, the multi-factor
operating conditions of a diesel engine are difficult to measure in many situations, such as for the
power systems of vehicles, propulsion devices of ships, and other dynamic equipment. Therefore, the
demand for automatic recognition of multi-factor operating conditions is urgent.
During the operation of a diesel engine, the corresponding status information can be obtained by
using vibration analysis [9], oil analysis [10], thermal performance analysis [11], and visual inspection.
Vibration is an intrinsic mechanical phenomenon, and the vibration signals contain rich information
about the diesel engine’s status; thus, vibration monitoring is a powerful tool for condition recognition,
as well as fault detection and diagnosis. In this paper, we aim at recognizing the multi-factor operating
conditions of a diesel engine based on vibration signals.
Thanks to the development of computing calculation power and powerful signal processing
techniques, the recognition tasks based on vibration signals made great progress. At present, some
recognition algorithms based on vibration signals exist, and most of them focus on designing various
handcrafted features, fusing multiple features and training different classifiers. In Reference [12],
the Hilbert spectrum entropy, which combines the Hilbert spectrum and information entropy, was
proposed for the pattern recognition of diesel engine working conditions. In Reference [13], the
frequency domain features of vibration signals were extracted for back propagation (BP) and radial
basis function (RBF) neural network training to recognize the cylinder pressure. In Reference [14], based
on the cylinder head vibration signals measured under stable operating conditions, an engine cylinder
pressure identification method using a genetic algorithm with BP neural network was proposed.
In Reference [15], combustion evaluation parameters were extracted using time–frequency coherence
analysis and the cylinder pressure could be estimated based on the parameters and an RBF neural
network. In Reference [16], the measured signal was converted into a crank angle degree signal using
the rotational speed monitored by magnetic pickup sensors. Then, a real-time engine load classification
algorithm was proposed based on an artificial neural network.
Most pattern recognition studies focused mainly on single-factor conditions or recognition under
stable operating conditions. For single-factor conditions, the number of categories is generally no
greater than five. In practical engineering applications, a single factor cannot describe complex
operating conditions, and this drawback results in ambiguous boundaries among different operating
conditions. As for multi-factor operating conditions, as the number of operating conditions increases,
so does the complexity of condition recognition. Simultaneously, as the vibration signals are random,
transient, and cyclostationary, and as the corresponding feature extraction requires rich domain
knowledge, it is difficult to extract sensitive characteristics of significant importance for multi-factor
operating condition recognition.
Over the last few years, with the development of deep learning, many researchers exploited deep
neural networks (DNNs) as the feature extractor and classifier [17,18]. Benefiting from the powerful
feature extraction ability of neural network, especially convolution neural networks (CNNs) [19], these
approaches and their variations exhibit good performance in the related tasks. In Reference [20],
time domain and frequency domain feature representations were selected to form a vector to act as
the input parameters of a CNN. The trained CNN classifier could diagnose the fault patterns of a
gearbox with outstanding performance. In Reference [21], the vibration signals of rolling bearings
were analyzed using continuous wavelet transform to get time–frequency representations in grayscale.
Then, all compressed time–frequency representations were taken as the input for CNN training, and
the trained CNN classifier could identify the faults of rolling bearings with strong generalization
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ability. In Reference [22], a deep convolutional neural network of up to 38 layers, which could provide
high classification accuracy, was proposed for gas classification. For CNN applications with vibration
signals, there are different approaches to network input. In other words, the CNN is taken as a classifier,
and the input of the CNN is mainly based on other feature extraction methods. At the same time,
state-of-the-art CNN models have several parameters, which leads to problems related to storage,
computation, and energy cost. In addition, recurrent neural networks (RNNs) and long short-term
networks (LSTMs) [23,24] were validated in terms of their performance on one-dimensional (1D) signals.
In Reference [25], a CNN and a fully connected neural network were both incorporated into a deep
neural network framework to improve LSTM. The framework outperformed the original LSTM for
the early diagnosis and prediction of sepsis shock. In Reference [26], an end-to-end model combining
a CNN and RNN was proposed for the automatic detection of atrial fibrillation. Compared to the
state-of-the-art models evaluated on standard benchmark electrocardiogram datasets, the proposed
model produced better performance in detecting atrial fibrillation. The ideas in References [25,26] are
very good references for multi-factor operating condition recognition based on vibration signals.
Therefore, a multi-factor operating condition recognition algorithm is proposed herein based on a
1D CNN and LSTM. In the proposed neural network framework, the 1D CNN was designed to extract
local features of vibration signals through 1D convolution, and the LSTM was designed to describe
the temporal relationship between local features. The contributions of this paper are summarized
as follows:
1. A multi-factor operating condition recognition method is proposed using a 1D convolutional
long short-term network (1D-CLSTM). As far as we know, this is the first study to combine a 1D
CNN and LSTM to recognize operating conditions based on a time series of vibration signals;
2. Considering the particularity of engine vibration signals, batch normalization (BN) is introduced
to regulate the input of some layers by fixing the mean value and variance of input signals in
each convolutional layer;
3. Adaptive dropout is proposed for improving the model sparsity and preventing overfitting;
4. The designed 1D convolutional long short-term network (1D-CLSTM) classifier can achieve high
generalization accuracy for recognizing multi-factor operating conditions.
The rest of this paper is organized as follows: Section 2 presents the test bench of a diesel engine
and the experimental data acquisition. Section 3 introduces the technical background for the 1D CNN
and LSTM. Section 4 describes the designed 1D-CLSTM and the flowchart of the multi-factor operating
condition recognition algorithm. Section 5 shows the training performance of the designed 1D-CLSTM
classifier, with generalizability verification, a performance comparison with different methods, and
a training performance comparison with different dropout ratios. Finally, conclusions and future
prospects are presented in Section 6.
2. Experiment and Vibration Signal
2.1. Test Bench of Diesel Engine
For data acquisition, a four-stroke diesel engine numbered TBD234 (produced by Henan Diesel
Engine Industry Co. Ltd., Luoyang, China) was used and tested in different operating conditions.
The parameters of the diesel engine are shown in Table 1.
As shown in Figure 1, 12 acceleration sensors were arranged on the surface of corresponding
cylinder heads to monitor the status information of the diesel engine in the running state. The vibration
signals formed the basis for the multi-factor operating condition recognition of the diesel engine.
Moreover, an eddy current sensor was arranged on the flywheel to collect the information of rotating
speed. In addition, a hydraulic dynamometer was connected with the output end of the diesel engine
to adjust the load.
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Table 1. Parameters of TBD234 diesel engine.
Item Parameter
Number of cylinders 12
Shape V-shaped 60◦
Firing sequence B1-A1-B5-A5-B3-A3-B6-A6-B2-A2-B4-A4
Rating speed 2100 rev/min
Rating power 485 kW
Figure 1. Test bench of the diesel engine.
All signals were measured using an online condition monitoring system (OCMS) at a sampling
frequency of 51.2 kHz per channel in all tests, and the results were saved to a server through Ethernet
transmission. The structure diagram of the OCMS of the diesel engine is shown in Figure 2.
Figure 2. Structure diagram of the online condition monitoring system (OCMS) of the diesel engine.
2.2. Experimental Data Acquisition
To extract vibration data under different operating conditions, the engine was run at different
levels of operating conditions. The representative operating conditions are listed in Table 2.
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Table 2. Operating conditions of the diesel engine.
No. Rev (rpm) Load (N·m) No. Rev (rpm) Load (N·m)
1 1500 700 7 1800 1600
2 1500 1000 8 2100 700
3 1500 1300 9 2100 1000
4 1800 700 10 2100 1300
5 1800 1000 11 2100 1600
6 1800 1300 12 2100 2200
Through the OCMS, vibration signals of different operating conditions could be measured.
The vibration signals of 12 different operating conditions are shown in Figure 3.
Figure 3. Vibration signals of 12 different operating conditions.
The signals in Figure 3 represent two complete periodic vibration signals, with a certain cyclic
fluctuation in the angular domain. When fire combustion and closing of the intake valve and exhaust
valve occur, an obvious excitation response is produced in the corresponding phase. Due to the
different ignition phase points of different cylinders, the corresponding combustion excitation occurs
at different positions. As the amplitude of the vibration signal features large randomness, the vibration
signal of a diesel engine can be considered a non-periodic and non-stationary signal. This characteristic
of the vibration signal greatly increases the difficulty of multi-factor operating condition recognition.
3. Technical Background
In this study, a deep neural network framework is proposed based on a 1D CNN and LSTM for
multi-factor operating condition recognition. For the vibration signal in the form of a time series, a 1D
CNN was adopted to extract local features of vibration signals through a 1D convolution kernel. Then,
an LSTM was adopted to describe the temporal relationship between local features through a memory
unit and gate mechanism. In this way, the combination of the 1D CNN and LSTM could perform well
for the analysis of vibration signals.
3.1. 1D CNN
A typical CNN [19] contains three types of network layers: a convolutional layer, pooling layer,
and fully connected layer. Some excellent variants of CNN were proposed, such as LeNet-5 [27],
AlexNet [19], and VGG-16 [28]. The image recognition ability of these CNN variants is outstanding,
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and they achieved remarkable results. In CNNs, the receptive field, weight sharing, and pooling can
greatly reduce the complexity of the network.
It was proven that a 1D CNN can be applied to the time series analysis of sensor data. In 1D CNNs,
features can be extracted from segments through 1D convolution, which is a weighted sum operation
between the weight matrix and the vibration data in each segment, with the addition of the overall bias.
Every convolution extracts a feature from a local receptive field, and the window of the convolution
kernel slides across the entire input sequence with a fixed step to achieve all features. The weight
sharing exists to maintain the weights of the convolution kernel in the sliding process. As shown in
Figure 4, the size of the i-th convolution kernel is shown, featuring weights (wi1, wi2, wi3) in a 1 × 3
format, with the bias left out for clarity. The corresponding feature vector F (fi1, fi2, fi3, . . . , fi(n−2)) can
be obtained from the input signal X (x1, x2, x3, . . . , xn) with one step of the convolution kernel.
Figure 4. Temporal convolution.
Mathematically, this can be expressed as shown in Equation (1).





where m is the size of the convolution kernel, fij is the output of the j-th neuron of the i-th filter in the
hidden layer, Φ is the activation function, and bi is the overall bias of the i-th filter.
Convolution kernels of different sizes can extract features of different granularity [29]. Usually,
the first convolutional layer may only extract some low-level features, and more complex features can
be extracted from low-level features by stacking network layers.
As the pooling operation can maintain the variance of the translation, rotation, and scale, the
pooling layer is set following each convolutional layer to retain the main features. Meanwhile, it can
reduce the number of parameters to prevent overfitting and improve the generalizability of the model.
In a pooling layer, the features obtained from the activation function are cut into several regions,
and the maximum/average values can be taken as the new features to realize dimension reduction.
By repeating operations as described above, features can be extracted continuously to improve the
generalizability of the CNN.
Enough sensitive important features can be extracted by alternating convolutional and pooling
layers, and the fully connected layers can map the distributed feature representation to the sample
markup space. Finally, the output layer with a softmax activation function is used for classification.
3.2. LSTM
A recurrent neural network (RNN) is a kind of neural network which can be used for sequential
data analysis, while the LSTM is a specific kind of RNN. Compared with a traditional RNN, a memory
cell and gating mechanism are introduced to deal with the existence of gradient disappearance and
gradient explosion during the training of long sequences. The gating mechanism can be used to
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control the transfer state, which is designed to remember the important information and forget the
unimportant information. The memory cell of an LSTM is shown in Figure 5.
Figure 5. Memory cell of a long short-term memory network (LSTM).
As shown in Figure 5, the memory cell of an LSTM is made up of an input gate, output gate,
and forget gate. The sigmoid activation function is used in the forget gate to control the weight of
information that can be passed, whereas the tanh activation function is used in the input gate to deal
with the input at the current sequence position, and the sigmoid activation function is used in the
output gate to update the output based on the results of the input gate and forget gate. Mathematically,
the parameters of the LSTM can be updated as shown in Equation (2).
it = σ(Wxixt + Whiht−1 + bi);
ft = σ
(
Wx f xt + Wh f ht−1 + b f
)
;
ot = σ(Wxoxt + Whoht−1 + bo);
c̃t = tanh(Wxcxt + Whcht−1 + bc);
ct = ft · ct−1 + it · c̃t;
ht = ot · tanh(ct).
(2)
where xt is the input of a sequence, ct−1 is the last state, and ht−1 is the output of the last memory cell.
The state ct and output ht of the current memory cell can be obtained after parameter update calculation.
4. Methodologies
In this section, the 1D-CLSTM is firstly constructed for multi-factor operating condition recognition,
and then adaptive dropout is proposed. Moreover, the flowchart of the multi-factor operating condition
recognition method is introduced.
4.1. 1D Convolutional Long Short-Term Network
4.1.1. Overall Architecture
As described above, the features extracted by different neural networks have different
characteristics. The 1D CNN can obtain the features of a receptive field through convolution,
but the temporal relationship of the vibration signal is ignored as a result of the size of the convolution
kernel. As for the LSTM, a temporal relationship can be described through the memory cell and
gating mechanism. Therefore, the multi-factor operating condition recognition algorithm 1D-CLSTM
is proposed based on a 1D CNN and LSTM. In the proposed neural network framework, the 1D CNN
was designed to extract local features of vibration signals through 1D convolution, and the LSTM was
designed to describe the temporal relationship between local features. The overall architecture of the
1D-CLSTM is shown in Figure 6.
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Figure 6. Overall architecture of the one-dimensional convolutional long short-term network
(1D-CLSTM).
4.1.2. Architecture Design
According to the sampling frequency of the monitoring system and different operating conditions
introduced in Section 2, a signal segment with a length of 4096 can be determined to contain all the
information in a cycle. The crankshaft of a four-stroke diesel engine rotates 720 degrees to complete a
cycle, which means complete energy conversion. Therefore, the minimum receptive field can be defined
as a degree in the angular domain. Moreover, the size of the CNN filter in the first convolutional layer
can be set to an odd number greater than 4096/720.
Considering the particularity of a vibration signal, which is a non-periodic and non-stationary
signal, BN [30] is vital for regulating the input of some layers by fixing the mean value and variance of
input signals of each convolutional layer, through which the features can maintain the same distribution
in the training process of the 1D-CLSTM. Upon increasing the number of layers in a neural network,
the decreasing convergence rate often leads to gradient explosion or gradient disappearance, and BN is
an excellent solution. Therefore, the convolution is followed by BN in each convolutional layer. In all
convolutional layers, the rectified linear unit (ReLU) activation function is adopted, and BN occurs
in front of the ReLU activation function. In other words, the results of BN are the input of the ReLU
activation function. The ReLU activation function makes the output of some neurons equal to 0, which
results in sparsity of the network, thereby reducing the interdependence of parameters and alleviating
the occurrence of the overfitting problem. The average values of features obtained from the ReLU
activation function are taken as the new features to realize dimension reduction in a pooling layer.
The designed 1D-CLSTM begins with a sequence input, after which the features can be extracted by
alternate convolutional layers and pooling layers.
A complete periodic signal contains different sequential excitation responses; thus, the sequence
length processed by the LSTM can be determined according to the degree of excitation responses in the
angular domain. When the degree of an excitation response in the angular domain is 15, the number
of LSTM units can be chosen to be greater than 720/15. Following the final pooling layer, there is a
flattening layer to reshape the tensor as the input of the LSTM with 73 units. In order to accelerate the
convergence process of 1D-CLSTM training, adaptive dropout is applied. Finally, the output layer
with a softmax activation function is used for multi-class classification. The structural parameters of
the 1D-CLSTM are shown in Table 3.
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Table 3. Structural parameters of the one-dimensional convolutional long short-term network
(1D-CLSTM).
No. Network Layer Size of Convolution Kernel Stride Output Dimension
1 Input layer - - 4096 × 1
2 Convolutional layer-1 11 1 4096 × 32
3 Pooling layer-1 3 2 2047 × 32
4 Convolutional layer-2 13 1 2047 × 64
5 Pooling layer-2 3 2 1023 × 64
6 Convolutional layer-3 15 1 1023 × 128
7 Pooling layer-3 3 2 511 × 128
8 Flatten layer - - 73 × 896
9 LSTM (two layers) - - 73
10 Softmax - - 12
4.1.3. Adaptive Dropout
Dropout is widely used for improving model sparsity and preventing overfitting in model training.
The learning process of the 1D-CLSTM for multi-factor operating condition recognition is an iterative
one. On account of the mutual influence among interconnected neurons, every iteration is a greedy
search, whereby we find the best connections. That is, a connection may be unimportant due to
the existence of some others, but it becomes important once the others are removed. Therefore, the
adaptive dropout ratio is proposed to deal with this problem.
The most popular Bernoulli dropout technique [31] can be applied to neurons or weights.
Assuming the input of a weight or neuron as X, the output as Y, the dropout probability as P(α), and
the weight matrix as W, each neuron is probabilistically dropped at each training step, as defined in
Equation (3).
Y=(X·P)W. (3)
Each weight in the weight matrices is probabilistically dropped at each training step, as defined in
Equation (4).
Y=X(W·P). (4)
Usually, the dropout ratio α is constant for generating random network structures (for example,
0.5). However, the model capacity is constantly changing within the 1D-CLSTM training. Therefore,
the dropout ratio needs to be adaptive to the current network. Neurons or weights are dropped
temporarily during training and dropped forever after pruning to solidify the network structure.
Compared with the original network structure, the parameters of the current network become sparse
after pruning, and the dropout ratio should be reduced.
Assuming that the connection between the input layer and output layer is fully connected, the
number of connections can be calculated as shown in Equation (5).
Ci = NiNo. (5)
Since dropout works on neurons, taking Cio as the original network and Cic as the current network,








where αc represents the dropout rate of the current network, and αo represents the dropout rate of the
original network.
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4.1.4. Implementation
The loss function, which measures the degree of difference between the predicted value and actual
value, is a non-negative real value function. A smaller loss function denotes better robustness of the






where yi represents the predicted value, yi_ represents the actual output, and n is the number of
training samples.
In the training of the 1D-CLSTM designed for multi-factor operating condition recognition,
the learning rate was set to 0.001. Through iterative calculation, the loss of 1D-CLSTM decreased
continuously and eventually became stable. Then, the weight of 1D-CLSTM was fixed, allowing the
1D-CLSTM classifier to be used for multi-factor operating condition recognition.
To make the training of the 1D-CLSTM model more efficient and achieve better performance, the
training techniques described below were introduced.
Mini-batch gradient descent. Considering the huge calculation in network training, a batch sample
was adopted in the training process, and the batch size was set to 128. The batch sample strategy uses
less memory and achieves a faster training speed than full batch learning. Compared with stochastic
gradient descent, mini-batch gradient descent is more efficient. Compared with batch gradient descent,
mini-batch gradient descent can achieve robust convergence to avoid local optimization. Therefore,
mini-batch gradient descent was taken as the optimizer to minimize the loss and adjust the weights in
the designed 1D-CLSTM.
Early termination. In the process of model training with the training set, the performance of the
model is also evaluated with the validation set. The validation error decreases in the beginning as the
training error decreases. After a certain number of training steps, the training error still decreases,
but the validation error no longer decreases. Therefore, early termination can act as a regulator
and effectively avoid overfitting of the model. Once the validation error stops decreasing, the early
termination of model training can be enforced in the training of the 1D-CLSTM.
4.2. Multi-Factor Operating Condition Recognition
To determine the multi-factor operating condition information of a diesel engine, a condition
recognition method using 1D-CLSTM is proposed. Firstly, acceleration sensors were used to monitor
the status information of a diesel engine under different operating conditions. Considering the
characteristics of the vibration signal, some performance improvement techniques were adopted
in the 1D-CLSTM, such as BN, ReLU activation function, adaptive dropout. Moreover, mini-batch
gradient descent and early termination were adopted in the training of 1D-CLSTM to achieve a fast
training speed and avoid overfitting of the model. Accordingly, the 1D-CLSTM could be trained using
supervised learning. After training, the trained 1D-CLSTM classifier could be used for the classification
of multi-factor operating conditions. The flowchart of the multi-factor operating condition recognition
method is shown in Figure 7.
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Figure 7. The flowchart of the condition recognition method.
5. Experiments
According to the flowchart shown in Figure 7, the training performance of the designed 1D-CLSTM
is presented below. After training, the performance of 1D-CLSTM using vibration signals for multi-factor
operating condition recognition was evaluated. Moreover, the vibration signals measured from another
kind of diesel engine were applied to verify the generalizability of the proposed approach. Finally,
the results of the proposed approach for multi-factor operating condition recognition were compared
to other classification algorithms to verify that the designed 1D-CLSTM with strong generalizability
could provide higher classification accuracy. The 1D-CLSTM model was written using Python 3.6 with
TensorFlow and run on Window 10 with an NVIDIA Quadro P6000.
5.1. Training Performance of the Designed 1D-CLSTM
The vibration signals were in the form of a time series, used as the input data for training the
designed network, with a total of 7200 samples. The whole dataset was randomly divided into two
sets: 80% for training and 20% for validation. In other words, the training set had 5760 samples, and
the validation set had 1440 samples. With the continuous iterative training of 1D-CLSTM, the losses
of the training set and validation set decreased as the number of epochs increased, as depicted in
Figure 8. On the contrary, the accuracies of the training set and validation set continuously improved,
as depicted in Figure 9. According to the early termination, the model training stopped when the loss
of the validation set stopped decreasing. The training of 1D-CLSTM stopped at the 63rd epoch when
the cross-entropy of the validation set was 0.01913 and the accuracy of the training set was 0.9953.
Therefore, the corresponding 1D-CLSTM classifier is a desired classification model for multi-factor
operating condition recognition.
Figure 8. Losses of training set and validation set.
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Figure 9. Accuracies of training set and validation set.
A confusion matrix, which contains information about actual and predicted classes, was used to
describe the generalizability of the 1D-CLSTM classifier [32]. The testing set had a total of 1200 samples,
with 100 samples for each operating condition. The confusion matrix for the testing set is shown in
Figure 10.
Figure 10. Confusion matrix for testing set.
The elements in row i and column j of the confusion matrix represent the number of times the j
class was identified as the i class. Therefore, only the diagonal elements denote correct recognition.
It can be seen from Figure 10 that only 11 samples out of 1200 were misclassified. Therefore, the
designed 1D-CLSTM can classify multi-factor operating conditions with an accuracy of 99.08%.
5.2. Comparison of Training Performance with Different Dropout Ratios
The convergence process in model training is an important factor for achieving a classifier with
excellent performance. Dropout serves as an effective approach to improve the model sparsity and
prevent overfitting in model training. To find the best connections in the designed 1D-CLSTM, a suitable
dropout ratio was very important. Adaptive dropout, due to its flexibility depending on network
capacity, is able to maintain the balance between model performance and model sparsity. To check the
effect of adaptive dropout, training accuracy curves of different dropout ratios were plotted, as shown
in Figure 11. According to the early termination, the model training using adaptive dropout stopped
at the 63rd epoch, and the comparison of training performance with different dropout ratios was
conducted within 63 epochs.
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Figure 11. Training accuracy curves with different dropout ratios.
It can be seen from Figure 11 that the training performance using adaptive dropout was best; thus,
adaptive dropout can improve the training performance to achieve the desired model.
5.3. Comparison Analysis
To validate the performance of the designed 1D-CLSTM, the proposed method was compared
with the following baseline methods:
1. The k-nearest neighbor (kNN) algorithm, which works with a multi-domain feature set [33].
Based on the multi-domain feature set, the kNN algorithm is more suitable than other statistical
learning methods.
2. The support vector machine (SVM), which works with a multi-domain feature set. SVM is a kind
of generalized linear classifier that can be used for supervised learning.
3. The 1D LeNet-5, which is a convolutional network that has the same network layers as LeNet-5,
i.e., two convolutional layers and two fully connected layers. The corresponding structural
parameters are listed in Table 4.
4. The 1D AlexNet, which is a convolutional network that has the same network layers as AlexNet,
i.e., five convolutional layers and three fully connected layers. The corresponding structural
parameters are also listed in Table 4.
5. The 1D VGG-16, which is a convolutional network that has the same network layers as VGG-16,
with 1D convolution kernels adopted. The corresponding structural parameters are also listed in
Table 4.
6. A traditional LSTM, which has two layers and 32 LSTM units in each layer.
In Table 4, s represents the stride, and the convolution is followed by BN in each convolutional layer.
Table 4. Structural parameters of the 1D-CLSTM.
1D LeNet-5 1D AlexNet 1D VGG-16
Conv1 [1,11] × 64, s = 1 Conv1 [1,11] × 32, s = 1 Conv1 [1,3] × 16, s = 1 Conv9 [1,3] × 128, s = 1
AveragePooling1 [1,3], s = 2 MaxPooling1 [1,3], s = 2 Conv2 [1,3] × 16, s = 1 Conv10 [1,3] × 128, s = 1
Conv2 [1,13] × 128, s = 1 Conv2 [1,5] × 64, s = 1 MaxPooling1 [1,2], s = 2 MaxPooling4 [1,2], s = 2
AveragePooling2 [1,3], s = 2 MaxPooling2 [1,3], s = 2 Conv3 [1,3] × 32, s = 1 Conv11 [1,3] × 256, s = 1
FC1 (1024) Conv3 [1,3] × 128, s = 1 Conv4 [1,3] × 32, s = 1 Conv12 [1,3] × 256, s = 1
FC2 (512) Conv4 [1,3] × 128, s = 1 MaxPooling2 [1,2], s = 2 Conv13 [1,3] × 256, s = 1
softmax Conv5 [1,3] × 128, s = 1 Conv5 [1,3] × 64, s = 1 MaxPooling5 [1,2], s = 2
- MaxPooling3 [1,3], s = 2 Conv6 [1,3] × 64, s = 1 FC1 (1024)
- FC1 (1024) Conv7 [1,3] × 64, s = 1 FC2 (512)
- FC2 (512) MaxPooling3 [1,2], s = 2 softmax
- softmax Conv8 [1,3] × 128, s = 1 -
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For multi-factor operating condition recognition, the class domains of operating conditions
are likely to overlap with each other. Our goal was to develop a multi-factor operating condition
recognition method that can achieve high generalization accuracy. Therefore, the same vibration
data were used for the training and testing with the above methods, and the corresponding model
performance is shown in Table 5.
Table 5. Performance comparison. SVM—support vector machine.
Learning Model Generalization Accuracy (%)
1D-CLSTM 99.08
LSTM 74.12
kNN with a multi-domain feature set 92.18




It can be seen from Table 5 that the generalization accuracy of the proposed method was the best.
This shows that the 1D-CLSTM learns to predict new data with higher accuracy than other machine
learning models and avoids overfitting. In addition, the trained 1D-CLSTM classifier can be used
as a good initializer for similar tasks of transfer learning (https://github.com/Larrylyh/Condition_
Recognition).
5.4. Generalizability Verification
To verify the generalizability of the proposed approach, the designed 1D-CLSTM was applied to a
diesel engine with 20 cylinders (V20DE), which is shown in Figure 12.
Figure 12. The diesel engine with 20 cylinders.
The vibration data under different operating conditions, which are listed in Table 6, were measured.
Table 6. Operating conditions of V20DE.






Generally, the data measured from different engine types vary greatly, and the 1D-CLSTM
classifier would need to be trained before use. The test set of V20DE contained 2101 samples, and the
corresponding confusion matrix is illustrated in Figure 13. As depicted in Figure 13, 32 samples out of
2101 were misclassified, and the corresponding accuracy was 98.48%.
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Figure 13. Confusion matrix.
6. Conclusions
In this study, an effective approach was proposed for multi-factor operating condition recognition
using a 1D convolutional long short-term network. The proposed method was capable of monitoring
and automatically recognizing multi-factor operating conditions based on the vibration signal measured
on engine cylinder heads. Moreover, the measured vibration signals no longer needed a complex
feature extraction process for condition recognition. Subsequently, adaptive dropout was proposed for
improving the model sparsity and preventing overfitting in model training. The experimental results
proved that the designed 1D-CLSTM classifier is indeed ideal for multi-factor operating condition
recognition with high generalization accuracy. At the same time, adaptive dropout could achieve
better training performance than a constant dropout ratio. In addition, this method has the potential
for application in real-time scenarios because the implementation of the 1D-CLSTM classifier is simple.
Last but not least, the trained 1D-CLSTM classifier can be used as a good initializer for similar tasks
of transfer learning. In the future, new studies will be conducted on the transition period between
the defined operating conditions to obtain a model that can identify continuous operating conditions.
Moreover, continuous operating condition recognition can be the basis of fault detection or diagnosis
under variable operating conditions.
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Abstract: The electromagnetic wear particle detector has been widely studied due to its prospective
applications in various fields. In order to meet the requirements of the high-precision wear particle
detector, a comprehensive method of improving the sensitivity and detectability of the sensor is
proposed. Based on the nature of the sensor, parallel resonant exciting coils are used to increase
the impedance change of the exciting circuit caused by particles, and the serial resonant topology
structure and an amorphous core are applied to the inductive coil, which improves the magnetic flux
change of the inductive coil and enlarges the induced electromotive force of the sensor. Moreover, the
influences of the resonance frequency on the sensitivity and effective particle detection range of the
sensor are studied, which forms the basis for optimizing the frequency of the magnetic field within
the sensor. For further improving the detectability of micro-particles and the real-time monitoring
ability of the sensor, a simple and quick extraction method for the particle signal, based on a modified
lock-in amplifier and empirical mode decomposition and reverse reconstruction (EMD-RRC), is
proposed, which can effectively extract the particle signal from the raw signal with low signal-to-noise
ratio (SNR). The simulation and experimental results show that the proposed methods improve the
sensitivity of the sensor by more than six times.
Keywords: particle detection; sensitivity; resonance; amorphous core; signal extraction
1. Introduction
Wear is one of the major causes of failure in machine components. The excessive wear of some core
parts of machineries, especially for large-scale mechanical equipment, may lead to a poor mechanical
performance, which in turn causes enormous economic losses. Therefore, for online monitoring of the
wear condition of machineries in order to prevent serious malfunctions, the wear particle detector
has demonstrated its value [1–3]. To date, wear particle detectors with different physical principles,
including optics, ultrasonics, electronics, and imaging, have been proposed, and the characteristics of
the various kinds of sensors are listed in Reference [4]. Among them, electromagnetic wear particle
detectors have demonstrated significant advantages in online wear condition monitoring because of
their strong anti-interference ability, good temperature stability, and high reliability.
To achieve a better particle detection effect, sensors with different structures have long been objects
of study. Flanagan et al. [5] proposed a wear particle detector with a single coil (inner diameter of
6 mm), which identifies particles by the fluctuation of the sensor resonance frequency. Experimental
results showed that the sensor could detect iron particles with a diameter of 150 μm. Fan et al. [6]
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designed a double-coil wear particle detection sensor. It estimates the size and the material properties
of particles by measuring the inductance difference between the sensing coil and the reference coil of
the sensor and can successfully detect 100 μm ferromagnetic particles and 500 μm non-ferromagnetic
particles. To improve the consistency of the particle detection results, a sensor with planar spiral
coils [7] was proposed. The simulation and experimental results showed that the uniformity of the
magnetic field in the detection area was greatly improved, however, the sensor could only detect the
ferromagnetic particles with a diameter of 700 μm. Further, Hong et al. [8] designed a radial inductive
debris detection sensor that consisted of a C-type iron core, a drive coil, and an inductive coil. The
experimental results indicated that the sensor could effectively detect a 290 μm ferromagnetic particle
in a 20 mm diameter pipe. However, the magnetostatic field was adopted in this sensor, so it could not
detect non-ferromagnetic particles. To improve the sensitivity of the sensor, the wear particle detector
with a parallel three-coil structure was studied [9–11]. The study demonstrated that the sensor could
detect approximately 100 μm ferromagnetic particles and 305 μm non-ferromagnetic particles in a
7.6 mm diameter channel. However, the sensitivity and the detectability are still the main obstacles for
the development and application of the wear particle detector. Therefore, some measures have been
taken to further improve the sensitivity of the sensor. The most direct and valid approach is adopting
micro-channel structures [12]. The typical feature of this kind of sensor is that the diameter of the
inner channel is smaller than 1 mm, which reduces the distance between target particles and sensor
coils. Du et al. [13] proposed a micro-channel device based on an inductive coulter counting principle
to detect metal wear particles in lubricating oil. The device could detect about 50 μm ferromagnetic
particles and 125 μm non-ferromagnetic particles. Wu et al. [14] designed a microfluidic chip-based
inductive wear particle detection device. For this sensor, the inner diameter of the coil was set to 200
μm, and the experimental results revealed that it could detect ferromagnetic particles with a diameter
of 5–10 μm. Although the sensitivity of the sensor was greatly enhanced, the small channel diameter of
the sensor greatly limits its application to large-scale machineries. Besides that, Li et al. [15] carried out
a study to improve the sensitivity of a single-coil wear particle detector. They innovatively proposed
that adding an external capacitor to the sensor coil and making the sensor work in a parallel resonance
state could boost the sensitivity of the sensor. Recently, Zhu et al. [16] added a ferrite core to the
single-coil wear debris detection sensor for the enhancement of sensor sensitivity. With this method,
the sensor could detect 11 μm ferromagnetic particles in fluidic pipes with a diameter of 1 mm under a
throughput of 750 mL/min.
The size of the minimum detectable particle and the real-time ability of the sensor are also limited
by the noise level of the raw signal and the performance of the particle signal extraction algorithm.
Fan et al. [17] presented a joint time-invariant wavelet transform and kurtosis analysis approach to
extract the effective particle signal. This method depresses the background noise of a raw signal by a
threshold. In this way, the wear particle detection effect is greatly influenced by the environmental
noise. Li et al. [10,18,19] adopted the maximal overlap discrete wavelet transform to remove vibration
interferences from the raw signal. Luo et al. [20] integrated the resonance-based signal decomposition
method and fractional calculus (RSD-FC) to improve the detection accuracy of the sensor. These
methods do improve the particle detection effect to a certain degree, but they are only valid when the
signal-to-noise ratio (SNR) of the signal is sufficiently high, which generally means higher than 2 dB.
Meanwhile, overcomplicated algorithms require a relatively high computational cost, which makes the
sensor unsuitable for application to continuous real-time monitoring [21].
To meet the requirements of the high-precision wear particle detector and improve the
micro-particle detection effect, a comprehensive method of improving the sensitivity and detectability
of the sensor is proposed. Based on the essential features of the sensor, a parallel resonance topology
and a series resonance topology are applied to the exciting coil and the inductive coil respectively, to
comprehensively boost the sensitivity of the sensor. In addition, the influence of resonance frequency
on the sensitivity and effective particle detection range of sensors is studied, which lays the foundation
for optimizing the frequency of the magnetic field within the sensor. To further improve the induced
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electromotive force, an amorphous iron core is added to the inductive coil. The high permeability and
the low hysteresis loss and eddy current loss of the amorphous material contribute to improving the
sensitivity and keeping the performance of the sensor under a high-frequency alternating magnetic
field. Additionally, to improve the real-time performance of wear monitoring, a quick extraction
method of the particle signal, based on a modified lock-in amplifier and empirical mode decomposition,
is proposed. This method dramatically reduces the amount of computation of the system and can
quickly extract the particle signal from the raw signal with an extremely low signal-to-noise ratio (SNR).
2. Device Description and Measurement Setup
2.1. Sensor Description
The core structure of the proposed wear particle detector is shown in Figure 1. Differing from the
conventional wear particle detection sensor, which only includes a coil frame, two reverse exciting
coils, and an inductive coil, the proposed particle detector adopts the resonance principle and an
amorphous iron core to compressively improve its sensitivity. Based on the features of the sensor,
the parallel resonance topology is used for the exciting coil to boost the impedance change of the
coil caused by particles. Moreover, the series resonance principle is applied to the inductive coil to
improve the induced electromotive force. Therefore, the resonant capacitors C1 and C3 are connected
to the left and right exciting coils of the sensor in parallel, and the resonant capacitor C2 is connected
to the inductive coil in series. The general working principle of the sensor has been expounded in
Reference [22]. In order to achieve the flow requirements of wear monitoring for large-scale machines,
the inner diameter of the sensor is set to 7 mm.
Figure 1. The structure of the proposed wear particle detector.
The metal wear particles passing through the sensor lead to magnetic perturbation of the
sensor. More specifically, ferromagnetic particles enhance the local magnetic flux density, while
non-ferromagnetic particles decrease the local magnetic flux density [22]. In these cases, the change




ΔBp(x, y)ds = Δ(L× I) (1)
Δφi = K(1− λ)(φe1 −φe2) (2)
where, φe is the magnetic flux through the exciting coil, ΔBp is the change of magnetic flux density
in the sensor caused by particles, L is the inductance of the exciting coil, I is the current through the
exciting coil, K is the gain factor of magnetic flux through the inductive coil, λ is the magnetic flux
leakage coefficient, which is closely related to the sensor structural parameters, and φei is the magnetic
flux through the ith exciting coil.
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The induced electromotive force output by the inductive coil can be expressed as (3), where Ni is
the number of turns of the inductive coil:




From the above equation, we can see that for the sensor with certain structural parameters, the
magnitude of the induced electromotive force is related to the product of the inductance of the exciting
coil and current through the exciting coil, and the gain factor K. Because the change of coil inductance
caused by wear particles is extremely weak, one method of improving the sensitivity of the sensor
is to enlarge the current variation through the exciting coils, which is closely associated with the
impedance change of the exciting circuit caused by particles. Meanwhile, this research proves that a
series-resonant inductive coil and an amorphous core can boost the gain factor K. The mechanism of
enhancing the sensitivity of the sensor is explained in detail in the following section.
2.2. A Sensitivity Comparison Analysis of the Sensors
To demonstrate the mechanism of sensitivity improvement by the resonant principle and the
amorphous core, a sensitivity comparison analysis of the conventional and proposed wear particle
detector was conducted. The circuit diagrams of the sensors are displayed in Figure 2a,b, where L1 and
L2 are the inductances of the exciting coils, L3 is the inductance of the inductive coil, C1, C2, and C3 are
the resonant capacitors for each coil, and the internal resistances of these coils are r1 = r2 = 4.1 Ω and r3
= 4.3 Ω. For the proposed sensor, as shown in Figure 2b, the resonance condition must be satisfied as








Figure 2. The circuit diagrams of the sensors. (a) The conventional sensor, (b) the proposed sensor.
The impedance change of the exciting circuit caused by particles can characterize the sensitivity
of the sensor indirectly. When no particles enter the sensor, the impedance of each exciting circuit of
the two sensors, as shown in Figure 2a,b, can be expressed as (5) and (6), respectively. Here, Za and
Zb are the impedances of the non-resonant and resonant exciting circuits respectively, Lq = Li −M
is the equivalent inductance of a single exciting coil, Li is the self-inductance of the ith exciting coil,
and M is the mutual inductance between the two exciting coils. Note that, under the resonance state,
1−ω2LqC ≈ 0 and ωCr 1, so it can be obtained that Zb  Za.
Za = jωLq + r (5)
Zb =
( jωLq + r)
1−ω2LqC + jωCr . (6)
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When wear debris gets access to the sensor, the inductance of one of the two exciting coils
changes, which further leads to an impedance difference between the two exciting circuits. Taking
the ferromagnetic particle as an example, the inductance-change of a coil caused by a ferromagnetic







Here, μ0 = 4π× 10−7H/m is the permeability of the vacuum, μr is the relative permeability, N is
the number of turns of the coil, and l is the width of the coil.







To characterize the sensitivity of the two sensors, the impedance differences between the exciting
circuits of each sensor are calculated by MATLAB (MathWorks, USA) and shown in Figure 3. During
the calculation, the equivalent inductance of the exciting coils is Lq1 = Lq2= 270.2 μH, which is obtained
from experimental measurement, the exciting frequency is set to f0 = 134.5 kHz, and the corresponding
resonant capacitances are C1 = C2= 5.17 nF. It can be seen that for the sensor with a non-resonance
principle, the impedance difference slowly grows with the increase of the particle diameter, and that
it is merely 0.41 Ω when the diameter of the ferromagnetic particle is 750 μm. However, for the
sensors with resonant exciting coils, the impedance difference rises rapidly with the increase of particle
diameter, reaches a peak value (3.99 Ω) at the position of r1 (528 μm), and then decreases sharply.
Therefore, the obvious impedance difference between the exciting circuits of the proposed sensor
signifies that the parallel resonant exciting coil does improve the sensitivity of the sensor to a certain
extent. However, the nonlinear characteristics of the impedance difference mean that different sized
particles, such as the particles with the diameter of rp and rp′, may lead to the same impedance change,
and even the impedance change, caused by the particle larger than r2 in diameter, turns negative,
which means that the large ferromagnetic particle may be recognized as a non-ferromagnetic particle.
Therefore, for correctness of the particle detection result, the effective detection range of the proposed
sensor is restricted to (0,r1).
 
Figure 3. The impedance difference between exciting circuits of different sensors.
To effectively monitor the initial abnormal wear stage of the machinery, some measures must be
taken to improve the detectability for micro particles. It is calculated that for the proposed sensor, the
resonance capacitance (or resonance frequency) greatly affects the peak position of ΔZb. The impedance
differences between the two exciting circuits with different resonance capacitors are displayed in
Figure 4. It can be seen that with the decrease of the capacitance, the impedance difference curve
shifts to the left, which reduces the particle detection range of the sensor to (0, ra′), but enhances
the impedance difference between the two exciting circuits caused by micro particles. Therefore, the
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smaller resonance capacitance (higher resonance frequency) contributes to the detection of micro wear
particles. However, that greatly increases the current through the exciting coils and makes the sensor
produce more heat, which is harmful to the reliability of the sensor. Meanwhile, the excessive field
frequency increases the magnetic losses in particles, which weakens the detectability for ferromagnetic
particles. Considering the above factors, a real well-selecting experiment was conducted, and the
results showed that a resonant capacitance of 1nF is appropriate for the detection of ferromagnetic
particles. In this situation, the detection range of the sensor was restricted to (0, 300) μm.
 
Figure 4. Impedance difference between exciting circuits of the proposed sensor with different
resonant capacitors.
The impedance change of exciting coils caused by particles leads to current redistribution, which
is one of the key factors of improving the sensitivity of the sensor. Under this circumstance, the current

















Note here that, when the particle diameter is distributed in the range (0, ra′), Zb > Za and ΔZb/Zb >










)ΔIa  ΔIa. (11)
The combination of (3) and (11) implies that the parallel resonant exciting coil can essentially
improve the induced electromotive force. Meanwhile, Equations (2) and (3) indicate that increasing
the magnetic flux through the inductive coil is helpful to further enhance the detectability for micro
wear particles and boost the sensitivity of the sensor. Therefore, an amorphous iron core is added to
the inductive coil. For the inductive coil, the difference in the magnetic flux density between the two
exciting coils can be equivalent to a weak external magnetic field Hp, which produces the magnetic flux
of the inductive coil. Based on the equation of B = μH,ϕ =
∑∫
Bds, it can be obtained that a ferrite
core with a high permeability can boost the external magnetic field and enhance the magnetic flux
of the inductive coil. To demonstrate the enhancement effect of the magnetic flux by the amorphous
core, a simulation was conducted using the software of COMSOL Multiphysics (COMSOL, Stockholm,
Sweden). The simulation parameters used were obtained from the experimental system (illustrated in
Section 3). The magnetic fluxes of the inductive coil caused by a 100 μm iron particle for the sensors
are displayed in Figure 5. It can be seen that the magnetic flux through the inductive coil of the sensor
with the amorphous core increases significantly. In this case, a larger induced electromotive force is
produced by the inductive coil.
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Figure 5. Magnetic flux of the inductive coil.
To further magnify the induced electromotive force caused by particles, the series resonance
principle is adopted for the inductive coil and the capacitor C3 also needs to meet the resonance
condition as (4). It is noteworthy that the resonance frequency should maintain a consistent value
with the exciting frequency f0 and the inductive coil can be regarded as a power source. Under the
series resonant state, the current through the coil reaches a peak as (12), and the output signal of the
sensor can be expressed as (13). The result shows that the series resonant inductive coil magnifies the
output signal of the sensor, and the magnification can be comprehensively described as the quality
factor of the induction coil. In this situation, the stray capacitance of the coil and the equivalent series
resistance of the resonant capacitor cannot be neglected, so it is difficult to directly calculate the quality
factor. We measured the quality factor using a digital electric bridge tester (TH2821B) and obtained an
approximate value of 3.22, which indicates that the output signal of sensor Es ≈ 3.22E0:
I3 =
E0




Es = I3(r3 + jωL3) = E0
√
1 + (ωL3/r3)
2 > E0. (13)
Here, I3 is the current through the inductive coil under the resonant state, and E0 and Es are the induced
electromotive forces output by the inductive coil and the sensor, respectively.
Consequently, adding an amorphous iron core to the inductive coil and making it work in the
series resonance state are two significant methods of further improving the sensitivity of the sensor.
2.3. Particle Signal Measurement Setup
For the proposed sensor, because of the weak inhomogeneity of the magnetic field between the
exciting coils, the initially induced electromotive force interference is produced when no particles pass
through the sensor. By analyzing the characteristics of the sensor signal, it can be obtained that the
real output signal is composed of the effective particle signal, initially induced electromotive force




2 = (E(ra, v) sin(ω1t + ϕ2) + E(Δ)) sin(ω0t + ϕ1) + N(t) (14)
where, E(ra, v) sin(ω1t + ϕ2) is the effective particle signal, E(Δ) sin(ω0t + ϕ1) is the initially induced
electromotive force interference, ω0 and ω1 are the angular frequencies of the exciting signal of the
sensor and the effective particle signal respectively, and N(t) is the Gaussian noise resulting from
environmental interference.
A measurement system for weak signals is crucial for the detection of wear particles. For satisfying
the high real-time requirements of online wear monitoring, a new signal extraction method, based on a
modified lock-in amplifier (MLIA) and empirical mode decomposition (EMD), is proposed. Compared
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with conventional peak-detection (PD) algorithms [17,18,20], the proposed method is much simpler
and faster. It can adapt to circumstances with an extremely low signal-to-noise ratio (SNR). Figure 6
shows the block diagram of the signal measurement system. The frequency synthesizer is used to
adjust the frequency of the exciting signal to satisfy various monitoring situations. A capacitance
matcher is applied to match suitable capacitances for sensor coils. The process of particle signal
extraction includes the pre-detection process, preliminary signal extraction, and signal shaping. In the
pre-detection process, the raw signal of the sensor is amplified and then filtered by a power frequency
filter and an anti-aliasing filter to remove the 50 Hz interference and the high-frequency interference
which is generally caused by mechanical vibration of the sensor. For preliminary signal extraction, a
modified lock-in amplifier (MLIA) is proposed. In contrast to a conventional lock-in amplifier (LIA),
the MLIA adopts two Bessel-type band-pass filters with a center frequency f0 due to the essential
feature of the sensor signal, and the effective particle signal is amplitude-modulated by a sinusoidal
signal with a frequency of f0. Besides that, to quickly eliminate the initially induced electromotive
force interference, a Bessel high-pass filter with a cut-off frequency of 5 Hz was used. Because the
extraction effect of the particle signal is relevant to the function of these filters and SNR of the raw
signal, to adapt the detection requirement of the particles with different speeds, the raw signal is
always under-filtered by these filters. Therefore, some unfiltered Gaussian interference still exists in
the particle signal, which lowers the detection effect for particles, especially for particles with a low
speed. Hence, the particle signal-shaping method based on the EMD is proposed.
Figure 6. Block diagram of the signal measurement system.
In the procedure for preliminary signal extraction, the reference signal of MLIA is set to A sin(ω0t+
ϕ3), which has the same frequency as the exciting signal. After that, the raw signal is multiplied by
both the reference signal and a signal in quadrature with respect to a reference signal of A cos(ω0t+ϕ3).
The signals of i(t) and q(t) can be obtained as (15) and (16), respectively. It can be seen that i(t) and
q(t) consist of three parts: the amplitude component, high-frequency part (frequency is 2 f0), and
noise sector:
i(t) = ((E(ra, v) ∗ sin(2π f1 + ϕ2) + E(Δ)) ∗ sin(2π f0t + ϕ1) + N(t))A sin(2π f0t + ϕ3)
= A2 (E(ra, v) ∗ sin(2π f1 + ϕ2) + E(Δ)) ∗ cos(ϕ1 −ϕ3) − A2 (E(ra, v) ∗ sin(2π f1 + ϕ2)
+E(Δ)) ∗ cos(2 ∗ 2π f0t + ϕ1 + ϕ3) + N(t) ∗A sin(2π f0t + ϕ3)
(15)
q(t) = ((E(ra, v) ∗ sin(2π f1 + ϕ2) + E(Δ)) ∗ sin(2π f0t + ϕ1) + V(t) + N(t)) ∗A cos(2π f0t + ϕ2)
= A2 (E(ra, v) ∗ sin(2π f1 + ϕ2) + E(Δ)) ∗ sin(ϕ1 −ϕ3) + A2 (E(ra, v) ∗ sin(2π f1 + ϕ2)
+E(Δ)) ∗ sin(2 ∗ 2π f0t + ϕ1 + ϕ3) + N(t) ∗A cos(2π f0t + ϕ3)
(16)
306
Sensors 2019, 19, 3162
After the MLIA’s band-pass filters, the high-frequency component and most of the noise








(E(ra, v) ∗ sin(2π f1 + ϕ2) + E(Δ)) ∗ sin(ϕ1 −ϕ3). (18)
The estimation of the specific component amplitude (SCA) is given by (19). There are two sectors
in the SCA: a sinusoidal component with a frequency of f1, which involves the effective particle
signal, and a direct component that reflects the amplitude of the initially induced electromotive force
interference. Therefore, a Bessel high-pass filter with a cut-off frequency of 5 Hz is used to remove the
DC interference component, and the effective particle signal is then obtained as (20):
SCA =
√
I(t)2 + Q(t)2 =
A
2




(E(ra, v) ∗ sin(2π f1 + ϕ2). (20)
That the cut-off frequency of the high-pass filter is 5 Hz means that the allowable minimal speed
of particles passing through the sensor is v = f1 ∗ l = 5 ∗ 11 × 10−3 = 5.5 × 10−2 m/s, and the
corresponding allowable minimum quantity of flow is V = πvd2/4 = 0.127 L/min. Here, l is the outer
distance between the exciting coils and d is the inner diameter of the sensor.
Although the modified lock-in amplifier can preliminarily extract the weak particle signal and
greatly improve the SNR of the signal, there is still some unfiltered Gaussian interference which
influences the accurate judgment of the signal amplitude. Therefore, the signal-shaping method based
on the EMD-RRC (empirical mode decomposition and reverse reconstruction) is adopted. EMD is an
adaptive time-frequency signal processing method used to decompose non-stationary or nonlinear
data into several elementary intrinsic mode functions (IMFs), which contain the local features of
the raw signal at different time scales. The detailed decomposition process is stated in [24,25]. The




ci(t) + r(t) (21)
where, ci(t) is the ith intrinsic mode function and r(t) is the residual term.
Based on the theory of the EMD, the low-order IMFs contain the high-frequency component of
the raw signal, and the high-order IMFs and the residual term represent the low-frequency trend
component of the signal. Considering the preliminarily extracted particle signal, in order to eliminate
the residual interference, the trend component with a low frequency should be removed first. Hence, a





ci(t) + r(t) (22)








∣∣∣Mean(ci(t))∣∣∣−HT) < 0 (23)
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where, Mean(.) denotes the mean function, and HT= 0.05
∣∣∣Mean(r(t))∣∣∣ is the threshold.
To further eliminate the high-frequency interference, a reverse reconstruction method is proposed
to reconstruct the signal of the particle. This method gradually adds lower-order IMFs to the detrended





The best denoising effect means the maximal correlation between the particle signal and an ideal
sinusoidal signal. Hence, the synthesized correlation coefficient as (25) is used to evaluate these









Here, COV(.) denotes the covariance function and Estd is an ideal sinusoidal signal.
The array of synthesized correlation coefficients for the different reconstruction particle signals is
established as:
ρmax = max(
∣∣∣∣ρ1rsig∣∣∣∣, ∣∣∣∣ρ2rsig∣∣∣∣, . . . , ∣∣∣∣ρ jrsig∣∣∣∣). (26)




∣∣∣∣ρ jrsig∣∣∣∣−ρmax) + 1) . (27)
The signal extraction process is simulated by MATLAB SIMULINK and the signal-to-noise ratio
(SNR), as shown Equation (28), is used to evaluate the effect of the proposed signal measurement
system. In addition, to illustrate the influence on the signal detection effect by the initially induced
electromotive force interference, the signal-to-harmonics ratio (SHR) is defined as (29).







Here, Pp and PN are the power of the effective particle signal and the noise signal respectively,
Ep is the effective particle signal, E0 is the initially induced electromotive force, and the subscript p-p
means the peak-to-peak value.
The simulation is conducted on the condition that the effective particle signal is E0 = 5 ×
10−5 sin(2π f0t), SHR equals 1/100, the variance of Gaussian noise is 1e-8, and the signal amplification
factor is 100. In this situation, the raw signal of the sensor is demonstrated in Figure 7a, which shows
that the particle signal is fully submerged in the interference, and the SNR of the raw signal is as low
as –21.37 dB. The preliminarily extracted particle signal is displayed in Figure 7b. It can be seen that
the interference component is greatly removed from the raw signal, however, the residual interference
still influences the amplitude recognition. In the process of signal-shaping, the preliminarily extracted
signal is decomposed into several IMFs and a residual component by the EMD method, as shown
in Figure 7c. Based on Equations (21)–(25), the IMF5 and the residual component are regarded as
low-frequency trend components and the IMF1 and IMF2 are treated as high-frequency interference.
After eliminating all the interference, the reconstructed signal can be obtained, as shown in Figure 7d.
It shows that the shaped particle signal has obvious sinusoidal characteristics.
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Figure 7. The simulation of the signal extraction process. (a) The raw signal of the sensor, (b)
the preliminarily extracted particle signal, (c) the decomposed particle signal, and (d) the shaped
particle signal.
To evaluate the validity of the proposed signal extraction and shaping method, the SNR values
of the raw signal, preliminarily extracted signal, and shaped signal are calculated and presented in
Table 1. The result illustrates that the SNR of the signal is greatly improved, which contributes to
boosting the particle detection effect of the sensor.
Table 1. The signal-to-noise ratio (SNR) of signals.
SNR of Raw Signal SNR of Preliminarily Extracted Signal SNR of Shaping Signal
–21.37 dB 3.71 dB 13.181 dB
2.4. Analysis of the Computational Cost and Performance of Methods
As wear particles are monitored in real time by an electromagnetic wear particle detector, the
computational efficiency of particle signal extraction algorithms and the correctness of detection
results are of important concern. Therefore, in this section, a comparative analysis, involving the
computational cost and extraction effect of particle signals incurred by the application of RSD-FC
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(resonance-based signal decomposition method and fractional calculus) [20], VMD-based method
(variational mode decomposition) [26–28], and EMD-RRC (empirical mode decomposition and reverse
reconstruction), is presented.
With respect to EMD and VMD, the algorithms decompose raw signals into several sub-signals
(modes). However, the implementation of VMD requires first performing a Hilbert transform which
involves an EMD process, so the VMD carries on a computational cost higher than the EMD. Besides
that, the VMD requires a predetermined number of decomposition level k, which greatly influences
its decomposition effect and computational efficiency [28]. Moreover, it’s difficult to adjust the value
of k for the optimal decomposition effect self-adaptively. The RSD-FC expresses a signal as the sum
of a ‘high-resonance’ component which generally represents the interferences and a ‘low-resonance’
component which characterizes the particle signal. To achieve this goal, a morphology component
analysis needs to be conducted, in which, an iterative optimization algorithm is utilized to update
the transform coefficient matrices [20], so the method requires extensive calculations. To evaluate
the computational efficiency, the preliminarily extracted particle signal with a sampling time of 1
s, extended from the data of Figure 7b, is processed using different algorithms running on a PC
(Intel(R) Core(TM) i7-4720HQ CPU, 2.60 GHz, 8 GB RAM, Windows 10 operating system). For
effective detection of wear particles with high speed, the sampling frequency is set to 3000 Hz. The
theoretical peak-to-peak value of the particle signal output by the sensor is 10 mV. The performance of
the algorithms is evaluated using the mean signal-to-noise ratio (MSNR), mean peak-to-peak value








where, Ti and Mi represent respectively, the theoretical and measured peak-to-peak value of particle
signals, and n is the number of samples.
The extraction results of particle signals by RSD-FC, VDM-based method (k= 7), and the EMD-RRC
are demonstrated in Figure 8a–c, which shows that the residual interferences in preliminarily extracted
particle signals are removed to different degrees. The computational time and the performance of the
algorithms are displayed in Table 2. It can be seen that all the methods do improve the SNR of signals
to a certain degree and the MSNR of the extracted particle signals are higher than 10, which contributes
to the effective detection of micro-particles. Furthermore, among these methods, the computational
time of the RSD-FC is the longest and reaches to 1.9548 s, which is much larger than the sampling time
(1 s). Therefore, it is difficult to guarantee real-time performance of particle detection sensors. Besides
that, the correctness of the particle detection results is relatively poor. The MPPV and MRAE of particle
signals extracted by the RSD-FC are 9.26 mV and 7.4%, respectively. For the VMD-based method,
with the increase of the number of decomposition level k, the computational time rises accordingly.
Moreover, comprehensively considering the evaluation indicators, the VMD-based method with k = 7
performs best (MSNR = 13.357 dB, MPPV = 9.71 mV, and MRAE = 2.9%). However, in this case, the
computational time is 1.4942 s, which is also larger than the sampling time (1 s). While for the proposed
EMD-RRC method, the MPPV and the MRAE of signals are 9.68 mV and 3.2%, respectively. Although,
they are slightly lower than that of the VMD-based method with k = 7, the average computational
time is only about 0.83 s which is sufficient to process the data of 1 s long with 3000 samples in real
time. In summary, the proposed method is sufficiently fast for on-line application in terms of both
computational efficiency and detection quality.
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Figure 8. The extraction results of different algorithms applied on the preliminarily extracted signals.
(a) resonance-based signal decomposition method and fractional calculus (RSD-FC), (b) variational
mode decomposition (VMD)-based method with k = 7, (c) empirical mode decomposition and reverse
reconstruction (EMD-RCC).
Table 2. Computational times and the performance of different algorithms.
Algorithms MSNR (dB) MPPV (mV) MRAE Mean Computational Times (s)
RSD-FC 8.854 9.26 7.4% 1.9548
VMD-Based (k = 4) 10.347 9.27 7.3% 0.9368
VMD-Based (k = 5) 11.755 9.39 6.1% 1.1256
VMD-Based (k = 6) 12.982 9.54 4.6% 1.3573
VMD-Based (k = 7) 13.357 9.69 3.1% 1.4942
VMD-Based (k = 8) 12.793 9.60 4.0% 1.5783
VMD-Based (k = 9) 12.584 9.52 4.8% 1.7137
EMD-RRC 13.181 9.68 3.2% 0.8314
3. Experiment
3.1. Experimental System
To verify the improvement of the sensitivity and the detectability of the sensor contributed by
the resonance mechanism, the amorphous iron core, and the proposed signal measurement system,
the detection efficiencies of the conventional and proposed sensors for wear particles were tested.
The complete experimental system, as shown in Figure 9a, consists of the sensor, the excitation and
detection unit, which is used to supply the exciting signal and to extract the particle signal, and the data
collecting and processing software. The core parameters of the sensors adopted in the experiments
are listed in Table 3. Furthermore, some sphere-like iron particles with the diameters of 75, 120, and
150 μm are selected by the scanning electron microscope as target particles, as shown in Figure 9b.
The previous experimental research shows [29] that the lubricating oil does not affect the signal of the
sensor, so the sensitivity analysis experiments are conducted under an oil-less condition.
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Figure 9. Experimental system. (a) The particle detection system, (b) the selected iron particles.
Table 3. The core parameters of the sensors adopted in the experiments.
Parameters Conventional Sensor The Proposed Sensor
Inner diameter of the sensor 7 mm 7 mm
Width of the coils 2 mm 2 mm
Inner diameter of exciting coils 9 mm 9 mm
Number of turns of exciting coils Ne 127 127
Number of turns of exciting coils Ni 110 110
Inner diameter of inductive coil 11 mm 11 mm
Inner diameter of amorphous core - 9 mm
Outer diameter of amorphous core - 11 mm
Resonant exciting capacitance C1, C2 - 1.0 nF
Resonant inductive capacitance C3 - 0.63 nF
During the experiment, the measurement data shows that the initially induced electromotive
forces of the sensors are about E0 = 7.3× 10−4 sin(2π f0t) V and the Gaussian noise is very apparent.
In this case, the particle signal is totally submerged in the inference. Taking the proposed sensor
as an example, Figure 10 shows the raw signal of the sensor caused by a particle with the diameter
of 120 μm. Because the particle speed may influence the signal extraction effect to a certain degree,
particle detection experiments were conducted when the particle moved at the speed of 3 m/s, 5 m/s,
and 8 m/s, respectively. The preliminarily extracted particle signal and the shaped particle signal are
shown in Figure 11a,b, respectively. The results indicate that for the preliminarily extracted signals, a
better detection is achieved at a higher particle speed. Moreover, after the signal shaping, the residual
interference is further removed and the signals of the particle with different speeds can be effectively
extracted. The SNR and peak-to-peak values of the particle signals are listed in Table 4, which shows
that the proposed particle signal extraction method can greatly enhance the SNR of the particle signals
and benefit the detection of micro wear particles. In addition, the peak-to-peak values of the signals
are approximately consistent, which means that the signal measurement system has high fidelity.
 
Figure 10. The raw signal of the proposed sensor.
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(a) (b) 
Figure 11. The signal of particles with different speeds. (a) The preliminarily extracted particle signals
and (b) the shaped particle signals.









3 –14.318 9.341 12.933 9.62
5 –15.541 10.366 17.609 9.58
8 –19.917 11.625 15.173 9.55
3.2. Sensitivity Comparison for Ferromagnetic Particle Detection
To illustrate the sensitivity improvement by the proposed methods, both the conventional sensor,
as shown in Figure 2a, and the proposed sensor, as shown in Figure 2b, were tested. Figure 12 shows
the output signal of the sensors caused by the different sizes of ferromagnetic particles. In the figure,
the green curve illustrates the signal output by the conventional sensor, and the orange curve represents
the output signal of the proposed sensor, which adopts a resonance principle and an amorphous iron
core. It can be seen that, for the conventional sensor, it is difficult to effectively detect iron particles less
than 100 μm in diameter and the peak value of the induced electromotive force caused by a 100 μm
iron particle is only 0.59 mV. However, for the proposed sensor, the signal amplitude of the particle
with the diameter of 75 μm reaches 2.6 mV, which is much greater than that of the conventional sensor.
A comparison analysis of the detection result of the conventional sensor and the proposed sensor
with various resonant capacitances is presented in Figure 13. It can be seen that the particle signal
output by the proposed sensor is much larger than that of the traditional one, and with the decrease
of the exciting capacitance, the sensitivity of the sensor gradually increases. The amplitude of the
signal caused by a 75 μm iron particle, when the exciting capacitance equals 1 nF, is 2.6 mV, which is
much greater than that under the circumstance of C1 = C2 = 5 nF (1.06 mV), and the increasing trend
tends to be more evident for larger particles. However, excessive reduction of the resonant capacitance
leads to a stronger eddy current effect in ferromagnetic particles and increases the current through
the exciting coil rapidly, which may weaken the detectability for ferromagnetic particles and greatly
reduce the reliability of the sensor. Therefore, a 1 nF resonance capacitance for the exciting coil is finally
used for ferromagnetic particle detection.
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Figure 12. The particle signal output by the sensors. (a) 75 μm, (b) 120 μm, (c) 150 μm.
Figure 13. The comparison analysis of sensor sensitivity.
3.3. Wear Monitoring in a Real Oil Environment
To verify the detection effect of the sensor in a real oil environment, the sensor was assembled
in the lubrication system with large ferromagnetic wear particles, comprised of 20 particles with a
diameter of 80–100 μm, 20 particles with a diameter of 120–150 μm, and 20 particles with a diameter of
150–180 μm. These particles were added into the oil to simulate a serious wear fault of the mechanical
equipment. The lubricating oil, including the wear particles, were driven by a pump and cycles
through the sensor 20 times. By monitoring the wear particles using the sensor, the size distribution
and the number of wear particles were estimated. The statistical result is displayed in Figure 14, which
shows that the number of detected wear particles greater than 100 μm in diameter is approximately
consistent with the standard value (400). However, the number of iron particles smaller than 100 μm
in diameter is slightly more than the standard value. The possible reason for this phenomenon is that
some parts of the larger wear particles may stick to the inner surface of the pipeline or be ground
down to smaller particles by the blades of the pump during its running process. Therefore, based on
the experimental result in a real oil environment, it can be concluded that the sensor can effectively
monitor the quantity of the wear particles with different sizes, which helps to estimate the wear state
of the mechanical equipment and to prevent mechanical failure caused by serious wear.
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Figure 14. The statistical distribution of the wear particles.
4. Conclusions
The electromagnetic particles’ detection sensor is of great importance due to its prospective
application in various fields, and the sensitivity and detectability are still major obstacles in the
development of wear particle detectors. Therefore, this paper has proposed that the resonance principle,
an amorphous iron core, and a new signal measurement system are adopted to comprehensively
improve the sensor sensitivity and detectability. Based on the work, the following conclusions
are obtained:
(1) For the three-coil wear particle detector, the parallel resonant exciting coil magnifies the impedance
difference between exciting circuits caused by particles. Additionally, the amorphous iron core
and the series resonant inductive coil increase the magnetic flux through the coil and enhance the
induced electromagnetic force of the sensor, which can comprehensively improve the particle
signal more than six times compared to the conventional sensor.
(2) Under the resonance state, the nonlinear characteristics of the impedance difference between
exciting circuits of the proposed sensor mean that the effective particle detection range of the
sensor is restricted to (0,ra′).
(3) Decreasing the resonant capacitance and increasing the exciting frequency can further improve
the detection ability for micro-particles, though this reduces the effective particle detection range
of sensors.
(4) By comparing different algorithms, the signal measurement system based on the MLIA and
EMD-RRC guarantees the real-time ability for online particle detection and can effectively
extract the particle signals from the raw signal with an extremely low SNR (≈−20 dB). The
experimental results indicate that based on the proposed method of improving the sensitivity and
detectability, the large-calibre (7 mm) sensor can effectively monitor the initial abnormal wear of
the heavy machines.
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Abstract: The satellite compass is one of new variants of satellite navigational devices. Is it still
treated with caution on International Convention for the Safety of Life at Sea (SOLAS) vessels,
but has become popular on the fishing vessels and pleasure crafts. The standard data obtained
by such devices suggest accuracy of satellite compasses at a level of about 1 degree, so it seems to
be as accurate as gyro or the magnetic equivalent. A changeability of heading errors, especially
its frequency spectrum, is analyzed and presented in the paper. The results of comparison of an
onboard standard gyrocompass, a fiber-optic gyrocompass (FOG) and a satellite compass in real
shipping circumstances have been discussed based on the available literature and previous research.
The similar comportment of these compasses are confirmed, however, in real circumstances it is
difficult to separate heading oscillations produced by the ships yaw (or helmsman abilities) from the
oscillations of the compass. Analysis of the heading oscillations has been performed based on the
measurements of the heading indications of stationary compass devices and the devices mounted on
the vehicles moving on the straight line (straight part of a road and tram line) to separate the impact
of the vessel steering system. Results of heading changeability in the frequency domain are presented
based on the Fourier transform theory.
Keywords: satellite compass; accuracy; spectrum analysis; Fourier transform
1. Introduction
It is impossible to navigate a vessel without any directional reference. All movements, no matter
for people or for vehicles, in environments such as desserts, seas or air, require direction indicators.
The contemporary ship is equipped with a magnetic compass and a gyrocompass as indispensable
devices. This refers to all the open-sea ships which must be equipped in compliance with the
International Convention for the Safety of Life at Sea (SOLAS). Toward the end of the 20th century,
satellite compasses began to trace in a completely new way [1,2] in the form of a specific version of
a multiantenna GNSS receiver with the additional option to determine a ship’s heading. The most
popular is the two-antenna solution, which gives an opportunity to measure two angles: heading and
pitch or heading and roll, depending on how it is installed in relation to the centerline of the ship.
Three-antenna solutions are also accessible. They allow measuring the full information of the ship’s
orientation in the space. According to Sperry Marine [3], one of the manufacturers of such devices, it has
been designed as a low-cost alternative to conventional spinning-mass and fiber-optic gyrocompasses
for application on workboats, commercial fishing vessels, large private yachts, naval patrol boats,
and small merchant ships, which are not required to carry a gyrocompass.
The origin of this devices can be found in Very Long Base Interferometry (VLBI)—a radio
-astronomical method in which space sources of electromagnetic signals (usually quasar) are collected
by multiple radio telescopes distributed on the Earth [4]. On this basis, by means of correlation of
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random-type noise registered in the same time in different places (global network), distances between
telescopes can be calculated. In the 1960s and 1970s, it was a very efficient method in geodesy,
geodynamics etc. on a global scale.
Signals from satellites can be treated in the same manner. A correlation between signals received
by an array of antennas, distributed in a specific way, give us an opportunity to calculate direction on
the source of the signal (satellite) when the structure of this signals is known. In the case of a Global
Positioning System (GPS) satellite, we are working with a 19 cm long electromagnetic wave, so the
distribution of receiving antennas can be of around 1 m. By using two receiving systems and utilizing
the carrier wave of GPS signals, we are in fact using (RTK) Real Time Kinematic GPS technology. In the
simplest version, the two antennas, namely, base (primary) and rover (secondary), are situated along
one of the axis of the ship. In the classical version of RTK, the coordinates of the primary antenna
should be known; then, a spatial vector between both antennas can be calculated. As we are not
interested in very accurate measurements of the antennas’ positions and the base distance between
both antennas is known (due to the fact that a base line between the two antennas is constant and
situated in a constant position referring to the hull of the ship), the distances between each antenna
and satellite enables us to determine the angles in two axes (Figure 1, axes X and Z).
 
Figure 1. The idea of the use of two antennas to determine the heading of the ship [1].
Such ideas appeared at the end of the 20th century. The numerous publications of Calgary
authors, including [5–8], are particularly noteworthy. Before the manufacturers proposed such devices,
many researchers used them as reference systems for compass testing, for example [9,10]
Proposals for using the GPS system-derived devices to determine the angles of the spatial
orientation of the object, using multiple antennas, appeared earlier. Anthony Evans is the author of
significant achievements in this area by using the GPS system to determine ship orientation in the
1980s [11]. He proposed a method of measuring orientation angles through a single antenna that
cyclically rotates inside the aircraft fuselage. In 1988, he began experimenting with an 18-channel
receiver that used a system of three antennas spaced from 40 cm to 60 cm apart. This satellite compass
precursor was tested under a marine conditions on the “USS Yorktown” to determine an accuracy
during movement [12]. Parameters such as the duration of system initialization, maintaining its
continuity and required accuracy in a real time in a dynamic environment, were examined at the
beginning of satellite compasses development. Confirmation of the hypothesis was obtained that
multi-antenna GPS receivers, in addition to the positioning ability, are able to determine reliable
data regarding a ship’s spatial orientation. Another example is the proposal contained in the patent
of 1998 [13]. The authors proposed a compass, which determines its spatial orientation based on
a construction with two antennas rotated by a stepper motor until a phase equalization of both
antennas occurs.
The first devices available to wider users were introduced in the 1990s. In 1991, Ashtech launched
the first multi-antenna GPS receiver: 3DF. Using this system, it was possible to determine the heading,
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longitudinal and transverse tilt, as well as the position, using a system consisting of four antennas,
one of which served as the base antenna, and three others were supporting the base. Each antenna
cooperated with a separate receiver. All of them, using signals from at least four different satellites
simultaneously, by measuring the difference in phase, determined the orientation of the antenna assembly
in three-dimensional space. The research was continued by scientists from the University of Calgary,
who in 1994 conducted tests on the Canadian research ship, “Endeavor”. Four GPS antennas were
mounted on the vessel’s helipad. The purpose of the tests was to compare the indications of this system
with the Sperry Mark 3 Model C gyro compass available on the vessel [14,15]. Other analyses related to
this subject, especially over the optimal configuration of antennas, have also been published in [5,16].
In 1994, Trimble introduced a four-antenna system called TANS Vector [17]. The system performance
was based on phase measurements between one of the antennas (main, base) and each of the others,
which were treated as slave antennas.
2. Materials and Methods
2.1. Background
Despite many tests confirming the usefulness of multi-antenna GNSS receivers for measurements
related to spatial orientation, devices that met the criteria specified in international conventions
have been developed no earlier than in 2005. Large errors appeared periodically in all the previous
constructions, which were related to the changing satellite constellation parameters. An example of
such measurements, taken in 2004 with the Crescent compass installed on the roof of the building is
shown in Figure 2.
Figure 2. Heading measured with a satellite compass during stationary measurements [2].
The MX 575 compass, which as the first receiver of a certificate allowing it to be used as a heading
transmitting devices, was introduced in 2005. It could be used as a backup source of heading information
in IMO-compliant (International Maritime Organisation) vessels. One of the important solutions
was the use of the MEMS-type (Microelectronic Mechanised System) gyroscope, which stabilizes the
indications when “raw” measurements in the radio domain turn out to be temporarily inaccurate.
Modern constructions often have a triad of gyroscopes and accelerometers. They are integrated systems,
able to continue working for several minutes even in the event of satellite signals disappearance.
The dynamic properties of such devices largely depend on the details of an algorithm used for the
calculation and filtering of signals. The traditional gyro-compass has an electromechanical sensor,
whose center of gravity is shifted relative to the geometric center, and thus behaves like a pendulum
oscillating with a period of about 84 min (Schuler period, Schuler tuning). Maximilian Schuler made
a proposal in 1923 that gyro compasses lend themselves to particularly successful tuning when the
curvature of the Earth is taken into consideration. In this way, the instruments can be made insensitive
to the disturbances that are caused by the result of the accelerations of the carriers along the surface of
the Earth. According to this requirement, the instruments have to be tuned to an oscillation period
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of 84.3 min. Thus, the classical gyrocompass has its own fluctuation with a long period. There are
no kinematic problems in satellite compasses, however, the results depend on changes in the satellite
constellation and the properties of the measurement-processing algorithm. This is an issue addressed
by the authors of this article. Manufacturers commonly describe the quality of such devices by declaring
their accuracy based on an average square error or using similar methods. The assumption of white
noise may not be true. Dynamic errors are caused by dynamic factors affecting the system, such as
vibrations, roll, pitch or linear acceleration. According to [3] ‘this error may have an amplitude and
frequency related to the environmental influences and the parameters of the system itself’. However,
for implementation in more complex measuring systems, when the fundamental issue is the selection
of devices with different error characteristics, the question regarding the error frequency spectrum
is important. The basic principle of integrating devices that perform similar functions is to vary the
output error rate.
There are two main types of satellite compasses available on the market now: dual-antennas and
tri-antennas. The most popular are dual-antenna constructions, which give the opportunity to measure
two angles in transverse directions to the base between two antennas (pitch or roll in addition to
heading). Designs with three antennas give the opportunity to measure all three angles of orientation of
the carrier. Besides the number of antennas, there are devices with a constant distribution of antennas
and movable antennas, so the distance between them can be changed by the owner or by the fitter.
Additional sensors, commonly made in MEMS technology, are used to stabilize angular measurements.
In addition to gyroscopes, these devices are often equipped with accelerometers. These are extremely
useful for measuring the heave, which is thought to be important on small hydrographic units. In more
extensive systems, there is also an option to include information from magnetic sensors or (and) a
barometric measuring element. Possible block-diagram of a standard satellite compass was depicted
in Figure 3.
Figure 3. Possible block-diagram of a standard satellite compass. (Source: A.Felski).
Studies published in [18] proved that a satellite compass behaves similarly to a standard gyro or
fiber-optic gyro (FOG) on a ship in motion. In the Figure 4 a small, systematic shift of measurements
from individual devices can be noticed, however, this is due to inaccuracies in the installation of the
satellite compass and FOG for the time of experiments. In general, all compasses seem to show almost
the same values, and visible oscillations are probably due to imperfections in the control system and
inertia of the ship. The existence of a very low frequency (Schuler tuning) characteristic of a classic
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gyro compass (NAVIGAT X) is noticeable. The most changes in the heading presented in the image
occur due the behavior of the ship, so they are very similar to each other.
Figure 4. Example of registered headings from a classic gyrocompass (NAVIGAT X) fiber-optic gyro
(NAVIGAT FOG 3000) and satellite compass FURUNO SC50 [18].
The spectral analysis of these measurements proves that low-frequency oscillations dominate,
and one can also distinguish oscillations common to all three compasses, i.e., yaw resulting from the
characteristics of the ships movement (0.01 Hz).
On the other hand, various frequency bands are not clearly repeated in registrations made with
individual compasses. For example, significant differences occur at around 0.008 Hz for the satellite
compass (as shown in Figure 5).
Figure 5. Single-side amplitude spectrum of oscillations presented in Figure 4 [18].
2.2. Devices
The satellite compasses of three different manufacturers were used in the experiments presented
in this paper. These are Novatel PwrPak7D, the Advanced Navigation GNSS compass in a low-cost
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variant and Furuno SC-50. Basic parameters, based on specifications provided by manufacturers,
are presented in Table 1.







1. Position accuracy 0.6 m (DGNSS) 2.0 m or 0.6 m—(DGNSS)
3–10 m (depending
on corrections)
2. Velocity accuracy 0.03 m/s 0.05 m/s no data
3. Roll andpitch accuracy no data 0.4
◦ no data
4. Heading accuracy 0.1
◦
(for 2 m base length)
0.2◦




5. Heave accuracy no data 5% or 0.05 m(whichever is greater) no data
6. Output data rate Up to 100Hz Up to 100 Hz Up to 40 Hz











Where: (GPS) Global Position System, (SBAS) Satellite Based Augmentation System, L1, L2—frequency of GPS,
(RMS) Root Mean Square, DGNSS - Differential Global Navigation Satellite System.
Novatel PwrPak7D-E1 is a robust GNSS receiver that combines dual antenna signal and (INS)—
inertial navigation system hardware in a single enclosure to provide easy-to-deploy industry-leading
position and heading data. In this experiments, two G5Ant-4AT1 models made by Antcom were used.
According to the manufacturers, the device is suitable for ground vehicle, marine and air-based systems.
Its software takes into account SPAN (synchronous position, attitude and navigation) technology based
on GNSS+INS sensors as well as ALIGN software for angular determinations. It uses an OEM7720
receiver card and Epson G320N MEMS (IMU)—inertial measurement unit.
Advanced Navigation is a compact, low weight device, designed for marine and automotive
applications, including small-size vehicles. It contains a 9 axis IMU that is integrated with a dual
antenna GNSS receiver. Antennas are placed inside a 672 mm enclosure, together with all the signal
processing electronic components. This seems to be around 3.25 lengths of the L1 wave of distance
between the centers of the antennas. The core of this device is composed of two u-blox M8T GPS
modules. The incorporation of all the processing components into the antennas enclosure makes it
easy to integrate it even in restricted space conditions. Data are sent through the serial cable or via the
(NMEA) National Marine Electronics Association 2000 network. The device is certified to be used on
commercial vessels.
Furuno SC-50 is a popular satellite compass for commercial shipping. The large size of its
processing unit qualifies it specifically for use on vessels. With its three-fold antenna, it can be useful
for surveying ships. Clear display is designed for installation on the vessel’s bridge, although data or
data recorders can be sent to other devices using the standard marine format, NMEA 0183, or NMEA
2000 with the proper converters. The SC-303 antenna unit applied in tests consists of three antennas in
one robust housing with a 650 mm diameter and a distance between the centers of the antennas of
430 mm. This is about 2.25 of the L1 wave length.
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In summary, three different GPS receivers with different antennas and different distances between
them, as well as different algorithms for angular calculations, were tested. The data were acquired
with a data recording rate of 1 Hz.
2.3. Conducted Experiments
In this paper, two kinds of experiments are reported: stationary and dynamic. During the stationary
part of experiments, all the antennas were situated on a building roof or bench in a suburban area.
The second part of tests was conducted using an automotive vehicle driven directly out of the urban area;
however, the horizon was partially by trees. In addition, we used the part of our previous experiments
conducted in Gdańsk on tramway routes and published in [22] when the surprisingly low accuracy
of the Furuno compass was observed. We intended to verify how significant the influence of the
surroundings was on the observed errors in that investigation.
2.3.1. Twenty-Four-Hour Stationary Measurement Experiment
The stationary experiment results displayed the typical characteristics of this type of test. It was
performed from 27 April 1300 UTC to 28 April 1200 UTC, 2020 in the suburban area of Gdynia,
Poland, in the vicinity of a wall of a one-story building, partially obscuring the sky from the north side.
The compasses’ antennas were placed 4 m above the ground (Figure 6b). Data were recorded using
the NMEA 0183 protocol through the RS-232 and RS-422 serial ports. The satellite constellation was
assessed before data registration and the cut off angle of 20 degrees was applied. GPS satellite elevation
during the test is presented in Figure 7 and their visibility is presented in Figure 8. The Advanced
Navigation compass was set to the stationary variant of measurements. The following settings were
applied for Furuno SC50: sampling frequency, 1 Hz; position smooth, 5 s; (SOG) speed over ground





Figure 6. Experimental setup: (a) on a car roof for the automotive tests; (b) on a house roof for the
stationary sets. Photo: K. Zwolak.
Figure 7. GPS satellite elevations during the experiment on 27–28 April 2020. (Source: Trimble Planning
2.9, 2010).
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Figure 8. Visibility of satellites (a) and dilution of precision coefficients (b) in the measurement
area on 27–28 April 2020. Notes: Visibility (a): red—4 satellites, brown—5 satellites, yellow—6
satellites, dark green—7 satellites, light green—8 satellites, blue—9 satellites. DOP (Dilution of
Precision (b): red—geometrical DOP, green—position DOP, blue—vertical DOP, brown—horizontal
DOP, magenta—time DOP. (Source: Trimble Planning 2.9, 2010).
It must be emphasized that the heading determination needs signals from at least five satellites,
in contrast to the position determination, which requires four. Only four satellites have been available
twice during the data registration (this occurred at about 0300 UTC and 0600 UTC on 28 April).
The largest distortions between real time and average heading value in this test were observed for the
FURUNO SC50 compass (Figure 9b). The maximum heading distortion for this compass is 2.8 degrees.
The offset values fluctuated between −2.0 and +2.8 degrees. Similar results were observed for the
Advanced Navigation compass with heading distortion values in the range of −2.2 to +2.7 degrees
(Figure 9a). The lowest values of the exchange rate distortion registered for the NOVATEL PWRPAK
7D-E1 compass, however, during the tests, its antennas were 1.2 m apart, which is twice the distance of





Figure 9. The example subsets of stationary heading registrations by the Advanced Navigation compass
(a), the Furuno compass (b) and the Novatel compass (c) (27, 28 April 2020).
The root mean square of the heading distortion for the Furuno compass is 0.6 degrees, for Advance
Navigation is 0.4 degrees and for Novatel is 0.2 degrees.
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In order to perform the spectrum analysis of the signal in the frequency domain, the presentation
of the frequency band in the range above f = 0.1 Hz was abandoned due to the negligible variability of
the signal amplitude—heading distortion, which is typical for stationary measurements. Stationary
registration results are very similar for all three compasses, characterized by a very low frequency of
heading changes, falling in the band lower than 0.02 Hz. However, the amplitudes of these changes
vary. The maximum value for the Furuno compass was 0.21 degrees, for Advanced Navigation
0.19 degrees, and for the Novatel product, it was only 0.08 degrees. Undoubtedly, this is due to the
length of the base line between antennas, but it can be assumed that this is also the result of the different
method of filtration or azimuth calculation. Heading registration spectrum for the three compasses are





Figure 10. Heading registration spectrum for the three compasses: (a) Advanced Navigation, (b) Furuno,
(c) Novatel. Stationary experiment, 27, 28 April 2020.
2.3.2. Automotive Experiments
The analysis of heading oscillations in compass indications in stationary conditions were performed
based on calculating distortions from the average value. In this case, the direction of the compass
does not matter. In dynamic conditions, the reference direction is needed. Therefore, the tests were
conducted in such conditions that the direction of movement of the object was known and determined
by natural conditions, i.e., on a straight sections of road or tram track. Knowing the heading of the
vehicle during movement, the distortions of individual readings and the oscillations were calculated,
treated as corrected measurements, and analyzed using a Fourier analysis. Matlab scripts were written
to perform the analysis.
Automotive experiments, with the antennas mounted on the roof of the car, were carried out on a
straight section of a rural road with a length of 1550 m and a direction of 342/162 degrees. There are
single tall trees in the central part of the test section, along the road, and from the east side, which can
occasionally cause interference. This is visible in the Figure 11 in the form of a break in position data
registration due to incidental obstruction of the satellite signal. Such a gap is a result of a specific
configuration of the satellites during this test. During other tests, similar gaps occurred in other places.
Unfortunately, it was not possible to guarantee a repetitive configuration of the satellites, however,
these records can be treated as examples of how important and diverse the impact of obstructions
on the work of such compasses can be. The devices have options to adjust to the vehicle movement,
that is, the Novatel compass has “sampling frequency: 1 Hz” and Furuno has “position smooth, 1 s;
SOG smooth, 1 s; sampling frequency, 1 Hz”. In addition, it is worth noting that the compasses
have advanced inertial systems for the stabilization of readings, but this did not ensure the complete
elimination of rapid changes at the time of appearance of another configuration of the satellites received
by the device due to the appearance of obstructions.
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Figure 11. Positions recorded during the road test with the gap in data registration visible on the
map view.
Measurements were carried out at speeds of 10, 20 and 30 km/h. Raw heading records for the
compasses used in this part of the experiment are presented in Figure 12 for the Furuno compass and











Figure 13. Raw heading records for the Novatel compass for the speeds of 10 km/h (a), 20 km/h (b) and
30 km/h (c).
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Figure 14. Frequency spectrum for the Furuno compass raw heading records in Figure 12 for the speeds





Figure 15. Frequency spectrum for the Novatel compass raw heading records in Figure 12 for the
speeds of 10 km/h (a), 20 km/h (b) and 30 km/h (c).
In the context of a reaction to rapid changes in the satellite constellation, there is also a question
regarding the impact on the stability of compass indications based on inertial sensors that are able to
support the work of the radio (satellite) segment [23]. An example of the behavior of the Advanced
Navigation compass in the case of complete obscuring of satellite signals (667 s after the start of
registration) is shown in Figure 16. A clear drift of values is observed, which was similar in other tests,
although the directions of the drift were different. After approximately 100 s, no information about the
heading was reported by the device.
2.3.3. Tests on Tram Rails
The tram experiment was performed on 28 November 2018 along the route indicated in Figure 17
with the use FURUNO SC50 only. The experiment was conducted in Gdansk on a several-kilometer
tram rail with variable sky visibility conditions, with the aim of assessing the performance (accuracy)
of the satellite compass operation in non-standard terrain conditions. The measuring instrument used
in the experiment was placed on a trolley of the DWF 300 series tram and pulled behind a tram [22]
above the tram rails axis. The task of this measurements was more complex, and we now use only a
small part of this registration made on the rail part, characterized by a constant direction (Figure 17).
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Figure 16. Raw heading value results during the stationary test with the Advance Navigation
compass used as an example. The orange line denotes the satellite signals in the moment of being
completely obscured.
Figure 17. Position registration of the tram from 23:06:25 (UTC) - Universal Time Coordinated to
23:07:25 UTC.
For this analysis, it is important that the tram route ran through an urbanized area and some
sky obstructions were observed during the registration. The GPS satellite elevations are presented in
Figure 18.
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Figure 18. GPS satellite elevations on 28, 29 November 2018. (Source: Trimble Planning 2.9, 2010).
The satellite compass requires a signal from at least five satellites for each antenna to determine
vehicle heading. Based on Figure 19, it can be seen that a condition of a visibility of at least five
satellites to quantify the heading of the vehicle with the arbitrarily assumption of the elevation cut-off
at 20 degrees has been met during the experiment.
Figure 19. GPS satellite visibility on 28, 29 November 2018. (Source: Trimble Planning 2.9, 2010).
The presented test was started at 2200 UTC with the visibility of six GPS satellites (Figure 19).
The problem occurred when the number of visible satellites was reduced to four (from 0230 UTC to
0300 UTC on 29 November 2018). Based on the data registered from 22:59:27 UTC on 28 November 2018
to 03:26:41 UTC on 29 November 2018, the parts of the straight tram rail section have been chosen.
Data have been recorded from the 419th second to 479th second of the run, which is from 23:06:25
to 23:07:25, from the position (LAT) Latitude: 54.386780◦ N, (LON) Longitude: 018.591723◦ E to the
position LAT: 54.383415◦ N, LON: 18.5968183◦ E. Heading oscillations for a vehicle on tram rails were
observed in the range of −0.8. to + 0.5 degrees. The values of the heading distortions and the frequency
spectrum of the heading record changes are presented in Figure 20.
 
(a) (b) 
Figure 20. (a) Heading distortions. (b) Frequency spectrum of the heading records. Heading distortions and
the frequency spectrum of the heading records from 23:06:25 to 23:07:25, from the position LAT: 54.386780◦N,
LON: 018.591723◦ E to the position LAT: 54.383415◦ N, LON: 18.5968183◦ E. (Source: K. Jaskólski).
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The heading distortion analysis in the time domain in Figure 20a confirms the declared accuracy of
the device indications in accordance with the technical specification of the device, which is 0.51 degrees
(RMS)—Root Mean Square error. The spectrum analysis of the signal in the frequency domain
in Figure 20b differs from that recorded during the stationary tests because oscillations appear at
frequencies higher than 0.02 Hz. The maximum amplitude is slightly higher than that during the
stationary record.
Another example of a registration on tram rails is shown in Figure 21 and research scores with a
few course deviations are shown in Figure 22. In the heading record, there are four observed significant
distortions from the track direction, which result from sky obstructions caused by high buildings in the
vicinity of rails. The spectrum of this record differs significantly from others, which is undoubtedly
caused by these four clearly distorted parts.
Figure 21. Position registration of the tram from 00:25:17 UTC to 00:30:37 UTC.
 
(a) (b) 
Figure 22. Heading distortions from 00:25:17 UTC to 00:30:37 UTC (a) and a frequency spectrum of
heading changes (b).
3. Results
Studies have confirmed the different accuracies of the devices used in the experiment. It can
be assumed that compasses with a fixed antenna system (Furuno and Advanced Navigation),
built primarily for seagoing vessels, have an RMS error of approximately 0.5 degrees. The Novatel
compass with adjustable distance between the antennas was observed to have higher accuracy, but this
is obvious due to the fact that a longer antenna base line (over 1 meter) has been used.
It was confirmed that changes in the constellation of satellites accepted for the solution are the
reason for the oscillations occurring in heading registrations. Typical frequencies appearing in the error
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spectrum are very low, but less than 0.02 Hz for objects in movement. These oscillations are caused
by changes in the set of tracked satellites and the satellites included in the calculations. For moving
objects, oscillations occur due to changes in the orientation of the vehicle, as well as unpredictable
changes occurring as a result of obstructing the satellites by obstacles in the environment.
4. Discussion
The motivation to conduct the research was the authors’ experience, published in [18], and especially
the results described in the paper [22], in which the results of Furuno compass errors turned out to be
surprisingly high. In this paper, the authors were interested in a solution that would be potentially
useful on a small floating object used for hydrographic measurements. The issue of the accuracy of the
position determined by such a device was purposely not analyzed here, because today it seems to be a
trivial issue and comes down to the choice of support service (augmentation) of the GNSS system.
This text focuses on the issue of accuracy of the heading, based on the knowledge that the accuracy of
the heading measured with each type of compass has different dynamic characteristics. An assessment
of a measurement of heading uncertainty on a moving object requires taking into account changes in
object orientation angles, because the readings will include both this information and the inaccuracy of
the compass or any other gauges. For this reason, three different compasses were tested during static
and dynamic experiments. Dynamic experiments, with heading reference data included, were carried
out at different speeds on straight sections of tram rails and on straight sections of a roads.
The results of stationary experiments confirm the clear relationship between the antenna base line
length (distance between antennas) and heading accuracy. Analyzing the compass documentation,
this relationship can be presented in a form of a curve, presented in Figure 23. The curve presented
here is obtained by interpolating the sparse data regarding the Novatel compass with the quadratic
function. The red square represents the manufacturer’s information regarding the Furuno compass,
which is consistent with data on Novatel. However, Advance Navigation data deviate from this
relationship. The results of stationary tests confirm the declarations of the Novatel and Furuno
compass manufacturers, although the Advance Navigation compass tests showed an error of twice the
value—0.4 degrees.
Figure 23. Theoretical relationship between the heading accuracy and the base line length between
antennas, based on the Novatel data published in the device documentation (black curve). Declared
accuracy of the Furuno compass as a function of baseline (red square) and of the Advanced Navigation
compass (green triangle).
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For dynamic applications, knowledge of the error spectrum is extremely important. This spectrum
is characterized by the dominance of very low frequencies, which is understandable with the use of
filtration and inertial sensor support. One can clearly indicate the 0.02 Hz value as the upper limit
of these oscillations for all tested compasses. However, in dynamic conditions, higher frequencies
appear, which result from slight changes in the orientation of the object during movement. In addition,
there are also harmonics, which are in fact the results of rapid deviations of results from previous
values. The reason is that despite the solutions using inertial sensors and filtration, these compasses are
still sensitive to changes in the temporary constellation of satellites used for calculations. Even during
the stationary tests, one can easily identify the relationship between changes in indicated heading
values and changes in the satellite constellation. This statement is confirmed by the analysis of the
devices’ behavior at the time of signal obstructions. It is always associated with a sharp change in the
value at the compass output, although the natural change in the set of satellites seems to have less
effect on the results than the short-term screening of one or two satellites, which disappear after a
few seconds.
The suppositions that appeared in relation to the results presented in [22], that the accuracy of
the entire population of the recorded results do not reflect the whole truth regarding the compass,
were also confirmed. It is necessary to take into account the effects of appearing obstructions, and the
user should be aware of the effects of the nearby obstructions of the operation of the satellite compass.
The mentioned jumps in the heading measurement for a particular compass cannot be clearly
determined with regards to time and amplitude. These changes, although similar and occurring
almost at the same time in different compasses, are not identical. Sometimes they are slightly shifted in
time for different compasses, relative to the change in constellation. This is clearly seen in Figure 9,
where synchronous registrations made in the same place are shown, and sharp changes occur at
different times. For example, after 1700 and just before 2200, the sharp changes can be observed in all
three registrations at almost the same moments, but their amplitudes differ. There is no rule that one
particular compass always shows larger changes. These changes can be considered as a typical filtration
effect used in the integrated system. This kind of effect also appears in the coordinate indications
referred to by the GNSS receiver, which is a separate element of the tested device. However, the code
principle of a position measurement results in fundamental differences from the phase principle of
angle measurement. Therefore, during measurements, especially in motion, there were several cases
observed in which the heading indications were less accurate or even incorrect, while the coordinate
values were correct. Such cases occur when, due to the presence of the obstructions, the configuration
of the satellites has decreased to four, while setting the heading requires observation of signals from
five satellites. Practitioners using such devices should pay attention to this fact. It is common to
observe the values of DOP and (HDOP) – Horizontal Dilution of Precision as indicators of the quality
of the receiver’s work, while this refers to the position and is not true in relation to the heading
(Figures 8 and 9). It seems that for applications, such as hydrographic vessels, it would be advisable to
propose a new indicator to facilitate the control of heading information quality in satellite compasses.
5. Conclusions
Satellite compasses have been known for about 20 years and certainly now they can be treated as
well-developed solutions. They are becoming increasingly popular in a wide range of applications,
including shipping and aviation. They are particularly attractive in controlling self-propelled robots
and machines. Their small size and light weight make them very attractive for small autonomous
vehicles, except for underwater devices.
At the same time, it is obvious that, like any technical solution, satellite compasses have some
limitations. The key is the dependence on satellite signals, which, in the case of the occurrence of
terrain obstructions, becomes a significant limitation on land or in inland waters, where the near-shore
objects often obstruct satellites. This aspect, however, also appeared recently in the context of potential
interference with GNSS signals or spoofing. The literature and media report many cases of interference
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with satellite signals, even in the sea and in the air. This leads to the question of the legitimacy of the
full dependency of navigation systems only on a satellite compass in terms of heading. This aspect
is particularly important in the context of planned offshore autonomous vessels, where the risk of
interference with satellite signals can cause many complications, not only in the context of the position,
but also the heading and effective satellite communication.
When assessing the accuracy of satellite compasses, it should be noted that for several years,
they have been constructed as systems supported by inertial sensors (gyroscopes and accelerometers),
and now also by other sensors, such as magnetic sensors or those based on pressure. As a result,
integrated systems are created, whose measurement properties largely depend on the structure of
the data-processing algorithm. This, in turn, takes into account the purpose of the designed system.
When assessing a modern satellite compass, one should take into account the branch of applications
for which the device was constructed. There are different expectations for the fishing boat and the
quadcopter. The requirements may even be different for a ship performing hydrographic measurements
in river estuaries, and different for a ship performing similar measurements in the middle of the
North Sea or the Gulf of Mexico.
The experiments presented here focused primarily on the spectrum of frequencies that appear in
the recorded results of the heading measurements by the mean of satellite compasses. It was confirmed
that the reason for the occurring oscillations is the changes in the constellation of satellites accepted for
a heading solution. Typical frequencies appearing in the error spectrum are very low, below 0.02 Hz;
however, the movement of the object on which they are installed, as well as obstacles causing obscuring
satellites result in rapid changes in measurements values, which is evident in the registration of the
occurrence of various higher frequencies in the spectrum of heading changes.
For people using such devices, importance should be placed on being aware that the quality of the
satellite compass and the quality of the positioning receiver depend on various factors. Therefore, although
they are in the same device and many users treat them as one device, one cannot draw conclusions
about the quality of the course on the basis of indicators resulting from DOP, which characterize only the
positional service. Geomagnetic storms and traveling ionospheric disturbances (TIDs) are also known as
sources of GPS positioning quality deterioration. GPS scintillations lead to a range of errors in GNSS
due to diffraction [24]. Deep signal fades that appear during small-scale irregularities effect the result
in navigation outages [25,26]. Satellite compasses are very popular in high-latitude regions, however,
the aurora borealis becomes especially visible in such regions, and the effect of the Earth’s ionosphere on
GNSS signal propagation (total electron content) is one of the main error sources which limits the accuracy
and reliability of GNSS applications [27].
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