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Il web semantico è nato per favorire lo scambio di informazioni disponibili in rete sia tra esseri 
umani che tra applicazioni. Per questo scopo sono stati sviluppati linguaggi in grado di espri-
mere tali informazioni in una forma comprensibile e processabile dalla macchina. Questi lin-
guaggi permettono la codifica, lo scambio e il riutilizzo di informazioni tra applicazioni distri-
buite, aziende e comunità. 
Uno di questi linguaggi è il Resource Description Framework (RDF), uno standard del W3C 
per descrivere risorse web. Oltre a RDF, il W3C ha standardizzato anche un linguaggio di in-
terrogazione su grafi RDF chiamato SPARQL. 
Questa tesi si concentra sullo studio dell'ultima versione di questo linguaggio, SPARQL 1.1, e 
propone per esso una semantica formale e un sistema di tipi.  
Il sistema dei tipi proposto utilizza un ambiente di valutazione basato su asserzioni OWL2, le 
quali modellano la conoscenza preliminare che il programmatore SPARQL possiede. Tale co-
noscenza riguarda i dati e le relazioni tra i dati RDF che verranno interrogati. 
Infine è stato implementato un type checker per SPARQL 1.1, e in questo elaborato ne diamo 
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Capitolo 1  
INTRODUZIONE 
 
Ideato nel 1989, il Web poteva essere definito come una ragnatela di informazioni espresse in 
pagine collegate tra di loro. Dalla sua nascita il Web è sempre stato in continua evoluzione e 
nel 2001 uno dei suoi ideatori (Timothy John Berners-Lee) propone di trasformarlo da “rete 
di informazioni espresse in pagine” a “rete di informazioni espresse in concetti”,  ovvero tra-
sformare il Web in Web Semantico. 
La relazione tra le informazioni viene quindi trasformata da link tra pagine a link tra concetti, 
costruendo una struttura di collegamenti più espressiva di quella del semplice link. Per ottene-
re questo, ogni dato deve essere corredato di informazioni su ciò che esso esprime: ovvero ogni 
singola informazione deve essere ancorata a uno schema (meta-informazioni) che ne spiega il 
ruolo e il senso all’interno di un contesto. 
Il formato di tale schema deve essere adatto alle interrogazioni, all’interpretazione e 
all’elaborazione automatica. 
Il W3C1 ha così ideato un framework atto alla definizione di tale schema: il Resource Descrip-
tion Framework (RDF). Questo framework mette a disposizione una notazione per descrivere 
le entità (dette risorse) e le relazioni che intercorrono fra di esse. 
Ovviamente si è reso necessario anche un linguaggio ad hoc per interrogare le informazioni 
espresse in RDF, e a tale scopo il W3C nel 2008 ha ideato e standardizzato SPARQL, un lin-
guaggio che permette di interrogare collezioni di dati RDF decentralizzate. La prima versione 
dello standard, SPARQL 1.0, forniva già molti costrutti per interrogare le basi di dati RDF, 
ma il W3C ha continuato a espandere questo linguaggio per dotare l'intera comunità di uno 
strumento di interrogazione molto più potente e a tale scopo ha definito la nuova versione, 
SPARQL 1.1. 
SPARQL nasce come linguaggio non tipizzato, ma per i programmatori sarebbe molto utile 
uno strumento che sia in grado di indicare la presenza di eventuali errori nel codice delle que-
ry. 
Con tale scopo è nata questa tesi, che si prefigge l’obiettivo di definire un sistema di tipi per 
un frammento di SPARQL 1.1, e realizzare un type checker.  
 
                                                        
1Il World Wide Web Consortium (W3C, http://www.w3.org), è un consorzio guidato da Tim Berners-Lee, direttore e 
creatore del World Wide Web, ed è stato costituito nell’ ottobre 1994 con lo scopo di sviluppare al massimo il potenziale 
del World Wide Web, definendo protocolli comuni che ne favoriscano l’evoluzione e assicurino l’interoperabilità. 
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Strutturazione dei successivi capitoli 
Capitolo 2 - Concetti preliminari 
Vengono introdotti i linguaggi RDF e OWL2 mediante esempi. 
Capitolo 3 - Operatori relazionali 
Si definiscono gli operatori relazionali che verranno utilizzati nei capitoli successivi per la defi-
nizione della semantica di SPARQL 1.1. 
Capitolo 4 - SPARQL 1.1 
Presentazione della sintassi di SPARQL 1.1 e definizione della sua semantica formale. 
Capitolo 5 - Sistema di tipi 
Viene presentato il sistema di tipi proposto per SPARQL 1.1 seguendo i seguenti passi: 
─ definizione dell’ambiente dei tipi; 
─ definizione della sintassi dei tipi; 
─ definizione dei giudizi; 
─ definizione delle regole di inferenza. 
Capitolo 6 - Proprietà di soundness 
Viene definita la semantica dei giudizi e dimostrata la proprietà di soundness del sistema dei 
tipi rispetto a tale semantica. 
Capitolo 7 - Type checker 1.1 
Vengono sintetizzate le fasi di implementazione del type checker e descritti gli algoritmi e le 
strutture dati adottate. 
Capitolo 8 - Conclusioni 
Vengono elencati i risultati raggiunti con questa tesi ed elencati i possibili sviluppi futuri del 
lavoro svolto.  
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Capitolo 2  
CONCETTI PRELIMINARI 
In questo capitolo esaminiamo i concetti fondamentali necessari alla comprensione del lavoro 
svolto nei capitoli successivi. In primo luogo presentiamo il linguaggio RDF e successivamente 
il linguaggio OWL2. 
2.1 RDF 
Lo standard W3C per la rappresentazione delle informazioni delle risorse sul web è il Resource 
Description Framework (RDF), il quale fornisce un framework comune per condividere infor-
mazioni tra le applicazioni, facendo sì che i dati possano essere disponibili anche per applica-
zioni diverse da quelle per cui erano stati originariamente creati. 
Questo linguaggio, originariamente definito per rappresentare metadati delle risorse sul web 
(ad esempio autore, titolo o data di creazione di una pagina web), può anche essere usato per 
rappresentare informazioni riguardo entità che non sono necessariamente recuperabili o scari-
cabili dal web. 
L’uso efficace di queste informazioni richiede che vengano stabilite delle convenzioni per la 
sintassi e la semantica. Le comunità interessate alla descrizione delle loro specifiche risorse de-
finiscono la semantica delle informazioni pertinenti alle loro esigenze. La sintassi facilita lo 
scambio delle informazioni tra applicazioni. 
Il Resource Description Framework è costituito da due componenti: 
• RDF Model and Syntax: definisce il data model RDF e la sua codifica XML; 
• RDF Schema: permette di definire specifici vocabolari per i dati. 
2.1.1 RDF Data Model 
RDF fornisce un modello per descrivere le risorse, le quali hanno delle proprietà (o anche at-
tributi o caratteristiche), e definisce una risorsa come un qualsiasi oggetto che sia identificabile 
univocamente mediante una URI2. Le URI sono stringhe che identificano le risorse sul web. 
Il data model RDF è basato su tre tipi di oggetti: 
• Resources - Qualunque cosa descritta da un’espressione RDF viene detta “resource” 
(risorsa). Una risorsa può essere una qualunque cosa del mondo, ad esempio una per-
sona, un’automobile, un libro, una pagina Web, ecc…  
                                                        
2URI (Uniform Resource Identifier) è il generico insieme di tutti i nomi/indirizzi che costituiscono le sequenze di caratteri 
che fanno riferimento a una risorsa. 
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• Properties - Una property (proprietà) è un aspetto specifico, una caratteristica, un at-
tributo, o una relazione utilizzata per descrivere una risorsa.  
Ogni proprietà ha un significato specifico, definisce i valori ammissibili, i tipi di ri-
sorse che può descrivere, e le sue relazioni con altre proprietà. Le proprietà associate 
alle risorse sono identificate da un nome, e assumono dei valori. 
• Statements - Una risorsa, con una proprietà e un valore della proprietà per la specifica 
risorsa, costituisce un RDF statement. Uno statement è quindi una tupla composta 
da un soggetto (risorsa), un predicato (proprietà) e un oggetto (valore). L’oggetto di uno 
statement (cioè il property value) può essere un’espressione (sequenza di caratteri o 
qualche altro tipo primitivo definito da XML) oppure un’altra risorsa. 
 
È possibile rappresentare graficamente un generico statement, come mostrato in Figura 1. 
 
 
Figura 1. Statement RDF 
 
In dettaglio vediamo che graficamente le relazioni tra risorse, proprietà e valori vengono rap-
presentate mediante grafi etichettati orientati, in cui le risorse vengono identificate come nodi, 
le proprietà come archi orientati etichettati, e i valori corrispondenti a sequenze di caratteri 
come rettangoli. Un insieme di proprietà che fanno riferimento alla stessa risorsa viene detto 
descrizione (description). Una rappresentazione grafica di una generica descrizione RDF è mo-




Figura 2. Modello generico di una descrizione RDF 
 
 
I nodi di un grafo RDF possono essere di tre tipi: URIreferences, RDFLiterals e blank nodes. 
 
URI References 
Una URI reference (o URIref ) è un identificatore formato da una URI a cui viene aggiunto 
opzionalmente un fragment identifier, ovvero un suffisso con caratteri UNICODE. Questo è 
separato dall’URI con il carattere speciale “#”. 
Predicato 
Soggetto Oggetto 
Resource 1 Resource 2 Resource 3 
Property 5 
Literal Literal Literal 






Un esempio di URIref è: <http://www.example.org/index.html#section2>. 
RDF usa le URIref come base del meccanismo per identificare soggetto, predicato e oggetto 
negli statements e attraverso di esse è quindi possibile identificare qualsiasi risorsa e descrivere 
qualsiasi relazione tra le risorse stesse. 
Le URIref possono essere molto lunghe e quindi per comodità sono state introdotte delle ab-
breviazioni che si possono utilizzare al posto della URIref estesa; queste abbreviazioni sono i 
QNames3. Il QName non prevede l’uso delle parentesi angolari ed è formato da un prefisso 
(prefix) che è stato associato al namespace URI, seguito dal simbolo “:” e dal local name; il 
QName ha quindi la seguente forma: 
prefix : local_name 
Se ad esempio assegniamo il prefisso foaf: al namespace URI http://xmlns.com/foaf/0.1/ al-
lora per indicare l’URIref <http://xmlns.com/foaf/0.1/name> utilizziamo il QName 
foaf:name. 











Tabella 1. Esempi di prefissi convenzionali. 
 
Nel grafo RDF un insieme di URIref specifiche per un certo scopo viene chiamato “vocabola-
rio”. Spesso le URIref nel vocabolario sono organizzate in modo da essere rappresentate come 
un insieme di QNames con prefisso comune, cioè può essere scelta una URIref comune per 
tutti i termini nel vocabolario e le URIref contenute nel vocabolario sono formate aggiungen-
do i local name al prefisso comune. Utilizzare questi prefissi comuni è un modo molto utile 
per organizzare le URIref per un relativo insieme di termini, ma comunque questa è solo una 
convenzione e RDF non assume l’esistenza di relazioni tra URIref solo perché queste hanno 
un prefisso comune. 
Ad esempio un’organizzazione può definire un vocabolario di URIref che inizia con un certo 
prefisso (http://www.example.org/terms/) per i termini che usa nelle sue attività aziendali (da-
ta_creazione, prodotto, nome_prodotto) che saranno local names. RDF stesso definisce in 
questo modo il vocabolario dei termini che hanno un significato specifico in RDF. 
                                                        




I blank nodes vengono utilizzati per modellare le risorse che non si è interessati a identificare con una URIref, 
come ad esempio gli attributi multivalore nel modello relazione. La risorsa rappresentata da un blank node 
viene anche chiamata risorsa anonima (anonymous resource). Un classico esempio è quello dell’indirizzo civico 
di una persona (vedi  
Figura 3) in cui l’informazione è strutturata.  
Graficamente un blank node viene rappresentato da un nodo senza valore, come mostrato in  
Figura 3, mentre nelle diverse serializzazioni è generalmente indicato con l'etichetta “_:” se-
guita da un nome che identifica il nodo all’interno del grafo serializzato, ovvero si fa uso di un 
blank node identifier che ha la forma _:name. I blank node identifiers sono solo un modo di 
rappresentare i blank nodes e distinguere un blank node da un altro all’interno del grafo seria-
lizzato, sono cioè identificatori locali. Due diversi grafi possono utilizzare gli stessi blank node 
identifiers per rappresentare i propri nodi blank ma è scorretto assumere che blank nodes ap-
partenenti a grafi diversi e aventi lo stesso blank node identifier siano lo stesso blank node. 
Inoltre è possibile che due grafi che coincidono in ogni parte tranne che negli identificatori del 
blank node siano comunque uguali, ovvero possono rappresentare le stesse informazioni.  
Nella semantica formale di RDF, i blank nodes sono visti come variabili esistenziali, ovvero indicano 
l’esistenza di una risorsa che ha certe caratteristiche. L’esempio di  
Figura 3 può quindi essere letto in questo modo: «Esiste un indirizzo dell’impiegato 1234 che 
ha strada “346 Broad Street” città “Athens” e stato “Georgia”.» 
Quindi se è possibile che una certa risorsa debba essere riferita dall’esterno del grafo è oppor-



















I literals sono nodi che rappresentano un valore e si possono classificare in: 
• Plain literals, ovvero porzioni di testo con tag di linguaggio opzionale. Il tag di lin-
guaggio è introdotto dal simbolo “@”. 
Ad esempio: “Serena” oppure “dog”@en. 
• Simple literals, ovvero plain literals senza il tag di linguaggio.  
Ad esempio: “Pallecchi”. 
• Typed literals, ovvero stringhe abbinate a un data type identificato da una URI. Il da-
ta type dà un’informazione aggiuntiva sul tipo del dato contenuto in una stringa ed è 
introdotto dal simbolo “^^”. 
Ad esempio: “31”^^xsd:integer oppure “1983-03-31”^^xsd:date. 
Vincoli RDF sull’uso dei tipi di risorse 
RDF impone alcuni vincoli sull’uso dei tre tipi di risorse appena descritti. Nel dettaglio ab-
biamo che in uno statement: 
• il soggetto può essere solamente una URI reference o un blank node; 
• il predicato può essere solamente una URI reference; 
• l’oggetto può essere sia una URI reference, che un blank node, che un RDFLiteral. 
2.1.2 Notazioni per RDF 
In RDF, l'informazione è semplicemente un insieme di dichiarazioni, ognuna con un sogget-
to, predicato e oggetto, e per esprimere statement possiamo far uso di grafi come sopra descrit-
to, ma affinché un grafo RDF possa essere esportato, occorre un processo di serializzazione dei 
dati.  
Esistono diversi tipi di notazioni per rappresentare le informazioni, come la Notation3, 
l’RDF/XML, che è il formato attualmente più utilizzato, e Turtle4. In questo lavoro di tesi noi 
faremo uso del linguaggio Turtle in quanto compatibile con la sintassi di SPARQL. 
Turtle 
Descriviamo brevemente il sottoinsieme di Turtle che verrà utilizzato in seguito. 
In Turtle le triple semplici sono rappresentate come una sequenza di termini soggetto predica-
to oggetto, separati da uno spazio e terminate da un punto (dopo ogni tripla).  
Le URIref possono essere scritte tra parentesi angolari nella versione estesa, oppure è possibile 
fare uso della notazione dei QNames definendo i prefissi con la sintassi: 
@prefix pref: <URI_rappresentata_dal_prefisso> 
È inoltre possibile definire la URI base corrente attraverso la direttiva @base <URI> in modo 
da poter abbreviare ulteriormente le URIref che hanno quel dato prefisso e che in questo mo-
do verranno scritte in una forma simile al QName ma che differisce da essa per l’assenza del 
prefisso. 
                                                        
4“Terse RDF Triple Language” 
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I literals e i blank nodes sono scritti come precedentemente esposto. 
Se due o più triple hanno lo stesso soggetto è possibile abbreviarle utilizzando per separarle il 
simbolo “;” al posto del punto, e non ripetendo il soggetto. In modo analogo se due o più tri-
ple hanno lo stesso soggetto e lo stesso predicato è possibile abbreviarle utilizzando il simbolo 
“,” al posto del punto per separarle, e non ripetendo il soggetto e il predicato. 
Un esempio di serializzazione Turtle del grafo in  











Figura 4. Semplice grafo RDF. 
 
2.1.3 RDFSchema 
RDF consente di definire un semplice modello dei dati per descrivere proprietà e relazioni fra 
risorse. In RDF però non esistono livelli di astrazione: risorse e relazioni sono organizzate in 
un grafo piatto. In altri termini non è possibile definire tipi (o classi) di risorse con loro pro-
prietà specifiche. 
@prefix ex: http://www.example.org/terms/ 
@prefix dc: http://purl.org/dc/elements/1.1/ 
<http://www.w3.org/TR/rdf-syntax-grammar> ex:editor _:ed. 
<http://www.w3.org/TR/rdf-syntax-grammar> dc:title “RDF/XML Syntax Specification”. 
_:ed ex:homepage <http://purl.org/net/dajobe>. 
_:ed ex:fullName “DaveBeckett”. 
@base: http://www.w3.org/TR/ 
@prefix ex: http://www.example.org/terms/ 
@prefix dc: http://purl.org/dc/elements/1.1/ 
:rdf-syntax-grammar ex:editor _:ed; 
                    dc:title  “RDF/XML Syntax Specification”. 
_:ed ex:homepage <http://purl.org/net/dajobe>; 











Vista l’utilità di poter definire classi di risorse, RDF è stato arricchito con un semplice sistema 
di tipi detto RDF Schema (RDFS). Il sistema di tipi RDF Schema è simile in alcuni aspetti ai 
sistemi di tipi dei linguaggi di programmazione object-oriented.  
RDFS utilizza il modello RDF stesso per definire il sistema di tipi RDF, ed è espresso attraver-
so un insieme di URIref riservate che hanno il prefisso http://www.w3.org/2000/01/rdf-
schema# (convenzionalmente associato al prefisso rdfs). Gli schemi scritti in RDFS sono 
quindi grafi RDF legali. 
RDFS è basato sulle nozioni di classe, proprietà. 
Classi 
Il concetto di classe nell’RDFS corrisponde al concetto di un tipo o una categoria, in modo 
simile alla nozione di classe nel linguaggi di programmazione Object-Oriented, ovvero le classi 
possono essere viste come le categorie di entità che siamo interessati a descrivere. Le classi 
RDFS possono essere definite per rappresentare qualsiasi cosa, come ad esempio le persone, i 
concetti astratti, i tipi di documenti, le pagine web, ecc… 
La classe rdfs:Resource è la classe di base dell’RDFS ovvero ogni oggetto definito in RDF è 
una risorsa. 
Propriet 
Le proprietà sono il sottoinsieme di risorse che rappresentano una caratteristica di una classe. 
A differenza di quanto accade in molti linguaggi, in RDFS proprietà e classi hanno definizioni 
separate e, in particolare, le proprietà sono definite in termini sia delle classi che costituiscono 
il loro range sia delle classi a cui tali proprietà si applicano, e non le classi in termini di pro-
prietà. 
Ogni proprietà è istanza della classe rdf:Property. Alcune proprietà predefinite sono: 
rdf:type, rdf:subClassOf, rdfs:subPropertyOf, rdfs:domain e rdfs:range. 
La proprietà rdf:type è la proprietà che indica che una risorsa (soggetto) è istanza di una 
classe (oggetto). Una tripla nella forma:  
R rdf:type C 
afferma che C è un’istanza di rdfs:Class e R è un’istanza di C. 
Quando uno schema definisce una nuova classe, la risorsa che rappresenta tale classe ha una 
rdf:type property il cui valore è la risorsa rdfs:Class, cioè una classe è una risorsa che ha 
tipo rdfs:Class. 
Ad esempio con la tripla:  
ex:MotorVehicle rdf:type rdfs:Class 
indichiamo che ex:MotorVehicle è una classe e che tutte le risorse che avranno come tipo 
ex:MotorVehicle saranno istanze della classe ex:MotorVehicle, che a sua volta è 
un’istanza della classe rdfs:Class. 
La risorsa rdfs:Class è essa stessa una risorsa di tipo rdfs:Class. 
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La proprietà rdfs:subClassOf permette di definire le sottoclassi, ed è una proprietà transi-
tiva. Solo le istanze di rdfs:Class possono avere questa proprietà, il cui valore è sempre di 
tipo classe. Un esempio di definizione di sottoclasse è il seguente: 
ex:Van rdf:type rdfs:Class. 
ex:Van rdfs:subClassOf ex:MotorVehicle 
In questo esempio la classe ex:Van è una sottoclasse di ex:MotorVehicle, e questo signifi-
ca che un’istanza della classe ex:Van è anche un’istanza della classe ex:MotorVehicle. 
In  





Figura 5. Esempio di sottoclassi 
 
Così come le classi anche le proprietà possono avere sottoproprietà, e si definiscono con la 
classe rdfs:subPropertyOf, che è anche transitiva. Se una proprietà P1 è sottoproprietà 
della proprietà P2 allora tutte le coppie di risorse collegate da P1 sono collegate anche da P2. 
Un esempio di dichiarazione di sottoproprietà è il seguente: 
ex:driver rdf:type rdf:Property. 
ex:oldDriver rdf:type rdf:Property. 
ex:oldDriver rdf:subPropertyOf ex:driver 
definisce le proprietà ex:driver e ex:oldDriver e dice che ex:oldDriver è una sotto-
proprietà di ex:driver. 
È possibile fare affermazioni sui vincoli sull’uso di proprietà e classi. Ad esempio uno schema 
RDF potrebbe descrivere limitazioni sui tipi di valori validi per alcune proprietà o sulle classi a 
cui ha senso attribuire tali proprietà. 
La classe rdfs:ConstraintProperty è una sottoclasse di rdf:Property e le sue istanze 
sono proprietà utilizzate all’interno di vincoli. 
Le proprietà rdfs:domain e rdfs:range, sono entrambe istanze della classe 
rdfs:ConstraintProperty, e con esse è possibile definire un dominio e un codominio per 
le proprietà. Il valore di rdfs:range indica la classe alla quale appartengono le risorse che la 
ex:MotorVehicle 
rdfs:subClassOf 







proprietà definita può assumere come valori, mentre rdfs:domain specifica che la proprietà 
si applica a risorse di una certa classe. In dettaglio abbiamo che la tripla: 
P rdfs:domain C 
indica che P è una proprietà, C è una classe e che le risorse denotate dai soggetti di triple il cui 
predicato è P sono istanze della classe C. 
Una property può avere zero o più domini. Se ne ha più di uno allora le risorse denotate dagli 
oggetti di triple con predicato P sono istanze di tutte le classi dichiarate domain di P. Ad 
esempio se abbiamo che: 
ex:driver rdfs:domain ex:MotorVehicle. 
ex:driver rdfs:domain ex:Vehicle 
allora ogni elemento del dominio della proprietà ex:driver sarà un’istanza sia della classe 
ex:MotorVehicle che della classe ex:Vehicle. 
In modo analogo abbiamo che la tripla: 
P rdfs:range C 
indica che P è una proprietà, C è una classe e che tutte le risorse denotate da oggetti di triple 
con predicato P sono istanze di C. 
Una property può avere zero o più range. Se ne ha più di uno allora le risorse denotate dagli 
oggetti di triple con predicato P sono istanze di tutte le classi dichiarate range di P. 
È da notare che dominio e range spesso vengono detti essere vincoli RDF, ma non sono veri e 
propri vincoli in quanto essendo proprietà aggiungono informazione e non causano errori a 
runtime. I vincoli hanno quindi natura positiva nel senso che permettono a un ragionatore di 
inferire nuove informazioni ma non contraddizioni. Se ad esempio abbiamo: 
:Persona rdf:type rdfs:Class. 
:hasName rdf:type rdf:Property 
:hasName rdfs:domain :Persona. 
<http://people.com/id/13> :hasName “Serena”. 
vediamo che la risorsa http://people.com/id/13 non è stata dichiarata essere di tipo Persona, 
ma non viene generato un errore, anzi, un ragionatore sarà in grado di inferire tale informa-
zione dagli statements, in particolare la terza tripla ci dice che se “x :hasName y” allora x è 
di tipo Persona. Inoltre se alle triple precedenti aggiungiamo le seguenti: 
:Auto rdf:type rdfs:Class. 
<http://auto.com/id/45> rdf:type :Auto. 
<http://auto.com/id/45> :hasName “Punto”. 
non si genera una contraddizione, ma si può dedurre che la risorsa http://auto.com/id/45 è sia 
di tipo Auto che di tipo Persona. 
Altre proprietà a disposizione sono: 
• rdfs:comment - con la quale è possibile aggiungere un commento a una risorsa; 




• rdfs:isDefinedBy - è una sottoproprietà di rdfs:seeAlso e che indica qual è la 
risorsa soggetto dell’asserzione, ovvero chi ha fatto l’asserzione; 
• rdfs:label - riporta informazioni sulla versione di una risorsa. 
RDFS viene ampiamente utilizzato per definire schemi. Tra questi citiamo ad esempio: 
• il “DublinCore” della “Dublin Core Metadata Initiative” che fornisce delle proprietà 
per descrivere qualsiasi materiale web tra cui articoli, software, ecc… 
• il “Friend of a Friend Project” (FOAF) per descrivere persone, relazioni tra persone e 
attività; 
• il “vCard” del W3C, per descrivere biglietti da visita elettronici. 
 
2.2 OWL2 
Il linguaggio OWL25 è un componente dell'attività del W3C per il Semantic Web e serve per 
esprimere ontologie.  
Il termine "ontologia" è preso in prestito dalla filosofia che si riferisce alla scienza della descri-
zione del tipo di entità del mondo e di come queste sono correlate tra loro.  
Nel nostro contesto un’ontologia è semplicemente una teoria logica, ovvero un insieme di 
formule espresse in un linguaggio logico che esprimono le correlazione tra un insieme di enti-
tà, classi e proprietà. A questo scopo la logica del 1° ordine è troppo espressiva, dato che consi-
stenza delle teorie e implicazione sono indecidibili. Per questo motivo sono state definite logi-
che leggermente meno espressive, decidibili, e orientate alla descrizione di classi ed entità 
chiamate “logiche descrittive”; OWL2 è una di queste.  
Come per la logica del 1° ordine, anche per OWL2 viene definita una sintassi e una semanti-
ca, la quale specifica quando una formula OWL2 è “vera” in una precisa struttura insiemistica 
detta “modello”.  
Come per le logiche del 1° ordine, anche in OWL2 è possibile definire una nozione di impli-
cazione logica e di consistenza: 
• Implicazione logica: siano  e  due proposizioni (statements), allora  implica  
( ⇒ ) se e solo se  è falsa, oppure se sia  che  sono vere. 
• Consistenza: un insieme di statements è consistente se esiste un modello in cui tutti 
gli statements dell’insieme sono veri. Se non esiste tale modello, si dice che l’insieme è 
inconsistente. 
A partire dall’implicazione logica, si definisce anche una nozione di derivazione, ovvero un 
processo con cui derivare dai fatti presenti in una ontologia, altri fatti che ne discendono logi-
camente. 
Queste derivazioni logiche possono essere basate su uno o più documenti distribuiti che pos-
sono essere combinati fra loro usando dei meccanismi OWL2 predefiniti. Poiché il Web Se-
mantico è distribuito, OWL deve permettere la raccolta di informazioni da risorse distribuite.  
                                                        
5“Ontology Web Language 2” 
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OWL2 può essere visto come un’estensione di RDF e RDFSchema. 
Il più importante vantaggio delle ontologie OWL2 è il maggior potere espressivo rispetto a 
RDF e RDFS nonché la disponibilità di strumenti in grado di ragionare su di esse.  
2.2.1 Nozioni fondamentali 
OWL2 è basata sulle nozioni di Assiomi, Entità ed Espressioni. 
Gli assiomi sono le affermazioni di base che un'ontologia OWL2 può esprimere, e sono ana-
loghe alle triple RDF. 
Le entità sono gli elementi utilizzati per far riferimento a oggetti del mondo reale e sono classi, 
proprietà (relazioni) o istanze (individui). Per i nostri scopi questi elementi sono analoghi a 
quelli di RDF. 
Le espressioni sono combinazioni di entità per formare descrizioni complesse partendo da 
quelle di base. Ad esempio la classe "Femmine" e la classe "Docenti" possono essere combinate 
in modo congiuntivo per descrivere la classe di persone "Docenti femmine". Queste espressio-
ni possono essere utilizzate in statements o altre espressioni e quindi possono essere viste come 
nuove entità che sono definite dalla loro struttura. 
2.2.2 Assunzione OWA 
Le basi di dati tradizionali sono interpretate usando l'approccio a mondo chiuso (Closed World 
Assumption - CWA) in cui si considerano vere le informazioni presenti nella base di dati e false 
quelle che non sono presenti.  
Per chiarire il concetto facciamo un semplice esempio considerando le due tabelle Città e Pro-
vince: 
 





Tabella 2. Tabella Città – Province 
 
Se volessimo la lista delle città che sicuramente non sono province, con un’assunzione a mon-
do chiuso la soluzione sarebbe {Pontedera, Firenze, Empoli}. 
Al contrario delle basi di dati, OWL2 fa un'assunzione di mondo aperto (OWA – Open World 
Assumption), ovvero tutto ciò che non è espresso esplicitamente nell’ontologia e non è deriva-
bile da essa, e non la contraddice, può essere sia vero che falso. 
Questo approccio è coerente con l’uso in un ambiente distribuito dove è possibile in ogni 
momento scoprire nuove asserzioni o nuove entità. 
Per fare un esempio riprendiamo in considerazione la Tabella 2: se richiedessimo la lista delle 
città che sicuramente non sono province, in OWL2, ovvero con un’assunzione a mondo aper-
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to, la soluzione sarebbe l’insieme vuoto, in quanto sappiamo che Pontedera, Firenze, Empoli 
sono delle città, ma non sappiamo se sono anche delle province o no. 
Anche RDF ha un approccio a mondo aperto, ma con un’importante differenza. In RDF è 
possibile esprimere solo informazione “positiva” (ad esempio  ∈ 	
) ma non infor-
mazione negativa (ad esempio 	 ∉ 
), per cui la raccolta di nuove informazioni 
non porta mai, dal punto di vista insiemistico, alcuna contraddizione. In OWL2 invece è pos-
sibile esprimere informazioni negative, per cui le nuove asserzioni possono cadere in contrad-
dizione con le asserzioni precedenti. La possibilità di avere informazioni contraddittore è un 
fatto che il progettista di ontologie deve tenere in considerazione. Ci si aspetta comunque che 
gli strumenti di supporto aiutino a rilevare questi casi. 
2.2.3 Modellazione in OWL2 
OWL2 è un linguaggio utilizzato nel Web Semantico, perciò i nomi in OWL2 sono Iri6. Così 
come per le Uri, anche per le Iri è possibile avere una notazione abbreviata. 
Entriamo adesso nel dettaglio di come modellare le features principali in OWL2 utilizzate in 
questo lavoro. Esistono cinque formalismi per creare un'ontologia OWL: la sintassi funzionale, 
RDF/XML, Turtle, Manchester, OWL/XML. In questo lavoro di tesi utilizzeremo la sintassi 
Turtle descritta nel paragrafo 2.1.2. 
2.2.3.1 Nozioni riprese da RDF e RDFS 
Iniziamo presentando per prima cosa le nozioni riprese da RDF e RDFSchema. 
ObjectPropertyAssertion 
Per esprimere come due individui sono relazionati tra loro, è possibile utilizzare lo statement: 
I1 R I2. 
che esprime il fatto che gli individui I1 e I2 sono collegati dalla relazione R. Un esempio è il 
seguente: 
:John :maritoDi :Mary. 
che esprime il fatto che John è marito di Mary. 
Le entità che descrivono in che modo gli individui sono relazionati tra loro sono chiamate 
proprietà. È da notare che l'ordine in cui gli individui sono scritti è importante, infatti mentre 
è vero che John è il marito di Mary, non è vero che Mary è il marito di John. 
ClassAssertion 
In OWL2 è possibile esprimere il concetto “I è istanza di C” attraverso lo statement: 
I rdf:type C. 
Per esempio possiamo dire che “Mary è una Persona” ovvero che “l'individuo Mary è un'i-
stanza della classe Persona” con lo statement: 
:Mary rdf:type :Persona. 
È da notare che un individuo può essere istanza di più di una classe. 
                                                        




Il concetto di sottoclasse è espresso attraverso lo statement: 
S rdfs:subClassOf C. 
dove S è una sottoclasse di C. Un esempio reale è: 
:Donna rdfs:subClassOf :Persona. 
La presenza di questo assioma in un'ontologia permette ai ragionatori di inferire che un indi-
viduo che è specificato essere istanza della classe Donna, è anche istanza della classe Persona. 
La relazione di sottoclasse è transitiva e riflessiva e permette di creare gerarchie di classi. Quin-
di introducendo anche lo statement: 
:Madre rdfs:subClassOf :Donna. 
un ragionatore può derivare che una madre è anche una persona. 
ObjectPropertyDomain e ObjectPropertyRange 
Spesso l'informazione che due individui sono interconnessi da una certa proprietà permette di 
trarre ulteriori conclusioni sugli individui stessi, in particolare l'appartenenza a una classe. Ad 
esempio se so che “A è la moglie di B” allora potrei dedurre che A è una donna e B è un Uo-
mo. Possiamo esprimere questo tipo di vincoli dichiarando il dominio e il range delle proprie-
tà in questo modo: 
:haMoglie rdfs:domain :Uomo; 
 rdfs:range :Donna. 
SubObjectPropertyOf 
Così come per le classi, è possibile creare gerarchie anche per le proprietà ed è possibile fare 
questo attraverso l'uso di statements di questo tipo: 
P1 rdfs:subPropertyOf P2. 
Tale statement specifica che la proprietà P1 è una sottoproprietà della proprietà P2. Un esem-
pio è il seguente: 
:haMoglie rdfs:subPropertyOf :haConiuge. 
2.2.3.2 Altre informazioni “positive” 
Adesso introduciamo ulteriori concetti di natura “positiva”, ovvero che non possono contrad-
dire altri concetti positivi. 
EquivalentClasses 
Per indicare che due classi sono in realtà la stessa, ovvero che contengono esattamente gli stessi 
elementi, si utilizza lo statement: 
C1 owl:equivalentClass C2. 
Ad esempio con lo statement: 
:Persona owl:equivalentClass :EssereUmano. 
esprimiamo il concetto che classe Persona e la classe EssereUmano coincidono. È da notare 
che l’asserzione precedente è equivalente a una doppia inclusione: 
:Persona rdfs:subClassOf :EssereUmano. 
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:EssereUmano rdfs:subClassOf :Persona. 
SameIndividual 
È anche possibile esprimere in concetto contrario, ovvero che due nomi (I1 e I2) denotano lo 
stesso individuo. Per far questo si utilizza un’affermazione di questo tipo: 
I1 owl:sameAs I2 
Ad esempio possiamo dire che James e Jim in realtà sono la stessa persona: 
:James owl:sameAs :Jim. 
Questo tipo di informazione rende il ragionatore in grado di inferire che ogni informazione 
data su Jim vale anche per James e viceversa. 
2.2.3.3 Informazioni “negative” 
Una caratteristica cruciale di OWL2 è la possibilità di esprimere anche informazioni negative, 
ovvero informazioni che possono contraddire quelle delle categorie precedenti. 
NegativeObjectPropertyAssertion 
È possibile esprimere il fatto che due individui non sono collegati da una proprietà, attraverso 
le triple:  
_:a rdf:type owl:NegativePropertyAssertion; 
 owl:sourceIndividual I1; 
 owl:assertionProperty R; 
 owl:targetIndividual I2. 
Queste affermazioni esprimono il fatto che gli individui I1 e I2 non sono collegati dalla rela-
zione R. 
Possiamo notare che la sintassi utilizzata per esprimere questa proprietà è diversa dalle prece-
denti, e questo perché la relazione che si vuole descrivere non è una relazione binaria come ne-
gli altri casi, ma è una relazione ternaria. Per esprimere questa relazione dobbiamo quindi in-
trodurre un blank node che viene utilizzato per rappresentala in modo astratto. Nel dettaglio 
abbiamo che nella prima tripla viene dichiarato il tipo del blank node, che è una NegativePro-
pertyAssertion; nelle triple seguenti si afferma rispettivamente che il soggetto della proprietà è 
l’individuo I1, l’AssertionProperty è R, e l’oggetto è l’individuo I2.  
Un esempio reale è il seguente: 
_:a rdf:type owl:NegativePropertyAssertion; 
 owl:sourceIndividual :Bill; 
 owl:assertionProperty :maritoDi; 
 owl:targetIndividual :Mary. 
che esprime il fatto che Bill non è marito di Mary. 
DisjointClasses 
In OWL2 è possibile esprimere anche il concetto di disgiunzione tra due classi. Con le triple: 
_:a rdf:type owl:AllDisjointClasses; 
 owl:members (C1 C2). 
indichiamo che le classi C1 e C2 non hanno e non avranno mai elementi in comune. Un 
esempio reale è: 
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_:a rdf:type owl:AllDisjointClasses; 
 owl:members (:Donna :Uomo). 
Nella pratica gli statements di questo tipo sono spesso ignorati o dimenticati, ma omettendo 
questo tipo di informazione molte conseguenze potenzialmente derivabili e utili non potranno 
essere derivate. Ad esempio se consideriamo tutti gli statements OWL2 finora elencati, un ra-
gionatore può inferire che Mary non è un uomo e anche che Madre e Uomo sono due classi 
disgiunte. 
DifferentIndividuals 
Notiamo che mettendo insieme tutte le affermazioni precedenti possiamo dedurre che John e 
Mary non sono lo stesso individuo poiché sappiamo che sono istanze di due classi disgiunte: 
Uomo e Donna. Invece se consideriamo John e Bill, non possiamo dire che non sono lo stesso 
individuo perché non ci sono informazioni per dedurlo. OWL2 non fa assunzioni che nomi 
diversi sono nomi di individui diversi. Se però vogliamo dire che due individui (I1 e I2) sono 
diversi possiamo farlo con l'affermazione: 
I1 owl:differentFrom I2. 
e nel nostro esempio abbiamo: 
:John owl:differentFrom :Bill. 
 
 
In questo capitolo abbiamo presentato RDF e OWL2, due linguaggi la cui comprensione è 
indispensabile ai fini del nostro studio. Nel prossimo capitolo presenteremo un insieme di 
operatori relazionali che saranno utilizzati per la formalizzazione della semantica del linguag-
gio SPARQL 1.1.  
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Capitolo 3  
OPERATORI 
RELAZIONALI 
Nello studio del linguaggio SPARQL 1.1 che andremo a fare, utilizzeremo degli operatori re-
lazionali che operano su multinsiemi e la cui semantica sui valori nulli è leggermente diversa 
da quella classica. Questi operatori sono l’unione, l’unione disgiunta, la differenza, la giunzio-
ne, la giunzione esterna sinistra e la proiezione. Descriviamo nelle seguenti sezioni tali opera-
tori e il loro comportamento. 
3.1 Multinsiemi e comprehension 
Introduciamo in questa sezione il significato di multinsieme e la nozione di comprehension su 
multinsiemi. 
Un multinsieme è una collezione di elementi in cui uno stesso elemento può avere più di una 
occorrenza. Ogni elemento appartenente al multinsieme ha quindi associata la propria cardi-
nalità, ovvero il numero di volte in cui occorre all’interno del multinsieme. Un multinsieme Ω 
è definito da due elementi: 
• il suo dominio, ovvero l’insieme degli elementi che contiene. Indichiamo questo ele-
mento con la notazione: (Ω) 
• la cardinalità di ogni suo elemento , che indichiamo con la notazione: () 
Comprehension su multinsiemi 
Sia  un multinsieme con () = , sia  :  →  una funzione e sia 	:  →  un pre-
dicato. Allora con la notazione:   Ω = # ($)|$ ∈ () ∧ 	($)'( 
indichiamo che il multinsieme Ω ha dominio e cardinalità definiti nel seguente modo:  
 (Ω) = # ($)|$ ∈ () ∧ 	($)'   ( ($)) = ∑*∈+,-()./(*)0/(1)(2(3)  
Nel caso in cui   sia iniettiva, questa definizione preserva la cardinalità degli elementi 
dell’insieme di partenza come segue:  
 (Ω) = # ($)|$ ∈ () ∧ 	($)'   4 ($)5 = (2($)  
Useremo inoltre la notazione:   Ω = # ($)|$ ∈ () ∧ 	($)'678 
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per indicare il multinsieme che ha dominio (Ω) = # ($)|$ ∈ () ∧ 	($)' e in cui ogni 
elemento ha cardinalità 1. 
3.2 Mapping 
Introduciamo adesso la nozione di mapping. Un mapping è una funzione finita e parziale che 
associa valori a variabili. Il mapping vuoto viene indicato con le parentesi quadre [	], mentre 
un mapping che associa alla variabile ;< il valore < viene indicato con la notazione 
[;= = =, …	, ;@ = @]	
dove tutte le variabili ;=, … , ;@ sono mutumente distinte. 
Il generico elemento ;< = < è chiamato binding. Se una variabile ; non ha bindings all’interno 
di un mapping, diciamo che in quel mapping la variabile è indefinita (unbound) e indichiamo 
questo fatto con la notazione ; ↑ 
3.3 Nozione di compatibilit 
Nella definizione degli operatori faremo uso della nozione di compatibilità che andiamo ades-
so a esporre.  
Consideriamo i seguenti due mappings:  
	 = = [;= = = , … , ;< = < , ;<B= = <B=, … , ;@ = @]	 		 C = [;= = =D , … , ;< = <D, ;@B= = @B=D , … , ;- = -D ]	 	
Assumiamo di avere riordinato i bindings in modo che le variabili in comune ai due mappings 
siano le prime . In dettaglio abbiamo che: 
• ;=, … , ;< sono le variabili che i due mapping hanno in comune; 
• ;<B=, … , ;@ sono le variabili appartenenti sono a =; 
• ;@B=, … , ;- sono le variabili appartenenti sono a C; 
Diciamo che = è compatibile con C se ∀F ∈ #1, … , '	. (H = HD ) ∨ (H ↑	∨ 	;HD ↑). Indichiamo 
che = è compatibile con C con la notazione =~C. 
3.4 Operatori  
Passiamo ora a presentare degli operatori su multinsiemi di mappings che saranno utili per la 
formalizzazione di SPARQL1.1. 
3.4.1 Unione  
L’operatore di unione tra multinsiemi viene rappresentato con il simbolo “∪” ed è definito nel 
seguente modo. 
Siano Ω= e ΩC due multinsiemi, e sia Ω = Ω= ∪ ΩC. Allora:  
(Ω) = #		|	 ∈ (Ω=) ∨  ∈ (ΩC)'	
La cardinalità del generico mapping  appartenente al multinsieme Ω è la seguente: 




Esempio. Dati i seguenti multinsiemi (rappresentati in forma tabellare):  
 Ω=  ΩC 
x y  x y 
1 1  1 1 
1 1  2 2 
3 3  3 3 
4 4  3 3 
 
 










3.4.2 Unione disgiunta 
L’operatore di unione disgiunta tra multinsiemi viene rappresentato con il simbolo “⊎” ed è 
definito nel seguente modo: 
Siano Ω= e ΩC due multinsiemi, e sia Ω = Ω= ⊎ ΩC. Allora:  
(Ω) = #		|	 ∈ (Ω=) ∨  ∈ (ΩC)'	
La cardinalità del generico mapping  appartenente al multinsieme Ω è la seguente: 
() = 	 M() + N()	
Esempio. Dati i seguenti multinsiemi:  
Ω=  ΩC 
x y  x y 
1 1  1 1 
1 1  2 2 
3 3  3 3 
4 4    
 
 











3.4.3 Differenza modulo compatibilit 
L’operatore di differenza utilizzato in SPARQL 1.1 è un po’ diverso dall’operatore di differen-
za standard, viene rappresentato con il simbolo “−” ed è definito nel seguente modo: 
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Siano Ω= e ΩC due multinsiemi, e sia Ω = Ω= −ΩC. Allora:  
Ω = #	|	 ∈ (Ω=) ∧ ∄C ∈ (ΩC). = ∼ C'(	
Esempio. Dati i seguenti multinsiemi: 
Ω=  ΩC 
x y  x y 
1 1  1 1 
1 1  2 2 
1     3 
3 3    
4 4    
4 4    
 






Notiamo che nella tabella che rappresenta il multinsieme Ω= c’è una cella vuota. Questo sta a 
rappresentare il fatto che per quel mapping (riga) la variabile y non è definita. 
3.4.4 Giunzione modulo compatibilit 
Anche l’operatore di giunzione naturale utilizzato da SPARQL è leggermente diverso da quel-
lo standard, viene rappresentato con il simbolo “⋈” ed è definito nel seguente modo: 
Siano Ω= e ΩC due multinsiemi, e sia Ω = Ω= ⋈ ΩC. Allora:  
(Ω) = #=. C|= ∈ (Ω=) ∧ C ∈ (ΩC) ∧ = ∼ C'	
La cardinalità del generico mapping  appartenente al risultato è: 
() = 	∑VM∈M,VN∈N,VM∼VN	WX	VM.VN0V	M(=) ∗ N(C)	
Siano	=	e	C	due mappings con la seguente struttura:  
 = = [;= = = , … , ;< = < , ;<B= = <B=, … , ;@ = @]	  	 C = [;= = =D , … , ;< = <D, ;@B= = @B=D , … , ;- = -D ]	  
Assumiamo di avere riordinato i bindings in modo che le variabili in comune ai due mappings 
siano le prime . In dettaglio abbiamo che: 
• ;=, … , ;< sono le variabili che i due mapping hanno in comune; 
• ;<B=, … , ;@ sono le variabili appartenenti sono a =; 
• ;@B=, … , ;- sono le variabili appartenenti sono a C. 
L’operatore =. C è definito solo se = ∼ C e in tal caso restituisce l’elemento  così struttura-
to: 
   = [;= = =, … , ;< = < , 	
                   ;<B= = <B=, … , ;@ = @ , 	




Esempio 1. Dati i seguenti multinsiemi: 
Ω=  ΩC 
x y  y z 
10 2  1 100 
20   2 200 
30 4    
 
Il multinsieme risultante dall’operazione Ω= ⋈ ΩC	 è il seguente: 
 
x y z 
10 2 200 
20 1 100 
20 2 200 
 
Nell’esempio la giunzione naturale viene fatta su y. Si nota che il secondo elemento di Ω=, che 
ha valore nullo per y, si combina con ogni elemento di ΩC; questo perché a causa del valore 
nullo di y il secondo elemento di Ω= risulta compatibile con ogni elemento di ΩC. 
 
Esempio 2. Dati i seguenti multinsiemi: 
Ω=  ΩC 
x y  y z 
10 2  1 100 
10 2  2 200 
10   2 200 
    300 
 
Il multinsieme risultante dall’operazione Ω= ⋈ ΩC	 è il seguente: 
 
x y z 
10 2 200 
10 2 200 
10 2 300 
10 2 200 
10 2 200 
10 2 300 
10 1 100 
10 2 200 
10 2 200 
10  300 
 
In questo esempio notiamo con più evidenza il ruolo che gioca la compatibilità nella costru-
zione del risultato. In dettaglio osserviamo che il mapping [x=10, y=2, z=200] ha cardina-
lità 6 e questo è dovuto al fatto che tutti e tre i mapping di Ω=	sono compatibili con il map-
ping  [y=2, z=200] di ΩC	che ha cardinalità 2. 
3.4.5 Giunzione esterna sinistra 
L’operatore di giunzione esterna sinistra viene rappresentato con il simbolo “⟕”ed è un opera-
tore così definito. 
Siano Ω= e ΩC due multinsiemi, e sia Ω = Ω=⟕	ΩC. Allora:  
Ω = (Ω= ⋈ ΩC) ⊎ (Ω= − ΩC)	
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Notiamo che tale definizione si basa sulle nozioni di giunzione e differenza modulo compati-
bilità, e quindi anche questo operatore è leggermente diverso dall’operatore standard di giun-
zione esterna. 
Esempio. Dati i seguenti multinsiemi: 
Ω=  ΩC 
x y  y z 
10 2  1 100 
20   2 200 
30 4    
 
Il multinsieme risultante dall’operazione Ω=⟕	ΩC	 è il seguente: 
 
x y z 
10 2 200 
20 1 100 
20 2 200 
30 4  
3.4.6 Proiezione 
L’operatore di proiezione che utilizzeremo in questo studio viene rappresentato con il simbolo 
“[\” ed è definito sia su multinsiemi che sui mappings. 
Proiezione di mappings 
Sia  un mapping nella forma definita nella sezione 3.2 che appartiene al multinsieme Ω. Sia-
no ;=, … , ;@	variabili che possono appartenere o meno al dominio di , che indichiamo con ](). La proiezione di  su ;=, … , ;@	è così definita:  
[\^M,…,^_() = ` [\^N,…,^_()																																									se	;= ∉ ]()[;= = (;=)] 	+ +	[\^N,…,^_()							se	;= ∈ ]()	 
dove:  [\c() = [	] 
Esempio. Se ho il mapping  = [x=10, z=20, w=30] la proiezione [\1,*,d()	dà come risul-
tato [x=10, z=20]. 
Proiezione su multinsieme 
Sia Ω un multinsieme e siano $=, … , $@	elementi che possono appartenere o meno al dominio 
degli elementi di Ω. Allora il multinsieme derivante dalla proiezione [\1M,…,1_(Ω) è così definito: 
[\1M,…,1_(Ω) = #[\1M,…,1_()|	 ∈ (Ω)}(	
Esempio. Dato il seguente multinsieme Ω: 
 
x y z 
1 1 1 
1  1 
1 1 1 
3 3  
 4 4 
 











Dopo aver descritto questi operatori relazionali di cui faremo uso nell’intero lavoro di tesi, an-
diamo nel prossimo capitolo a presentare e poi studiare formalmente il linguaggio oggetto di 
questo studio: SPARQL 1.1.  
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Capitolo 4  
SPARQL 1.1 
SPARQL (Simple Protocol and RDF Query Language) è un linguaggio di interrogazione per 
RDF reso standard dal W3C, ed è raccomandazione ufficiale dal 15 gennaio 2008. Successi-
vamente, nel Gennaio 2010, è stato pubblicato il primo working draft della versione 1.1, e il 
21 Marzo 2013 anche SAPRQL 1.1 è diventato raccomandazione ufficiale. La prima versione 
di SPARQL risultava fin troppo basilare così nella nuova versione sono state aggiunte molte 
features. Le nuove features rendono SPARQL 1.1 molto più simile a un tipico linguaggio di 
interrogazione, come SQL.  
In questo lavoro di tesi svilupperemo un sistema di tipi che copre gran parte delle features pre-
senti in SPARQL 1.1. 
4.1 Breve introduzione al linguaggio 
Le interrogazioni in SPARQL non sono altro che ricerche di sotto-grafi corrispondenti alla ri-
chiesta dell'utente che effettua la query su uno o più grafi RDF.  
4.1.1 I dati 
Le query SPARQL vengono eseguite su dei grafi RDF, più precisamente su un dataset RDF 
che rappresenta una collezione di grafi RDF. Questo dataset può essere quello di default dello 
specifico RDF data store, oppure un dataset definito dalla query. Se la query non definisce al-
cun dataset, il query engine utilizzerà quello di default. 
Un dataset RDF comprende due parti: 
• un grafo di default, il quale non ha un nome; 
• zero o più named graphs (grafi con nome) ognuno dei quali è identificato da un rife-
rimento IRI, detto IriRef 7. 
Una query SPARQL può fare ricerche di parti diverse in grafi diversi; il grafo utilizzato in un 
certo momento è chiamato grafo attivo. Come vedremo in seguito, è anche possibile far esegui-
re parte della query in remoto da un altro endpoint che può far uso anch’esso di named graphs 
e del suo grafo di default. 
In questo lavoro, per quanto riguarda il formato dei dati, continuiamo a utilizzare la notazione 
TURTLE descritta nel paragrafo 1.1.1.  
                                                        
7 a differenza di RDF che è basato su URI (capitolo 2.1.1) il linguaggio SPARQL, come OWL, è basato sulla nozione più 




La generica interrogazione SPARQL è composta da due parti, una di ricerca (matching) su un 
dataset, e una di costruzione del risultato. A titolo illustrativo mostriamo qui sotto una sem-
plice query scritta nel linguaggio SPARQL: 
 
Notiamo che, come in RDF, è possibile utilizzare la clausola @prefix per dichiarare il prefis-
so che verrà poi utilizzato per formare i QNames. 
Supponiamo di eseguire la precedente query sul seguente dataset RDF: 
 
Il risultato dell’esecuzione è un insieme di mappings (records) formati a loro volta da un in-
sieme di bindings ovvero coppie <variabile, RDFTerm>. Rappresentiamo il risultato di una 
query in forma tabellare, in questo modo:  
 
?titolo ?autore 
“Let it be” “Beatles” 
“Girasole”  
 
Notiamo che negli headers delle colonne sono riportate le variabili richieste nella costruzione 
del risultato. Le altre righe della tabella rappresentano le varie soluzioni, ovvero i valori asso-
ciati a ogni variabile, se esistono. 
Il risultato dell’esempio contiene le due variabili ?titolo e ?autore. La presenza di due ri-
ghe indica la presenza di due soluzioni. Nella prima soluzione alla variabile ?titolo è associa-
to il valore “Let it be”, mentre alla variabile ?autore è associato il valore “Beatles”. 
Nella seconda soluzione invece alla variabile ?titolo è associato il valore “Girasole”, men-
tre la variabile ?autore non ha valori associati, cioè non è legata a nessun termine del dataset 
su cui è stata eseguita la query.  
Quando una variabile non è legata a nessun valore si dice che è unbound.  
Il W3C specifica che il risultato di una query è una Solution Sequence ma per i nostri scopi è 
sufficiente considerarla un multi-insieme di soluzioni (Solution Multiset) in quanto non trat-
tiamo l’ordinamento del risultato. Il solution multiset è quindi un multinsieme di soluzioni 
(mappings) dove ogni soluzione ha un insieme di bindings di variabili a RDFTerms, e ogni so-
luzione ha cardinalità maggiore o uguale a uno.  
@prefix cd: <http://example.org/cd/> 
SELECT ?titolo ?autore costruzione del risultato 
FROM  <http://cd.com/listacd.ttl> 
WHERE {?x cd:titolo ?titolo. matching 
 OPTIONAL{?x cd:autore ?autore.}} 
@prefix cd: <http://example.org/cd/> 
@prefix es: <http://example.org/esempio/> 
es:cd2 cd:autore “Beatles”. 
es:cd2 cd:titolo “Let it be”. 
es:cd3 cd:titolo “Girasole”. 
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4.1.3 Triple pattern 
La parte di matching di una query è la parte fondamentale di un’interrogazione SPARQL ed è 
formata essenzialmente da un insieme di triple patterns, chiamato Basic Graph Pattern (BGP).  
Il triple pattern è simile a una tripla RDF, l’unica differenza è che un triple pattern può con-
tenere variabili sia come soggetto, che come predicato, che come oggetto.  
Le query SPARQL si basano sul meccanismo del "pattern matching": le triple RDF del dataset 
che hanno una corrispondenza con il triple pattern, danno luogo a un binding tra i propri 
termini e le variabili corrispondenti. Le variabili fungono in un certo senso da incognite 
dell'interrogazione. Dato cioè un triple pattern e un dataset, si dice che esiste un matching tra 
il triple pattern e un sottografo del dataset quando esistono termini RDF in questo sottografo 
che possono essere sostituiti alle variabili e il risultato è un grafo RDF equivalente al sottogra-
fo.  
I triple patterns possono essere combinati tra loro in molteplici modi per formare un Basic 
Graph Pattern, e più avanti li esamineremo tutti in dettaglio. 
4.1.4 Tipi di query 
In SPARQL è possibile scrivere quattro tipi di query che differiscono per il tipo del risultato 
che costruiscono e restituiscono. 
La forma dell’esempio precedente è la SELECT, la quale restituisce una proiezione della tabel-
la dei bindings. 
La forma CONSTRUCT restituisce invece un nuovo grafo RDF costruito a partire dalla ta-
bella dei bindings e da un template.  
La forma ASK restituisce un booleano che indica se la tabella dei bindings ha almeno un ele-
mento o no (restituisce true se la tabella non è vuota, false altrimenti). 
La forma DESCRIBE restituisce le informazioni associate a una risorsa sotto forma di grafo. 
In questo lavoro di tesi prenderemo in considerazione solo le forme SELECT e CON-
STRUCT in quanto ritenute più interessanti per lo studio che andremo a svolgere. 
4.1.5 I blank nodes in SPARQL 
Così come in RDF, anche in SPARQL si possono utilizzare i blank nodes ed è possibile farlo 
in contesti diversi. 
Osserviamo innanzi tutto che i blank nodes possono essere presenti nei grafi RDF interrogati. 
Durante il processo di pattern matching i blank nodes presenti nel grafo RDF sono trattati al-
la stessa stregua degli altri nodi, per cui il solution multiset può contenere anche nodi blank.  




e il seguente BGP: 
 
Il solution multiset è il seguente: 
 
?x ?titolo 
_:cd2 “Let it be” 
_:cd3 “Girasole” 
 
Oltre a essere presenti nel grafo interrogato (e quindi nel solution multiset) i blank nodes pos-
sono essere presenti nel risultato di una query di tipo SELECT, di tipo CONSTRUCT, e pos-
sono essere anche utilizzati all’interno dei triple patterns. Vedremo in dettaglio il loro tratta-
mento nelle rispettive sezioni del paragrafo 4.2. 
4.2 Sintassi e semantica di SPARQL 1.1 
In questo studio ci siamo concentrati su una porzione rilevante dei costrutti presenti nella ver-
sione 1.1 del linguaggio SPARQL. Procediamo adesso col presentarne sintassi e semantica. 
È da premettere che il W3C non ha proposto una semantica formale ufficiale per SPARQL, 
mentre la sintassi è stata ben definita. Iniziamo quindi con l’esposizione della sintassi e lo svi-
luppo di una semantica denotazionale composizionale formale. Per definirla facciamo uso di 
alcuni insiemi, notazioni e operatori che andiamo adesso a definire. 
Insiemi e notazioni 
Gli insiemi che utilizzeremo sono i seguenti. 
Un insieme per rappresentare i valori booleani:    = {
,  se}  
Degli insiemi per rappresentare variabili e termini dei grafi:  ef
: insieme delle IriRefs.  g
f
: insieme dei blank nodes.  h]i
f
: insieme degli RDFLiterals.  jk
f
: unione dei tre insiemi precedenti, che rappresenta l’insieme di tutti i termini 



















@prefix cd: <http://example.org/cd/> 
_:cd1 cd:autore “U2”. 
_:cd2 cd:autore “Beatles”. 
_:cd2 cd:titolo “Let it be”. 
_:cd3 cd:autore “Giorgia”. 
_:cd3 cd:titolo “Girasole”. 











Due insiemi per rappresentare i grafi:  jmℎf
: insieme dei grafi.   g
f
f
: insieme degli insiemi delle IriRef che identificano i named graphs. 
Un insieme complesso per rappresentare l’ambiente su cui viene eseguita una query:  jp;f
: insieme degli ambienti iniziali jp;.  



















L’ambiente jp; è quindi composto da tre parti, ciascuna delle quali è una funzione fi-
nita e parziale, che indichiamo con il simbolo 
/→.  
Nel dettaglio abbiamo: 
• Il primo componente, che indichiamo con il simbolo . , serve per rappresentare 
i named graphs. Questo componente associa a ogni riferimento Iri appartenente al 
dominio il relativo named graph; 
• Il secondo componente, che indichiamo con il simbolo . 
m, serve per rappresenta-
re le informazioni sui vari endpoints. In particolare questo componente associa a 
ogni riferimento Iri appartenente al dominio una coppia formata da un insieme di 
riferimenti a named graphs (utilizzati dall’endpoint) e da un grafo (il grafo di de-
fault dell’endpoint); 
• Il terzo componente, che indichiamo con il simbolo . , serve per rappresentare 
le funzioni e gli operatori definiti nel linguaggio o dall’utente. Questo componen-
te associa a ogni IriRef appartenente al dominio, una funzione con zero o più pa-
rametri che sono termini del grafo, e ritorna a sua volta un termine del grafo, so-
luzione dell’applicazione della funzione sugli eventuali parametri. 
L’esecuzione del corpo di una query produce una relazione che rappresenta una tabella di bin-
dings. Definiamo quindi due insiemi per rappresentare queste tabelle: mmf
: insieme dei mappings. Un mapping è una funzione finita e parziale che as-






) mm ∈ mmf
 
Per i mappings adottiamo le seguenti notazioni: 
• il mapping vuoto viene indicato con le parentesi quadre 9 :; 
• un mapping che associa a ;< il GTerm < viene indicato con la notazione: 9;= = =, … , ;@ = @: 
dove ∀. (;< ∈ log
f














o (f) rappresenta l'insieme di tutti i multinsiemi in cui gli elementi 
appartengono all’insieme f. 
Operatori 







[;] = t ;		 se	;	è	un	
	o	una	e																																																				(;) se	;	è	una	;
	o	un	F	
	e	; ∈ ]()↑ altrimenti																																																																																				 
Procediamo adesso alla presentazione della sintassi e sella semantica utilizzando un approccio 
top-down. 
4.2.1 Tipi di query 
I tipi di query SPARQL studiati sono due: SELECT e CONSTRUCT. 
Una query di tipo SELECT restituisce una proiezione della tabella dei bindings, mentre una 
di tipo CONSTRUCT restituisce un nuovo grafo RDF costruito a partire dalla tabella dei 
bindings e da un template.  
La sintassi, espressa col formalismo EBNF utilizzato anche dal W3C, è mostrata in Tabella 3: 
 
Query ::= SelectQuery | ConstructQuery 
Tabella 3. Sintassi Query 
 
Vedremo nel dettaglio questi due tipi di query nelle sezioni successive. 
Occorre dire che è possibile che una sotto-parte della query fallisca, e in tal caso il fallimento si 
propaga ai livelli superiori e in generale la query fallisce. Evidenzieremo nell’esposizione della 
semantica i casi in cui si genera un fallimento. Esistono però anche dei costrutti che permet-
tono di procedere comunque con l’esecuzione della query senza che essa fallisca. Evidenziere-
mo nella semantica anche questi costrutti. 
4.2.2 Query di tipo Select 
Una query di tipo SELECT restituisce una proiezione del solution multiset ed è composta ob-
bligatoriamente dalle clausole SelectClause e WhereClause, e opzionalmente dalle clausole Da-
tasetClause e ValuesClause. 
La clausola WhereClause ha il compito di creare la tabella dei bindings utilizzando il dataset 
costruito dalla DatasetClause oppure quello di default se tale clausola è assente. Un’altra tabel-
la di bindings viene costruita e restituita dalla clausola ValuesClause, se questa è presente. In 
tal caso a queste due tabelle verrà applicato l’operatore di giunzione. La tabella risultante dalla 
giunzione verrà proiettata tutta o in parte dalla SelectClause come risultato dell’intera query. 
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Nel caso in cui non sia presente la clausola ValuesClause, la proiezione viene fatta semplice-
mente sulla tabella dei bindings calcolata dalla WhereClause. 
In Tabella 4 vediamo la sintassi formale di questo tipo di query. 
 
SelectQuery ::= SelectClause DatasetClause? WhereClause ValuesClause? 
SelectClause ::= ‘SELECT’ ( ‘*’ | Var+ ) 
Tabella 4. Sintassi per la query di tipo SELECT 
 
I blank nodes nei risultati delle query di tipo Select 
I blank nodes del grafo che durante il pattern matching sono andati a far parte del mapping 
delle variabili, possono entrare a far parte del risultato. Tuttavia dato che un blank node non 
rappresenta una costante ma una variabile quantificata in modo esistenziale, il blank node che 
appare nel risultato è una variabile diversa rispetto a quella presente nel grafo di partenza. 
Come indica [SPAR1] sezione 2.4, i nomi dei blank nodes presenti nella soluzione sono scelti 
dal sistema e sono scorrelati da quelli utilizzati nel dataset.  
Ad esempio se abbiamo il seguente dataset: 
 
e la seguente query: 
 














Le informazioni contenute nelle due tabelle sono identiche. I nomi dei blank nodes servono 
solo a identificare uno stesso termine RDF all'interno della soluzione. Osserviamo quindi che 
@prefix foaf: <http://xmlns.com/foaf/0.1> 
_:a foaf:name “Serena”. 
_:a foaf:mbox <mailto:pallecch@di.unipi.it>. 
_:b foaf:name “Ilaria”. 
@prefix foaf: <http://xmlns.com/foaf/0.1> 
SELECT ?x ?z 
WHERE {?x ?y ?z} 
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se un blank node estratto dal grafo appare in diverse righe del risultato, vi apparirà con lo steso 
nome; vice versa un blank node che appare con lo stesso nome in righe diverse è stato estratto 
a partire dallo stesso blank node del grafo.  
Nel caso in cui una query estrae dati da grafi diversi, blank nodes con la stessa etichetta che 
provengono da grafi diversi sono considerati diversi tra loro e avranno quindi un nome diverso 
nel risultato. 
Per semplicità si suppone però che grafi diversi non abbiano blank nodes con la stessa etichet-
ta. Questo può essere reso possibile attraverso un processo di ridenominazione dei nodi blank 
di ogni grafo utilizzato. 
Semantica SelectQuery 
Passiamo adesso a esaminare la semantica formale della SelectQuery, la quale prende in input 
un ambiente iniziale, un insieme di riferimenti a named graphs e il grafo di default, e restitui-












Vediamo nel dettaglio i quattro casi possibili che derivano dal fatto che, come mostrato in 
Tabella 4, due delle quattro clausole possono essere opzionali. 






se,,6 =		 	 	 	 	 	 	 	 	 (let(, ) = ]
seX 		 	 	 	 	 	 	 	 	 let	Ω = ℎ

se,, 		 	 	 	 	 	 	 	 	 return	f

se6)	
La prima clausola a essere eseguita è la DatasetClause che, dato l’ambiente iniziale	, restitui-
sce una coppia (, ), dove  è l’insieme dei riferimenti ai named graph presenti in tale clauso-
la che possono essere usati nel resto della query, e  è il grafo di default. 
La seconda clausola a essere eseguita è la WhereClause che, prendendo in input l’ambiente 
iniziale, l’insieme di riferimenti ai named graphs utilizzabili e il grafo di default, restituisce una 
relazione Ω che rappresenta la tabella dei bindings.  
Infine viene eseguita la clausola SelectClause che restituisce una proiezione della tabella dei 
bindings. 
 







se,,6 =		 	 	 	 	 	 (let(, ) = ]
seX		 	 	 	 	 	 let	Ω = (ℎ

se,, ⋈ l
se)		 	 	 	 	 	 return	f

se6)	
Notiamo che differisce dal caso precedente solo al secondo passo. In particolare abbiamo che 
oltre alla WhereClause viene eseguita anche la ValuesClause che restituisce un altro insieme di 
bindings. Alle due relazioni ottenute dalle due clausole viene poi applicato l’operatore di giun-
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zione relazionale. Successivamente la SelectClause esegue una proiezione sulla tabella ottenuta 
al passo precedente. 
Notiamo che la ValuesClause non ha parametri di input in quanto la sua valutazione non di-
pende dall’ambiente. 
 





se,,6 =		 	 	 	 	 (let	Ω = ℎ

se,, 		 	 	 	 	 return	f

se6)	
Osserviamo che è simile al caso 1 ma in questo caso i parametri utilizzati come input della 
WhereClause sono gli stessi che sono in input all’intera SelectQuery. Questo perché in assenza 
di DatasetClause la query viene eseguita sul dataset di default. 
 






se,,6 =		 	 	 	 	 (let	Ω = (ℎ

se,, ⋈ l
se)		 	 	 	 	 return	f

se6)	
Come nel caso precedente la WhereClause viene valutata sui parametri di input della Selec-
tQuery e poi, come nel caso 2, viene messa in giunzione con la relazione derivante 
dall’esecuzione della ValuesClause. 
 
La forma SELECT restituisce una proiezione delle variabili presenti nella clausola SelectClause 
con i rispettivi bindings. Nel caso in cui una variabile che deve essere proiettata non ha bin-
dings, non è presente nel solution multiset ma verrà aggiunta al momento della visualizzazione 
del risultato lasciando vuoto il valore. 
Notiamo che la SelectClause può essere di due tipi: 
• 	l=, … , l@ - elenca esplicitamente tutte le variabili (una o più) che devono 
essere proiettate nel risultato;	
•  ∗ - indica che devono essere proiettate tutte le variabili presenti nel solution 
multiset.	








‘’	‘ ∗ ’Ω6 = Ω	
‘’	l=, … ,l@Ω6 = [\M,…,_(Ω)	




4.2.3 Query di tipo Construct 
Una query di tipo CONSTRUCT restituisce un grafo RDF. Partendo dalla tabella dei bin-
dings i valori associati alle variabili vengono mappati sulle triple di un grafo template, istan-
ziando le variabili del template stesso. In questo modo vengono create delle nuove triple RDF 
la cui unione va a formare il grafo soluzione. Se qualche istanziazione produce triple che con-
tengono variabili unbound o Literals in posizione di soggetto o predicato, allora queste triple 
non verranno incluse nel grafo RDF; vedi [SPAR1] sezione 16.2.  
Nel caso in cui ci siano dei blank nodes nella tabella dei bindings, nel grafo soluzione saranno 
presenti ma con un nuovo nome (in modo analogo al caso SELECT). I nomi utilizzati per i 
blank nodes hanno uno spazio di scoping associato al grafo creato. 
Il grafo template può contenere triple senza variabili (dette triple “ground” o “esplicite”) e tali 
triple saranno presenti anche nel grafo di output. 







La forma CONSTRUCT è composta obbligatoriamente dal template ConstructTriples e dalla 
clausola WhereClause; opzionalmente possono essere presenti le clausole DatasetClause e Va-
luesClause. In Tabella 5 è mostrata la sintassi formale. 
 
ConstructQuery ::= ‘CONSTRUCT’ ‘{’ ConstructTriples ‘}’ DatasetClause? WhereClause 
ValuesClause? 
ConstructTriples ::= TripleC ( ‘.’ ConstructTriples? )? 
TripleC ::= VarOrGTerm VarOrIri VarOrGTerm 
Tabella 5. Sintassi per la query di tipo CONSTRUCT. 
 
La semantica formale di questo tipo di query prende in input un ambiente iniziale, un insieme 
di riferimenti a named graphs e il grafo di default, e restituisce un grafo.  
@prefix foaf: <http://xmlns.com/foaf/0.1> 
@prefix org: <http://example.com/ns#> 
_:a org:employeeName “Serena”. 
_:b org:employeeName “Ilaria”. 
@prefix foaf: <http://xmlns.com/foaf/0.1> 
@prefix org: <http://example.com/ns#> 
CONSTRUCT {?x foaf:name ?nome} 
WHERE {?x org:employeeName ?nome} 
@prefix foaf: <http://xmlns.com/foaf/0.1> 
_:w foaf:name “Serena”. 















se,, =		 	 	 	 	 	 4let	(, ) = ]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Notiamo che la prima parte di tutte queste semantiche è uguale ai casi 1-4 della query di tipo 
SELECT. L’unico elemento che cambia è che invece della proiezione fatta dalla SelectClause, 
abbiamo la costruzione del grafo effettuata dalla ConstructTriples, la quale rappresenta un 
grafo template. 
Il template è formato da una concatenazione di triple, che chiamiamo TripleC. Ogni TripleC 
viene valutato su ogni mapping del solution multiset. 
La semantica formale del template, data una relazione, restituisce un grafo: 
_: km

















Per brevità indichiamo questa tripla con =	C	 . 
Notiamo che questo tipo di tripla è simile a una tripla RDF, le differenze sono le seguenti: 
• sia il soggetto che il predicato che l’oggetto di un TripleC possono essere anche va-
riabili; 
• il soggetto di un TripleC può essere anche un RDFLiteral. 
Dal momento che fino a oggi le triple RDF non ammettono letterali come soggetto, abbiamo 
che qualsiasi TripleC contenente un letterale come soggetto, non dà luogo a nessuna tripla nel 
nuovo grafo. Tuttavia se in un futuro verrà aggiunta la possibilità di definire triple RDF con 
RDFLiterals come soggetto, il linguaggio SPARQL non avrà bisogno di modifiche per adat-
tarsi, in quanto prevede già questo caso. 
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Templates con blank nodes 
Ogni TripleC viene valutato su ogni mapping del solution multiset e nel caso in cui un Tri-
pleC contenga dei blank nodes, tali blank nodes devono essere sostituiti nella valutazione dei 
diversi mapping con blank nodes “freschi” cioè che non appaiono in altre parti del grafo o 
all’interno dei risultati delle query. A tale scopo introduciamo la funzione iniettiva Fh

 che ridenomina gli eventuali blank nodes presenti nel TripleC in parallelo. Tale 
ridenominazione è funzione, oltre che del blank node che appare nel TripleC, anche della sin-
gola istanza di ogni mapping; vedi [SPAR1] sezione 16.2. 





L’esecuzione di questa query sul precedente dataset crea un grafo RDF contenente le proprietà 
vcard corrispondenti alle informazioni foaf: 
 
Notiamo che il blank node _:v viene ridenominato nelle due soluzioni rispettivamente come 
_:x e _:z. Questa ridenominazione è il risultato dell’applicazione della funzione F h

. 
Inoltre abbiamo che l’uso della variabile ?x nel template, che viene mappata in blank nodes 
con etichetta _:a e _:b nel dataset, porta all’introduzione di diverse etichette per tali blank 
nodes (_:v1 e _:v2) nel grafo RDF risultante. 
 
La semantica formale del TripleC, data una relazione, restituisce un grafo. 
@prefix  foaf:  <http://xmlns.com/foaf/0.1/> . 
_:a foaf:firstname "Alice" . 
_:a foaf:surname   "Hacker" . 
_:b foaf:firstname "Bob" . 
_:b foaf:surname   "Hacker" . 
PREFIX foaf:    <http://xmlns.com/foaf/0.1/> 
PREFIX vcard:   <http://www.w3.org/2001/vcard-rdf/3.0#> 
CONSTRUCT { ?x  vcard:N _:v . 
           _:v vcard:givenName ?gname . 
           _:v vcard:familyName ?fname } 
WHERE { 
    ?x foaf:firstname ?fname . 
    ?x foaf:surname   ?sname . 
 } 
@prefix vcard: <http://www.w3.org/2001/vcard-rdf/3.0#> . 
_:v1 vcard:N         _:x . 
_:x vcard:givenName  "Alice" . 
_:x vcard:familyName "Hacker" . 
_:v2 vcard:N         _:z . 
_:z vcard:givenName  "Bob" . 










([=], , ), [C], Fh

([ ], , )|	 	 		  ∈ (Ω),  ∈ {1,… , ()}, (9=: ↓), (9C: ↓), (9 : ↓),		 3m
(9=:)! = h]i
, 3m
(9C:) = ehe}			 	
La funzione 3m
 è una funzione che dato un graph term restituisce il suo tipo (IRI, 
RDFLiteral oppure BNode). 
Al predicato non viene applicata la funzione Fh

 perché esso non può contenere no-
di blank ma solo Iri. 
4.2.4 Il Dataset 
Una query SPARQL può specificare il dataset che deve essere usato per il matching facendo 
uso delle clausole FROM e FROM NAMED, oppure lasciare che il query engine utilizzi il da-
taset di default semplicemente omettendo tali clausole. 
Il dataset risultante da una serie di clausole FROM / FROM NAMED è formato da: 
• un grafo di default ottenuto dall’RDFMerge (sezione 0.3 di [RDF2]) dei grafi riferiti 
nelle varie clausole FROM; 
• un insieme di coppie <IriRef, grafo>, una per ogni clausola FROM NAMED, che 
rappresentano i vari named graphs che possono essere utilizzati nella query. 
Se una query definisce almeno una clausola FROM ma nessuna FROM NAMED, si ha il gra-
fo di default specificato dalla/e FROM e un insieme vuoto di named graphs. 
Vice versa se abbiamo solo clausole FROM NAMED allora il dataset include un grafo vuoto 
come grafo di default, e ovviamente i named graphs specificati (vedi [SPAR1] sezione 13.2). 
La sintassi della clausola DatasetClause è mostrata nella Tabella 6. 
 
DatasetClause ::= ε | DatasetClause FromClause 
FromClause ::= ‘FROM’ (Iri | ‘NAMED’ Iri) 
Tabella 6. Sintassi per costruire il Dataset 
 
La semantica della DatasetClause prende in input l’ambiente iniziale e restituisce una coppia 
   <insieme dei riferimenti a named graph, active graph>  








Una DatasetClause vuota restituisce una coppia con componenti vuote. Questo caso è stato 
introdotto per comodità ma non corrisponde a un caso reale. 
X = (∅, ∅) 
Una DatasetClause non vuota modifica l’ambiente di valutazione della query. 
Si fa l’ipotesi che grafi diversi non contengano blank nodes con la stessa etichetta. 
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    = 4]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Assumiamo che la funzione . (e) restituisca il grafo identificato dal riferimento Iri, ma 
con i blank nodes ridenominati in modo che siano “freschi”. Allo stesso modo assumiamo che 
anche il grafo di default (calcolato o predefinito) utilizzato nella query sia un grafo ridenomi-
nato. Tali ridenominazioni permettono di svincolare i nomi dei blank nodes del dataset da 
quelli del risultato e implementano l’idea di active graph descritta dalle specifiche, [SPAR1] se-
zione 18.3.2. 
4.2.5 La clausola WHERE 
La WhereClause si occupa di creare la tabella dei bindings per costruire il risultato. È formata 
dalla keyword “WHERE” seguita dal GroupGraphPattern che specifica come creare la tabella 
dei bindings. La keyword “WHERE” è opzionale. 
 
WhereClause ::= ‘WHERE’? GroupGraphPattern 
Tabella 7. Sintassi WhereClause 
 
La semantica formale della WhereClause prende in input una tripla composta da un ambiente 
iniziale, un insieme riferimenti a named graphs e il grafo di default, e restituisce una relazione 














La semantica della WhereClause valutata con i tre parametri specificati, corrisponde alla se-
mantica del suo GroupGraphPattern valutata con gli stessi tre parametri. 
 
4.2.6 La clausola VALUES 
La ValuesClause è una delle features introdotte dalla versione 1.1 di SPARQL. Questa clauso-
la permette di introdurre vincoli nella query definendo una tabella di bindings che viene messa 
in giunzione con quella derivante dalla WhereClause.  
Questa clausola può essere utilizzata da una query per imporre ulteriori restrizioni sul risulta-
to, e anche dal query engine di SPARQL per inviare query più vincolate a un query service 
remoto (vedi keyword “SERVICE” nella sezione 4.2.10). 
La ValuesClause permette di specificare una tabella dei bindings in modo esplicito, elencando 
le variabili coinvolte e i rispettivi valori ammessi nei risultati. Le specifiche di SPARQL non 
vincolano queste variabili a essere un sottoinsieme di quelle utilizzate nella WhereClause. 
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La sintassi utilizzata è quella del DataBlock, la quale prevede l’elenco di una o più variabili, se-
guito da un elenco di assegnamenti di valori. Se una variabile non deve avere un particolare 
valore in una data soluzione, al posto del valore verrà utilizzata la keyword “UNDEF”. Un 
esempio è il seguente: 
 






La sintassi formale è mostrata nella Tabella 8. 
 
ValuesClause ::= ‘VALUES’ DataBlock 
DataBlock ::= ‘(’ Var* ‘)’ ‘{’ ( ‘(’ DataBlockValue* ‘)’  )* ‘}’ 
DataBlockValue ::= Iri | RDFLiteral | ‘UNDEF’ 
Tabella 8. Sintassi Values 
 
La semantica formale della ValuesClause non ha parametri di input e restituisce una relazione 
che rappresenta la tabella dei bindings esplicitamente dichiarati nel DataBlock. 
_:	l




La semantica formale del DataBlock non ha parametri di input e restituisce una relazione che 
rappresenta la tabella dei bindings che lo compongono. 
_X­:	]F → 	 ( ) → (h
f
)	
®‘(’l=…l@‘)’	‘¯’	‘4’]l=,=…]l=,@‘5’ … ‘4’]l-,=…]l-,@‘5’	‘°’±X­ = Ω		
dove (Ω) = ²³´lµ = ®]l,µ±]l¶ |		µ ∈ {1, . . . , }, ]l,µ ≠ ‘¦£’¸ |	 ∈ {1, . . . , }¹ e la 
cardinalità è data dal numero di volte che la ennupla è specificata nel DataBlock. 
L’abbreviazione ]l rappresenta il DataBlockValue. Questo può essere una IriRef, un 
RDFLiteral oppure il valore “UNDEF”, che sta a significare che la variabile non sarà presente 
in quel mapping poiché unbound.  
La semantica di un DataBlockValue non ha parametri di input e restituisce il GraphTerm 
specificato, che può essere una IriRef o un RDFLiteral. 
_X­:	]Fl




VALUES (?cd ?titolo){  
  (UNDEF "Help!") 




X­ =  
4.2.7 GroupGraphPattern 
Il GroupGraphPattern può essere una sottoquery, oppure un GraphPattern seguito o meno 
dalla clausola FILTER. 
Il GraphPattern è un insieme di triple patterns combinati tra loro. Vedremo in dettaglio nella 
sezione 4.2.10 tutti i tipi di combinazione possibili. 
I Filtri 
È possibile filtrare le soluzioni calcolate da un GraphPattern con l’utilizzo della keyword 
“FILTER” seguita da un’espressione (Constraint). I filtri restringono le soluzioni a quelle per 
cui l’espressione della FILTER viene valutata a true. 
La clausola FILTER potrebbe anche trovarsi all’interno di un GraphPattern ma il GraphPat-
tern viene valutato come se questa fosse situata alla fine al GraphPattern stesso. Nel nostro 
studio supponiamo quindi che esista un preprocessore che eventualmente sposta tutte le FIL-










“SPARQL 1.1 Tutorial” 
“The Semantic Web” 
 
Restringendo la variabile ?price, solo :book2 e :book3 entrano a far parte del risultato per-
ché il loro prezzo è inferiore a 30, come richiesto dalla FILTER. 
@prefix dc: <http://purl.org/dc/elements/1.1/> . 
@prefix : <http://example.org/book/> . 
@prefix ns: <http://example.org/ns#> . 
:book1  dc:title  "SPARQL 1.0 Tutorial" . 
:book1  ns:price  42 . 
:book2  dc:title  "SPARQL 1.1 Tutorial" . 
:book2  ns:price  23 . 
:book3  dc:title  "The Semantic Web" . 
:book3  ns:price  29 . 
PREFIX  dc:  <http://purl.org/dc/elements/1.1/> 
PREFIX  ns:  <http://example.org/ns#> 
SELECT  ?title  
WHERE   { ?x ns:price ?price . 




Una delle nuove features di SPARQL 1.1 è la sottoquery. Le sottoquery forniscono un modo 
per incorporare query SPARQL all’interno di altre query SPARQL per ottenere risultati che 
non potrebbero essere ottenuti in altro modo. 
La valutazione delle query SPARQL viene fatta in modo bottom-up, quindi le sottoquery 
vengono valutate prima delle query più esterne, e i risultati proiettati alla query più esterna 
(vedi [SPAR1] sezione 12). Solo le variabili proiettate dalla SELECT saranno visibili alla que-
ry più esterna. 
Vediamo un esempio.  
Dato il seguente dataset: 
 
 
e la seguente query che restituisce tutti i nomi degli studenti che non hanno voti inferiori a 
30:  
 
# Default graph: http://example.org/GrafoStudenti 
_:s1 :hasName “Serena”. 
_:s1 :hasMatricola 252345. 
_:s2 :hasName “Ilaria”. 
_:s2 :hasMatricola 734624. 
_:s3 :hasName “Marco”. 
_:s3 :hasMatricola 414145. 
_:s4 :hasName “Lisa”. 
_:s4 :hasMatricola 269835. 
# Named graph: http://example.org/GrafoEsami 
_:e1 :voto “20”. 
_:e1 :studente _:s1. 
_:e1 :codiceMateria _:m1. 
_:e2 :voto “30”. 
_:e2 :studente _:s1. 
_:e2 :codiceMateria _:m2. 
_:e3 :voto “30”. 
_:e3 :studente _:s4. 
_:e3 :codiceMateria _:m1. 
_:e4 :voto “30”. 
_:e4 :studente _:s4. 
_:e4 :codiceMateria _:m3. 
SELECT ?nome 
FROM GrafoStudenti 
FROM NAMED GrafoEsami 
WHERE ?stud :hasName ?nome. 
  FILTER NOT EXISTS { SELECT ?codStud  
           WHERE{ GRAPH GrafoEsami{ 
?codEsame :studente ?codStud. 
?codEsame :voto ?v. 
FILTER (?v < 30)} 
     } 
  } 
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Presentiamo adesso in Tabella 9 la sintassi del GroupGraphPattern, che notiamo essere sem-





‘{’ GraphPattern ‘}’ 
‘{’ SelectClause WhereClause ValuesClause? ‘}’ 
‘{’ GraphPattern (‘FILTER’ Constraint)+ ‘}’ 
Tabella 9. Sintassi GroupGraphPattern 
 
La semantica formale del GroupGraphPattern prende in input una tripla composta da un am-











Specifichiamo la semantica per i diversi casi della sintassi: 
• Se il GroupGraphPattern rappresenta un GraphPattern abbiamo che la semantica del 




• Se il GroupGraphPattern rappresenta una sottoquery senza ValuesClause abbiamo 
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• Se il GroupGraphPattern rappresenta una sottoquery con ValuesClause abbiamo una 
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• Se il GroupGraphPattern rappresenta un GraphPattern con una FILTER abbiamo 
che il solution multiset contiene tutti e soli i mappings appartenenti al solution mul-
tiset del GraphPattern e per i quali l’espressione Constraint è valutata a vero.	
In presenza di più clausole FILTER la semantica coincide all’applicazione di un’unica 










Se poniamo quindi  = =	&&…&&	@ la semantica risul-
ta la seguente: 
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4.2.8 Triple pattern 
Il triple pattern è il nucleo del processo di matching, come anticipato nella sezione 4.1.3. La 
generica tripla è formata da tre elementi: soggetto, predicato e oggetto. Sia il soggetto che 
l’oggetto possono essere una variabile o un GraphTerm, mentre il predicato può essere una va-
riabile oppure una Path Expression. Le Path Expressions fanno parte delle nuove features in-
trodotte da SPARQL 1.1. Le esamineremo in dettaglio nell’apposita sezione 4.2.9. 
 
Triple ::= VarOrGTerm ( Var | PathExpr ) VarOrGTerm 
Tabella 10. Sintassi Triple 
 
Blank nodes nel triple pattern 
Se un blank node è presente all’interno di un triple pattern, nel processo di matching si com-
porterà come una variabile, ovvero verranno creati dei bindings tra il blank node e i valori che 
esso assume nelle triple del dataset, siano essi blank nodes, literals, o Iri.  
L’unica differenza tra il mapping generato dai blank nodes e quello delle variabili è che il pri-
mo non può essere proiettato come soluzione della query, mentre il secondo sì. 
Ad esempio se abbiamo il seguente dataset: 
 
e la seguente query:  
 
risulta che durante l’esecuzione della query vengono creati i seguenti mappings: 
 
?x _:w _:z 
_:s foaf:name “Serena” 
_:s foaf:mbox <mailto:pallecch@di.unipi.it> 
_:p foaf:name “Ilaria” 
 
ma solo le variabili (?x) possono essere proiettate nel risultato, che in questo caso è il seguente: 
 
@prefix foaf: <http://xmlns.com/foaf/0.1> 
_:a foaf:name “Serena”. 
_:a foaf:mbox <mailto:pallecch@di.unipi.it>. 
_:b foaf:name “Ilaria”. 
@prefix foaf: <http://xmlns.com/foaf/0.1> 
SELECT ?x 








Abbiamo quindi che nel processo di matching: 
• le Iri e i Literals si comportano effettivamente come GTerms; 
• i blank nodes (e le variabili) si comportano come variabili.  
Quindi nelle semantiche che andremo adesso a presentare, con l’uso di l¼ e l, intendiamo 
indicare sia le variabili vere e proprie che i blank nodes (in posizione rispettivamente di sogget-
to e oggetto). Di conseguenza con le etichette jk
¼ e jk
, indichiamo le Iri e i Literals. 
È da notare che invece l½ indica effettivamente una variabile, in quanto i blank nodes non 
possono essere presenti in posizione di predicato. 






Come indicato dalla sintassi, abbiamo due tipi di triple, quelle che hanno come predicato una 
variabile e quelle che invece hanno come predicato una PathExpression. Presentiamo la se-
mantica per tutti i casi. 
La semantica dei triple patterns semplici, nella forma lojk
	l	lojk
	, è un 
multinsieme di mappings contenenti ognuno tutte le variabili presenti nel triple pattern, lega-
te ognuna a un GTerm. I GTerms sono i GraphTerms delle triple RDF del grafo attivo  che 
hanno un matching con il triple pattern. 
Nel dettaglio si hanno le seguenti regole: 
®l¼	l½	l,± = ¯[l¼ = =, l½ = C, l, =  ]	¾(=	C	 ) ∈ °678 		
®jk
¼	l½	l,± = ¯¿l½ = C, l, =  À¾(=	C	 ) ∈  ∧ = = jk
¼'678		
®l¼	l½	jk




,± =		= ¯¿l½ = CÀ¾(=	C	 ) ∈  ∧ = = jk
¼ ∧   = jk
,'678 		
La semantica dei triple patterns nella forma lojk
		ℎp$m	lojk
	, ovvero con 
PathExpression come predicato, è analoga. Anch’essa è formata da un multinsieme di map-
pings tra variabili e GTerms appartenenti al grafo attivo, ma in questo caso i GTerms appar-
tengono anche alla valutazione della PathExpression presente in posizione di predicato. Per la 
valutazione della PathExpression si veda la sezione 4.2.9. Nel dettaglio si hanno le seguenti re-
gole: 
l¼		ℎp$m	l, = ¯[l¼ = =, l, = C]¾(= , C) ∈ (	ℎp$m«Á)°(		
jk









, = ²{9	:} 	se	(jk
¼, jk
,) ∈ (	ℎp$m«Á)∅ altrimenti																																																																				 	
Un caso particolare di triple è quello con predicato rdf: type che teoricamente fa parte delle 
triple con PathExpr, ma noi vogliamo esplicitarlo per agevolare le definizioni delle regole del 
sistema di tipi. 
l¼	rdf: type	jk
, =		= {9l¼ = =:|(=	C	 ) ∈  ∧ C = rdf: type ∧   = jk
,'(		




= ²#[	]' 	se	∃(=	C	 ) ∈ 	|	= = jk
¼ ∧ C = rdf: type ∧   = jk
,∅ altrimenti																																																																																																												 	
	
4.2.9 Path Expression 
Una delle features più importanti introdotte da SPARQL 1.1 è rappresentata dai Property Pa-
ths. Un property path è una possibile strada che collega due nodi di un grafo, che nei triple 
patterns corrispondono a soggetto e oggetto. Il caso banale è un property path di lunghezza 
esattamente uno, che rappresenta un arco tra due nodi, ovvero un triple pattern. Gli estremi 
di un property path possono essere RDFTerms oppure variabili. Il predicato di un property 
path prende il nome di Path Expression. Le path expressions sono combinazioni più o meno 
complesse di IriRefs, e non possono contenere variabili. In Tabella 11 è mostrata la sintassi 













PathExpr ‘/’ PathExpr 




‘(’ PathExpr ‘)’ 




Iri1 ‘|’… ‘|’ Irin  
‘^’ Iri1 ‘|’ … ‘|’ ‘^’ Irin  
Iri1 ‘|’… ‘|’ Irik ‘|’ ‘^’ Irik+1 ‘|’ … ‘|’ ‘^’ Irin 
Tabella 11. Sintassi Path Expressions 
 
Come mostrato in Tabella 11 una path expression può essere: 
• una semplice Iri (PredicatePath) che rappresenta un path di lunghezza uno; 
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• un path inverso (InversePath - “^”) che va cioè dall’oggetto al soggetto; 
• una sequenza di paths (SequencePath -  “/”) ovvero una concatenazione di due paths; 
• un path alternativo (AlternativePath - “|”) dove vengono provate entrambe le possibi-
lità ma basta che ne valga una; 
• un path di lunghezza maggiore o uguale a zero (ZeroOrMorePath - “*”), ovvero un 
path che connette soggetto e oggetto con zero o più match della path expression;  
• un path di lunghezza maggiore o uguale a uno (OneOrMorePath - “+”), ovvero un 
path che connette soggetto e oggetto con uno o più match della path expression; 
• un path di lunghezza zero o uno (ZeroOrOnePath - “?”), ovvero un path che connette 
soggetto e oggetto con uno o zero match della path expression; 
• un gruppo di paths delimitato da parentesi tonde (servono solo per controllare la pre-
cedenza); 
• un NegatedPropertySet che è formato un insieme di Iri dirette o inverse. Un negated 
property set esclude tutti i match basati sulle Iri appartenenti all’insieme, e tutti i 
match basati sui paths inversi che hanno come predicato le Iri appartenenti 
all’insieme che sono precedute da “^”. 
In una path expression complessa la precedenza delle forme sintattiche, dalla maggiore alla 
minore, è la seguente: 
1. Iri 
2. Negated property sets 
3. Gruppi 
4. Operatori unari *, ? e + 
5. Path inverso ^ 
6. Operatore binario / 
7. Operatore binario | 
All’interno dei gruppi la precedenza va da sinistra a destra. 
Facciamo degli esempi. 
INVERSE PATH 
Il property path  
 è equivalente a:  
 
SEQUENCE PATH 
Il seguente esempio ricerca tutti i nomi di persone che Alice conosce:  
 
{ <mailto:alice@example> ^foaf:mbox ?x .} 
{ ?x foaf:mbox <mailto:alice@example> .} 
{ ?x foaf:mbox <mailto:alice@example> . 




Il seguente property path ricerca tutte le triple che hanno come predicato dc:title oppure 
rdfs:label.  
 
ZERO OR MORE PATH 
Il prossimo esempio trova tutte le sottoclassi della classe MyClass:  
È da notare che una classe è sottoclasse anche di se stessa e questa informazione è presente nel 
risultato. 
ONE OR MORE PATH 
Il seguente property path ricerca tutti gli antenati maschi di Bob.   
Bob non è considerato un antenato di se stesso e questo tipo di property path lo esclude cor-
rettamente dal risultato. 
ZERO OR ONE PATH 
Il seguente property path restituisce tutte le città direttamente raggiungibili da Roma.  
È da notare che una città è raggiungibile direttamente anche da se stessa. Questa informazione 
è sempre presente nel risultato anche nel caso in cui nel dataset non fosse presente la tripla 
:Roma :near :Roma. 
NEGATED PROPERTY SET 
Il seguente property path ricerca tutti i nodi connessi da un qualsiasi predicato tranne dal pre-
dicato rdf:type.   
 
 
Dopo aver dato questi semplici esempi, esponiamo la semantica formale della PathExpr, la 
quale prende in input il grafo attivo, e restituisce un multinsieme di coppie di GraphTerms 
che rappresentano gli estremi del path. 
Per rappresentare questo multinsieme introduciamo il concetto di prodotto multinsiemistico, 
che è l’insieme di tutti i multinsiemi di coppie. Formalmente siano  e  due insiemi, allora:  ×(  = {|	è	un	multinsieme ∧ () ∈ ( × )}	







e«Á = #($, 3)|($		e	3) ∈ }678 		
{ :book1 dc:title | rdfs:label ?displayString .} 
{ ?x rdfs:subClassOf* :MyClass .} 
{ ?ancestor ex:fatherOf+ :Bob .} 
{ :Roma :near? ?x .} 
{ ?x !(rdf:type|^rdf:type) ?y .} 
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‘^’	ℎp$m«Á = {($, 3)|(3, $) ∈ (	ℎp$m«Á)}678 
	ℎp$m= ‘/’ 	ℎp$mC«Á == #($, É)|($, 3, É) ∈  L®	ℎp$m=±«Á ⋈C0= 	ℎp$mC«ÁO}(  
L’operatore f ⋈C0= 	 calcola la giunzione delle due relazioni f e 	 con la condizione che 
l’oggetto di f sia uguale al soggetto di 	. 
	ℎp$m=‘|’ 	ℎp$mC«Á = 	ℎp$m=«Á  ⊎  	ℎp$mC«Á 




Notiamo che la semantica di ZeroOrMorePath è data dall’unione insiemistica dei due multin-
siemi con cardinalità uniformemente 1. Questo è specificato in [SPAR1] sezione 18.4, dove i 
due multinsiemi con cardinalità uniformemente 1 sono definiti direttamente come insiemi. 
La funzione g
() restituisce tutti i nodi del grafo  ovvero tutti i soggetti e gli oggetti che 
possono comparire nelle triple: 
g
() = #$| ∃m, . ($ m ) ∈  ∨ ( m $) ∈ ' 
La funzione k;

(Ê) restituisce la chiusura transitiva del multinsieme di coppie 
passato come parametro. 
k;

(Ê) = #($=, $@)| > 1, ∃$C, … , $@Ì=. ∀ ∈ {1, . . . ,  − 1} ($< , $<B=) ∈ (Ê)'678 
	ℎp$m ‘ + ’«Á = k;

4	ℎp$m«Á5 
	ℎp$m ‘? ’«Á = ¯#($, $)|$ ∈ g
()}678 ∪ 	ℎp$m«Á°678  
Notiamo che la semantica di ZeroOrOnePath è data dall’unione insiemistica dell’insieme dei 
nodi del grafo e della valutazione della path expression su tale grafo. Inoltre la cardinalità del 
risultato è uniformemente uguale a uno. Questo fatto è espresso nelle specifiche del linguag-
gio, [SPAR1] sezione 18.4. 










La semantica formale del NegatedPropertySet prende in input il grafo attivo, e restituisce un 











e=‘|’… ‘|’eH‘|’‘^’eHB=‘|’ … ‘|’‘^’e@W«6 = e=‘|’ … ‘|’eHW«6 ⊎ ‘^’eHB=‘|’ … ‘|’‘^’e@W«6 
e=‘|’… ‘|’e@W«6 = {($, 3)|($ e 3) ∈  ∧ ∀ ∈ #1, . . . , ' e ≠ e<'678 
‘^’e=‘|’… ‘|’‘^’e@W«6 = {(3, $)|($ e 3) ∈  ∧ ∀ ∈ #1, . . . , ' e ≠ e<'678 
Notiamo che c’è un’asimmetria nelle semantiche sopra esposte, in quanto la prima preserva la 
cardinalità dei multinsiemi di input mentre le altre due sono dei multinsiemi con cardinalità 
uniformemente 1, ovvero degli insiemi. Questa asimmetria deriva direttamente dalle specifi-




Il GraphPattern è un insieme di zero o più triple patterns combinati tra loro. Presentiamo in 

















GroupGraphPattern  ‘UNION’ GroupGraphPattern ‘.’? 
GraphPattern ‘OPTIONAL’ GroupGraphPattern ‘.’? 
GraphPattern ‘MINUS’ GroupGraphPattern ‘.’? 
GraphPattern ‘GRAPH’ VarOrIri GroupGraphPattern ‘.’? 
GraphPattern ‘SERVICE’ ‘SILENT’? VarOrIri GroupGraphPattern ‘.’? 
GraphPattern ‘BIND’ ‘(’ Expression ‘AS’ Var ‘)’ ‘.’? 
GraphPattern ‘VALUES’ DataBlock ‘.’? 
TriplesBlock ::= Triple (‘.’ TriplesBlock?)? 
Tabella 12. Sintassi GraphPattern 
 
La semantica formale del GraphPattern prende in input una tripla composta da un ambiente 










Analizziamo adesso nel dettaglio tutti i casi. 
GraphPattern vuoto 
Il GraphPattern vuoto () valutato su un qualsiasi grafo (incluso il grafo vuoto) restituisce 




Un GraphPattern può essere composto da una sequenza di triple patterns. In tal caso la se-
mantica è data dalla giunzione delle semantiche dei singoli triple patterns che compongono il 
blocco.  
Se il blocco è formato da  triple patterns (km
=‘, ’ … ‘, ’	km




= ⋈ ⋯ ⋈ km
@		
Concatenazione di GraphPatterns 
È possibile combinare due GraphPatterns con l’operatore di concatenazione “.” che semanti-
camente è l’operazione di giunzione naturale tra i due solution multisets derivanti dalla valuta-
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zione separata dei due GraphPatterns. In alcuni casi (vedi sintassi) l’operatore “.” può essere 
omesso. 




Il solution multiset del primo triple pattern è:  
 
?x ?titolo 
_:cd2 “Let it be” 
_:cd3 “Girasole” 
 







Facendo la giunzione naturale tra questi due solution multisets otteniamo il seguente solution 
multiset: 
?x ?titolo ?autore 
_:cd2 “Let it be” “Beatles” 
_:cd3 “Girasole” “Giorgia” 
 







C,,ª« =			 = jmℎ	
=,,ª« ⋈ jmjmℎ	
C,,ªª« 	
Unione di GroupGraphPattern 
La keyword “UNION” permette di unire i solution multisets di due GroupGraphPatterns e 
quindi di avere soluzioni con patterns alternativi. 
Un esempio è il seguente.  
Dataset: 
@prefix cd: <http://example.org/cd/> 
_:cd1 cd:autore “U2”. 
_:cd2 cd:autore “Beatles”. 
_:cd2 cd:titolo “Let it be”. 
_:cd3 cd:autore “Giorgia”. 
_:cd3 cd:titolo “Girasole”. 
{?x cd:titolo ?titolo.  




Query che trova titoli dei libri, sia della versione 1.0 che della versione 1.1:   
 
Il solution multiset del primo GroupGraphPattern è: 
 
?book ?title 
_:a "SPARQL Query Language Tutorial" 
_:c "SPARQL" 
 
Il solution multiset del secondo GroupGraphPattern è:  
 
?book ?title 
_:b "SPARQL Protocol Tutorial" 
_:c  "SPARQL (updated)" 
 
Facendo l’unione tra questi due solution multisets otteniamo il seguente solution multiset: 
 
?book ?title 
_:a "SPARQL Query Language Tutorial" 
_:c "SPARQL" 
_:b "SPARQL Protocol Tutorial" 
_:c "SPARQL (updated)" 
 
Formalmente la semantica è la seguente: 
jmjmℎ	
=	‘º’	jmjmℎ	
C	‘. ’? ,,ª« =		 = jmjmℎ	
=,,ªª« ⊎ jmjmℎ	
C,,ªª« 	
Il solution multiset risultante è dato dall’unione disgiunta dei due solution multisets derivanti 
dalla valutazione dei due GroupGraphPattern. 
Patterns opzionali 
È possibile formulare query SPARQL che permettono di aggiungere informazione quando 
questa è presente e di mantenere anche le soluzioni che non hanno tale informazione. In det-
@prefix dc10:  <http://purl.org/dc/elements/1.0/> . 
@prefix dc11:  <http://purl.org/dc/elements/1.1/> . 
_:a  dc10:title     "SPARQL Query Language Tutorial" . 
_:a  dc10:creator   "Alice" . 
_:b  dc11:title     "SPARQL Protocol Tutorial" . 
_:b  dc11:creator   "Bob" . 
_:c  dc10:title     "SPARQL" . 
_:c  dc11:title     "SPARQL (updated)" . 
PREFIX dc10:  <http://purl.org/dc/elements/1.0/> 
PREFIX dc11:  <http://purl.org/dc/elements/1.1/> 
SELECT ?title 
WHERE  { { ?book dc10:title  ?title } UNION  
         { ?book dc11:title  ?title } } 
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taglio è possibile specificare come opzionale il solution multiset di un GroupGraphPattern 
con l’uso della keyword “OPTIONAL”.  
Ad esempio se abbiamo il seguente dataset: 
 
e la query: 
 







Non esiste valore di mbox per Bob ma il suo nome compare ugualmente nel risultato in quan-
to l’informazione su mbox è stata dichiarata opzionale. 
Formalmente la semantica è quella della giunzione esterna sinistra: 
jmℎ	
	‘Îº¥’	jmjmℎ	




In SPARQL 1.1 è stato introdotto il concetto di differenza tra due solution multisets. Con 
l’utilizzo della keyword “MINUS” è possibile togliere dal solution multiset risultato della valu-
tazione del primo argomento tutte le soluzioni compatibili con il solution multiset risultato 
della valutazione del secondo argomento. 
Vediamo ora un esempio.  
Dataset: 
@prefix foaf: <http://xmlns.com/foaf/0.1/> . 
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> . 
_:a rdf:type  foaf:Person . 
_:a foaf:name "Alice" . 
_:a foaf:mbox <mailto:alice@example.com> . 
_:a foaf:mbox <mailto:alice@work.example> . 
_:b rdf:type  foaf:Person . 
_:b foaf:name "Bob" . 
PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
SELECT ?name ?mbox 
WHERE  { ?x foaf:name  ?name . 






Il solution multiset risultato della valutazione del primo argomento è: 
 
?s ?p ?o 
:alice foaf:givenName "Alice" 
:alice foaf:familyName "Smith" 
:bob foaf:givenName "Bob" 
:bob foaf:familyName "Jones" 
:carol foaf:givenName "Carol" 
:carol foaf:familyName "Smith" 
 





Eliminando dal primo solution multiset tutte le soluzioni (mappings) compatibili con le solu-
zioni del secondo solution multiset abbiamo: 
 
?s ?p ?o 
:alice foaf:givenName "Alice" 
:alice foaf:familyName "Smith" 
:carol foaf:givenName "Carol" 
:carol foaf:familyName "Smith" 
 
La semantica formale è la seguente: 
jmℎ	
	‘¤º’	jmjmℎ	




@ prefix : <http://example/> . 
@ prefix foaf: <http://xmlns.com/foaf/0.1/> . 
:alice  foaf:givenName "Alice" . 
:alice  foaf:familyName "Smith" . 
:bob    foaf:givenName "Bob" . 
:bob    foaf:familyName "Jones" . 
:carol  foaf:givenName "Carol" . 
:carol  foaf:familyName "Smith" . 
PREFIX : <http://example/> 
PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
SELECT ?s ?o 
WHERE { ?s ?p ?o . 
        MINUS { ?s foaf:givenName "Bob" } .} 
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Utilizzo dei named graphs 
È possibile eseguire parte di una query su un named graph dichiarato da una clausola FROM 
NAMED. In particolare è possibile fare il matching di un GroupGraphPattern su un named 
graph con l’utilizzo della keyword “GRAPH”. GRAPH può specificare l’IriRef che identifica 
il named graph su cui eseguire la ricerca, oppure una variabile che potrà spaziare su tutti i na-
med graph contenuti nel dataset della query. L’uso di GRAPH cambia il grafo attivo, e il mat-
ching del GroupGraphPattern che lo segue viene effettuato sul grafo specificato. 
Facciamo un primo esempio.  
Dato il seguente dataset: 
 
e la query: 
 






Se abbiamo lo stesso dataset dell’esempio precedente ed eseguiamo la seguente query: 
# Named graph: http://example.org/foaf/aliceFoaf 
@prefix  foaf:     <http://xmlns.com/foaf/0.1/> . 
@prefix  rdf:      <http://www.w3.org/1999/02/22-rdf-syntax-ns#> . 
@prefix  rdfs:     <http://www.w3.org/2000/01/rdf-schema#> . 
_:a  foaf:name     "Alice" . 
_:a  foaf:mbox     <mailto:alice@work.example> . 
_:a  foaf:knows    _:b . 
_:b  foaf:name     "Bob" . 
_:b  foaf:mbox     <mailto:bob@work.example> . 
_:b  foaf:nick     "Bobby" . 
_:b  rdfs:seeAlso  <http://example.org/foaf/bobFoaf> . 
<http://example.org/foaf/bobFoaf> rdf:type foaf:PersonalProfileDocument . 
 
# Named graph: http://example.org/foaf/bobFoaf 
@prefix  foaf:     <http://xmlns.com/foaf/0.1/> . 
@prefix  rdf:      <http://www.w3.org/1999/02/22-rdf-syntax-ns#> . 
@prefix  rdfs:     <http://www.w3.org/2000/01/rdf-schema#> . 
_:z  foaf:mbox     <mailto:bob@work.example> . 
_:z  rdfs:seeAlso  <http://example.org/foaf/bobFoaf> . 
_:z  foaf:nick     "Robert" . 
<http://example.org/foaf/bobFoaf> rdf:type foaf:PersonalProfileDocument . 
PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
PREFIX data: <http://example.org/foaf/> 
SELECT ?nick 
FROM NAMED <http://example.org/foaf/aliceFoaf> 
FROM NAMED <http://example.org/foaf/bobFoaf> 
WHERE { GRAPH data:bobFoaf  
              { ?x foaf:mbox <mailto:bob@work.example> . 
                ?x foaf:nick ?nick }  




otteniamo come risultato i riferimenti ai grafi dove viene trovata l’informazione e il valore del 






Definiamo adesso la semantica formale di GRAPH come segue: 
Se GRAPH specifica l’IriRef del named graph abbiamo: 
jmℎ	
	‘Ï¥Î¨’	e	jmjmℎ	
	‘. ’? ,,ª« 	
 = `se	e ∉ 						∅																																																																																																											se	e ∈ 					jmℎ	
,,ª« ⋈ jmjmℎ	
,,.Ð(Ñ<)ªª« 	
Notiamo che se e non è un riferimento a grafo presente nell’insieme dei named graphs del 
dataset allora la valutazione jmjmℎ	
,,.Ð(Ñ<)ªª«  restituisce un insieme vuoto. Al-
trimenti il GroupGraphPattern viene valutato su tale grafo e il solution multiset ottenuto vie-
ne messo in giunzione naturale con il solution multiset del GraphPattern che precede la 
GRAPH. 
Se, invece, la GRAPH non specifica uno specifico nome di grafo ma utilizza una variabile, al-
lora si calcolano tutti i solution multisets del GroupGraphPattern valutato su tutti i named 
graphs del dataset, e ogni solution multiset viene messo in giunzione con il mapping ottenuto 
assegnando alla variabile della GRAPH il nome del grafo. Questi solution multiset vanno poi 
a formare un nuovo solution multiset dato dalla loro unione. Infine quest’ultimo solution 




	‘. ’? ,ª« = 		 = jmℎ	
,,ª« ⋈	∪<∈ 4{9l = :} ⋈ jmjmℎ	
,,.Ð(<)ªª« 5	
La semantica che abbiamo definito è bottom-up e quindi la valutazione del GraphPattern vie-
ne fatta indipendentemente da quella della GRAPH vera e propria, solo dopo viene effettuata 
la giunzione tra le due soluzioni.  
Ad esempio se abbiamo il seguente dataset: 
PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
SELECT ?src ?bobNick 
FROM NAMED <http://example.org/foaf/aliceFoaf> 
FROM NAMED <http://example.org/foaf/bobFoaf> 
WHERE { GRAPH ?src  
              { ?x foaf:mbox <mailto:bob@work.example> . 
                ?x foaf:nick ?bobNick } 




e la query: 
 
La semantica bottom-up calcola indipendentemente i seguenti solution multisets. Per il triple 
pattern ?g dc:publisher ?who abbiamo: 
 
?g ?who 
<http://example.org/bob> "Bob Hacker" 
 
Mentre per GRAPH ?g { ?x foaf:mbox ?mbox } abbiamo: 
 
?g ?x ?mbox 
<http://example.org/alice> _:a <mailto:alice@work.example.org> 
<http://example.org/bob> _:b <mailto:bob@oldcorp.example.org> 
 
Successivamente la giunzione calcola: 
 
?g ?who ?x ?mbox 
<http://example.org/bob> "Bob Hacker" _:b <mailto:bob@oldcorp.example.org> 
 
Questa semantica non preclude però che un ottimizzatore possa calcolare prima il solution 
mapping per ?g dc:publisher ?who (in generale per il GraphPattern che e precede 
GRAPH) e poi eseguire la GRAPH ?g { … } solo per i valori di ?g presenti nel solution 
# Default graph (located at http://example.org/dft.ttl) 
@prefix dc: <http://purl.org/dc/elements/1.1/> . 
<http://example.org/bob>    dc:publisher  "Bob Hacker" . 
 
# Named graph: http://example.org/alice 
@prefix foaf: <http://xmlns.com/foaf/0.1/> . 
_:a foaf:name "Alice" . 
_:a foaf:mbox <mailto:alice@work.example.org> . 
 
# Named graph: http://example.org/bob 
@prefix foaf: <http://xmlns.com/foaf/0.1/> . 
_:b foaf:name "Bob" . 
_:b foaf:mbox <mailto:bob@oldcorp.example.org> . 
PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
PREFIX dc: <http://purl.org/dc/elements/1.1/> 
SELECT ?who ?g ?mbox 
FROM <http://example.org/dft.ttl> 
FROM NAMED <http://example.org/alice> 
FROM NAMED <http://example.org/bob> 
WHERE 
{ 
   ?g dc:publisher ?who . 




mapping calcolato con il triple pattern precedente, nel nostro esempio solo per 
?g=<http://example.org/bob>. 
Basic Federated Query 
La versione 1.1 di SPARQL prevede la possibilità di far eseguire un GroupGraphPattern a un 
endpoint SPARQL remoto sul dataset di tale endpoint. La keyword da utilizzare è “SERVI-
CE” e, analogamente al caso GRAPH, può essere seguita da una IriRef o da una variabile. Nel 
primo caso la query invierà la richiesta di esecuzione all’endpoint con nome IriRef, nel secon-
do caso invece invierà la richiesta agli endpoints in base ai valori assunti dalla variabile 
nell’esecuzione della query. 
Il prossimo esempio mostra come interrogare un endpoint SPARQL remoto e fare la giunzio-
ne dei dati ritornati con i dati provenienti dal dataset RDF locale. Questa query ricerca i nomi 
delle persone che conosciamo. 
I dati sui nomi sono disponibili nell’endpoint http://people.example.org/sparql 
 
Vogliamo combinare tali dati con quelli contenuti nel nostro grafo locale http://example. 
org/myfoaf.rdf, il quale contiene le triple: 
 
La query è la seguente: 
 





Per limitare i risultati del solution multiset ritornati dall’endpoint è possibile far uso della 
clausola VALUES. Questa opzione è utile nel caso in cui sappiamo che sono di interesse solo 
alcuni valori perché permette di ridurre la quantità di dati da ricevere e da mettere in giunzio-
ne con il solution mapping del GraphPattern che precede la SERVICE. 
@prefix foaf:  <http://xmlns.com/foaf/0.1/> . 
@prefix : <http://example.org/> . 
:people15 foaf:name "Alice" . 
:people16 foaf:name "Bob" . 
:people17 foaf:name "Charles" . 
:people18 foaf:name "Daisy" . 
<http://example.org/myfoaf/I> <http://xmlns.com/foaf/0.1/knows> 
<http://example.org/people15> . 
PREFIX foaf:   <http://xmlns.com/foaf/0.1/> 
SELECT ?name 
FROM <http://example.org/myfoaf.rdf> 
WHERE { <http://example.org/myfoaf/I> foaf:knows ?person . 
        SERVICE <http://people.example.org/sparql>  
                { ?person foaf:name ?name . }  
      } 
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L’esecuzione di un pattern SERVICE può fallire per diversi motivi: il servizio remoto potreb-
be non essere al momento disponibile, l’IriRef potrebbe non rappresentare un effettivo endpo-
int, oppure l’endpoint potrebbe restituire un errore. Normalmente in queste circostanze la 
query fallisce, ma è possibile indicare esplicitamente che il fallimento della SERVICE non 
venga considerato introducendo la keyword “SILENT”. Con l’opzione SILENT, la clausola 
SERVICE fallita viene trattata come se avesse prodotto un risultato con una singola soluzione 
senza bindings, e quindi evita che il fallimento si propaghi. 
La semantica formale è la seguente: 
jmℎ	
	‘¬º’	e	jmjmℎ	
	‘. ’? ,,ª« =		
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 = 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mℎ	
	‘¬º’	‘º’	l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La funzione . 
m(e) restituisce una coppia   
    <insieme dei riferimenti ai named graphs, grafo di default >   








Indichiamo l'insieme dei riferimenti ai named graphs, primo elemento della coppia, con la 
notazione . gf, mentre per indicare il secondo elemento della coppia, che è il grafo di default, 
utilizziamo la notazione . jf . 
Assegnamenti 
Il valore di un’espressione può essere aggiunto a un solution mapping associando a una nuova 
variabile il valore dell’espressione, che è un RDFTerm. La variabile può poi essere utilizzata 
nella query e ritornata nel risultato. 
Se la valutazione dell’espressione produce un errore, la variabile rimane unbound per quella 
soluzione ma la valutazione della query continua. 
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In SPARQL 1.1 esistono più tipi di assegnamento, ma noi in questo lavoro ci concentriamo 
sulla forma BIND, la cui sintassi è presentata in Tabella 12. La variabile introdotta dalla clau-
sola BIND non deve essere stata usata nel BGP prima di tale BIND.  





Il risultato è il seguente: 
 
?title ?price 
"The Semantic Web" 17.25 
"SPARQL Tutorial" 33.60 
 
Le specifiche date dal W3C dicono che la clausola BIND termina un BGP (vedi [SPAR1] se-
zione 10.1); questo significa che le seguenti due query sono identiche: 
 
@prefix dc: <http://purl.org/dc/elements/1.1/> . 
@prefix : <http://example.org/book/> . 
@prefix ns: <http://example.org/ns#> . 
:book1  dc:title     "SPARQL Tutorial" . 
:book1  ns:price     42 . 
:book1  ns:discount  0.2 . 
:book2  dc:title     "The Semantic Web" . 
:book2  ns:price     23 . 
:book2  ns:discount  0.25 . 
PREFIX  dc:  <http://purl.org/dc/elements/1.1/> 
PREFIX  ns:  <http://example.org/ns#> 
SELECT  ?title ?price 
{  ?x ns:price ?p . 
   ?x ns:discount ?discount . 
   BIND (?p*(1-?discount) AS ?price) . 
   ?x dc:title ?title .  
} 
PREFIX  dc:  <http://purl.org/dc/elements/1.1/> 
PREFIX  ns:  <http://example.org/ns#> 
SELECT  ?title ?price 
{  ?x ns:price ?p . 
   ?x ns:discount ?discount . 
   BIND (?p*(1-?discount) AS ?price). 





La semantica formale della clausola BIND è la seguente: 
jmℎ	
	‘Ûº¦’	‘(’p$m
	‘¥’	l	‘)’	‘. ’? ,,ª«= ² 		↑ 	se	l ∈ ¯()¾ ∈ 4jmℎ	
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L'operatore ++ effettua la concatenazione disgiunta dei due operandi. 
Notiamo nella definizione di Ω che se la valutazione dell’espressione ritorna un errore, questo 
non si propaga ma viene “assorbito” dalla semantica del costrutto BIND. 
Values 
Oltre che nella ValuesClause, la keyword VALUES può essere usata anche in un GraphPat-
tern, con la stessa sintassi (vedi Tabella 12) e semantica. Formalmente: 
jmℎ	
	‘¬¥’	]F	‘. ’? ,,ª« = jmℎ	
,,ª« ⋈ ]FX­	
4.2.11 Constraint 
La keyword “FILTER” serve per restringere il solution multiset ottenuto dal graph pattern 
matching del GraphPattern che lo precede, in base a una certa espressione data chiamata 
RDFTermConstraint. Un Constraint può essere un’espressione o una funzione. 
Si possono utilizzare sia funzioni predefinite (BuiltInCalls) che funzioni definite dall’utente 
(FunctionCalls). In Tabella 13 è mostrata la sintassi per il Constraint. 
 
Constraint ::= ‘(’ Expression ‘)’ | BuiltInCall | FunctionCall 
Tabella 13. Sintassi Constraint 
 
Un esempio di Constraint è il seguente: 
 
 
PREFIX  dc:  <http://purl.org/dc/elements/1.1/> 
PREFIX  ns:  <http://example.org/ns#> 
SELECT  ?title ?price 
{ {?x ns:price ?p . 
   ?x ns:discount ?discount . 
   BIND (?p*(1-?discount) AS ?price). 
  } 
  {?x dc:title ?title . } 
} 
PREFIX  dc:  <http://purl.org/dc/elements/1.1/> 
PREFIX  ns:  <http://example.org/ns#> 
SELECT  ?title ?price 
WHERE   { ?x ns:price ?price . 
          FILTER (?price < 30) 
          ?x dc:title ?title . } 
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La semantica formale del Constraint prende in input una quadrupla composta da un ambiente 













e,,,V, = k4e,,,V­Ñ 5	
i,,,V, = k4i,,,VÜ 5	
Dove la funzione k è così definita:	
k($) = t  se	$ = 
		 se	$ =  se

 altrimenti									
Notiamo quindi che in questo costrutto è possibile che si generi un errore, il quale si propaga 
ai livelli superiori della query.	
4.2.12 FunctionCall 
Uno dei possibili Constraint è dato dalle function calls che sono vere e proprie chiamate di 
funzione. Il documento ufficiale [SPAR1] le definisce “Extension Functions” e precisa che una 
qualsiasi Expression a cui viene assegnato un nome identificativo (IriRef) può essere una ex-
tension function. 
Queste funzioni possono avere zero o più parametri di tipo RDFTerm e restituiscono come ri-
sultato un RDFTerm. I parametri possono essere specificati direttamente come RDFTerms 
oppure anche attraverso espressioni che restituiscono RDFTerms. In Tabella 14 è mostrata la 
sintassi. 
 
FunctionCall ::= Iri  (‘(’ Expression ( ‘,’ Expression )* ‘)’ )? 
Tabella 14. Sintassi FunctionCall 
 
Come esempio consideriamo una funzione chiamata func:even così dichiarata: 
xsd:Boolean func:even (numeric value) 
Questa funzione può essere invocata nel seguente modo: 
 
La semantica formale della FunctionCall prende in input una quadrupla composta da un am-
biente iniziale, un insieme di riferimenti a named graphs, il grafo attivo e un mapping, e resti-
tuisce un GraphTerm. 









PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
PREFIX func: <http://example.org/functions#> 
SELECT ?name ?id 
WHERE { ?x foaf:name  ?name . 
        ?x func:empId ?id . 
        FILTER (func:even(?id))  
      } 
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e,,,VÜ = .  (e) 
e(p$m
=, … , p$m
@),,,VÜ =  .  (e) (p$m
=,,,VÁ1 , … , p$m
@,,,VÁ1 ) 
La semantica di ogni funzione è definita dall’IriRef che la identifica ed è situata nell’ambiente .  .  
Le query SPARQL che utilizzano extension functions possono avere una limitata interoperabi-
lità. 
4.2.13 Variabili e termini 
Un terminale della grammatica studiata è Var, che rappresenta le variabili. In SPARQL queste 
sono identificate dal nome VARNAME preceduto dal simbolo ‘?’ oppure dal simbolo ‘$’.  
La produzione GTerm rappresenta il generico GraphTerm, che può essere una IriRef, un 
RDFLiteral oppure un blank node. La sintassi di questi termini è quella definita dalla nota-
zione Turtle [TURT]. 
Per comodità abbiamo definito anche due produzioni che rappresentano rispettivamente 
l’unione delle variabili con il GraphTerm (VarOrGTerm) e l’unione delle variabili con le Iri-
Ref (VarOrIri). 
 
VarOrGTerm ::= Var | GTerm 
VarOrIri ::= Var | Iri 
Var ::= ‘?’ VARNAME | ‘$’ VARNAME 
GTerm ::= Iri | RDFLiteral | BlankNode 
Tabella 15. Sintassi variabili e termini 
 







lkV = 9lk: 
Per definizione dell’operatore −9−:: 
• dati una Iri o un Literal, e un mapping  viene ritornata la Iri stessa o il Literal stesso;  
• dati o una variabile o un blank node, e un mapping  viene ritornato il GraphTerm 
associato nel mapping, se tale variabile o blank node appartiene al dominio di ; 
• altrimenti il valore è indefinito.  
Ad esempio se ho i seguenti mapping: 
 
 ?x ?Nome 




La semantica lk applicata alla variabile ?Nome restituisce il valore “Serena” per il primo 
mapping (=) e il valore “Ilaria” per il secondo (C) :  ?Nome VM = “Serena”  ?Nome VN = “Ilaria” 
Mentre la semantica lk applicata a <http://example.org/ns#price> restituisce l’Iri stes-
sa, ovvero per ogni : 
 <http://example.org/ns#price> V = <http://example.org/ns#price> 
4.2.14 Espressioni 
Le espressioni sono definite in SPARQL in modo molto dettagliato e complesso. Nella gram-
matica qui sviluppata abbiamo semplificato la loro definizione senza però perderne le caratte-
ristiche.  
Un’espressione può essere una semplice variabile, un letterale RDF, oppure qualcosa di più 
complesso come una funzione predefinita (BuiltInCall) oppure un’operazione tra espressioni. 
Non abbiamo elencato nella grammatica tutte le operazioni possibili, ma queste comprendono 
i più comuni operatori logici (and, or, not, …), di confronto (<, >, …), aritmetici (+, -, …) e 










Tabella 16. Sintassi Expressions 
 
La semantica formale della Expression prende in input una quadrupla composta da un am-
biente iniziale, un insieme di riferimenti a named graphs, il grafo attivo e un mapping, e resti-
tuisce un GraphTerm. 
_Á1: p$m









l,,,VÁ1 = lV 
,,,VÁ1 = V 
e,,,VÁ1 = e,,,V­Ñ  
®om<Ý(p$m
=, … , p$m
@)±,,,VÜ =  .  (e_om<Ý) (p$m
=,,,VÁ1 , … , p$m
@,,,VÁ1 ) 
NOTA: .   ha come parametro di input un’Iri. In questo caso e_om<Ý è un’Iri fittizia che 
rappresenta l’operatore om<Ý . 
4.2.15 BuiltInCall 
Le BuiltInCall sono operatori e funzioni definiti da SPARQL, e possono essere utilizzate sia 
nei Constraints che nelle Expressions. Il linguaggio ne definisce circa sessanta ma in questo la-
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voro ne presentiamo alcune a titolo di esempio. Abbiamo la funzione LANGMATCHES che 
date due espressioni restituisce true se rappresentano due literals con lo stesso tag di linguag-
gio. La funzione BOUND prende in input una variabile e restituisce true se questa è bound, 
false altrimenti. La funzione sameTerm, date due espressioni restituisce true se queste rap-
presentano lo stesso RDFTerm. La funzione isIRI, data un’espressione, restituisce true se tale 
espressione rappresenta una Iri. Le funzioni isBLANK e isLITERAL sono analoghe alla pre-
cedente. La funzione EXISTS restituisce true se la valutazione del GroupGraphPattern resti-
tuisce un solution multiset non vuoto, false altrimenti. La funzione NOT EXISTS è la ne-










‘LANGMATCHES’ ‘(’ Expression ‘,’ Expression ‘)’  
‘BOUND’ ‘(’ Var ‘)’  
‘sameTerm’ ‘(’ Expression ‘,’ Expression ‘)’  
‘isIRI’ ‘(’ Expression ‘)’  
‘isBLANK’ ‘(’ Expression ‘)’  
‘isLITERAL’ ‘(’ Expression ‘)’  
‘EXISTS’ GroupGraphPattern 
‘NOT’ ‘EXISTS’ GroupGraphPattern 
Tabella 17. Sintassi BuiltInCall 
 
Un esempio è il seguente: 
 
Un secondo esempio: 
 
La semantica formale della BuiltInCall prende in input una quadrupla composta da un am-
biente iniziale, un insieme di riferimenti a named graphs, il grafo attivo e un mapping, e resti-
















PREFIX foaf: <http://xmlns.com/foaf/0.1/> 
SELECT ?name ?mbox 
WHERE { ?x foaf:name  ?name . 
        ?x foaf:mbox  ?mbox . 
        FILTER isIRI(?mbox)  
      } 
PREFIX  rdf:    <http://www.w3.org/1999/02/22-rdf-syntax-ns#>  
PREFIX  foaf:   <http://xmlns.com/foaf/0.1/>  
SELECT ?person 
WHERE { ?person rdf:type  foaf:Person . 
        FILTER EXISTS { ?person foaf:name ?name }  













,,,VÁ1 5 = ehe5 ‘ãÞÛ¥ä’	‘(’p$m
‘)’,,,V­Ñ = 43m
4p$m




,,,VÁ1 5 = h]i
5 ‘åº’	jmjmℎ	
,,,V­Ñ = (jmjmℎ	
,,ªª« 	≠ ∅) ‘’	‘åº’	jmjmℎ	
,,,V­Ñ = (jmjmℎ	
,,ªª« = ∅) 
La funzione ℎ
 è una funzione che dati due RDFLiterals restituisce true se hanno 
lo stesso tag di lingua. 
L’operatore = è un operatore di confronto che restituisce true se i due termini paragonati so-
no uguali, false altrimenti. 
La funzione 3m
 è una funzione che dato un GraphTerm restituisce il suo tipo (IRI, 
RDFLiteral oppure BNode). 
4.3 La sintassi SPARQL 1.1 
In Tabella 18 riportiamo l’intero frammento di sintassi SPARQL 1.1 oggetto del nostro stu-
dio, espressa col formalismo EBNF utilizzato anche dal W3C. 
 
Query ::= SelectQuery | ConstructQuery 
SelectQuery ::= SelectClause DatasetClause? WhereClause ValuesClause? 
SelectClause ::= ‘SELECT’ ( ‘*’ | Var + ) 
ConstructQuery ::= ‘CONSTRUCT’ ‘{’ ConstructTriples ‘}’ DatasetClause?  
WhereClause ValuesClause? 
ConstructTriples ::= TripleC ( ‘.’ ConstructTriples? )? 
TripleC ::= VarOrGTerm VarOrIri VarOrGTerm 
DatasetClause ::= ε | DatasetClause FromClause 
FromClause ::= ‘FROM’	(Iri |‘NAMED’	Iri) 
WhereClause ::= ‘WHERE’? GroupGraphPattern 
ValuesClause ::= ‘VALUES’ DataBlock 
DataBlock ::= ‘(’ Var* ‘)’ ‘{’ ( ‘(’ DataBlockValue* ‘)’  )* ‘}’ 






‘{’ GraphPattern ‘}’ 
‘{’ SelectClause WhereClause ValuesClause? ‘}’ 
‘{’ GraphPattern (‘FILTER’ Constraint)+ ‘}’ 












PathExpr ‘/’ PathExpr 




‘(’ PathExpr ‘)’ 




Iri1 ‘|’… ‘|’ Irin  
‘^’ Iri1 ‘|’ … ‘|’ ‘^’ Irin  
Iri1 ‘|’… ‘|’ Irik ‘|’ ‘^’ Irik+1 ‘|’ … ‘|’ ‘^’ Irin 
TriplesBlock ::= Triple (‘.’ TriplesBlock?)? 
Constraint ::= ‘(’ Expression ‘)’ | BuiltInCall | FunctionCall 
FunctionCall ::= Iri  (‘(’ Expression ( ‘,’ Expression )* ‘)’ )? 
VarOrGTerm ::= Var | GTerm 
VarOrIri ::= Var | Iri 
Var ::= ‘?’ VARNAME | ‘$’ VARNAME 

















GroupGraphPattern  ‘UNION’ GroupGraphPattern ‘.’? 
GraphPattern ‘OPTIONAL’ GroupGraphPattern ‘.’? 
GraphPattern ‘MINUS’ GroupGraphPattern ‘.’? 
GraphPattern ‘GRAPH’ VarOrIri GroupGraphPattern ‘.’? 
GraphPattern ‘SERVICE’ ‘SILENT’? VarOrIri  
GroupGraphPattern ‘.’? 
GraphPattern ‘BIND’ ‘(’ Expression ‘AS’ Var ‘)’ ‘.’? 



















‘LANGMATCHES’ ‘(’ Expression ‘,’ Expression ‘)’  
‘BOUND’ ‘(’ Var ‘)’  
‘sameTerm’ ‘(’ Expression ‘,’ Expression ‘)’  
‘isIRI’ ‘(’ Expression ‘)’  
‘isBLANK’ ‘(’ Expression ‘)’  
‘isLITERAL’ ‘(’ Expression ‘)’  
‘EXISTS’ GroupGraphPattern 
‘NOT’ ‘EXISTS’ GroupGraphPattern 
Tabella 18. Sintassi del frammento di SPARQL 1.1 studiato 
 
4.4 Note del W3C sugli errori 
Oltre a quanto visto nella semantica dei vari costrutti, il W3C, riguardo agli errori, indica che: 
• tutte le funzioni e gli operatori operano su RDFTerms e producono un errore di tipo 
se almeno uno degli argomenti è unbound. Fanno eccezione le funzioni BOUND, 
EXISTS e NOT EXISTS; 
• le funzioni invocate con un argomento del tipo sbagliato producono un errore di ti-
po; 
• ogni espressione che incontra un errore produrrà quell’errore. Casi speciali sono gli 
operatori and e or logici (&& e ||). Per approfondimenti riguardo al loro comporta-




Capitolo 5  
SISTEMA DI TIPI 
Esistono tecniche di analisi del codice che approssimano a tempo di compilazione il compor-
tamento di un programma a tempo di esecuzione. Tali tecniche hanno l’obiettivo di indivi-
duare eventuali errori e dimostrare particolari proprietà. Una delle tecniche più importanti è 
l’analisi dei tipi che consente di classificare le frasi del programma in base al tipo di valori che 
calcolano e garantisce che ogni operazione sia applicata a dati corretti. 
In questo capitolo presentiamo il sistema di tipi per la porzione di SPARQL 1.1 studiata. Per 
prima cosa ne analizzeremo le caratteristiche generali attraverso alcuni esempi significativi. 
Successivamente passeremo alla sua definizione vera e propria secondo la seguente struttura: 
1. definizione dell’ambiente dei tipi; 
2. definizione della sintassi dei tipi; 
3. definizione dei giudizi; 
4. definizione delle regole di inferenza; 




5.1 Caratteristiche generali 
Il nostro sistema di tipi inferisce un tipo per ogni espressione e rileva la presenza di alcuni er-
rori. Per la rilevazione degli errori possono essere utilizzati essenzialmente due tipi di approc-
cio: pessimistico e ottimistico. Con l’approccio pessimistico si considerano errate le frasi per le 
quali non si riesce a dimostrare l’assenza di errori. Con l’approccio ottimistico invece si consi-
derano corrette le frasi per le quali non si riesce a dimostrare la presenza di errori. In questo 
studio adotteremo un approccio ibrido: il pattern matching verrà analizzato in modo ottimi-
stico, mentre adotteremo l’approccio pessimistico nella costruzione del risultato e nell’analisi 
dell’applicazione delle funzioni. 
5.2 Requisiti 
In questa sezione verranno delineati i requisiti che dovrà avere il sistema di tipi per SPARQL 
1.1, attraverso lo studio di alcuni esempi significativi di query. L’analisi che effettueremo è 
volta a individuare per ciascuna query quale potrebbe essere il tipo che un sistema di tipi infe-
rirebbe. 
Nel nostro approccio il programmatore definisce la struttura dei dati nei grafi di input attra-
verso alcuni assiomi specificati in un sotto-linguaggio di OWL2 che chiameremo ELO (Ex-
traLightOWL). In prima battuta diciamo che ELO include gli operatori di RDFS type, do-
main, range, SubClassOf, ma tale linguaggio verrà specificato nel dettaglio in seguito. 
Gli assiomi ELO specificati dal programmatore vanno a formare uno schema chiamato ELO-
Schema.  
Le query che andremo ad analizzare faranno riferimento al grafo rappresentato in Figura 6. 
Osserviamo che il sottografo formato dalle frecce in neretto è anche un grafo ELO che po-
trebbe essere fornito al compilatore per essere usato durante l’analisi statica. 
  





















Gli assiomi ELO che corrispondono al sottografo denotato dagli archi in neretto in Figura 6 










Si ritiene molto utile, al fine di una migliore tipizzazione, che il programmatore introduca 





Proseguiamo adesso analizzando diverse query per delineare i requisiti che dovrà avere il no-
stro sistema di tipi. 
Query generica 
La query: 
eseguita sul grafo di Figura 6, restituisce tutte le triple RDF che compongono il grafo. Il tipo 
del risultato è dato dalle variabili ?s ?p ?o con i rispettivi tipi. Dal momento che non ab-
biamo informazioni sulle variabili, in assenza di ulteriori informazioni nel grafo ci aspettiamo 
che: 




• ?p sia di tipo ef
 








Query con informazioni dal dominio 
La query: 
eseguita sul grafo di Figura 6, restituisce il termine che rappresenta la madre di Marta. Il tipo 
del risultato dell’esecuzione della query è dato dal tipo della variabile ?s. In questo caso è pos-
sibile utilizzare le informazioni presenti nell’ELOSchema, in particolare se fosse presente 
l’asserzione OBJECTPROPERTYDOMAIN(madreDi, Madre) potremmo dedurre che la variabile 
?s è di tipo Madre. 
SELECT ?s ?p ?o 
WHERE { ?s ?p ?o } 
SELECT ?s 
WHERE { ?s madreDi Marta } 
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Query con informazioni dal range 
La query: 
eseguita sul grafo di Figura 6, restituisce la lista dei termini che rappresentano i figli di Lisa. Il 
tipo del risultato dell’esecuzione della query è dato dal tipo della variabile ?o. In questo caso, 
analogamente all’esempio precedente, è possibile utilizzare le informazioni presenti 
nell’ELOSchema. In particolare se fosse presente l’asserzione OBJECTPROPERTYRAN-
GE(madreDi, Persona) potremmo dedurre che la variabile ?o è di tipo Persona. 
Query con informazioni dal filtro 
La query: 
eseguita sul grafo di Figura 6, restituisce tutte le coppie di termini (madre, figlio). Il tipo del 
risultato dell’esecuzione della query è dato dal tipo delle variabili ?s e ?o. Un sistema di tipi 
potrebbe ricavare informazioni sul tipo di ?p dal Constraint all’interno della FILTER e da 
queste dedurre informazioni di tipo per ?s e ?o. In particolare il Constraint impone che ?p 
sia la Iri madreDi e di conseguenza le asserzioni OBJECTPROPERTYDOMAIN(madreDi, Ma-
dre) e OBJECTPROPERTYRANGE(madreDi, Persona) ci permettono di dedurre che ?s è di ti-
po Madre e ?o è di tipo Persona. 
Il sistema di tipi potrebbe anche adottare tutt’altro approccio, che è quello di non usare le 
uguaglianze presenti nella clausola FILTER per effettuare deduzioni. Entrambi gli approcci 
sono validi. Probabilmente i casi in cui da un’analisi statica di una FILTER potremmo riuscire 
a dedurre informazioni interessanti sui tipi sono pochi, e quindi nel nostro sistema di tipi 
adotteremo il secondo approccio. In particolare il sistema di tipi che svilupperemo in presenza 
di una FILTER verificherà solamente che l’espressione Constraint sia valida, e cioè che ritorni 
un valore booleano. 
Query con informazioni inconsistenti 
Consideriamo la seguente query eseguita sul grafo di Figura 6: 
 
Da un punto di vista di buon senso questa query è chiaramente sbagliata, tuttavia le informa-
zioni che abbiamo a disposizione dal grafo non ci permettono di dedurlo perché da quel grafo 
possiamo dedurre solo che ?x è una Persona e contemporaneamente una Città, ma nulla in 
quel grafo ci dice che queste due informazioni siano incompatibili. Più in generale nulla in 
RDFS permette di dedurre una contraddizione. D’altra parte un errore di questo genere ci 
sembra abbastanza importante da segnalare. Quindi abbiamo deciso di introdurre in ELO, ac-
canto agli operatori base di RDFS, anche l’operatore di disgiunzione tra le classi.  
SELECT ?o 
WHERE { Lisa madreDi ?o } 
SELECT ?s ?o 
WHERE { ?s ?p ?o . 
        FILTER (?p = madreDi) } 
SELECT ?x 
WHERE { Lisa sorellaDi ?x . 
        Lisa viveIn ?x } 
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Assumiamo quindi poter esprimere il fatto che Persona e Paese sono due classi disgiunte attra-
verso l’asserzione DISJOINTCLASSES(Persona,Paese). Questa asserzione ci permette di rilevare 
l’errore presente nella precedente query. 
Un altro esempio è dato dalla seguente query: 
che viene eseguita sul grafo di Figura 6. Anche questa query presenta un errore analogo al pre-
cedente, che possiamo rilevare utilizzando le asserzioni DISJOINTCLASSES(Persona,Paese) e 
SUBCLASSOF(Donna,Persona).  
Tipizzazione di costanti 
Prendiamo adesso in considerazione la seguente query: 
che come le precedenti viene eseguita sul grafo di Figura 6. Anche in questo caso il program-
matore si aspetterebbe probabilmente un errore che non viene rilevato se assumiamo un ap-
proccio standard nel quale la costante Lisa non essendo stata tipizzata esplicitamente abbia 
semplicemente il tipo generico. Per risolvere questo problema assumiamo di trattare le costanti 
come delle variabili dal punto di vista dei tipi, ovvero assumere ulteriore informazione rispetto 
alle costanti durante la tipizzazione. 
Errori sintattici 1 
La seguente query viene eseguita sul grafo di Figura 6. 
Osserviamo che all’interno della query c’è un errore nella stringa Italiia. Questa query è 
analoga alla query SQL: 
SELECT *  
FROM Persone  
WHERE Persone.ViveIn='Italiia' 
Non sembra possibile o ragionevole cercare di rilevare questo genere di errore sintattico, per-
ché non è in pratica distinguibile da una situazione in cui una query perfettamente ragionevo-
le come  
non ottenga nessun risultato semplicemente perché nel grafo non è presente in nessuna tripla 
con predicato viveIn e oggetto Italia. 
Inoltre questo tipo di errore non va a influenzare il tipo di ?s, che è dato dal dominio del pre-
dicato viveIn. 
SELECT ?x 
WHERE { ?x sorellaDi Andrea . 
        Lisa viveIn ?x } 
SELECT ?x 
WHERE { Lisa madreDi ?x . 
        ?y viveIn Lisa } 
SELECT ?s 
WHERE { ?s viveIn Italiia } 
SELECT ?s 
WHERE { ?s viveIn Italia } 
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Errori sintattici 2 
Consideriamo adesso la seguente query eseguita sul grafo di Figura 6: 
 
Questa query è analoga alla query SQL: 
SELECT *  
FROM Persone  
WHERE Persone.ViveeIn='Italia' 
Questo è un errore che qualunque compilatore SQL andrebbe a rilevare avendo la conoscenza 
completa di tutti gli attributi che esistono in una base di dati. Potremmo fare una cosa analoga 
nel nostro sistema se avessimo una conoscenza a priori di tutte le Iri di tutti gli archi che pos-
sono apparire in un grafo. Questa conoscenza è del tutto ragionevole in molti casi, è ragione-
vole aspettarsela in alcuni casi come conoscenza imposta a priori, in altri casi come conoscenza 
ricavata applicando uno strumento che analizza il grafo, mentre per altre applicazioni ancora, 
si tratta di un vincolo troppo restrittivo. Per questo motivo nel nostro sistema di tipi noi as-
sumeremo che un grafo possa essere descritto o da un tipo del tutto generico oppure da un ti-
po che elenca un upperbound dell’insieme di tutti i nomi di proprietà presenti nel grafo. La 
query dell’esempio se applicata a un grafo tipizzato in maniera generica non ritornerà alcun er-
rore né alcuna informazione utile, se invece viene applicata a un grafo tipizzato attraverso un 
elenco del quale noi conosciamo l’upperbound, non trovando il predicato viveeIn nel grafo 
ritornerà un errore. 
Errori sintattici 3 
Consideriamo adesso la seguente query eseguita sul grafo di Figura 6: 
 
Questa query rappresenta un caso intermedio tra le due precedenti perché Madre è 
un’informazione che nasce a livello di tipi, dove potrebbe essere ragionevole immaginare la 
possibilità di averne un elenco esaustivo. D’altra parte le triple ?x rdf:type ?y sono viste in 
RDF come triple allo stesso livello dei dati. Nel nostro approccio abbiamo deciso di adottare, 
nei riguardi dei tipi, un approccio in cui non viene messo a disposizione alcun meccanismo 
per limitare staticamente l’insieme dei tipi che possono essere nominati in una query, per cui 
questa query non darà un errore e il tipo Maddre verrà riflesso nel risultato come tipo inferito 
per la variabile ?s.  
Tipo del predicato 
La seguente query: 
eseguita sul grafo di Figura 6 restituisce la lista di predicati che hanno come soggetto Lisa e 
come oggetto Italia. Se questa query viene eseguita su un grafo sul quale non abbiamo nes-
suna informazione in quanto tipizzato in maniera generica, allora non possiamo dedurre nien-
SELECT ?s 
WHERE { ?s viveeIn Italia } 
SELECT ?s 
WHERE { ?s rdf:type Maddre } 
SELECT ?p 
WHERE { Lisa ?p Italia } 
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te. Se invece questa query viene eseguita su un grafo di cui conosciamo tutti i predicati {m<}<0=..@, allora in questo caso possiamo calcolare l’intersezione tra il dominio di m< e il tipo di 
Lisa, e l’intersezione tra il range di m< e il tipo di Italia. Se una di queste intersezioni è vuo-
ta, il predicato m< viene eliminato dal tipo di ?p. Come risultato finale avremo un sottoinsieme 
di predicati che appaiono nel dataset, tali per cui i domini e i range sono compatibili con i tipi 
Lisa e Italia, questo sarà il tipo di ?p. 
 
5.3 Semantica dei tipi: la funzione di tipizzazione 
universale 
Il nostro approccio alla definizione di una semantica per il sistema di tipi si basa su di 
un’assunzione molto forte: noi assumiamo che esista una funzione æ di tipizzazione universale 
che associa a ogni tipo l’insieme di tutti i valori di quel tipo. Il compilatore non conosce que-
sta funzione æ, in realtà nessuno conosce davvero questa funzione, ma ciascuno dei grafi che si 
vanno a interrogare ne specifica una parte. Ad esempio il grafo di Figura 6 specifica esplicita-
mente che Lisa	∈ æ(Madre) e implicitamente che Marta	∈ æ(Persona). La correttezza delle 
deduzioni del compilatore non dipende da una conoscenza completa di æ ma solo dal fatto che 
tale æ esiste, ovvero dal fatto che tutti i grafi siano mutuamente consistenti nelle informazioni 
di tipo.  
Formalmente definiamo la funzione di tipizzazione universale come una funzione che, data 







Un esempio di funzione di tipizzazione universale è mostrato in Tabella 19. La funzione 
dell’esempio specifica che se una stessa costante (ad esempio Ilaria) compare in due grafi, allo-
ra tale costante deve avere lo stesso tipo (Persona) in entrambi i grafi, oppure due tipi compa-
tibili, per cui non sono possibili conflitti. La funzione può associare tipi diversi alla stessa co-
stante come nell’esempio mostrato in Tabella 19. 
 
æ(Persona) {Lisa, Ilaria, Marco, …} 
æ(Donna) {Lisa, Ilaria, …} 
æ(Paese) {Italia, Francia, Spagna, …} 
Tabella 19. Esempio di funzione di tipizzazione universale. 
5.3.1 Soddisfazione di un insieme di assiomi 
Una funzione di tipizzazione æ soddisfa un insieme di assiomi é se e solo se le informazioni 
presenti in æ rispettano le asserzioni OWL2 presenti in é. Formalmente: 
æ ⊨,ëì é ⇔ 4∀fo (, ) ∈ é ⇒ æ() ⊆ æ()5			 ∧ (∀]µse(, ) ∈ é ⇒ æ() ∩ æ() = ∅)		 ∧ 4∀se(, ) ∈ é ⇒  ∈ æ()5	
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5.3.2 Coerenza di un grafo 
Un grafo ð è coerente con un insieme di assiomi é e con la funzione di tipizzazione æ se e solo 
se le triple presenti nel grafo ð e le informazioni di tipo in é, rispettano i tipi specificati da æ. 
Formalmente:  
æ ⊨ñ,ëì ð	 ⇔ L∀, m, , . 4(	m	) ∈ ð	 ∧ 	oµ
	m
3](m, ) ∈ é5 ⇒  ∈ æ()O		 ∧ L∀, m, , . 4(	m	) ∈ ð	 ∧ 	oµ
	m
3h
(m, ) ∈ é5 ⇒  ∈ æ()O			 ∧ 4∀, . (	rdf: type	) ∈ ð ⇒  ∈ æ() ∧  ∈ æ(rdfs: Class)5	
5.3.3 Nozione di modello 
Una funzione di tipizzazione æ è un modello di un grafo ð e di un insieme di assiomi OWL2 é se e solo se æ soddisfa l’insieme di assiomi é e il grafo ð è coerente con é e æ. Formalmente: æ ⊨,ëì ð, é	 ⇔ 4æ ⊨ñ,ëì ð	 ∧ 		æ ⊨,ëì é5	
 
5.4 Sistema di tipi: 
ambiente delle informazioni di tipo. 
Passiamo ora a presentare la nostra proposta in modo formale.  
Il primo elemento del nostro sistema di tipi che andiamo a definire in questa sezione è 
l’ambiente delle informazioni di tipo, e nella prossima sezione definiremo la sintassi e la se-
mantica dei tipi. In realtà ciascuna delle due sezioni dipende dalle definizioni dell’altra, in par-
ticolare la semantica dei tipi e dell’ambiente dei tipi è definita per mutua ricorsione.  
L’ambiente delle informazioni di tipo raccoglie le informazioni di tipo disponibili al compila-
tore riguardo ai grafi di input, ai grafi degli endpoints, e alle funzioni e operatori di SPARQL 
1.1. 
Denotiamo tale ambiente con l’abbreviazione p;, che formalmente è costituito dai seguenti 
quattro elementi: 
• ó – (Axioms) insieme degli assiomi dell'ELOSchema 
• gj – (Named Graphs) insieme di coppie e: kj 
• ik – (Function Types) insieme di coppie e: (kg × …× kg) → kg 
• p	 – (EndPoints) insieme delle coppie e: (g, kj) 
kj indica un tipo grafo ovvero una descrizione astratta di un insieme di grafi secondo il siste-
ma definito nella sezione 5.5.2. In modo analogo kg rappresenta il tipo nodo che definiremo 





















Tabella 20. Sintassi ELOSchema. 
 
 
Al fine di definire la semantica dell’ELOSchema introduciamo i seguenti insiemi: 
• óf
 = insieme delle produzioni della grammatica AX (insieme di assiomi ELO) 
• $f
 = insieme dei costrutti della sintassi funzionale OWL2. 





1 = ∅  
 CLASSASSERTION(Iri1,Iri2) 1 = ClassAssertion(Iri1,Iri2) 
 SUBCLASSOF(Iri1,Iri2) 1 = SubClassOf(Iri1,Iri2) 
 DISJOINTCLASSES(Iri1,Iri2) 1 = DisjointClasses(Iri1,Iri2) 
 OBJECTPROPERTYDOMAIN(Iri1,Iri2) 1 = ObjectPropertyDomain(Iri1,Iri2) 
 OBJECTPROPERTYRANGE(Iri1,Iri2) 1 = ObjectPropertyRange(Iri1,Iri2) 
 AX1.AX2 1 =  AX1 1,  AX2 1 
 
Semantica dell’ambiente p; 
La semantica di un ambiente p; è data dall’insieme di tutti i suoi possibili modelli, ℳ(p;). 
Definiamo (informalmente per ora) un “modello” di un ambiente p; come una funzione di 
tipizzazione æ, che specifica implicitamente anche l’universo dei valori del modello, e per ogni 
grafo Iri nominato in p;. gj, un grafo RDF compatibile con gli assiomi p;. ó e con la 
funzione di tipizzazione æ e con il tipo TG associato a Iri da p;. gj.  
Formalmente un modello contiene una funzione di tipizzazione æ, l’insieme di assiomi é 
dell’ELOSchema, e tre funzioni . , . 
m e .  . La funzione .  associa a ogni Iri del 
dominio di p;. gj un grafo . (e) che rispetta il tipo indicato in p;. gj(e). Le funzio-
ni . 




Formalmente: ℳ(p;) = {	æ, é, 	|	æ ∈ kçf










 tale che 	 	 .  ∈ p;. gjõ,ñ@Ð ∧			 	 . 
m ∈ p;. p	õ,ñ7½ ∧			 	 .   ∈ p;. ikõ,ñ/8 °	
Dove: 
p;. gjõ,ñ@Ð = #	 	|	∀ ∈ (p;. gj).		  () ∈ (p;. gj)()õ,ñ8Ð }	 	p;. ikõ,ñ,/8 = {	 	|	∀ ∈ (p;. ik).		 p;. ik() = kg= ×…× kg@ → kg		 ⇒	∀=, … , @ ∈ kg=õ,ñ,8@ × …× kg@õ,ñ,8@ .		  ()(=, … , @) ∈ kgõ,ñ,8@ '	
p;. p	õ,ñ7½ = #	 	|	∀ ∈ (p;. p	).			  () = 	 (, ð) ∧ p;. p	() = (g, kj)		 ⇒  = g@- 	∧ ð ∈ kjõ,ñ8Ð }	
La semantica _õ,ñ8Ð  verrà definita più avanti nella sezione 5.5.2, la semantica _õ,ñ,8@  nella se-





5.5 Sintassi e semantica dei tipi 
Il nostro sistema di tipi comprende quattro categorie di tipi che andiamo a definire nelle se-
guenti sezioni. 
5.5.1 Tipo Nodo 
Il tipo nodo (TN) denota un insieme di nodi di un grafo RDF. In Tabella 21 è mostrata la 
sintassi del tipo nodo. 
 k3m
	ö÷	 ::= o k3m
(3e)		 | o k3m
(h]i
)		 | o k3m
()		 | o k3m
(g
)		 | o k3m
(g
)		 | o k3m
(e)		 | p$3()		 | p$3(e)		 | jmℎ(kj)		 | f
;
(g, kj)		 | kg	 ∪ 	kg		 | kg	 ∩ 	kg		 | kg_gø  
Tabella 21. Sintassi tipo nodo 
 
La semantica di un tipo nodo è una funzione che associa a uno specifico modello (æ, é, ) un 
insieme di nodi. Indicando con TNSet tutte le espressioni che possono essere generate dalle 








La semantica di o k3m




La semantica di o k3m
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La semantica di o k3m
() è l'insieme dei valori booleani. 
o k3m
()õ,ñ,8@ = 	
La semantica di o k3m
(g




La semantica di o k3m
(g








La semantica di o k3m
(e) è l'insieme delle Iri e dei blank nodes che hanno come tipo la 
specifica Iri. 
o k3m
(e)õ,ñ,8@ = æ(e) 
La semantica di p$3() è l'insieme con un singolo specifico Literal. 
p$3()õ,ñ,8@ = #' 
La semantica di p$3(e) è l'insieme con una singola specifica Iri. 
p$3(e)õ,ñ,8@ = #e' 
La semantica di jmℎ(kj) è l’insieme delle Iri che riferiscono named graphs di tipo TG. 
jmℎ(kj)õ,ñ,8@ = #e|. (e) ↓ ∧ . (e) ∈ kjõ,ñ8Ð ' 
La semantica di f
;
(g, kj) è l'insieme contenente le Iri che riferiscono un endpoint che 
ha un insieme di riferimenti a named graphs di tipo N e grafo di default di tipo TG. 
f
;
(g, kj)õ,ñ,8@  
 = ¯e | . 
m(e) ↓ ∧ . 
m(e). gf = g@-  ∧  . 
m(e). jf ∈ kjõ,ñ8Ð °  
La semantica dell'unione di due tipi nodo è l'unione delle semantiche dei due tipi nodo. 
kg= ∪ kgCõ,ñ,8@ = kg=õ,ñ,8@ ∪ kgCõ,ñ,8@  
La semantica dell'intersezione di due tipi nodo è l'intersezione delle semantiche dei due tipi 
nodo. 
kg= ∩ kgCõ,ñ,8@ = kg=õ,ñ,8@ ∩ kgCõ,ñ,8@  








Osserviamo che banalmente kg_gø ∪ kg = kg_gø e che kg_gø ∩  kg = kg. 
5.5.2 Tipo Grafo 
Il tipo grafo (TG) denota un insieme di grafi. Si ha interesse a modellare il grafo vuoto, i grafi 
che contengono triple che hanno una certa Iri come predicato, il generico grafo e l’unione di 
due tipi grafo. 
 k3m
 öú ::= û  | #e'  | k_ehe  | kj ∪  kj 
Tabella 22. Sintassi tipo grafo 
 
Indicando con TGSet tutte le espressioni che possono essere generate dalle produzioni di TG, 
la semantica risulta la seguente: 
_8Ð: kjf






La semantica di epsilon è il grafo vuoto. 
ûõ,ñ8Ð = ∅ 
La semantica del singoletto #e' è l'insieme dei grafi RDF che hanno triple con predicato 
elementi di tipo Iri. Inoltre tali grafi soddisfano la tipizzazione delle costanti æ e l’insieme di 
assiomi é. 
#e'õ,ñ8Ð =  # ð |  
 ð ⊆ (ef
 ∪ g
f






 ∧ æ ⊨,ëì ð, é' 
La semantica di k_ehe è l'insieme di tutti i grafi che soddisfano la tipizzazione delle costanti æ e 
l’insieme di assiomi é. 
k_eheõ,ñ8Ð = # ð |  










 ∧ æ ⊨,ëì ð, é' 
La semantica dell'unione di due tipi grafo è l'unione delle semantiche dei due tipi grafo. 
kj= ∪ kjCõ,ñ8Ð = kj=õ,ñ8Ð ∪ kjCõ,ñ8Ð  
Forma Normale dei tipi grafo 
Per semplificare il sistema di tipi, introduciamo la forma normale dei tipi grafo. Un tipo grafo 
TG è in forma normale se e solo se ha una delle seguenti forme: 
• k_ehe 
• #e=' ∪ … ∪ #e@' 
• û 
Ogni tipo grafo può essere normalizzato, secondo le regole: 
• k_ehe ∪ kj = k_ehe 
• û ∪ kj = kj 
In questo modo abbiamo che un grafo con struttura #e=' ∪ … ∪ #e@' è un grafo in cui pos-





5.5.3 Tipo Relazione 
Il tipo relazione (TR) indica il tipo dei valori che potrebbero essere associati alle variabili e ai 
blank nodes nel processo di pattern matching. Inoltre permette di memorizzare informazioni 
sul tipo delle costanti. La sua sintassi è mostrata in Tabella 23. 
 k3m
	öü	 ::= û		 | 9	:		 | 9l:	ýkg:		 | 9jk
:	1kg:		 | kh × kh	
Tabella 23. Sintassi tipo relazione 
 
Il simbolo ý è un indicatore di occorrenza del TN; può assumere il valore ?	oppure il valore 1. 
Il valore ? indica che la variabile potrebbe essere unbound nel mapping, mentre il valore 1 in-
dica che la variabile è sempre bound in ogni mapping appartenente al solution multiset. 
Formalmente la nozione di un tipo relazione TR è una funzione che associa a ogni modello un 
insieme di bindings. Indicando con TRSet tutte le espressioni che possono essere generate dal-








RelSet è definita come l’insieme di tutte le relazioni, e una relazione è un multinsieme di 
mappings (capitolo 4.2). Per i nostri scopi però la semantica di TR usa RelSet solo come mul-
tinsieme con cardinalità uniformemente 1, ovvero come insieme.  
La semantica di epsilon è un multinsieme vuoto. 
ûõ,ñ,8 = ∅	
La semantica di [	] è un multinsieme con un solo mapping vuoto. 
[	]õ,ñ,8 = #[	]'678	
La semantica del tipo relazione atomico [l:	ýkg] è un multinsieme in cui alla variabile Var 
vengono assegnati valori di tipo TN. 
[l:	ýkg]õ,ñ,8 = `#[l = 	$]	|	$ ∈ kgõ,ñ,8@ }678						se	ý = 19l: 1kg:õ,ñ,8 ∪ {9	:}678												se	ý =	? 	
La semantica di 9jk
:	1kg: è un multinsieme contenente un unico mapping vuoto se il 
termine è di tipo TN, l’insieme vuoto altrimenti.  
9jk
: 1kg:õ,ñ,8 = `{9	:}678		se	jk
 ∈ kgõ,ñ,8@		∅										se	jk
 ∉ kgõ,ñ,8@ 		
La semantica del prodotto di due tipi relazione, è il multinsieme ottenuto dal prodotto rela-
zionale della semantica dei due tipi relazione. 
kh= × khCõ,ñ,8 = kh=õ,ñ,8 ×	khCõ,ñ,8 		
Dove l’operatore × indica il prodotto relazionale tra i due multinsiemi ottenuti dalla valuta-
zione separata della semantica dei due TR. 
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Introduciamo nella seguente sezione due operatori che risulteranno utili per la definizione di 
metafunzioni e la dimostrazione di lemmi che hanno come oggetto il tipo relazione. 
5.5.3.1 Definizione di notazioni 
Introduciamo adesso il significato degli operatori di intersezione e di unione degli indicatori di 
occorrenza che verranno utilizzate negli operatori e nelle metafunzioni definiti nelle sezioni se-
guenti. 
L’unione tra gli indicatori di occorrenza (ý ∪ ý′) è definita dalla seguente tabella: 
 ∪ 1 ? 1 1 ? ? ? ? 
 
L’intersezione tra gli indicatori di occorrenza (ý ∩ ý′) è definito dalla seguente tabella: 
 ∩ 1 ? 
1 1 1 ? 1 ? 
 
OPERATORE DI INCLUSIONE ⊆ 
Siano Ω= e ΩC due multinsiemi. Con la notazione Ω= ⊆¼78 ΩC indichiamo che il dominio del 
multinsieme Ω= è incluso nel dominio del multinsieme ΩC, ovvero (Ω=) ⊆ (ΩC). 
OPERATORE ∈ 
Siano  un mapping, ý un indicatore di occorrenza e kg un tipo nodo. L'operatore ∈ è defi-
nito in questo modo: 
 9l: ∈ kgõ,ñ,8@ ≝ 49l: ∈ kgõ,ñ,8@ 5 ∨ (9l: ↑   ∧   ý = ? ) 
Osserviamo che l’operatore ∈ gode di alcune proprietà. 
PROPRIETÀ UNIONE  
La proprietà unione dell’operatore ∈ è così definita: 
49l: ∈ kgõ,ñ,8@ 5 ∨ 49l: ∈ kg′õ,ñ,8@ 5 ⇒ 9l: ∈∪ kg ∪ kg′õ,ñ,8@   
Dimostrazione. 
Per la definizione dell’operatore ∈ la proprietà unione si riscrive nel seguente modo: 
49l: ∈ kgõ,ñ,8@ 5 ∨ (9l: ↑   ∧   ý = ? ) ∨ 49l: ∈ kgDõ,ñ,8@ 5 ∨ (9l: ↑   ∧   ý′ = ? ) ⇒49l: ∈ kg ∪ kgDõ,ñ,8@ 5 ∨ (9l: ↑   ∧   (ý ∪ ýD) = ? )  
Osserviamo che per rendere vera questa implicazione basta dimostrare che se almeno una clau-
sola della premessa è vera allora almeno una clausola della conseguenza è vera. 
(a) Se è vera solo la prima clausola della premessa e cioè che 9l: ∈ kgõ,ñ,8@  allora a mag-
gior ragione è vero anche che 9l: ∈ 4kgõ,ñ,8@ ∪ kgDõ,ñ,8@ 5 ovvero che  9l: ∈ kg ∪ kgDõ,ñ,8@  che è la prima clausola della conseguenza. 
(b) Una considerazione analoga al punto (a) si fa nel caso in cui solo la terza clausola della 
premessa sia vera. 
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(c) Se è vera la seconda o la quarta clausola della premessa allora risulta vera la seconda 
clausola della conseguenza.   
 □ 
PROPRIETÀ INTERSEZIONE 1 
La proprietà intersezione dell’operatore ∈ è così definita:  
 49l: ∈ kgõ,ñ,8@ 5 ∧ 49l: ∈ kg′õ,ñ,8@ 5 ⇒ 9l: ∈∩ kg ∩ kg′õ,ñ,8@   
Dimostrazione. 
La proprietà da dimostrare si riscrive come   
L49l: ∈ kgõ,ñ,8@ 5 ∨ (9l: ↑			∧ 		ý =	? )O ∧ L49l: ∈ kgDõ,ñ,8@ 5 ∨ (9l: ↑			∧		ýD =	? )O 	⇒ 9l: ∈∩ kg ∩ kg′õ,ñ,8@   
ovvero  
L49l: ∈ kgõ,ñ,8@ 5 ∧ 49l: ∈ kgDõ,ñ,8@ 5O ∨ L49l: ∈ kgõ,ñ,8@ 5 ∧ (9l: ↑			∧		ýD =	? )O ∨L(9l: ↑			∧ 		ý =	? ) ∧ 49l: ∈ kgDõ,ñ,8@ 5O ∨ 4(9l: ↑			∧ 		ý =	? ) ∧ (9l: ↑			∧		ýD =	? )5   ⇒ 49l: ∈ kg ∩ kgDõ,ñ,8@ 5 ∨ (9l: ↑			∧ 		(ý ∩ ýD) =	? )  
Notiamo che la seconda e la terza clausola della premessa non sono mai verificate, quindi pro-
cediamo col dimostrare la versione semplificata: 
L49l: ∈ kgõ,ñ,8@ 5 ∧ 49l: ∈ kgDõ,ñ,8@ 5O ∨ 4(9l: ↑			∧ 		ý =	? ) ∧ (9l: ↑			∧ 		ýD =	? )5	 	⇒ 49l: ∈ kg ∩ kgDõ,ñ,8@ 5 ∨ (9l: ↑			∧ 		(ý ∩ ýD) =	? )  
Che risulta vero poiché se è vera la prima premessa allora significa che 9l: appartiene sia alla 
semantica di kg che a quella di kgD e quindi appartiene alla loro intersezione. Se invece è vera 
la seconda clausola della premessa, abbiamo che (ý ∩ ýD) =	? e quindi anche in questo caso la 
conclusione risulta vera. 
 □ 
Introduciamo adesso un operatore di intersezione particolare che ci permetterà di definire 
un’altra proprietà intersezione dell’operatore ∈. 
OPERATORE ∩	 
Definiamo l’operatore di intersezione modulo indicatori di occorrenza come segue. Siano ý= e ýC due indicatori di occorrenza e siano k= e kC due tipi. Allora l’operatore ∩	 è così definito: 
k= ∩MN kC = 
k= ∩ kC					se	ý= = 1 ∧ ýC = 1k=														se	ý= = 1 ∧ ýC =	?kC														se	ý= =	?	∧ ýC = 1k= ∪ kC					se	ý= =	?	∧ ýC =	?	 	
 
PROPRIETÀ INTERSEZIONE 2 
Introduciamo adesso una seconda proprietà intersezione dell’operatore ∈ che è un po’ più 
debole della precedente ed è definita come segue: 




Notiamo che per ogni valore assunto da ý e da ýD abbiamo che   
 ®kg ∩ kg′±õ,ñ,8@ ⊇ kg ∩ kg′õ,ñ,8@   
e quindi la proprietà intersezione 2 vale poiché vale la proprietà intersezione 1 dimostrata pre-
cedentemente. 
 □ 
OPERATORE =  
Siano = e C due mappings. L'operatore =  rappresenta l'uguaglianza di Leibniz tra i due 
mappings ed è così definito: =9l: = C9l: ⇔ (=9l: ↑	∧ C9l: ↑) 	∨ 	 (=9l: 	= C9l:)	
Osserviamo che questo operatore gode della seguente proprietà: 
Se 9l: = ′9l: e 9l: ∈ kõ,ñ,8@ 	allora ′9l: ∈ kõ,ñ,8@  ovvero: (9l: = ′9l:) ∧ 49l: ∈ kõ,ñ,8@ 5 	⇒ 	′9l: ∈ kõ,ñ,8@ 	
 
5.5.3.2 Metafunzioni per il tipo relazione 
Definiamo tre metafunzioni che dati due tipi relazione, restituiscono rispettivamente la loro 
unione, giunzione, e giunzione esterna sinistra. Queste sono espresse a livello sintattico, ovve-
ro date due espressioni della grammatica TR restituiscono un’altra espressione della stessa 
grammatica.  
Tutte queste funzioni sono definite assumendo che kh= e khC abbiano la seguente forma: kh= = 9: ý=k=, … ,: ý<k< ,B: ý<B=k<B=, … ,: ý@k@:  khC = 9: ý=Dk=D, … ,: ý<Dk<D,B: ý@B=D k@B=D , … ,: ý-D k-D :  
Che in forma tabellare risultano:  
 
kh= =	 	 …	  	 B 	 …	  	ý=k= …	 ý<k< ý<B=k<B= …	 ý@k@ 
 
 
khC = 	 …	  	 B	 …	  	ý=Dk=D …	 ý<Dk<D ý@B=D k@B=D  …	 ý-D k-D  
 
Ovvero assumiamo che i VarOrGTerm lH siano ordinati, che nelle prime  posizioni di kh= e khC siano presenti gli stessi VarOrGTerm e che {l<B=, … , l@} ∩ {l@B=, … , l-} = ∅. 
Metafunzione UNION 
La metafunzione UNION calcola l’unione di due tipi relazione facendo l’unione caso per ca-
so, ovvero per ogni VarOrGTerm in comune viene fatta l’unione degli indicatori di occorren-
za e dei tipi, mentre i restanti valori dell’una e dell’altra relazione vengono semplicemente co-





çgeog(kh=, khC) = 9: (ý= ∪ ý=D)(k= ∪ k=D), … ,: (ý< ∪ ý<D)(k< ∪ k<D),    B: ? k<B=, … ,: ? k@,  B: ? k@B=D , … ,: ? k-D : 
In forma tabellare la UNION di kh= e khC risulta: 
  …  B …  B  …  
(ý= ∪ ý=D)(k= ∪ k=D) … (ý< ∪ ý<D)(k< ∪ k<D) ? k<B= … ? k@ ? k@B=D  … ? k-D  
 
Metafunzione AND  
La metafunzione AND calcola la giunzione di due tipi relazione, facendo l’intersezione caso 
per caso. Per ogni VarOrGTerm in comune viene fatta l’intersezione degli indicatori di occor-
renza e l’intersezione modulo indicatori di occorrenza (k= ∩MN kC) dei tipi. I restanti valori 
dell’una e dell’altra relazione vengono semplicemente copiati. 
Se ho i due tipi precedentemente specificati, posso descrivere il loro AND in questo modo: 
g](kh=, khC) = ¿: (ý= ∩ ý=D)4k= ∩MM k=D5, … ,: (ý< ∩ ý<D)4k< ∩ k<D5,    B: ý<B=k<B=, … ,: ý@k@,  B: ý@B=D k@B=D , … ,: ý-D k-D : 
In forma tabellare l’AND di kh= e khC risulta: 
  …  B …  B …  
(ý= ∩ ý=D)4k= ∩MM k=D5 … (ý< ∩ ý<D)4k< ∩ k<D5 ý<B=k<B= … ý@k@ ý@B=D k@B=D  … ý-D k-D  
 
Metafunzione OPT  
La metafunzione OPT calcola la giunzione esterna sinistra di due tipi relazione. I valori appar-
tenenti solamente al primo tipo relazione sono inseriti come nella metafunzione AND. Per 
ogni VarOrGTerm in comune ai due tipi relazione viene messo come indicatore di occorrenza 
quello del primo TR, e per il tipo viene fatta l’intersezione modulo indicatori di occorrenza 
(∩) considerando ý<D = ? poiché opzionale. I restanti valori della seconda relazione vengono 
semplicemente copiati con l’indicatore di occorrenza ?, poiché presenti solo in questo secondo 
tipo. 
Se ho i due tipi relazione precedentemente specificati, posso descrivere la metafunzione OPT 
in questo modo: 
o	k(kh=, khC) = ¿: ý=4k= ∩M? k=D5, … ,: ý<4k< ∩? k<D5,    B: ý<B=k<B=, … ,: ý@k@  
 B: ? k@B=D , … ,: ? k-D : 
In forma tabellare l’OPT di kh= e khC risulta: 
  …  B …  B …  




Osserviamo che dire : ý=4k= ∩M? k=D5 equivale a dire che: 
• Se ý= = 1 allora : 1k= 
• Se ý= =	? allora : ? (k= ∪ k=D) 
 
Queste metafunzioni sono correlate ai corrispondenti operatori relazionali da alcune proprietà 
che andiamo ora a specificare come lemmi.  
 
5.5.3.3 Lemmi sulle metafunzioni 
Lemma UNION  
Dati due multinsiemi Ω= e ΩC, la loro unione ha un tipo contenuto nella semantica della meta-
funzione UNION applicata ai tipi delle due relazioni. Formalmente: Ω= ⊆¼78 kh=õ,ñ,	8 ∧	ΩC ⊆¼78 khCõ,ñ,8 ⇒ Ω= ∪ ΩC ⊆¼78 çgeog(kh=, khC)õ,ñ,8 	
Inoltre, poiché l’inclusione è sui domini, abbiamo anche che: Ω= ⊆¼78 kh=õ,ñ,	8 ∧	ΩC ⊆¼78 khCõ,ñ,8 ⇒ Ω= ⊎ ΩC ⊆¼78 çgeog(kh=, khC)õ,ñ,8 	
Dimostrazione.  
Assumiamo vere le premesse del lemma, ovvero che Ω= ⊆¼78 kh=õ,ñ,	8 e ΩC ⊆¼78 khCõ,ñ,8  e 
dimostriamo che:  ∈ (Ω= ∪ ΩC) ⇒  ∈ çgeog(kh=, khC)õ,ñ,8 		
Assumiamo vera la premessa  ∈ (Ω= ∪ ΩC) e dimostriamo che:  ∈ 9: (ý= ∪ ý=D)(k= ∪ k=D), … ,: (ý< ∪ ý<D)(k< ∪ k<D), 			 B: ? k<B=, … ,: ? k@,				 B: ? k@B=D , … ,: ? k-D :õ,ñ,8 		
ovvero dimostriamo i seguenti punti: 
(1) ∀F = 1. . 		  49lH: ∈∪ kH ∪ kHDõ,ñ,8@ 5 
(2) ∀F =  + 1. . 		 49lH: ∈? kHõ,ñ,8@ 5 
(3) ∀F =  + 1. .		 49lH: ∈? kHDõ,ñ,8@ 5 
(4) ∀l ∉ {l=, . . . , l@, l@B=, . . . , l-} (9l: ↑) 
Dalla definizione di unione abbiamo che ∀ ∈ (Ω= ∪ ΩC): 49l=, … , l< , l<B=, … , l@: ⊆ kh=õ,ñ,	8 ∧ 			9l@B=, … , l-: ↑5	 	∨ 49l=, … , l< , l@B=, … , l-: ⊆ khCõ,ñ,	8 ∧ 			9l<B=, … , l@: ↑5		
Da questa definizione deduciamo le seguenti: 
• ∀F = 1. . 	 	 49lH: ∈ kHõ,ñ,8@ 5 ∨ 49lH: ∈ kHDõ,ñ,8@ 5	
Applicando la definizione dell'operatore ∈ e le sue proprietà abbiamo che:  49lH: ∈ kHõ,ñ,8@ 5 ∨ 49lH: ∈ kHDõ,ñ,8@ 5 ⇒ 49lH: ∈∪ 	 kH ∪ kHDõ,ñ,8@ 5 e questo 




• ∀F =  + 1. . 			 49lH: ∈ kHõ,ñ,8@ 5 ∨ (9lH: ↑)	
Applicando la definizione dell'operatore ∈ e la sua PROPRIETÀ UNIONE abbiamo 
che: 49lH: ∈ kHõ,ñ,8@ 5 	∨ (9lH: ↑) ⇒ 49lH: ∈∪	? 	 kHõ,ñ,8@ 5 ovvero  49lH: ∈? kHõ,ñ,8@ 5 che dimostra il punto (2). 
• ∀F =  + 1. .			 49lH: ∈ kHDõ,ñ,8@ 5 ∨ (9lH: ↑)	
Applicando la definizione dell'operatore ∈ e le sue proprietà abbiamo che: 49lH: ∈ kHDõ,ñ,8@ 5 ∨ (9lH: ↑) ⇒ 49lH: ∈∪	? 	 kHDõ,ñ,8@ 5 ovvero  49lH: ∈? 	 kHDõ,ñ,8@ 5 
che dimostra il punto (3). 
• ∀F ∉ {1,… , ,  + 1,… ,} (9lH: ↑) 
Che dimostra il punto (4). 
 □ 
 
Lemma AND:  
Dati due multinsiemi Ω= e ΩC la loro giunzione ha un tipo contenuto nella semantica della 
metafunzione AND applicata ai loro tipi. Formalmente: Ω= ⊆¼78 kh=õ,ñ,	8 ∧	ΩC ⊆¼78 khCõ,ñ,8 ⇒ Ω= ⋈ ΩC ⊆¼78 g](kh=, khC)õ,ñ,8 	
Dimostrazione:  
Assumiamo vere le premesse del lemma, ovvero che Ω= ⊆¼78 kh=õ,ñ,	8 e ΩC ⊆¼78 khCõ,ñ,8  e 
dimostriamo che:   ∈ (Ω= ⋈ ΩC) ⇒  ∈ g](kh=, khC)õ,ñ,8 		
Assumiamo vera la premessa  ∈ (Ω= ⋈ ΩC) e dimostriamo che:  ∈ ®¿: (ý= ∩ ý=D)4k= ∩MM k=D5, … ,: (ý< ∩ ý<D)4k< ∩M∩M k<D5,		
  B: ý<B=k<B=, … ,: ý@k@,		 B: ý@B=D k@B=D , … ,: ý-D k-D :õ,ñ,8 	
Dimostrare la tesi equivale a dimostrare i seguenti punti: 
(1) ∀F = 1. . 	 L9lH: ∈∩ ®kH ∩ kHD±õ,ñ,8@ O 
(2) ∀F =  + 1. . 		  49lH: ∈ kHõ,ñ,8@ 5 
(3) ∀F =  + 1. .		  49lH: ∈ kHDõ,ñ,8@ 5 
(4) ∀l ∉ {l=, . . . , l@, l@B=, . . . , l-}	 (9l: ↑)  
Dalla definizione di giunzione abbiamo che: ∀ ∈ (Ω= ⋈ ΩC). ∃= ∈ Ω=, ∃C ∈ ΩC tali che =~C 	∧ 	 = =. C  
E quindi abbiamo che: 
• ∀F = 1. .  4=9lH: ∈ kHõ,ñ,8@ 5 	∧ 4C9lH: ∈ kHDõ,ñ,8@ 5 
In questo caso posso avere quattro situazioni: 
o (=9lH: 	 ↑	) ∧ (	C9lH: 	 ↑)	 
Se entrambi divergono si ha che ýH =	? e ýHD =	?   
Inoltre poiché  = =. C si ha che anche 9lH: diverge. Il punto da dimostrare 
è 9lH: ∈∩ ®kH ∩ kHD±õ,ñ,8@ che con le considerazioni appena fatte si può ri-
92 
 
scrivere 9lH: ∈?∩? ®kH ∩ kHD±õ,ñ,8@  ovvero 9lH: ∈? ®kH ∩ kHD±õ,ñ,8@ che risulta 
vero dalla definizione dell’operatore ∈? in quanto 9lH: ↑. 
o (=9lH: 	 ↓) 	∧ 	 (C9lH: 	 ↑)	 
Se solo il secondo diverge, si ha che ýHD =	? e inoltre poiché  = =. C si ha che 9lH: = =9lH:. Il punto da dimostrare è 9lH: ∈∩ ®kH ∩ kHD±õ,ñ,8@ che con 
le considerazioni appena fatte si può riscrivere come 9lH: ∈∩? kHõ,ñ,8@  ovve-
ro =9lH: ∈ kHõ,ñ,8@  che risulta vero dalla premessa. 
o (=9lH: 	 ↑) 	∧ 	 (C9lH: 	 ↓)	 
La dimostrazione di questo punto è analoga a quella del punto precedente. 
o (=9lH: 	 ↓) 	∧ 	 (C9lH: 	 ↓)	 
Se nessuno dei due diverge e poiché =~C 	∧ 	 = =. C si ha che  9lH: = =9lH: e anche che 9lH: = C9lH:.  
Questo significa che 9lH: ∈ kHõ,ñ,8@ ∧ 9lH: ∈ kHDõ,ñ,8@  che grazie alla 
PROPRIETÀ INTERSEZIONE dell’operatore ∈ equivale a dire che 9lH: ∈∩ ®kH ∩ kHD±õ,ñ,8@  che dimostra questo caso. 
In questo modo, dimostrando questi quattro casi, abbiamo dimostrato il punto (1). 
• ∀F =  + 1. . 					4=9lH: ∈ kHõ,ñ,8@ 5 ∧ (C9lH: ↑)  
Per cui abbiamo che 9lH: = =9lH: e questo per la proprietà dell'operatore =  implica 
che 9lH: ∈ 	 kHõ,ñ,8@  dimostrando il punto (2). 
• ∀F =  + 1. .					(=9lH: ↑) ∧ 4C9lH: ∈ kHDõ,ñ,8@ 5  
Per cui abbiamo che  9lH: = C9lH: e questo per la proprietà dell'operatore =  implica 
che 9lH: ∈ kHDõ,ñ,8@  dimostrando il punto (3). 
• ∀F ∉ {1, . . . , ,  + 1, . . . , }. (=9lH: ↑) ∧ (C9lH: ↑)	 
quindi 9lH: ↑ che dimostra il punto (4). 
□ 
 
Lemma OPT:  
Dati due multinsiemi, Ω= e ΩC, la loro giunzione esterna sinistra ha un tipo contenuto nella 
semantica della metafunzione OPT applicata ai loro tipi. Formalmente: Ω= ⊆¼78 kh=õ,ñ,	8 ∧	ΩC ⊆¼78 khCõ,ñ,8 ⇒ (Ω=⟕	ΩC) ⊆¼78 o	k(kh=, khC)õ,ñ,8 		
Dimostrazione.  
Assumiamo vere le premesse del lemma, ovvero che Ω= ⊆¼78 kh=õ,ñ,	8 e ΩC ⊆¼78 khCõ,ñ,8  e 
dimostriamo che:  ∈ (Ω=⟕	ΩC) ⇒  ∈ o	k(kh=, khC)õ,ñ,8 	
Assumiamo vera la premessa  ∈ (Ω=⟕	ΩC)	 e dimostriamo che: 
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 ∈ ®¿: ý=4k= ∩M? k=D5, … ,: ý<4k< ∩? k<D5,  B: ý<B=k<B=, … ,: ý@k@  B: ? k@B=D , … ,: ? k-D :õ,ñ,8   
ovvero che: 
(1) ∀F = 1. .    L9lH: ∈ ®kH ∩? kHD±õ,ñ,8@ O 
(2) ∀F =  + 1. .    49lH: ∈ kHõ,ñ,8@ 5 
(3) ∀F =  + 1. .    49lH: ∈? kHDõ,ñ,8@ 5 
(4) ∀l ∉ #l=, . . . , l@, l@B=, . . . , l-'  (9l: ↑) 
Dalla definizione di giunzione esterna sinistra abbiamo che: 
 ∈ (Ω= ⟕ ΩC) ⇒ (∃= ∈ Ω= ∧ ∃C ∈ ΩC. =~C ∧  = =. C)  ∨ (∃= ∈ Ω= ∧ ∄C ∈ ΩC. =~C ∧  = =)  
Da questa osservazione deduciamo le seguenti: 
• ∀F = 1. .  posso avere sei situazioni: 
o ∃C ∧ (=9lH:  ↑ ) ∧ ( C9lH:  ↑)  
Se esiste C e sia = che C divergono si ha che ýH = ? e ýHD = ?   
Inoltre poiché  = =. C si ha che anche 9lH: diverge.   
Il punto da dimostrare è 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@  che con le considerazioni 
appena fatte si può riscrivere come 9lH: ∈? ®kH ∩?? kHD±õ,ñ,8@  che risulta vero dal-
la definizione dell’operatore ∈? in quanto 9lH: ↑. 
o ∃C ∧ (=9lH:  ↓)  ∧  (C9lH:  ↑)  
Se esiste C e solamente C diverge, poiché  = =. C allora si ha che 9lH: = =9lH: e quindi che 9lH: ∈ kHõ,ñ,8@ .  
Il punto da dimostrare è 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@ . I casi sono due: 
- Se ýH = 1 allora abbiamo che 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@  si riscrive come 9lH: ∈ kHõ,ñ,8@ , che risulta vero come mostrato sopra. 
- Se ýH = ? allora abbiamo che 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@  si riscrive come 9lH: ∈ kH ∪ kHDõ,ñ,8@  che risulta vero poiché 9lH: ∈ kHõ,ñ,8@ . 
o ∃C ∧ (=9lH:  ↑)  ∧  (C9lH:  ↓)   
Se esiste C e solamente = diverge, si ha che ýH = ? e inoltre poiché  = =. C 
si ha che 9lH: = C9lH:. Questo significa che 9lH: ∈ kHDõ,ñ,8@  e poiché C9lH:  ↓ questo significa che 9lH: ∈ kHDõ,ñ,8@ . 
Il punto da dimostrare era 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@  che poiché ýH = ? si riscri-
ve come 9lH: ∈? kH ∪ kHDõ,ñ,8@  ovvero  49lH: ∈ kH ∪ kHDõ,ñ,8@ 5 ∨ (9lH: ↑ ∧ ýH = ? ). Noi sappiamo che 9lH: ↓ e quindi 
la proposizione da dimostrare è 9lH: ∈ kH ∪ kHDõ,ñ,8@ che risulta vera poiché 
avevamo precedentemente dedotto che 9lH: ∈ kHDõ,ñ,8@ . 
o ∃C ∧ (=9lH:  ↓)  ∧  (C9lH:  ↓)  
Se esiste C e sia = che C convergono, e poiché =~C  ∧   = =. C si ha che 9lH: = =9lH: e anche che 9lH: = C9lH:.  
Questo significa che 9lH: ∈ kHõ,ñ,8@ ∧ 9lH: ∈ kHDõ,ñ,8@  che grazie alla 
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PROPRIETÀ INTERSEZIONE dell’operatore ∈ equivale a dire che 9lH: ∈∩ ®kH ∩ kHD±õ,ñ,8@ , ovvero che : 
(a) Se ýH = 1 ∧ ýHD = 1 allora 9lH: ∈= kH ∩ kHDõ,ñ,8@  
(b) Se ýH = 1 ∧ ýHD =	? allora 9lH: ∈= kHõ,ñ,8@  
(c) Se ýH =	?	∧ ýHD = 1 allora 9lH: ∈= kHDõ,ñ,8@  
(d) Se ýH =	?	∧ ýHD =	?	 allora 9lH: ∈? kH ∪ kHDõ,ñ,8@  
Il punto da dimostrare era 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@ ovvero: 
- Se ýH = 1 dobbiamo dimostrare che 9lH: ∈= kHõ,ñ,8@  che risulta vero dai 
punti (a) e (b). 
- Se ýH =	?	 dobbiamo dimostrare che 9lH: ∈? kH ∪ kHDõ,ñ,8@  che risulta vero 
dai punti (c) e (d). 
o ∄C ∧ (=9lH: 	 ↑)  
In questo caso si ha che ýH =	? e che 9lH: = =9lH: e quindi 9lH: ↑. 
Il punto da dimostrare era 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@  che poiché ýH =	? si riscri-
ve come 9lH: ∈? kH ∪ kHDõ,ñ,8@  che risulta vero poiché 9lH: ↑. 
o ∄C ∧ (=9lH: 	 ↓) 
In questo caso si ha che 9lH: = =9lH: e quindi 9lH: ∈ kHõ,ñ,8@  
Il punto da dimostrare era 9lH: ∈ ®kH ∩? kHD±õ,ñ,8@ . Si hanno due casi: 
- Se ýH =	? il punto da dimostrare si riscrive come  9lH: ∈ kH ∪ kHDõ,ñ,8@  che risulta vero poiché avevamo già dedotto che 9lH: ∈ kHõ,ñ,8@  
- Se ýH = 	1 il punto da dimostrare si riscrive come 9lH: ∈ kHõ,ñ,8@  che 
risulta vero dalle precedenti deduzioni. 
In questo modo, dimostrando tutti questi casi, abbiamo dimostrato il punto (1). 
• ∀F =  + 1. .  si ha che 9lH: = =9lH: e questo per la proprietà dell'operatore =  impli-
ca che 9lH: ∈ kHõ,ñ,8@  che dimostra direttamente il punto (2). 
• ∀F =  + 1. . si ha che se ∃C allora 9lH: = C9lH: altrimenti 9lH: ↑	 e quindi 49lH: ∈ kHDõ,ñ,8@ 5 ∨ (9lH: ↑) 
Applicando la definizione dell'operatore ∈ e le sue proprietà abbiamo che: 49lH: ∈ kHDõ,ñ,8@ 5 ∨ (9lH: ↑) ⇒ 49lH: ∈∪	? kHDõ,ñ,8@ 5 ovvero 49lH: ∈? 	 kHDõ,ñ,8@ 5 
che dimostra il punto (3). 
• ∀F ∉ {1,… , ,  + 1,… ,} si ha che 9lH: ↑ che dimostra direttamente il punto (4) e 
quindi l’intera tesi. 
 □ 
Lemma AND-OPT. 




Per dimostrare questo lemma osserviamo che dalla definizione degli operatori relazionali di 
giunzione e giunzione esterna (sezioni 3.4.4 e 3.4.5) si ha che:   ∈ (Ω= ⋈	ΩC) ⇒  ∈ (Ω=⟕	ΩC) 
Per il LEMMA OPT abbiamo che  ∈ (Ω=⟕	ΩC) ⇒  ∈ o	k(kh=, khC)õ,ñ,8  e quindi per 
transitività:  ∈ (Ω= ⋈	ΩC) ⇒  ∈ (Ω=⟕	ΩC) ⇒  ∈ o	k(kh=, khC)õ,ñ,8  che equivale a 
dire che (Ω= ⋈	ΩC) ⊆¼78 o	k(kh=, khC)õ,ñ,8 , come volevamo dimostrare. 
 □ 
 
5.5.4 Tipo Names 
Il tipo Names (N) ha la seguente forma: g = {e=, … , e@}	
e indica un insieme in cui ogni e< è il riferimento a un named graph. La sintassi del tipo 
Names è mostrata in Tabella 24. Sintassi tipo Names 
 k3m
	÷	 ::= û		 | {e}		 | g	 ∪ 	g	
Tabella 24. Sintassi tipo Names 
 
Indicando con NSet tutte le espressioni che possono essere generate dalle produzioni di N, la 
semantica risulta la seguente: _@-:	gf




La semantica di epsilon è un insieme vuoto di riferimenti. 
û@- = ∅	
La semantica di {e} è un insieme contenente il solo riferimento Iri. 
{e}@- = {e}	
La semantica dell'unione di due tipi names è l'unione delle semantiche dei due tipi. 
g= 	∪ 	gC@- = g=@- ∪ gC@-			
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5.6 Giudizi di tipo 
Sia Γ l’ambiente di valutazione tipizzato e ℑ un’asserzione. Un giudizio è una dichiarazione 
formale nella forma:  Γ ⊢ ℑ 
 
Associamo a ogni categoria sintattica del linguaggio SPARQL 1.1 un diverso giudizio, identi-
ficato da un apice sopra il simbolo di implicazione. Introduciamo adesso i vari giudizi con una 
breve spiegazione. 
 
Le due tipologie di query sono valutate su un ambiente statico Env (sezione 5.3.1) e un insie-
me di riferimenti a named graphs di tipo N0, e un grafo di default di tipo TG0. L’esecuzione 
di una SelectQuery ritorna un multinsieme di tipo TR, mentre l’esecuzione di una Construc-
tQuery ritorna un grafo di tipo TG.   p;, g, kj ⊢6 f


3: kh  
p;, g, kj ⊢ 
3: kj  
La SelectClause è valutata su un ambiente Env e su un multinsieme di tipo TR, e ritorna una 
proiezione del multinsieme, che ha tipo TR'. 
p;, kh ⊢6 f

se: khD  
ConstructTriples e TripleC sono valutate su un ambiente Env e su un multinsieme di tipo 
TR, e ritornano un grafo di tipo TG. 
p;, kh ⊢ km
: kj  
p;, kh ⊢ km
: kj  
La DatasetClause è valutata su un ambiente Env, e ritorna un insieme di riferimenti a grafi 
nominati di tipo N e un grafo attivo di tipo TG. 
p; ⊢X ]
se: g, kj  
La WhereClause è valutata su un ambiente Env, un insieme di riferimenti a grafi nominati di 
tipo N e un grafo attivo di tipo TG e ritorna un multinsieme di tipo TR. 
p;, g, kj ⊢ ℎ

se: kh  
ValuesClause, DataBlock e DataBlockValue sono valutate su un ambiente Env. Le prime due 
ritornano un multinsieme di tipo TR, mentre la terza ritorna un GTerm di tipo TN. 
p; ⊢ l
se: kh  
p; ⊢X­ ]F: kh  
p; ⊢X­ ]Fl
: kg  
Il GroupGraphPattern e il GraphPattern sono valutati su un ambiente Env, un insieme di ri-
ferimenti a grafi nominati di tipo N e un grafo attivo di tipo TG, e ritornano un multinsieme 
di tipo TR. 
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p;, g, kj ⊢ªª« jmjmℎ	
: kh  
p;, g, kj ⊢ª« jmℎ	
: kh  
Triple è valutato su un ambiente Env e un grafo attivo di tipo TG, e ritorna un multinsieme 
di tipo TR. 
p;, kj ⊢ km
: kh  
PathExpr e NegatedPropertySet sono valutati su un ambiente Env e un grafo attivo di tipo 
TG, e ritornano un insieme di coppie di GTerms di tipo TN1 e TN2. È stato introdotto anche 
un giudizio Node che non corrisponde a nessuna categoria sintattica SPARQL, e indica il fat-
to che TN è un soprainsieme dei nodi presenti in TG. 
p;, kj ⊢«Á 	ℎp$m: (kg=, kgC)  




: (kg=, kgC)  
p;, kj ⊢W,+7: kg  
Il Constraint è valutato su un ambiente Env, un insieme di riferimenti a grafi nominati di tipo 
N, un grafo attivo di tipo TG e un multinsieme di tipo TR, e ritorna un booleano. 
p;, g, kj, kh ⊢, : o k3m
()  
Il VarOrGTerm valutato su un ambiente Env e su un multinsieme di tipo TR, ritorna un va-
lore di tipo TN con un indicatore ý che specifica il fatto che VarOrGTerm potrebbe non esse-
re legato in TR. 
p;, kh ⊢ lojk
: ýkg  
Il VarOrGTerm valutato solamente su un ambiente Env ritorna un tipo TN. 
p; ⊢^8_1 lojk
: kg  
La FunctionCall e la BuiltInCall sono valutate su un ambiente Env, un insieme di riferimenti 
a grafi nominati di tipo N, un grafo attivo di tipo TG e un multinsieme di tipo TR, e ritorna-
no un insieme di GTerms di tipo TN. 
p;, g, kj, kh ⊢Ü i: kg  
p;, g, kj, kh ⊢­Ñ e: kg  
La Expression è valutata su un ambiente Env, un insieme di riferimenti a grafi nominati di ti-
po N, un grafo attivo di tipo TG e un multinsieme di tipo TR, e ritorna il valore di tipo TN 
con associato l’indicatore di occorrenza. 
p;, g, kj, kh ⊢Á1 p$m
: ýkg  
 
A ogni giudizio di tipo corrisponde un significato preciso, ad esempio il giudizio p;, g, kj ⊢6 f


3: kh significa che per ogni modello dell’ambiente, per ogni insie-
me dei nomi corrispondente alla semantica del tipo names di input e per ogni grafo apparte-
nente alla semantica del tipo grafo di input, la semantica della SelectQuery valutata in tale 
ambiente è inclusa nella semantica del suo tipo. Formalmente:   ∀æ, é,  ∈ ℳ(p;), ∀ = g@ , ∀ ∈ kjõ,ñ8Ð  . f


3,,6 ⊆¼78 khõ,ñ,8   
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Questa proprietà viene detta proprietà di soundness e ce n’è una per ogni giudizio. Daremo 
anche la dimostrazione della correttezza di tali proprietà. Introdurremo formalmente le pro-
prietà di soundness e le dimostreremo nel Capitolo 6. 
 
5.7 Giudizi OWL 
Introduciamo adesso un altro tipo di giudizi che hanno come input un insieme di assiomi 
ELO. La semantica di questi giudizi sarà basata sull’assunzione di avere un ragionatore OWL 
sound ma non necessariamente completo. La logica che noi consideriamo del nostro sistema è 
decidibile e potremmo anche  pensare di adottare un ragionatore OWL completo, ma non lo 
faremo per motivi di flessibilità.  
Il primo giudizio che introduciamo è:  p;. ó ⊢,ëì k= <: kC  
Questo giudizio esprime il fatto che partendo da un insieme di assiomi ELO p;. ó un ra-
gionatore OWL può essere in grado di dimostrare che il tipo k= è un sottotipo del tipo kC. 
Un altro giudizio è:  p;. ó ⊢,ëì k= ∶=∶ kC  
che esprime il fatto che partendo da un insieme di assiomi ELO p;. ó il ragionatore OWL è 
in grado di dimostrare che il tipo k= è equivalente al tipo kC. 
Infine il giudizio:  p;. ó ⊢,ëì k ∶=∶ û  
esprime il fatto che partendo da un insieme di assiomi ELO p;. ó il ragionatore OWL è in 
grado di dimostrare che il tipo k è equivalente al tipo vuoto.  
In corrispondenza a questi tre tipi di giudizi che definiamo “positivi”, abbiamo i corrispettivi 
giudizi “negati” così espressi: p;. ó ⊬,ëì k= <: kC  p;. ó ⊬,ëì k= ∶=∶ kC  p;. ó ⊬,ëì k ∶=∶ û  
Questi giudizi non hanno in pratica alcuna semantica: mentre l’asserzione “positiva” indica 
che un ragionatore sound potrebbe essere in grado di dimostrare una certa proprietà, il corri-
spondente giudizio “negato” indica che lo stesso ragionatore non è stato in grado di dimostra-
re tale proprietà, ma, dato che non facciamo nessuna assunzione di completezza nel ragionato-
re, questo fatto non porta alcuna informazione. 
Il giudizio negato utilizzato tra le premesse di una regola di tipo (definita nella sezione 5.9) 
indica soltanto che è presente un’altra regola complementare, nella quale è presente la premes-
sa “positiva” complementare.   
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5.8 Gestione degli errori di tipo 
Nel nostro sistema di tipi ogni espressione può avere due caratteristiche: o ha un tipo oppure 
presenta un errore di tipo. Per quanto riguarda gli errori di tipo, questi sono classificati in ot-
timistici e pessimistici come già accennato in precedenza. Formalmente scriveremo che ⊢ p: k 
se l’espressione p ha tipo k, oppure indicheremo con ⊢ p:p($, se la valutazione 
dell’espressione p ha generato un errore di tipo. In dettaglio indichiamo con p( 
, 
gli errori pessimistici e con p(

;, gli errori ottimistici. 
La nozione è “ottimistica” nel senso che quando il sistema rileva staticamente l’errore allora la 
presenza della condizione d’errore è garantita. Negli errori pessimistici è vero il contrario: 
quando il sistema non rileva staticamente l’errore allora è garantita l’assenza della condizione 
di errore. 
Cammino in un termine 
Sia h la radice dell’albero dei termini di una query SPARQL. Ogni nodo $ dell’albero può 
avere zero o più figli; indichiamo con la notazione $.  il figlio -esimo del nodo $. 
È possibile percorrere un cammino lungo l’albero dei termini, e tale cammino è identificato 
dalla sequenza dei figli esplorati. Ad esempio se ho l’albero di Figura 7 il cammino evidenzia-
to, è identificato dalla sequenza A.1.2.1. 
 
 
Figura 7. Esempio di albero dei termini 
  
A 












Regole di trasmissione dell’errore 
Per ogni operatore della sintassi del linguaggio sono presenti almeno una regola di tipizzazione 
e una regola di trasmissione dell’errore. 
Come spiegato dettagliatamente nella sezione 5.9, la generica regola di tipo è nella forma:  Γ1 ⊢ p1: k1…Γ ⊢ p: kΓ ⊢ p: k  
Per descrivere la propagazione degli errori aggiungiamo  regole che formalizzano il compor-
tamento del sistema quando la premessa -esima, con  ∈ #1, . . , ', ritorna un errore di tipo. 
Un esempio di regole che trasmettono un errore sono le seguenti: 
Γ ⊢ p1: p($,)Γ ⊢ p1m p2: p($, 1. )            
Γ ⊢ p1: k1Γ ⊢ p2: p($, )Γ ⊢ p1m p2: p($, 2. ) 
Osserviamo che un errore che ha luogo sotto al cammino  rispetto alla premessa -esima vie-
ne propagato con il nuovo cammino .. 
Osserviamo inoltre che il nostro modo di scrivere le regole di propagazione dell’errore va a in-
dividuare un unico errore, che è il primo che trovo, mentre potrebbe essere interessante anche 
rilevare un insieme di errori, che porterebbe a una gestione più complessa e dettagliata delle 
regole di trasmissione degli errori. 
Gli errori si propagano attraverso tutte le regole con l’eccezione delle regole per alcuni opera-
tori che hanno un trattamento particolare e che vedremo in dettaglio nella sezione 5.9.  
Regole di generazione dell’errore 
Abbiamo visto che ogni regola di tipo con almeno una premessa può trasmettere cioè propaga-
re l’errore di tipo riscontrato nella valutazione di una sua premessa. Oltre a queste regole, ab-
biamo le regole che generano l’errore di tipo. Vedremo nel dettaglio queste regole nella sezio-
ne 5.9; le regole che generano errori sono inserite accanto alle corrispondenti regole che vanno 
invece a buon fine. 
Un esempio di regola che genera un errore è la seguente: 
l ∉ (Γ)Γ ⊢ l ∶ p( 
, ) 
Osserviamo che questa regola produce un errore di tipo pessimistico con cammino  poiché 
l’errore è stato prodotto esattamente in questo punto. L’applicazione delle regole di trasmis-
sione ne allungherà il cammino fino ad arrivare al risultato finale. 
Semantica degli errori 
Definiamo adesso la semantica degli errori ottimistici. Schematicamente consideriamo un am-
biente Γ, un’espressione p, e un cammino . Allora:  
Γ ⊢ p: p(

;,) ⇒ (∀ ∈ Γ. p = p9 ← ∅:) 
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Ovvero quando una sotto-espressione al cammino  di p ha un errore statico ottimistico allora 
in una valutazione bottom-up, sostituendo tale sotto-espressione con un’altra dello stesso tipo 
ma vuota (rappresentata qui con ∅), il risultato non cambia. 
Nel caso degli errori pessimistici abbiamo la proprietà duale.  ∃ ∈ Γ. p ↑			⇒ 		∃. Γ ⊢ p: p( 
,) 
Questa proprietà non va dimostrata caso per caso ma è una conseguenza dei seguenti due fatti: 
(1) Γ ⊢ p: k ⇒ ∀ ∈ Γ. (p ↑) 
(2) ∀. Γ ⊬ p: p( 
,) ⇒ Γ ⊢ p: k ovvero Γ ⊬ p: k ⇒ ∃. Γ ⊢ p: p( 
,) 
La (1) è la proprietà di soundness delle regole di tipo. 
La (2) esprime il fatto che per ogni situazione in cui non sia applicabile la regola di tipo, as-





5.9 Regole di tipo 
Una regola di tipo è una regola che dimostra la validità di un giudizio (conclusione) sulla base 







Se tutte le premesse sono dimostrate allora la conclusione è dimostrata. Le regole che costrui-
remo avranno la seguente struttura: 
(g
h
)  Γ= ⊢ ℑ=…Γ@ ⊢ ℑ@Γ ⊢ ℑ  
Abbiamo deciso di spostare il nome della regola prima della regola vera e propria, per ragioni 
di spazio. 
Funzioni ausiliarie 
Le premesse di una regola possono utilizzare le seguenti funzioni. 
Funzione  !" 
La funzione dominio prende in input un’Iri e un insieme di assiomi ELO e ritorna l’insieme 
di tutte le Iri che fanno parte del dominio della proprietà passata come argomento Iri in ac-
cordo a quanto specificato nell’ELOSchema. 
] ∶  (e × p;. ó)  →  ef
 
](e, p;. ó) =  #e<  |oµ
	m
3](e, e<) ∈  p;. ó' 
Funzione ü"# 
La funzione range prende in input un’Iri e un insieme di assiomi ELO e ritorna l’insieme di 
tutte le Iri che fanno parte del range della proprietà passata come argomento Iri in accordo a 
quanto specificato nell’ELOSchema. 
h
 ∶  (e × p;. ó)  →  ef
 
h
(e, p;. ó) =  #e<  |oµ
	m
3h
(e, e<) ∈  p;. ó' 
Funzione $%! 
La funzione range prende in input un’Iri e un insieme di assiomi ELO e ritorna l’insieme di 
tutte le Iri che sono dichiarate essere classe della Iri di input. 

 ∶  (e × p;. ó)  →  ef
 

(e, p;. ó) =  #e<  |





5.9.1 Regole SelectQuery 
La SelectQuery ha quattro regole che derivano dal fatto che due clausole sono opzionali. 
Nel primo caso il tipo della SelectQuery è dato dal tipo della SelectClause valutata sul multin-
sieme della WhereClause, valutata a sua volta sull’ambiente dato dalla DatasetClause. 








32 riflette la semantica della Se-
lectQuery; la correttezza di queste regole rispetto alla semantica sarà specificata e dimostrata 






se ∶ (g, kj)p;, g, kj ⊢  ℎ

se ∶ kh=p;, kh= ⊢6 f






se ∶ khC  

























se ∶ (g, kj)p;, g, kj ⊢  ℎ














se ∶ (g, kj)p;, g, kj ⊢  ℎ

se ∶ kh=p;, kh= ⊢6 f






se ∶ p($, 3.)  
 
Nel secondo caso il tipo della SelectQuery è dato dal tipo della SelectClause valutata sul mul-
tinsieme ottenuto dalla giunzione del multinsieme calcolato dalla WhereClause e quello calco-
lato dalla ValuesClause. La WhereClause viene valutata a sua volta sull’ambiente dato dalla 




32 viene applicata solo nel caso in cui il ragionatore 
OWL non riesca a dimostrare che l’AND dei tipi della WhereClause e della ValuesClause è 













se ∶ (g, kj)p;, g, kj ⊢  ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = : ûkh  = g](kh=, khC)p;, kh  ⊢6 f















se ∶ (g, kj)p;, g, kj ⊢  ℎ

se ∶ kh=p; ⊢ l










Questo tipo di regola, complementare alla precedente, è associato a ogni regola che ha una 
premessa del tipo p;. ó ⊬,ëì g](kh=, khC): = : û . 
Nel terzo caso il tipo della SelectQuery è dato dal tipo della SelectClause valutata sul multin-






p;, g, kj ⊢  ℎ

se ∶ kh=p;, kh= ⊢6 f





se ∶ khC  
Nel quarto caso il tipo della SelectQuery è dato dal tipo della SelectClause valutata sul multin-
sieme ottenuto dalla giunzione del multinsieme calcolato dalla WhereClause e quello calcolato 
dalla ValuesClause. La WhereClause viene valutata sull’ambiente di default. La regola viene 
applicata solo nel caso in cui il ragionatore OWL non riesca a dimostrare che l’AND dei tipi 






p;, g, kj ⊢  ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = : ûkh  = g](kh=, khC)p;, kh  ⊢6 f






se ∶ kh'  









p;, g, kj ⊢  ℎ

se ∶ kh=p; ⊢ l







;, )  
 



















p;, kh ⊢ l<: ý<kg<                ∀ ∈ #1, … , 'p;, kh ⊢6 ‘’  l=, … , l@ ∶ 9l=: ý=kg=, … , l@: ý@kg@: 
 
5.9.3 Regole ConstructQuery 
Il tipo associato a una ConstructQuery è dato dal tipo della ConstructTriples. La query di tipo 





se ∶ (g, kj)p;, g, kj ⊢ ℎ

se ∶ khp;, kh ⊢ km










se ∶ (g, kj)p;, g, kj ⊢ ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = : ûkh  = g](kh=, khC)p;, kh  ⊢ km





se ∶ kj′ 
 
Nel caso contrario, in cui p;. ó ⊢,ëì g](kh=, khC): = : û verrà invece sollevato un errore di 







se ∶ (g, kj)p;, g, kj ⊢ ℎ

se ∶ kh=p; ⊢ l













p;, g, kj  ⊢ ℎ

se ∶ khp;, kh ⊢ km
 ∶ kjp;, g, kj ⊢ ‘’  ‘#’ km
 ‘'’ ℎ






p;, g, kj ⊢  ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = : ûkh  = g](kh=, khC)p;, kh  ⊢ km




se ∶ kj  





p;, g, kj ⊢  ℎ

se ∶ kh=p; ⊢ l









5.9.4 Regole ConstructTriples 
La ConstructTriples di un template vuoto () restituisce il tipo grafo vuoto (û), mentre il tipo 
di una tripla valutata su un multinsieme di tipo TR è il tipo TG che corrisponde al tipo otte-
nuto dalla valutazione TripleC della tripla stessa. Invece il tipo di una tripla concatenata a una 
lista di triple, valutata su un multinsieme di tipo TR, è l’unione di due tipi: il tipo ottenuto 











p;,  kh ⊢  km






p;,  kh ⊢  km
: kj=p;,  kh ⊢  km
: kjCp;,  kh ⊢  km
 ‘. ’ km
: kj= ∪ kjC 
 
5.9.5 Regole TripleC 
La regola TripleC_Iri si applica a un TripleC nella forma lojk
¼ e lojk
, se la 
Iri è diversa da rdf: type e restituisce il tipo del grafo che verrà costruito se e solo se è possibile 
dimostrare che tutti i termini lojk
¼ e lojk
, del predicato e rispettano i vin-
coli di tipo specificati nell’ELOSchema. Questo fatto denota la natura pessimistica 
dell’approccio adottato per la costruzione dei grafi.  
Se nell’ELOSchema non sono presenti asserzioni riguardo al dominio e range del predicato e, allora gli insiemi S e W definiti nelle premesse della regola sono vuoti. In questo caso le 
premesse p;. ó ⊢,ëì kg= <:∩Ñ∈6 o k3m
(e) e p;. ó ⊢,ëì kgC <:∩Ñ∈ o k3m
(e) sono ba-
nalmente soddisfatte poiché l’intersezione sull’insieme vuoto è l’universo. 
Stabilire se un tipo TN è un sottotipo di TN' è un problema tipico della teoria dei tipi. In 




e ≠ rdf: typef = ](e, p;. ó) = h
(e, p;. ó)p;, kh ⊢ lojk
¼: 1kg=p;, kh ⊢ lojk
,: 1kgCp;. ó ⊢,ëì kg= <:∩Ñ∈6 o k3m
(e)p;. ó ⊢,ëì kgC <:∩Ñ∈ o k3m
(e)p;, kh ⊢  lojk
¼ e lojk
,: #e' 
Se la valutazione di lojk
¼ oppure quella di lojk
, restituiscono un tipo nodo 




p;, kh ⊢ lojk








p;, kh ⊢ lojk






Viene generato un errore pessimistico anche nel caso in cui il ragionatore OWL non è in gra-
do di dimostrare che kg= è un sottotipo di ∩Ñ∈6 o k3m
(e) e analogamente se non è in grado 




e ≠ rdf: typef = ](e, p;. ó)p;, kh ⊢ lojk
¼: 1kg=p;. ó ⊬,ëì kg= <:∩Ñ∈6 o k3m







e ≠ rdf: type = h
(e, p;. ó)p;, kh ⊢ lojk
,: 1kgCp;. ó ⊬,ëì kgC <:∩Ñ∈ o k3m





Se il predicato di un TripleC è rdf: type allora si applica la regola k3m
km
_k3m
 che oltre a 
garantire le condizioni espresse nel caso di Iri generica, garantisce che il tipo del soggetto sia 





](rdf: type, p;. ó) = #rdfs:Resource'h
(rdf: type, p;. ó) = #rdfs: Class'p;, kh ⊢ lojk
¼: 1kg=p;, kh ⊢ e,: 1kgCp;. ó ⊢,ëì kg= <: o k3m
(rdfs:Resource)p;. ó ⊢,ëì kgC <: o k3m
(rdfs: Class)p;. ó ⊢,ëì kg= <: o k3m
(e,)p;, kh ⊢  lojk
¼ rdf: type e,: #rdf: type' 






p;, kh ⊢ lojk
¼: ? kg=p;, kh ⊢  lojk








(rdf: type, p;. ó) = #rdfs: Class'p;, kh ⊢ e,: 1kgCp;. ó ⊬,ëì kgC <: o k3m
(rdfs: Class)p;, kh ⊢  lojk








p;, kh ⊢ lojk
¼: 1kg=p;. ó ⊬,ëì kg= <: o k3m
(e,)p;, kh ⊢  lojk
¼ rdf: type e,: p( 
, ) 
 
La regola TripleC_Var si applica a una TripleC nella forma lojk
¼ l  lojk
,. Se nel tipo relazione TR la variabile Var ha un tipo nodo obbligatorio TN allo-
ra si applica la regola TypeTripleC_Iri a ogni tripla lojk
¼ e<  lojk
, dove ogni e< è una Iri che fa parte del tipo nodo TN della variabile l. In dettaglio questa regola mol-
to restrittiva presuppone che la variabile sia tipizzata come unione di un numero finito e noto 
di Iri. La verifica che il tipo TN sia equivalente all’unione dei tipi p$3(e<) è fatta dal ra-
gionatore OWL. 
Il tipo grafo restituito è dato dall’unione dei tipi grafo ottenuti dalle singole valutazioni delle 
triple lojk




p;, kh ⊢ l: 1kgp;. ó ⊢,ëì kg ∶=∶ p$3(e=) ∪ … ∪ p$3(e@)∀ = 1. .         p;, kh ⊢  lojk
¼ e< lojk
,: #e<'p;, kh ⊢  lojk
¼ l lojk
,: #e=' ∪ … ∪ #e@'  
Se il ragionatore OWL non riesce a dimostrare che TN ha tipo p$3(e=) ∪ … ∪p$3(e@) allora viene applicata la regola k3m
km



















5.9.6 Regole DatasetClause  
Il tipo associato a una DatasetClause è una coppia che identifica il tipo dell'ambiente di esecu-
zione del corpo della query. Ricordiamo che questo tipo è costituito dal prodotto cartesiano 
tra un tipo N, che identifica il tipo dell’insieme dei riferimenti ai grafi nominati utilizzabili 
dalla query, e un tipo TG, che identifica il tipo del grafo di default. Il tipo ritornato dalla Da-
tasetClause viene definito man mano che si valutano tutte le clausole FROM, espandendo il 
tipo del grafo di default attraverso l'unione di tipi TG, e FROM NAMED espandendo l'in-
sieme dei riferimenti a named graphs su cui eseguire il corpo della query. 
110 
 
Il tipo di una DatasetClause vuota è dato dalla coppia di tipi names e grafo entrambi vuoti. (k3m
]
pm3)  
p; ⊢X  ∶ (û, û) 
 
La valutazione di una DatasetClause seguita da una clausola FROM, valuta in primo luogo la 
DatasetClause, e recupera il tipo grafo della Iri presente nella clausola FROM dall’ambiente, 
se presente. In tal caso il tipo restituito è dato dalla coppia formata dal tipo names della Data-
setClause e dall’unione del tipo grafo TG della DatasetClause e della Iri. Ma se la Iri non fa 




se ∶ (g, kj)(e: kj=) ∈ p;. gjp; ⊢X ]
se ‘£¤’ e ∶ (g, kj ∪ kj= ) 
(k3m
ip)  
e ∉ (p;. gj)p; ⊢X ]
se ‘£¤’ e ∶ p( 
, ) 
 
La valutazione di una DatasetClause seguita da una clausola FROM NAMED, valuta in pri-
mo luogo la DatasetClause, e verifica che la Iri presente nella clausola FROM NAMED sia un 
riferimento a named graph dell’ambiente. Il tipo restituito è dato dalla coppia formata dal tipo 
names della DatasetClause unito alla Iri, e dal tipo grafo TG della DatasetClause.  
Come nel caso FROM, se la Iri non fa parte delle Iri del dominio di Env.NG allora viene ge-





se ∶ (g, kj)e ∈ (p;. gj)p; ⊢X ]





e ∉ (p;. gj)p; ⊢X ]
se ‘£¤’ ‘¥¤¦’ e ∶ p( 
, ) 
 
5.9.7 Regola WhereClause 
Il tipo associato a una WhereClause è dato dal tipo associato al GroupGraphPattern valutato 







p;, g, kj ⊢ªª« jmjmℎ	
 ∶ khp;, g, kj ⊢ ‘§¨’? 	jmjmℎ	
 ∶ kh	
 
5.9.8 Regola ValuesClause 
Il tipo associato a una ValuesClause è dato dal tipo associato al DataBlock valutato sullo stesso 
ambiente. (k3m
l
)  p; ⊢X­ ]F ∶ khp; ⊢ ‘¬¥’	]F ∶ kh	
 
5.9.9 Regole DataBlock 
Il tipo associato a un DataBlock è un tipo relazione dato dal prodotto cartesiano dei vari tipi 
relazione atomici ¿	l*: 1 ∪<∈=..- kg<,*À e ¿	l*: ?∪<∈=..- kg<,*À. I primi sono per le variabili che 
non sono mai dichiarate ‘UNDEF’ all’interno del DataBlock, mentre gli altri sono per le variabili 
che sono state dichiarate ‘UNDEF’ almeno una volta. 
Si suppone che esista un preprocessore che elimina eventuali variabili definite ‘UNDEF’ in 
ogni DBV a esso collegate, in quanto queste variabili non vincoleranno in nessun modo il ri-
sultato della query. Questo ci permette di avere una regola più snella. (k3m
]F)  
p; ⊢X­ ]l<,*: kg<,* 					 ∈ 1. . 					µ ∈ +=p; ⊢X­ ]l<,*: kg<,* 	∨ 	]l<,* = ‘¦£’	 ∈ 1. . 					µ ∈ +C+= ∪ +C = ++= ∩ +C = ∅p; ⊢X­ ‘(’	l=…l@‘)’	‘{’	‘(’]l=,=…]l=,@	‘)’ … ‘(’]l-,=…]l-,@	‘)’	‘}’ ∶ 4×*∈,M ¿	lµ: 1 ∪∈1.. kg,µÀ5 × 	 4×*∈,N ¿	lµ: ?∪∈1.. kg,µÀ5 
 
5.9.10 Regole DataBlockValue 
Il tipo associato a un DataBlockValue è dato dal tipo nodo corrispondente al valore stesso: p$3(e) se il DBV è una Iri, oppure p$3() se il DBV è un RDFLiteral. (k3m
]l_e) 	
p; ⊢X­ e ∶ p$3(e) 
 (k3m
]l_)  




5.9.11 Regole GroupGraphPattern 
Il tipo associato a un GroupGraphPattern è un tipo relazione. Se il GroupGraphPattern è una 







p;, g, kj ⊢ 	ℎ

se ∶ kh=p;, kh= ⊢6 f









p;, g, kj ⊢ 	ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = :	ûkh  = g](kh=, khC)p;, kh  ⊢6 f







Nel caso contrario, in cui p;. ó ⊢,ëì g](kh=, khC): = :	û, verrà invece sollevato un errore di 
tipo ottimistico: (k3m
f-
32p)  p;, g, kj ⊢ 	ℎ

se ∶ kh=p; ⊢ l









Se il GroupGraphPattern è un semplice GraphPattern racchiuso tra parentesi graffe, allora il 
tipo relazione del GroupGraphPattern corrisponde al tipo relazione del GraphPattern valutato 
sullo stesso ambiente. (k3m
jj	)  
p;, g, kj ⊢ª« jmℎ	
 ∶ khp;, g, kj ⊢ªª« ‘{’jmℎ	
‘}’:	kh	
Se il GroupGraphPattern è un GraphPattern con clausola FILTER allora il tipo relazione del 
GroupGraphPattern corrisponde al tipo relazione del GraphPattern valutato sullo stesso am-
biente. Notiamo che il tipo relazione risultante non è influenzato dalla valutazione della FIL-
TER, infatti questa non modifica lo schema di un multinsieme ma ne riduce il numero di 
mappings.  
La regola viene applicata solo se il tipo del Constraint calcolato sull’ambiente di input e sul ti-
po relazione del GraphPattern è un tipo nodo booleano, altrimenti la valutazione  rileverà 






p;,g, kj ⊢ª« jmℎ	
: khp;, g, kj, kh ⊢, : o k3m
()p;,g, kj ⊢ª« ‘{’	jmℎ	
	‘£º’		‘}’: kh	
 
5.9.12 Regole Triple 
Dato un triple pattern e un ambiente di valutazione (p;, kj) una regola Triple restituisce un 
tipo relazione che descrive i multinsiemi prodotti dal matching del triple pattern con l'am-
biente di valutazione. Sono state definite otto regole di tipo: le prime due regole vengono ap-
plicate nel caso in cui la valutazione debba essere fatta su un tipo grafo generico, la terza viene 
applicata in presenza di un triple pattern con variabili in posizione di predicato, mentre la 
quarta viene applicata se in posizione di predicato è presente una path expression. Le altre re-
gole sono state introdotte per un caso particolare in cui il predicato coincide con la Iri rdf: type. 
La valutazione di un triple pattern su un grafo di cui non si hanno informazioni di tipo, resti-
tuisce un tipo relazione in cui sia al soggetto che all’oggetto è associato il tipo nodo estratto da 
eventuali asserzioni di tipo presenti nell’ELOSchema; se non sono presenti asserzioni di questo 
tipo, il giudizio ;_$ ritorna il tipo nodo generico (TN_ANY). Al predicato viene associato il 
tipo generico Iri poiché i predicati presenti nei grafi sono obbligatoriamente Iri. (k3m
km
3)  p; ⊢^8_1 lojk
¼: kg=p; ⊢^8_1 lojk
,: kgCp;, k_ehe ⊢ 	 lojk
¼	l	lojk
,:9lojk






32)  p; ⊢^8_1 lojk
¼: kg=p; ⊢^8_1 lojk







La valutazione di un triple pattern su un grafo di cui si hanno informazioni di tipo, restituisce 
un tipo relazione in cui al soggetto e all’oggetto sono associati i tipi ricavati dalle informazioni 
di dominio e di range contenute nell’ELOSchema riguardanti le proprietà Iri che compongo-
no il grafo. I tipi del risultato sono calcolati tenendo conto anche di eventuali asserzioni di 
classe contenute in AX. Se il ragionatore OWL riesce a dimostrare che queste informazioni 





)  kj = {e=} ∪ …	∪ {e@}
. = {](e, p;. ó)|e ∈ kj}
/ = {h
(e, p;. ó)|e ∈ kj}p; ⊢^8_1 lojk
¼: kg=p; ⊢^8_1 lojk
,: kgCp; ⊬,ëì kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:=: ûp; ⊬,ëì kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:=: ûp;, kj ⊢ 	 lojk
¼	l	lojk
,:9lojk
¼: 1(kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5),l: 1(p$3(e=) ∪ …	∪ p$3(e@)),lojk





_p1)  kj = {e=} ∪ …	∪ {e@}
. = {](e, p;. ó)|e ∈ kj}p; ⊢^8_1 lojk
¼: kg=p; ⊢,ëì kg= ∩ 4⋃ ⋂ o k3m







_p2)  kj = {e=} ∪ …	∪ {e@}/ = {h
(e, p;. ó)|e ∈ kj}p; ⊢^8_1 lojk
,: kgCp; ⊢,ëì kgC ∩ 4⋃ ⋂ o k3m






La valutazione di un Triple del tipo lojk
¼		ℎp$m	lojk
, restituisce un tipo 
relazione che associa rispettivamente al soggetto e all’oggetto i tipi nodo ottenuti dalla valuta-
zione della path expression eseguita sullo stesso ambiente intersecati con le informazioni di 
ClassAssertion presenti nell’ELOSchema. Se il ragionatore OWL riesce a dimostrare che i tipi 
intersecati sono incompatibili allora viene sollevato un errore di tipo ottimistico. (k3m
km
	ℎ)  e ≠ rdf: typep;, kj ⊢«Á 	ℎp$m: (kg=, kgC)p; ⊢^8_1 lojk
¼: kg=Dp; ⊢^8_1 lojk
,: kgCDp; ⊬,ëì kg= ∩ kg=D: =: ûp; ⊬,ëì kgC ∩ kgCD: =: ûp;, kj ⊢ 	 lojk
¼		ℎp$m	lojk
,:9lojk
¼: 1(kg= ∩ kg=D), lojk







1)  e ≠ rdf: typep;, kj ⊢«Á 	ℎp$m: (kg=, kgC)p; ⊢^8_1 lojk








2)  e ≠ rdf: typep;, kj ⊢«Á 	ℎp$m: (kg=, kgC)p; ⊢^8_1 lojk






Un caso particolare di tripla si ha quando il predicato PathExpr coincide con la Iri rdf: type. La 
valutazione della tripla restituisce un tipo relazione che associa all’oggetto il tipo rdfs: Class in-
tersecato con il tipo nodo dedotto dall’insieme di assiomi, e al soggetto il tipo specificato 
dall’oggetto intersecato con le informazioni di tipo contenute nell’ELOSchema, se non sono 
in conflitto. Altrimenti viene sollevato un errore ottimistico.  (k3m
km
_ k3m
e)  p; ⊢^8_1 lojk
¼: kgp; ⊢^8_1 e,: kg′p; ⊬,ëì kg ∩ o k3m
(e,): =: ûp; ⊬,ëì kg′ ∩ o k3m
(rdfs: Class):=: ûp;, kj	 ⊢ lojk
¼	rdf: type	e,:9lojk
¼: 1o k3m
(e,) ∩ kg,e,: 1o k3m






1)  p; ⊢^8_1 lojk
¼: kgp; ⊢,ëì kg ∩ o k3m







2)  p; ⊢^8_1 e,: kg′p; ⊢,ëì kg′ ∩ o k3m




Se invece l’oggetto della tripla non è una specifica Iri ma una variabile o un blank node, allora 
la valutazione della tripla lojk
¼	rdf: type	lojk
, restituisce un tipo relazione che 






l)  p; ⊢^8_1 lojk

















5.9.13 Regole PathExpr 
Le regole di tipizzazione per le path expressions restituiscono una coppia formata dal tipo no-
do del soggetto e quello dell’oggetto collegati dalla path expression. 
Se il tipo grafo con in quale si va a fare la tipizzazione è un tipo generico allora si inferisce una 
coppia di tipi nodo generici. (k3m
	p_3)		
p;, k_ehe	 ⊢«Á e: (kg_gø, kg_gø)	
Altrimenti abbiamo i deversi casi specifici per i vari tipi di path expression. Il primo caso è 
quello banale in cui la path expression è una Iri e la regola si può applicare solo se si hanno in-
formazioni sul tipo del grafo. Vengono recuperate dall’ELOSchema le informazioni di tipo su 
dominio e range della Iri, se essa è un predicato appartenente al grafo. Il tipo nodo restituito 
per il soggetto è dato dall’intersezione dei tipi del dominio, mentre il tipo nodo restituito per 
l’oggetto è dato dall’intersezione dei tipi del range. (k3m
	p_)		 kj = {e=} ∪ …∪ {e@}f = ](e, p;. ó) = h
(e, p;. ó){e} ∈ kjp;, kj	 ⊢«Á e: (⋂ o k3m
(É=)dM∈6 ,⋂ o k3m
(ÉC))dN∈ 	
Se invece Iri non appartiene al tipo grafo allora viene sollevato un errore ottimistico: (k3m




Il risultato della valutazione di un negated property set è il tipo del risultato della valutazione 













‘)’: (kg=, kgC) 
Il risultato della valutazione di due path expressions alternative è una coppia di tipi nodo così 
calcolati: in primo luogo si valutano separatamente le due path expressions sullo stesso am-
biente e poi il tipo del soggetto del risultato è dato dall’unione dei due tipi del soggetto, e il ti-
po dell’oggetto è dato dall’unione dei due tipi dell’oggetto. 
(k3m
	p_)  
p;, kj ⊢«Á mℎp$m=: (kg=, kgC)p;, kj ⊢«Á mℎp$mC: (kg , kg')p;, kj ⊢«Á mℎp$m=‘|’ mℎp$mC: (kg= ∪ kg , kgC ∪ kg') 
Il risultato della valutazione di due path expressions consecutive è una coppia di tipi nodo così 
calcolati: in primo luogo si valutano separatamente le due path expressions sullo stesso am-
biente e poi il tipo del soggetto del risultato è dato dal tipo del soggetto della prima path ex-
pression mentre il tipo dell’oggetto del risultato è dato dal tipo dell’oggetto della seconda path 
expression. Inoltre affinché la regola possa essere applicata si richiede che il ragionatore non sia 
in grado di dimostrare che l’intersezione dei tipi nodo oggetto della prima path expression e 
soggetto della seconda sia vuota, ovvero che questi sue tipi siano incompatibili. Se così fosse il 




p;, kj ⊢«Á mℎp$m=: (kg=, kgC)p;, kj ⊢«Á mℎp$mC: (kg , kg')p;. ó ⊬,ëì kgC ∩ kg : = : ûp;, kj ⊢«Á mℎp$m= ‘/’ mℎp$mC : (kg=, kg')  (k3m
	p_
-p)  
p;, kj ⊢«Á mℎp$m=: (kg=, kgC)p;, kj ⊢«Á mℎp$mC: (kg , kg')p;. ó ⊢,ëì kgC ∩ kg : = : ûp;, kj ⊢«Á mℎp$m= ‘/’ mℎp$mC : p(

;, )  
Il risultato della valutazione di una path expression inversa coincide con la valutazione della 
corrispondente path expression diretta, con i tipi del soggetto e dell’oggetto scambiati.  
(k3m
	p_;)  
p;, kj ⊢«Á  mℎp$m: (kg=, kgC)p;, kj ⊢«Á   ‘^’mℎp$m: (kgC, kg=) 
Il risultato della valutazione di una path expression zeroOrMore è una coppia di tipi nodo en-
trambi coincidenti con il tipo nodo che rappresenta tutti i soggetti e gli oggetti presenti nel 





p;, kj ⊢W,+7¼∶ kgp;, kj ⊢«Á mℎp$m ‘ + ’: (kg=, kgC)p;, kj ⊢«Á  mℎp$m ‘ ∗ ’ ∶  (kg, kg) 
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Il risultato della valutazione di una path expression oneOrMore è una coppia di tipi nodo en-





p;, kj ⊢«Á  mℎp$m ∶  (kg=, kgC)p;, kj ⊢«Á  mℎp$m ‘ + ’ ∶ (kg=, kgC) 
Il risultato della valutazione di una path expression zeroOrOne è una coppia di tipi nodo en-
trambi coincidenti con il tipo nodo che rappresenta tutti i soggetti e gli oggetti presenti nel 





p;, kj ⊢W,+7¼∶ kgp;, kj ⊢«Á mℎp$m ∶ (kg=, kgC)p;, kj ⊢«Á  mℎp$m ‘? ’ ∶  (kg, kg) 
 
5.9.14 Regole Nodes 
Le regole che andiamo adesso a presentare sono state introdotte per comodità e non corri-
spondono a una forma sintattica del linguaggio. 
Queste regole restituiscono un tipo nodo che rappresenta il tipo di tutti i soggetti e gli oggetti 
delle triple contenute nel grafo di tipo TG. Se non si hanno informazioni sul grafo allora il ti-
po restituito sarà il tipo generico, altrimenti utilizzando gli assiomi presenti nell’ELOSchema 
si determinano i tipi di tutti i domini e range di tutti i predicati contenuti nel grafo. Il tipo re-










. = #](e, p;. ó)|e ∈ kj'
/ = #h
(e, p;. ó)|e ∈ kj'kg= = ⋃ ⋂ o k3m
(É=)dM∈66∈.kgC = ⋃ ⋂ o k3m
(ÉC)dN∈∈/p;, kj ⊢W,+7¼ ∶  kg= ∪ kgC  
 
5.9.15 Regole NegatedPropertySet 
Le regole di tipizzazione per il negated property set restituiscono una coppia formata dal tipo 
nodo del soggetto e quello dell’oggetto collegati dalle Iri contenute nel negated property set. 
Abbiamo tre tipologie di set: quella composta da solo Iri dirette, quella composta da solo Iri 
inverse e quella mista. 
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La regola che tratta quest’ultima tipologia analizza sullo stesso grafo di input le Iri dirette e se-
paratamente le Iri inverse. Il risultato della valutazione globale è dato dalla coppia formata 
dall’unione dei due tipi nodo calcolati per i due casi per il soggetto, e dall’unione dei due tipi 
nodo calcolati per i due casi per l’oggetto. (k3m
g	f_)  
p;, kj ⊢W«6  e=‘|’ … ‘|’eH: (kg=, kgC)p;, kj ⊢W«6   ‘^’eHB=‘|’ … ‘|’ ‘^’e@: (kg , kg')p;, kj ⊢W«6  e=‘|’ … ‘|’eH ‘|’ ‘^’eHB=‘|’ … ‘|’ ‘^’e@ : (kg= ∪ kg , kgC ∪ kg') 
Il risultato della valutazione di un negated property set con Iri dirette è dato dall’unione delle 
informazioni di dominio e dall’unione delle informazioni di range recuperate dell’ELO-




kj =  #e=ª' ∪ … ∪ #e-ª'
. = ¯](e, p;. ó)¾e ∈ kj ∧  ∀µ = 1. .  .  e ≠ e*°
/ = ¯h
(e, p;. ó)¾e ∈ kj ∧  ∀µ = 1. .  .  e ≠ e*°p;, kj ⊢W«6  e=‘|’ … ‘|’e@ : (⋃ ⋂ o k3m
(É=)dM∈66∈. , ⋃ ⋂ o k3m
(ÉC)dN∈∈/ ) 
Il risultato della valutazione di un negated property set con Iri inverse è analogo al caso prece-
dente, con l’unica differenza che nel risultato i tipi del soggetto e dell’oggetto sono invertiti. 
(k3m
g	f_;)  
kj =  #e=ª' ∪ … ∪ #e-ª'
. = ¯](e, p;. ó)¾e ∈ kj ∧  ∀µ = 1. .  .  e ≠ e*°
/ = ¯h
(e, p;. ó)¾e ∈ kj ∧  ∀µ = 1. .  .  e ≠ e*°p;, kj ⊢W«6  ‘^’e=‘|’ … ‘|’ ‘^’e@ :(⋃ ⋂ o k3m




5.9.16 Regole GraphPattern  
Dato un graph pattern e un ambiente di valutazione viene ritornato un tipo relazione.  




p;, g, kj ⊢ª«  : 9 : 
 
Il tipo associato a un TriplesBlock è l’AND di tutti i TR ognuno dei quali è il tipo di una tri-
pla che compone il TriplesBlock. La regola viene applicata solo se il ragionatore OWL non è 
in grado di dedurre che tali TR hanno a due a due intersezione vuota. Questo evidenzia 
l’approccio ottimistico utilizzato in queste regole: il predicato è vero se non riusciamo a dimo-






F)  ∀ ∈ {1,… , }		p;, kj ⊢ 	 km
< ∶ kh<∀, µ ∈ {1, … , }		p;. ó ⊬,ëì g]4kh< , kh*5:= :	ûp;, g, kj ⊢ª« 	 km
=‘. ’ … ‘. ’	km
@ ∶ g]4kh=, g](… , g](kh@Ì=, kh@)… )5	
Nel caso contrario, in cui ∃(, µ). p;. ó ⊢,ëì g]4kh< , kh*5:= :	û verrà invece sollevato un er-
rore di tipo ottimistico: (k3m
km
Fp)  ∀ ∈ {1,… , }		p;, kj ⊢ 	 km
< ∶ kh<∃, µ ∈ {1,… , }		p;. ó ⊢,ëì g]4kh< , kh*5:= :	ûp;, g, kj ⊢ª« 	 km





Il tipo associato alla concatenazione di due GraphPattern o di un GraphPattern e un Group-
GraphPattern è un tipo relazione dato dall’AND dei due tipi relazione ottenuti dalla valuta-
zione separata dei due elementi sullo stesso ambiente. Anche in questo caso osserviamo 
l’approccio ottimistico: la regola viene applicata se il ragionatore OWL non è in grado di di-
mostrare che l’AND dei due tipi relazione è vuoto, ovvero che i due tipi sono incompatibili. (k3m
j	_)  
p;, g, kj ⊢ª« 	 jmℎ	
=: kh=	p;, g, kj ⊢ª« 	 jmℎ	
C: khCp;. ó ⊬,ëì g](kh=, khC): = :	ûp;, g, kj ⊢ª« jmℎ	
=	jmℎ	
C ∶ g](kh=, khC) 
 (k3m
j	_p)  p;, g, kj ⊢ª« 	 jmℎ	
=: kh=	p;, g, kj ⊢ª« 	 jmℎ	







p;, g, kj ⊢ª« 	jmℎ	
 ∶ kh=	p;, g, kj ⊢ªª« 	jmjmℎ	
: khCp;. ó ⊬,ëì g](kh=, khC): = :	ûp;, g, kj ⊢ª« jmℎ	
		jmjmℎ	
 ∶ g](kh=, khC) 
 (k3m
j	jj	p)  
p;, g, kj ⊢ª« 	jmℎ	
: kh=	p;, g, kj ⊢ª« 	jmjmℎ	







Il tipo associato all’unione di due GroupGraphPattern è un tipo relazione dato dall’unione dei 
due tipi relazione ottenuti dalla valutazione separata dei due GroupGraphPattern sullo stesso 
ambiente. (k3m
j	_)  
p;,g, kj ⊢ªª« jmjmℎ	
=: kh=p;, g, kj ⊢ªª« jmjmℎ	
C: khCp;, g, kj ⊢ª« jmjmℎ	
=‘º’	jmjmℎ	
C‘. ’? ∶ çgeog(kh=, khC) 
 
Il tipo associato a un GraphPattern con una clausola OPTIONAL è un tipo relazione dato 
dalla giunzione esterna sinistra dei due tipi relazione ottenuti dalla valutazione separata del 
GraphPattern e del GroupGraphPattern opzionale, valutati sullo stesso ambiente. Anche in 
questo caso osserviamo l’approccio ottimistico: la regola viene applicata se il ragionatore OWL 
non è in grado di dimostrare che l’OPT dei due tipi relazione è vuoto. (k3m
j	_m)  p;, g, kj ⊢ª« jmℎ	
: kh=p;,g, kj ⊢ªª« jmjmℎ	
: khC	p;. ó ⊬,ëì o	k(kh=, khC): = :	ûp;,g, kj ⊢ª« jmℎ	
	‘Îº¥’	jmjmℎ	
‘. ’? :	o	k(kh=, khC) 
 (k3m
j	_mp)  
p;, g, kj ⊢ª« jmℎ	
: kh=p;,g, kj ⊢ªª« jmjmℎ	
: khC	p;. ó ⊢,ëì o	k(kh=, khC): = :	ûp;, g, kj ⊢ª« jmℎ	
	‘Îº¥’	jmjmℎ	




Il tipo associato a un GraphPattern con una clausola MINUS è il tipo relazione del GraphPat-
tern stesso. La regola viene applicata se il ragionatore OWL non è in grado di dimostrare che 
l’AND dei tipi relazione del GraphPattern e del GroupGraphPattern valutati sullo stesso am-
biente è vuoto. (k3m
j	_)  p;, g, kj ⊢ª« jmℎ	
: kh=p;,g, kj ⊢ªª« jmjmℎ	
: khC	p;. ó ⊬,ëì g](kh=, khC): = :	ûp;, g, kj ⊢ª« jmℎ	
		‘¤º’	jmjmℎ	
‘. ’? : kh=	 
 (k3m
j	_p)  
p;, g, kj ⊢ª« jmℎ	
: kh=p;,g, kj ⊢ªª« jmjmℎ	
: khC	p;. ó ⊢,ëì g](kh=, khC): = :	ûp;, g, kj ⊢ª« jmℎ	
		‘¤º’	jmjmℎ	





Le seguenti regole riguardano l'esecuzione di un GraphPattern seguita dall’esecuzione di un 
GroupGraphPattern su un grafo diverso da quello di default. Nella prima e seconda regola il 
GroupGraphPattern viene eseguito su un unico grafo, mentre la terza regola permette di stabi-
lire il tipo del risultato dell'esecuzione di un GroupGraphPattern su un insieme finito di tipi 
grafo.  
In dettaglio nella prima regola si estrae il tipo nodo della Iri che rappresenta il riferimento al 
grafo nominato dal risultato della valutazione del GraphPattern, poi si cerca di dedurre che 
questo tipo nodo è un sottotipo di un particolare tipo nodo che rappresenta i riferimenti a 
grafi e se questo è possibile allora il GroupGraphPattern viene analizzato sul grafo riferito dalla 
Iri. 
Il tipo risultante è una relazione data dall’AND del tipo relazione del graph pattern e del tipo 
relazione del GroupGraphPattern. (k3m
j	_mℎe)  
p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊢,ëì kg <: jmℎ(kj′)p;,g, kj′ ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
‘. ’? : g](kh=, khC) 
Se invece il ragionatore OWL non riesce a dedurre che TN è un sottotipo di Graph(TG') allo-
ra si applica la seguente regola che deduce il tipo generico per il grafo su cui si va a valutare il 
GroupGraphPattern. (k3m
j	_mℎ3e)  
p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊬,ëì kg <: jmℎ(kj′)p;,g, k_ehe ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
‘. ’? : g](kh=, khC)	
L’introduzione di questa regola generica è dovuta al fatto che la semantica del W3C prevede 
esplicitamente la possibilità di accedere a un grafo che non esiste e quindi non c’è la necessità 
di sollevare un errore ma ci limitiamo a fare il type checking senza ipotesi sul grafo. 
Nella regola k3m
j	_mℎl si estrae il tipo nodo della variabile dal risultato della valuta-
zione del GraphPattern, poi si cerca di dedurre che questo tipo nodo è un sottotipo di un par-
ticolare tipo nodo che rappresenta l’unione dei riferimenti a grafi, e se questo è possibile allora 
il GroupGraphPattern viene eseguito su ogni grafo riferito dalla variabile. 
Il tipo risultante è una relazione data dalla giunzione del tipo relazione del graph pattern e 
quello del GroupGraphPattern. Notiamo che se la variabile non rappresenta un insieme di ri-





p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊢,ëì kg <:∪<∈Ñ jmℎ(kj<)p;, g,∪<∈Ñ kj< ⊢ªª« jmjmℎ	
: khCp;,g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
‘. ’? :g](kh=, khC)
 
Se invece il ragionatore OWL non riesce a fare la deduzione allora verrà sollevato un errore 
pessimistico. (k3m
j	_mℎlp)  
p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊬,ëì kg <:∪<∈Ñ jmℎ(kj<)p;,g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
‘. ’? :p( 
, ) 	
 
Nel caso in cui la variabile non abbia bindings allora SPAQRL 1.1 procede alla valutazione as-
segnando a tale variabile tutti i riferimenti ai named graphs appartenenti al dataset. Nel tipo 
relazione che rappresenta il risultato è incluso anche il tipo atomico che assegna alla variabile il 
tipo nodo unione formato dall’unione di tutti i jmℎ(kj<) ricavati dall’ambiente. (k3m
j	_mℎl2)		
p;, g, kj ⊢ª« jmℎ	
: kh=l ∉ (kh=)g = {e=} ∪ …∪ {e@}∀ ∈ {1, … , }			e<: jmℎ(kj<) ∈ p;. gjp;, g,∪<∈{=,…,@} kj< ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
	‘. ’	? :g] Lkh=, g]4¿l: 1 ∪<∈{=,…,@} jmℎ(kj<)À, khC5O
	
 
La valutazione dei graph pattern con clausola SERVICE senza l’opzione SILENT è analoga al 
caso con GRAPH. (k3m
j	_se;
e)  
p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊢,ëì kg <: f
;
(g=, kj=)p;, g=, kj= ⊢ªª« jmjmℎ	
: khCp;,g, kj ⊢ª« 	jmℎ	
	‘¬º’	e	jmjmℎ	
‘. ’? : g](kh=, khC) 
Nel caso in cui p;. ó ⊬,ëì kg <: f
;






p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊬,ëì kg <: f
;
(g=, kj=)p;, g, kj ⊢ª« 	jmℎ	
	‘¬º’	‘º’? e	jmjmℎ	
‘. ’? :p( 
, )  	(k3m
j	_se;
l)  
p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊢,ëì kg <:∪<∈Ñ f
;
(g< , kj<)g′ =	∪<∈Ñ g<kj′ =	∪<∈Ñ kj<p;, g′, kj′ ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
	‘¬º’	l	jmjmℎ	
‘. ’? :g](kh=, khC)
	




p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊬,ëì kg <:∪<∈Ñ f
;
(g< , kj<)p;, g, kj ⊢ª« 	jmℎ	
	‘¬º’	‘º’? 	l	jmjmℎ	
‘. ’? :p( 
, ) 	
Introduciamo adesso le regole in caso di opzione SILENT. Possiamo osservare che il risultato 
è l’OPT dei due tipi relazione in quanto l’opzione SILENT fa si che la giunzione sia opzionale 




p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊢,ëì kg <: f
;
(g=, kj=)p;, g=, kj= ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
	‘¬º’	‘º’	e	jmjmℎ	







p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊢,ëì kg <:∪<∈Ñ f
;
(g< , kj<)g′ =	∪<∈Ñ g<kj′ =	∪<∈Ñ kj<p;, g′, kj′ ⊢ªª« jmjmℎ	






Osserviamo che per il caso SILENT avremmo potuto prevedere una regola più permissiva nel 
caso in cui l ∉ (kh=), analoga al caso GRAPH, ma ci sarebbe la difficoltà di non sapere 
su quale g effettuare il type checking del GroupGraphPattern, per questo motivo preferiamo 
ignorare l’eventuale presenza dell’opzione SILENT (vedi regola k3m
j	_se;
lp). 
Il risultato della valutazione di un graph pattern con clausola BIND è un tipo relazione dato 
dal prodotto relazionale del tipo relazione del GraphPattern e del tipo relazione atomico che 
associa alla variabile il tipo nodo con indicatore di occorrenza ottenuto dalla valutazione 
dell’espressione sullo stesso ambiente e sulla relazione ottenuta dalla valutazione del GraphPat-
tern. La regola non viene applicata se la variabile fa parte del dominio del GraphPattern. 	(k3m
j	_)  
p;,g, kj ⊢ª« jmℎ	
: khl ∉ (kh)p;, g, kj, kh ⊢Á1 p$m
: ýkgp;, g, kj ⊢ª« jmℎ	
	‘Ûº¦’	‘(’	p$m
	‘¥’	l	‘)’	‘. ’? : kh × 9l: ýkg:	
Se la variabile appartiene al dominio di TR viene invece applicata la seguente regola che gene-
ra un errore pessimistico coerentemente alla semantica del linguaggio. (k3m
j	_p)  
p;,g, kj ⊢ª« jmℎ	
: khl ∈ (kh)p;,g, kj ⊢ª« jmℎ	
	‘Ûº¦’	‘(’	p$m
	‘¥’	l	‘)’	‘. ’? : p( 
, )	
 
Il risultato della valutazione di un graph pattern con clausola VALUES è un tipo relazione da-
to dalla giunzione del tipo relazione del graph pattern e quello del data block. La regola viene 




p;, g, kj ⊢ª« jmℎ	
: kh=p; ⊢X­ ]F: khCp;. ó ⊬,ëì g](kh=, khC): = :	ûp;, g, kj ⊢ª« jmℎ	
	‘¬¥’	]F	‘. ’? : g](kh=, khC)	




p;, g, kj ⊢ª« jmℎ	
: kh=p; ⊢X­ ]F: khCp;. ó ⊢,ëì g](kh=, khC): = :	ûp;, g, kj ⊢ª« jmℎ	






5.9.17 Regole Constraint 
Le regole per il Constraint restituiscono un tipo nodo booleano se e solo se il Constraint, sia 
esso un’espressione o una funzione, ha tale tipo. 	(k3m
) 	p;, g, kj, kh ⊢Á1 p$m
 ∶ 1o k3m
()p;, g, kj, kh ⊢, 	‘(’	p$m
	‘)’: o k3m
()	
Nel caso in cui la valutazione dell’espressione non restituisca un booleano obbligatorio allora 
viene generato un errore pessimistico.  (k3m
p) 	p;, g, kj, kh ⊢Á1 p$m
 ∶ ýkg(ý =	? ) ∨ 4kg ≠ o k3m




p;, g, kj, kh ⊢­Ñ e ∶ o k3m
()p;, g, kj, kh ⊢, 	e ∶ o k3m
()	
In questo lavoro abbiamo preso in considerazione solo built-in calls che restituiscono un valo-
re booleano quindi per questa regola non esiste la corrispettiva regola di generazione di errore. 
 
(k3m
i)  p;, g, kj, kh ⊢Ü i ∶ o k3m
()p;, g, kj, kh ⊢, 	i ∶ o k3m
()	
Se la valutazione dell’espressione non restituisce un booleano allora viene generato un errore 
pessimistico.  (k3m
ip)  
p;, g, kj, kh ⊢Ü i ∶ kgkg ≠ o k3m
()p;, g, kj, kh ⊢, 	i ∶ p( 
,)	
 
5.9.18 Regole FunctionCall 
Le regole di tipizzazione per le function calls restituiscono un tipo nodo che corrisponde al ti-
po del risultato restituito dalla funzione stessa. Nel caso in cui la function call non abbia pa-
rametri di input si applica la prima regola che recupera direttamente il tipo del risultato 
dall’ambiente Env. Se invece la funzione ha dei parametri di input, allora si applica la terza re-
gola la quale calcola il tipo di ogni argomento e se il ragionatore è in grado di dimostrare che 
ogni tipo calcolato è un sottotipo del tipo predefinito per quell’argomento allora si restituisce 
il tipo del risultato recuperato dall’ambiente. 
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Associate a tali regole abbiamo le rispettive regole di errore pessimistico che vengono sollevate 
se la Iri non rappresenta una funzione nota all’ambiente oppure se il ragionatore non riesce a 
dimostrare la compatibilità dei tipi degli argomenti con quelli previsti dall’ambiente. (k3m
i)  









e ∈ (p;. ik)∀ ∈ #1, … , '    p;, g, kj, kh ⊢Á1 p$m
<: 1kg<D∀ ∈ #1, … , '    p;. ó ⊢,ëì kg<D <: kg<p;. ik(e): kg= × … × kg@ → kgp;, g, kj, kh ⊢Ü  e  ‘(’ p$m
=‘, ’. . . ‘, ’ p$m




e ∉ (p;. ik)p;, g, kj, kh ⊢Ü  e‘(’ p$m
=‘, ’. . . ‘, ’ p$m





e ∈ (p;. ik)∀ ∈ #1, . . . , '     p;, g, kj, kh ⊢Á1 p$m
<: 1kg<D∃ ∈ #1, … , '    p;. ó ⊬,ëì kg<D <: kg<p;. ik(e): kg= × … × kg@ → kgp;, g, kj, kh ⊢Ü  e  ‘(’ p$m
=‘, ’. . . ‘, ’ p$m
@‘)’ ∶ p( 
, )  
 
5.9.19 Regole VarOrGTerm 
Data una variabile e un tipo relazione TR, la regola k3m
l restituisce il tipo nodo e 
l’indicatore di occorrenza associati alla variabile in TR. Se la variabile non appartiene al domi-
nio di TR la regola non può essere applicata e viene generato un errore pessimistico. 
(k3m
l)  





l ∉ (kh)p;, kh ⊢ l ∶ p( 
, ) 
 
Dati un’Iri e un tipo relazione TR, la regola k3m
e restituisce l’intersezione del tipo nodo as-
sociato alla Iri in TR, del tipo nodo della Iri dedotto dal ragionatore OWL, e del tipo nodo 
specifico Exactly(Iri) se e solo se il ragionatore non è in grado di dimostrare che questi tre tipi 
sono incompatibili. L’indicatore di occorrenza del risultato è 1 poiché Iri è una costante. Se 




kh9e:: 1kg=p; ⊢^8_1 e: kgCp;. ó ⊬,ëì p$3(e) ∩ kg= ∩ kgC: =: ûp;, kh ⊢ e ∶ 1(p$3(e) ∩ kg= ∩ kgC) 
(k3m
ep)  
kh9e:: 1kg=p; ⊢^8_1 e: kgCp;. ó ⊢,ëì p$3(e) ∩ kg= ∩ kgC: =: ûp;, kh ⊢ e ∶ p(

;, )  
 
Dati un RDFLiteral e un tipo relazione TR, la regola k3m
 restituisce il tipo nodo e 
l’indicatore di occorrenza associati al literal in TR. L’indicatore di occorrenza del risultato è 1 
poiché i literals sono costanti. La regola k3m
g per il blank nodes è analoga. 
(k3m
)  
kh9:: 1kgp;, kh ⊢  ∶ 1kg 
(k3m
g)  
kh9:: 1kgp;, kh ⊢ : 1kg 
 
Le regole ;_$, dato un insieme di assiomi restituiscono il tipo nodo del ;ojk
 in og-
getto ricavato dalle asserzioni di tipo presenti in AX. Tali assiomi fanno asserzioni solamente 
sulle Iri (CLASSASSERTION(IriClasse,IriIndividuo)) quindi se la regola è applicata a una varia-
bile o un RDFLiteral oppure un blank node, verrà restituito il tipo nodo generico. In caso di 
Iri invece viene restituito il tipo nodo intersezione dei vari tipi specificati per tale Iri in AX. 
(k3m
ó_;) 















(e, p;. ó)p; ⊢^8_1 e:∩∈ o k3m
() 
 
5.9.20 Regole Expression 
Le valutazioni delle espressioni vengono effettuate a partire da un ambiente contenente un in-
sieme di riferimenti a grafi nominati, da un grafo di default e da un multinsieme, che hanno 
tipo rispettivamente N, TG e TR, e restituiscono un tipo nodo con indicatore di occorrenza. 
Se l’espressione è una semplice variabile, allora la valutazione restituisce il tipo della variabile 




p;, kh ⊢ l: ýkgp;, g, kj, kh ⊢Á1 l ∶ ýkg 
(k3m
p$m_)  
p;, kh ⊢  ∶ 1kgp;, g, kj, kh ⊢Á1  ∶ 1kg 
 
Se l’espressione è una built-in call allora la regola da applicare restituisce il tipo nodo calcolato 
dalla valutazione specifica BIC sullo stesso ambiente. L’indicatore di occorrenza del risultato è 
1 poiché la se la valutazione BIC va a buon fine allora il tipo restituito è obbligatorio. 
(k3m
p$m_e)  
p;, g, kj, kh ⊢­Ñ e ∶ kgp;, g, kj, kh ⊢Á1 e ∶ 1kg 
 
Se l’espressione è una generica operazione con uno o più operandi allora la regola valuta ogni 
singolo operando sullo stesso ambiente, e se i tipi nodo ottenuti sono dimostrabilmente sotto-
tipi dei tipi nodo di default per gli operandi allora si recupera dall’ambiente il tipo nodo del ri-
sultato dell’operatore e si restituisce come risultato. Insieme a tale tipo viene restituito anche 
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l’indicatore di occorrenza 1 in quanto se le valutazioni degli operandi vanno tutte a buon fine 
allora il tipo restituito è obbligatorio. (k3m
p$m_om)  
∀ ∈ #1, … , '         p;, g, kj, kh ⊢Á1 p$m
<: 1kg<Dom<Ý ∈ (p;. ik)p;. ik4om<Ý5: kg= × … × kg@ →  kg@B=∀ ∈ #1, . . . , '         p;. ó ⊢,ëì kg<D <: kg<p;, g, kj, kh ⊢Á1 om<Ý (p$m
=, … , p$m
@): 1kg@B= 
Nel caso in cui l’operatore sia sconosciuto all’ambiente oppure il ragionatore non riesca a di-
mostrare la compatibilità dei tipi degli operandi con i tipi previsti dall’ambiente allora si appli-
cano le seguenti regole che generano un errore pessimistico. 
(k3m
p$m_omp1)  
∀ ∈ #1, … , '         p;, g, kj, kh ⊢Á1 p$m
<: 1kg<Dom<Ý ∈ (p;. ik)p;. ik4om<Ý5: kg= × … × kg@ →  kg@B=∃ ∈ #1, . . . , '         p;. ó ⊬,ëì kg<D <: kg<p;, g, kj, kh ⊢Á1 om<Ý (p$m





∀ ∈ #1, . . . , '          p;, g, kj, kh ⊢Á1 p$m
<: 1kg<Dom<Ý ∉ (p;. ik)p;, g, kj, kh ⊢Á1 om<Ý (p$m




5.9.21 Regole BuiltInCall 
Le built-in calls considerate in questo lavoro restituiscono tutte un valore booleano, ma in ge-
nerale non è così. Ricordiamo che abbiamo assunto che i valori booleani facciano parte dei jk
s. 
Le valutazioni delle built-in calls sono tutte analoghe. Essenzialmente si valutano i parametri e 
se le valutazioni vanno a buon fine allora il tipo restituito è un booleano. In caso contrario 
viene applicata la corrispettiva regola che genera un errore pessimistico. 
Fa eccezione la regola k3m
e_ che non necessita di alcuna premessa in quanto la fun-




p;, g, kj, kh ⊢Á1 p$m
=: 1o k3m
(h]i
)p;, g, kj, kh ⊢Á1 p$m
C: 1o k3m
(h]i









p;, g, kj, kh ⊢Á1 p$m
=: ýkgp;, g, kj, kh ⊢­Ñ ‘¥Ï¤¥¨’ ‘(’ p$m
=‘, ’ p$m
C‘)’: p( 
, )  
(k3m
e_p2)  
p;, g, kj, kh ⊢Á1 p$m
C: ýkgp;, g, kj, kh ⊢­Ñ ‘¥Ï¤¥¨’ ‘(’ p$m
=‘, ’ p$m
C‘)’: p( 




p;, g, kj, kh ⊢Á1 p$m
=: 1kg=p;, g, kj, kh ⊢Á1 p$m







p;, g, kj, kh ⊢Á1 p$m
=: ? kgp;, g, kj, kh ⊢­Ñ ‘Þßàááâà’ ‘(’ p$m
=‘, ’ p$m
C‘)’: p( 




p;, g, kj, kh ⊢Á1 p$m
C: ? kgp;, g, kj, kh ⊢­Ñ ‘Þßàááâà’ ‘(’ p$m
=‘, ’ p$m
C‘)’: p( 
, )  
(k3m
e_)  
p;, g, kj, kh ⊢Á1 p$m





p;, g, kj, kh ⊢Á1 p$m






p;, g, kj, kh ⊢Á1 p$m





p;, g, kj, kh ⊢Á1 p$m








p;, g, kj, kh ⊢Á1 p$m





p;, g, kj, kh ⊢Á1 p$m







p;, g, kj ⊢ªª« jmjmℎ	







p;, g, kj ⊢ªª« jmjmℎ	











Capitolo 6  
PROPRIET DI 
SOUNDNESS 
L'obiettivo del nostro sistema dei tipi è garantire che l'esecuzione di una query generi risultati 
ben tipizzati. Il sistema si occupa di inferire le frasi di una query e rilevare eventuali inconsi-
stenze di tipo. Sono considerate corrette tutte le query che non presentano queste inconsisten-
ze. 
La correttezza dei tipi inferiti viene espressa mediante un insieme di proprietà che hanno la se-
guente struttura. Sia Γ un tipo di ambiente,  un ambiente,  una query e k un tipo, allora: Γ ⊢ : k ⇒ ∀ ∈ Γ.  ∈ k 
Questo schema di proprietà assume, per i diversi giudizi presentati, le forme che andiamo 
adesso a esporre. 
Soundness SelectQuery 
p;, g, kj ⊢6 f


3: kh ⇒ ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . f


3,,6 ⊆¼78 khõ,ñ,8  
Soundness SelectClause 
p;, kh ⊢6 f

se: khD ⇒  ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8  . f

se6 ⊆¼78 kh′õ,ñ,8  
Soundness ConstructQuery 
p;, g, kj ⊢ 
3: kj ⇒ ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . 
3,, ∈ kjõ,ñ8Ð  
Soundness DatasetClause 
p; ⊢X ]
se: (g, kj) ⇒  
∀æ, é,  ∈ ℳ(p;) . ]
seX . gf = g@- ∧ ]
seX . jf ∈ kjõ,ñ8Ð   
Soundness WhereClause 
p;, g, kj ⊢ ℎ

se: kh ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . ℎ





Soundness ValuesClause p; ⊢ l
se: kh ⇒  ∀æ, é,  ∈ ℳ(p;). l
se ⊆¼78 khõ,ñ,8   
Soundness DataBlock 
p; ⊢X­ ]F: kh ⇒  ∀æ, é,  ∈ ℳ(p;) . ]FX­ ⊆¼78 khõ,ñ,8   
Soundness DataBlockValue 
p; ⊢X­ ]Fl
: kg ⇒  ∀æ, é,  ∈ ℳ(p;) . ]Fl
X­ ∈ kgõ,ñ,8@   
Soundness GroupGraphPattern 
p;, g, kj ⊢ªª« jmjmℎ	
: kh ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . jmjmℎ	
,,ªª« ⊆¼78 khõ,ñ,8   
Soundness Triple 
p;, kj ⊢ km
: kh ⇒   
∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð  . km
 ⊆¼78 khõ,ñ,8   
Soundness GraphPattern 
p;, g, kj ⊢ª« jmℎ	
: kh ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . jmℎ	
,,ª« ⊆¼78 khõ,ñ,8   
Soundness Constraint 
p;, g, kj, kh ⊢, : o k3m
() ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .  ,,,V, ∈ o k3m
()õ,ñ,8@   
Soundness FunctionCall  
p;, g, kj, kh ⊢Ü i: kg ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .  i,,,VÜ ∈ kgõ,ñ,8@   
Soundness ConstructTriples 
p;, kh ⊢ km
: kj ⇒  
∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8  . km
 ∈ kjõ,ñ8Ð   
Soundness TripleC  
p;, kh ⊢ km
: kj ⇒  
∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8  . km
 ∈ kjõ,ñ8Ð   
Soundness PathExpr 
p;, kj ⊢«Á 	ℎp$m: (kg=, kgC) ⇒  ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð  . 	ℎp$m«Á ⊆¼78 (kg=õ,ñ,8@ × kgCõ,ñ,8@ )  
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Soundness Nodes p;, kj ⊢W,+7¼: kg ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð  , ∀(=, C,  ) ∈ . 4= ∈ kgõ,ñ,8@ 5 ∨ 4  ∈ kgõ,ñ,8@ 5  
Soundness NegatedPropertySet 








W«6 ⊆¼78 (kg=õ,ñ,8@ × kgCõ,ñ,8@ )  
Soundness VarOrGTerm p;, kh ⊢lk lojk
: ýkg ⇒  ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8  , ∀ ∈ (Ω) . 9lojk
: ∈ kgõ,ñ,8@   
 p; ⊢^8_1 e: kg ⇒  ∀æ, é,  ∈ ℳ(p;). e ∈ kgõ,ñ,8@   
 p; ⊢^8_1 l: kg_gø ⇒ 
  
 p; ⊢^8_1 : kg_gø ⇒ 
  
 p; ⊢^8_1 : kg_gø ⇒ 
   
Soundness Expression 
p;, g, kj, kh ⊢Á1 p$m
: ýkg ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .  p$m
,,,VÁ1 ∈ kgõ,ñ,8@   
Soundness BuiltInCall 
p;, g, kj, kh ⊢­Ñ e: kg ⇒  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .  e,,,V­Ñ ∈ kgõ,ñ,8@   
 
Nella definizione delle regole di inferenza abbiamo utilizzato predicati OWL. Nelle dimostra-
zioni delle proprietà di soundness assumiamo che il ragionatore OWL garantisca le seguenti 
proprietà: 
Soundness TN1<:TN2  p;. ó ⊢ kg= <: kgC ⇒  ∀æ, é,  ∈ ℳ(p;). kg=õ,ñ,8@ ∈ kgCõ,ñ,8@   
Soundness TN1:=:TN2  p;. ó ⊢ kg=: =: kgC ⇒  ∀æ, é,  ∈ ℳ(p;). kg=õ,ñ,8@ = kgCõ,ñ,8@   
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Soundness TR:=: û  p;. ó ⊢ kg:=: û ⇒  ∀æ, é,  ∈ ℳ(p;). kgõ,ñ,8@ = ûõ,ñ,8@   
Soundness TR:=: û  
p;. ó ⊢ kh: =: û ⇒  ∀æ, é,  ∈ ℳ(p;). khõ,ñ,8 = ûõ,ñ,8   
Come già spiegato le corrispondenti asserzioni negative hanno semantica banale, ad esempio: 
p;. ó ⊬ kg= <: kgC ⇒ 
  
 
6.1 Lemmi e propriet 
Introduciamo adesso lemmi e proprietà che saranno utilizzati nelle dimostrazione delle pro-
prietà di soundness (sezione 6.2). 
6.1.1 Lemma Union sui Soprainsiemi 
Siano A, B, C e D degli insiemi. Allora vale la seguente proprietà: 
∀, , , ] . ( × ) ∪ ( × ]) ⊆ ( ∪ ) × ( ∪ ]) 
Dimostrazione. ($, 3) ∈ ( × ) ∪ ( × ])  ⇒ ($ ∈  ∧ 3 ∈ ) ∨ ($ ∈  ∧ 3 ∈ ])  ⇒ ($ ∈  ∪ ) ∧ (3 ∈  ∪ ])  ⇒ ($, 3) ∈ ( ∪ ) × ( ∪ ])  
□ 









Osserviamo che la stessa proprietà vale anche sui multinsiemi, ed è espressa nel seguente mo-
do. Siano A, B, C e D dei multinsiemi, allora: 
∀, , , ] . ( × ) ∪ ( × ]) ⊆¼78 ( ∪ ) × ( ∪ ]) 
Dimostrazione. ($, 3) ∈ (( × ) ∪ ( × ]))  ⇒ ($ ∈ () ∧ 3 ∈ ()) ∨ ($ ∈ () ∧ 3 ∈ (]))   




Figura 8. Interpretazione grafica della proprietà sui soprainsiemi. 





⇒ $ ∈ 4() ∪ ()5 ∧ 3 ∈ (() ∪ (]))  ⇒ $ ∈ ( ∪ ) ∧ 3 ∈ ( ∪ ])  ⇒ ($, 3) ∈ ( ∪ ) × ( ∪ ])  ⇒ ($, 3) ∈ ( ∪ ) × ( ∪ ])  □ 
 
6.1.2 Propriet della funzione BlankRename 
La funzione Fh

 è stata definita in modo informale nella sezione 4.2.3 dove si dice 
che è una funzione iniettiva che rinomina gli eventuali blank nodes presenti nel TripleC in 
parallelo. Tale ridenominazione è funzione, oltre che del blank node che appare nel TripleC, 
anche della singola istanza di ogni mapping del solution multiset. 
In dettaglio la funzione che abbiamo utilizzato prende in input tre parametri: un termine del 
grafo, un mapping e un identificatore di istanza e, ovviamente, restituisce un termine del gra-
fo. Tale termine sarà uguale a se stesso se è un RDFLiteral oppure una IriRef, altrimenti se si 
tratta di un blank node, il termine restituito sarà un blank node con etichetta diversa da quella 
del nodo di input e anche da quella di ogni altro blank node già esistente. Solo blank nodes 
generati a partire dalla stessa tripla (nodo, mapping, id) avranno la stessa etichetta.  
Quindi per costruzione la funzione Fh

 gode della seguente proprietà. 
Sia  un termine del grafo, æ la funzione di tipizzazione universale,  un generico mapping 
appartenente al solution multiset e $ una Iri appartenente al dominio di æ; allora abbiamo che: 
 ∈ æ($)  ⇒ Fh

(9:, , )  ∈ æ($)  
Ovvero la ridenominazione non modifica l’appartenenza di un nodo a un certo tipo. 
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6.2 Dimostrazioni delle propriet di soundness 
6.2.1 SelectQuery 






se ∶ (g, kj)p;, g, kj ⊢ 	ℎ

se ∶ kh=p;, kh= ⊢6 f




















se,,6 ⊆ khCõ,ñ,8 		
Ovvero che: ∀æ, é,  ∈ ℳ(p;)	, ∀ = g@-, ∀ ∈ kjõ,ñ8Ð .	
 4let	(, ) = ]
se	X	






se65 ⊆¼78 khCõ,ñ,8 	
Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;)	. 4]
seX. gf = g@-5 ∧	
   4]
seX . jf ∈ kjõ,ñ8Ð 5 
(2) ∀æ,é,  ∈ ℳ(p;), ∀D = g@-, ∀D ∈ kjõ,ñ8Ð 		. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(3) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh=õ,ñ,8 .		f

se6 ⊆¼78 khCõ,ñ,8  
Istanziando le variabili di (2) in questo modo ′ =  e D = 	otteniamo:  = g@- 	 ∈ kjõ,ñ8Ð  Ω = ℎ

se,,	 ⊆¼78 kh=õ,ñ,8   













se ∶ p($, 1.)		
Dimostrazione. 
La variabile $ può assumere due valori: 

; nel caso di tipizzazione ottimistica, oppure  
 nel caso di tipizzazione pessimistica. In base a quanto detto nel capitolo 5.8 dobbiamo 
dimostrare solo il caso 

; ovvero che: 
139 
 







;, 1.) ⇒ 












se	91. ← ∅:,,6 		
Dalla premessa, che assumiamo vera, abbiamo che: ∀æ, é,  ∈ ℳ(p;). ]
seX = ]
se9 ← ∅:6		






 = 4let		(, ) = ]
seX	






se65 =		 = 4let		(, ) = ]
se9 ← ∅:X 		 	 let		Ω = ℎ








se	91. ← ∅:,,6 	
Come volevamo dimostrare. □ 
Le dimostrazioni per le altre regole di propagazione dell’errore sono analoghe alla precedente e 







se ∶ (g, kj)p;, g, kj ⊢ 	ℎ












se ∶ (g, kj)p;, g, kj ⊢ 	ℎ

se ∶ kh=p;, kh= ⊢6 f

















se ∶ (g, kj)p;, g, kj ⊢ 	ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): =: ûkh  = g](kh=, khC)p;, kh  ⊢6 f















se: kh' ⇒ 







se,,6 ⊆¼78 kh'õ,ñ,8 		
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 
 4let	(, ) = ]
se	X	







se65 ⊆¼78 kh'õ,ñ,8 	
Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;)	. 4]
seX. gf = g@-5 ∧	
     4]
seX . jf ∈ kjõ,ñ8Ð 5 
(2) ∀æ,é,  ∈ ℳ(p;)	, ∀D = g@-, ∀D ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(3) ∀æ,é,  ∈ ℳ(p;)	. l
se ⊆¼78 khCõ,ñ,8  
(6) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh õ,ñ,8 .		f

se6 ⊆¼78 kh'õ,ñ,8  
Istanziando le variabili di (2) in questo modo: ′ =  e D = 	 otteniamo:  = g@-	 ∈ kjõ,ñ8Ð 	ℎ

se,,	 ⊆¼78 kh=õ,ñ,8  
Applichiamo il LEMMA AND: ℎ

se,,	 ⊆¼78 kh=õ,ñ,8 	∧ l




se5 ⊆¼78 g](kh=, khC)õ,ñ,8  
che per le definizioni sopra date, equivale a Ω ⊆¼78 kh õ,ñ,8 . 
Infine dalla (6) ho f












se ∶ (g, kj)p;, g, kj ⊢  ℎ

se ∶ kh=p; ⊢ l



































se9 ← ∅:,,6  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . 
 4let (, ) = ]
se X 




 return  f

se65 =  4let (, ) = ]
se X  let  Ω = 4ℎ

se, ⋈ l
se5  return  ∅) 
Dalle premesse abbiamo che:  
(1) ∀æ, é,  ∈ ℳ(p;) . 4]
seX. gf = g@-5 ∧ 
     4]
seX . jf ∈ kjõ,ñ8Ð 5 
(2) ∀æ, é,  ∈ ℳ(p;) , ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(3) ∀æ, é,  ∈ ℳ(p;) . l
se ⊆¼78 khCõ,ñ,8  
Applichiamo il LEMMA AND: 
ℎ

se,,  ⊆¼78 kh=õ,ñ,8  ∧ l
se ⊆¼78 khCõ,ñ,8 ⇒  Ω = 4ℎ

se,, ⋈ l
se5 ⊆¼78 g](kh=, khC)õ,ñ,8  
La premessa (4) ci dice che p;. ó ⊢,ëì g](kh=, khC): = : û e quindi abbiamo che g](kh=, khC)õ,ñ,8 = ∅. Di conseguenza return f

se6 = return f

se∅6 = return ∅, che dimostra la tesi. □ 
Le dimostrazioni delle altre regole che generano errori ottimistici sono tutte analoghe a quella 
appena svolta, pertanto saranno tutte omesse.  
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p;, g, kj ⊢ 	ℎ

se ∶ kh=p;, kh= ⊢6 f











se: khC ⇒ 





se,,6 ⊆¼78 khCõ,ñ,8 		






se65 ⊆¼78 khCõ,ñ,8  
Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh=õ,ñ,8 .		f

se6 ⊆¼78 khCõ,ñ,8  
Quindi dalla premessa (1) abbiamo che Ω = ℎ

se,, ⊆¼78 kh=õ,ñ,8  e dalla pre-
messa (3) la tesi è dimostrata. □ 





p;, g, kj ⊢ 	ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = :	ûkh  = g](kh=, khC)p;, kh  ⊢6 f













se: kh' ⇒ 






se,,6 ⊆¼78 kh'õ,ñ,8 		
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 







se65 ⊆¼78 kh'õ,ñ,8 	
Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
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(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;)	. l
se ⊆¼78 khCõ,ñ,8  
(3) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh õ,ñ,8 .		f

se6 ⊆¼78 kh'õ,ñ,8  
Applichiamo il LEMMA AND in questo modo: ℎ

se,,	 ⊆¼78 kh=õ,ñ,8 	∧ l




se5 ⊆¼78 g](kh=, khC)õ,ñ,8  
che per le definizioni sopra date, equivale a dire Ω ⊆¼78 kh õ,ñ,8 . 
Infine dalla (4) ho:	f






p;, kh ⊢6 ‘’	‘ ∗ ’ ∶ kh	
Dimostrazione. 
Dimostriamo che: p;, kh ⊢6 ‘’	‘ ∗ ’ ∶ kh ⇒  
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 	.		‘’	‘ ∗ ’6 ⊆¼78 khõ,ñ,8  	







se)	p;, kh ⊢ l<: ý<kg< 															∀ ∈ {1, … , }p;, kh ⊢6 ‘’		l=, … , l@ ∶ 9l=: ý=kg=, … , l@: ý@kg@:	
Dimostrazione. 
Dimostriamo che: p;, kh ⊢6 ‘’		l=, … , l@: 9l=: ý=kg=, … , l@: ý@kg@: ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 	.		  
  ‘’		l=, … , l@6 ⊆¼78 9l=: ý=kg=, … , l@: ý@kg@:õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 	.		 
 [\M,…	,_(Ω) ⊆¼78 ×<0=..@ 9l<: ý<kg<:õ,ñ,8 	
Ricordiamo la definizione dell’operatore [\: [\M,…,_(Ω) = {[\M,…,_()|	 ∈ Ω}(	[\M,…,_() = ` 	[\N,…,_()																																																se	l= ∉ ]()9l= = (l=): 	+ +	[\N,…,_()					se	l= ∈ ]()		
dove  [\c() = 9	: 
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Bisogna quindi dimostrare che: ∀Ω ⊆¼78 khõ,ñ,8 	, ∀ ∈ (Ω)	, ∀ ∈ {1, . . . , }	. [\M,…,_() ∈ ×<0=..@ 9l<: ý<kg<:õ,ñ,8  
La premessa ci dice che: ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 	, ∀ ∈ (Ω). 9l<: ∈ kg<õ,ñ,8@  
ovvero che: (ý< = 1) 	⇒ 	9l<: ∈ kg<õ,ñ,8@ 	(ý< =	? ) 	⇒ (9l<: ∈ kg<õ,ñ,8@ ) 	∨ (	9l<: ↑) 
Procediamo con una dimostrazione per induzione. Il caso base è [\c() = 9	:. Assumiamo ora 
che per ipotesi valga la seguente inclusione: [\N,…,_() ∈ ×<0C..@ 9l<: ý<kg<:õ,ñ,8   
Allora il passo induttivo (da dimostrare) è: [\M,…,_() ∈ ×<0=..@ 9l<: ý<kg<:õ,ñ,8 . Abbiamo 
due casi: 
[1] l= ∈ ]() 
In questo caso abbiamo che [\M,…,_() = 9l= = (l=): 	+ +	[\N,…,_()	e an-
che che ý= = 1, quindi dalla premessa risulta che (l=) ∈ kg=õ,ñ,8@ 	
Di conseguenza abbiamo che: 9l= = (l=): 	+ +	[\N,…,_() ∈ ×<0=..@ 9l<: ý<kg<:õ,ñ,8 	
ovvero [\M,…,_() ∈ ×<0=..@ 9l<: ý<kg<:õ,ñ,8  dimostrando la tesi per questo pun-
to. 
[2] l= ∉ ]() 
In questo caso abbiamo che [\M,…,_() = 	[\N,…,_() e dalla premessa risulta 
che σ= =? quindi abbiamo che9l=:	? kg=:õ,ñ,8 = 9l=: 1kg=:õ,ñ,8 ∪ {9	:}.  
Di conseguenza [\M,…,_() ∈ ×<0C..@ 9l<: ý<kg<:õ,ñ,8  e ×<0C..@ 9l<: ý<kg<:õ,ñ,8 ⊆ ×<0=..@ 9l<: ý<kg<:õ,ñ,8  ovvero  [\M,…,_() ⊆ ×<0=..@ 9l<: ý<kg<:õ,ñ,8  dimostrando la tesi per questo secondo caso 






se ∶ (g, kj)p;,g, kj	 ⊢ 	ℎ

se ∶ khp;, kh ⊢ km










se ∶ kj′ ⇒ 





se,, ∈ kj′õ,ñ8Ð  
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 
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 4let	(, ) = ]
seX	





Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;). 4]
seX . gf = g@-5 ∧	
 4]
seX. jf ∈ kjõ,ñ8Ð 5 
(2) ∀æ,é,  ∈ ℳ(p;), ∀D = g@-, ∀D ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 khõ,ñ,8  
(3) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 .		km
	 ⊆ kj′õ,ñ8Ð  
La proprietà è dimostrata istanziando queste forme semantiche in modo analogo alla dimo-






se ∶ (g, kj)p;, g, kj	 ⊢ ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = :	ûkh  = g](kh=, khC)p;, kh  ⊢ km













se: kjD ⇒  







se,, ∈ kj′õ,ñ8Ð 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 
 4let	(, ) = ]
seX	






Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;)	. 4]
seX. gf = g@-5 ∧	
    4]
seX . jf ∈ kjõ,ñ8Ð 5	
(2) ∀æ,é,  ∈ ℳ(p;)	, ∀D = g@-, ∀D ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(3) ∀æ,é,  ∈ ℳ(p;)	. l
se ⊆¼78 khCõ,ñ,8  
(6) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh õ,ñ,8 .		km
	 ⊆ kj′õ,ñ8Ð  
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La proprietà è dimostrata istanziando queste forme semantiche in modo analogo alla dimo-





p;, g, kj 	⊢ 	ℎ

se ∶ khp;, kh ⊢ km





Si vuole dimostrare che: p;, g, kj ⊢ ‘’		‘{’	km
	‘}’	ℎ

se ∶ kj ⇒ 




se,, ∈ kjõ,ñ8Ð 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 





Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 khõ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 .		km
	 ⊆ kjõ,ñ8Ð  
La proprietà è dimostrata istanziando queste forme semantiche in modo analogo alla dimo-






p;, g, kj ⊢ 	ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = :	ûkh  = g](kh=, khC)p;, kh  ⊢ km










se: kj ⇒ 










∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 






Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;)	. l
se ⊆¼78 khCõ,ñ,8  
(3) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh õ,ñ,8 .		km
	 ⊆ kjõ,ñ8Ð  
La proprietà è dimostrata istanziando queste forme semantiche in modo analogo alla dimo-





p;, kh ⊢ 	: û	
Dimostrazione. 
Dimostriamo che: p;, kh ⊢ : û ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		. 
   ∈ ûõ,ñ8Ð 	





p;, 	kh ⊢ 	km
: kjp;, 	kh ⊢ 	km
: kj 
Dimostrazione. 
Dimostriamo che: p;, kh ⊢ km
: kj ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 	. 
  km
 ∈ kjõ,ñ8Ð 	
Ovvero che: p;, kh ⊢ km
: kj ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 	. 
  km
 ∈ kjõ,ñ8Ð  








p;, 	kh ⊢ 	km
: kj=p;, 	kh ⊢ 	km
: kjCp;, 	kh ⊢ 	km
	‘. ’	km
: kj= ∪ kjC 
Dimostrazione. 
Dimostriamo che: p;, kh ⊢ km
	‘. ’	km
: kj= ∪ kjC ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		. 
  km
	‘. ’	km
 ∈ kj= ∪ kjCõ,ñ8Ð 	
Ovvero che: p;, kh ⊢ km
	‘. ’	km
: kj= ∪ kjC ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		. 
  (km
 ∪ km
) ∈ kj= ∪ kjCõ,ñ8Ð  
Dalle premesse, che assumiamo vere, risulta che: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		. km
 ∈ kj=õ,ñ8Ð  
(2) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		. km
 ∈ kjCõ,ñ8Ð  
Ponendo ð= = km
 e ðC = km
 ho che ð= ∈ kj=õ,ñ8Ð  e ðC ∈ kjCõ,ñ8Ð  e 




_)	 f = ](e, p;. ó) = h
(e, p;. ó)p;, kh ⊢ lojk
¼: 1kg=p;, kh ⊢ lojk
,: 1kgCp;. ó ⊢,ëì kg= <:∩Ñ∈6 o k3m
(e)p;. ó ⊢,ëì kgC <:∩Ñ∈ o k3m




Dimostriamo che: p;, kh ⊢ lojk
¼	e	lojk
,: {e} ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		. 
  lojk
¼	e	lojk
, ∈ {e}õ,ñ8Ð 	






¼:, , ) 9e: Fh

(9lojk
,:, , )|     ∈ (Ω),  ∈ #1, … , ()', (9lojk
¼: ↓), (9e: ↓), (9lojk




(9e :) = ehe' ∈   #ð¾ð ⊆ (ef
 ∪ g
f










¼:, , ) 9e: Fh

(9lojk
,:, , )|     ∈ (Ω),  ∈ #1, … , ()', (9lojk
¼: ↓), (9e : ↓), (9lojk




(9e:) = ehe' 
Allora devo dimostrare che: 
[1]  ⊆ (ef
 ∪ g
f






[2] æ ⊨,ëì , é 
La [1] è garantita dalla semantica, in quanto il grafo costruito contiene solo triple RDF valide 
e con predicato esattamente Iri. 
Procediamo quindi col dimostrare la [2]. Per definizione abbiamo che æ ⊨,ëì , é ⇔ 4æ ⊨ñ,ëì  ∧   æ ⊨,ëì é5, quindi dobbiamo dimostrare che: 
[2.1] æ ⊨ñ,ëì  
[2.2] æ ⊨,ëì é 
La [2.2] è immediatamente verificata dal fatto che per ipotesi æ, é,  ∈ ℳ(p;) e cioè per ipo-
tesi abbiamo già che æ ⊨,ëì é.  
Per dimostrare la [2.1] dobbiamo dimostrare che: 
L∀, e, , . 4( e ) ∈  ∧  oµ
	m
3](e, ) ∈ é5 ⇒  ∈ æ()O ∧ 
L∀, e, , . 4( e ) ∈  ∧  oµ
	m
3h
(e, ) ∈ é5 ⇒  ∈ æ()O 
Dalla premessa (5) deduco che: kg=õ,ñ,8@ ⊆ o k3m
()õ,ñ,8@   
Dalla premessa (3) deduco che: lojk
¼õ,ñ,8@ ∈ kg=õ,ñ,8@ ⊆ o k3m
()õ,ñ,8@   
E quindi, per definizione di o k3m
: lojk
¼õ,ñ,8@ ∈ æ() 
In modo analogo, dalla premessa (6) deduco che: kgCõ,ñ,8@ ⊆ o k3m
()õ,ñ,8@   
Dalla premessa (4) deduco che: lojk
,õ,ñ,8@ ∈ kgCõ,ñ,8@ ⊆ o k3m
()õ,ñ,8@   
e quindi lojk
,õ,ñ,8@ ∈ æ() 









,:, , ) ∈ o k3m
()õ,ñ,8@  








](rdf: type, p;. ó) = #rdfs:Resource'h
(rdf: type, p;. ó) = #rdfs: Class'p;, kh ⊢ lojk
¼: 1kg=p;, kh ⊢ e,: 1kgCp;. ó ⊢,ëì kg= <: o k3m
(rdfs:Resource)p;. ó ⊢,ëì kgC <: o k3m
(rdfs: Class)p;. ó ⊢,ëì kg= <: o k3m
(e,)p;, kh ⊢  lojk
¼ rdf: type e,: #rdf: type' 
Dimostrazione. 
Dimostriamo che: 
p;, kh ⊢ lojk
¼ rdf: type e,: #rdf: type' ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8   . 
  lojk
¼ rdf: type e, ∈ #rdf: type 'õ,ñ8Ð  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8   .  #(Fh

(9lojk
¼:, , ) 9rdf: type: Fh

(9e,:, , )|    ∈ (Ω),  ∈ #1, … , ()', (9lojk
¼: ↓), (9rdf: type: ↓),  (9e,: ↓), 3m
(9lojk
¼:)! = h]i
,    3m
(9rdf: type:) = ehe' ∈   #ð | ð ⊆ (ef
 ∪ g
f










¼:, , ) 9rdf: type: Fh

(9e,:, , )|    ∈ (Ω),  ∈ #1, … , ()', (9lojk




(9rdf: type:) = ehe'  
Allora devo dimostrare che: 
[1]  ⊆ (ef
 ∪ g
f






[2] æ ⊨,ëì , é 
La [1] è garantita dalla semantica, in quanto il grafo costruito contiene solo triple RDF valide 
e con predicato esattamente rdf: type. 
Procediamo quindi col dimostrare la [2]. Per definizione abbiamo che æ ⊨,ëì , é ⇔ 4æ ⊨ñ,ëì  ∧   æ ⊨,ëì é5, quindi dobbiamo dimostrare che: 
[2.1] æ ⊨ñ,ëì  
[2.2] æ ⊨,ëì é 
La [2.2] è immediatamente verificata dal fatto che per ipotesi æ, é,  ∈ ℳ(p;) e cioè per ipo-
tesi abbiamo già che æ ⊨,ëì é.  
Per dimostrare la [2.1] dobbiamo dimostrare genericamente che: 
(∀, e, , . 4( e ) ∈  ∧  oµ
	m
3](e, ) ∈ é5 ⇒  ∈ æ()) ∧ (∀, e, , . 4( e ) ∈  ∧  oµ
	m
3h
(e, ) ∈ é5 ⇒  ∈ æ()) ∧ 
(∀, . ( rdf: type ) ∈  ⇒  ∈ æ() ∧  ∈ æ(rdfs: Class))  
Che in questo specifico caso si semplifica in: 
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∀. 4(	rdf: type	e,) ∈ 	 ∧ 	oµ
	m
3](rdf: type, rdfs: Resource) ∈ é5 ⇒			  ∈ æ(rdfs: Resource)	∧		∀. 4(	rdf: type	e,) ∈ 	 ∧ 	oµ
	m
3h
(rdf: type, rdfs: Class) ∈ é5 ⇒  ∈ æ(rdfs: Class)	∧	∀. (	rdf: type	e,) ∈  ⇒  ∈ æ(	e,) ∧ 	 e, ∈ æ(rdfs: Class)		
 
Per dimostrare la prima clausola osserviamo che: 
dalla premessa (5) deduco che: kg=õ,ñ,8@ ⊆ o k3m
(rdfs: Resource)õ,ñ,8@   
dalla premessa (3) deduco che: lojk
¼õ,ñ,8@ ∈ kg=õ,ñ,8@ ⊆ o k3m
(rdfs: Resource)õ,ñ,8@   
quindi, per definizione di o k3m
: lojk
¼õ,ñ,8@ ∈ æ(rdfs: Resource) 
Per dimostrare la seconda clausola facciamo considerazioni analoghe: 
dalla premessa (6) deduco che: kgCõ,ñ,8@ ⊆ o k3m
(rdfs: Class)õ,ñ,8@   
dalla premessa (4) deduco che: e,õ,ñ,8@ ∈ kgCõ,ñ,8@ ⊆ o k3m
(rdfs: Class)õ,ñ,8@   
e quindi e,õ,ñ,8@ ∈ æ(rdfs: Class) 










	(9e,:, , ) ∈ o k3m
(rdfs: Class)õ,ñ,8@  
Che risultano vere dalla proprietà della funzione BlankRename (sezione 6.1.2). 




dalla premessa (7) deduco che: kg=õ,ñ,8@ ⊆ o k3m
(e,)õ,ñ,8@  
dalla premessa (3) deduco che: lojk
¼õ,ñ,8@ ∈ kg=õ,ñ,8@ ⊆ o k3m
(e,)õ,ñ,8@  
e quindi lojk




_l)	 p;, kh ⊢ l: 1kgp;. ó ⊢,ëì kg ∶=∶ p$3(e=) ∪ …	∪ p$3(e@)∀ ∈ {1, . . . , }								p;, kh ⊢ 	 lojk
¼	e< 	lojk
,: {e<}p;, kh ⊢ 	 lojk
¼	l	lojk
,: {e=} ∪ …∪ {e@} 	
Dimostrazione. 
Dimostriamo che: p;, kh ⊢ lojk
¼	l	lojk
,: {e=} ∪ …∪ {e@} ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		.		 	 lojk
¼	l	lojk










,:, , )|		 		  ∈ (Ω),  ∈ {1,… , ()}, (9lojk





(9l:) = ehe} ∈		 ∈ {e=}õ,ñ8Ð ∪ …∪ {e@}õ,ñ8Ð 	
Dalle premesse (1) e (2) sappiamo che: ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 , ∀ ∈ (Ω).	
 9l: ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@  	
Dalla premessa (3) sappiamo che: ∀ ∈ {1, . . . , }, ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8 		.  	 lojk
¼	e< 	lojk
, ∈ {e<}õ,ñ8Ð 		








, ∈ {e=}õ,ñ8Ð ∪ …∪ {e@}õ,ñ8Ð = {e=} ∪ …∪ {e@}õ,ñ8Ð 	





p; ⊢X  ∶ (û, û)	
Dimostrazione. 
Si vuole dimostrare che: p; ⊢X : (û, û) ⇒ 
 ∀æ, é,  ∈ ℳ(p;)	. 	ûX . gf = û@- ∧ 	ûX . jf ∈ ûõ,ñ8Ð 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;)	. (∅ = ∅) ∧ (∅ ∈ ∅)	
Ovvio.  □ 
 
	(3m
i)	 p; ⊢X ]
se ∶ (g, kj)(e: kj=) ∈ p;. gjp; ⊢X ]
se	‘£¤’	e ∶ (g, kj ∪ kj=	) 
Dimostrazione. 




se	‘£¤’	e: (g, kj ∪ kj=	) ⇒	
 ∀æ, é,  ∈ ℳ(p;)	.	
  ]
se	‘£¤’	eX . gf = g@- ∧	
  ]
se	‘£¤’	eX . jf ∈ kj ∪ kj=õ,ñ8Ð 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;)	. 
 ]
seX. gf = g@- ∧ L]
seX . jf ∪ . (e)O ∈ kj ∪ kj=õ,ñ8Ð 	
Dalle premesse sappiamo che: 
(1) ∀æ,é,  ∈ ℳ(p;).		]
seX . gf = g@- ∧ ]
seX. jf ∈ kjõ,ñ8Ð  
(2) ∀æ,é,  ∈ ℳ(p;).		. (e) ∈ kj=õ,ñ8Ð  
Quindi risulta che: 
• ]
seX . gf = g@- 
Verificando così la prima clausola in and. 
• L]
seX. jf ∪ . (e)O ∈ 4kjõ,ñ8Ð ∪ kj=õ,ñ8Ð 5	 
Che per definizione di unione di tipi grafo risulta uguale a:  
L]
seX. jf ∪ . (e)O ∈ kj ∪ kj=õ,ñ8Ð  	




)	 p; ⊢X ]
se ∶ (g, kj)e ∈ (p;. gj)p; ⊢X ]
se	‘£¤’	‘¥¤¦’	e ∶ (g ∪ {e}, kj)	
Dimostrazione. 
Si vuole dimostrare che: p; ⊢X ]
se	‘£¤’	‘¥¤¦’	e: (g ∪ {e}, kj) ⇒ 
 ∀æ, é,  ∈ ℳ(p;)	.  
  	]
se	‘£¤’	‘¥¤¦’	eX . gf = g ∪ {e}@-	
  ∧ 	]
se	‘£¤’	‘¥¤¦’	eX . jf ∈ kjõ,ñ8Ð 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;)	. 
 ]
seX. gf ∪ {e} = g ∪ {e}@- ∧ ]
seX. jf ∈ kjõ,ñ8Ð 	
Dalla premessa (1) sappiamo che: ∀æ, é,  ∈ ℳ(p;)	. 4]
seX . gf = g@-5 ∧ 4]
seX . jf ∈ kjõ,ñ8Ð 5 
Che implica i seguenti due punti: 
• ]
seX . gf = g@- 
osserviamo che per definizione: {e} ∈ {e})@- quindi risulta che: 4]
seX . gf ∪ {e}5 = (g@- ∪ {e}@-)	
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E applicando la definizione di unione dei tipi nome abbiamo: 4]
seX . gf ∪ {e}5 = g ∪ {e}@- 
Verificando così la prima clausola in and della dimostrazione. 
• ]
seX . jf ∈ kjõ,ñ8Ð  
Questo secondo punto dimostra direttamente la seconda clausola in and e quindi 







p;, g, kj ⊢ªª« jmjmℎ	
 ∶ khp;, g, kj ⊢ ‘§¨’?  jmjmℎ	
 ∶ kh 
Dimostrazione. 
Si vuole dimostrare che: 
p;, g, kj ⊢ ‘§¨’?  jmjmℎ	
 ∶ kh ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . 
  ‘§¨’?  jmjmℎ	
 ,, ⊆¼78 khõ,ñ,8  
Ovvero che: 
p;, g, kj ⊢ ‘§¨’?  jmjmℎ	
 ∶ kh ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð  . 
  jmjmℎ	
 ,,ªª« ⊆¼78 khõ,ñ,8  







p; ⊢X­ ]F ∶ khp; ⊢ ‘¬¥’ ]F ∶ kh 
Dimostrazione. 
Si vuole dimostrare che: 
p; ⊢ ‘¬¥’ ]F: kh ⇒ 
 ∀æ, é,  ∈ ℳ(p;)  . 
  ‘¬¥’ ]F ⊆¼78 khõ,ñ,8  
Ovvero che: 
p; ⊢ l
se: kh ⇒ 
 ∀æ, é,  ∈ ℳ(p;)  . 
  ]F X­ ⊆¼78 khõ,ñ,8  
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p; ⊢X­ ]l<,*: kg<,*       ∈ 1. .      µ ∈ +=p; ⊢X­ ]l<,*: kg<,*  ∨  ]l<,* = ‘¦£’  ∈ 1. .      µ ∈ +C+= ∪ +C = ++= ∩ +C = ∅p; ⊢X­ ‘(’ l= … l@‘)’ ‘#’ ‘(’]l=,= … ]l=,@ ‘)’ … ‘(’]l-,= … ]l-,@ ‘)’ ‘'’ ∶ 4×*∈,M ¿ l*: 1 ∪<∈=..- kg<,*À5 × 4×*∈,N ¿ l*: ?∪<∈=..- kg<,*À5 
Ricordiamo che eventuali variabili definite ‘UNDEF’ in ogni DBV a essa collegato, vengono 
rimosse da un preprocessore.  
Dimostrazione. 
Si vuole dimostrare che: 
p; ⊢X­ ‘(’ l= … l@‘)’ ‘¯’ ‘4’]l=,= … ]l=,@  ‘5’ … ‘4’]l-,= … ]l-,@ ‘5’ ‘°’: 4×*∈,M ¿l*: 1 ∪<∈=..- kg<,*À5 ×  4×*∈,N ¿l*: ?∪<∈=..- kg<,*À5 ⇒ 
 ∀æ, é,  ∈ ℳ(p;)  . 
  ®‘(’ l= … l@‘)’ ‘¯’ ‘4’]l=,= … ]l=,@ ‘5’ … ‘4’]l-,= … ]l-,@  ‘5’ ‘°’±X­ ⊆¼78 
  ®4×*∈,M ¿l*: 1 ∪<∈=..- kg<,*À5 × 4×*∈,N ¿l*: ?∪<∈=..- kg<,*À5±õ,ñ,8  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;)  . ²³´l* = ®]l<,*±X­¶ |  µ ∈ 1. . , ]l<,* ≠ ‘¦£’¸ |  = 1. . ¹ ⊆¼78  
®4×*∈,M ¿l*: 1 ∪<∈=..- kg<,*À5 ×  4×*∈,N ¿l*: ?∪<∈=..- kg<,*À5±õ,ñ,8  
Osserviamo che: 
®4×*∈,M ¿l*: 1 ∪<∈=..- kg<,*À5 ×  4×*∈,N ¿l*: ?∪<∈=..- kg<,*À5±õ,ñ,8  
è l’insieme di tutti i  tali che: 
[1]  è definito su un dominio ¯l*¾ µ ∈ ]V° tale che ]V ⊆ ( += ∪ +C) 
[2] ∀µ ∈ ]V . ¿l*À ∈ ®∪<∈=..- kg<,*±õ,ñ,8@ ∨ ¿l*À ∈ ®?∪<∈=..- kg<,*±õ,ñ,8@  
Notiamo ora che l’insieme: 
²³´l* = ®]l<,*±X­¶ |  µ ∈ #1, . . . , ', ]l<,* ≠ ‘¦£’¸ |  = 1. . ¹ 
è un insieme del tipo #<| = 1. .} dove  < = ³´l* = ®]l<,*±X­¶ |  µ ∈ #1, . . . , ', ]l<,* ≠ ‘¦£’¸. 
E notiamo che ∀ ∈ #1, . . . , '.  < soddisfa: 
• La condizione [1] poiché per costruzione < contiene tutte e sole variabili bound, 
quindi il suo dominio sarà contenuto nel dominio specificato al punto [1]. 
• La condizione [2] grazie all’ipotesi, che garantisce che:  
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∀æ,é,  ∈ ℳ(p;)		. ®]l<,*±X­ ∈ ®kg<,*±õ,ñ,8@ 	
Quindi abbiamo che:  
<¿l*À = ®]l<,*±X­ ∈ ®kg<,*±õ,ñ,8@ ∈ ®∪<∈=..- kg<,*±õ,ñ,8@ 	





p;, g, kj ⊢ 	ℎ

se ∶ kh=p;, kh= ⊢6 f











se	‘}’: khC ⇒ 





se	‘}’,,ªª« ⊆¼78 khCõ,ñ,8 	




se	‘}’: khC ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 






se6) ⊆¼78 khCõ,ñ,8 	
Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh=õ,ñ,8 .		f

se6 ⊆¼78 khCõ,ñ,8  
Sia Ω = ℎ

se,, . Dalla (1) abbiamo che Ω ⊆¼78 kh=õ,ñ,8  e dalla (2) abbiamo f






p;, g, kj ⊢ 	ℎ

se ∶ kh=p; ⊢ l
se ∶ khCp;. ó ⊬,ëì g](kh=, khC): = :	∅kh  = g](kh=, khC)p;, kh  ⊢6 f
















se	‘}’: kh' ⇒ 






se	‘}’,,ªª« ⊆¼78 kh'õ,ñ,8 	





se	‘}’: kh' ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. 







se6 	) ⊆¼78 	kh'õ,ñ,8 	
Per ipotesi la proprietà di soundness è valida sulle premesse della regola di inferenza, ovvero: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. ℎ

se,, ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;)	. l
se ⊆¼78 khCõ,ñ,8  
(5) ∀æ,é,  ∈ ℳ(p;), ∀Ω ⊆¼78 kh õ,ñ,8 	.		f

se6 ⊆¼78 kh'õ,ñ,8  
Siano Ω= = ℎ

se,,  e ΩC = l
se e inoltre Ω = Ω= ⋈ ΩC. 
Da (1) abbiamo che Ω= ⊆¼78 kh=õ,ñ,8  e da (2) abbiamo che ΩC ⊆¼78 	khCõ,ñ,8  allora dal 
LEMMA AND abbiamo Ω ⊆¼78 		 g]	(kh=, khC)õ,ñ,8  
Inoltre da (3) abbiamo Ω ⊆¼78 g]	(kh=, khC)õ,ñ,8 = kh õ,ñ,8  da cui segue la tesi  f





p;, g, kj ⊢ª« jmℎ	
 ∶ khp;, g, kj ⊢ªª« ‘{’jmℎ	
‘}’:	kh 
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ªª« ‘{’jmℎ	
	‘}’: kh ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. 
  ‘{’jmℎ	
‘}’,,ªª« ⊆¼78 khõ,ñ,8 	
Ovvero che: p;, g, kj ⊢ªª« ‘{’jmℎ	
	‘}’: kh ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. 
  jmℎ	
,,ª« ⊆¼78 khõ,ñ,8 	





p;,g, kj ⊢ª« jmℎ	
: khp;, g, kj, kh ⊢, : o k3m





Dimostriamo che: p;, g, kj ⊢ªª« ‘{’jmℎ	
	‘£º’		‘}’: kh ⇒	
 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. 
  ‘{’jmℎ	
	‘£º’		‘}’,,ªª« ⊆¼78 khõ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.	
 {	| ∈ (jmℎ	
,,ª« ) 	∧ (,,,V, = 
)}( ⊆¼78 	 khõ,ñ,8 	
Dalle premesse sappiamo che: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
,,ª« ⊆¼78 khõ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 .	,,,V, ∈ o k3m
()õ,ñ,8@  
Sia Ω = jmℎ	
,,ª« . Riscriviamo la tesi da dimostrare in questo modo: {	| ∈ (Ω)	∧ (,,,V, = 
)}( ⊆¼78 khõ,ñ,8 	
Notiamo che il multinsieme sopra descritto è un sottoinsieme di Ω: {	| ∈ (Ω)	∧ (,,,V, = 
)}( ⊆ Ω	
Dalla premessa (1) abbiamo che Ω ⊆¼78 khõ,ñ,8  
Quindi possiamo affermare che {	| ∈ (Ω)	∧ (,,,V, = 
)}( ⊆¼78 khõ,ñ,8  




3)	 p; ⊢^8_1 lojk
¼: kg=p; ⊢^8_1 lojk
,: kgCp;, k_ehe ⊢ 	 lojk
¼	l	lojk
,:9lojk





Dimostriamo che: p;, kj ⊢ lojk
¼	l	lojk
:	9lojk
¼: 1kg=,	l: 1o k3m
(3e), lojk
,: 1kgC: ⇒			 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ k_eheõ,ñ8Ð 	.		 	 lojk
¼	l	lojk
, ⊆¼78 			 	 9lojk





, ha 4 casi: 




¼	l½	l,± = ¯¿l½ = C, l, =  À|(=	C	 ) ∈  ∧ = = jk
¼°678 
3. ®l¼	l½	jk





  ¯¿l½ = CÀ|(=	C	 ) ∈  ∧ = = jk
¼ ∧   = jk
,°678 
CASO 2. 
Dobbiamo dimostrare che: 
¯¿l½ = C, l, =  À|(=	C	 ) ∈  ∧ = = jk
¼°678 ⊆¼78 		9jk
¼: kg=, l½: o k3m
(3e), l,: kgC:õ,ñ,8 		
Ovvero dobbiamo dimostrare che: 
1. = ∈ kg=õ,ñ,8@  
2. C ∈ o k3m
(3e)õ,ñ,8@  
3.   ∈ kgCõ,ñ,8@  
Per dimostrare il punto 1 osserviamo che = = jk
¼ e che dalla premessa (1) jk
¼: kg=  
quindi =: kg= come volevamo dimostrare. 
Per quanto riguarda il punto 2 notiamo che C è sicuramente una Iri e il tipo più generico per 
essa è o k3m
(3e). 
Per dimostrare il punto 3 notiamo che dalla premessa (2) e dalla regola TypeAX_Var risulta 
che kgC = kg_gø quindi dobbiamo dimostrare che   ∈ kg_gøõ,ñ,8@  che è banalmente ve-
ro. 




32)  p; ⊢^8_1 lojk
¼: kg=p; ⊢^8_1 lojk











,: 1kgC: ⇒			 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ k_eheõ,ñ8Ð 	.		 	 lojk
¼		ℎp$m	lojk





, ha 4 casi: 
1. l¼		ℎp$m	l, = ¯9l¼ = =, l, = C:¾(=, C) ∈ 	ℎp$m«Á°( 
2. jk
¼		ℎp$m	l, = ¯9l, = C:¾(= , C) ∈ 	ℎp$m«Á ∧ = = jk
¼°( 
3. l¼		ℎp$m	jk






, = ²{9	:} 	se	(jk
¼, jk
,) ∈ 	ℎp$m«Á∅ altrimenti																																																								  
CASO 2. 
Dobbiamo dimostrare che: 
¯9l, = C:¾(=, C) ∈ 	ℎp$m«Á ∧ = = jk
¼°( ⊆¼78 	9l¼: 1kg=, l,: 1kgC:õ,ñ,8 		
Ovvero dobbiamo dimostrare che: 
1. = ∈ kg=õ,ñ,8@  
2. C ∈ kgCõ,ñ,8@  
Per dimostrare il punto 1 osserviamo che = = jk
¼ e dalla premessa (1) jk
¼: kg= quin-
di = ∈ kg=õ,ñ,8@  dimostrando il primo punto. 
Per dimostrare il punto 1 osserviamo che dalla premessa (2) e dalla regola TypeAX_Var otte-
niamo kgC = kg_gø. Quindi il punto 2 da dimostrare diventa C ∈ kgCõ,ñ,8@  che è banal-
mente vero. 
Le dimostrazioni degli altri tre casi sono analoghe e si basano sulle considerazioni appena fatte. □ (k3m
km
)	 kj = {e=} ∪ …	∪ {e@}
. = {](e, p;. ó)|e ∈ kj}
/ = {h
(e, p;. ó)|e ∈ kj}p; ⊢^8_1 lojk
¼: kg=p; ⊢^8_1 lojk
,: kgCp; ⊬,ëì kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:=: ûp; ⊬,ëì kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:=: ûp;, kj ⊢ 	 lojk
¼	l	lojk
,:9lojk
¼: 1(kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5),l: 1(p$3(e=) ∪ …	∪ p$3(e@)),lojk




Dimostriamo che: p;, kj ⊢ lojk
¼	l	lojk
,:	9lojk
¼: 1(kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5)		l: 14p$3(e=) ∪ …	∪ p$3(e@)5,			lojk
,: 1(kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5): ⇒			 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 	.		 	 lojk
¼	l	lojk
, ⊆¼78 			 	 9lojk
¼: 1(kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5),			 	 l: p$3(e=) ∪ …	∪ p$3(e@),			 	 lojk




, ha 4 casi: 
(1) ®l¼	l½	l,± = ¯9l¼ = =, l½ = C, l, =  :	¾	(=, C,  ) ∈ °678 
(2) ®jk










 ¯¿l½ = CÀ|(=	C	 ) ∈  ∧ = = jk
¼ ∧   = jk
,°678 
CASO 1. 
Dobbiamo dimostrare che: 
¯¿l¼ = =, l½ = C, l, =  À¾	(=	C	 ) ∈ °678 ⊆¼78 		9l¼: 1(kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5)	l½: p$3(e=) ∪ …	∪ p$3(e@),		l,: 1(kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5):õ,ñ,8 		
Applicando la definizione della semantica  abbiamo che: 9l¼: 1(kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5),	l½: p$3(e=) ∪ …	∪ p$3(e@),		l,: 1(kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5):õ,ñ,8 	=		®9l¼: 1(kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5):±õ,ñ,8 ×	®9l½: p$3(e=) ∪ …	∪ p$3(e@):±õ,ñ,8 ×®9l,: 1(kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5):±õ,ñ,8 =		³9l¼ = $=:4$= ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@ ¸ ×¯¿l½ = $CÀ¾$C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ ° ×³9l, = $ :4$  ∈ ®kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@ ¸ =		³¿l¼ = $=, l½ = $C, l, = $ À|	$= ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@ 			∧ $C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ 		∧ 	$  ∈ ®(kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5)±õ,ñ,8@ ¸			
Quindi dobbiamo dimostrare che: 
¯¿l¼ = =, l½ = C, l, =  À¾	(=	C	 ) ∈ °678 ⊆¼78 		³¿l¼ = $=, l½ = $C, l, = $ À|	$= ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@ 			∧ $C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ 		∧ 	$  ∈ ®kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@ ¸	
Ovvero che: 
[1] = ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@  
[2] C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@  
[3]   ∈ ®kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@  
Per dimostrare [2] notiamo che (=	C	 ) ∈  e che  ∈ {e=} ∪ …	∪ {e@}õ,ñ8Ð . Quindi pos-
siamo dedurre che ∃ ∈ {1,…}	. C = e< e quindi C ∈ p$3(e<)õ,ñ,8@  
Per dimostrare [1] e [3] notiamo che il grafo attivo  è coerente con la funzione di tipizzazione æ e l’insieme di assiomi p;. ó, cioè æ ⊨ñ,ëì 	 dove é = p;. ó, quindi abbiamo che: ∀	(=	C	 ) ∈ .		4∀É= ∈ ](C, p;. ó) ⇒ = ∈ æ(É=)5	∧ 4∀ÉC ∈ h
(C, p;. ó) ⇒   ∈ æ(ÉC)5	




= ∈ æ(É=) ⇒ 	= ∈ o k3m
(É=)õ,ñ,8@ 	  ∈ æ(ÉC) ⇒ 	  ∈ o k3m
(ÉC)õ,ñ,8@ 	
Dalle definizioni delle premesse notiamo che: ∀e ∈ kj		∃f = ](e, p;. ó)		tale	che	f ∈ .	∀e ∈ kj		∃ = h
(e, p;. ó)		tale	che	 ∈/	
E quindi, dato che C ∈ kj: ∃f ∈ .. ∀É= ∈ f. = ∈ o k3m
(É=)õ,ñ,8@  da cui 	= ∈ ®⋃ ⋂ o k3m
(É=)dM∈66∈. ±õ,ñ,8 			∃ ∈/. ∀ÉC ∈ .   ∈ o k3m
(ÉC)õ,ñ,8@  da cui   ∈ ®⋃ ⋂ o k3m
(ÉC)dN∈∈/ ±õ,ñ,8 		
Nel nostro caso abbiamo che = = l¼ e   = l½. Inoltre dalle premesse abbiamo che l¼: kg= e l½: kgC. L’intersezione di questi due tipi di informazione dimostrano i punti [1] 
e [3] e quindi l’intera tesi per il CASO 1. 
 
CASO 2. 
Dobbiamo dimostrare che: 
¯¿l½ = C, l, =  À|(=	C	 ) ∈  ∧ = = jk
¼°678 ⊆¼78 		9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5	l½: p$3(e=) ∪ …	∪ p$3(e@),		l,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:õ,ñ,8 		
Se nessuna tripla di  ha = = k
¼ l’inclusione è banale. Assumiamo ora che esista una tripla (=	C	 ) ∈  con = = k
¼. Applicando la definizione della semantica  abbiamo che: 9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5	l½: p$3(e=) ∪ …	∪ p$3(e@),		l,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:õ,ñ,8 =		®9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:±õ,ñ,8 ×®9l½: p$3(e=) ∪ …	∪ p$3(e@):±õ,ñ,8 ×®9l,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:±õ,ñ,8 		
Dalla definizione della semantica dei TR abbiamo che: 
®9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:±õ,ñ,8 =
`{9	:}		se	jk
¼ ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@		∅					altrimenti																																																																																			
In questo caso abbiamo che: = = jk
¼ e quindi, per considerazioni analoghe al caso prece-
dente, abbiamo che jk
¼ ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@ . Quindi: ®9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:±õ,ñ,8 ×®9l½: p$3(e=) ∪ …	∪ p$3(e@):±õ,ñ,8 ×®9l,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:±õ,ñ,8 =		{9	:} × ¯¿l½ = $CÀ¾$C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ ° ×³9l, = $ :4$  ∈ ®kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@ ¸ =		¯¿l½ = $C, l, = $ À|	$C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ 	
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∧ $  ∈ ®kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@ ¸  
Quindi dobbiamo dimostrare che: 
¯¿l½ = C, l, =  À|(= C  ) ∈  ∧ = = jk
¼°678 ⊆¼78   ¯¿l½ = $C, l, = $ À| $C ∈ p$3(e=) ∪ … ∪ p$3(e@)õ,ñ,8@  ∧ $  ∈ ®kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@ ¸  
Ovvero che: 
[1] C ∈ p$3(e=) ∪ … ∪ p$3(e@)õ,ñ,8@  
[2]   ∈ ®kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@  
E questo è già stato dimostrato nel caso precedente. 
 
CASO 3. 
Omettiamo la dimostrazione di questo caso, poiché esattamente analogo al CASO 2. 
 
CASO 4. 
Dobbiamo dimostrare che: 
¯¿l½ = CÀ|(= C  ) ∈  ∧ = = jk
¼ ∧   = jk
,°678  ⊆¼78   
9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5 l½: p$3(e=) ∪ … ∪ p$3(e@),  jk
,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:õ,ñ,8   
Se nessuna tripla di  ha = = jk
¼ l’inclusione è banale. Assumiamo ora che esista una tri-
pla = C   ∈   con = = jk
¼. Applicando la definizione della semantica  abbiamo che: 
9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5 l½: p$3(e=) ∪ … ∪ p$3(e@),  jk
,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:õ,ñ,8  =  
®9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:±õ,ñ,8 ×®9l½: p$3(e=) ∪ … ∪ p$3(e@):±õ,ñ,8 ×®9jk
,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:±õ,ñ,8   
Abbiamo che: 
®9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:±õ,ñ,8 =
`#9 :'  se jk
¼ ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@  ∅     altrimenti                                                                                   
In questo caso abbiamo che: = = jk
¼ e quindi, per considerazioni analoghe al caso prece-
dente, abbiamo che jk
¼ ∈ ®kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5±õ,ñ,8@  e lo stesso vale per jk
,. Quindi abbiamo: 
®9jk
¼: 1kg= ∩ 4⋃ ⋂ o k3m
(É=)dM∈66∈. 5:±õ,ñ,8 ×®9l½: p$3(e=) ∪ … ∪ p$3(e@):±õ,ñ,8 ×®9jk
,: 1kgC ∩ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5:±õ,ñ,8 =  
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{9	:} × ¯¿l½ = $CÀ¾$C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ ° × {9	:} =		¯¿l½ = $CÀ¾	$C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ °		
Quindi dobbiamo dimostrare che: 
¯¿l½ = CÀ|(=	C	 ) ∈  ∧ = = jk
¼ ∧   = jk
,°678 ⊆¼78		¯¿l½ = $CÀ¾	$C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@ °		
Ovvero che C ∈ p$3(e=) ∪ …	∪ p$3(e@)õ,ñ,8@  e questo è già stato dimostrato nel 
caso 1. □ 
 	(3m
km
	ℎ)	 	ℎp$m	 ≠ rdf: typep;, kj ⊢«Á 	ℎp$m: (kg=, kgC)p; ⊢^8_1 lojk
¼: kg=Dp; ⊢^8_1 lojk
,: kgCDp; ⊬,ëì kg= ∩ kg=D: =: ûp; ⊬,ëì kgC ∩ kgCD: =: ûp;, kj ⊢ 	 lojk
¼		ℎp$m	lojk
,:9lojk
¼: 1(kg= ∩ kg=D), lojk
,: 1(kgC ∩ kgCD):
	
Dimostrazione. 
Dimostriamo che: p;, kj ⊢ lojk
¼		ℎp$m	lojk
,: 	9lojk
¼: 1(kgC ∩ kgCD), lojk
,: 1(kgC ∩ kgCD): 		 ⇒ ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ,8Ð 	.		 	 lojk
¼		ℎp$m	lojk
, ⊆¼78		 	 9lojk
¼: 1(kg= ∩ kg=D), lojk
,: 1(kgC ∩ kgCD):õ,ñ,8 	
Anche per le triple con path expression abbiamo 4 casi di semantica: 
1. l¼		ℎp$m	l, = ¯9l¼ = =, l, = C:¾(=, C) ∈ (	ℎp$m«Á)°( 
2. jk
¼		ℎp$m	l, =	








, = ²{9	:} 	se	(jk
¼, jk
,) ∈ (	ℎp$m«Á)∅ altrimenti																																																																				  
 
CASO 1. 
Dobbiamo dimostrare che: 
¯9l¼ = =, l, = C:¾(=, C) ∈ 4	ℎp$m«Á5°( ⊆¼78 	9l¼: 1(kg= ∩ kg=D), l,: 1(kgC ∩ kgCD):õ,ñ,8 	
Osserviamo che kg=D e kgCD sono entrambe uguali a kg_gø per la regola TypeAX_Var. Per cui  
l’inclusione da dimostrare diventa: 
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¯9l¼ = =, l, = C:¾(=, C) ∈ 4	ℎp$m«Á5°( ⊆¼78  ¯9l¼ =  $=, l, =  $C:| $= ∈ kg=õ,ñ,8@ ∧ $C ∈ kgCõ,ñ,8@ ° 




Dobbiamo dimostrare che: 
¯9l, = C:¾(=, C) ∈ 4	ℎp$m«Á5 ∧ = = jk
¼°( ⊆¼78  9jk
¼: 1(kg= ∩ kg=D), l,: 1(kgC ∩ kgCD):õ,ñ,8  
Osserviamo che kgCD = kg_gø per la premessa (4) e la regola TypeAX_Var. Per cui  
l’inclusione da dimostrare diventa: 
¯9l, = C:¾(=, C) ∈ 4	ℎp$m«Á5 ∧ = = jk
¼°( ⊆¼78  = 9jk
¼: 1(kg= ∩ kg=D):õ,ñ,8 × 9l,: 1kgC:õ,ñ,8  
Dalla definizione della semantica  abbiamo che: 
9jk
¼: 1(kg= ∩ kg=D):õ,ñ,8 = ²#9 :'  se jk
¼ ∈ kg= ∩ kg=Dõ,ñ,8@   ∅    altrimenti                                         
In questo caso abbiamo che: = = jk
¼, che (=, C) ∈ (	ℎp$m«Á)  e dalle premesse 
(2) e (3) otteniamo che jk
¼  ∈ kg= ∩ kg=Dõ,ñ,8@  
Restringiamo allora il nostro studio a questo caso; come conseguenza abbiamo che: 
9jk
¼: 1(kg= ∩ kg=D):õ,ñ,8 × 9l,: kgC:õ,ñ,8 =  #9 :' × #9l, =  $: | $ ∈ kgCõ,ñ,8@ '  = #9l, =  $: | $ ∈ kgCõ,ñ,8@ ' 
e quindi risulta che: 
¯9l, = C:¾(=, C) ∈ 4	ℎp$m«Á5 ∧ = = jk
¼°( ⊆¼78  #9l, =  $: | $ ∈ kgCõ,ñ,8@ '  
che è vero grazie alla premessa. 
CASO 3. 
Omettiamo la dimostrazione di questo caso, poiché esattamente analogo al CASO 2. 
CASO 4. 
Dobbiamo dimostrare che: 
jk
¼ 	ℎp$m jk
, ⊆¼78  9jk
¼: 1(kg= ∩ kg=D), jk
,: 1(kgC ∩ kgCD):õ,ñ,8  
Per la semantica della tripla abbiamo due casi: 
jk
¼ 	ℎp$m jk
, = ²#9 :'  se (jk
¼, jk
,) ∈ (	ℎp$m«Á)∅ altrimenti                                                                     
• Nel caso (jk
¼, jk
,) ∈ (	ℎp$m«Á) dobbiamo dimostrare che: 
#9 :' ⊆¼78 9jk
¼: 1(kg= ∩ kg=D), jk
,: 1(kgC ∩ kgCD):õ,ñ,8  
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Dalle premesse (2), (3) e (4) otteniamo che jk
¼: kg= ∩ kg=D e jk
,: kgC ∩ kgCD	e 
quindi l’inclusione da dimostrare per questo punto si semplifica diventando {9	:} ⊆¼78 {9	:}  che è banalmente vero. 
• Nel caso in cui (jk
¼, jk
,) ∉ (	ℎp$m«Á) dobbiamo dimostrare che: ∅ ⊆ 9jk
¼: 1(kg= ∩ kg=D), jk
,: 1(kgC ∩ kgCD):õ,ñ,8 	  






¼: kgp; ⊢^8_1 e,: kg′p; ⊬,ëì kg ∩ o k3m
(e,): =: ûp; ⊬,ëì kg′ ∩ o k3m
(rdfs: Class):=: ûp;, kj	 ⊢ lojk
¼	rdf: type	e,:9e¼: 1o k3m
(e,) ∩ kg,e,: 1o k3m




p;, kj ⊢ log
o¼	rdf: type	e,: 	9lojk
¼: 1	o k3m
(e,) ∩ kg, e,: 1o k3m
(rdfs: Class) ∩ kg′: 		 ⇒ ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ,8Ð 	.		 	 lojk
¼	rdf: type	e, ⊆¼78		 	 9lojk
¼: 1	o k3m
(e,) ∩ kg,	e,: 1o k3m
(rdfs: Class) ∩ kg′:õ,ñ,8 	
Abbiamo due casi di semantica: 
1. l¼	rdf: type	e, = {9l¼ = =:|(=	C	 ) ∈  ∧ C = rdf: type ∧   = e,}( 
2. jk
¼	rdf: type	e, =											²{9	:} 	se	∃(=	C	 ) ∈ 	|	= = jk
¼ ∧ gC = rdf: type ∧   = e7∅ altrimenti																																																																																																													 
CASO 1. 
Dobbiamo dimostrare che  
{9l¼ = =:|(=	C	 ) ∈  ∧ C = rdf: type ∧   = e,}( ⊆¼78 		9l¼: 1	o k3m
(e,) ∩ kg,	e,: 1o k3m
(rdfs: Class) ∩ kg′:õ,ñ,8 	
Applicando la definizione della semantica , l’inclusione da dimostrare diventa: {9l¼ = =:|(=	C	 ) ∈  ∧ C = rdf: type ∧   = e,}( ⊆¼78			9l¼: 1	o k3m
(e,) ∩ kg:õ,ñ,8 × 9e,: 1o k3m
(rdfs: Class) ∩ kg′:õ,ñ,8 		
Dalla definizione della semantica  abbiamo che: 
9e,: 1o k3m
(rdfs: Class) ∩ kg′:õ,ñ,8 =	²{9	:}		se	e, ∈ o k3m
(rdfs: Class) ∩ kg′õ,ñ,8@			∅				altrimenti																																																																
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Per individuare in quale dei due casi siamo, facciamo le seguenti considerazioni: il grafo attivo  è coerente con la funzione di tipizzazione æ e l’insieme di assiomi p;. ó, cioè æ ⊨ñ,ëì 	 do-
ve é = p;. ó, quindi abbiamo genericamente che: 
∀	(=	rdf: type	 ) ∈ . L4= ∈ æ( )5 ∧ 4  ∈ æ(rdfs: Class)5O		
e quindi, per definizione di o k3m
: 
• = ∈ o k3m
( )õ,ñ,8@ 	
•   ∈ o k3m
(rdfs: Class)õ,ñ,8@ 	
In questo caso particolare abbiamo che = = l¼ e   = e,. Osserviamo anche che dalle 
premesse abbiamo che e,: kg′. Questo implica che 9e,: 1o k3m
(rdfs: Class) ∩ kg′:õ,ñ,8 ={9	:} . Conseguentemente l’inclusione da dimostrare si semplifica diventando  {9l¼ = =:|(=	C	 ) ∈  ∧ C = rdf: type ∧   = e,}( ⊆¼78	 	9l¼: 1o k3m
(e,) ∩ kg:õ,ñ,8   
La premessa (1) indica che l¼: kg; questo fatto unitamente alle considerazioni appena fatte 
dimostrano la tesi per questo caso. 
CASO 2. 
Dobbiamo dimostrare che  
²{9	:} 	se	∃(=	C	 ) ∈ 	|	= = jk
¼ ∧ C = rdf: type ∧   = e7∅ altrimenti																																																																																																													 	⊆¼78 	9jk
¼: 1o k3m
(e,) ∩ kg,	e,: 1o k3m
(rdfs: Class) ∩ kg′:õ,ñ,8 		
Distinguiamo i due casi: se 
  ∄(=	C	 ) ∈ 	|	= = jk
¼ ∧ C = rdf: type ∧   = e,	 
l’inclusione è banale; altrimenti dobbiamo dimostrare che: 
{9	:} ⊆¼78 		9jk
¼: 1o k3m
(e,) ∩ kg:õ,ñ,8 × 9e,: 1o k3m
(rdfs: Class) ∩ kg′:õ,ñ,8 		
Le considerazioni fatte nel caso precedente sono valide anche in questo caso e quindi 
l’inclusione da dimostrare si semplifica ulteriormente diventando {9	:} ⊆¼78 {9	:} che risulta ba-





l)  p; ⊢^8_1 lojk

















¼ rdf: type log
, ⊆¼78    9lojk
¼: kg, log
,: 1o k3m
(rdfs: Class):õ,ñ,8  
Abbiamo due casi di semantica:  
1. l¼ rdf: type log
, = 
 #9l¼ = =, log
, =  :|(= C  ) ∈  ∧ C =  rdf: type'( 
2. jk
¼ rdf: type log
, = 
 #9l, =  :|(= C  ) ∈  ∧ = = jk
¼ ∧ C =  rdf: type'( 
CASO 1. 
Dobbiamo dimostrare che  
#9l¼ = =, log
, =  :|(= C  ) ∈  ∧ C =  rdf: type'( ⊆¼78   9l¼: 1kg, l,: 1o k3m
(rdfs: Class):  
Ovvero dobbiamo dimostrare che: 
1. =: kg 
2.  : o k3m
(rdfs: Class).  
Per dimostrare il primo punto osserviamo che dalla premessa e dalla regola TypeAX_Var rica-
viamo che kg = kg_gø è quindi il punto 1 è banalmente dimostrato. 
Per dimostrare il punto 2 osserviamo che æ ⊨ñ,ëì , quindi abbiamo genericamente che: 
∀ (= rdf: type  ) ∈ . L4= ∈ æ( )5 ∧ 4  ∈ æ(rdfs: Class)5O  
Ovvero  : o k3m
(rdfs: Class) come volevamo dimostrare.  
 
CASO 2. 
Dobbiamo dimostrare che  
#9l, =  :|(= C  ) ∈  ∧ = = jk
¼ ∧ C =  rdf: type'( ⊆¼78   9jk
¼: 1kg, log
,: 1o k3m
(rdfs: Class):  





p;, k_ehe ⊢«Á e: (kg_gø, kg_gø) 
Dimostrazione. 
Dimostriamo che: 
p;, k: ehe ⊢«Á e: (kg_gø, kg_gø) ⇒   ∀æ, é,  ∈ ℳ(p;), ∀ ∈ k_eheõ,ñ8Ð .   e«Á ⊆¼78 4kg_gøõ,ñ,8@ × TN_ANYõ,ñ,8@ 5  
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Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ ∈ k_eheõ,ñ8Ð .  #($, 3)|($, e, 3) ∈ } 678 ⊆¼78 4kg_gøõ,ñ,8@ × kg_gøõ,ñ,8@ 5  
Che significa dimostrare che ogni soggetto $ e ogni oggetto 3 di ogni grafo hanno un tipo no-





kj = #e=' ∪ … ∪ #e@'f = ](e, p;. ó) = h
(e, p;. ó)#e' ∈ kjp;, kj ⊢«Á e: (⋂ o k3m




p;, kj ⊢«Á e: (⋂ o k3m
(É=)dM∈6 ,⋂ o k3m
(ÉC))dN∈ë ⇒   ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð .   e«Á ⊆¼78 L®⋂ o k3m
(É=)dM∈6 ±õ,ñ,8@ × ®⋂ o k3m
(ÉC)dN∈ ±õ,ñ,8@ O  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀ ∈ #e=' ∪ … ∪ #e@'õ,ñ8Ð .  #($, 3)|($, e, 3) ∈ } 678 ⊆¼78 L®⋂ o k3m
(É=)dM∈6 ±õ,ñ,8@ × ®⋂ o k3m
(ÉC)dN∈ ±õ,ñ,8@ O  
Occorre dimostrare che: 
∀($  e 3) ∈  . $ ∈ ®⋂ o k3m
(É=)dM∈6 ±õ,ñ,8@ ∧ 3 ∈ ®⋂ o k3m
(ÉC)dN∈ë ±õ,ñ,8@ .  
Sappiamo che il grafo attivo  è coerente con la funzione di tipizzazione æ e l’insieme di as-
siomi p;. ó, cioè æ ⊨ñ,ëì   dove é = p;. ó, e quindi abbiamo che: 
∀ ($  e 3) ∈  .  4∀É= ∈ ](e, p;. ó) ⇒ $ ∈ æ(É=)5 
   ∧ 4∀ÉC ∈ h
(e, p;. ó) ⇒ 3 ∈ æ(ÉC)5 
Per la definizione di o k3m
, f e  abbiamo 
4∀É= ∈ f ⇒ $ ∈ o k3m
(É=)õ,ñ,8 5 ∧ 4∀ÉC ∈  ⇒ 3 ∈ o k3m
(ÉC)õ,ñ,8 5 
E quindi $ ∈ ∩dM∈6 o k3m
(É=)õ,ñ,8  ∧   3 ∈ ∩dN∈6 o k3m
(ÉC)õ,ñ,8  
Ovvero $ ∈ ®⋂ o k3m
(É=)dM∈6 ±õ,ñ,8  ∧   3 ∈ ®⋂ o k3m




















‘)’: (kg=, kgC) ⇒	
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð .	




‘)’±«Á ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@ 	





W«6 ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@ 	





W«6 ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@ 	
Che dimostra la tesi. □ 
 (k3m
	p_)	 p;, kj ⊢«Á mℎp$m=: (kg=, kgC)p;, kj ⊢«Á mℎp$mC: (kg , kg')p;, kj ⊢«Á mℎp$m=‘|’	mℎp$mC: (kg= ∪ kg , kgC ∪ kg')	
Dimostrazione. 
Dimostriamo che: p;, kj ⊢«Á mℎp$m=‘|’	mℎp$mC: (kg= ∪ kg , kgC ∪ kg') ⇒	
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		.	
  mℎp$m=‘|’	mℎp$mC«Á ⊆¼78 kg= ∪ kg õ,ñ,8@ × kgC ∪ kg'õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		.	
 	ℎp$m=«Á 	⊎ 	 	ℎp$mC«Á ⊆¼78 kg= ∪ kg õ,ñ,8@ × kgC ∪ kg'õ,ñ,8@ 	
Assumiamo vere le premesse e abbiamo che: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . mℎp$m=«Á ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . mℎp$mC«Á ⊆¼78 kg õ,ñ,8@ × kg'õ,ñ,8@  
Quindi risulta: mℎp$m=«Á ⊎ mℎp$mC«Á ⊆¼78 4kg=õ,ñ,8@ × kgCõ,ñ,8@ 5 ∪ 4kg õ,ñ,8@ × kg'õ,ñ,8@ 5	
Per il Lemma Union sui Soprainsiemi (sezione 6.1.1):  4kg=õ,ñ,8@ × kgCõ,ñ,8@ 5 ∪ 4kg õ,ñ,8@ × kg'õ,ñ,8@ 5	
 ⊆ 4kg=õ,ñ,8@ ∪ kg õ,ñ,8@ 5 × 4kgCõ,ñ,8@ ∪ kg'õ,ñ,8@ 5	
Per definizione dei tipi nodo: 
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kg=õ,ñ,8@ ∪ kg õ,ñ,8@ = kg= ∪ kg õ,ñ,8@  kgCõ,ñ,8@ ∪ kg'õ,ñ,8@ = kgC ∪ kg'õ,ñ,8@  
Quindi mℎp$m=«Á ⊎ mℎp$mC«Á ⊆¼78 kg= ∪ kg õ,ñ,8@ × kgC ∪ kg'õ,ñ,8@  che dimostra 





p;, kj ⊢«Á mℎp$m=: (kg=, kgC)p;, kj ⊢«Á mℎp$mC: (kg , kg')p;. ó ⊬,ëì kgC ∩ kg : =: ûp;, kj ⊢«Á mℎp$m= ‘/’ mℎp$mC : (kg=, kg')  
Dimostrazione. 
Dimostriamo che: 
p;, kj ⊢«Á mℎp$m= ‘/’ mℎp$mC: (kg=, kg') ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
  mℎp$m= ‘/’ mℎp$mC«Á ⊆¼78 kg=õ,ñ,8@ × kg'õ,ñ,8@  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
 #($, É)|($ 3 É) ∈ 4	ℎp$m=«Á ⋈C0= 	ℎp$mC«Á5'( ⊆¼78 kg=õ,ñ,8@ × kg'õ,ñ,8@  
Sia ($, É) ∈ (¯($, É)¾($ 3 É) ∈ 	ℎp$m=«Á ⋈C0= 	ℎp$mC«Á°() 
Allora ∃3 . ($, 3) ∈ 4	ℎp$m=«Á5  ∧  (3, É) ∈ 4	ℎp$mC«Á5 
Assumiamo vere le premesse e abbiamo che: 
(1) ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . mℎp$m=«Á ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  
(2) ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . mℎp$mC«Á ⊆¼78 kg õ,ñ,8@ × kg'õ,ñ,8@  




p;, kj ⊢«Á  mℎp$m: (kg=, kgC)p;, kj ⊢«Á  ‘^’mℎp$m: (kgC, kg=) 
Dimostrazione. 
Dimostriamo che: 
p;, kj ⊢«Á ‘^’mℎp$m: (kgC, kg=) ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
  ‘^’mℎp$m«Á ⊆¼78 kgCõ,ñ,8@ × kg=õ,ñ,8@  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
 #($, 3)|(3, $) ∈ (	ℎp$m«Á)}678 ⊆¼78 kgCõ,ñ,8@ × kg=õ,ñ,8@  
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Assumiamo vera la premessa e abbiamo che: ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . mℎp$m«Á ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  
Sia (, ) ∈ (	ℎp$m«Á). Per la premessa abbiamo che (, ) ∈ kg=õ,ñ,8@ × kgCõ,ñ,8@  di 






p;, kj ⊢W,+7¼∶ kgp;, kj ⊢«Á mℎp$m ‘ + ’: (kg=, kgC)p;, kj ⊢«Á  mℎp$m ‘ ∗ ’ ∶  (kg, kg) 
Dimostrazione. 
Dimostriamo che: 
p;, kj ⊢«Á  mℎp$m ‘ ∗ ’ ∶ (kg, kg) ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
   mℎp$m ‘ ∗ ’«Á ⊆¼78 kgõ,ñ,8@ × kgõ,ñ,8@  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
 #($, $)|$ ∈ g
()'¼78 ∪ k;

(	ℎp$m«Á) ⊆¼78 kgõ,ñ,8@ × kgõ,ñ,8@  
Assumiamo vere le premesse, quindi abbiamo che: 
(1) ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð  , ∀(= C  ) ∈ . = ∈ kgõ,ñ,8@ ∧   ∈ kgõ,ñ,8@  
(2) ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . mℎp$m ‘ + ’«Á ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  
Per definizione: 
• g
() = #$| ∃m, . ($ m) ∈  ∨ ( m $) ∈ ' 
• k;

4	ℎp$m«Á5 = ¯($=, $@)¾ > 1, ∃$C, … , $@Ì=. ∀ ∈ 1. .  − 1 ($< , $<B=) ∈ (	ℎp$m«Á)°678 
Osserviamo che ($=, $C) ∈ 4	ℎp$m«Á5 ⇒ $= ∈ g
() ∧ $C ∈ g
() e da (1) risul-
ta che g







p;, kj ⊢«Á  mℎp$m ∶ (kg=, kgC)p;, kj ⊢«Á  mℎp$m ‘ + ’ ∶ (kg=, kgC) 
Dimostrazione. 
Dimostriamo che: 
p;, kj ⊢«Á  mℎp$m ‘ + ’ ∶  (kg=, kgC) ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 




∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
 k;

4	ℎp$m«Á5 ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  
Assumiamo vera la premessa, da cui: 





 #($=, $@)| > 1, ∃$C, … , $@Ì=. ∀ ∈ {1, . . . ,  − 1} ($< , $<B=) ∈ (	ℎp$m«Á)'678 
Quindi, dalle due osservazioni precedenti: 
k;

4	ℎp$m«Á5 ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  






p;, kj ⊢W,+7¼∶ kgp;, kj ⊢«Á mℎp$m ∶ (kg=, kgC)p;, kj ⊢«Á  mℎp$m ‘? ’: (kg, kg) 
Dimostrazione. 
Dimostriamo che: 
p;, kj ⊢«Á mℎp$m ‘? ’: (kg, kg) ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
  mℎp$m ‘? ’«Á ⊆¼78 kgõ,ñ,8@ × kgõ,ñ,8@  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . 
 ¯#($, $)|$ ∈ g
()}678 ∪ 	ℎp$m«Á°678 ⊆¼78 kgõ,ñ,8@ × kgõ,ñ,8@  
Assumiamo vere le premesse, quindi: 
(1) ∀æ, é,  ∈ ℳ(p;), ∀ ∈  kjõ,ñ8Ð  , ∀(=, C,  ) ∈ . = ∈ kgõ,ñ,8@ ∧   ∈ kgõ,ñ,8@  
(2) ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð . mℎp$m«Á ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  
Per definizione g
() = #$| ∃m, . ($ m ) ∈  ∨ ( m $) ∈ ' 
Osserviamo che ($=, $C) ∈ (	ℎp$m«Á) ⇒ $= ∈ g
() ∧ $C ∈ g
(), e da (1) risul-
ta che g





6.2.13 Nodes  (k3m
g
3) 
p;, k_ehe ⊢W,+7¼ ∶  kg_gø 
Dimostrazione. 
Dimostriamo che: 
p;, k_ehe ⊢W,+7¼ ∶  kg_gø ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ k_eheõ,ñ8Ð  , ∀(= C  ) ∈ . 
  = ∈ kg_gøõ,ñ,8@ ∧   ∈ kg_gøõ,ñ,8@  







. = #](e, p;. ó)|e ∈ kj'
/ = #h
(e, p;. ó)|e ∈ kj'kg= = ⋃ ⋂ o k3m
(É=)dM∈66∈.kgC = ⋃ ⋂ o k3m
(ÉC)dN∈∈/p;, kj ⊢W,+7¼ ∶  kg= ∪ kgC  
Dimostrazione. 
Dimostriamo che: 
p;, kj ⊢W,+7¼ ∶  (kg= ∪ kgC) ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð  , ∀(= C  ) ∈ . 
  = ∈ kg= ∪ kgCõ,ñ,8@ ∧   ∈ kg= ∪ kgCõ,ñ,8@  
Ovvero dobbiamo dimostrare che: 
(  ) ∈  ⇒  
  ∈ ®4⋃ ⋂ o k3m
(É=)dM∈66∈. 5 ∪ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@ ∧  
  ∈ ®4⋃ ⋂ o k3m
(É=)dM∈66∈. 5 ∪ 4⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5±õ,ñ,8@   
Per dimostrarlo notiamo che il grafo attivo  è coerente con la funzione di tipizzazione æ e 
l’insieme di assiomi p;. ó, cioè æ ⊨ñ,ëì ð  dove é = p;. ó. Quindi abbiamo che: ∀(= C  ) ∈ .  4∀É= ∈ ](C, p;. ó) ⇒ = ∈ æ(É=)5 
   ∧ 4∀ÉC ∈ h
(C, p;. ó) ⇒   ∈ æ(ÉC)5 
e quindi, per definizione di o k3m
 abbiamo che: 
= ∈ æ(É=) ⇒  = ∈ o k3m
(É=)õ,ñ,8@    ∈ æ(ÉC) ⇒    ∈ o k3m
(ÉC)õ,ñ,8@  
Dalle definizioni delle premesse notiamo che: 
• ∀e ∈ kj  ∃f = ](e, p;. ó)  tale che f ∈ . 
• ∀e ∈ kj  ∃ = h
(e, p;. ó)  tale che  ∈ / 
E quindi, dato che C ∈ kj: 
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• ∃f ∈ .. ∀É= ∈ f. = ∈ o k3m
(É=)õ,ñ,8@  da cui	= ∈ ®⋃ ⋂ o k3m
(É=)dM∈66∈. ±õ,ñ,8 		 
• ∃ ∈/. ∀ÉC ∈ .   ∈ o k3m
(ÉC)õ,ñ,8@  da cui   ∈ ®⋃ ⋂ o k3m
(ÉC)dN∈∈/ ±õ,ñ,8  





g	f_)	 p;, kj ⊢W«6 	 e=‘|’… ‘|’eH:	(kg=, kgC)p;, kj ⊢W«6 		 ‘^’eHB=‘|’… ‘|’	‘^’e@:	(kg , kg')p;, kj ⊢W«6 	e=‘|’ … ‘|’eH ‘|’	‘^’eHB=‘|’… ‘|’	‘^’e@	:	(kg= ∪ kg , kgC ∪ kg') 
Dimostrazione. 
Dimostriamo che: p;, kj ⊢W«6 	e=‘|’ … ‘|’eH ‘|’	‘^’eHB=‘|’… ‘|’	‘^’e@: (kg= ∪ kg , kgC ∪ kg') ⇒	
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		.	
  ®	e=‘|’… ‘|’eH‘|’	‘^’eHB=‘|’ … ‘|’	‘^’e@±W«6 ⊆¼78 kg= ∪ kg õ,ñ,8@ × kgC ∪ kg'õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		. 
 e=‘|’. . . ‘|’eHW«6 ⊎ ‘^’eHB=‘|’ … ‘|’‘^’e@W«6 ⊆¼78 kg= ∪ kg õ,ñ,8@ × kg= ∪ kg'õ,ñ,8@  
Assumiamo vere le premesse: 
(1) ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		. e=‘|’… ‘|’eHW«6 ⊆¼78 kg=õ,ñ,8@ × kgCõ,ñ,8@  
(2) ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		. ‘^’eHB=‘|’ … ‘|’‘^’e@W«6 ⊆¼78 kg õ,ñ,8@ × kg'õ,ñ,8@  
Per il LEMMA UNION SUI SOPRAINSIEMI: e=‘|’… ‘|’eHW«6 ⊎ ‘^’eHB=‘|’… ‘|’‘^’e@W«6 ⊆¼78	
 4kg=õ,ñ,8@ × kgCõ,ñ,8@ 5 ∪ 4kg õ,ñ,8@ × kg'õ,ñ,8@ 5	
Per definizione dei tipi nodo abbiamo che: kg=õ,ñ,8@ ∪ kg õ,ñ,8@ = kg= ∪ kg õ,ñ,8@  kgCõ,ñ,8@ ∪ kg'õ,ñ,8@ = kgC ∪ kg'õ,ñ,8@ 	
Quindi e=‘|’. . . ‘|’eHW«6 ⊎ ‘^’eHB=‘|’… ‘|’‘^’e@W«6 ⊆¼78 kg= ∪ kg õ,ñ,8@ × kgC ∪ kg'õ,ñ,8@  







kj =  #e=ª' ∪ … ∪ #e-ª'
. = ¯](e, p;. ó)¾e ∈ kj ∧  ∀µ = 1. .  .  e ≠ e*°
/ = ¯h
(e, p;. ó)¾e ∈ kj ∧  ∀µ = 1. .  .  e ≠ e*°p;, kj ⊢W«6  e=‘|’ … ‘|’e@ : (⋃ ⋂ o k3m




p;, kj ⊢W«6 e=‘|’ … ‘|’e@: 4⋃ ⋂ o k3m
(É=)dM∈66∈. , ⋃ ⋂ o k3m
(ÉC)dN∈∈/ 5 ⇒  
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð   . 
  e=‘|’ … ‘|’e@W«6 ⊆¼78  
  ®⋃ ⋂ o k3m
(É=)dM∈66∈. ±õ,ñ,8@ × ®⋃ ⋂ o k3m
(ÉC)dN∈∈/ ±õ,ñ,8@   
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð   . 
 #($, 3)|($ e 3) ∈  ∧ ∀ ∈ #1, … , 'e ≠ e<'678 ⊆¼78 
 ®⋃ ⋂ o k3m
(É=)dM∈66∈. ±õ,ñ,8@ × ®⋃ ⋂ o k3m
(ÉC)dN∈∈/ ±õ,ñ,8@   
Sia ($D, 3D) ∈ #($, 3)|($ e 3) ∈  ∧ ∀ ∈ #1, . . . , ' e ≠ e<'678 
Vogliamo dimostrare che: 
$D ∈ ®⋃ ⋂ o k3m
(É=)dM∈66∈. ±õ,ñ,8  ∧   3′ ∈ ®⋃ ⋂ o k3m
(ÉC)dN∈∈/ ±õ,ñ,8   
Sappiamo che il grafo attivo  è coerente con la funzione di tipizzazione universale æ e 
l’insieme di assiomi é = p;. ó e quindi abbiamo che: 
∀ ($D m 3D) ∈  .    4∀É= ∈ ](m, p;. ó) ⇒ $D ∈ æ(É=)5 ∧ 4∀ÉC ∈ h
(m, p;. ó) ⇒ 3D ∈ æ(ÉC)5 ∧  
 m ∈ #e=ª , … , e-ª'\#e=, … , e@'  
Dato che per ipotesi  ∈ kjõ,ñ8Ð  e  ∈ #e=ª' ∪ … ∪ #e-ª' 
Abbiamo che m ∈ #e=ª , … , e-ª'\#e=, … , e@' e  ∀É= ∈ ](m, p;. ó) ⇒ $′ ∈ æ(É=) ∧ ∀ÉC ∈ h
(m, p;. ó) ⇒ 3′ ∈ æ(ÉC) 
Per la definizione di o k3m
 abbiamo: 
∀É= ∈ ](m, p;. ó) ⇒ $D ∈ o k3m
(É=)õ,ñ,8@  ∧ ∀ÉC ∈ h
(m, p;. ó) ⇒ 3′ ∈ o k3m
(ÉC)õ,ñ,8@  
Dalle definizioni delle premesse notiamo che: 
∀e ∈ kj 
 ℎ
 ∀µ ∈ 1. .  e ≠ e*    ∃f = ](e, p;. ó)  tale che f ∈ . ∀e ∈ kj 
 ℎ
 ∀µ ∈ 1. .  e ≠ e*    ∃ = h
(e, p;. ó)  tale che  ∈ / 
E quindi: 
∃f ∈ .. ∀É= ∈ f ⇒ $′ ∈ o k3m
(É=)õ,ñ,8 ⇔  $′ ∈ ®⋃ ⋂ o k3m
(É=)dM∈66∈. ±õ,ñ,8   ∧  ∃ ∈ /. ∀ÉC ∈  ⇒ 3′ ∈ o k3m
(ÉC)õ,ñ,8 ⇔  3′ ∈ ®⋃ ⋂ o k3m







g	f_;)	 kj	 = 	 {e=ª} ∪ …∪ {e-ª}
. = ¯](e, p;. ó)¾e ∈ kj	 ∧ 	∀µ = 1. . 	.		e ≠ e*°
/ = ¯h
(e, p;. ó)¾e ∈ kj	 ∧ 	∀µ = 1. . 	.		e ≠ e*°p;, kj ⊢W«6 	‘^’e=‘|’… ‘|’	‘^’e@	: (⋃ ⋂ o k3m
(ÉC)dN∈∈/ ,⋃ ⋂ o k3m
(É=)dM∈66∈. ) 
Dimostrazione. 
Dimostriamo che: p;, kj ⊢W«6 	‘^’e=‘|’… ‘|’	‘^’e@: 4⋃ ⋂ o k3m
(ÉC)dN∈66∈. , ⋃ ⋂ o k3m
(É=)dM∈∈/ 5 ⇒		
 ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		.	
  ®	‘^’e=‘|’… ‘|’	‘^’e@±W«6 ⊆¼78	
  ®⋃ ⋂ o k3m
(ÉC)dN∈66∈. ±õ,ñ,8@ × ®⋃ ⋂ o k3m
(É=)dM∈∈/ ±õ,ñ,8@ 		
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 		.	
 {(3, $)|($	e	3) ∈ 	 ∧ ∀ ∈ {1,… , }e ≠ e<}678 ⊆¼78	
 ®⋃ ⋂ o k3m
(ÉC)dN∈66∈. ±õ,ñ,8@ × ®⋃ ⋂ o k3m
(É=)dM∈∈/ ±õ,ñ,8@ 		
Sia (3D, $′) ∈ {(3, $)|($	e	3) ∈ 	 ∧ ∀ ∈ {1, . . . , }	e ≠ e<}678 
Allora 3′ ∈ ®⋃ ⋂ o k3m
(ÉC)dN∈66∈. ±õ,ñ,8@ 	∧ 		$′ ∈ ®⋃ ⋂ o k3m
(É=)dM∈∈/ ±õ,ñ,8@   
Da qui la dimostrazione è analoga al caso precedente. 
□ 
 
6.2.15 GraphPattern  	(k3m
j	_
m3)	
p;, g, kj ⊢ª« 	:	9	:	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« : 9	: ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 ,,ª« ⊆¼78 9	:õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 			.		 {9	:} ⊆¼78 {9	:}	








F)	∀ ∈ {1,… , }		p;, kj ⊢ 	 km
< ∶ kh<∀, µ ∈ {1, … , }		p;. ó ⊬,ëì g]4kh< , kh*5:= :	ûp;, g, kj ⊢ª« 	 km
=‘. ’ … ‘. ’	km
@ ∶ g]4kh=, g](… , g](kh@Ì=, kh@)… )5	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« km
=‘. ’ … ‘. ’	km
@: g]4kh=, g](… , g](kh@Ì=, kh@)… )5 ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 km
=‘. ’ … ‘. ’	km
@,,ª« ⊆¼78 ®g]4kh=, g](… , g](kh@Ì=, kh@)… )5±õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 km
= ⋈ ⋯ ⋈ km
@ ⊆¼78 ®g]4kh=, g](… , g](kh@Ì=, kh@)… )5±õ,ñ,8 	
Il caso base è con n=2 e la dimostrazione di questo caso è la seguente: 	 km
= ⋈ km
C ⊆¼78 g](kh=, khC)õ,ñ,8 	
Dalla premessa (1) abbiamo che: 
• ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 	. km
= ⊆¼78 kh=õ,ñ,8  
• ∀æ, é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 	. km
C ⊆¼78 khCõ,ñ,8  
Quindi applicando il LEMMA AND dimostriamo direttamente questo caso base. 
Il caso generico si dimostra in modo analogo: la premessa (1) ci assicura che ∀ ∈ {1, … , } ab-
biamo che ∀æ,é,  ∈ ℳ(p;), ∀ ∈ kjõ,ñ8Ð 	. km
< ⊆¼78 kh<õ,ñ,8  e quindi per completare 
la dimostrazione basta applicare n-1 volte il LEMMA AND. □ 
 (k3m
j	_)	
p;, g, kj ⊢ª« 	 jmℎ	
=: kh=	p;, g, kj ⊢ª« 	 jmℎ	
C: khCp;. ó ⊬,ëì g](kh=, khC): =: ûp;, g, kj ⊢ª« jmℎ	
=	jmℎ	
C ∶ g](kh=, khC) 
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
=	jmℎ	
C: g](kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
=	jmℎ	
C,,ª« ⊆¼78 g](kh=, kRC)õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð .		 jmℎ	
=,,ª« ⋈ jmℎ	
C,,ª« ⊆¼78 g](kh=, khC)õ,ñ,8 	
Assumiamo vere le premesse; queste ci assicurano che: 
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(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
=,,ª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
C,,ª« ⊆¼78 khCõ,ñ,8  
Siano Ω= = jmℎ	
=,,ª«  e ΩC = jmℎ	
C,,ª« . 
Dalle premesse risulta che Ω= ⊆¼78 kh=õ,ñ,8  e ΩC ⊆¼78 khCõ,ñ,8 . 
Allora dal LEMMA AND segue la tesi e cioè che (Ω= ⋈ ΩC) ⊆¼78 g](kh=, khC)õ,ñ,8 . □ 
 	(k3m
j	jj	)	
p;, g, kj ⊢ª« 	jmℎ	
 ∶ kh=	p;, g, kj ⊢ªª« 	jmjmℎ	
: khCp;. ó ⊬,ëì g](kh=, khC): =: ûp;,g, kj ⊢ª« jmℎ	
	jmjmℎ	
 ∶ g](kh=, khC)	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	jmjmℎ	
 ∶ g](kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
	‘. ’	jmjmℎ	
	,,ª« ⊆¼78 g](kh=, khC)õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmℎ	
,,ª« ⋈ jmjmℎ	
,,ª« ⊆¼78 g](kh=, khC)õ,ñ,8 	
Assumiamo vere le premesse; queste ci assicurano che: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.	jmjmℎ	
,,ª« ⊆¼78 khCõ,ñ,8  
Siano Ω= = jmℎ	
=,,ª«  e ΩC = jmℎ	
C,,ª« . 
Sfruttando le premesse risulta che	Ω= ⊆¼78 kh=õ,ñ,8  e che ΩC ⊆¼78 khCõ,ñ,8 . Allora dal LEM-






p;, g, kj ⊢ªª« jmjmℎ	
=: kh=p;, g, kj ⊢ªª« jmjmℎ	
C: khCp;, g, kj ⊢ª« jmjmℎ	
=‘º’	jmjmℎ	






p;, g, kj ⊢ª« jmjmℎ	
=‘º’	jmjmℎ	
C: çgeog(kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmjmℎ	
=‘º’	jmjmℎ	
C‘. ’	? ,,ª« 		 	 ⊆¼78 çgeog(kh=, khC)õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmjmℎ	
=,,ªª« ⊎ jmjmℎ	
C,,ªª« ⊆¼78 çgeog(kh=, khC)õ,ñ,8 	
Assumiamo vere le premesse: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.	jmjmℎ	
=,,ªª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.	jmjmℎ	
C,,ªª« ⊆¼78 khCõ,ñ,8  
Siano Ω= = jmjmℎ	
=,,ªª«  e ΩC = jmjmℎ	
C,,ªª«  
Allora applicando il LEMMA UNION, abbiamo la tesi: Ω= ⊆¼78 kh=õ,ñ,	8 ∧	ΩC ⊆¼78 khCõ,ñ,8 ⇒ (Ω= ⊎ ΩC) ⊆¼78 çgeog(kh=, khC)õ,ñ,8 	 □ 
 	(k3m
j	_m)	
p;, g, kj ⊢ª« jmℎ	
: kh=p;,g, kj ⊢ªª« jmjmℎ	
: khC	p;. ó ⊬,ëì o	k(kh=, khC): =: ûp;, g, kj ⊢ª« jmℎ	
	‘Îº¥’	jmjmℎ	
‘. ’	? :	o	k(kh=, khC) 
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	‘Îº¥’	jmjmℎ	
: o	k(kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
	‘Îº¥’	jmjmℎ	
‘. ’	? ,,ª« ⊆¼78 o	k(kh=, khC)õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmℎ	
,,ª« ⟕jmjmℎ	
,,ªª« ⊆¼78 o	k(kh=, khC)õ,ñ,8 	
Assumiamo vere le premesse: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
=,,ª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.	jmjmℎ	
C,,ªª« ⊆¼78 khCõ,ñ,8  
Siano Ω= = jmℎ	
=,,ª«  e ΩC = jmjmℎ	
C,,ªª«   





p;, g, kj ⊢ª« jmℎ	
: kh=p;,g, kj ⊢ªª« jmjmℎ	
: khC	p;. ó ⊬,ëì g](kh=, khC): =: ûp;, g, kj ⊢ª« jmℎ	
		‘¤º’	jmjmℎ	
	‘. ’	? : kh=	 
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	‘¤º’	jmjmℎ	
: kh= ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
	‘¤º’	jmjmℎ	
	‘. ’	? ,,ª« ⊆¼78 kh=õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. 
 jmℎ	
,,ª« −	jmjmℎ	
,,ªª« ⊆¼78 kh=õ,ñ,8  
Assumiamo vere le premesse, quindi: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
=,,ª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.	jmjmℎ	
C,,ªª« ⊆¼78 khCõ,ñ,8  
Siano Ω= = jmℎ	
=,,ª« 	 e ΩC = jmjmℎ	
C,,ªª«  
Dalle premesse abbiamo che Ω= ⊆¼78 kh=õ,ñ,	8 ∧		ΩC ⊆¼78 khCõ,ñ,8  
Dalla definizione di differenza risulta che Ω= −	ΩC ⊆ Ω= ⊆ kh=õ,ñ,	8  □ 
 	(k3m
j	_mℎe)	
p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊢,ëì kg <: jmℎ(kj′)p;,g, kj′ ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
	‘. ’	? :g](kh=, khC)
	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
:	g](kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
	‘. ’	? ,,ª« ⊆¼78		 	 g](kh=, khC)õ,ñ,8 	
La semantica jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
	‘. ’	? ,,ª«  è 
`se	e ∉ 						∅																																																																																																											se	e ∈ 					jmℎ	
,,ª« ⋈ jmjmℎ	
,,.Ð(Ñ<)ªª« 		
Quindi abbiamo due casi: 
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1. Se e ∉  allora dobbiamo dimostrare che:  
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. 	∅ ⊆¼78 g](kh=, khC)õ,ñ,8   
Che è banalmente vero in quanto l'insieme vuoto è sottoinsieme di qualsiasi insieme. 
2. Se e ∈  allora dobbiamo dimostrare che:  
∀æ,é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.  jmℎ	
,,ª« ⋈ jmjmℎ	
,,.Ð(Ñ<)ªª« ⊆¼78 g](kh=, khC)õ,ñ,8   
Se riusciamo a dimostrare le seguenti ipotesi:  
[1] jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8   
[2] jmjmℎ	
,,.Ð(Ñ<)ªª« ⊆¼78 khCõ,ñ,8   
allora, utilizzando il LEMMA AND possiamo dimostrare la tesi.  
La [1] è dimostrata direttamente dalla premessa (1). 
Per dimostrare la [2] osserviamo che dalla premessa (4) abbiamo:  ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀= ∈ kjDõ,ñ8Ð 	.		 	 jmjmℎ	
,,Mªª« ⊆¼78 khCõ,ñ,8   
Dalla premessa (2) sappiamo che e: kg e dalla (3) che kg <: jmℎ(kj’) questo si-
gnifica che kgõ,ñ,8@ ⊆ jmℎ(kj′)õ,ñ,8@  e applicando la definizione della semantica 
di jmℎ(kj′) abbiamo che kgõ,ñ,8@ ⊆ {e|. (e) ↓	∧ . (e) ∈ kj′õ,ñ8Ð } e 
quindi e ∈ kgõ,ñ,8@ ⇒ 	. (e) ∈ kj′õ,ñ8Ð . Ponendo quindi = = .(e) ren-
diamo vera anche questa ipotesi.  





p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊬,ëì kg <: jmℎ(kj′)p;,g, k_ehe ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
‘. ’? : g](kh=, khC)	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
: g](kh=, khC) ⇒ 		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
		‘Ï¥Î¨’	e	jmjmℎ	
	‘. ’	? ,,ª« ⊆¼78 g](kh=, khC)õ,ñ,8 	
La dimostrazione è analoga alla precedente. L’unico punto che differisce è il [2] che andiamo 
adesso a dimostrare. 
Dobbiamo dimostrare che jmjmℎ	
,,.Ð(Ñ<)ªª« ⊆¼78 khCõ,ñ,8 . Per farlo osservia-
mo che dalla premessa (4) abbiamo: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀= ∈ k_eheõ,ñ8Ð 	. jmjmℎ	
,,Mªª« ⊆¼78 khCõ,ñ,8   
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)		 	 ∧ æ ⊨,ëì ð,é} 
Quindi abbiamo che ogni grafo coerente alla funzione di tipizzazione universale fa parte della 
semantica di T_IRI e che ogni GroupGraphPattern valutato su tale grafo è contenuto nella 
semantica di khC. 
Notiamo adesso che siamo nel caso in cui e ∈  e quindi Iri è un riferimento valido a un gra-




p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊢,ëì kg <:∪<∈Ñ jmℎ(kj<)p;, g,∪<∈Ñ kj< ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
	‘. ’	? :g](kh=, khC)
	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
:	g]4kh=, g](9l: 1kg:, khC)5 ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
	‘. ’	? ,,ª« ⊆¼78		 	 g](kh=, khC)õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ ⊆ g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmℎ	
,,ª« ⋈	∪<∈ ({9l = :} ⋈ jmjmℎ	
,,.Ð(<)ªª« )		 ⊆¼78 g](kh=, khC)õ,ñ,8 	
Le premesse assicurano che: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀ΩD ⊆¼78 kh=õ,ñ,8 	, ∀′ ∈ (ΩD)	. lV ∈ kgõ,ñ,8@  
(4) ∀æ,é,  ∈ ℳ(p;), ∀	 = g@-, ∀D ∈ ∪<∈Ñ kj<õ,ñ8Ð 	.	jmjmℎ	
,,ªª« ⊆¼78 khCõ,ñ,8  
Vogliamo dimostrare che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð ,	∀ ∈  Ljmℎ	
,,ª« ⋈	∪<∈ 4{9l = :} ⋈ jmjmℎ	
,,.Ð(<)ªª« 5O ⇒	
  ∈ g](kh=, khC)õ,ñ,8 	
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Sia  ∈  Ljmℎ	
,,ª« ⋈ 4∪<∈ {9l = :} ⋈ jmjmℎ	
,,.Ð(<)ªª« 5O allora ∃= ∈ 4jmℎ	
,,ª« 5 ∧ ∃C ∈  L4∪<∈  #9l = :' ⋈ jmjmℎ	
,,.Ð(<)ªª« 5O .  =~C ∧  = =. C  
Per costruzione = ∈ 4jmℎ	
,,ª« 5 e dalla premessa (1) deriviamo quindi che = ∈ kh=õ,ñ,8 . 
Dalla premessa (2) risulta poi che =9l: ∈ kgõ,ñ,8@  e questo implica che l ∈ ](=). 
Per costruzione C ∈ 4∪<∈  #9l = :' ⋈ jmjmℎ	
,,.Ð(<)ªª« 5 e questo implica 
che:  
[1] ∃F ∈ . C ∈ 4#9l = F:' ⋈ jmjmℎ	
,,.Ð(H)ªª« 5 
Dato che =~C e che per costruzione l ∈ ](C) abbiamo che C(l) = =(l). Per cui 
la sola F per la quale vale la [1] è =(l). Quindi, sostituendo in [1] F con =(l), abbiamo: 
C ∈  L#9l =  =(l):' ⋈ jmjmℎ	
,,.Ð4VM()5ªª« O 
La premessa (5) assicura che: 
∀æ, é,  ∈ ℳ(p;), ∀  = g@-, ∀D ∈ ∪<∈Ñ kj<õ,ñ8Ð  . jmjmℎ	
,,ªª« ⊆¼78 khCõ,ñ,8  
e quindi per dimostrare che C ∈ 4#9l =  =(l):' ⋈ khCõ,ñ,8 5 devo dimostrare che:  
. 4=(l)5 ∈ ∪<∈Ñ kj<õ,ñ8Ð  
Per dimostrare questo osserviamo che dalle premesse (2) e (3) sappiamo che: 
• =(l) ∈ kgõ,ñ,8@  
• kg <:∪∈e jmℎ(kj) 
Questo significa che kgõ,ñ,8@ ⊆ ∪<∈Ñ jmℎ(kj<)õ,ñ,8@  e quindi =(l) ∈ kgõ,ñ,8@ ⇒ =(l) ∈ ∪<∈Ñ jmℎ(kj<)õ,ñ,8@   
che per la proprietà sull’unione dei tipi nodo equivale ad affermare che 
=(l) ∈ ∪<∈Ñ jmℎ(kj<)õ,ñ,8@  
Applicando la definizione della semantica di jmℎ(kj<) abbiamo che  
=(l) ∈ ∪<∈Ñ #e|. (e) ↓ ∧ . (e) ∈ kj<õ,ñ8Ð ' 
E quindi ne consegue che ∃ ∈ e. =(l) ∈ #e|. (e) ∈ kj<õ,ñ8Ð } 
Ovvero ∃ ∈ e tale che . 4=(l)5 ∈  kj<õ,ñ8Ð  e quindi, a maggior ragione  . 4=(l)5 ∈ ∪<∈Ñ kj<õ,ñ8Ð  . 
Quindi abbiamo dimostrato che C ∈ 4#9l = =(l):' ⋈ khCõ,ñ,8 5. 
Adesso osserviamo che dalla premessa (2) possiamo dedurre che 
9l = =(l): ∈ 9l: 1kg:õ,ñ,8  
e di conseguenza C ∈ 9l: 1kg:õ,ñ,8 ⋈ khCõ,ñ,8 . 
Ricapitolando, abbiamo dimostrato che: 
• = ∈ kh=õ,ñ,8  
• C ∈ 49l: 1kg:õ,ñ,8 ⋈ khCõ,ñ,8 5 
Quindi =. C ∈ Lkh=õ,ñ,8 ⋈ 49l: 1kg:õ,ñ,8 ⋈ khCõ,ñ,8 5O 
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Osserviamo che poiché 9l:	1kg: fa parte di kh=, allora possiamo riscrivere la precedente af-
fermazione nel seguente modo: =. C ∈ 4kh=õ,ñ,8 ⋈ khCõ,ñ,8 5 




p;, g, kj ⊢ª« jmℎ	
: kh=l ∉ (kh=)g = {e=} ∪ …∪ {e@}∀ ∈ {1, … , }			e<: jmℎ(kj<) ∈ p;. gjp;, g,∪<∈W kj< ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
	‘. ’	? :g]4kh=, g](9l: 1 ∪<∈W jmℎ(kj<):, khC)5
	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
:	g]4kh=, g](9l: 1 ∪<∈W jmℎ(kj<):, khC)5 ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
		‘Ï¥Î¨’	l	jmjmℎ	
	‘. ’	? ,,ª« ⊆¼78		 	 ®g]4kh=, g](9l: 1 ∪<∈W jmℎ(kj<):, khC)5±õ,ñ,8 	
Ovvero che: 
 
∀æ, é,  ∈ ℳ(p;), ∀ ⊆ g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmℎ	
,,ª« ⋈	⊎<∈ ({9l = :} ⋈ jmjmℎ	
,,.Ð(<)ªª« )		 ⊆¼78 ®g]4kh=, g](9l: 1 ∪<∈W jmℎ(kj<):, khC)5±õ,ñ,8 	
Le premesse assicurano che: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
(5) ∀æ,é,  ∈ ℳ(p;), ∀	 = g@-, ∀D ∈ ∪<∈W kj<õ,ñ8Ð 	.	jmjmℎ	
,,ªª« ⊆¼78 khCõ,ñ,8  
Se riusciamo a dimostrare che: 
[1] jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
[2] ⊎<∈	 4{9l = :} ⋈ jmjmℎ	
,,.Ð(<)ªª« 5	⊆¼78 g](9l: 1 ∪<∈W jmℎ(kj<):, khC)õ,ñ,8   
possiamo applicare il LEMMA AND e dimostrare la tesi. 
La [1] è dimostrata direttamente dalla premessa (1). Procediamo quindi col dimostrare la [2]. 
Sia  ∈ 4⊎<∈	 {9l = :} ⋈ jmjmℎ	
,,.Ð(<)ªª« 5  
questo implica che: ∃F ∈  tale che	 ∈ 4{9l = F:} ⋈ jmjmℎ	
,,.Ð(H)ªª« 5  
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Vogliamo dimostrare che  ∈ g](9l: 1 ∪<∈W jmℎ(kj<):, khC). E per fare questo dobbiamo 
applicare il LEMMA AND dopo aver dimostrato che: 
[2.1] {9l = F:} ⊆¼78 9l: 1 ∪<∈W jmℎ(kj<):õ,ñ,8  
[2.2] jmjmℎ	
,,.Ð(H)ªª« ⊆¼78 khCõ,ñ,8  
Poiché F ∈  ovvero F ∈ N=> abbiamo che ∃kjH tale che F ∶ jmℎ(kjH) e quindi,   {9l = F:} ⊆¼78 9l: 1jmℎ(kjH):õ,ñ,8  e quindi, più in generale, {9l = F:} ⊆¼78 9l: 1 ⊎<∈W	 jmℎ(kj<):õ,ñ,8  e questo dimostra il punto [2.1]. 
La premessa (5) assicura che: ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀D ∈ ∪<∈W kj<õ,ñ8Ð 	. jmjmℎ	
,,ªª« ⊆¼78 khCõ,ñ,8 	
e quindi per dimostrare che jmjmℎ	
,,.Ð(H)ªª« ⊆¼78 khCõ,ñ,8  devo dimostrare 





p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊢,ëì kg <: f
;
(g=, kj=)p;, g=, kj= ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
	‘¬º’	e	jmjmℎ	
	‘. ’	? : g](kh=, khC)	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	‘¬º’	e	jmjmℎ	
	‘. ’	? :	g](kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmℎ	
	‘¬º’	e	jmjmℎ	
	‘. ’	? ,,ª« ⊆¼78 g](kh=, khC)õ,ñ,8 	
ovvero che: p;, g, kj ⊢ª« jmℎ	
	‘¬º’	e	jmjmℎ	
	‘. ’	? : g](kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.	










																																																																																																				 		 	 ⊆ g](kh=, khC)õ,ñ,8 	
Se e ∈ (. 
m) e l’esecuzione sull’endpoint Iri va a buon fine dobbiamo dimostrare che: jmℎ	
,,ª« ⋈ jmjmℎ	
,.7½(Ñ<).W6,.7½(Ñ<).ª6ªª« ⊆¼78 g](kh=, khC)õ,ñ,8 			
Altrimenti viene sollevato un errore che sarà propagato dalle regole di propagazione degli erro-
ri. 
Procediamo col dimostrare il caso positivo. 
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Siano Ω= = jmℎ	
,,ª«  e ΩC = jmjmℎ	
,.7½(Ñ<).W6,.7½(Ñ<).ª6ªª«  
Se riusciamo a dimostrare che: 
[1] Ω= ⊆¼78 kh=õ,ñ,8  
[2] ΩC ⊆¼78 khCõ,ñ,8  
allora, utilizzando il LEMMA AND possiamo dimostrare la tesi. 
Per dimostrare [1] osserviamo che dalla premessa (1) si ha che: 
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8 		
che dimostra questo punto. 
Per dimostrare il punto [2] osserviamo che dalla premessa (4) abbiamo:  ∀æ, é,  ∈ ℳ(p;), ∀= = g=@-, ∀= ∈ kj=õ,ñ8Ð 	.	
  jmjmℎ	
,M,Mªª« ⊆¼78 khCõ,ñ,8  
Dalla premessa (2) sappiamo che e: kg e dalla (3) che kg <: f
;
(g=, kj=). Questo signifi-
ca che kgõ,ñ,8@ ⊆ f
;
(g=, kj=)õ,ñ,8@  e applicando la definizione della semantica di f
;
(g=, kj=) abbiamo che  kgõ,ñ,8@ ⊆ ¯e	|. 
m(e) ↓	∧ 	. 
m(e). gf ⊆ g@- 	∧ 	. 
m(e). jf ∈ kjõ,ñ8Ð ° e quindi e ∈ kgõ,ñ,8@ ⇒ . 
m(e). gf = g=@- ∧ 	. 
m(e). jf ∈ kj=õ,ñ8Ð  
Ponendo quindi = = . 
m(e). gf e = = . 
m(e). jf rendiamo vera anche questa ipotesi. 
Abbiamo così dimostrato le ipotesi [1] e [2] e quindi possiamo applicare il LEMMA AND che 






p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ e: 1kgp;. ó ⊢,ëì kg <: f
;
(g=, kj=)p;, g=, kj= ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª« 	jmℎ	
	‘¬º’	‘º’	e	jmjmℎ	
	‘. ’	? : o	k(kh=, khC)	
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	‘¬º’‘º’	e	jmjmℎ	
	‘. ’	? : o	k(kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
	‘¬º’	‘º’e	jmjmℎ	
	‘. ’	? ,,ª« ⊆¼78		 	 o	k(kh=, khC)õ,ñ,8 	
La semantica GP è la seguente: jmℎ	
	‘¬º’	‘º’	e	jmjmℎ	




 dove Ω =
×ØÙ
ØÚ
   se e ∈ (. 
m) e lDesecuzione sullDendpoint e va a buon fine jmjmℎ	
,.7½(Ñ<).W6,.7½(Ñ<).ª6                                              ªª«       altrimenti                                                                                                              #9 :'                                                                                                                  
 
abbiamo quindi due casi: 
[1] Se e ∈ (. 




,.7½(Ñ<).W6,.7½(Ñ<).ª6ªª« ⊆¼78   o	k(kh=, khC)õ,ñ,8  
Dalla premessa (1) abbiamo che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð   . jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
E dalla (4) che:  
∀æ, é,  ∈ ℳ(p;), ∀= = g=@-, ∀= ∈ kj=õ,ñ8Ð  .
 jmjmℎ	
,M,Mªª« ⊆¼78 khCõ,ñ,8  
Dalla premessa (2) sappiamo che e: kg e dalla (3) che kg <: f
;
(g=, kj=). Que-
sto significa che kgõ,ñ,8@ ⊆ f
;
(g=, kj=)õ,ñ,8@  e applicando la definizione della 
semantica di f
;
(g=, kj=) abbiamo che  kgõ,ñ,8@ ⊆ ¯e | . 
m(e) ↓ ∧ . 
m(e). gf ⊆ g@-  ∧  . 
m(e). jf ∈ kjõ,ñ8Ð ° e 
quindi e ∈ kgõ,ñ,8@ ⇒ . 
m(e). gf = g=@- ∧  . 
m(e). jf ∈ kj=õ,ñ8Ð  
Ponendo quindi = = . 
m(e). gf e = = . 
m(e). jf risulta che jmjmℎ	
,.7½(Ñ<).W6,.7½(Ñ<).ª6ªª« ⊆¼78 khCõ,ñ,8  




,.7½(Ñ<).W6,.7½(Ñ<).ª6ªª« ⊆¼78   o	k(kh=, khC)õ,ñ,8  
[2] Se e ∉ (. 
m) oppure l’esecuzione sull’endpoint Iri va a buon fine allora dob-
biamo dimostrare che: 
jmℎ	
,,ª« ⋈ #9 :' ⊆¼78 o	k(kh=, khC)õ,ñ,8  
Per dimostrare questo caso utilizziamo nuovamente il LEMMA AND-OPT dopo aver 
dimostrato le premesse: 
• jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
Già dimostrato per il caso precedente. 








p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊢,ëì kg <:∪<∈Ñ f
;
(g< , kj<)g′ =	∪<∈Ñ g<kj′ =	∪<∈Ñ kj<p;, g′, kj′ ⊢ªª« jmjmℎ	





Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	‘¬º’	l	jmjmℎ	
‘. ’	? : g](kh=, khC) ⇒ 		 ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmℎ	
	‘¬º’	l	jmjmℎ	
‘. ’	? ,,ª« ⊆¼78 g](kh=, khC)õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 	.	 		 jmℎ	
,,ª« ⋈			 ∪¼∈+,-(.7½) 4{9l = :} ⋈ jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª« 5		 ⊆¼78 g](kh=, khC)õ,ñ,8 	
Le premesse assicurano che: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;), ∀Ω= ⊆¼78 kh=õ,ñ,8 	, ∀= ∈ (Ω=)	. lVM ∈ kgõ,ñ,8@  
(6) ∀æ,é,  ∈ ℳ(p;), ∀	D = gD@-, ∀D ∈ kjDõ,ñ8Ð 		.			jmjmℎ	
,,ªª« ⊆¼78 khCõ,ñ,8  
Vogliamo dimostrare che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð ,	∀ ∈  Ljmℎ	
,,ª«⋈	∪¼∈+,-(.7½) 4{9l = :} ⋈ jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª« 5O		 ⇒ 	 ∈ g](kh=, khC)õ,ñ,8 	
Sia quindi   ∈ 4jmℎ	
,,ª« ⋈	
 ∪¼∈+,-(.7½) 4{9l = :} ⋈ jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª« 5O	  
Allora:	∃= ∈ (jmℎ	
,,ª« ) ∧	∃C ∈  L∪¼∈+,-(.7½) 4{9l = :} ⋈ jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª« 5O .	=~C ∧  = =. C	
Dalla premessa (1) e per definizione di = abbiamo quindi che = ∈ 4jmℎ	
,,ª« 5 
e conseguentemente che = ∈ kh=õ,ñ,8 . 




Per definizione C ∈ 	 L∪¼∈+,-(.7½) 4{9l = :} ⋈ jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª« 5O 
e questo implica che: 
[1] ∃ ∈ (. 
m). C ∈ 4{9l = :} ⋈ jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª« 5 
 
Dato che =~C e che per costruzione l ∈ ](C) abbiamo che C(l) = =(l) 
Per cui la sola  per il quale vale la [1] è =(l). Quindi, sostituendo in [1]  con =(l), ab-
biamo: 
[2] C ∈  L{9l = 	=(l):} ⋈ jmjmℎ	
,.7½4VM()5.W6,.7½4VM()5.ª6ªª« O 
 
La premessa (6) implica che: ∀æ, é,  ∈ ℳ(p;), ∀	D = ∪<∈Ñ g<@-, ∀D ∈ ∪<∈Ñ kj<õ,ñ8Ð 	.			
 jmjmℎ	
,,ªª« ⊆¼78 khCõ,ñ,8  
Per dimostrare che C ∈ 4{9l = 	=(l):} ⋈ khCõ,ñ,8 5 devo dimostrare che: 
1. . 
m4=(l)5.gf = 	 ∪<∈Ñ g<@- 
2. . 
m4=(l)5. jf ∈ 	 ∪<∈Ñ kj<õ,ñ8Ð   
Per dimostrare questi due punti, facciamo queste osservazioni: 
• dalla premessa (2) deduciamo che =(l) ∈ kgõ,ñ,8@  
• dalla premessa (3) abbiamo che kg <:∪<∈Ñ f
;
(g< , kj<) 
Questo significa che kgõ,ñ,8@ ⊆ ∪<∈Ñ f
;
(g< , kj<)õ,ñ,8@  e quindi =(l) ∈ kgõ,ñ,8@ ⇒=(l) ∈ ∪<∈Ñ f
;
(g< , kj<)õ,ñ,8@ 	che per la proprietà dell’unione dei tipi nodo equivale ad 
affermare che =(l) ∈	∪<∈Ñ f
;
(g< , kj<)õ,ñ,8@ . 
Applicando la definizione della semantica di f
;
(g< , kj<) abbiamo che =(l) ∈	∪<∈Ñ ¯e	|. 
m(e) ↓	∧ 	. 
m(e). gf = g<@- 	∧ 	. 
m(e). jf ∈ kj<õ,ñ8Ð °		
E quindi consegue che  ∃ ∈ e. =(l) ∈ ¯e	|	. 
m(e) ↓	∧ . 
m(e). gf = g<@- 	∧ 	. 
m(e). jf ∈ kj<õ,ñ8Ð °	
Ovvero ∃ ∈ e tale che . 
m(e). gf = g<@- ∧ 	. 
m(e). jf ∈ kj<õ,ñ8Ð  e quindi, a maggior ra-
gione . 
m(e). gf = 	 ∪<∈Ñ g<@- ∧ . 
m(e). jf ∈ ∪<∈Ñ kj<õ,ñ8Ð  
Quindi abbiamo dimostrato che C ∈ 4{9l = =(l):} ⋈ khCõ,ñ,8 5 . 
Adesso osserviamo che 9l = =(l): ∈ 9l: 1kg:õ,ñ,8   
e di conseguenza C ∈ 49l: 1kg:õ,ñ,8 ⋈ khCõ,ñ,8 5. 
 
Ricapitolando, abbiamo dimostrato che: 
• = ∈ kh=õ,ñ,8 	
• C ∈ 49l: 1kg:õ,ñ,8 ⋈ khCõ,ñ,8 5	
Quindi =. C ∈ Lkh=õ,ñ,8 ⋈ 49l: 1kg:õ,ñ,8 ⋈ khCõ,ñ,8 5O 
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Poiché 9l: 1kg: è contenuto in kh=, possiamo semplificare la precedente affermazione in 
questo modo:  =. C ∈ 4kh=õ,ñ,8 ⋈ khCõ,ñ,8 5. 
Applicando ora il LEMMA AND otteniamo:  = =. C ∈ g](kh=, khC)õ,ñ,8  






p;, g, kj ⊢ª« jmℎ	
: kh=p;, kh= ⊢ l: 1kgp;. ó ⊢,ëì kg <:∪<∈Ñ f
;
(g< , kj<)g′ = ∪<∈Ñ g<kj′ = ∪<∈Ñ kj<p;, g′, kj′ ⊢ªª« jmjmℎ	
: khCp;, g, kj ⊢ª«  jmℎ	





p;, g, kj ⊢ª« jmℎ	
 ‘¬º’ ‘º’ l jmjmℎ	
‘. ’ ? : o	k(kh=, khC) ⇒  ∀æ, é,  ∈ ℳ(p;), ∀  = g@-, ∀ ∈ kjõ,ñ8Ð   .   jmℎ	
 ‘¬º’ ‘º’ l jmjmℎ	
‘. ’ ? ,,ª« ⊆¼78    o	k(kh=, khC)õ,ñ,8  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀  = g@-, ∀ ∈ kjõ,ñ8Ð  .   jmℎ	
,,ª« ⋈ ∪¼∈+,-(.7½) (#9l = :' ⋈ Ω) 
 dove Ω =
×Ù
Ú   se lDesecuzione sullDendpoint  va a buon finejmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª«  altrimenti                                                                     #9 :'                                                                         
 
 ⊆¼78 o	k(kh=, khC)õ,ñ,8  
Abbiamo quindi che se l’esecuzione sull’endpoint  va a buon fine allora l’unione conterrà 
l’assegnamento 9l = : concatenato a tutte le ennuple appartenenti al solution multiset jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª«  , altrimenti all’insieme unitario #9 :'. 
Nel primo caso dobbiamo quindi dimostrare che:   
∀æ, é,  ∈ ℳ(p;), ∀  = g@-, ∀ ∈ kjõ,ñ8Ð  .   jmℎ	
,,ª« ⋈  ∪¼∈+,-(.7½) (#9l = :' ⋈ jmjmℎ	
,.7½(¼).W6,.7½(¼).ª6ªª« )   ⊆¼78 o	k(kh=, khC)õ,ñ,8   
La dimostrazione è analoga al caso k3m
j	_se;
l e l’unica differenza è che invece di ap-
plicare il LEMMA AND, utilizzando le solite premesse applichiamo il LEMMA AND-OPT. 
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Nel secondo caso dobbiamo dimostrare che:  ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 	.	 		 jmℎ	
,,ª« ⋈	∪¼∈+,-(.7½) ({9l = :} ⋈ {9	:})	 ⊆¼78 o	k(kh=, khC)õ,ñ,8 		
La dimostrazione è analoga al caso precedente. L’unica differenza è che dobbiamo dimostrare 
che  {9	:},,ª« ⊆¼78 khCõ,ñ,8  che è banale. □ 
 	(k3m
j	_)	
p;,g, kj ⊢ª« jmℎ	
: khl ∉ (kh)p;, g, kj, kh ⊢Á1 p$m
: ýkgp;, g, kj ⊢ª« jmℎ	
	‘Ûº¦’	‘(’	p$m
	‘¥’	l	‘)’	‘. ’	? : kh × 9l: ýkg: 
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	‘Ûº¦’	‘(’	p$m
	‘¥’	l	‘)’‘. ’	? : kh × 9l: ýkg: ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
	‘Ûº¦’	‘(’	p$m
	‘¥’	l	‘)’‘. ’	? ,,ª« ⊆¼78 kh × 9l: ýkg:õ,ñ,8 	
La semantica jmℎ	
	‘Ûº¦’	‘(’	p$m
	‘¥’	l	‘)’‘. ’	? ,,ª«  ha due casi: 
[1] È indefinita (↑) se l ∈ ¯]()¾ ∈ 4jmℎ	
,,ª« 5° 
[2] Altrimenti equivale al multinsieme { + +9l = 
:| ∈ (jmℎ	
,,ª« ) ∧ 	p$m
,,,VÁ1 = 
}( 	⊎	{| ∈ 4jmℎ	




Notiamo adesso che dalla premessa (1) sappiamo che ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀ ∈ kjõ,ñ8Ð 	. jmℎ	
,,ª« ⊆¼78 khõ,ñ,8 	
E dalla premessa (2) che l ∉ (kh), da cui deduciamo 
che	l ∉ ¯]()¾ ∈ 4jmℎ	
,,ª« 5°. Ci troviamo quindi nel caso [2] e proce-
diamo allora col dimostrare che: ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 { + +9l = 
:	| ∈ (jmℎ	
,,ª« ) ∧ p$m
,,,VÁ1 = 
}( 	⊎		 {	|	 ∈ (jmℎ	
,,ª« ) ∧	p$m
,,,VÁ1 = 
}(		 ⊆¼78 L4khõ,ñ,8 × 9l: ? kg:õ,ñ,8 5 ∪ khõ,ñ,8 O	
Cioè: { + +9l = 
:	| ∈ (jmℎ	
,,ª« ) ∧ p$m
,,,VÁ1 = 
}( 	⊎	{	|	 ∈ (jmℎ	
,,ª« ) ∧	p$m
,,,VÁ1 = 
}(	⊆¼78 4khõ,ñ,8 × {9l = 	$:	|	$ ∈ kgõ,ñ,8@ }5 ∪ khõ,ñ,8 	
Dimostriamo le seguenti proprietà, che implicano la precedente: 
[2.1] { + +9l = 
:	| ∈ (jmℎ	
,,ª« ) ∧ p$m
,,,VÁ1 = 
}(		⊆¼78 4khõ,ñ,8 × {9l = 	$:	|	$ ∈ kgõ,ñ,8@ }5 
[2.2] {	|	 ∈ (jmℎ	
,,ª« ) ∧ 	p$m
,,,VÁ1 = 
}( ⊆¼78 khõ,ñ,8  
193 
 




}() 	⇒	′ ∈ 4khõ,ñ,8 × {9l = 	$:	|	$ ∈ kgõ,ñ,8@ }5	
Ovvero che: 
[2.1.1]  ∈ khõ,ñ,8  
[2.1.2] 9l = 
: ∈ {9l = 	$:	|	$ ∈ kgõ,ñ,8@ } 
Per dimostrare [2.1.1] osserviamo che	 ∈ (jmℎ	
,,ª« ) e che dalla premessa (1) jmℎ	
,,ª« ⊆¼78 khõ,ñ,8  e quindi  ∈ khõ,ñ,8  
Per dimostrare [2.1.2] sappiamo che 
 = p$m
,,,VÁ1  e dalla premessa (3) che p$m
,,,VÁ1 ∈ kgõ,ñ,8@  quindi 9l = 
: ∈ {9l = 	$:	|	$ ∈ kgõ,ñ,8@ }. 
 




p;, g, kj ⊢ª« jmℎ	
: kh=p; ⊢X­ ]F: khCp;. ó ⊬,ëì g](kh=, khC): =: ûp;, g, kj ⊢ª« jmℎ	
	‘¬¥’	]F	‘. ’	? : g](kh=, khC) 
Dimostrazione. 
Dimostriamo che: p;, g, kj ⊢ª« jmℎ	
	‘¬¥’	]F: g](kh=, khC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 	 jmℎ	
	‘¬¥’	]F,,ª« ⊆¼78 g](kh=, khC)õ,ñ,8 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		.		 jmℎ	
,,ª« ⋈ ]FX­ ⊆¼78 g](kh=, khC)õ,ñ,8 	
Assumiamo vere le premesse, e abbiamo: 
(1) ∀æ,é,  ∈ ℳ(p;), ∀	 = g@-, ∀ ∈ kjõ,ñ8Ð 		. jmℎ	
,,ª« ⊆¼78 kh=õ,ñ,8  
(2) ∀æ,é,  ∈ ℳ(p;)		. ]FX­ ⊆¼78 khCõ,ñ,8  
Siano Ω= = jmℎ	
,,ª«  e ΩC = ]FX­ 
Abbiamo che Ω= ⊆¼78 kh=õ,ñ,8  e ΩC ⊆¼78 khCõ,ñ,8 . 
Per il LEMMA AND abbiamo: Ω= ⊆¼78 kh=õ,ñ,	8 ∧	ΩC ⊆¼78 khCõ,ñ,8 ⇒ (Ω= ⋈ ΩC) ⊆¼78 g](kh=, khC)õ,ñ,8  






p;, g, kj, kh ⊢Á1 p$m
 ∶ 1o k3m




Dimostriamo che: p;, g, kj, kh ⊢, ‘(’	p$m
	‘)’: o k3m
() ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 	 ‘(’	p$m
	‘)’,,,V, ∈ o k3m
()õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 k4p$m
,,,VÁ1 5 ∈ o k3m
()õ,ñ,8@ 	
Dalla premessa, che assumiamo vera, abbiamo che: ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 p$m
,,,VÁ1 ∈ o k3m
()õ,ñ,8@ 	
La funzione k() restituisce un valore booleano, dimostrando così la tesi. □ 
Le dimostrazioni dei casi BuiltInCall e FunctionCall vengono omesse in quanto analoghe alla 
dimostrazione del caso precedente. 
 
6.2.17 FunctionCall 	(k3m
i)	 e ∈ (p;. ik)p;. ik(e): kgp;, g, kj, kh ⊢Ü 	e ∶ 	kg 
Dimostrazione. 
Dimostriamo che: p;, g, kj, kh ⊢Ü e: kg ⇒ 
 ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	. 
  	e,,,VÜ ∈ kgõ,ñ,8@  
Ovvero che: ∀æ, é,  ∈ ℳ(p;). 
 .  (e)() ∈ kgõ,ñ,8@  






e ∈ (p;. ik)∀ ∈ #1, . . . , '     p;, g, kj, kh ⊢Á1 p$m
<: 1kg<D∀ ∈ #1, … , '    p;. ó ⊢,ëì kg<D <: kg<p;. ik(e): kg= × … × kg@ → kgp;, g, kj, kh ⊢Ü  e  ‘(’ p$m
=‘, ’. . . ‘, ’ p$m
@‘)’ ∶ kg  
Dimostrazione. 
Dimostriamo che: 
p;, g, kj, kh ⊢Ü e  ‘(’ p$m
=‘, ’. . . ‘, ’ p$m
@‘)’: kg ⇒  ∀æ, é,  ∈ ℳ(p;), ∀  = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .    ®e  ‘4’ p$m
=‘, ’. . . ‘, ’ p$m
@‘5’±,,,VÜ ∈ kgõ,ñ,8@  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;), ∀  = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .  .  (e)(p$m
=,,,VÁ1 , … , p$m
@,,,VÁ1 ) ∈ kgõ,ñ,8@  
E questo è vero per definizione perché dalle premesse (2) e (3) risulta che: 
(2) ∀ ∈ #1, . . . , ', ∀æ, é,  ∈ ℳ(p;), ∀  = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  . p$m
<,,,VÁ1 ∈ kg<Dõ,ñ,8@   
(3) ∀ ∈ #1, . . . , ' kg<D <: kg< 





l ∈ (kh)kh9l:: ýkgp;, kh ⊢ l ∶ ýkg 
Dimostrazione.  
Dimostriamo che: 
p;, kh ⊢ l: ýkg ⇒  ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 , ∀ ∈ (Ω) .   9l: ∈ kgõ,ñ,8@  





e)		 kh9e:: 1kg=p; ⊢^8_1 e: kgCp;. ó ⊬,ëì p$3(e) ∩ kg= ∩ kgC: =: ∅p;, kh ⊢ e ∶ 1(p$3(e) ∩ kg= ∩ kgC)	
Dimostrazione. 
Dimostriamo che: p;, kh ⊢ e: 1(p$3(e) ∩ kg= ∩ kgC) ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 , ∀ ∈ Ω		.		 	 eV ∈ 1(p$3(e) ∩ kg= ∩ kgC)õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 , ∀ ∈ (Ω)		.		 9e: ∈ p$3(e)õ,ñ,8@ ∩ kg=õ,ñ,8@ ∩ kgCõ,ñ,8@ 	
E cioè che: 
1. 9e: ∈ p$3(e)õ,ñ,8@  
2. 9e: ∈ kg=õ,ñ,8@  
3. 9e: ∈ kgCõ,ñ,8@  
La 1. è banalmente vera per definizione dell’operatore [-]- 
La 2. è vera per la premessa (1). 
La 3. è vera per la premessa (2). □ 
 	(k3m
)		 kh9:: 1kgp;, kh ⊢  ∶ 1kg	
Dimostrazione. 
Dimostriamo che: p;, kh ⊢ : 1kg ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 		, ∀ ∈ (Ω)		.		 	 9: ∈ kgõ,ñ,8@ 	
Poiché Ω ⊆¼78 khõ,ñ,8 ⇒  ∈ khõ,ñ,8  e che dalle premesse risulta che kh9:: 1kg allora 9: ∈ kgõ,ñ,8@  □ 
 	(k3m





p;, kh ⊢ : 1kg ⇒  ∀æ, é,  ∈ ℳ(p;), ∀Ω ⊆¼78 khõ,ñ,8 , ∀ ∈ (Ω).   9: ∈ kgõ,ñ,8@  









p; ⊢^8_1 e:∩∈ o k3m
() ⇒  ∀æ, é,  ∈ ℳ(p;) . e ∈ ∩∈ o k3m
()õ,ñ,8@  
Ovvero che: 
∀æ, é,  ∈ ℳ(p;) .   e ∈ ∩∈ æ() 
Dalla premessa abbiamo che  = #|
(, e) ∈ p;. ó} 
Dal momento che æ e é appartengono al modello, allora abbiamo che æ ⊨,ëì é e quindi che ∀se(, e) ∈ é ⇒ e ∈ æ(). Di conseguenza abbiamo che ∀ ∈ . e ∈ æ(), ov-
vero e ∈∩∈ æ() come volevamo dimostrare. □ 
Omettiamo le dimostrazioni per le regole k3m
ó_;, k3m
ó_ e k3m






p;, kh ⊢ l ∶ ýkgp;, g, kj, kh ⊢Á1 l ∶ ýkg 
Dimostrazione. 
Dimostriamo che: 
p;, g, kj, kh ⊢Á1 l: ýkg ⇒  ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .     l,,,VÁ1 ∈ kgõ,ñ,8@  
E cioè che: 
∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8  .    lV ∈ kgõ,ñ,8@  





p;, kh ⊢  ∶ 1kgp;, g, kj, kh ⊢Á1  ∶ 1kg	
Dimostrazione. 
Dimostriamo che: p;, g, kj, kh ⊢Á1 : 1kg ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		,,,VÁ1 ∈ kgõ,ñ,8@ 	
E cioè che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.				 V ∈ kgõ,ñ,8@ 	




p;, g, kj, kh ⊢­Ñ e ∶ kgp;, g, kj, kh ⊢Á1 e ∶ 1kg	
Dimostrazione. 
Dimostriamo che: p;, g, kj, kh ⊢Á1 e ∶ 1kg ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.				 	 e	,,,VÁ1 ∈ kgõ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.				 e,,,V­Ñ ∈ kgõ,ñ,8@ 	
Che risulta vero dall’ipotesi. 
□ 
 	(k3m
p$m_m)	 om<Ý ∈ (p;. ik)∀ ∈ {1,… , }									p;, g, kj, kh ⊢Á1 p$m
<: 1kg<D∀ ∈ {1,… , }									p;. ó ⊢,ëì kg<D <: kg<p;. ik4om<Ý5: kg= ×…× kg@ → 	 kg@B=p;, g, kj, kh ⊢Á1 om<Ý	(p$m







p;, g, kj, kh ⊢Á1 om<Ý 	(p$m
=, … , p$m
@):kg+1 ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.				 	 ®om<Ý 	(p$m
=, … , p$m
@)±,,,VÁ1 ∈ kg@B=õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.				 .  (e_om<Ý)(p$m
=,,,VÁ1 	, … , p$m
@,,,VÁ1 ) ∈ kg@B=õ,ñ,8@ 	
E questo è vero per definizione perché dalla premessa (2) risulta che: ∀ ∈ {1, . . . , }, ∀æ, é,  ∈ ℳ(p;), ∀	 = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 p$m
<,,,VÁ1 ∈ kg<Dõ,ñ,8@ 		
Inoltre dalla premessa (3) abbiamo che ∀ ∈ {1, . . . , }	kg<D <: kg< e quindi dalle premesse (1) e 
(4) segue la tesi. □ 
6.2.20 BuiltInCall 	(k3m
e_)	
p;, g, kj, kh ⊢Á1 p$m
=: 1o k3m
(h]i
)p;, g, kj, kh ⊢Á1 p$m
C: 1o k3m
(h]i





Dimostriamo che: p;, g, kj, kh ⊢­Ñ ‘¥Ï¤¥¨’	‘(’	p$m
=‘, ’	p$m
C‘)’: o k3m
() ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 	 ‘¥Ï¤¥¨’	‘(’	p$m
=‘, ’	p$m
C‘)’,,,V­Ñ ∈ o k3m
()õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 ℎ
4p$m
=,,,VÁ1 , p$m
C,,,VÁ1 5 ∈ o k3m
()õ,ñ,8@ 	
Le due premesse ci garantiscono che le due espressioni siano di tipo h]i
 (e non in erro-
re); inoltre ℎ
 è una funzione che, dati due tipi nodo Literal, restituisce un boolea-
no; quindi la tesi è dimostrata. □ 	(k3m
e_
)	
p;, g, kj, kh ⊢Á1 p$m
=: 1kg=p;, g, kj, kh ⊢Á1 p$m





Dimostriamo che: p;, g, kj, kh ⊢­Ñ ‘Þßàááâà’	‘(’	p$m
=‘, ’	p$m
C‘)’: o k3m
() ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 	 ‘Þßàááâà’‘(’	p$m
=‘, ’	p$m




Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 4p$m
=,,,VÁ1 = p$m
C,,,VÁ1 5 ∈ o k3m
()õ,ñ,8@ 	
L’operatore di confronto tra due RDFTerms restituisce un booleano, quindi la tesi è dimo-
strata. □ 
Le dimostrazioni per le regole (k3m
e_), (k3m
e_),	(k3m
e_) non vengono ripor-




p;, g, kj ⊢ªª« jmjmℎ	




Dimostriamo che: p;, g, kj, kh ⊢­Ñ ‘åº’	jmjmℎ	
: o k3m
() ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 	 ‘åº’	jmjmℎ	
,,,V­Ñ ∈ o k3m
()õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 (jmjmℎ	
,,ªª« 	≠ ∅) ∈ o k3m
()õ,ñ,8@ 	
L’operazione di confronto tra la semantica del jmjmℎ	
 e l’insieme vuoto, è 
un’operazione che restituisce un booleano, quindi la tesi è dimostrata. □ 
Non riportiamo la dimostrazione della regola (k3m
e_




p;, g, kj, kh ⊢­Ñ ‘Û¦’	‘(’	l	‘)’: o k3m
()	
Dimostrazione. 
Dimostriamo che: p;, g, kj, kh ⊢­Ñ ‘Û¦’	‘(’	l	‘)’: o k3m
() ⇒		 ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 	 ‘Û¦’	‘(’	l	‘)’,,V­Ñ ∈ o k3m
()õ,ñ,8@ 	
Ovvero che: ∀æ, é,  ∈ ℳ(p;), ∀ = g@-, ∀(, ) ∈ kjõ,ñ8Ð × khõ,ñ,8 	.		 ²
				se	l ∈ ]() se		se	l ∉ ]() ∈ o k3m
()õ,ñ,8@ 	
Che risulta banalmente vero. □ 
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Capitolo 7  
TYPE CHECKER 1.1 
Questo lavoro di tesi si conclude con l'ultima fase che consiste nell'implementazione di un ty-
pe checker per SPARQL 1.1. L'implementazione non è stata fatta ex-novo, ma sulla base della 
prima versione realizzata in [SPAR0], la quale è stata ampliata con le nuove caratteristiche e 
modificata secondo le necessità emerse da questo nuovo studio. 
Le seguenti sezioni descrivono sinteticamente i diversi moduli che compongono il codice, le 
scelte implementative fatte e i principali algoritmi utilizzati. 
 
7.1 Il linguaggio di programmazione 
Il linguaggio di programmazione utilizzato per l'implementazione è Java, in quanto è il lin-
guaggio scelto per la prima versione del type checker. Tale scelta era stata fatta essenzialmente 
per una maggiore portabilità del software, per la possibilità di creare agevolmente un'interfac-
cia grafica e per velocizzare, per motivi didattici, il "passaggio del testimone" a eventuali futuri 
tesisti o tirocinanti che estenderanno il framework prodotto. 
Nelle sezioni successive andremo a presentare i packages che compongono il type checker.  
7.2 I moduli del software 
I moduli che compongono il type checker implementato in questo studio sono: 
AbstractTree - ideato per rappresentare l'albero di sintassi astratta delle query SPARQL 
1.1; 
AXParser - introdotto per effettuare il parsing dell'ELOSchema; 
Environment - studiato per rappresentare tutte le informazioni presenti nell'ambiente di 
valutazione delle query, in particolare l'ELOSchema, e in grado di fare ragionamenti e dedu-
zioni logiche; 
SPARQL11Parser - utilizzato per effettuare il parsing delle query SPARQL 1.1; 
SPARQL11Type - introdotto per rappresentare i tipi calcolati dall'analisi statica delle query; 
Util - contenente un insieme di strutture dati e definizioni utili all'intero progetto. 
Nelle seguenti sezioni andiamo a descrivere singolarmente i packages elencati. 
7.2.1 SPARQL11Parser 
Il parser per SPARQL 1.1 è stato realizzato dal generatore di parser JavaCC sulla base della 
grammatica mostrata in Tabella 25 che è stata codificata in Java (SPARQL11Parser.jj) ba-
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sandosi sul codice del precedente lavoro [SPAR0] che riguarda la prima versione di SPARQL, 
e sul codice messo a disposizione all’indirizzo:  
https://svn.apache.org/repos/asf/jena/trunk/jena-arq/Grammar/sparql_11.jj 
Si è reso necessario introdurre tale grammatica, modificando quella studiata nei capitoli pre-
cedenti, in quanto JavaCC genera parser solo per grammatiche senza ricorsione sinistra, e inol-
tre per esplicitare alcuni operatori che erano stati studiati e identificati con il simbolo Op.  
Questa grammatica risulta più elaborata ma anche più simile a quella originale (vedi [SPAR1] 
sezione 19.8). 
 
Query ::= SelectQuery | ConstructQuery 
SelectQuery ::= SelectClause DatasetClause? WhereClause ValuesClause? 
SelectClause  ‘SELECT’ ( ‘*’ | Var + ) 
ConstructQuery ::= ‘CONSTRUCT’ ‘{’ ConstructTriples ‘}’ DatasetClause? WhereClause  
ValuesClause? 
ConstructTriples ::= TripleC ( ‘.’ ConstructTriples? )? 
TripleC ::= VarOrGTerm VarOrIri VarOrGTerm 
DatasetClause ::= (‘FROM’ (Iri |‘NAMED’ Iri))+ 
WhereClause ::= ‘WHERE’? GroupGraphPattern 
ValuesClause ::= ‘VALUES’ DataBlock 
DataBlock ::= ‘(’ Var* ‘)’ ‘{’ ( ‘(’ (Iri | RDFLiteral | ‘UNDEF’)* ‘)’  )* ‘}’ 
GroupGraphPattern ::= 
| 
‘{’ GraphPattern (‘FILTER’ Constraint)* ‘}’  
‘{’ SelectClause WhereClause ValuesClause? ‘}’ 
Triple ::= VarOrGTerm ( Var | PathExpr ) VarOrGTerm 
PathExpression ::= SeqPE (‘|’ SeqPE )* 




‘^’ DirPE  





 ‘(’ PathExpression ‘)’ 
 ‘!’ ‘(’ NegatedPropertySet‘)’ 
NegatedPropertySet ::=  (Iri | ‘^’Iri) (‘|’ (Iri | ‘^’Iri))*  
TriplesBlock ::= Triple (‘.’ TriplesBlock?)? 
Constraint ::= ‘(’ Expression ‘)’ | BuiltInCall | FunctionCall 
FunctionCall ::= Iri  (‘(’ Expression ( ‘,’ Expression )* ‘)’ )? 
VarOrGTerm ::= Var | GTerm 
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VarOrIri ::= Var | Iri 
Var ::= ‘?’ VARNAME | ‘$’ VARNAME 
GTerm ::= Iri | RDFLiteral | BlankNode 
GraphPattern ::= 
 
TriplesBlock* (UnionGP  
| ‘OPTIONAL’ GroupGraphPattern  
| ‘MINUS’ GroupGraphPattern   
| ‘GRAPH’ VarOrIri GroupGraphPattern  
| ‘SERVICE’ ‘SILENT’? VarOrIri GroupGraphPattern  
| ‘BIND’ ‘(’ Expression ‘AS’ Var ‘)’  
| ‘VALUES’ DataBlock) ‘.’? TriplesBlock?)* 










‘(’ Expression ‘)’ 
OrExpr ::= AndExpr ('||' AndExpr)* 
AndExpr ::= RelExpr ('&&' RelExpr)* 









‘LANGMATCHES’ ‘(’ Expression ‘,’ Expression ‘)’  
‘BOUND’ ‘(’ Var ‘)’  
‘sameTerm’ ‘(’ Expression ‘,’ Expression ‘)’  
‘isIRI’ ‘(’ Expression ‘)’  
‘isBLANK’ ‘(’ Expression ‘)’  
‘isLITERAL’ ‘(’ Expression ‘)’  
‘EXISTS’ GroupGraphPattern 
‘NOT’ ‘EXISTS’ GroupGraphPattern 






Il package AbstractTree contiene le interfacce e le classi implementate per dare una rappre-
sentazione sintattica di una query SPARQL 1.1. 
Il package comprende circa cinquanta classi e una decina di interfacce. Descriverle tutte sareb-
be inutile in questo lavoro, quindi nelle seguenti sezioni ci limitiamo a delineare gli elementi 
essenziali delle componenti più significative. Per i dettagli si rimanda alla documentazione del 
codice. 
I tipi di query 
I due tipi di query studiati sono stati modellati con una gerarchia di classi, come mostrato in 
Figura 9, e notiamo che tale gerarchia comprende anche le sottoquery. La radice della gerar-
chia è costituita dalla classe Query che contiene tre variabili di istanza che modellano il dataset 
e le clausole WHERE e VALUES. Le classi SelectQuery e ConstructQuery estendono la 
superclasse.  
 
Figura 9. Modellazione dei tipi di query. 
 
La classe SelectQuery contiene il vettore delle variabili da proiettare, mentre la Construc-
tQuery contiene un’istanza della classe ConstructTriples che modella il template. Tale 
classe a sua volta contiene un vettore di triple (TripleC) che compongono il template. 
Il dataset 
Il dataset di una query è stato modellato con la classe DatasetClause, la quale contiene due 
variabili di istanza: from e fromNamed che memorizzano tutti i nomi dei grafi che vanno a 
comporre rispettivamente il grafo di default e l’insieme dei grafi nominati utilizzati dalla que-
ry. 
WhereClause e GroupGraphPattern 
L’elemento centrale di ogni query è la clausola WHERE, implementata dalla classe Where-
Clause, la quale essenzialmente contiene un’istanza di una classe che implementa l’interfaccia 
GroupGraphPattern. Le classi che implementano tale interfaccia sono due: Subselect e 
FiltersGGP. 






La classe FiltersGGP modella un generico GroupGraphPattern seguito o meno uno o più fil-
tri, rappresentati dai Constraints. 
GraphPattern 
Nel package è presente un’altra importante interfaccia, GraphPattern, implementata dalle 
classi BindGP, GraphGP, MinusGP, OptionalGP, ServiceGP, JoinGP, UnionGP, ValuesGP 
e TriplesBlock. 
Tutte queste classi, a eccezione di JoinGP, sono in corrispondenza biunivoca con le varie 
componenti della produzione GraphPattern. La classe JoinGP è stata introdotta per model-
lare la giunzione che viene effettuata tra le varie parti di tale produzione. 
Variabili e graph terms 
Le variabili che compaiono in una query sono modellate dalla classe Var, che consente di 
memorizzare il nome della variabile. 
Per modellare i termini del grafo è stata realizzata una gerarchia di classi, la cui radice è la clas-
se GTerm, che viene estesa poi dalle sottoclassi Iri, BNode e RDFLiteral. Tale gerarchia è 
mostrata in Figura 10. 
Le produzioni VarOrGTerm e VarOrIri sono modellate dalle omonime interfacce. 
 
Figura 10. Modellazione variabili e graph terms. 
 
Triple pattern 
In SPARQL sono presenti vari tipi di triple. Distinguiamo innanzitutto le triple che vanno a 
formare il template di una query di tipo CONSTRUCT, che chiamiamo TripleC, e poi ab-
biamo le triple che vengono utilizzate nel corpo della query, che nel progetto abbiamo deno-
minato semplicemente Triple. Anche se sintatticamente queste due tipologie di triple sono 
molto simili, abbiamo deciso di creare delle classi ben distinte per la loro implementazione, in 
quanto rappresentano due concetti ben distinti: le TripleC servono per formare le triple del 
nuovo grafo RDF, mentre le altre triple hanno il compito di andare a fare il matching nei grafi 
RDF del dataset. 
GTerm 






Le triple per il matching a loro volta si distinguono in triple che hanno come predicato una 
variabile (TripleVar) e triple che hanno come predicato una PathExpression (TriplePE). 
Vediamo in Figura 11 la gerarchia di classi implementata per modellare tutti questi tipi di tri-
ple. 
 
Figura 11. Gerarchia dei vari tipi di triple. 
 
La clausola VALUES 
La clausola VALUES, che può essere presente o meno in entrambi i tipi di query, è modellata 
dalle classi ValuesClause, DataBlock, e dall’interfaccia DBV (DataBlockValue) che a sua 
volta è implementata dalle classi Var, RDFLiteral e UNDEF. (vedi Figura 12) 
 
Figura 12. Classi e interfacce per la clausola VALUES. 
 
I path 
Una delle nuove features di SPARQL 1.1, forse la più significativa, è rappresentata dai path. 
La grammatica che avevamo studiato nei precedenti capitoli per essi (più precisamente per le 
PathExpressions) era ricorsiva a sinistra e quindi è stato necessario modificarla per renderla 
elaborabile da JavaCC. La nuova grammatica è mostrata in Tabella 25. Come notiamo tale 
grammatica introduce formalmente le precedenze tra i vari operatori, che nella sezione 4.2.9 
erano state semplicemente elencate. 
Le PathExpressions sono state modellate quindi creando due interfacce: PathExpression e 
PrimaryPE, che estende a sua volta PathExpression. In Figura 13 vediamo l’intera gerar-
chia di classi realizzate per le path expressions. 
Triple 
TriplePE TripleVar TripleC 
DBV ValuesClause DataBlock 




Figura 13. Gerarchia di classi per le PathExpressions. 
 
Altre interfacce e classi 
Oltre a quelle sopra descritte, abbiamo introdotto altre interfacce per modellare i Constraints, 
e le Expressions, e inoltre una classe astratta per modellare le BuiltInCalls.  
L’interfaccia Constraint è implementata dalle classi FunctionCall, ParExpression 
(espressioni racchiuse tra parentesi tonde) e dalla classe astratta BuiltInCall. 
L’interfaccia Expression è implementata dalle classi ParExpression, BuiltInCall, 
RDFLiteral, Var, e Op, coerentemente con la grammatica. 
La classe astratta BuiltInCall ha quattro sottoclassi che la specificano in modo completo e 
che permettono di esprimere le builtInCalls studiate; tali classi sono: Exists, Bound, Unary-
BIC e BinaryBIC. 
Implementazione delle regole di tipo 
Ogni classe sopra descritta implementa il metodo ofType che preso un ambiente di valutazio-
ne, che varia a seconda della regola, ritorna il tipo dell’elemento sintattico. In questo modo 
viene implementato il type checker, che procede alla tipizzazione visitando l’albero di sintassi 
astratta. 
Prendiamo in esame ad esempio la seguente regola di inferenza: (k3m
km
ç)  
p;, 	kh ⊢ 	km
: kj=p;, 	kh ⊢ 	km
: kjCp;, 	kh ⊢ 	km
	‘. ’	km
: kj= ∪ kjC	
il metodo ofType della classe SelectClause è il seguente: 
 
ZeroOrMorePE 







Tutte le regole di inferenza studiate nei capitoli 5 e 6 sono state realizzate nel modo appena 
esposto. 
7.2.3 SPARQL11Type 
Il package SPARQL11Type contiene l’insieme delle classi e delle interfacce utilizzate per avere 
una rappresentazione dei tipi calcolati dall’analisi statica del linguaggio SPARQL 1.1. Il con-
tenuto del package permette di modellare un’espressione regolare della grammatica dei tipi 
mostrata in Tabella 26. 
 k3m
	ö÷		 ::= o k3m
(3e) | o k3m
(h]i
) | o k3m
() | o k3m
(g
) | o k3m
(g
) | o k3m
(e) |  p$3() | p$3(e) | jmℎ(kj) | f
;
(g, kj) 
| kg	 ∪ 	kg | kg	 ∩ 	kg | kg_gø  
k3m
	öú  ::= û | {e} | k_ehe | kj	 ∪ 	kj 
k3m
	öü  ::= û | 9	: | 9l:	ýkg: | 9jk
:	1kg: 
k3m
	÷  ::= û | {e} | g	 ∪ 	g 
Tabella 26. Grammatica dei tipi. 
 
Le interfacce TN, TG, TR e N sono in corrispondenza biunivoca con i non-terminali della 
grammatica. Le classi presenti nel package sono in corrispondenza con le produzioni della 
grammatica. 
Ad esempio la classe Service implementa l’interfaccia TN, mentre la classe IRIref imple-
menta le interfacce TN, TG e N. 
I tipi unione e disgiunzione sono stati implementati estendendo la classe generica  
java.util.HashSet. Per esempio la classe UnionTN estende la classe HashSet<TN> e im-
plementa l’interfaccia TN. In questo modo le classi IntersectionTN, UnionTN, UnionTG, 
UnionN rappresentano una versione n-aria delle produzioni binarie kg	 ∩ 	kg, kg	 ∪ 	kg, kj	 ∪ 	kj e g	 ∪ 	g. 
La classe Rel contiene l’implementazione del tipo relazione e fornice tre metodi statici che re-
stituiscono un tipo relazione risultato dell’unione, della giunzione o della giunzione esterna 
public TG ofType(Env env, TR tr) { 
  UnionTG uTG = new UnionTG(); 
  TG tg; 
  for (TripleC t: triples){ 
   tg = t.ofType(env, tr); 
   if(!(tg instanceof IRIref)) 
    return error; 
   uTG.add((IRIref)tg); 
  } 




dei due tipi relazione passati come parametri. Questi metodi implementano le funzioni sintat-
tiche UNION, AND e OPT presentate nel Capitolo 5. 
In Figura 14. Gerarchia delle classi e interfacce del package SPARQL11TypeFigura 14 sono 
mostrate le interfacce e la gerarchia delle classi del package. 
 
























Il package Environment contiene le classi che modellano l’ambiente di valutazione delle que-
ry studiato nel Capitolo 5. 
La classe principale di questo package è Env, che modella globalmente l’ambiente di valuta-
zione, e a tal scopo contiene una variabile di istanza della classe AX, una della classe EP, una 
della classe FT e una della classe NG. 
La classe AX 
La classe AX.java modella l’ELOSchema attraverso le seguenti strutture dati: 
• property, che permette di memorizzare per ogni Iri identificatore di proprietà, il 
dominio e il range della proprietà. Tali informazioni derivano dalle asserzioni di tipo 
OBJECTPROPERTYDOMAIN(IriProprietà,IriClasse) e   
OBJECTPROPERTYRANGE(IriProprietà,IriClasse); 
• subClassOf, che permette di memorizzare per ogni classe OWL2 la lista delle sue 
superclassi. Tali informazioni derivano da asserzioni di tipo   
SUBCLASSOF(IriSottoclasse,IriClasse); 
• disjointClasses, che permette di memorizzare per ogni classe OWL2 la lista delle 
classi da cui è disgiunta. Tali informazioni derivano dalle asserzioni di tipo  
DISJOINTCLASSES(IriClasse1,IriClasse2); 
• classAssertion, che permette si memorizzare le informazioni derivanti dalla pre-
senza di asserzioni CLASSASSERTION(IriClasse,IriIndividuo) 
Inoltre è presente la struttura taxonomyClosure che viene utilizzata per memorizzare per 
ogni Iri la chiusura transitiva e riflessiva delle relazioni di sottoclasse. 
La classe Util.java sfruttando le strutture definite dalla classe AX è in grado di supportare 
ragionamenti e deduzioni logiche derivanti dalle asserzioni OWL2 presenti nello schema. I 
problemi più interessanti che la classe implementa sono: il calcolo della chiusura transitiva e 
riflessiva delle relazioni di sottoclasse, quello per la verifica della disgiunzione di due classi e il 
calcolo dell’inclusione tra due tipi nodo. Questi sono problemi ben noti la cui soluzione otti-
ma dipende fondamentalmente dal numero di classi che si assume di dover gestire. Nella no-
stra soluzione ci siamo limitati a ereditare le strutture dati e gli algoritmi definiti dalla versione 
1.0 del type checker. Lasciamo lo studio della soluzione ottima a un futuro lavoro, in quanto 
lo scopo di questa ultima parte della tesi è solo aggiornare la versione 1.0 del type checker alla 
versione 1.1. 
La classe NG 
La classe NG ha lo scopo di contenere per ogni nome di grafo il tipo di tale grafo. Questa classe 
quindi contiene un HashMap che associa TG a Iri. 
La classe FT 
La classe FT è stata modellata per contenere per ogni funzione l’informazione sul tipo di dato 
che essa restituisce. A tale scopo si memorizza per ogni Iri un HashMap che associa a ogni 




La classe EP 
La classe EP memorizza per ogni Iri riferimento a un endpoint una coppia di tipo <N,TG>. 
Questa coppia indica che l’endpoint ha di default un insieme di riferimenti a named graphs di 
tipo N e grafo di default di tipo TG. 
 
7.2.5 AXParser 
Così come il parser per SPARQL, anche quello per il linguaggio con cui è costruito 
l’ELOSchema è stato realizzato utilizzando il generatore di parser JavaCC. La grammatica che 










Tabella 27. Grammatica ELOSchema. 
 
7.3 Gli errori di tipo 
Nel nostro sistema di tipi ogni espressione può avere due caratteristiche: o ha un tipo oppure 
presenta un errore di tipo. Nel nostro studio abbiamo trattato errori ottimistici ed errori pes-
simistici. Abbiamo etichettato i primi con “

;” e gli altri con “ 
”. 
Per implementare gli errori di tipo abbiamo creato la classe TypeErrorException.java 
contenuta nel package SPARQL11Type. 
Questa classe contiene una variabile di istanza booleana che sta a indicare se l’errore è unsafe o 
meno, e una variabile di istanza di tipo stringa chiamata path. Questa variabile memorizza 
inizialmente il punto in cui l’errore è stato generato, e poi, durante la propagazione dell’errore, 
viene aggiornata passo dopo passo con l’indicazione del percorso che segue, fino alla radice. 
L’aggiornamento del percorso viene fatto utilizzando l’apposita funzione addNode ogni volta 
che l’eccezione viene catturata. Dopo l’aggiornamento l’eccezione viene rilanciata al livello su-
periore, fino a raggiungere la radice che è una SelectQuery o una ConstructQuery. La radice 
visualizzerà l’errore specificando tutto il percorso che ha seguito. 
Un esempio di cattura e propagazione dell’errore è il seguente:   
  
try{ 
 p1=subject.ofType(env, tr); 
}catch(TypeErrorException e){ 
 e.addNode("TripleC:"+this.toString()); 




Capitolo 8  
CONCLUSIONI 
L'oggetto di questo studio è stato la nuova versione del linguaggio SPARQL ovvero SPARQL 
1.1, linguaggio di interrogazione per grafi RDF. 
Il lavoro svolto si è basato su un precedente lavoro di tesi [SPAR0] che contiene lo studio di 
un sistema di tipi per la prima versione di SPARQL (raccomandazione ufficiale dal 2006). 
L’introduzione delle nuove features nella versione 1.1 del linguaggio ha richiesto alcune modi-
fiche sostanziali del precedente lavoro, in tutti i livelli dello studio. 
La presente tesi è stata così articolata: inizialmente è stato presentato RDF, formalismo utiliz-
zato per descrivere dati semi-strutturati, e OWL2 altro linguaggio del W3C per esprimere on-
tologie.  
Successivamente è stato presentato il linguaggio SPARQL 1.1, nella sua versione ufficiale del 
21 Marzo 2013.  Ne è stata esposta una sintassi semplificata, più adatta per il nostro studio, e 
poi è stata proposta la relativa semantica formale e il sistema di tipi.  
Il sistema di tipi studiato ha come obiettivo principale quello di definire un tipo per le diverse 
forme del risultato. 
Il nostro sistema di tipi si basa su un mix tra approccio ottimistico e approccio pessimistico.  
Abbiamo utilizzato le tecniche di tipizzazione dei grafi RDF e IRIreferences che fanno riferi-
mento a tali grafi studiate nel precedente lavoro [SPAR0]. Da tale studio abbiamo anche ripre-
so le tecniche utilizzate per la descrizione delle gerarchie di tipi, che combinano relazioni di 
inclusione con relazioni di disgiunzione, quest'ultime indispensabili ai fini del rilevamento di 
incompatibilità fra tipi, e le abbiamo adattate e integrate in base alle nuove features del lin-
guaggio. 
Dal punto di vista semantico un aspetto interessante su cui si basa tutto il lavoro è l'assunzione 
dell'esistenza di una funzione di tipizzazione universale, parzialmente nota, che assegna una 
semantica a ogni tipo. 
Un ultimo aspetto è la trattazione uniforme delle variabili e delle costanti nel processo di infe-
renza dei tipi. 
Sulla base di questo sistema di tipizzazione, di cui abbiamo dimostrato la proprietà di 
soundness, è stato implementato un type checker in grado di effettuare un'analisi dei tipi deri-
vante dalla possibilità di sfruttare informazioni, specificate a tempo di compilazione dall'uten-
te. 
Nella sezione seguente si mostrano possibili sviluppi futuri del lavoro svolto. 
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8.1 Obiettivi futuri 
Gli obiettivi futuri sono molteplici, i più significativi sono i seguenti: 
Implementazione di un’interfaccia grafica 
Il type checker implementato presenta un’interfaccia testuale. Sarebbe interessante svilup-
pare un’interfaccia grafica per il sistema realizzato, che sia in grado di stampare l'albero di 
sintassi astratta di una query SPARQL, di fornire un editor di testi per ELOSchema e per 
query SPARQL in grado di segnale staticamente, utilizzando il sistema realizzato, errori sin-
tattici ed errori di tipo. 
Interfacciamento con un ragionatore OWL. 
Il sistema di tipi fa uso di un insieme di predicati la cui veridicità viene stabilita da un ragiona-
tore OWL. Per motivi di tempo, in questo lavoro abbiamo tralasciato la creazione di questa 
interfaccia fornendo un insieme di algoritmi in grado di effettuare deduzioni logiche necessa-
rie per stabilire la veridicità di questi predicati. Tra gli sviluppi futuri sarebbe interessante ana-
lizzare un insieme di ragionatori OWL open source e creare un’interfaccia verso uno di questi. 
Rilevamento degli errori multipli 
Il tipo di regole di propagazione dell’errore che abbiamo adottato in questo lavoro è struttura-
to in modo tale che ogni regola va a individuare un unico errore, che è il primo che essa rileva. 
Potrebbe essere interessante introdurre la possibilità di rilevare non solo un errore ma un in-
sieme di errori, che porterebbe a una gestione più complessa e dettagliata delle regole di tra-
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