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Methods for modeling the dynamics of microbial communities
Tyler A. Joseph
Advances in DNA sequencing of microbial communities have revealed a complex
relationship between the human microbiome and our health. Community dynamics, host-microbe
interactions, and changing environmental pressures create a dynamic ecosystem that is just
beginning to be understood. In this work, we develop methods for investigating the dynamics of
the microbiome. First, we develop a model for describing community dynamics. We show that the
proposed approaches accurately describes community trajectories over time. Next, we develop a
method for modeling and eliminating technical noise from longitudinal data. We demonstrate that
the method can accurately reconstruct microbial trajectories from noisy data. Finally, we develop
a method for estimating bacterial growth rates from metagenomic sequencing. Using a
case-control cohort of individuals with irritable bowel disease, we show how growth rates can be
associated with disease status, community states, and metabolites. Altogether, these models can
be used to help uncover the relationship between microbial dynamics, human health, and disease.
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Chapter 1: Introduction and Background
The inception of the Human Microbiome Project (HMP) in 2007 [1] marked a new era in
genomics. At the time, it had long been recognized that microbial cells in the human body out-
number human ones [2, 3, 4], and that microbial communities play a role in disease [1]. Yet,
further characterization of microbial communities had remained difficult because most microbes
cannot be cultivated in laboratory settings [5]. Rapid advances in DNA sequencing technolo-
gies provided a way around this limitation. Two studies in 2004 [6, 7] applied shotgun sequenc-
ing techniques—typically used to reconstruct the genomes of single organisms—to environmental
samples to generate random fragments from the genomes of all microbes in a community. This
new technique, termed whole-metagenome shotgun sequencing, created an opportunity to profile
microbial genomes and gene content. In parallel, study designs based on targeted amplicon se-
quencing enabled quantification of a community’s constituents [8, 9, 10], allowing researchers to
characterize microbial communities quickly and cheaply.
Since then, microbiome studies have expanded our knowledge of the structure and function of
microbial taxa and their communities. The first phases of the HMP [11, 12] collectively generated
more than 2000 reference genomes from human body sites, and the complementary MetaHIT
project [13] identified over 9.75 million nonredundant microbial genes in the human gut [14].
From these and related efforts, we now know that community assembly across bodies sites is
nonrandom—suggesting that these communities are functionally important [15]—and associated
with several diseases and disorders [16]. For instance, chronic diseases such as obesity [17] and
irritable bowel disease [18] have been associated with differences in community composition of
the gut microbiome, and changes in the vaginal microbiome during pregnancy are predictive of
risk for pre-term birth [19]. The human microbiome also plays a role in treatment outcomes. In
hospital patients, for example, depletion of the gut microbiome in response to antibiotics increases
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susceptibility to infection [20, 21]. Taken altogether, these and related studies suggest that the
human microbiome plays a fundamental role in human health and disease. Recent efforts now aim
to elucidate this role.
The focus of this dissertation is on methods for investigating microbiome dynamics. The hu-
man microbiome is a dynamic system that changes in response to host-microbiome interactions,
microbe-microbe interactions, and external perturbations. Understanding these changes can help
uncover mechanisms of disease. Yet, investigating microbiome dynamics is a challenging problem.
The microbiome is a relatively new study system, and there is no consensus on the right way to
model community dynamics. Measurement models can suffer from substantial technical noise, ob-
scuring biological signals. The sampling process is itself presents challenges—physiological and
logistical constraints place limitations on the frequency of sample collection, and thus place limits
on the time scales that can be explored. In this work we address some of these issues. Chapter 2
explores models for describing microbiome dynamics [22]. We take a first principles approach to
define a dynamical system that describes community trajectories. Chapter 3 develops a computa-
tional method for modeling and eliminating technical noise in longitudinal amplicon experiments
[23]. Finally, Chapter 4 focuses on inferring instantaneous growth rates from metagenomic sam-
ples [24].
The remainder of this chapter is dedicated to reviewing the three major aims of many micro-
biome studies [25]: community profiling, metagenomic assembly, and functional profiling. Com-
munity profiling describes how DNA sequencing is used to quantify the constituents of the micro-
biome. Metagenomic assembly is focused generating reference genomes from whole-metagenome
shotgun sequencing. Functional profiling quantifies the functional genomic capabilities of the mi-
crobiome by looking at its gene content. Each of these provide a view into different aspects of the
microbiome. Community profiling is the main way we measure the microbiome. The profiles are
the input to the models in Chapter 2 and Chapter 3. Genome and metagenome assemblies are the
foundation of the methods in Chapter 4. Functional profiling combined with dynamic modeling
can help point to mechanistic changes in microbial communities over time.
2
1.1 Community Profiling
The goal of community profiling is to identify the taxa in a community and their abundances.
Community profiling serves as a large component of many microbiome studies. Indeed, a major
aim of the first phase of the HMP was understand the range of diversity and distribution of mi-
crobial taxa in healthy individuals, and several notable discoveries have been based on examining
the profiles of microbial communities. A common study design specifically looks for differences
in community abundance profiles between healthy and disease states—among the most commonly
cited are a shift from Bacteriodetes to Firmicutes in the gut microbiome compositions of peo-
ple with obesity [17], and a decrease in community diversity in gut microbiomes of people with
Crohn’s disease [26].
1.1.1 Amplicon Sequencing
The predominant technique for community profiling uses targeted sequencing of the 16S rRNA
gene. The 16S rRNA gene is a popular sequencing target because it is present among all prokary-
otes, and contains conserved regions to serve as target for PCR primers that flank variable regions
useful for phylogenetic classification [27]. Typically, PCR primers are used to amplify one or more
variable subregions of the 16S rRNA gene that are then sequenced. However, sequencing the full
16S rRNA gene is also possible [28]. Nonetheless, the 16S rRNA gene does not measure viruses
and eukaryotes in a community. For these, other regions need to be targeted for amplification (e.g.
the internal transcribed spacer, or 18S rRNA gene).
The major challenge in amplicon sequencing is to distinguish sequencing error from biolog-
ical variation. One approach is to cluster sequences using a fixed similarity threshold [29, 30].
Sequences are commonly clustered by 95% or 97% average nucleotide identity—approximately
clustering by genera or species respectively [31]. The clusters are treated as operational taxonomic
units (OTUs) for downstream analysis. However, this likely underestimates the phylogenetic di-
versity in a sample because it assumes that variation within each cluster is due to sequencing error.
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Therefore, later approaches specifically model and correct sequencing errors to identify exact se-
quence variants in a sample. DADA2 iteratively partitions sequencing reads into clusters until all
reads are consistent with an error model. These clusters putatively represent the species or strains
in a sample. Deblur [32] takes a similar approach, calling these clusters sub-operational taxo-
nomic units (sOTUs). The resulting clusters have been shown to more accurately reflect sequence
variation in a sample.
After clustering sequences into operational units, units are assigned labels using a taxonomy
database [33] that matches 16S rRNA sequences to a taxonomic annotation. (e.g. the Green-
genes [34], SILVA [35], NCBI taxonomy [36], or RDP databases [37]). Because most microbes
are uncharacterized, they lack taxonomic classification. Therefore, each database attempts to infer
taxonomic labels of uncharacterized taxa based on their phylogenetic relationships to characterized
ones. For instance, the Greengenes database project constructed a phylogenetic tree from 408,135
reference 16S sequences. Reference sequences with taxonomic annotations are used to label refer-
ence sequences without annotations based on the inferred phylogeny. Other databases use similar
automated approaches to assign taxonomic labels. After a 16S rRNA sequencing experiment is
performed, clusters from a 16S sequencing experiment are assigned taxonomic labels using a ma-
chine learning classifier (e.g. Naive Bayes). The classifier is trained on a taxonomy database using
sequence features from the target region of the 16S rRNA gene.
Regardless of the clustering scheme, the output from amplicon sequencing is a count matrix
denoting the number of sequencing reads assigned to each OTU in each sample. Importantly,
the total number of sequencing reads does not represent population size. Therefore, amplicon
sequencing only provides information about the proportion of each OTU in a sample. Data that
only provides information on proportions are called compositional. An important consequence
is that an observed increase in the proportion of an OTU does not necessarily correspondence to
an increase in a abundance. These presents challenges to modeling the dynamics of microbial
communities that we explore in Chapter 2.
4
1.1.2 Metagenomic Sequencing
In contrast to amplicon sequencing, metagenomic sequencing generates sequencing reads from
random fragments of all the DNA in a sample. A useful mental model (though we show this is an
oversimplification in Chapter 4) is to conceptualize the sampling process as selecting random seg-
ments of the genomes of each microbe in a sample uniformly at random: the number of sequencing
reads from the genome of one species is proportional to the length of its genome and the fraction
of that species in the community [6].
Early approaches to community profiling from metagenomic sequencing focused only on de-
tection of the taxa in a community by directly aligning reads to a database of reference genomes
such as NCBI RefSeq [38]. Reads are assigned a taxonomic classification based on the lowest
common ancestor of the genomes matching a read. However, accurately assigning reads to species
relies on the breadth of genomes in the reference. Novel species without a reference genome can
only be resolved at a higher phylogenetic classification, such as genus or family, and the resolution
of this assignment depends on the phylogenetic similarity to species in the reference database. A
2012 study comparing alignment methods for taxonomic classification found that only 67 % of
reads mapped to the correct strain, and 21 % of the remaining reads mapped to the correct genus
[39]. Obviously, completeness of databases is a moving target. Read length also significantly im-
pacts taxonomic assignment [38], with shorter read lengths (< 200 bp) resulting fewer matches
against a reference database with more ambiguity [40]. This is particularly problematic because
shorter reads are more cost effective. Finally, alignment methods are computationally expensive
and will only become more cumbersome as the throughput of metagenomic sequencing increases
(see Wood et el. [41] for an exception).
An alternate approach forgoes alignment and instead tries to classify reads based on sequence
features such as frequencies of sequence patterns [42], :-mer profiles [43], or signatures from
interpolated Markov models [44]. In each case, a classifier is trained on a training set of refer-
ence genomes from a database, which is then applied to assign taxonomic classifications on new
sequencing datasets. Hence, alignment-free approaches are more computationally attractive, and
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potentially mitigate issues with incomplete reference sets. However, they all suffer from loss of
fidelity with shorter sequence lengths, and do not (accurately) classify reads below the genus level.
A potentially more severe problem, shared by alignment methods, is the transformation from tax-
onomically classified reads to taxa relative abundances (the percentage of each taxa in a sample).
This requires normalization by genome size — which is unknown for novel species — as well as
mappability scores reflecting conservation of some sequencing regions among species [45].
A third class of methods mitigates these problems by building curated reference sets of phy-
logenetically informative marker genes, synthesizing alignment-based approaches and approaches
from 16S rDNA sequencing. Genes are selected based on their ability to discriminate between
species. Removing uninformative regions of the genome drastically reduces the search space for
aligning sequencing reads at the expense of throwing away useful data. These approaches have
been shown to accurately classify reads from short read technologies. Furthermore, the normaliz-
ing constant needed to transform read counts to relative abundance depends only on the database
itself, not unknown genomes. For example, Mende et al. [46] used 3,496 prokaryotic reference
genomes to identify a set of 40 universal single-copy phylogentic marker genes. They demon-
strated that a 97 % sequence similarity threshold could accurately delineate species with high
precision (> 98 %) and high recall (> 99 %). A major benefit of universal marker genes is the abil-
ity to identify novel species because single-copy genes among the reference genomes are likely
conserved. A method based on universal marker genes [47] found that 58 % of species in a dataset
of gut communities from HMP and MetaHit did not have available reference genomes. These
species represented an average of ∼ 43 % observed species abundances in a sample. Yet, by limit-
ing the search space to a set of 40 marker genes, the majority of sequencing reads are thrown away.
In practice, this means that rare species are less likely to be detected, and estimates of relative
abundances for rare species are more error prone.
Another approach based on marker genes builds a reference set of clade-specific markers —
genes that uniquely identify a clade in a taxonomy — enabling a larger reference database retaining
more sequencing reads. Segata et al. [45] built a catalog of 400,141 clade-specific marker genes
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resulting in an average of 231 markers across 1,221 species, and more than 115,000 markers iden-
tifying higher taxnonomic levels. Novel species without references are assigned to a higher taxo-
nomic level based on their proximity to the reference. The authors demonstrated that clade-specific
marker genes led to faster and more accurate estimates of species abundances than classification-
based approaches that compare reads against reference genomes. Moreover, clade-specific marker
genes provide a larger reference set than universal marker genes, meaning they provide more in-
formation given the same sequencing depth.
1.2 Metagenomic Assembly
Characterizing the complete genetic landscape of microbial communities requires the genomes
of its constituents. Thus genome assembly — genome reconstruction from DNA sequencing data
— is a major area of research in metagenomics. Databases of reference genomes are the crux of
many downstream studies. For instance, reference genomes are required to accurately assign short
reads from DNA sequencers to species and genes [1]. Yet, assembling genomes from metage-
nomic samples is challenging (Figure 1.1). In single-organism assemblies, sequencing reads orig-
inate from the same genome; the assembly problem is a matter of placing sequencing reads in the
right order. In metagenomic samples, however, sequencing reads originate from many different
genomes. Metagenomic assemblers need to disambiguate reads from multiple species or related
strains.
Assembly has been intensively studied, originally motivated by single genomes sequenced de-
liberately to create a reference. The dominant paradigm for assembly revolves around the use
of short-read sequencing technologies and de Bruijn graphs [48, 49, 50]. In de Bruin graph ap-
proaches, sequencing reads are broken down into overlapping subsequences of : nucleotides called
:-mers. Then, overlapping :-mers are stitched together to reconstruct a genome. Formally, the :-
mers serve as the vertices in a graph. An edge connects one :-mer to another if the : − 1-suffix of
the former is the prefix of the latter. The connected nodes thus correspond to a sequence of : + 1
bases in the genome. If each :-mer corresponds to a unique position in the fully-covered genome
7
































Figure 1.1: Single-organism and metagenomic assembly. A) Construction of a de Bruijn graph
for single-organism assembly. Sequencing reads are broken down into subsequences of :-mers
(8-mers) which form the nodes of the graph. Two :-mers are connected by an edge of they share
a subsequence of 7 nucleotides. Traversing the graph reconstructions the genome. B) Illustration
of one of the challenges in metagenome assmebly. Two or more genomes share a subsequence
(red) that is longer than the :-mer length (perhaps by horizontal gene transfer) that leads to an
ambiguous de Bruijn graph.
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with no errors, a path through the graph that traverses each edge once corresponds exactly to the
genome of interest. In practice, assembly is more complicated due to repeated regions, structural
variants, polymorphisms, and sequencing errors that create ambiguities along the path that need to
be resolved. Furthermore, incomplete sequence coverage results in a disconnected de Bruijn graph,
with respective paths through each connected component, that when traversed produce short con-
tiguous sequences of bases called contigs. Contigs can further be grouped and ordered into larger
regions called scaffolds—for instance by using additional information provided by paired reads in
single organism assemblies [51]. An assembly can either consist of the scaffolds themselves, or
the scaffolds after an additionally processing step that attempts to order scaffolds and fill in the
gaps between them.
Genome assembly from metagenomic sequencing adds an additional level of complexity be-
cause sequencing reads not only have to be placed in the correct order but assigned to the correct
species, sub-species, or strain. Moreover, single-organism assemblers use heuristics to eliminate
errors and improve contig quality by removing erroneous :-mers or graph paths based on the
assumption that sequencing depth is approximately uniform along the genome [52]. However,
this assumption is false for metagenomic samples, because the species in a community are not
uniformly represented and thus coverage across :-mers is nonuniform. Furthermore, problems
with repeated regions are exacerbated because repeats can both occur within a genome and across
genomes [49]. For instance the presence of closely related species, evolutionary conserved genes,
or genes from horizontal gene transfer are challenging to detect during assembly, and can lead
to chimeric assemblies consisting of multiple species. To mitigate this issue, several assemblers
use an additional step of binning contigs into putative species based related sequencing coverage,
sequence composition, or using information from paired reads, then scaffolding the contigs within
a bin [53, 50]. More recent work [54] strings :-mers into paths whenever possible, then aligns
them all-against-all to inform a Repeat Graph structure that disambiguates orthologous versus par-
alogous repeating segments. Still, none of these heuristics are perfect, and disambiguating closely
related species or strains — that may only differ in a handful of genes — is incredibly challenging.
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Further complicating matters is a lack of a gold standard for evaluating de novo assemblies
where pre-existing reference genomes do not exist. One classical metric is N50, the contig length
of the median assembled bases [50]. Intuitively, a larger N50 means longer contigs and is indicative
of reference quality. Still, N50 does not indicate whether the order of bases in a contig is correct,
and thus a larger N50 does not always mean a better assembly (imagine arbitrarily concatenating
all contigs together). The proportion of mapped reads is sometimes used as a metric, reasoning
that a higher fraction of mapped reads means the assembly explains more of the data. Other quality
metrics include estimated completeness and contamination, computed using by counting universal
single copy marker genes [55].
The Critical Assessment of Metagenome Interpretation [56] (CAMI) challenge sought to bench-
mark metagenomic assembly methods on high quality reference data and using the same standards
of evaluation. The challenge highlighted many of the difficulties in metagenomic assembly. While
the benchmarked assemblers all performed well on low complexity samples where the genomes
among species were mostly distinct, all had difficulty in assembling high complexity datasets with
closely related species and substrains. Moreover, differences in the parameters provided to each
assembler lead to substantially different quality of assembly. Thus, metagenomic assembly is still
very much an open area of research. Nonetheless, assemblies from metagenomic samples are
valuable resources for downstream studies.
1.3 Functional Profiling
Community profiling tells us which taxa are in a community, but gives little information about
what they are doing. Functional profiling of the genes in community provides knowledge about its
biological role — the potential proteins encoded and their molecular function. In general, func-
tional profiling studies fall into two categories: upstream studies focused on resource generation
for the broader community, and downstream studies which uses these resources on particular sys-
tems of interest. Upstream studies focus on annotating genes in a genome by identifying open
reading frames, which are combined with a knowledge base of functional annotations that charac-
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terize biological processes. Downstream studies use such resources to obtain counts of functional
units (e.g. genes). For example, downstream studies can look for molecular targets for drug design,
or characterize differential gene content between healthy and disease states. Genome annotation
and functional annotation are not new problems, and earlier metagenomic studies relied on tooling
developed with single-organism samples in mind. However, new developments in these areas have
been driven by the challenges of metagenomic data.
For example, the MetaHIT Consortium’s goal was to develop a catalog of nonredundant genes
across all human gut-associated microbiota [13, 14]. To achieve this, they generated metagenomic
sequences across a large cohort, assembled them into contigs, and used standard algorithms for
gene prediction to identify open reading frames. These open reading frames were further clustered
by sequence similarity to create a nonredundant gene set. The most recent iteration of the MetaHIT
project combined metagenomic sequences from three globally distributed cohorts with previous
characterized genomes of gut microbes, and covered an estimated 94.5% of the gene content (>
9.5 million genes) in the gut microbiome [14]. Nonetheless, accurately predicting open reading
frames in a metagenomic sample is challenging because single sequencing reads likely do not span
an entire gene, and generating contigs required for more accurate gene prediction is difficult for
problems discussed in the section on Assembly.
Assigning genes to biological functions relies on carefully curated reference databases that
draw from the scientific literature. For instance, the UniProt [57] database contains specific protein
sequences and functional annotations from the published literature. However, such annotation
requires specific functional characterization of a protein from a published study. For the vast
majority of the > 9.5 million genes in the gut microbiome, such detailed annotation is unfeasible.
Instead, function for uncharacterized proteins is inferred from homology to characterized ones.
An early and general example of that involves the Pfam [58] database that focuses on groups of
closely related protein families. These databases provide search functionality either based on a
variation of BLAST or a specialized hidden-Markov model [59]. More specifically, orthologous
genes [60], homologs that descended from the same gene through a speciation event, are likely
11
to retain their function; hence knowledge of the function of one ortholog informs the others [61].
The COG [61], eggNOG [60], and KEGG Orthology [62] databases are commonly used orthology
databases for metagenomic studies. Each use a heuristic to cluster groups of genes into putative or-
thologs, and assign functions to each cluster. The MetaHIT project used both the KEGG Orthology
and eggNOG databases to annotate genes.
The COG (Clusters of Orthologous Groups) database is a hand-curated database of functionally
annotated orthologous gene clusters. The most recent update [63] was specifically tailored to
microbial sequencing studies. It contains 4631 functionally annotated COGs from 46 bacterial, 13
archaeal, and 3 eukaryotic genomes. One benefit of the COG database is that COGs are organized
by 26 broader function categories providing a high level overview of the major biological processes
within a community. Similarly, the eggNOG (evolutionary genealogy of genes: Non-supervised
Orthologous Groups) database uses the same principles as COG, but relies on automated annotation
instead of manual curation. It therefore contains a larger repertoire of orthologous groups.
The KEGG (Kyoto Encyclopedia of Genes and Genomes) Orthology database also provides
automatically generated clusters of orthologous genes [62]. Orthologous genes are given unique
identifiers called KO numbers, collections of which can used to identify hand curated molecu-
lar pathways (KEGG Pathways) representing networks of functional significance (e.g. protein-
protein interactions). Moreover, records in KEGG are organized hierarchically, allowing different
granularity of annotations. KEGG provides specific tools to automatically annotate metagenomic
sequences [64].
The use of functional annotation databases has several caveats. For instance, factors such as
read length can affect the quality and number of annotations in a sample [59]. For this reason, there
has been interest in developing specialized pipelines for functional annotation from metagenomic
samples [65, 66]. These pipelines leverage additional, metagenomic specific information, such as
the species [65] present and their annotated pan genomes [66], and can impute gaps in functional
pathways. Still, annotation databases are limited by the breadth of functional annotations, and data
from less well-studied systems are likely to have fewer functional predictions [59]. In practice,
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this means that common housekeeping functions, functions shared by many taxa, and functions of
human-associated communities, are more likely to be annotated.
In principle many of these databases present the same information in different ways, and many
rely on each other for their annotation schemes. The output of all these analyses are all matrices of
samples by a specific, database dependent, functional unit (e.g. genes, proteins, protein families,
COG categories, KO numbers, KEGG pathways).
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Chapter 2: Compositional Lotka-Volterra Describes Microbial Dynamics in
the Simplex
2.1 Summary
Dynamic changes in microbial communities play an important role in human health and dis-
ease. Specifically, deciphering how microbial species in a community interact with each other
and their environment can elucidate mechanisms of disease, a problem typically investigated using
tools from community ecology. Yet, such methods require measurements of absolute densities,
whereas typical datasets only provide estimates of relative abundances. Here, we systematically
investigate models of microbial dynamics in the simplex of relative abundances. We derive a
new nonlinear dynamical system for microbial dynamics, termed “compositional” Lotka-Volterra
(cLV), unifying approaches using generalized Lotka-Volterra (gLV) equations from community
ecology and compositional data analysis. On three real datasets, we demonstrate that cLV recapit-
ulates interactions between relative abundances implied by gLV. Moreover, we show that cLV is as
accurate as gLV in forecasting microbial trajectories in terms of relative abundances. We further
compare cLV to two other models of relative abundance dynamics motivated by common assump-
tions in the literature—a linear model in a log-ratio transformed space, and a linear model in the
space of relative abundances—and provide evidence that cLV more accurately describes commu-
nity trajectories over time. Finally, we investigate when information about direct effects can be
recovered from relative data that naively provide information about only indirect effects. Our re-




The completion of the second phase of the Human Microbiome Project has highlighted the
relationship between dynamic changes in the microbiome and disease [67]. Temporal changes
in the vaginal microbiome during pregnancy, for example, are associated with increased risk for
preterm birth [68], and the intestinal microbiome of individuals with inflammatory bowel disease
undergoes large-scale changes during active and inactive periods of the disease [69]. Changes to
the intestinal microbiome are also predictive of treatment outcomes. In hospitalized patients the
intestinal microbiome provides resistance to pathogenic bacteria, and depletion of the community
in response to antibiotics increases risk of infection [20, 70]. Moreover, some treatments for
disease are mediated through the intestinal microbiome itself [71]. Consequently, recent research
has focused on temporal modeling of the microbiome with the aim of understanding the etiology
of disease, predicting patient outcomes for personalized medicine, and elucidation of microbe-
microbe or host-microbiome interactions [72, 70, 73]. Yet, the gut microbiome is a complex
ecosystem, making realization of these goals a challenging task.
Approaches to modeling microbial dynamics originate across different domains with differ-
ent goals (e.g. community ecology, applied statistics, and compositional data analysis), and the
field has yet to converge on a standard methodology for time-series modeling. For instance, tra-
ditional approaches based in community ecology describe temporal dynamics using generalized
Lotka-Volterra (gLV) differential equations (e.g. [72, 74, 75, 73]): a system of nonlinear differ-
ential equations modeling competitive and cooperative interactions, extended to include external
perturbations by Stein et al. [72]. Such models have been shown to accurately predict community
dynamics [72, 75]. However, gLV-based models describe dynamics in terms of absolute densi-
ties of taxa. Estimating model parameters requires measurements of community size—either from
quantitative PCR, spiked-in samples of known concentrations, fluorescence-activated cell sorting,
or other cell counting methods—in addition to sequencing counts of constituent taxa [76]. While
measurements of community size are often required to infer direct interactions and effects, they
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are often unavailable.
In parallel, there has been an increasing appreciation for the compositional nature of many
microbial datasets [77, 78, 79, 80], motivating research that explores the boundaries of inference
from sequencing counts alone (e.g. [81, 82, 83]). Sequencing counts only contain noisy infor-
mation about the relative abundances of community members: the total number of sequencing
reads is independent of the size of the community. Approaches to time-series modeling from
relative abundances generally fall in to two categories: linear models using relative abundances,
and linear models using a compositional data transformation. For the former, McGeachie et al.
[84] and Gibbons et al. [85] model relative abundance trajectories as linear combinations of pre-
vious time points and external effects. However, these methods implicitly ignore the constraint
that relative abundances must sum to one and are therefore negatively correlated, making parame-
ter estimates difficult to interpret. Li et al. [86] suggest addressing this by inference of the latent
overall biomass. Alternatively, Shenhav et al. [87] suggested a linear mixed model with variance
components, while representing the previous state microbial community using its quantiles instead
of relative abundances. Yet, binning taxa into quantiles may lose fine-grained information about
interactions. Indeed, correctly modeling relative abundance data is challenging because the data is
in a constrained space (the simplex, where relative abundances must sum to one), which can lead
to spurious associations if standard statistical tools are applied directly [79].
A promising alternative uses methods from compositional data analysis [88, 89], a branch of
statistics devoted to the analysis of simplex-valued data. Techniques from compositional data anal-
ysis alleviate problems of working in the simplex by transforming data from a constrained space
to an unconstrained one with orthogonal coordinates and statistically independent components.
Specifically, relative abundances are transformed to log-ratios using a compositional data trans-
formation, such as the isometric log-ratio transformation [90] or additive log-ratio transformation
[88]. For example, Silverman et al. [91] combine a phylogenetically motivated log-ratio transfor-
mation (PhyILR, [83]) with dynamic linear models to describe microbial dynamics. Äijö et al. [92]
similarly provide a correction for sequencing noise by using a Gaussian process model to parame-
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terize a multinomial distribution on sequencing counts, thereby providing a statistical correction for
zero-inflation and over-dispersion common to microbial datasets. Their model implicitly describes
dynamics in an additive log-ratio transformed space. Alternatively, Jarauta Bragulat, Egozcue, et
al. [93] investigate predator-prey interactions using simplical linear differential equations coupled
with separate equations for community size. Their approach, however, is restricted to oscillatory
behavior of competitive interactions between two-species. Nonetheless, much remains unknown
about the compositional dynamics of the microbiome, and few studies compare these diverse ap-
proaches on equal footing.
In this chapter, we investigate models of microbial dynamics in the simplex. As a guiding
principle, we derive a new dynamical system for simplex-valued data from the generalized Lotka-
Volterra equations, which we term “compositional” Lotka-Volterra (cLV), synthesizing approaches
from community ecology and compositional data analysis. On three real datasets, we show that
the parameters of cLV recapitulate interactions in the simplex implied by gLV. Moreover, we show
that cLV is as accurate as gLV in forecasting microbial trajectories in terms of relative abundances,
suggesting that estimated concentrations are unnecessary for predicting community trajectories in
terms of relative abundances. We further compare cLV to two other models of relative abundance
dynamics: a linear models under the additive log-ratio transformation, and a linear on relative abun-
dances. We provide evidence that cLV better describes community dynamics than linear models,
suggesting that nonlinear models are important for accurately describing community dynamics in
the simplex. Finally, we investigate when direct effects can be recovered from relative data. We
provide a proof-of-concept demonstration where we recapitulate a proposed interaction network
with Clostridium difficile inferred using absolute densities.
2.3 Results
2.3.1 Motivation
Our motivation for this work is three-fold. First, gLV has a strong theoretical foundation in
community ecology and dynamical systems theory, and has been shown to accurately describe
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community dynamics of the microbiome. However, gLV models absolute abundances, and we
would like to extend the model to relative abundances. Second, approaches from compositional
data analysis have highlighted the benefits—both statistical and practical—of transforming con-
strained relative abundances to an unconstrained space using a log-ratio transformation. Thus, we
would like to express microbial dynamics under such a transformation. Third, several models for
the dynamics of relative abundances exist in the literature, most of which are linear models using
relative abundances or linear models in a transformed space. Yet if we believe gLV, a nonlinear
model, then linear models will fail to accurately describe community dynamics and predict com-
munity changes. Hence, we want to compare linear and nonlinear models. We emphasize that
directly applying gLV to relative abundances lacks mathematical justification. Specifically, gLV
models the change in the absolute abundance of each taxon over time, whereas the appropriate
model for relative abundances derived from gLV results in equations that depend on total commu-
nity size. This means an approximation is required. In the following sections we develop such an
approximate model, devise a method to infer its parameters, and explain its correspondence with
gLV.
2.3.2 Compositional Lotka-Volterra
The gLV equations describe the dynamics of microbial taxa in terms of their concentration or
density, i.e., number of cells per unit of volume. We standardly denote by G8 (C) the concentration
of taxon 8 at time C for the chosen scale for 8 = 1, ..., , and let D? (C) be an indicator variable
describing presence or absence of external perturbation ? at time C for ? = 1, ..., %. These equations
thus state that the change in concentration of G8 (C) is determined by a taxon specific growth rate 68,
interactions between taxa 8 9 , and the effect of each external perturbation ? on each taxon 8, 8?.
Specifically, gLV-based models use the following set of nonlinear (Riccati) differential equations:
∀8 = 1, . . . ,  : 3
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Assuming G8 (C) > 0, equivalent equations describe compositional dynamics under the additive
log-ratio transformation:
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The volume scale of G8 (C) is arbitrary (it is defined when a measurement is taken and can be
rescaled), so without loss of generality we pick a scale such that the mean community size is 1 (i.e.











8 9c 9 (C) +
%∑
?=1
8?D? (C) =: 58 (C) (2.5)
The terms 68, 8 9 , and 8; now describe relative (to the denominator) growth rates, relative inter-
actions, and relative external effects respectively.
The additive log-ratio transformation makes explicit that model parameters describe changes
ratios of taxa, the only information provided by relative abundances. Growth rates, interactions,
and external perturbations can all be reasoned about through their effect on the log ratio between
pairs of taxa. While the choice of denominator in the additive log-ratio transform was arbitrary,
knowledge of the parameters for one choice of denominator provides information about how the
ratios of all pairs of taxa change (see Appendix A.1). This means that if we are interested in
the ratio of two particular taxa, we only need to learn model parameters once, then transform the
system to the appropriate parameters.
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We refer to equation 2.5 as “compositional” Lotka-Volterra (cLV). Notably, solving for 3
3C
c8
(see Appendx A.2) gives
∀8 = 1, . . . ,  − 1 : 3
3C
c8 (C) = c8 (C)
(







c: (C) 5: (C) (2.7)
The first set of terms of equation 2.6, c8 (C) 58 (C), correspond to gLV on relative abundances, while
the second set of terms −c8 (C) 5̄ (C) serve as a “compositional correction:” a correction to the dy-
namics of c8 (C) due to constraint that the c8 (C) must sum to one. Fig 2.1 depicts examples of the
phase space for compositional Lotka-Volterra.
There are several remarks to make about this derivation in light of our motivation:
• cLV is an approximation to gLV when the variance in community size, Var(# (C)) = E[(# (C)−
1)2], is low. Then, the parameters of cLV approximately correspond to differences in param-
eters of gLV. For example, the interaction term 8 9 = 8 9 −  9 is the absolute interaction
between taxon 8 and taxon 9 minus the effect of the denominator  on taxon 9 . We suggest
that a useful metric for determining when the parameters correspond is a type of “signal-to-







Thus, “noise” will dominate the “signal” when Var(# (C)) > 1 and parameter estimates will
diverge. We provide empirical evidence for this claim in the section Correspondence with
the Parameters of gLV.
• While cLV is an approximation to gLV, the two models are distinct. Mathematically, equa-
tion 2.5 defines its own stand-alone dynamical system. It is therefore interesting to inves-
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Figure 2.1: Example phase spaces and trajectories for compositional Lotka-Volterra. The
top row displays examples using the additive log-ratio transformation for three taxa. The bottom
row displays examples in relative-abundance space corresponding to the examples in the top row.
Arrows display the direction of the gradient, while the colors display its magnitude (lighter is
smaller). A) Phase space where dynamics depend on relative growth rates alone. B) Phase space
where dynamics depend on growth rates and interactions. The black dot denotes a fixed point.
The solid line depicts a simulated trajectory, where an external perturbation (red line) moves the
system away from the fixed point. C) Alternate view of the example in B. The red arrow denotes
an external perturbation causing the system to move away from the fixed point. D) Phase space
in the simplex corresponding to A. Black dots denote fixed points and only occur on the corners.
E) Phase space in the simplex corresponding to B. Black dots denote six possible fixed points.
The line displays the same simulated trajectory as B. F) Simulation example corresponding to B
depicted as relative abundances. An external perturbation at time point 50 causes the system to
move away from the fixed point in the interior of the simplex toward one at the boundary.
21
tigate which of these models more accurately describes relative abundance dynamics, and
whether other models of relative abundance dynamics are potentially better. We focus on
this question in the section Model Comparison.
• The correspondence between the parameters of cLV and gLV gives mathematical criteria
for which absolute terms are recoverable from relative data. For interactions specifically,
if the magnitude of the interaction 8 9 is larger than the magnitude of the interaction  9 ,
then cLV will recapitulate the sign of the absolute interaction. This also suggests that the
appropriate choice of denominator for the alr is one where the taxon c is approximately
log constant over time. We investigate this in the section Interpreting Model Parameters.
We note that our derivation using the alr transformation is easily extended to other composi-
tional data transformations, since the alr can be expressed as a linear transformation of the cen-
tered log-ratio transformation and of the isometric log-ratio transformation [90]. We derive the this
transformation in Appendix A.3. This opens the door for other domain-specific data transforma-
tions, such as the phylogenetic isometric log-ratio transformation [83]. Additionally, taking the alr
(or other) transformation has the benefit of expressing the system as an affine function of relative
abundances, making it amenable to fast parameter inference procedures using least squares.
2.3.3 Parameter Inference
To examine each remark of our derivation we need to infer model parameters on real data. Thus,
we first investigated methods for parameter inference. The challenge in inferring model parameters
is that the number of parameters often greatly outnumbers the sample size. Therefore some form
of regularization is required to avoid overfitting. Previous work on inferring parameters of gLV
used ridge regression [72] for regularization, and pseudo-counts to address sequencing noise and
zeros. Later work by Bucci et al. [75] included more sophisticated methodologies for modeling
sequencing noise, however the form of our model (equation 2.6) does not allow us to readily apply
these methods. We therefore chose to focus on two standard approaches to regularization: ridge
regression [94] and elastic net [95].
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Figure 2.2: Comparison of performance between ridge regression and elastic net. Performance
was evaluated on simulated ground truth using three metrics: root-mean-square error (RMSE)
between true and estimated interactions, RMSE between true and estimated growth rates, and
RMSE between true and estimated hold out trajectories for 5 samples per simulation replicate. Box
plots describe the distribution in RMSE over 50 simulation replications. Significance is computed
using the Wilcoxon signed-rank test (****: ? < 10−4; ***:? < 10−3; **: ? < 10−2; *: ? < 0.05;
ns: not significant)
We evaluated each method by simulating data under cLV, varying sample size, sequencing
depth, and frequency of longitudinal samples (see Methods). Performance was measured using
three metrics: root-mean-square-error (RMSE) between estimated and ground truth interactions,
RMSE between estimated and ground truth growth rates, and prediction of unseen held out tra-
jectories from initial conditions. As a baseline, we evaluated both models using simulations with
and without sequencing noise. Importantly, the choice of denominator for our simulations was
arbitrary.
In our simulations without sequencing noise, elastic net regularization outperformed ridge re-
gression, particularly at low sample sizes (Figure 2.2). With the introduction of sequencing noise
the performance difference between models was negligible (Supplementary Figure A.1). Since
elastic net regularization outperformed ridge regression on the simulations without sequencing
noise, and because elastic net regularization includes ridge regression as a special case, we choose
to focus on elastic net regularization for the remaining simulations.
Simulations investigating sequencing depth demonstrated no noticeable gain in estimation ac-
curacy beyond a depth of 10000 sequencing reads (Supplementary Figure Performance of parame-
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ter estimation with elastic net regularization with respect to sequencing depth). Nonetheless, accu-
racy was poorer than the simulations without sequencing noise. Simulations investigating temporal
density revealed that sample size was more important than density in time. At smaller sample sizes
(5 and 10 samples), predictive performance on hold out trajectories started decline when the time
between samples was approximately 4 days apart (Supplementary Figure A.3). At larger sample
sizes, we observed little difference in ability to estimate model parameters or predictive accuracy.
We also performed simulations to evaluate how choice of denominator affected parameter in-
ference. In particular, we wanted to ensure that different choices of denominator do not affect
quality of inference. To do this, we simulated data under one choice of denominator, performed
inference with each taxon in the denominator, and computed the RMSE between inferred param-
eters and simulation parameters transformed to the appropriate denominator (see Appendix A).
Quality of inference was assessed by computing the variance in RMSE of parameter estimates.
A low variance suggests that inference is robust to choice of denominator. Supplementary Figure
A.4 displays box plots of the variance in RMSE across 20 simulation replicates. Notably, in all
cases the variance in estimates was low, particularly when assessing predictive performance. We
note that in our simulations we enforced constraints that each taxon existed at each time point,
and that its mean abundance across observations was greater than 0.001. Thus, our results suggest
so long as these criteria hold parameter estimates and prediction ability are robust to choice of
denominator.
2.3.4 Correspondence with the Parameters of gLV
We remarked that the parameters of cLV approximate differences between parameters of gLV,
and that the strength of this approximation depends on variability of community size. Therefore,
we next empirically investigated how well the approximation holds on three real datasets. Close
correspondence between parameters suggests that relative interactions learned by cLV are repre-
sentative of the true underlying relative interactions between taxa (if we treat gLV as the ground
truth). Moreover, if this correspondence holds, it is suggestive of when absolute interactions are
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Name Sample Size Description
Antibiotic 9 mice (77 total obs) Antibiotic treated mice [21, 72].
Data collected using 16S rDNA
sequencing and qPCR for biomass
quantification.
Diet 7 mice (330 total obs) High-fiber to low-fiber diet and
back [75]. Data collected using
qPCR with taxon specific primers.
C. diff 5 mice (130 total obs) C. difficle challenge after 28 days
[75]. Data collected using 16S
rDNA sequencing and qPCR for
biomass quantification.
Table 2.1: Description of the three real datasets investigated. Sample sizes are listed along with
the total number of observations across samples.
recoverable from relative data, which we examine in the section Interpreting Model Parameters.
We used three real datasets of mouse models (Table 2.1) that measured community density of
the gut microbiome, giving estimates of both relative abundances and bacterial concentrations. The
“Antibiotic” dataset consisted of 3 populations of mice (9 mice total) used to study susceptibility
to C. difficle infection following administration of antibiotics. The “Diet” dataset included 7 mice:
5 mice were fed from a high-fiber diet, switched to a low-fiber diet, then returned to the high-
fiber diet. The remaining mice were fed the high-fiber diet. In the “C. diff ” dataset, 5 gnobiotic
mice were orally gavaged with a bacterial mixture and subjected to a C. difficle challenge after 28
days. Administration of antibiotics, change in diet, and introduction of C. difficle were treated as
external perturbations (in addition to including C. difficle as a taxon in the C. diff dataset). The
C. diff dataset and Antibiotic dataset combined 16S sequencing with qPCR to estimate relative
abundances and community size separately, while the Diet dataset used qPCR for individual taxa
to measure concentrations. Thus, the Antibiotic, Diet, and C. diff datasets display a wide range of
dynamics, from strong community shifts due to antibiotics, to relatively stable dynamics.
We trained cLV on relative abundances, and gLV on rescaled concentrations. We rescaled ob-
served concentrations such that the average community size, # (C), was 1 across observed samples.
We note that this only rescales parameter estimates, and results in no loss of generality. Variance
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in # (C) across samples is an estimator for variance in community size. For this particular task, we
chose to use ridge regression since elastic net may choose to zero out different parameters for each
model, making direct comparison challenging.
We observed a strong correspondence between the relative parameters estimated using cLV
and parameters from gLV (Fig 2.3). As expected, the strength of the correlation between pa-
rameter estimates corresponded with the observed variability in community size (Var(# (C))). The
strongest correlation was observed on the Diet dataset (Pearson A = 0.96 for interactions, A = 0.993
for external effects, A = 0.909 for growth rates), where the size of the community remained sta-
ble (estimated Var(# (C)) = 0.055), while the weakest correlation was observed on the Antibi-
otic dataset (Pearson A = 0.808 for interactions, A = 0.995 for external effects, A = −0.141 for
growh rates), where community size fluctuated rapidly after antibiotic administration (estimated
Var(# (C)) = 1.10). Nonetheless, correspondence between interactions and external effects was
strong among the three datasets we explored.
2.3.5 Model Comparison
cLV and gLV describe dynamics over time with respect to difference spaces. cLV describes
relative abundances, while gLV describes absolute abundances. Additionally, there have been
several other models of relative abundance dynamics proposed in the literature. A natural question
is therefore: which model better describes trajectories of relative abundances? We thus compared
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where [8 (C) = log (c8 (C)/c (C)), the additive log-ratio transformation. The first model (ALR) is
a linear model under the additive log-ratio transformation. The second model (linear) is a linear
model in relative abundances. We further compared cLV to gLV in two ways: inferring parameters
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Figure 2.3: Correspondence between relative parameters estimated using gLV and cLV on
three datasets. Each box plot displays the distribution of observed community size (i.e. # (C))
across all samples, rescaled such that E[# (C)] = 1. Scatter plots display the relative parameters
estimated by cLV (H-axis), and the corresponding difference in parameters of gLV (G-axis). cLV
better approximates interactions inferred using gLV when the variability in concentrations is low,
matching theoretical expectations. A strong correspondence is observed between external pertur-
bations across all datasets.
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Model # interactions # growth # perturbations
gLV  ×    × %
cLV ( − 1) ×   − 1 ( − 1) × %
ALR ( − 1) × ( − 1)  − 1 ( − 1) × %
linear  ×    × %
Table 2.2: Number of parameters of each model. Number of interaction parameters, growth
parameters, and external perturbation parameters for  taxa and % effects.
on estimated concentrations (gLV01B), and inferring parameters on estimated relative abundances
(gLVA4;). The latter is equivalent to assuming constant community size. Table 2.2 displays the
number of parameters of each model.
We evaluated models based on a measure of generalization performance, or the ability to predict
unseen data. Generalization performance metrics inherently penalize models that overfit, or use
parameters to fit noise in data rather than model actual signal. These metrics allow for principled
comparison of models with different structures or numbers of parameters. In our case, we used a
metric that evaluated predicted trajectories on held out test data via leave-one-out cross validation.
That is, for each dataset we held out one time-series in turn, and trained models on the remaining
data.
We further fit each model using elastic net to avoid differences in performance due to different
inference procedures. Specifically, we wanted to avoid a scenario where one model outperformed
the others because it used a better inference procedure. Performance was evaluated by comput-
ing the RMSE between the held-out ground truth and predicted trajectories. As a baseline, we
compared all models to a constant trajectory that predicted no change from initial conditions. A
lower RMSE than the constant trajectory indicates that a model is predicting the right direction of
a trajectory, as it moves away from initial conditions.
Notably, across all three datasets cLV outperformed both gLV01B and gLVA4; (Fig 2.4). On the
Diet and C. diff datasets, the difference can be attributed to better predictions on the first several
time points as the community moves from initial conditions toward a steady state (Supplemen-
tary Figure A.5 and Supplementary Figure A.6). This suggests that cLV better describes relative
abundances than gLV. All three models appeared to describe stable communities well. On the An-
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Figure 2.4: Comparing predicted trajectories from initial conditions across models. RMSE
(H-axis) between true and estimated trajectories per sample across three datasets (panels) and six
models. RMSE is computed on held out data using leave-one-out cross-validation: one sample is
held out at time and the models are trained on the remaining data. Trajectories are predicted on
the held out sample from initial conditions. Significance is computed relative using the one-sided
Wilcoxon signed rank test (**: ? < 0.01; *: ? < 0.05; ns: not significant).
tibiotic dataset, both gLV models were slower to predict recovery of the community in response to
antibiotics (Supplementary Figure A.7).
Our results comparing cLV to ALR and the linear model were less clear (Fig 2.4). On the
Diet dataset, cLV better predicted community trajectories than both models (? = 0.008 for ALR,
? = 0.039 for linear, one-sided Wilcoxon signed-rank test). As before, much of the difference
in performance is from how well each model predicted movement from initial conditions toward
a stable state (Supplementary Figure A.5). All models performed similarly on the C. diff dataset
(Supplementary Figure A.6). This is likely for two reasons. First, the community converged to a
stable state after few time points, which all models predicted well. Second, none of the models
captured a fluctuation in community composition, where the community briefly moved away from
stability, in the 5 time points immediately after introduction of C. difficle (Supplementary Figure
A.6).
On the Antibiotic dataset, we observed a slight improvement of cLV when compared to the
ALR and linear models. However the result did not achieve significance. All models were slow
to predict community recovery after antibiotics. However, cLV appeared to better describe the
community after recovery than the ALR model: it more accurately predicted the final time point,
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empirically closest to the new stable state (Supplementary Figure A.8). We did not observe a
significant difference when compared to the linear model.
2.3.6 Interpreting Model Parameters
Our derivation of cLV suggested criteria for when absolute growth rates, interactions terms,
and external perturbation terms, can be recovered from relative data. Recall that the parameters for
cLV are given by
68 ≈ 68 − 6
8 9 ≈ 8 9 −  9
8? ≈ 8? − ? .
The terms on the left are for cLV, and the terms on the right are the absolute growth rates, interac-
tions, and external perturbations from gLV. In the section Correspondence with the Parameters
of gLV we showed that the correspondence between all but the growth rates are strong. This means
we can derive criteria for when cLV will recapitulate the sign of an interaction or perturbation. We
can use the former to identify cooperative or competitive interactions, and the later to identify ben-
eficial or harmful external perturbations. For example, consider the interactions 8 9 ≈ 8 9 −  9 .
We want to know when the sign of 8 9 will be the same as the sign of 8 9 . If 8 9 and  9 have
opposite signs, then 8 9 will always have the same sign as 8 9 . If 8 9 and  9 have the same sign,
then 8 9 will have the same sign if and only if |8 9 | > | 9 |. If we assume that :; is drawn from
a distribution symmetric around zero, then the first and second cases are equally likely to occur—
each with 0.5 probability. The first case always recapitulates the sign, while the second does so
with Pr( |8 9 | > | 9 |). Thus, the probability cLV recapitulates the sign is greater than 0.5—better
than random chance.
We can take this argument one step further, by suggesting a particular choice of denominator
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So we should choose a denominator where log c ≈ 2>=BC across all observations. For perturba-
tions, one wants a denominator log c ≈ 2>=BC when the perturbation occurs. Notably, these do
not need to be the same denominator: we previously showed parameters one denominator gives
the parameters for all other choices.
We tested this by attempting to recapitulate an interaction network with C. difficile proposed
by Stein et al. [72] on the Antibiotic dataset. By investigating learned model parameters of gLV,
the authors proposed a schematic for which infection by C. difficile may occur. We thus wanted to
see if we could suggest the same mechanism from the interaction network inferred using relative
abundances and cLV. To do this, we first trained cLV using the denominator with the lowest log
variance (i.e. where log c is approximately constant within a sample), and inspected interactions
with respect to this denominator. We then transformed the parameters with respect to a denomi-
nator with the lowest log variance after antibiotics, and obtained parameters for perturbations. We
then inspected these parameters to see if they matched the mechanism proposed by Stein et al.
[72].
Fig 2.5 displays the interaction network proposed to Stein et al. [72], as well as the param-
eters of cLV with “uncl. Lachnospiraceae” in the denominator for interactions, and “und. uncl.
Mollicutes” for external perturbations. Notably, cLV recapitulates all but two of the interactions
originally proposed: the effect of clindamycin on Coprobacillus and C. difficle. When training gLV
using our inference procedure, the effect of clindamycin on Coprobacillus had the smallest magni-









Figure 2.5: cLV recapitulates absolute interactions. Estimated effect of external perturbations
(A) and interactions (B) inferred by cLV. Parameters are computed with respect to uncl. Lach-
nospiraceae in the denominator for interactions, and und. uncl. Mollicutes for perturbations.
Estimated parameters recapitulate the interaction network with C. difficle (C) proposed by Stein et
al. [72].
effect (Supplementary Figure A.9). In addition, we estimate a positive effect of clindamycin on C.
difficle using gLV, matching the estimate by cLV. Taken together, this suggests that cLV has some
utility for recapitulating absolute interactions from relative data.
2.4 Discussion
Accurately describing microbial dynamics is crucial to understanding, modeling, and forecast-
ing microbial communities. Here, we investigated microbial dynamics in the space of relative
abundances. We introduced a new dynamical system, called compositional Lotka-Volterra (cLV),
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and demonstrated that cLV accurately captured relative abundance dynamics. By comparing cLV
to gLV, we demonstrated a correspondence between the parameters of cLV and gLV. We leveraged
this correspondence to show that cLV can sometimes recapitulate absolute interactions using rel-
ative data alone. We further evaluated how well cLV described relative abundance dynamics by
comparing cLV to gLV and two other models inspired by the literature. We demonstrated that cLV
more accurately predicted relative abundance trajectories than gLV, and was as good or better than
the other models explored.
We derived cLV as an approximation to gLV for relative abundances, and showed that there
was an approximate correspondence between the parameters of both models. The approximation
depends on the variance in community size over time. Importantly, the parameters of cLV are
not the same as gLV: cLV describes changes with respect to ratios between taxa, the only infor-
mation provided by relative abundances. Furthermore, cLV specifically models dynamics in the
constrained space of relative abundances, while gLV does not. When the variance in community
size was low, we demonstrated the correspondence between the parameters of each model was
strong. As the variance increased, the correspondence between interaction terms and external per-
turbations remained somewhat strong, but the correspondence between growth rates did not. This
matched our formulation of a “signal-to-noise” ratio to measure parameter correspondence. Thus,
we expect the interaction and perturbation parameters of the two models to correspond well when
the variance in community size, after rescaling, is smaller than 1.
Notably, cLV more accurately forecast relative abundances than gLV across all three datasets
we explored. One possible explanation is that, without a statistical model, gLV is penalized twice
for sequencing noise: once for biomass estimation (e.g. qPCR) and once for relative abundance
estimation (e.g. 16S sequencing). However, the effect persisted even when gLV was trained on
relative abundances that eliminated one source of noise. This suggests that — if a researcher is
interested in predicting relative abundances alone — no usable information is gained by access
to community size data. Moreover, unless biomass is constant, our results suggest gLV is wrong
model for relative abundances.
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We further compared cLV to two models inspired by common assumptions in the literature: a
linear model on relative abundances, and linear model under the additive log-ratio transformation.
While cLV outperformed the other two models on one dataset, results were less clear on the other
two. Importantly, cLV did no worse than the other models we compared, and appeared to better
predict trajectories in at least some cases. Both our derivation of cLV and the results here provide
some evidence that nonlinear models are required to accurately describe community dynamics.
Nonetheless, our investigation is limited by lack of availability of high quality benchmark datasets.
As longitudinal sampling becomes more commonplace, availability of larger high quality datasets
will allow for more robust comparisons between competing methods.
Finally, we showed that in some cases cLV can recapitulate absolute interactions from relative
data. We did this by recapitulating a microbe-microbe interaction network with C. difficile pro-
posed by Stein et al. [72]. This demonstrated that similar conclusions can sometimes be drawn
from relative and absolute data. While Bucci et al. [75] noted some ability to recapitulate the
parameters of gLV when training on relative abundances, our contribution is a mathematical for-
mulation of criteria for when absolute parameters can be recovered from relative abundance in-
formation. Given such a formulation, it may be possible to devise a statistical test for when an
absolute interaction can be recovered, and our work is a first step toward this goal.
There are several limitations to our study. In particular, our inference procedure did not in-
corporate technical noise due to data generation. In practice, relative abundances are estimated
from sequencing counts, which can contain a considerable amount of technical noise. Indeed, our
simulations showed at least some loss of accuracy in the presence of sequencing noise. While we
applied a denoising step to the C. diff dataset, we were unable to do so on the remaining two due to
differences in data collection methods and data reported. This is most likely to impact parameter
estimates for rare taxa, because zero values needed to be transformed using pseudo-counts, and
small differences in sequencing counts of rare taxa can cause large changes in estimated log-ratios.
Nonetheless, we fit all models to data preprocessed with the same pseudo-count transformation—
they all suffer from this limitation. Thus, this uniform pre-processing allowed us to compare
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models on equal footing.
It should also be noted that the gLV equations are not without criticism. While useful for
quantifying dynamics, it is clear that they only describe an idealized system in which few real
world systems abide. Additionally, influential work by Arditi and Ginzburg [96] strongly criticizes
the Lotka-Volterra predator-prey model, of which gLV is a more general example. They suggest
that predation (negative interactions on the A matrix) depends on ratios between taxa. Our results
suggest that gLV, and cLV, described microbial trajectories well. However, an accurate model does
not say anything about the physical dynamics governing the system.
Finally, a fundamental limitation of all models based on log-ratios is the inability to describe
extinction and colonization. Indeed, while the compositional data analysis field has techniques for
dealing with count zeros where a species falls below the detection threshold, there is no uniformly
accepted technique for essential zeros (i.e. extinction; [97]). Hence, each taxon is assumed to exist
at each time point. This suggests that the appropriate choice for denominator is one which does
not go extinct among any time points. It may not always be possible to select a taxon uniformly
present among all samples, necessitating alternate approaches to parameter inference.
Current blind spots of cLV highlight several areas for future research. One is to couple this
methodology with a statistical model that includes technical and biological variation. This would
allow us quantify variation not captured by the model. Another attractive extension of cLV would
include extinction and recolonization, allowing more accurate forecasting of long-term trajecto-
ries where the set of taxa in a community varies. Finally, future work should focus on develop-
ing statistical methodology to recapitulate direct interactions and direct effects from relative data.
By providing a theoretical understanding of microbial dynamics in the simplex, cLV represents a




We simulated data under cLV to evaluate how well our inference procedure learned model
parameters using a similar framework to Bucci et al. [75]. We used MDSINE [75] to obtain de-
noised concentrations of taxa in the C. diff, then rescaled estimated concentrations such that the
mean community size, # (C), was 1 across all samples. We then fit the parameters gLV using ridge
regression with a small regularization parameter (_ = _6 = _ = 0.001, see below). We used
estimated parameters to calculate the mean and scale of growth rates (6<40= > 0, f26 ), mean and




mean and scale of initial concentrations (Ĝ0, f28=8C).
For each simulation, we drew growth rates, self-interactions, and initial conditions from
68 ∼ N+(6<40=, f26 )
88 ∼ N−(B4; 5 , f2B4; 5 )
G8 (0) ∼ N (Ĝ0, f28=8C)
We simulated sparse interactions by first drawing the probability of an interaction between
taxon 8 and taxon 9 , then drawing the interaction itself
I8 9 ∼ Bernoulli(0.2)
8 9 ∼










if I8 9 = 1
This follows estimates by Bucci et al. [75], who found a 20% probability of an interaction matched
their real data. We further required that the resulting matrix be “stably dissapative,” which guaran-
tees existence of a steady state with all taxa present [98]. We therefore drew interaction matrix 
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repeatedly for each simulation until we found one that satisfied our criteria.
Given the parameters of gLV, we transformed them to the relative parameters of cLV using
equation 2.3. We then simulated noisy sequencing counts using a Dirichlet-Multinomial model
with dispersion parameter 286, estimated by Bucci et al. [75] on the C. diff dataset. We evaluated
model performance by computing the root-mean-square-error (RMSE) between true and estimated
relative growth rates, relative interactions, and predicted trajectories from initial conditions on 5
hold out samples per simulation replicate.
We performed simulations over 30 time points, varying the sequencing depth from 1000, 2000,
5000, 10000, 25000, and noise-free. We also varied the sample size from 5, 10, 25, 50, and the time
between observations from 1 day (consecutive), 2 days, 4 days, and 6 days. For each simulation
replicate we required that the mean relative abundance of each taxon was greater than 0.001 and
that no taxon took over the community (had abundance greater than 0.8). For each combination
of parameters we performed 50 simulation replicates obtain confidence intervals and calculate
significance.
2.5.2 Antibiotic Dataset
We downloaded and analyzed the dataset originally published by Buffie et al. [21] from the
supplementary material of Stein et al. [72], who used it to investigate susceptibility to C. diffi-
cile infection following antibiotics. The data include bacterial concentrations from three mice
populations (= = 9 mice, 3 from each population), along with recorded antibiotic administration,
averaging 8.55 observed time points per population over 20 to 30 days. The first population served
as a control and did not receive the antibiotic, the second population received a single dose of
the antibiotic, and the third population received a single dose of the antibiotic followed by a C.
difficile challenge. At each time point, a mouse from each population was euthanized, the con-
tents of the intestine collected and, the V1-V3 16S rRNA gene was amplified and sequenced using
454 pyrosequencing. Microbial densities were calculated by quantifying 16S rRNA gene copies
using quantitative PCR (qPCR). To reduce the number of missing entries (zeros), Stein et al. [72]
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modeled the top 10 most abundant genera only, and aggregated the remaining taxa into a single
component marked “Other.” The resulting data matrix (taxon by time-point) had fewer than 9%
entries with zeros. We treated antibiotic administration as an external perturbation, encoding the
variable D8 (C) = 1 for C = 1 for populations that received the antibiotic, and D8 (C) = 0 elsewhere.
2.5.3 Diet Dataset
We downloaded and analyzed the Diet dataset from the supplementary material of Bucci et
al. [75]. The data consist of bacterial concentrations for 13 Clostridia strains collected from fecal
samples of 7 mice. Of these mice, 5 were fed a high-fiber for 2 weeks, switched to a low-fiber diet
for 2 weeks, then returned to the high-fiber diet; the remaining mice were fed the high-fiber diet
exclusively. The concentration for each strain was quantified separately using qPCR with taxon
specific primers. Samples for diet-switched mice were collected either daily or on alternating days
for 65 days, for a total of 56 observed time points. The remaining 2 mice were kept on the high-
fiber diet for 5 weeks, and data collected over 29 days for a total of 25 observed time points. We
treated change in diet as an external perturbation, encoding the variable D8 (C) = 1 during all time
points when mice were switched the the low-fiber diet, with D8 (C) = 0 elsewhere. Fewer than 0.005
% of the remaining data matrix had zeros.
2.5.4 C. diff Dataset
We downloaded and analyzed the C. diff dataset, which was also from Bucci et al. [75]. In this
dataset, 5 gnotobiotic mice were orally gavaged with a bacterial mixture consisting of 22 different
species. DNA sequencing data from the V4 region of the 16S rRNA gene was collected along with
biomass from qPCR over the course of 56 days; there were 26 observed time points per mouse.
At day 28, mice were orally gavaged with C. difficile. For our analysis, we used MDSINE [75] to
produce denoised estimates of taxon concentrations. We set D8 (C) = 1 for the time point when C.
difficile was introduced, treating it both as an external perturbation and observed taxon.
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2.5.5 Pseudocounts
Fitting each model requires taking a logarithm of either an observed concentration or a ratio of
concentrations, with the exception of the linear model on relative abundances. We used additive
smoothing (i.e. pseudocounts) on each dataset to avoid taking a logarithm of zero. To treat pseudo-
counts for models on relative abundances and concentrations equally, we first added pseudocounts
to observed relative abundances, then transformed relative abundances to concentrations using the
total concentration of a sample. Specifically, the smoothed relative abundance of a sample was
ĉ8 (C) =
c8 (C) + n
1 + n (2.10)
The smoothed concentration was
Ĝ8 (C) = # (C)ĉ8 (C) (2.11)
We used pseudocounts of n = 10−3 for each dataset. We found that models that took a log of a
quantity (gLV, ALR, cLV) were sensitive to smaller pseudocounts when making predicting from
initial conditions.
2.5.6 Choice of Denominator for cLV
We argued in the Results that the appropriate taxon for the denominator for cLV is one that
is approximately log constant and common to all samples. We therefore selected a taxon for the
denominator by first computing finite-difference estimates of
3
3C
log c8 (C) ≈
1
ΔC
(log c8 (C) − log c8 (C − 1))







each taxon, and selected for the denominator the taxon with the lowest observed variance.
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2.5.7 Correspondence with the Parameters of gLV
We compared parameter estimates from gLV to that of cLV on the three real datasets that
included community density estimates: the Diet dataset, the C. diff dataset, and the Antibiotic
dataset. We transformed the concentrations of each of these datasets so that the were all on the
same scale, which also ensured the scale of parameters learned by cLV was approximately the
same as gLV. Specifically, let G8 (C) be the observed concentration of taxon 8 and time point C, and
let G̃8 (C) be the transformed concentration. Then, if ` = 1 
∑ 
:=1 G8 (C: ) is the mean concentration
across all observed time points, the transformed concentration is







:=1 G̃8 (C: ) = 1. This is equivalent to changing the units for concentration. For example,
if the original units are in 1011 rRNA copies per cm3 (as in [72]), then the new units are 1011
`
rRNA
copies per cm3. After adjusting concentrations, we then fit the parameters for both models using





6model(∗, 6∗, ∗, :)22 + ∑
G∈{∗,6∗,∗}
Penalty(G, U, _G) (2.13)
with
Penalty(G) = _G ‖G‖22 G ∈ {
∗, 6∗, ∗} (2.14)





6 + c1: (C:−1) + D(C:−1)
)
(2.15)
6gLV(, 6, , :) =
Δ log G1: (C: )
ΔC:
− (6 + G1: (C:−1) + D(C:−1)) (2.16)
where [8 (C) = log (c8 (C)/c (C)).
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2.5.8 Model Comparison
We compared cLV to gLV and two additional models with linear interactions in additive log-
ratio space and relative abundance space respectively. We fit all models using the same inference
procedure, least squares with an elastic net penalty, to ensure that differences in model performance
we not due to different parameter inference methods. Specifically, the objective function is given
by equation 2.13, with the function 6model for the two additional models:





6 + [1:−1(C:−1) + D(C:−1)
)
(2.17)
6linear(, 6, , :) =
Δc1: (C: )
ΔC:
− (6 + c1: (C:−1) + D(C:−1)) (2.18)
where [8 (C) = log (c8 (C)/c (C)). The penalty term was
Penalty(G) = U_G ‖G‖21 + U(1 − _G)‖G‖
2
2) G ∈ {
∗, 6∗, ∗} (2.19)
We evaluated model performance by comparing forecasted trajectories from each model starting
from the same initial conditions using leave-one-out cross validation in the Antibiotic dataset, Diet
dataset, and C. diff dataset. For each cross-validation replicate on the Antibiotic, Diet, and C. diff
datasets, we selected regularization parameters by again performing leave-one-out cross validation
on the remaining data, and selected regularization parameters that minimized the total squared error
across held-out data. The regularization parameters we explore were (U, _, _6, _) ∈ &×'×'×'
with ' = {0.1, 0.5, 0.7, 0.9} and & = {0.1, 0.5, 1, 10}. Microbial trajectories were predicted using
the RK45 numerical interaction scheme from SciPy.
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Chapter 3: Efficient and Accurate Inference of Mixed Microbial Population
Trajectories from Longitudinal Count Data
3.1 Summary
The recently completed second phase of the Human Microbiome Project has highlighted the re-
lationship between dynamic changes in the microbiome and disease, motivating new microbiome
study designs based on longitudinal sampling. Yet, analysis of such data is hindered by pres-
ence of technical noise, high dimensionality, and data sparsity. Here, we introduce LUMINATE
(LongitUdinal Microbiome INference And zero deTEction), a fast and accurate method for in-
ferring relative abundances from noisy read count data. We demonstrate on synthetic data that
LUMINATE is orders of magnitude faster than current approaches, with better or similar accu-
racy. We further show that LUMINATE can accurately distinguish biological zeros, when a taxon
is absent from the community, from technical zeros, when a taxon is below the detection thresh-
old. We conclude by demonstrating the utility of LUMINATE on a real dataset, showing that
LUMINATE smooths trajectories observed from noisy data. LUMINATE is freely available from
https://github.com/tyjo/luminate.
3.2 Introduction
The human body is home to trillions of microbial cells that play an essential role in health
and disease [18]. The gut microbiome, for instance, encodes over 3 million genes [13] respon-
sible for a variety of normal physiological processes such as the regulation of immune response
and breakdown of xenobiotics [16]. Disturbances in gut communities have been associated with
several diseases, notably obesity [99] and colitis [26]. Changes to the vaginal microbiome during
pregnancy is associated with risk of preterm birth [19]. Consequently, investigating the human
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microbiome can provide insight into biological processes and the etiology of disease.
A major paradigm for microbiome studies uses targeted amplicon sequencing of the 16S rRNA
gene to produce read counts of each bacterial taxon in a sample [27]. Due to its low cost (com-
pared to shotgun metagenomics), 16S rDNA sequencing is a valuable tool for generating coarse-
grained profiles of microbial communities. Nonetheless, analysis of 16S datasets faces multiple
domain-specific challenges. First, 16S datasets are inherently compositional [80]: they only con-
tain information about the relative proportions of taxa in a sample. In addition, technical noise,
such as uneven amplification during PCR, can produce read counts that differ substantially from
the underlying community structure [27]. In particular, taxa near the detection threshold may fail
to appear in a sample, necessitating a distinction between a biological zero — where a taxon is
absent in the community — from a technical zero where it drops below the detection threshold
[92]. Finally, the number of taxa and time points in a sample may be large, requiring methods that
scale to high dimensional data.
Increasingly, study designs based on 16S rDNA sequencing have incorporated longitudinal
sampling. This is exemplified by a major aim of the second phase of the Human Microbiome
Project [67] being quantification of dynamic changes in the microbiome across disease-specific
cohorts. Longitudinal sampling holds promise in elucidating causality between temporal changes
in the microbiome and disease. It further provides a unique opportunity to address the statistical
challenges of 16S sequencing by pooling information across longitudinal samples.
To this end, two recent methods have been proposed for analyzing noisy longitudinal count
data: TGP-CODA [92] and MALLARDs [91]. TGP-CODA fits a Gaussian process model to lon-
gitudinal count data, providing estimates of denoised (latent) relative abundances and statistical
correction for technical zeros. MALLARDs, dynamic linear models with multinomial observa-
tions, fit a state space model to count data to partition observed variation into biological and tech-
nical components. Both models highlight the importance of temporal modeling, and its utility in
providing insight into microbial systems. However, efficient inference from time-series data is a















Figure 3.1: Illustration of LUMINATE. LUMINATE is a method for estimating relative abun-
dance trajectories from noisy sequencing count data. Observed trajectories for each taxon (points)
are “smoothed” (lines) based on the full series of longitudinal observations. LUMINATE outputs
denoised relative abundance. For zeros observed in the sequencing count matrix, LUMINATE
additionally estimates the posterior probability of a “biological” zero versus a “technical” zero to
distinguish taxa absent from the community from taxa present but below the detection threshold.
We propose LUMINATE (LongitUdinal Microbiome INference And zero deTEction), an accu-
rate and efficient method to infer relative abundances from microbial count data (Figure 3.1). Our
contribution is two-fold. First, using variational inference we reformulate the problem of posterior
inference in a state-space model as an optimization problem with special structure. Second, we
propose a novel approach to differentiate between biological zeros and technical zeros.
We demonstrate on synthetic data that LUMINATE accurately reconstructs community trajec-
tories orders of magnitude faster than current approaches. We further demonstrate LUMINATE’s
ability to accurately distinguish biological zeros from technical zeros. Finally, we demonstrate the
utility of LUMINATE by using estimated relative abundances to infer the parameters of a dynami-
cal system, leading to more accurate predictions of community trajectories.
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3.3 Results
3.3.1 Design of Simulations to Evaluate Model Performance
Ground truth relative abundances are required for evaluating model performance. However, rel-
ative abundances in microbiome datasets are estimated from 16S sequencing, or alternative tech-
nologies, which inevitably suffer from technical noise. Therefore simulations where the ground
truth is known ground truth are required.
We designed simulation experiments to mimic dynamics and technical noise found in two real
longitudinal datasets [75]: i) a dataset of 5 gnotobiotic mice colonized with a bacterial mixture of
16 species (the C. diff dataset), and ii) a dataset of 7 germ-free mice colonized with a mixture of
17 Clostridia strains (the Diet dataset). Notably, both datasets include estimates of community size
using quantitative PCR, facilitating simulation of absolute abundance trajectories, not only relative
abundances. We used these datasets to learn the parameters of a generalized Lotka-Volterra (gLV)
model describing absolute abundance trajectories, shown previously to accurately describe the
dynamics of these datasets [75].
We first evaluated the quality of simulated trajectories (Figure 3.2A, Figures B.1 & B.2). We
did this by simulating trajectories from observed initial conditions, and compared simulated trajec-
tories to observed. Simulated trajectories showed close correspondence between observed ground
truth (Figure 3.2B). Additionally, simulated trajectories were smoother than trajectories estimated
from sequencing counts, as would be expected from ground truth data (Figure 3.2B).
To model sequencing noise, we simulated noisy relative abundances from ground truth trajec-
tories, and sequencing counts from noisy relative abundances. We controlled the deviation of noisy
relative abundances to the ground truth by varying a type of signal-to-noise ratio (SNR) relating the
variance of longitudinal dynamics to the amount of technical noise (see STAR Methods). Impor-
tantly, the range of SNRs we explored captured observed levels of sequencing noise found in real
data, while a multinomial model for sequencing counts simulated from ground truth trajectories





Figure 3.2: Benchmarking of simulation framework used to evaluate LUMINATE. Ground
truth dynamics were simulated using the parameters of a generalized Lotka-Volterra model learned
from two real datasets—the C. diff dataset and the Diet dataset. Quality of simulations were as-
sessed by comparing simulated ground truth trajectories and noisy trajectories to those observed.
(A) Example of an observed trajectory and a simulated trajectory from the same initial conditions
on the Diet dataset. (B) Evaluation of the quality of simulated ground truth trajectories. Perfor-
mance was evaluated by computing the root-mean-square-error (RMSE) between observed and
simulated community trajectories from the same initial conditions, and the smoothness of each
taxon’s trajectory (smaller values indicate smoother trajectories, while larger values indicate nois-
ier trajectories). Smoothness for each taxon 3’s relative abundance trajectory ?31:) = (?
3








( 5 ′3 (C)− 5 ′3 (C−1))
ΔC
,
where 53 (C) = ?3C . 5 ′3 (C) was estimated using finite differences. This approach was motivated by
the definition of an L-smooth function. Simulated trajectories closely match observed trajectories
but are smoother, as would be expected from ground truth data. (C) Evaluation of the sequenc-
ing noise model. Smoothness of observed trajectories were compared to smoothness of simulated
trajectories under varying levels of sequencing noise measured by the signal-to-noise ratio (SNR).
The range simulation parameters explored spanned observed levels of noise — versus smoothness
— while a multinomial model simulated from ground truth trajectories underestimated observed
noise.
3.3.2 Simulations to Assess the Accuracy of LUMINATE
We next evaluated how well LUMINATE reconstructed (latent) community trajectories under
varying amounts of sequencing noise. Using our simulation framework, we simulated dense (daily)
longitudinal trajectories from observed initial conditions on both real datasets. Sparser datasets,




























































































































ROC Set 1 (AUC = 0.87; TP: 108; TN: 60)
ROC Set 2 (AUC = 0.85; TP: 122; TN: 51)
ROC Set 3 (AUC = 0.95; TP: 112; TN: 51)
ROC Set 4 (AUC = 0.98; TP: 107; TN: 55)
ROC Set 5 (AUC = 0.92; TP: 114; TN: 79)
ROC Set 6 (AUC = 0.86; TP: 116; TN: 45)
ROC Set 7 (AUC = 0.89; TP: 108; TN: 70)
ROC Set 8 (AUC = 0.90; TP: 110; TN: 53)
ROC Set 9 (AUC = 0.95; TP: 129; TN: 55)
ROC Set 10 (AUC = 0.93; TP: 107; TN: 49)
Mean ROC (AUC = 0.91 ± 0.04)
± 1 std. dev.
C D
Figure 3.3: LUMINATE efficiently and accurately recapitulates relative abundance trajecto-
ries. (A-B) Simulation evaluation on reconstructing community trajectories from noisy sequence
count data. Mean A2 (y-axis) between ground truth and estimated relative abundance trajectories
for per taxon averaged over samples. Significance is computed using the Wilcoxon signed-rank
test (ns: not significant; ∗ : ? < 0.05; ∗∗ : ? < 0.01; ∗∗∗ : ? < 0.001). (A) Equally spaced
time points were simulated under generalized Lotka-Volterra with parameters learned from two
real datasets (C. diff and Diet) with varying signal-to-noise ratio (SNR; G-axis). (B) Time between
observations was varied by holding out data from the C. diff simulations with SNR=4. (C) Run
time (measured as user time) in minutes (H-axis) for each model on a single longitudinal sample
varying the number of time points (G-axis). Break denotes estimated run times for LUMINATE
on 365 time points. (D) Simulations to evaluate LUMINATE’s ability to accurately distinguish
biological from technical zeros. Receiver operating characteristic curve (ROC) using the posterior
probability of a biological zero as a predictor for biological zeros on 10 simulated datasets. (AUC:
area under the receiver operating characteristic curve; TP: True Positives; TN: True Negatives)
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We evaluated LUMINATE in comparison to three other models: i) a Dirichlet-Multinomial
model (i.e a pseudocount model with a psuedocount of 1), ii) TGP-CODA [92], and iii) the specific
MALLARD model from Silverman et al. [91]. Performance was compared by computing the mean
A2 across samples between true and estimated trajectories per taxon. This beneficially treats rare
and common taxa on an equal scale.
Encouraging, LUMINATE had a significantly higher A2 (? < 0.05; Wilcoxon signed-rank
test) than the Dirichlet-Multinomial model across all 8 of our simulations with evenly spaced
time points (Figure 3.3A). We further observed significantly higher A2 in 6 of 8 simulations when
compared with the MALLARD model, and on 8 out of 8 simulations when compared with TGP-
CODA. Importantly, LUMINATE performed no worse than the competing models across any of the
simulations we investigated. Taken altogether, this suggests that LUMINATE is better recreating
the latent community dynamics.
All models use a similar or more general noise model to our simulations. Nonetheless, we
wanted to assess the sensitivity of our results to the parameterization of sequencing noise. There-
fore, we also simulated sequencing noise under a Dirichlet-Multinomial model of sequencing noise
with dispersion parameter estimated from the C. diff dataset. Importantly, LUMINATE performed
well under this alternate noise model (Figure B.3).
Real microbiome datasets tend to be sparse in time. We therefore performed simulations to
investigate sensitivity to temporal frequency. We simulated data under learned parameters from
C. diff data, and removed time points so that there was an observation every 2, 3, and 4 days on
average. Notably, LUMINATE was robust to the sparser simulations (Figure 3.3B), outperforming
TGP-CODA and the MALLARD model at 3 and 4 days between observations.
3.3.3 Simulations to Assess the Efficiency of LUMINATE
Both TGP-CODA and MALLARD models rely on Markov Chain Monte Carlo (MCMC) al-
gorithms to compute posterior estimates of model variables. As MCMC can be computationally
expensive, we wanted to evaluate how each model scales with increasing number of observed time
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points and taxa. We thus simulated a single longitudinal sample varying the number of time points
and taxa.
Across all datasets, LUMINATE was faster then the other methods we investigated (Figure
3.3C), sometimes by more than 2 orders of magnitude. LUMINATE ran in < 1.5 minutes on all
datasets. In contrast, it to the MALLARD model 8.3 hours to run 50 taxa at 10 time points. On
this same dataset it took TGP-CODA 18.28 minutes to run, but 1.7 hours to run on 50 taxa at 30
time points. In practice, this means that LUMINATE is the only method that can scale to datasets
with multiple longitudinal samples and many observed taxa.
3.3.4 LUMINATE Distinguishes Biological Zeros from Technical Zeros
We designed simulations to test LUMINATE’s ability to distinguish biological zeros — where
a taxon is not presenting the community — from technical zeros, where it is below the detection
threshold. Specifically, we simulated data where one taxon goes extinct over the course of the sim-
ulation, while another hovers near the detection threshold. For all zeros in the observed data, we
computed the posterior probability of a biological zero, and evaluated performance by computing
the area under the receiver operating characteristic (AUC-ROC). This measures the probability of
the event that a biological zero receives a higher posterior probability than a technical zero, an in-
dicator that the model differentiates the two. We performed 10 replicates with 10 samples each to
estimate confidence intervals for the AUC-ROC. Notably, the mean AUC was high across all repli-
cates (Figure 3.3D; mean = 0.91, std = 0.04), suggesting that our model accurately discriminates
biological from technical zeros.
3.3.5 Application to Real Data
To demonstrate the utility of LUMINATE on real data, we applied it to the C. diff dataset
used to generate the simulation parameters described in section 3.3.1. Figure 3.4A displays an
example of the observed and estimated trajectories for one sample (trajectories for all samples
are in Figures B.1-B.2). Across all samples, estimated trajectories per taxon are smoother than
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observed trajectories (Figure 3.4B), suggesting that LUMINATE is correcting some of the technical












Figure 3.4: Application of LUMINATE to real data. We applied LUMINATE to the original
C. diff dataset used to generate simulation parameters. (A) Relative abundances computed from
sequencing counts (left), example data points and estimated trajectories by LUMINATE (mid-
dle), and full denoised output by LUMINATE (right) on one sample. (B) Measure of smoothness
between observed trajectories and denoised estimates from all samples on the C. diff dataset. LU-
MINATE smooths trajectories from observed data.
3.4 Discussion
Recent focus on dynamic changes in microbial communities has highlighted the importance
of longitudinal modeling and data collection. Thus, there is an increasing need for methods for
analyzing longitudinal data that are capable of scaling to large datasets spanning many taxa. With
these goals in mind, we have proposed LUMINATE: a method for estimating relative abundances
and differentiating biological from technical zeros in longitudinal datasets. We demonstrated that
LUMINATE runs orders of magnitude faster than the current state of the art without loss of accu-
racy, and can accurately detect biological zeros.
Though we emphasized variational inference as a tool to speed up computation, we note that
this is not the only approach. In particular, Silverman et al. [100] propose an efficient algorithm
for posterior inference in models they call marginally latent matrix-t processes, of which MAL-
LARDs are a special case. However, there is currently no public implementation of MALLARDs
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in their framework. Still, MALLARDs do not distinguish biological from technical zeros, a major
advantage of the present work.
There are several promising areas for future work. The biological zero detection framework
can be extended to include external perturbations, such as antibiotics, to assess how external factors
affect risk of colonization by pathogenic bacteria. We can further expand our downstream analysis
to learn biological interaction networks among taxa.
3.5 Methods
3.5.1 Probabilistic Model of Latent Variables
Methods for inference from time-series data are often formulated using state-space models.
State-space models describe latent dynamics as a sequence of time-indexed random vectors, xC ,
where xC is dependent on time points in the past. Information about the hidden state of the sys-
tem is obtained through noisy observation of each time point yC . Such models are well suited for
describing microbial dynamics: xC contain information about the true — hidden — relative abun-
dances, while yC are noisy sequencing reads. Furthermore, state-space models provide a flexible
framework for more sophisticated modeling that better captures the data generating process. We
include two additional variables important for modeling microbial count data: wC which describes
extinction and recolonization of taxa, and zC which incorporates an additional layer of sequencing
noise (Figure 3.5).
Specifically, our model is as follows. Suppose we have a sample with ) observed time points.
Let yC ∈ N0 be the sequencing reads among  taxa at time C, and let xC ∈ R
−1 be the additive
log ratio of the relative abundances of those taxa (the natural parameters of the multinomial dis-
tribution). The time between observations C − 1 and C is denoted ΔC . Further, let zC ∈ R−1 be
variables that represent noisy realizations of xC , and let wC = (F1C , F2C , ..., FC ) ∈ {0, 1} be indica-














































Figure 3.5: LUMINATE’s probabilistic model for three time points. LUMINATE models latent
community compositions (GC) as a states in state-space model. Observed sequencing counts (HC)
depend on noisy realizations of community states (IC) and taxon presence-absence (FC). Observed
sequencing counts are used in an approximate inference procedure to estimate latent community
states and posterior probabilities of biological versus technical zeros.
otherwise). Our model is given by:
?(F31 = 1) = c3 3 = 1...
?(F3C = 9 |F3C−1 = 8) = 
3
8 9 3 = 1..., C = 1...)
?(x1) = N(x1 |0, &0)
?(xC) = N(xC |xC−1,ΔC&) C = 1...)
?(I3C |G3C , F3C ) =
(

















?(yC |zC , wC) = Multinomial(yC |#C , pC) C = 1...)
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The zC describe additional sequencing noise not captured by the multinomial distribution. The
multinomial distribution makes a strong assumption that the technical variance is purely due to
otherwise uniform statistical sampling. The w31:) constitute a hidden Markov model with transition
probabilities {3
8 9
}8, 9∈{0,1} describing the extinction and reintroduction of certain taxa, distinguish-
ing biological from technical zeros. Setting F3C = 0 removes the contribution of I3C from the
likelihood, and zeros out the relevant proportions in the multinomial counts. Conceptually the
w1:) approximate extinction and recolonization events by making them orthogonal to the state of
the system. Finally, the xC serve as a prior over the space of dynamics. The change in the system
between time points depends on the covariance between ratios of taxa &, and the time between
observations ΔC . By learning the posterior x1:) |y1:) , we can estimate relative abundances from
sequencing counts through x1:) .
The covariance & implicitly makes the assumptions that trajectories are smooth in time. How-
ever external perturbations such as antibiotics can rapidly induce changes in the community. We
model these changes by introducing a perturbation covariance &? that replaces & for time points
with known (i.e. provided as input) perturbations.
Our model is conceptually similar to TGP-CODA [92] and MALLARDs [91]. Both models in-
troduce variables analogous to zC for technical noise, but take different approaches to modeling dy-
namics that come with increased computational cost. MALLARDs use a similar state-space model
(that describes dynamics under a phylogenetically motivated log-ratio transformation). However,
MALLARDs require evenly spaced time points — each time point occurs after a fixed interval of
time. After specifying a unit of time, time points without observations are integrated out compu-
tationally using a Kalman filtering/smoothing approach. Additionally, MALLARDs do not incor-
porate terms for biological zeros as we do here. TGP-CODA, in contrast, incorporates additional
variables for technical zeros similar to wC , but not true zeros which we claim the wC represent.
Furthermore, TGP-CODA learns a state-space covariance matrix using a Gaussian process model.
This increased flexibility comes at a considerable computational burden.
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3.5.2 Inference
Our main contribution is the demonstration that inference under such state-space models can
be performed quickly using variational inference without loss of accuracy. By inference, we mean
two things: posterior inference where the goal is to compute the posterior ?(x1:) , z1:) , w1:) |y1:) ),
and parameter inference for the model parameters 1: , &, and A1:−1. Variational inference trans-
forms both inference problems to an optimization problem by approximating the true posterior
?\ (·|y) with model parameters \ by a variational posterior @a (·|y) with variational parameters
a. The parameters (\, a) are optimized to minimize the Kullback-Leibler divergence, or equiv-
alently maximize the “evidence lower-bound”, between the true and approximate posterior. The
variational objective function is
L(y1:) , \, a) = E@ [log ?(w1:) , x1:) , z1:) , y1:) )] − E@ [log @(w1:) , x1:) , z1:) )]
The main challenge in designing an inference algorithm for variational inference is choosing a
form for @ that is capable of closely approximating the true posterior while maintaining the ability
to compute the expectations in L (while black-box approaches exist where the expectations in L
are not explicitly computed, a closed form inference procedure is more desirable). Assuming a
particular factorization of @ and optimizing parameters using coordinate ascent, it is sometimes
possible to compute an optimal parametric form for @ for that also gives the optimal a (see Blei
Blei et al. [101] for a derivation).
A common choice of factorization is to partition model variables into independent subsets







For this choice of factorization, the optimal @(w31:) ) and @(x1:) ) can be computed in closed form
using block coordinate ascent (which we will show), while we need to make a choice for the
parametric form of @(z1:) ). A sensible choice for @(I3C ) = N(IC3 |[
3
C , W
3). The [3C and W3 are
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variational parameters that are optimized with respect to L. The joint distribution across z1:) is
@(z1:) ) = N(z1:) |(1:) , Γ)
where Γ is a diagonal covariance matrix with entries in {W1, ..., W−1}. Given this choice of @(z1:) )
the optimal choice of @’s for @(x1:) ) and @(w31:) ) are given by Blei et al. [101].
@(x1:) ) ∝ exp
{




E−x1:) [log ?(x1:) , z1:) )]
}
@(w31:) ) ∝ exp
{
E−F81:)
[log ?(w1:) , x1:) , z1:) , y1:) )]
}
∝ ?(F81:) ) exp
{
E−F81:)
[log ?(x1:) , z1:) , y1:) |w1:) )]
}
where the expectations are computed with respect to all @ except for the variable of interest. We
devote the remainder of this section to demonstrating that these can be computed efficiently in
closed form.
First, the joint distribution of ?(x1:) ) = N(0,Λ−1) is Gaussian with precision matrix Λ that is
block tridiagional. The simplest way to see this is to note that a Gaussian density is equivalent to




















[log ?(xC+1 |xC) + log ?(xC |xC−1)]
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Simplifying @(x1:) ) ∝ exp
{
E−x1:) [log ?(x1:) , z1:) , w1:) )]
}
leaves us with @(x1:) ) = N(x1:) |-1:) ,Σ)
where Σ and -1:) are given by
Σ = (Λ−1 + Γ−1F )−1 (3.1)




Notably, if we’re only interested the posterior means -1:) , we never need to explicitly compute the
entire posterior covariance Σ. Σ−1 is block tridiagonal, which means its inverse can be computed
in O()3) time instead of O()33) time [102]. Furthermore, the solution for -1:) only relies on
the diagonal blocks of Σ−1 and an intermediate computation from the inverse. Consequentially,
-1:) can be computed in O()2) after the inverse is computed, instead of O()22).
Simplifying the expression for @(w31:) ), reveals that the optimal @(w
3
1:) ) is given by





[log ?(x1:) , z1:) , y1:) |w1:) )]
}
This is precisely the posterior under a hidden Markov model with (now fixed) observations given by
the exponential term. Moreover, the only terms we need to compute L are @(F8C) and @(F8C , F8C−1),
which can be computed in O(4)) time using the standard forward-backward equations for hidden
Markov models (HMMs) [103].
Finally, the update for the parameters of @(z1:) ) cannot be computed in closed form due to the
structure of the problem. We instead rely on a conjugate gradient algorithm to optimize (1:) (since
(1:) does not rely on the variance terms W3 we choose not to optimize W3).
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The only remaining difficulty is computing
E@ [log ?(HC |IC , FC)] =
−1∑
3=1














H3C E@ [F3C ] E@ [I3C ] − #C log
(
E@ [FC ] +
−1∑
3=1





in L. This lower bound on E@ [log ?(HC |IC , FC)] bounds the objective L by below, which we note
maintains a valid variational inference algorithm.
Once @ has been formulated, optimizing model parameters 1: , &, A1:−1 are straightforward.
The expectations in L can all be computed (using the lower bound above), and taking the gradient
with respect to each parameter and setting equal to zero obtain a closed form for each.
In summary, we have derived an inference algorithm for the model parameters and variational
parameters of our model, where we can compute closed form block coordinate ascent updates for
all but one set of parameters. Moreover, we can compute such updates efficiently by exploiting
the special structure of the covariance of the state-space. Thus, we are left with the following
algorithm.
Data: Sequencing counts y1:)
while 1: , A1:−1, &, -1:) , (1:) have not converged do
Update @(x1:) ) using equations 3.1 & 3.2;
Update @(F3C ) and @(F3C , F3C−1) using the forward-backward equations for HMMs;
Update (1:) using a conjugate gradient algorithm;
Update model parameters 1: , &, A1:−1 (all in closed form);
end
Algorithm 1: LUMINATE’s inference algorithm
3.5.3 Design of Simulations to Evaluate Model Performance
We designed simulations to evaluate our model’s ability to infer relative abundances from noisy
sequencing data. To this end, we downloaded two dense longitudinal datasets of bacterial concen-
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trations from Bucci et al. [75]: i) a dataset of 5 gnotobiotic mice colonized with a bacterial mixture
of 16 species (the C. diff dataset), and ii) a dataset of 7 germ-free mice colonized with a mixture
of 17 Clostridia strains (the Diet dataset). The C. diff dataset mice were subject to a C. difficile
challenge after 28 days (average 26 observed time points observed over 56 days). The Diet dataset
mice were fed a high-fiber diet for 5 weeks, switched to a low fiber diet for 2 weeks, then returned
to the high-fiber diet for 2 weeks (average 47.14 observed time points across 65 days). We used
these datasets to learn the parameters of a generalized Lotka-Volterra model (gLV) [72]. We chose
to simulate trajectories using gLV because gLV has been shown to accurately describe microbial
dynamics in some cases, in particular on the datasets we used to generate model parameters (see
Stein et al. [72] or Bucci et al. [75]). Specifically, we simulated data under the model:
3
3C
log G8 (C) = 68 +
∑
9=1




The G8 (C) denote the concentration of bacteria 8 at time C, and the D? (C) denote external pertur-
bations (such as introduction of C. difficle and change in diet). The parameters 68, 8 9 , and 8?
describe growth rates, interactions, and external effects respectively. We fit equation (3.3) by dis-
cretizing it and performing least squares with elastic net regularization, similar to Stein et al. [72].
Once we learned the model parameters for each dataset, we then forward simulated trajectories
for each dataset given initial conditions of each mouse using the Runge-Kutta 5(4) method of
numerical integration as implemented in RK45 from SciPy [104]. This generated evenly spaced
time points whose number corresponded to the number of observed time points of each mouse. We
qualitatively inspected the simulated trajectories to ensure they matched the ground truth dynamics
in the original data. Thus, we generated a dataset of 5 simulated trajectories for the C. difficle
dataset and 7 simulated trajectories for the Diet dataset.
We simulated sequencing counts on top of each ground truth trajectory under varying levels
of sequencing noise, following the framework of Silverman et al. [91]. Briefly, given temporal
covariance & and noise covariance ', they defined a signal-to-noise ratio as the total variance of
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We computed the SNR under the additive log-ratio transformation: alr(G8 (C)) = log (G8 (C)/G (C)),
using alr(x(C)) = (alr(G1(C)), ..., alr(G−1(C)) to compute the a diagonal covariance matrix& of the
state-space give by alr(x(C)). The diagonal entries of& measure how quickly each taxon alr(G8 (C))
changes over time. For fixed & and fixed SNR, we set ' = diag{A1, ..., A−1} where A8 = @8SNR.
Thus, the sequencing noise was proportional to the variability of each taxa.
Finally, we simulated sequencing reads for each time point from the following model
zC ∼ N(alr(xC), ')
log"C ∼ N(log 10000, 0.5)











yC ∼ Multinomial(#C , pC)
Intuitively, this means the average sequencing depth is approximately 10000 reads. The log-normal
Poisson distribution on the number of sequencing reads #C increases the variance in depth across
samples, to better match the high variance of sequencing depth found in real data.
Importantly, all models we evaluated make the same or more general assumptions about tech-
nical noise, and none assume gLV dynamics. Äijö et al. [92] assume a model equivalent to noise
under the additive log-ratio transformation with additional noise from technical zeros, prior to ob-
served sequencing counts. Silverman et al. [91] assume noisy realizations occur under the isometric
log-ratio transformation (ilr). The ilr is a linear combination of the alr, and therefore simulating
under the alr is equivalent to the ilr under a transformed the covariance matrix.
To ensure a robust comparison between methods, we also performed simulations under an al-
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yC ∼ Multinomial(#, p̂C)
The terms p̂C are noisy relative abundances simulated from the ground truth pC . The parameter U,
sometimes referred to as the dispersion parameter, controls the variance of p̂C around tC . Larger U
corresponds we less variability around the mean. We estimated U = 251.2809 using the MGLM
package [105] on the C. diff dataset, following Bucci et al. [75]. Because the MGLM package
assumes i.i.d. observations we only used observations after the system converged to a stable state.
We varied sequencing counts from # = 5000, 10000, 20000 to explore sensitivity to sequencing
depth.
3.5.4 Benchmarking the Simulation Framework
We benchmarked our simulation framework by investigating the quality of simulated dynamics
and quality of the of noise model. For the former, we wanted to ensure simulated trajectories are
representative of real microbial dynamics. For the later, we wanted to ensure that our noise model
adequately capture variation observed in real data.
We used two metrics to evaluate simulation parameters informed by the following intuition.
Sequencing noise is putatively independent of the underlying dynamics. Thus, since observed
relative abundances can fluctuate above or below observed trajectories, sequencing noise should
appear less “smooth” than the latent ground truth.
To evaluate quality of simulated dynamics, we learned gLV parameters on each dataset and
simulated trajectories from the same initial conditions of each sample. We used two metrics to
benchmark quality of simulated dynamics: i) root-mean-square-error (RMSE) between observed
and simulated trajectories, and ii) “smoothness” of observed and simulated trajectories. Intuitively,
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simulated trajectories from the same initial conditions as an observed sample should correspond,
while the simulated trajectory should be smoother than the observed since observed data has addi-
tional technical noise.
Specifically, let ?3 (:) = (?31 (:), ..., ?
3
)
(:)) and ?̂3 (:) = ( ?̂31 (:), ..., ?̂
3
)
(:)) be the ground
truth and simulated relative abundances of taxon 3 ∈ {1, ..., } respectively in sample : ∈










?3C (:) − ?̂3C (:)
)2
To compute “smoothness” we adapted the definition of an L-smooth function [106]. A function
5 is L-smooth with smoothness parameter ! if
‖ 5 ′(G) − 5 ′(H)‖2 ≤ ! ‖G − H‖2
The constant ! bounds changes in the derivative of 5 , thus limiting how quickly 5 and change over
an interval [G, H]. The smaller the constant !, the “smoother” a function must be.
Define 53 (C) = ?3 (C) to be the trajectory of taxon 3. We computed smoothness of taxon 3’s
trajectory by first estimating 5 ′
3













The second term uses consecutive samples to estimate ! on the interval [1, )], while the first
term puts estimates on an equivalent scale. As Smoothness-Parameter(?31:) ) increases trajectories
become less smooth (i.e. less smooth).
3.5.5 Model Comparison
We downloaded the code for TGP-CODA from GitHub [108]. As TGP-CODA only runs on
a single sample at once, we ran it on each sample in each dataset individually using the default
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parameters, then combined the results. We estimated latent relative abundances by taking the
mean of the posterior samples of variables Θ computing using the No-U-Turn Sampler (NUTS)
in PyStan[109].
We downloaded the code for the MALLARD model from GitHub [110] , and extracted the code
that performed posterior inference under their model in RStan [111]. Because the MALLARD
implementation is not a complete software package, we needed to perform two modifications to
the code to run on our simulated data. First, we used the canonical basis instead of the phyloge-
netic basis for the isometric log-ratio transformation. This results in no loss of generality because
it only affects the interpretation of the coordinates of the state-space. Second, we changed how
samples for MCMC were initialized. The original implementation used RStan’s black box vari-
ational inference algorithm to compute initial samples before running the NUTS sampler. How-
ever, RStan’s black box variational inference can fail unexpectedly, so we resorted to initializing
samples using RStan’s default initialization. We estimated relative abundances by transforming
posterior samples of \ to relative abundances, then taking the mean.
To evaluate model performance, we computed the mean A2, per taxon across samples be-
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per model. The legend of Figure 3.3 describes the statistical details of the model comparison.
3.5.6 Simulations for Detection of Biological Zeros
To determine the ability of our model to detect biological zeros from technical zeros, we sim-
ulated 4 taxa across 30 days under gLV with carefully chosen parameters. We picked parameters
such that one taxon would go extinct during the simulation, while forcing another taxon to re-
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main near the detection threshold. The remaining 2 taxa were abundant throughout the simulation.
This resulted in an approximately 2-to-1 ratio of true zeros versus technical zeros. We trained our
model across 10 datasets of 10 longitudinal samples each, and for each observed zero computed
the posterior probability that it was a biological zero: @(F3C = 0).
3.5.7 Application to Real Data
We applied LUMINATE to the C. diff dataset used initially to generate simulation parameters.
The C. diff dataset contains both sequencing counts using 16S sequencing, and biomass estimation
using quantitative PCR. We applied LUMINATE to the 16S sequencing counts only, and estimated
relative abundances across 5 samples. We treated introduction of C. diff as an external perturbation
provided to LUMINATE, in addition to including it as an taxon in the time-series model.
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Chapter 4: Accurate and Robust Inference of Microbial Growth Dynamics
from Metagenomic Sequencing
4.1 Summary
Patterns of sequencing coverage along a bacterial genome—summarized by a peak-to-trough
ratio (PTR)—have been shown to accurately reflect microbial growth rates, revealing a new facet of
microbial dynamics and host-microbe interactions. Here, we introduce CoPTR (Compute PTR): a
tool for computing PTRs from complete reference genomes and assemblies. We show that CoPTR
is more accurate than the current state-of-the-art, while also providing more PTR estimates overall.
We further develop theory formalizing a biological interpretation for PTRs. Using a reference
database of 2935 species, we applied CoPTR to a case-control study of 1304 metagenomic samples
from 106 individuals with irritable bowel disease. We show that PTRs have high inter-individual
variation, are only loosely correlated with relative abundances, and are associated with disease
status. We conclude by demonstrating how PTRs can be combined with relative abundances and
metabolomics to investigate their effect on the microbiome.
Availability: CoPTR is available from https://github.com/tyjo/coptr, with docu-
mentation on https://coptr.readthedocs.io.
4.2 Introduction
Dynamic changes in the human microbiome play a fundamental role in our health. Understand-
ing how and why these changes occur can help uncover mechanisms of disease. In line with this
goal, the Integrative Human Microbiome Project and others have generated longitudinal datasets
from disease cohorts where the microbiome has been observed to play a role [70, 19, 69, 112,
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113]. Yet, investigating microbiome dynamics is challenging. On one hand, a promising line of
investigation uses time-series or dynamical systems based models to investigate community dy-
namics [72, 75, 114, 73, 87, 22]. On the other hand, the resolution of such methods is limited
by sampling frequency, which often has physiological constraints on sample collection for DNA
sequencing. Furthermore, while such methods accurately infer changes in abundance, they do not
assess changes in growth rates.
Korem et al. [115] introduced a complementary approach to investigate microbiome dynamics.
They demonstrated that sequencing coverage of a given species in a metagenomic sample reflects
its growth rate. They summarized growth rates by a metric called the peak-to-trough ratio (PTR):
the ratio of sequencing coverage near the replication origin to the replication terminus. Thus, PTRs
provide a snapshot of population growth at the time of sampling, and their resolution is not limited
by sampling frequency.
Their original method—PTRC—estimates PTRs using reads mapped to complete reference
genomes. It has been used as a gold standard to evaluate other methods [116, 117, 118]. How-
ever, most species lack complete reference genomes, reducing its utility to researchers in the field.
Therefore, follow-up work has focused on estimating PTRs from draft assemblies: short sections
of contiguous sequences (contigs), where the order of contigs along the genome is unknown. Each
approach relies on reordering binned read counts or contigs by estimating their distance to the
replication origin. Although less accurate than PTRC, these methods allow PTRs to be estimated
for a larger number of species. iRep [116] sorts binned read counts along a 5Kb sliding window,
then fits a log-linear model to the sorted bins to estimate a PTR. GRiD [117] sorts the contigs
themselves by sequencing coverage. It fits a curve to the log sequencing coverage of the sorted
contigs using Tukey’s biweight function. DEMIC [118] also sorts contigs. However, it uses se-
quencing coverage across multiple samples to infer a contig’s distance from the replication origin.
Specifically, DEMIC performs a principal component analysis on the contig by log2 coverage ma-
trix across samples. The authors demonstrate that the scores along the first principal component
correlate with distance from the replication origin. Ma et al. [119] provide theoretical criteria for
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when such an approach is optimal. Finally, other estimators have focused on PTR estimation for
specific strains [120], or estimation using circular statistics [121].
Nonetheless, using PTRs has several limitations. From a theoretical perspective, it is not clear
what PTRs estimate and how they should be interpreted. Bremer and Churchward [122] demon-
strated that under exponential growth PTRs measure chromosome replication time and genera-
tion time, but this must be checked under arbitrary models of dynamics. From a practical per-
spective, estimating PTRs at scale requires running multiple tools across multiple computational
environments—a cumbersome task.
In the present work we seek to address these issues. Our contributions are threefold. First, we
provide theory that shows PTRs measure the rate of DNA synthesis and generation rate, regardless
of the underlying dynamic model. Second, we derive two estimators for PTRs—one for complete
reference genomes and one for draft assemblies. Third, we combined our estimators in a easy-to-
use tool called CoPTR (Compute PTR). CoPTR provides extensive documentation, a tutorial, and
a precomputed reference databases for its users. We demonstrate that CoPTR is more accurate than
KoremPTR—a reimplementation of PTRC—on complete reference genomes, and more accurate
than the current state-of-the-art on metagenome-assembled genomes (MAGs). We conclude with
a large scale application to a dataset of 1304 metagenomic samples from a case-control cohort of
individuals with irritable bowel disease [69].
4.3 Results
4.3.1 CoPTR Overview
The method we developed models the density of reads along the genome in a sample by adapt-
ing an argument proposed by Bremer and Churchward [122]. Under an assumption of exponential
growth, they showed that the copy number ratio of replication origins to replication termini in a






where  is the time it takes to replicate a bacterial chromosome, and g is the (fixed) generation




The variable g now depends on collection time C. When a complete reference genome is available
the PTR is an estimator for '(C). However, the PTR is only correlated with '(C) on draft assemblies
because the assembly may not include the replication origin or terminus.
The derivation also suggests that copy number along the chromosome decays log-linearly away
from the replication origin (Supplementary Note C.2). We used this fact to develop CoPTR (Com-
pute PTR): a maximum likelihood method for estimating PTRs from complete genomes and draft
assemblies (Figure 4.1). CoPTR takes sequencing reads from multiple metagenomic samples and a
reference database of complete and draft genomes as input. It outputs a genome by sample matrix
where each entry is the estimated log2(PTR) for each species in that sample. It has two modules:
CoPTR-Ref that estimates PTRs from complete genomes, and CoPTR-Contig that estimates PTRs
from draft assemblies. As such, it combines the improved accuracy enabled by complete genomes
with the flexibility afforded by being able to work against draft and metagenomic assemblies. For
both methods, sequencing reads are first mapped to the reference database. CoPTR-Ref estimates
PTRs by applying an adaptive filter to remove regions of ultra-high or ultra-low coverage. Then
it fits a probabilistic model to estimate the PTR and replication origin. CoPTR-Contig estimates
PTRs by first binning reads into approximately 500 non-overlapping windows. It filters out win-
dows with excess or poor numbers of reads. Coverage patterns across multiple samples are used
to reorder bins using Poisson PCA. The reordered bins serve as approximate genomic coordinates
which are used to obtain maximum likelihood estimates of PTRs.
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Figure 4.1: CoPTR Workflow. Sequencing reads from multiple metagenomic samples are mapped
to a reference database containing representative strains from complete reference genomes and
high-quality assemblies (> 90% completeness, < 5% contamination). Multi-mapped reads are
reassigned to a single genome using a probabilistic model. Then, PTRs are computed for each
genome in each sample. For species with complete reference genomes, PTRs are estimated by
maximizing the likelihood of a model describing the density of reads along the genome (CoPTR-
Ref). For species with high-quality assemblies, reads are binned across the assembly, bins are
reordered based on sequencing coverage across multiple samples using Poisson PCA, and the
slope along this order is estimated by maximum likelihood (CoPTR-Contig). CoPTR outputs a
table of the log2(PTR) per genome in each sample.
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4.3.2 CoPTR-Ref Accurately Estimates PTRs using Complete Reference Genomes
We evaluated CoPTR-Ref on simulated data. Briefly, we simulated read counts based on read
density maps generated from high coverage genomic samples of Escherichia coli, Lactobacillus
gasseri, and Enterococcus faecalis from Korem et al. [115] (Supplementary Figure C.1). The
density maps reflect differences in coverage along a genome due to GC content and mappability.
To facilitate comparison with CoPTR-Ref, we also reimplemented PTRC using code provided by
the authors. The new implementation, called KoremPTR, was designed to work with simulated
read counts and reads mapped with Bowtie2. KoremPTR showed a good correspondence with the
original method (Pearson A > 0.99; Supplementary Figure C.2).
Notably, our simulations demonstrated that CoPTR-Ref more accurately estimates PTRs than
KoremPTR (Figure 4.2, Supplementary Figure C.3), requiring as few as 5000 reads to achieve
greater than 0.95 Pearson correlation across density maps (Supplementary Figure C.3). KoremPTR
appeared to underestimate the simulated PTR, causing the difference in accuracy (Figure 4.2B,
Supplementary Figure C.3). Nonetheless, PTR estimates by KoremPTR were highly correlated
with the ground truth (Pearson A > 0.88). We saw the same pattern across 6 genomic (bacteria
grown in monoculture) and metagenomic datasets (Figure 4.2C). Both methods were correlated,
but CoPTR-Ref estimated larger PTRs than KoremPTR on the same samples.
To evaluate whether variation among representative genomes per 95 % ANI clusters—an oper-
ational threshold for defining species [123]—affects the accuracy of CoPTR, we mapped the same
samples to different strains. We found that PTR estimates were robust to strain variation when the
MASH distance [124] between strains was less than 0.05—corresponding to ∼ 95% ANI (Figure
4.2D). These results indicate that one reference genome per 95% ANI cluster can be included in a
reference database without loss of information.
We also compared log2(PTR) estimates to changes in population size of E. coli grown in cul-
ture. If # (C) is the size of the population at time C, our theory suggests that in this restricted setting
log2(PTR) ≈ 33C log2(# (C)). We found a strong correlation (A > 0.96) between log2(PTR) and a fi-
nite difference estimate of log2(# (C)) computed from optical density measurements of the culture
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(Supplementary Figure C.4).
4.3.3 CoPTR-Contig Accurately Estimates PTRs using MAGs
Because CoPTR-Contig reorders bins, not contigs, we could directly compare CoPTR-Ref to
CoPTR-Contig using the same simulation framework (Figure 4.3A, Supplementary Figure C.5).
Estimates by CoPTR-Contig were highly correlated (Pearson A > 0.9) with the simulated ground
truth with as a few as 5000 reads, but were overall less accurate than CoPTR-Ref. Our results
highlight the benefit of using the additional information provided by complete reference genomes.
To assess the applicability of our method to metagenomic assemblies, which are of variable
quality and contamination levels, we performed simulations investigating the impact on the ac-
curacy of CoPTR-Contig. We found that CoPTR-Contig is robust to the level of genome com-
pleteness, providing comparable accuracy with completeness as low as 50%. We further found
that CoPTR-Contig’s estimates are robust to moderate amounts of up to 5% contamination in the
assembly from other species (Supplementary Figure C.6).
We then compared CoPTR-Contig to GRiD, DEMIC, and iRep across 5 real genomic and
metagenomic datasets of E. coli and L. gasseri where both complete reference genomes and
metagenomic assembled genomes (MAGs) were available (Figure 4.3B). We considered 10 high-
quality MAGs (> 90% completeness < 5% contamination) from the IGGdb [125] and com-
puted the correlation between the log2(PTR) estimate from each method and the log2(PTR) from
CoPTR-Ref. For CoPTR-Ref, reads were mapped to a single complete genome (see Methods). All
10 of the E. coli MAGs were assigned to the same 95% ANI species cluster, while 8 of the 10 L.
gasseri MAGs were from one cluster, and the remaining 2 from another. To allow for a fair compar-
ison, we changed the default parameters of each method to allow estimates on each sample—with
the exception of DEMIC which provides no command line options to change filtering criteria. We
note that almost all the samples we explored were below the minimum recommended coverage for
iRep (Figure 4.3C, Supplementary Figure C.7).
We found that CoPTR-Contig significantly outperformed (?-value < 0.05 using a two-sided
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C Comparison on genomic and metagenomic data
E Coli - Genomic (n=55, r=0.99)
E Coli - Metagenomic Gut (n=22, r=0.92)
L gasseri - Genomic (n=25, r=0.97)
L gasseri - Metagenomic Vaginal (n=12, r=0.92)
L gasseri - Metagenomic Gut (n=12, r=0.89)
E faecalis - Genomic (n=36, r=0.99)
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D CoPTR-Ref log2(PTR) across strains
E coli - Genomic
E coli - Metagenomic Gut
L gasseri - Genomic
L gasseri - Metagenomic Vaginal
L gasseri - Metagenomic Gut
E faecalis - Genomic
Figure 4.2: CoPTR-Ref is accurate on simulated and real data. (A) Accuracy of CoPTR-Ref
and KoremPTR on simulated data based on an E. coli genome. Performance was compared by
computing the root-mean-square-error (RMSE) of the log2(PTR) (H-axis) across 100 replicates
while varying the number of reads (G-axis), varying the position of the replication origin, and
varying the PTR. (B) Ground truth (G-axis) and estimated (H-axis) log2(PTR) across 100 simula-
tion replicates with 20000 reads. KoremPTR appears to underestimate the true log2(PTR). (C)
Comparison of KoremPTR log2(PTR) (G-axis) and CoPTR log2(PTR) on 6 real genomic and
metagenomic datasets. (D) Evaluation of CoPTR-Ref’s log2(PTR) estimates using representative
genomes from different strains (5 E. coli strains, 4 L. gasseri strains, and 5 E. faecalis strains).
Each dataset in panel C was mapped to strains from the same species, and the Pearson correlation
(H-axis) was computed for each pair of strains. When the distance between strains (G-axis) is small,
log2(PTR)’s are highly correlated.
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Figure 4.3: CoPTR-Contig is accurate on simulated and real data. (A) Comparison of CoPTR-
Ref and CoPTR-Contig on simulated data using the E. coli density map. Performance was eval-
uated by computing the correlation (H-axis) between simulated and estimate log2(PTR)’s across
read counts (G-axis), randomly chosen replication origins, and PTRs. CoPTR-Contig shows high
accuracy above 5000 reads. (B) Comparison of CoPTR-Contig to GRiD, DEMIC, and iRep across
5 genomic (monoculture) and metagenomic datasets (G-axis). For each dataset, reads were mapped
to a single reference genome for each species (see Methods). Performance was evaluated by com-
paring log2(PTR) estimates from CoPTR-Ref to the log2(PTR) estimate from each method across
10 high-quality metagenome assembled genomes (MAGs; points on the figure). Significance was
computed using a two-tailed C-test (*: ? < 0.05; **: ? < 10−2; ***:? < 10−3; ****: ? < 10−4).
(C) Number of PTR estimates from species passing the filtering criteria for each model. The mean
and standard deviation are reported for the E. coli metagenomic gut and genomic datasets across
MAGs from (B). Error bars depict one standard deviation. Each model was also applied to 10
samples from the IBD dataset (Section C.1) using 1,009 high-quality MAGs from the IGGdb. The
total number of PTRs passing filtering criteria for each model is reported.
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paired C-test; the 2 L. gasseri MAGs from a different species cluster were excluded) GRiD, DEMIC,
and iRep on 3, 2, and 5 of the datasets respectively. All models performed poorly on the 2 L. gasseri
MAGs that were from a different 95% ANI cluster (outliers on Figure 4.3B), recapitulating results
from the strain comparison experiment using CoPTR-Ref (Figure 4.2D). Many of the comparisons
between CoPTR-Contig and DEMIC failed to reach significance because DEMIC estimated fewer
PTRs overall (Figure 4.3C, Supplementary Figure C.7), resulting in fewer MAGs for comparison
(points in Figure 4.3C).
An important aspect affecting the utility of PTR inference methods is the number of PTR esti-
mates they are able to provide for a given sample. We therefore compared the number of estimated
PTRs that passed the filtering criteria of each method (Figure 4.3C, Supplementary Figure C.7).
We mapped 10 samples from the IBD dataset (Section 4.3.5) to 1,009 high-quality MAGs from
the IGGdb, and counted the number of PTR estimates. The reported estimates for GRiD are based
on GRiD’s published minimum coverage requirement: species with > 0.2x sequencing cover-
age. We were unable to run GRiD’s high-throughput model on two systems (Ubuntu 18.04.4 LTS
and macOS 10.15) to produce estimates on this dataset. We found that CoPTR-Contig produced
more PTR estimates overall than the other models we evaluated. Importantly, this number does
not include the additional estimates from complete genomes using CoPTR-Ref. Taken together
with the improved accuracy of CoPTR (Figure 4.3B), these results show that CoPTR outcompetes
previous PTR estimation methods in both the number of estimates produced and their accuracy,
demonstrating its utility for microbiome analysis.
4.3.4 PTRs Recapitulate a Signal of Antibiotic Resistance
We next evaluated if we could use CoPTR to detect a signal of antibiotic resistance in Citrobac-
ter rodentium. Korem et al. [115] generated 86 samples from 3 populations of in vitro culture of C.
rodentium. One population was treated with Erythromycin, a growth inhibiting antibiotic; another
was treated with Nalidixic acid to which C. rodentium is resistant. The final population was a
control and received no treatment.
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We wanted to see if we could recapitulate this signal using CoPTR. Similar to the original
study, we observed a difference in PTRs between the populations exposed to Erythromycin and
Nalidixic acid (Supplementary Table C.1). In addition, our results add to the original study by
assigning an effect size to each condition. We found that Erythomycin has a strong negative effect
size on the log2(PTR), while Nalidixic acid has a strong positive effect size.
4.3.5 PTRs Are Highly Personalized
We next sought to demonstrate how PTR measurements can be used in a large-scale study.
To this end, we considered 1304 metagenomic samples from 106 individuals in a case-control
study of irritable bowel disease (IBD) [69]. Individuals in the study had two different subtypes of
IBD: Crohn’s disease and Ulcerative colitis. We mapped the metagenomic samples to a database
from IGGdb [125] consisting of 2935 complete genomes, assemblies, and MAGs, selected as
representative genomes from 95 % ANI clusters.
A large dataset with multiple samples per individual allowed us to investigate questions about
sources of variation for PTRs. Thus, we estimated the fraction of variation explained by differ-
ences between individuals, disease-statuses, ages, and sex. Inter-individual differences in PTRs
accounted for the largest fraction of variance largest among variables explored (Figure 4.4A),
consistent with the original study that found inter-individual variation was the largest source of
variation among the other multi-omic measure types collected [69]. Notably, PTRs were mostly
uncorrelated with relative abundances, suggesting that PTRs tag a signal of biological variation
complementary to relative abundances (Figure 4.4B).
4.3.6 PTRs Are Associated with IBD
We then asked if we could associate species to disease status through their PTRs. We found
1 species that was significantly associated (FDR @ = 0.025, effect size = −0.1574) with Crohn’s
disease (Supplementary Table C.2), Subdoligranulum sp., and three species with Ulcerative colitis
(Supplementary Table C.3): Roseburia intestinalis (@ = 1.07 × 10−3, effect size = 0.094), Rumini-
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clostridium sp (@ = 2.5 × 10−2, effect size = −0.138), and Subdoligranum sp. (@ = 2.69 × 10−2,
effect size = −0.168). (Figure 4.5A). Notably, Vila et al. [126] also report an increased PTR in
R. intestinalis in individuals with Crohn’s disease and Ulcerative colitis in a separate cohort, us-
ing PTRC. We did not not observe a significant association between the relative abundance of R.
intestinalis and disease status, nor did Vila et al. [126]. Altogether, our results provide additional
evidence that R. intestinalis may play a role in Ulcerative colitis, observable only through analysis
of growth dynamics.
For the remaining investigation we focused on R. intestinalis. We asked if we could assess
the impact of various species on R. intestinalis by associating relative abundances across species
estimated with MetaPhlAn2 [127] with its log2(PTR) (Supplementary Table C.4). We found two
species with a positive association with R. intestinalis, and one with a strong negative associ-
ation (Figure 4.5B). Finally, we investigated if we could relate metabolomic measurements to
log2(PTR)s (Supplementary Table C.5). We found two metabolites with a positive association
with the log2(PTR) of R. intestinalis. Notably, one of them—2-hydroxyglutarate—is part of the




Figure 4.4: PTRs are highly personalized and uncorrelated with relative abundances. (A)
Fraction of variance of log2(PTR) explained per species by variation between individuals,
disease-statuses, age, and sex. Inter-individual variation accounts for most variation in among
log2(PTR)s of the variables explored. (B) Correlation between standardized log2(PTR) and
log2(relative abundance) on species matched to relative abundances from MetaPhlAn2 (left) and
directly estimated from read counts from reads mapped to the IGGdb reference database (right).
(C) Boxplots of the log 2(PTR) (H-axis) of Parabacteroides distasonis across individuals (G-axis).
P. distasonis was the most significant species when testing for individual differences using the
Kruskal-Wallis test on controls only. Individuals are labeled by disease status (C: control; R:
Crohn’s disease; U: Ulcerative colitis), and the H-axis are the log2(PTR) per individual. Sam-
ple sizes are displayed in red. In most individuals the PTR of P. distasonis exhibits only small













Positive association Negative association
A
B C
Figure 4.5: Association of log2(PTR)s with disease status (A), relative abundances (B), and
metabolomics (C). (A) log2(PTR)B can be used to associate species with disease status. Signifi-
cance was assessed by a fitting a linear model to log2(PTR) per species and correcting for false-
discoveries (@-values denote false-discovery rate). PTRs can be combined with relative abundances
to assess species interactions (B) or the impact of metabolites (C).
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4.4 Discussion
Peak-to-trough ratios (PTRs) have the potential to be a valuable tool for investigating micro-
biome dynamics. Here, we provided theory giving PTRs a biological interpretation. We introduced
CoPTR, a software system combining two methods for estimating PTRs: CoPTR-Ref estimates
PTRs with the assistance of a complete reference genome, and CoPTR-Contig estimates PTRs
from draft assemblies. We showed that CoPTR-Ref is more accurate than KoremPTR, the cur-
rent gold standard for PTR estimation from complete reference genomes. We also showed that
CoPTR-Contig was more accurate than the current state-of-the-art for PTR estimation using draft
assemblies, while providing more PTR estimates overall. Importantly, CoPTR is easy to use, has
extensive documentation, and provides a precomputed reference database for its users.
When building CoPTR we focused on estimating PTRs per species, rather than per strain. Our
goal was to allow CoPTR to be applied to recent database efforts that combined representative
genomes from MAGs, assemblies, and complete genomes clustered at approximately 95% aver-
age nucleotide identity [128, 129, 130, 125, 131, 132]. There are benefits and drawbacks to this
approach. The major benefit is reduction in database size, and therefore in computational time re-
quired for read mapping. The larger IGGdb database of all high-quality gut MAGs from Nayfach
et al. [125] contains 24,345 genomes which is considerable larger than the 2935 genomes used
here. Our results showed that PTR estimates from the same samples mapped to different closely
related strains were highly concordant. Thus, there is not much to be gained from including all
strains in the reference database. Nonetheless, the drawback is that CoPTR may not distinguish
differences in PTRs across samples due to differences in strains.
We also focused on estimating PTRs from high-quality MAGs (>90% completeness, <5%
contamination). Inference from MAGs is more challenging than other assembly types, due to
differences in assembly completeness and contamination from other species. Many things can go
wrong during the assembly processes. These, in turn, can affect PTR inference. In our opinion, it
is better to have fewer high-quality estimates than more poor-quality ones, and for this reason we
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have chosen strict inclusion criteria for MAGs.
Our results on the IBD dataset showed that PTRs were highly personalized, mirroring results
from other measurements in the original study. The largest fraction of variance observed was
attributable to inter-individual variation. Additionally, PTRs were uncorrelated with relative abun-
dances. These facts combined suggest that PTRs are tagging some source of biological variation
not captured by other measurement types, and can complement other approaches for interrogating
the microbiome.
There are other benefits to using PTRs as well. Compared to relative abundances, PTRs have
a clearer biological interpretation, because an increase in relative abundance does not necessarily
correspond to an increase in population size. In contrast, we showed that an increase in PTR in
a species corresponds to an increase in the rate of DNA synthesis, and that an increase in the log
PTR corresponds to a decrease in generation time. Either of these facts can be used to generate
hypotheses about the drivers of differences across conditions. Furthermore, because PTRs provide
a snapshot of growth at the time of sampling, they potentially alleviate the need to perform dense-
in-time sampling typically needed to detect dynamic changes. This suggests that it may be more
cost-effective to sequence more individuals, rather than more samples per individual. Finally, we
showed that relative abundances and metabolomic profiles can be used to associate species or
metabolites with PTRs. Altogether, our study demonstrates that PTRs can provide new approaches
for investigating community interactions, relating multiomic measurements to the microbiome,
and for investigating the relationship between microbiome dynamics and disease.
4.5 Methods
4.5.1 CoPTR Implementation
Read mapping. Reads are mapped using Bowtie2 [133] using the parameter -k 10 to allow up
to 10 mappings per read. We chose this parameter after observing that 99% of reads mapped to
10 or fewer locations on the IGGdb using a subset of 10 samples from the IBD dataset. Reads
with fewer than 10 mapping were assigned using a variational inference algorithm described in
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Supplementary Note C.3. In present work, reads with 10 (or more) mappings were discarded from
downstream analysis. However, CoPTR has a command line argument to adjust this setting.
Before reassigning multiply mapped reads, reads are filtered by alignment score. Alignment
score is more sensitive than mapping quality, since different alignment scores can result in the same
mapping quality. Bowtie2 assigns penalties to mismatched bases weighted on their quality score.
Bases with a perfect quality score receive a -6 penalty for a mismatch, decreasing as the quality
score decreases. For a read of length !, we filtered out reads with a score less than −6∗!∗(1−0.95).
Given a read with perfect quality scores, this corresponding to removing reads with less than 95%
identity to the reference sequence. Of course reads do not have perfect quality scores, so this
threshold is less strict than 95% identity.
CoPTR-Ref. PTRs from species with complete reference genomes are estimated with CoPTR-
Ref. Regions of the genome with excess or poor coverage per sample are first filtered out in two
steps. In the first step we apply a coarse-grained filter by binning reads into 500 bins. Let < be the
median log2 read count across nonzero bins, and B the larger of 1 or the standard deviation of log2
read counts in nonzero bins. Bins are filtered out if they fall outside the interval (< − U0.025, < +
U0.025), where U0.025 is the two-sided (1−0.025) critical region from an # (<, B) distribution. After
the coarse-grained filter, we apply a fine-grained filter by computing read counts across a rolling
window encompassing 12.5% of the genome. We apply the same filtering criteria around the center
of each window.
After filtering, the remaining bins are concatenated, and read positions normalized so that they
fall in the unit interval [0, 1]. Let G ∈ [0, 1] be the coordinate of a read, G8 be the coordinate
of the replication origin, and GC = (G8 + 0.5) mod 1 be the replication terminus. We estimate the
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log2 ?(G8) − log2 ?(GC)
G8 − GC
G1 = min{G8, GC}
G2 = max{G8, GC}
2(G) =

log2 ?(G8) if G = G8
log2 ?(GC) if G = GC
log2 ?(G) =

−U(G − G1) + 2(G1) if G ≤ G1
U(G − G1) + 2(G1) if G1 < G < G2
−U(G − G2) + 2(G2) if G ≥ G2
(4.3)
We describe how to compute log2 ?(G8), log2 ?(GC), and the normalizing constant in Supple-
mentary Note C.2. We maximize the likelihood using the SLSQP optimizer in SciPy [104]. We
first maximize with respect to each sample separately to get initial estimates of the log2(PTR)
per sample, then jointly estimate the replication origin given these estimates. Finally, given the
estimated replication origin from all samples, each individual log2(PTR) is updated once more.
CoPTR-Contig. PTRs from species with draft assemblies are estimated with CoPTR-Contig.
Reads across contigs are binned into approximately 500 bins (adjusted such that the average length
of each bin is divisible by 100bp). We choose 500 bins, rather than fixed bin size, so that the model
would behave similarly across genomes of different lengths. We then apply a similar coarse-
grained filter to the log2 read counts binned into 500 bins. Bins that are filtered are marked as
missing for the Poisson PCA step.
The remaining bins are reordered by applying a Poisson PCA to read counts across samples.
Let  be the number of bins, and # the number samples. Let G18 be the read count in bin 1 from
sample 8, and let Ω = {G18 : bin 1 is not missing from sample 8}. In Poisson PCA, we model the
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read count in each bin using a matrix = +, ∈ R×:×R:×# with low-rank structure. Specifically,
we assume rank 1 structure where, ∈ R×1 and + ∈ R1×# . The read count G18 is modeled by
G18 ∼ Poisson(exp{F1E8}) (4.4)





with respect to, then + until convergence.
The scores for each bin F1 are used to rank bins from low to high, representing approximate
distance from the replication origin. Bins are reordered by their rank, then for each sample the top
and bottom 5% of bins removed. The log2(PTR) is estimated by maximizing a discretized version
of equation 4.3 using the SLSQP optimizing in SciPy, fixing the replication origin at one end and
terminus at the other.
4.5.2 Simulations
To generate realistic simulations we computed read density maps by mapping reads from ge-
nomic (monoculture) samples to reference genomes where the strain was known. For each density
map, we computed the read count in 100bp bins, then divided by the total number of reads to obtain
empirical probabilities that a read originates from a location in the genome. These probabilities
are conditioned on the PTR in the sample. We therefore used KoremPTR to estimate the PTR for
each sample using the replication origin from the DoriC database [134], and reweighted the prob-
abilities by the estimated PTR. Specifically, let ?1, ..., ?# be the unadjusted probabilities that a
read originates from a bin, let ?̃1, ..., ?̃# be the probabilities under the model given the replication
origin and PTR, and let ?̂1, ..., ?̂# be the adjusted probabilities. The adjusted probabilities are
log2 ?̂8 = log2 ?8 − log2 ?̃8 + # (4.6)
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where # is the normalizing constant.
We generated density maps for E. coli from a genomic sample with 894,685 reads (14x cov-
erage), a L. gasseri sample with 2,645,206 reads (104x coverage), and E. faecalis with 581,836
reads (14.75x coverage) from Korem et al. [115]. Supplementary Figure C.1 displays the adjusted
density maps. When simulating data, we performed the reversed adjustment by the simulated
replication origin and PTR. Given ?̂1, ..., ?̂# , and theoretical probabilities for the simulated PTR
and replication origin ?̄1, ..., ?̄# , we computed the probability that a read is derived from bin 8 by
computing
log2 ?8 = log2 ?̂8 + log2 ?̄8 + # (4.7)
To compare CoPTR-Ref and KoremPTR, we performed 100 simulations each for read counts
of 1000, 2500, 5000, 10000, and 20000. For each simulation, a random replication origin and PTR
is chosen. Reads counts in 100 bp bins are simulated based on the adjusted probabilities described
above, then converted to genomics coordinates. The coordinates are provided to CoPTR-Ref and
KoremPTR to estimate PTRs.
To evaluate CoPTR-Contig, we performed 20 simulation replicates consisting of 100 samples
each, while varying the number of simulated reads. Because PTR estimates can be sparse, we
processed samples in batches of 5 to explore how well CoPTR-Contig reordered bins at small
sample sizes.
Completeness and contamination experiments. We extended our simulation framework to in-
vestigate genome completeness and contamination using the E. coli density map to perform our
simulations. To simulate genome completeness, we held our random fragments of the reference
genome in 1% increments selected uniformly at random. The remaining sections of the genome
were treated as contigs, and reads were simulated from the contigs. To simulate genome con-
tamination, we simulated reads from two separate genomes: E. coli and L. gasseri. For a given
contamination percentage 2, reads were simulated from the E. coli genome, setting the complete-
ness percentage to 100 − 2. Then, simulated read counts from contigs in L. gasseri genome were
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added until the percentage of contamination by L. gasseri was 2.
4.5.3 Datasets and Reference Genomes
We downloaded genomic samples from Korem et al. [115], and metagenomic samples from the
Human Microbiome Project [12] and the IBD dataset [69]. Vaginal and gut metagenomic samples
from the Human Microbiome Project were selected by mapping reads to reference genomes of E.
coli and L. gasseri, and retaining samples with more than 2500 mapped reads. Gut samples of
L gasseri from the IBD dataset were selected based on whether CoPTR had an estimated PTR.
Complete accession numbers per experiment are listed in Supplementary Table C.6.
To compare estimates across reference genomes, we downloaded reference genomes from
NCBI. Accession numbers for genomes and MAGs are listed in Supplementary Table C.6. We
selected genomes from each of E. coli, L. gasseri, and E. faecalis matching the strains reported by
Korem et al. [115], and performed comparison on genomic samples using these strains. Distances
between reference genomes were computed using MASH [124]. The genomes NC_007779.1,
NC_008530.1, and NZ_CP008816.1 corresponds to the strains used by Korem et al. [115].
To compare estimates across MAGs, we downloaded high-quality assemblies from Nayfach et
al. [125]. On both complete references and MAGs, we noted for L. gasseri that genomes were
from two different 95% ANI species clusters. For the MAGs, 8 were from one cluster and 2 from
another. To compare PTR estimates from L. gasseri MAGs to CoPTR-Ref estimates, we selected a
reference genome corresponding to the species cluster with 8 MAGs. We did this by downloading
a complete genome in the same species cluster identified by Nayfach et al. [125], and computing
the MASH distance with genomes above. We found one genome with 0 MASH distance to the
species cluster which we used for analysis.
When performing the model comparison and the C. rodentium experiments, we mapped reads
to one genome at a time using Bowtie2’s default parameters.
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4.5.4 Antibiotic Resistance Experiment
We applied CoPTR to a dataset of 86 longitudinal samples from three populations of C. ro-
dentium. Samples were taken from three periods of the experiment: a treatment period where the
antibiotic was applied, a recovery period when the antibiotic was removed, and a stationary period.
The structure of the experiment requires variables to account for the sampling time under each
period. Let P = {Treatment,Recovery, Stationary}, and for each ? ∈ P denote )? as the number
of time points. We fit the following model:










The parameters 1? say that the mean log2(PTR) differs under each period, and 0? model direc-
tional changes within the period over time. The variables 0AH and 0#0; measure the effect of
each antibiotic on the log2(PTR). While the model is somewhat complex, it is a reflection of the
sampling process and dynamics of in vitro populations in culture.
4.5.5 IBD Dataset Experiments
We downloaded a dataset of 1304 metagenomic samples from 106 individuals as part of a case-
control study investigating irritable bowel disease [69]. We generated log2(PTR) estimates using
CoPTR. Sequencing reads were mapped to the IGGdb [125] database of representative genomes
from high-quality MAGs, assemblies, and complete reference genomes selected from 95% ANI
clusters using CoPTR’s wrapper around Bowtie2.
Computing the fraction of variance explained. Let A8 9 be the 9-th PTR of a species observed in
categorical variable 8 (i.e. an individual, age group, sex, or disease status). To compute the fraction
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of variance explained we fit the random effects model
log2 A8 9 = ` +*8 + n8 9 (4.9)
*8 ∼ # (0, f2D ) (4.10)





per species. Because individuals accounted for a large fraction of variation,
we selected one PTR at random from each individual to estimate variance components for disease
status, age, and sex. For age, we divided individuals into a younger and older group using 18 years
as a cutoff.
Correlation with relative abundances. We computed correlation with relative abundances in two
ways. We matched species names from PTRs to estimates from MetaPhlAn2 [127], and computed
relative abundances from the read counts mapped using CoPTR. For each species with more than
25 PTRs, we computed standardized log2(PTR) and standardized log2(Rel Abun) by subtracting
the mean and dividing by the standard deviation, then concatenated the resulting estimates from
all species together.
Associating PTRs with disease status. Because individuals have multiple samples, PTR estimates
from the same individual are not independent. Therefore, we tested for a difference in means
between cases in controls by taking the mean per individual and adjusting by sample size. We
chose this strategy over a linear mixed model because it has higher statistical power. Let A8 9 be the
9-th estimate of a PTR in a species for individual 8, let =8 be the total number of PTRs in individual
8 for that species, and Ā8 = 1=8
∑=8
9=1 A8 9 . We fit the model
√
=8 log2 Ā8 =
√
=8` + n8 9





We computed ?-values separately for each species and disease status, and adjusted for the false
discoveries using the Benjamini-Hochberg procedure [135]. We limited our investigation to species
with at least 10 PTR estimates in both cases and controls.
Associating PTRs with relative abundances and metabolomics. Because relative abundances
and metabolite quantities change per sample, we could not use the same association procedure. We
therefore used the linear mixed model
log A8 9 = ` +*8 + VG: + n8 9
where ` is a fixed mean, *8 is a random effect for each individual, G: is the measurement of in-
terest (a relative abundance or metabolite quantity). For metabolites, we used a log transformation
with pseudo count 1 for zeros following the original study [69]. For metabolites, we limited our
associations to named metabolites in the Human Metabolome Database. ?-values were adjusted
for false-discoveries using the Benjamini-Hochberg procedure [135].
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Conclusion
The human microbiome is a dynamic ecosystem with many factors that influence how it changes
over time. Understanding these factors can help elucidate its role in human health and disease. This
dissertation focused on several challenges to modeling microbial dynamics. Chapter 2 focused on
modeling community dynamics using relative abundances. The predominant techniques for pro-
filing the microbiome using amplicon sequencing only provide information on the proportions of
taxa in a community, which has important statistical consequences. For instance, increases or
decrease in the relative abundance of a taxa over time may not reflect population size changes.
Thus, a priori relative abundance data only provides indirect information about the microbiome.
Chapter 2 focused on addressing these issues. In it, we introduced a compositional Lotka-Volterra
model for describing community dynamics from relative abundances. We showed the model accu-
rately described community trajectories over time. We then compared several common modeling
assumptions, and provided a proof-of-concept for when direct effects and direct interactions be-
tween community members are recoverable from relative abundance data. Chapter 3 focused on
modeling technical noise in longitudinal experiments. The relative abundances estimated from
DNA sequencing are only a noisy representation of a latent community state. Technical noise can
obscure biological signals. Eliminating technical noise by inferring latent community states may
help provide new insight into biological signals.
Advances in amplicon sequencing techniques, and other sequencing methods, may lead to al-
ternate approaches that avoid compositional data and its associated challenges. Amplicon sequenc-
ing can combined with quantitative PCR could provide density measurements of the microbiome.
However, quantitative PCR requires two separate sequencing processes. One to count the microbes
in a community, and another to estimate biomass. Alternatively, a promising approach introduces
“spiked-in” bacteria of a known concentration, avoiding the need for two separate sequencing pro-
cesses. The spiked-in bacteria is chosen so that it is likely not present in the community of interest.
The known concentration of the spiked-in bacteria can be used to infer the concentrations of the
other species in a sample. Approaches based on spiked-in sampling may alleviate the need for
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compositional modeling of dynamics. Nonetheless, it does not resolve compositional data chal-
lenges in data that have already been collected. Furthermore, “spiked-in” sampling still suffer from
limitations of technical noise, and the work of Chapter 3 could be adapted to this setting.
Advances in DNA sequencing technology will not solve problems posed by physiological and
logistical constraints on sample collection. The resolution of any method using longitudinal sam-
pling is limited on the collect time between samples. Profiling the gut microbiome, for example,
requires the available of fecal material for DNA extraction. The frequency of sample collection is
limited by the frequency of bowel movements. In addition, costs may prohibit dense longitudinal
sequencing, particularly in exploratory studies or studies with large cohorts. Consequently, in hu-
mans, samples are often several days, weeks, or even months apart. It is not clear how relevant
dynamic models are these time scales, nor if the microbiome operates on a sub-daily scale. The
work of Chapter 4 provided a way around this limitation.
Bacterial growth rates are reflected in sequencing coverage along the genome of each species in
a sample. The work of Chapter 4 provided a method for estimating growth across a large number
of species. Because the growth rate is calculated from a single sample, the method developed
provides information about dynamics at the time the sample was collected. Chapter 4 provides a
complementary approach to the time-series modeling in Chapter 2 because it investigates growth
rate directly. In contrast, the work in Chapter 2 mostly focused on community interactions and the
effect of external perturbations.
Because the method in Chapter 4 provides an estimate of growth rates at the sampling time,
it facilitates alternate study designs that are not necessarily based on longitudinal sampling. In
particular, sample collection can be coordinated with specific interventions to help uncover causal
effects. A study design based on longitudinal sampling would need to collect samples from imme-
diately before and after the intervention. With growth rate estimates, individuals can be assigned
to either receive the intervention, or to a control group, and a single sample collected from each in-
dividual. Growth rates could be compared among both groups. Consequently, the work of Chapter
4 also suggests that a more effective study design may generate samples from more individuals,
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rather than more samples within an individual. If longitudinal measurements from the same indi-
vidual are not required to uncover something about community dynamics, it may not be beneficial
to generate multiple samples from the same individual. Instead sequencing efforts should focus on
generating data from a larger cohort.
This dissertation leaves several interesting avenues for follow-up work. The modeling in Chap-
ter 2 uses a rudimentary correction for sequencing noise based on elastic net regularization, while
Chapter 3 develops more sophisticated methodology that models the data generation process. The
ideal approach would combine the model of community dynamics in Chapter 2 with the method
for modeling technical noise of Chapter 3. Combining these methods is not trivial. The computa-
tional approach of Chapter 3 does not apply if the model of dynamics is non-linear, as is the model
of Chapter 2. Additional methods development in parameter inference for non-linear dynamical
systems are likely required, which is beyond the scope of this work.
Chapter 4 showed that estimated growth rates corresponded to the number of genomes added
to a community, expressed in a time-scale related to the time it takes a species to replicate its chro-
mosome. If this could be combined with the number of genomes removed from a community, full
models of community dynamics could be fit with single samples from each individual—provided
the dynamics across individuals or in a cohort are the same. The main difficulty is the time-scale.
For most bacteria, the time for chromosome replication is unknown and must be measured experi-
mentally. Since most bacteria cannot be cultured, this is not an easy task. Thus, for this approach
to be feasible two problems needed to be solved. First, a method needs to be developed to esti-
mate chromosome replication time from metagenomic sequencing. Second, a method is required
to estimate genome removal over this interval, or another interval where the time scale is known.
Solving these problems could be a major advance in the field. The work of Chapter 4 is a small
step in this direction.
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[33] M. Balvočiūtė and D. H. Huson, “Silva, rdp, greengenes, ncbi and ott—how do these tax-
onomies compare?” BMC genomics, vol. 18, no. 2, pp. 1–8, 2017.
93
[34] D. McDonald, M. N. Price, J. Goodrich, E. P. Nawrocki, T. Z. DeSantis, A. Probst, G. L.
Andersen, R. Knight, and P. Hugenholtz, “An improved greengenes taxonomy with explicit
ranks for ecological and evolutionary analyses of bacteria and archaea,” The ISME journal,
vol. 6, no. 3, pp. 610–618, 2012.
[35] P. Yilmaz, L. W. Parfrey, P. Yarza, J. Gerken, E. Pruesse, C. Quast, T. Schweer, J. Peplies,
W. Ludwig, and F. O. Glöckner, “The silva and “all-species living tree project (ltp)” taxo-
nomic frameworks,” Nucleic acids research, vol. 42, no. D1, pp. D643–D648, 2014.
[36] S. Federhen, “The ncbi taxonomy database,” Nucleic acids research, vol. 40, no. D1,
pp. D136–D143, 2012.
[37] Q. Wang, G. M. Garrity, J. M. Tiedje, and J. R. Cole, “Naive bayesian clas-
sifier for rapid assignment of rrna sequences into the new bacterial taxonomy,”
Applied and environmental microbiology, vol. 73, no. 16, pp. 5261–5267, 2007.
[38] D. H. Huson, A. F. Auch, J. Qi, and S. C. Schuster, “Megan analysis of metagenomic data,”
Genome research, vol. 17, no. 3, pp. 377–386, 2007.
[39] J. Martin, S. Sykes, S. Young, K. Kota, R. Sanka, N. Sheth, J. Orvis, E. Sodergren, Z. Wang,
G. M. Weinstock, et al., “Optimizing read mapping to reference genomes to determine
composition and species prevalence in microbial communities,” PLoS One, vol. 7, no. 6,
e36427, 2012.
[40] K. E. Wommack, J. Bhavsar, and J. Ravel, “Metagenomics: Read length matters,”
Appl. Environ. Microbiol., vol. 74, no. 5, pp. 1453–1463, 2008.
[41] D. E. Wood and S. L. Salzberg, “Kraken: Ultrafast metagenomic sequence classification
using exact alignments,” Genome biology, vol. 15, no. 3, R46, 2014.
[42] A. C. McHardy, H. G. Martín, A. Tsirigos, P. Hugenholtz, and I. Rigoutsos, “Accurate phy-
logenetic classification of variable-length dna fragments,” Nature methods, vol. 4, no. 1,
p. 63, 2007.
[43] G. Rosen, E. Garbarine, D. Caseiro, R. Polikar, and B. Sokhansanj, “Metagenome frag-
ment classification using n-mer frequency profiles,” Advances in bioinformatics, vol. 2008,
2008.
[44] A. Brady and S. L. Salzberg, “Phymm and phymmbl: Metagenomic phylogenetic classifi-
cation with interpolated markov models,” Nature methods, vol. 6, no. 9, p. 673, 2009.
[45] N. Segata, L. Waldron, A. Ballarini, V. Narasimhan, O. Jousson, and C. Huttenhower,
“Metagenomic microbial community profiling using unique clade-specific marker genes,”
Nature methods, vol. 9, no. 8, p. 811, 2012.
94
[46] D. R. Mende, S. Sunagawa, G. Zeller, and P. Bork, “Accurate and universal delineation of
prokaryotic species,” Nature methods, vol. 10, no. 9, p. 881, 2013.
[47] S. Sunagawa, D. R. Mende, G. Zeller, F. Izquierdo-Carrasco, S. A. Berger, J. R. Kultima,
L. P. Coelho, M. Arumugam, J. Tap, H. B. Nielsen, et al., “Metagenomic species profil-
ing using universal phylogenetic marker genes,” Nature methods, vol. 10, no. 12, p. 1196,
2013.
[48] P. A. Pevzner, H. Tang, and M. S. Waterman, “An eulerian path approach to dna fragment
assembly,” Proceedings of the national academy of sciences, vol. 98, no. 17, pp. 9748–
9753, 2001.
[49] N. D. Olson, T. J. Treangen, C. M. Hill, V. Cepeda-Espinoza, J. Ghurye, S. Koren,
and M. Pop, “Metagenomic assembly through the lens of validation: Recent advances
in assessing and improving the quality of genomes assembled from metagenomes,”
Briefings in bioinformatics, 2017.
[50] M. Ayling, M. D. Clark, and R. M. Leggett, “New approaches for metagenome assembly
with short reads,” Briefings in bioinformatics, 2019.
[51] R. Li, H. Zhu, J. Ruan, W. Qian, X. Fang, Z. Shi, Y. Li, S. Li, G. Shan, K. Kristiansen, et
al., “De novo assembly of human genomes with massively parallel short read sequencing,”
Genome research, vol. 20, no. 2, pp. 265–272, 2010.
[52] Y. Peng, H. C. Leung, S.-M. Yiu, and F. Y. Chin, “Idba-ud: A de novo assembler for single-
cell and metagenomic sequencing data with highly uneven depth,” Bioinformatics, vol. 28,
no. 11, pp. 1420–1428, 2012.
[53] S. Nurk, D. Meleshko, A. Korobeynikov, and P. A. Pevzner, “Metaspades: A new versatile
metagenomic assembler,” Genome research, vol. 27, no. 5, pp. 824–834, 2017.
[54] M. Kolmogorov, M. Rayko, J. Yuan, E. Polevikov, and P. Pevzner, “Metaflye: Scalable
long-read metagenome assembly using repeat graphs,” bioRxiv, p. 637 637, 2019.
[55] D. H. Parks, M. Imelfort, C. T. Skennerton, P. Hugenholtz, and G. W. Tyson, “Checkm:
Assessing the quality of microbial genomes recovered from isolates, single cells, and
metagenomes,” Genome research, vol. 25, no. 7, pp. 1043–1055, 2015.
[56] A. Sczyrba, P. Hofmann, P. Belmann, D. Koslicki, S. Janssen, J. Dröge, I. Gregor, S. Ma-
jda, J. Fiedler, E. Dahms, et al., “Critical assessment of metagenome interpretation—a
benchmark of metagenomics software,” Nature methods, vol. 14, no. 11, p. 1063, 2017.
[57] R. Apweiler, A. Bairoch, C. H. Wu, W. C. Barker, B. Boeckmann, S. Ferro, E. Gasteiger,
H. Huang, R. Lopez, M. Magrane, et al., “Uniprot: The universal protein knowledgebase,”
Nucleic acids research, vol. 32, no. suppl_1, pp. D115–D119, 2004.
95
[58] A. Bateman, E. Birney, L. Cerruti, R. Durbin, L. Etwiller, S. R. Eddy, S. Griffiths-Jones,
K. L. Howe, M. Marshall, and E. L. Sonnhammer, “The pfam protein families database,”
Nucleic acids research, vol. 30, no. 1, pp. 276–280, 2002.
[59] T. Prakash and T. D. Taylor, “Functional assignment of metagenomic data: Challenges and
applications,” Briefings in bioinformatics, vol. 13, no. 6, pp. 711–727, 2012.
[60] L. J. Jensen, P. Julien, M. Kuhn, C. von Mering, J. Muller, T. Doerks, and P. Bork,
“Eggnog: Automated construction and annotation of orthologous groups of genes,”
Nucleic acids research, vol. 36, no. suppl_1, pp. D250–D254, 2007.
[61] R. L. Tatusov, E. V. Koonin, and D. J. Lipman, “A genomic perspective on protein fami-
lies,” Science, vol. 278, no. 5338, pp. 631–637, 1997.
[62] M. Kanehisa, Y. Sato, M. Kawashima, M. Furumichi, and M. Tanabe, “Kegg as a refer-
ence resource for gene and protein annotation,” Nucleic acids research, vol. 44, no. D1,
pp. D457–D462, 2015.
[63] M. Y. Galperin, K. S. Makarova, Y. I. Wolf, and E. V. Koonin, “Expanded micro-
bial genome coverage and improved protein family annotation in the cog database,”
Nucleic acids research, vol. 43, no. D1, pp. D261–D269, 2014.
[64] M. Kanehisa, Y. Sato, and K. Morishima, “Blastkoala and ghostkoala: Kegg
tools for functional characterization of genome and metagenome sequences,”
Journal of molecular biology, vol. 428, no. 4, pp. 726–731, 2016.
[65] S. Abubucker, N. Segata, J. Goll, A. M. Schubert, J. Izard, B. L. Cantarel, B.
Rodriguez-Mueller, J. Zucker, M. Thiagarajan, B. Henrissat, et al., “Metabolic re-
construction for metagenomic data and its application to the human microbiome,”
PLoS computational biology, vol. 8, no. 6, e1002358, 2012.
[66] E. A. Franzosa, L. J. McIver, G. Rahnavard, L. R. Thompson, M. Schirmer, G. Weingart,
K. S. Lipson, R. Knight, J. G. Caporaso, N. Segata, et al., “Species-level functional pro-
filing of metagenomes and metatranscriptomes,” Nature methods, vol. 15, no. 11, p. 962,
2018.
[67] T. I. H. (iHMP) Research Network Consortium, “The integrative human microbiome
project,” Nature, vol. 569, no. 7758, pp. 641–648, 2019.
[68] J. M. Fettweis, M. G. Serrano, J. P. Brooks, D. J. Edwards, P. H. Girerd, H. I. Parikh, B.
Huang, T. J. Arodz, L. Edupuganti, A. L. Glascock, et al., “The vaginal microbiome and
preterm birth,” Nature medicine, vol. 25, no. 6, pp. 1012–1021, 2019.
[69] J. Lloyd-Price, C. Arze, A. N. Ananthakrishnan, M. Schirmer, J. Avila-Pacheco, T. W.
Poon, E. Andrews, N. J. Ajami, K. S. Bonham, C. J. Brislawn, et al., “Multi-omics of
96
the gut microbial ecosystem in inflammatory bowel diseases,” Nature, vol. 569, no. 7758,
pp. 655–662, 2019.
[70] C. G. Buffie, V. Bucci, R. R. Stein, P. T. McKenney, L. Ling, A. Gobourne, D. No, H. Liu,
M. Kinnebrew, A. Viale, et al., “Precision microbiome reconstitution restores bile acid
mediated resistance to clostridium difficile,” Nature, vol. 517, no. 7533, p. 205, 2015.
[71] C. A. Olson, H. E. Vuong, J. M. Yano, Q. Y. Liang, D. J. Nusbaum, and E. Y. Hsiao, “The
gut microbiota mediates the anti-seizure effects of the ketogenic diet,” Cell, vol. 173, no. 7,
pp. 1728–1741, 2018.
[72] R. R. Stein, V. Bucci, N. C. Toussaint, C. G. Buffie, G. Rätsch, E. G. Pamer, C. Sander, and
J. B. Xavier, “Ecological modeling from time-series inference: Insight into dynamics and
stability of intestinal microbiota,” PLoS computational biology, vol. 9, no. 12, e1003388,
2013.
[73] T. E. Gibson and G. K. Gerber, “Robust and scalable models of microbiome dynamics,”
arXiv preprint arXiv:1805.04591, 2018.
[74] S. Marino, N. T. Baxter, G. B. Huffnagle, J. F. Petrosino, and P. D. Schloss,
“Mathematical modeling of primary succession of murine intestinal microbiota,”
Proceedings of the National Academy of Sciences, vol. 111, no. 1, pp. 439–444, 2014.
[75] V. Bucci, B. Tzen, N. Li, M. Simmons, T. Tanoue, E. Bogart, L. Deng, V. Yeliseyev, M. L.
Delaney, Q. Liu, et al., “Mdsine: Microbial dynamical systems inference engine for micro-
biome time-series analyses,” Genome biology, vol. 17, no. 1, p. 121, 2016.
[76] H.-T. Cao, T. E. Gibson, A. Bashan, and Y.-Y. Liu, “Inferring human microbial dynamics
from temporal metagenomics data: Pitfalls and lessons,” BioEssays, vol. 39, no. 2, 2017.
[77] A. D. Fernandes, J. N. Reid, J. M. Macklaim, T. A. McMurrough, D. R. Edgell, and G. B.
Gloor, “Unifying the analysis of high-throughput sequencing datasets: Characterizing rna-
seq, 16s rrna gene sequencing and selective growth experiments by compositional data
analysis,” Microbiome, vol. 2, no. 1, p. 15, 2014.
[78] H. Li, “Microbiome, metagenomics, and high-dimensional compositional data analysis,”
Annual Review of Statistics and Its Application, vol. 2, pp. 73–94, 2015.
[79] M. C. Tsilimigras and A. A. Fodor, “Compositional data analysis of the microbiome: Fun-
damentals, tools, and challenges,” Annals of epidemiology, vol. 26, no. 5, pp. 330–335,
2016.
[80] G. B. Gloor, J. M. Macklaim, V. Pawlowsky-Glahn, and J. J. Egozcue, “Microbiome
datasets are compositional: And this is not optional,” Frontiers in microbiology, vol. 8,
p. 2224, 2017.
97
[81] F. Xia, J. Chen, W. K. Fung, and H. Li, “A logistic normal multinomial regression model
for microbiome compositional data analysis,” Biometrics, vol. 69, no. 4, pp. 1053–1063,
2013.
[82] Z. D. Kurtz, C. L. Müller, E. R. Miraldi, D. R. Littman, M. J. Blaser, and R. A. Bon-
neau, “Sparse and compositionally robust inference of microbial ecological networks,”
PLoS computational biology, vol. 11, no. 5, e1004226, 2015.
[83] J. D. Silverman, A. D. Washburne, S. Mukherjee, and L. A. David, “A phylogenetic trans-
form enhances analysis of compositional microbiota data,” Elife, vol. 6, e21887, 2017.
[84] M. J. McGeachie, J. E. Sordillo, T. Gibson, G. M. Weinstock, Y.-Y. Liu, D. R. Gold, S. T.
Weiss, and A. Litonjua, “Longitudinal prediction of the infant gut microbiome with dy-
namic bayesian networks,” Scientific reports, vol. 6, p. 20 359, 2016.
[85] S. M. Gibbons, S. M. Kearney, C. S. Smillie, and E. J. Alm, “Two dynamic regimes in the
human gut microbiome,” PLoS computational biology, vol. 13, no. 2, e1005364, 2017.
[86] C. Li, K. R. Chng, J. S. Kwah, T. V. Av-Shalom, L. Tucker-Kellogg, and N. Nagarajan,
“An expectation-maximization algorithm enables accurate ecological modeling using lon-
gitudinal microbiome sequencing data,” Microbiome, vol. 7, no. 1, pp. 1–14, 2019.
[87] L. Shenhav, O. Furman, L. Briscoe, M. Thompson, J. D. Silverman, I. Mizrahi, and E.
Halperin, “Modeling the temporal dynamics of the gut microbial community in adults and
infants,” PLOS Computational Biology, vol. 15, no. 6, e1006960, 2019.
[88] J. Aitchison, The Statistical Analysis of Compositional Data. London, UK, UK: Chapman
& Hall, Ltd., 1986, ISBN: 0-412-28060-4.
[89] V. Pawlowsky-Glahn, J. J. Egozcue, and R. Tolosana-Delgado,
Modeling and analysis of compositional data. John Wiley & Sons, 2015.
[90] J. J. Egozcue, V. Pawlowsky-Glahn, G. Mateu-Figueras, and C. Barcelo-Vidal, “Isometric
logratio transformations for compositional data analysis,” Mathematical Geology, vol. 35,
no. 3, pp. 279–300, 2003.
[91] J. D. Silverman, H. K. Durand, R. J. Bloom, S. Mukherjee, and L. A. David, “Dynamic
linear models guide design and analysis of microbiota studies within artificial human guts,”
Microbiome, vol. 6, no. 1, p. 202, 2018.
[92] T. Äijö, C. L. Müller, and R. Bonneau, “Temporal probabilistic modeling of bacterial com-
positions derived from 16s rrna sequencing,” Bioinformatics, vol. 34, no. 3, pp. 372–380,
2017.
98
[93] E. Jarauta Bragulat, J. J. Egozcue, et al., “Approaching predator-
prey lotka-volterra equations by simplicial linear differential equations,”
Proceedings of the 4th International Workshop on Compositional Data Analysis, 2011.
[94] A. N. Tikhonov and V. I. Arsenin, Solutions of ill-posed problems. Winston, Washington,
DC, 1977, vol. 14.
[95] H. Zou and T. Hastie, “Regularization and variable selection via the elastic net,”
Journal of the royal statistical society: series B (statistical methodology), vol. 67, no. 2,
pp. 301–320, 2005.
[96] R. Arditi and L. R. Ginzburg, “Coupling in predator-prey dynamics: Ratio-dependence.,”
Journal of theoretical biology, vol. 139, no. 3, pp. 311–326, 1989.
[97] J. A. Martın-Fernandez, J. Palarea-Albaladejo, and R. A. Olea, “Dealing with zeros,”
Compositional data analysis, pp. 43–58, 2011.
[98] X. Zhao and J. Luo, “Classification and dynamics of stably dissipative lotka–volterra sys-
tems,” International Journal of Non-Linear Mechanics, vol. 45, no. 6, pp. 603–607, 2010.
[99] R. E. Ley, P. J. Turnbaugh, S. Klein, and J. I. Gordon, “Microbial ecology: Human gut
microbes associated with obesity,” Nature, vol. 444, no. 7122, p. 1022, 2006.
[100] J. D. Silverman, K. Roche, Z. C. Holmes, and L. A. David, “Bayesian multi-
nomial logistic normal models through marginally latent matrix-t processes,”
arXiv preprint arXiv:1903.11695, 2019.
[101] D. M. Blei, A. Kucukelbir, and J. D. McAuliffe, “Variational inference: A review for statis-
ticians,” Journal of the American Statistical Association, vol. 112, no. 518, pp. 859–877,
2017.
[102] J Jain, S Cauley, H Li, C. Koh, and V Balakrishnan, “Numerically stable algorithms
for inversion of block tridiagonal and banded matrices, submitted for consideration,”
Numerical Linear Algebra Appl, 2006.
[103] C. M. Bishop, Pattern recognition and machine learning. Springer Science+ Business Me-
dia, 2006.
[104] E. Jones, T. Oliphant, P. Peterson, et al., SciPy: Open source scientific tools for Python,
2001–.
[105] Y. Zhang, H. Zhou, J. Zhou, and W. Sun, “Regression models for multivariate count data,”
Journal of Computational and Graphical Statistics, vol. 26, no. 1, pp. 1–13, 2017.
[106] A. Beck, First-order methods in optimization. SIAM, 2017, vol. 25.
99
[107] S. v. d. Walt, S. C. Colbert, and G. Varoquaux, “The numpy array: A structure for efficient
numerical computation,” Computing in Science & Engineering, vol. 13, no. 2, pp. 22–30,
2011.
[108] GitHub, TGP-CODA, https://github.com/tare/GPMicrobiome, 2018.
[109] Stan Development Team, PyStan: The Python interface to Stan, R package version
2.17.1.0, 2019.
[110] GitHub, MALLARD, https://github.com/LAD-LAB/MALLARD-Paper-
Code, 2018.
[111] Stan Development Team, RStan: The R interface to Stan, R package version 2.19.2, 2019.
[112] W. Zhou, M. R. Sailani, K. Contrepois, Y. Zhou, S. Ahadi, S. R. Leopold, M. J. Zhang,
V. Rao, M. Avina, T. Mishra, et al., “Longitudinal multi-omics of host–microbe dynamics
in prediabetes,” Nature, vol. 569, no. 7758, pp. 663–671, 2019.
[113] M. G. Serrano, H. I. Parikh, J. P. Brooks, D. J. Edwards, T. J. Arodz, L. Edupuganti, B.
Huang, P. H. Girerd, Y. A. Bokhari, S. P. Bradley, et al., “Racioethnic diversity in the
dynamics of the vaginal microbiome during pregnancy,” Nature medicine, vol. 25, no. 6,
pp. 1001–1011, 2019.
[114] S. Gibbons, S. Kearney, C. Smillie, and E. Alm, “Two dynamic regimes in the human gut
microbiome,” PLoS computational biology, vol. 13, no. 2, e1005364, 2017.
[115] T. Korem, D. Zeevi, J. Suez, A. Weinberger, T. Avnit-Sagi, M. Pompan-Lotan, E. Matot,
G. Jona, A. Harmelin, N. Cohen, et al., “Growth dynamics of gut microbiota in health and
disease inferred from single metagenomic samples,” Science, vol. 349, no. 6252, pp. 1101–
1106, 2015.
[116] C. T. Brown, M. R. Olm, B. C. Thomas, and J. F. Banfield, “Measurement of bacterial
replication rates in microbial communities,” Nature biotechnology, vol. 34, no. 12, p. 1256,
2016.
[117] A. Emiola and J. Oh, “High throughput in situ metagenomic measurement of bacterial
replication at ultra-low sequencing coverage,” Nature communications, vol. 9, no. 1, pp. 1–
8, 2018.
[118] Y. Gao and H. Li, “Quantifying and comparing bacterial growth dynamics in multiple
metagenomic samples,” Nature methods, vol. 15, no. 12, pp. 1041–1044, 2018.
[119] R. Ma, T. T. Cai, and H. Li, “Optimal estimation of bacterial growth rates based on a
permuted monotone matrix,” Biometrika, 2020.
100
[120] A. Emiola, W. Zhou, and J. Oh, “Metagenomic growth rate inferences of strains in situ,”
Science Advances, vol. 6, no. 17, eaaz2299, 2020.
[121] S. Suzuki and T. Yamada, “Probabilistic model based on circular statistics for quantifying
coverage depth dynamics originating from dna replication,” PeerJ, vol. 8, e8722, 2020.
[122] H Bremer and G Churchward, “An examination of the cooper-helmstetter theory of dna
replication in bacteria and its underlying assumptions,” Journal of theoretical biology,
vol. 69, no. 4, pp. 645–654, 1977.
[123] M. R. Olm, A. Crits-Christoph, S. Diamond, A. Lavy, P. B. M. Carnevali, and J. F. Banfield,
“Consistent metagenome-derived metrics verify and delineate bacterial species bound-
aries,” Msystems, vol. 5, no. 1, 2020.
[124] B. D. Ondov, T. J. Treangen, P. Melsted, A. B. Mallonee, N. H. Bergman, S. Koren, and
A. M. Phillippy, “Mash: Fast genome and metagenome distance estimation using min-
hash,” Genome biology, vol. 17, no. 1, p. 132, 2016.
[125] S. Nayfach, Z. J. Shi, R. Seshadri, K. S. Pollard, and N. C. Kyrpides, “New insights from
uncultivated genomes of the global human gut microbiome,” Nature, vol. 568, no. 7753,
pp. 505–510, 2019.
[126] A. V. Vila, F. Imhann, V. Collij, S. A. Jankipersadsing, T. Gurry, Z. Mujagic, A. Kuril-
shikov, M. J. Bonder, X. Jiang, E. F. Tigchelaar, et al., “Gut microbiota composition
and functional changes in inflammatory bowel disease and irritable bowel syndrome,”
Science translational medicine, vol. 10, no. 472, 2018.
[127] D. T. Truong, E. A. Franzosa, T. L. Tickle, M. Scholz, G. Weingart, E. Pasolli, A. Tett,
C. Huttenhower, and N. Segata, “Metaphlan2 for enhanced metagenomic taxonomic pro-
filing,” Nature methods, vol. 12, no. 10, pp. 902–903, 2015.
[128] A. Almeida, A. L. Mitchell, M. Boland, S. C. Forster, G. B. Gloor, A. Tarkowska, T. D.
Lawley, and R. D. Finn, “A new genomic blueprint of the human gut microbiota,” Nature,
vol. 568, no. 7753, pp. 499–504, 2019.
[129] A. Almeida, S. Nayfach, M. Boland, F. Strozzi, M. Beracochea, Z. J. Shi, K. S. Pollard,
D. H. Parks, P. Hugenholtz, N. Segata, et al., “A unified sequence catalogue of over 280,000
genomes obtained from the human gut microbiome,” bioRxiv, p. 762 682, 2019.
[130] S. C. Forster, N. Kumar, B. O. Anonye, A. Almeida, E. Viciani, M. D. Stares, M. Dunn,
T. T. Mkandawire, A. Zhu, Y. Shao, et al., “A human gut bacterial genome and cul-
ture collection for improved metagenomic analyses,” Nature biotechnology, vol. 37, no. 2,
pp. 186–192, 2019.
101
[131] E. Pasolli, F. Asnicar, S. Manara, M. Zolfo, N. Karcher, F. Armanini, F. Beghini, P. Manghi,
A. Tett, P. Ghensi, et al., “Extensive unexplored human microbiome diversity revealed by
over 150,000 genomes from metagenomes spanning age, geography, and lifestyle,” Cell,
vol. 176, no. 3, pp. 649–662, 2019.
[132] Y. Zou, W. Xue, G. Luo, Z. Deng, P. Qin, R. Guo, H. Sun, Y. Xia, S. Liang, Y. Dai, et
al., “1,520 reference genomes from cultivated human gut bacteria enable functional micro-
biome analyses,” Nature biotechnology, vol. 37, no. 2, pp. 179–185, 2019.
[133] B. Langmead and S. L. Salzberg, “Fast gapped-read alignment with bowtie 2,”
Nature methods, vol. 9, no. 4, p. 357, 2012.
[134] H. Luo and F. Gao, “Doric 10.0: An updated database of replication origins in prokaryotic
genomes including chromosomes and plasmids,” Nucleic acids research, vol. 47, no. D1,
pp. D74–D77, 2019.
[135] Y. Benjamini and Y. Hochberg, “Controlling the false discov-
ery rate: A practical and powerful approach to multiple testing,”
Journal of the Royal statistical society: series B (Methodological), vol. 57, no. 1, pp. 289–
300, 1995.
[136] J. D. Wang and P. A. Levin, “Metabolism, cell growth and the bacterial cell cycle,”
Nature Reviews Microbiology, vol. 7, no. 11, pp. 822–827, 2009.
102
Appendix A: Supplementary Material for Compositional Lotka-Volterra
Describes Microbial Dynamics in the Simplex
A.1 Changing the Denominator of the Additive Log-Ratio Transformation
Given parameters with respect to one choice of denominator of the additive log-ratio, say c (C),
we can obtain parameters for any other choice of denominator. For instance, if we are interested in
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A.2 Solving For 3
3C
c8 (C)
We can also express cLV as a dynamical system in terms of derivatives with respect to relative
abundances 3
3C
c8 for 8 = 1, .... First, note























































































This allows us to write the derivatives 3
3C
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where we have written the two matrices of the previous equation with a more suggestive form.















































































A.3 Compositional Lotka-Volterra under the Isometric Log-Ratio Transformation
We noted in the main text that we could define a compositional version of gLV under other
compositional data transformations. Here, we demonstrate a dynamical system based on the iso-









[90] show that the additive log-ratio transformation can be expressed as a linear transformation of
the ilr transformation.
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∈ R(−1)× . (A.18)
Here we use ) and *) since [90] use row vectors instead of column vectors—the transpose en-
sures consistency between the different notations. The vectors D8 arise from a choice of basis,
48 ∈ S , in the simplex under the Aitchison geometry that defines the isometric log-ratio transfor-
mation. If we substitute the alr for an equivalent representation of the ilr, we get a new system
3
3C
alr(c(C)) = 6 + c(C) + D(C) = )*) 3
3C
ilr(c(C)) (A.19)
Note that )*) ∈ R(−1)×(−1) is invertible. Again following [90], define the Moore-Penrose
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∈ R(−1)× (A.20)
Then  = −1, and (*) (*) ) = *−1*) = **) = −1, which implies (*)−1 = *) .
Hence ()*) )−1 = (*)−) = (*) )) = *) . This gives us
3
3C
ilr(c(C)) = *)6 +*) c(C) +*)D(C) (A.21)
:= 6ilr + ilrc(C) + ilrD(C) (A.22)
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Given 6ilr, ilr, and ilr, we can directly solve for the relative parameters 6, , and  which
correspond to the relative parameters of gLV.
6 = )*)6ilr (A.23)
 = )*) ilr (A.24)
 = )*)ilr. (A.25)
A.4 Supplementary Figures


















































Figure A.1: Comparison between elastic net and ridge regression on simulations with se-
quencing noise. Root-mean-square-error (RMSE; y-axis) between ground truth and estimated
interactions, ground truth and estimated growth rates, and predicted trajectories from initial con-
ditions on held out data across 50 simulation replicates. Community trajectories were simulated
under cLV, then noisy sequencing counts to with depth of 25000 reads per sample.
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Figure A.2: Performance of parameter estimation with elastic net regularization with respect
to sequencing depth. Root-mean-square-error (RMSE; y-axis) between ground truth and esti-
mated interactions, ground truth and estimated growth rates, and predicted trajectories from initial
conditions on held out data across 50 simulation replicates. Community trajectories were simulated
under cLV, then noisy sequencing counts with increasing sequencing depth.
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Figure A.3: Performance of parameter estimation with elastic net regularization with respect
to time between observations. Root-mean-square-error (RMSE; y-axis) between ground truth
and estimated interactions, ground truth and estimated growth rates, and predicted trajectories
from initial conditions on held out data across 50 simulation replicates. Community trajectories
were simulated under cLV. Observations were selected from simulated sequenced space 1, 2, 4, or
















Figure A.4: Robustness to choice of denominator. Simulated parameters were estimated once
for each taxon in the denominator per simulation replicate. The variance in RMSE (H-axis) across
denominators per replicate was computed to assess how choice of denominator impacted parameter
estimates.
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Figure A.5: Ground truth and predicted trajectories on the Diet dataset. Ground truth relative abundances (top), and predicted
trajectories under each model. Each column is one sample. Scatter plots give the difference in square error per time point between each



























































































































































































































Figure A.6: Ground truth and predicted trajectories on the C. diff dataset. Ground truth relative abundances (top), and predicted
trajectories under each model. Each column is one sample. Scatter plots give the difference in square error per time point between each






















































































































































































































































































































































































































































































































































Figure A.7: Ground truth and predicted trajectories on the Antibiotic dataset. Ground truth relative abundances (top), and predicted
trajectories under each model. Each column is one sample. Scatter plots give the difference in square error per time point between each
model evaluated and cLV (see H-label). Values above 0 (dashed line) indicate cLV is making a better prediction, while values below zero
denote the opposite.
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Figure A.8: Model performance when predicting the final time point on the Antibiotic dataset.
RMSE (H-axis) between ground truth and predicted final time point for each sample across models
(G-axis).
A B
Figure A.9: Estimated model parameters using gLV on the Antibiotic dataset. Estimated
external perturbations (A) and interactions (B) using gLV with elastic net on the Antibiotic dataset.
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Appendix B: Supplementary Material for Efficient and Accurate Inference













































Figure B.1: Observed and simulated trajectories under the C. diff dataset. Stacked bar plots
give the relative abundances from observed sequencing counts (left) and simulated trajectories
(right). Each row corresponds to one sample. Simulated trajectories closely recapitulate observed
ones.
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Figure B.2: Observed and simulated trajectories under the Diet dataset. Stacked bar plots give
the relative abundances from observed sequencing counts (left) and simulated trajectories (right).




















































Figure B.3: LUMINATE is robust to choice of noise model. Simulation evaluation on recon-
structing latent community trajectories using a Dirichlet-Multinomial model of sequencing noise.
Mean A2 (y-axis) between ground truth and estimated relative abundance trajectories per taxon av-
eraged over samples, evaluated at varying sequencing depth and datasets (x-axis). Significance is
computed using the Wilcoxon signed-rank test (ns: not significant; * : ? < 0.05; ** : ? < 0.01;












































Figure B.4: Reconstructed trajectories by LUMINATE on real data. Observed relative abun-
dances (left) and estimated relative abundances (right) by LUMINATE on the real C. diff dataset
used to estimate simulation parameters from prior experiments.
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Appendix C: Supplementary Material for Accurate and Robust Inference of
Microbial Growth Dynamics from Metagenomic Sequencing
C.1 PTRs Measure DNA Replication and Generation Time
Here we adapt an argument from Bremer and Churchward [122] to show that PTRs provide
information about DNA replication and generation time. We need two parameters
1. : The time required to replicate the bacterial chromosome after replication begins.
2. g: The generation time.
In microbiology, the generation time is defined to be the population doubling time under expo-
nential growth. If the population size at time C is given by
# (C) = #02C/g,
the generation time is equivalent to the cell doubling time, and is inversely proportional to the log
population growth rate ln 2
g
.
Most bacteria have a single circular chromosome. Replication begins at a single replication
origin, and two replication forks move in either direction along the chromosome until the replica-
tion terminus. Under the above model Bremer and Churchward [122] showed that that the ratio of
average number of replication origins in a cell ̄ to average replication terimini )̄











We want to show this hold in general—regardless of the form of # (C). The argument has three
steps. First, we will compute the average rate of DNA synthesis. Second, we will fix the rate
of DNA synthesis to compute how many genomes will be added over an interval of time. Third,
given the number of genomes added over an interval we can solve for the generation time using its
definition.
Let  (C) be the number of replication origins at time C, and let ) (C) be the number of replication
termini. Once DNA replication begins, the two strands of the chromosome separate, and replication
forks proceed along both sides of the chromosome. This means ) (C) gives the number of complete
genomes in the population, since once replication finishes a new completed genome, and therefore
terminus, has been added. It follows that the number of replication forks at time C is given by
2( (C) − ) (C)).
The rate of chromosome replication is essentially constant [136], so each fork produces DNA at a
rate of ∼ 12 . Therefore, the rate of DNA synthesis in the population is
1

( (C) − ) (C)) .














'(C) corresponds to the PTR. This demonstrates that '(C) is correlated with the average rate of
DNA synthesis.
Given a particular time C0 we want to compute how many genomes will be added over an
interval. For convenience, let )0 = ) (C0) and '0 = '(C0). The term 1 ('0 − 1) says that each
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genome at C0 adds '0 − 1 genomes over  time. Hence, the number of genomes added over
[C0, C0 + ] is equal to the current number of genomes, )0, plus then number of genomes added,
)0('0 − 1). Therefore
# genomes added over [C0, C0 + ] = )0 + )0('0 − 1) = )0'0
Note that the equation says nothing about genomes removed during this period.
Now we want to apply the definition of generation time. The definition states that generation
time is equivalent to population doubling under exponential growth. Thus, we want to know how
long it would take for the number of genomes to double, g0, given a fixed '0. Treating the number










So we need to solve
2)0 = )0'g0/0 =⇒ log2 '0 =

g0
which is what we wanted to show.
A consequence is that under exponential growth
) (C) = )0'C/0 .
Taking the derivative of log2 ) we get
3
3C




In this specific case, '(C) corresponds to changes in population size.
There are key conceptual differences between our argument and Bremer and Churchward [122].
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Bremer and Churchward [122] start with an assumption of the form # (C), and derive expressions
for  (C) and ) (C) using the parameters g, , and an additional parameter  that measures the time
between genome replication and cell division. Specifically, they assume
# (C) = #02C/g
 (C) = 02C/g
) (C) = )02C/g
Under exponential growth each of these quantities count the same thing but shifted in time, so
0 = #02(+)/g
)0 = #02/g
In contrast, here we do not want to assume a specific form for # (C),  (C) and ) (C). In general,
we want  (C) and ) (C) to arbitrary, and reflect some underlying model of dynamics. We derive an
expression for DNA synthesis under arbitrary  (C) and ) (C). We solve for g(C) by applying the
definition of generation time.
C.2 Modeling the Density of Reads Along the Genome
The results of the previous section demonstrated that log2( ̄/)̄) = g , where ̄ is the average
number of copies of the replication origin in a population, and )̄ is the average number of copies of
the replication terminus (we have dropped the explicit dependence on C for notation). Suppose we
are interested in the ratio of the average copies of an arbitrary position  along the chromosome
to the replication terminus. Let ̄ be the average copies of , and let  be the time it takes the
replication fork to move from  to the replication terminus. Note that before the replication fork
crosses  there is only one copy, and after the fork crosses  there are two copies. Thus, replacing
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If we assume that chromosome replication happens at a constant rate along the genome, then 
depends on the distance from  to the replication terminus. Let 1 be the shortest number of bases
between the origin and , such that if we move from origin to the  we do not need to cross the
terminus. Let 3 be the number of bases from the origin to the terminus, and define 5 = 1/3. Then
 =  (1 − 5 ). Rearranging terms from above, we have
log2()̄) = log2( ̄) −

g
log2()̄) = log2( ̄) −

g
= log2( ̄) −
 (1 − 5 )
g
Subtracting the first equation from the second, and rearranging terms
=⇒ log2( ̄) = log2( ̄) −
 5
g
Consequentially, the average copies of position  decays log-linearly with distance from the repli-
cation origin.
This also means that any probabilistic model of reads along the genome, coverage should decay
log-linearly away from the replication origin. Therefore, we propose the following model. Let
[0, 1] represent coordinates along a continuous approximation of a reference genome. Thus 0 is
the beginning of the reference, and 1 is the end. The model parameters are the origin position G8,
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log2 ?(G8) − log2 ?(GC)
G8 − GC
G1 = min{G8, GC}
G2 = max{G8, GC}
2(G) =

log2 ?(G8) if G = G8
log2 ?(GC) if G = GC
log2 ?(G) =

−U(G − G1) + 2(G1) if G ≤ G1
U(G − G1) + 2(G1) if G1 < G < G2
−U(G − G2) + 2(G2) if G ≥ G2
We need to compute log ?(G8) and log ?(GC) such that∫ 1
0
2log2 ?(G) = 1.
We can use the integral, and the constraint that log2 ?(G8) − log2 ?(GC) = log2 A to solve for each.
There are two cases. If G8 ≤ GC , then





2UG1 + 2U(G2−G1) − 21 − 2−U(1−G2)−log2 A + 2− log2 A
] )
log2 ?(GC) = log2 ?(G8) − log2 A
If GC < G8, then





2UG1 + 2U(G2−G1) − 21 − 2−U(1−G2)+log2 A + 2+ log2 A
] )
log ?2(G8) = log2 ?(GC) + log2 A
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C.3 Variational Inference for Multi-Mapped Reads
Suppose we have the following model for drawing the assignment of sequencing reads from a
set of 6 reference genomes indexed from 1...6.
1. Draw probabilities that a read originates from a reference genome:
c ∼ Dirichlet(U1, ...., U).
2. For each read 8 = 1...=, pick a reference genome:
I8 |c ∼ Categorical(c)
For notation, let I8 be an indicator vector, where I8 9 = 1 if I8 is assigned to genome 9 . Let G8 =
(G81, G82, ..., G86) ∈ {0, 1}6 where G8 9 = 1 if the read maps to a position in genome 9 , and is 0
otherwise. If read 8 maps to only one genome, then I8 = G8. If read 8 maps to multiple genomes,
then I8 places a restriction on G8: if I8 9 = 1 then it must be true that G8 9 = 1—assuming that one of
the given mappings is always correct. Thus, we can model G8 9 as
?(G8 9 = 1|I8 9 ) =

1 if I8 9 = 1
d8 9 otherwise.
Now consider that once a sequencing read is observed, all valid mappings are determined. Hence







if we define 00 = 1.
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If we could compute
?(I1:=, c |G1:=)







?(G1:=, I1:=, c) 3c
which requires summing over an exponential number of combinations of I1:=. Nonetheless, we can
compute
?(I8 |c, G8) =
∏
9 :G8 9=1 c
I8 9
9∑
9 :G8 9=1 c 9
Additionally, since the Dirichlet distribution is a conjugate prior for the multinomial distribution







Therefore we can compute all of the complete conditionals. This means we can approximate
?(I1:=, c |G1:=) either using Gibbs sampling or mean field variational inference [101]. We chose
variational inference.
Variational inference approximates an intractable posterior one by a tractable one @ whose
parameters are optimized to minimize the a lower bound on the log-likelihood. Equivalently, vari-
ational inference minimizes Kullback-Leibler divergence between the true posterior and the ap-
proximation. For the mean field approximation, @(I1:=, c) = @(c)
∏=
8=1 @(I8). The optimal choice
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for an approximation @(I8) is given by (see Blei et al. [101])
@(I8) ∝ exp
{






I8 9 E−I8 [log c 9 ]

This set of equations give the natural parameters of a multinomial distribution, so @(I8) = Multinomal(I8; 1, q8)
where log q8 9 = E−I8 [log c 9 ] + 2>=BC if G8 9 = 1, and q8 9 = 0 otherwise. The optimal choice for
@(c) is given by

















q 9 log c 9 +
6∑
9=1








q 9 log c 9 +
6∑
9=1









The second set of equations gives the natural parameters of a Dirichlet distribution, so @(c) =
Dirichlet(c; [). Now we can compute for the final expectation:






The final component is computing the variational objective function. This is given by
! (I1:=, G1:=, c; q8:=, [) = E@ [log ?(I1:=, G1:=, c)] −
=∑
8=1
E@ [log @(I8; q8)] − E@ [log @(c; [)]
The second two terms are the entropy of a multinomial and Dirichlet distribution respectively. The
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joint model likelihood is

















E@ [I8 9 ]G8 9 + E@ [I8 9 ] E@ [log c 9 ]
We now can define an inference procedure for computing the approximate posterior.
1. Initialize variational parameters q1:= and [.
2. While ! (I1:=, G1:=, c; q8:=, [) has not converged:
(a) Set @(I8) ∝ exp
{∑
9 :G8 9=1 I8 9 E−I8 [log c 9 ]
}
for 8 = 1...=
(b) Set @(c) = Dirichlet
(
c;U +∑=8=1 q8 )






Figure C.1: Adjusted coverage maps used for simulated data. Coverage maps in 100bp win-
dows for three species: (A) E. coli, (B) L. gasseri, and (C) E. faecalis. Reported PTRs are computed
after adjustment for the estimated PTR on each dataset. Dashed red lines denote the replication
origin from DoriC database.
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L gasseri (r=0.998)
Figure C.2: Comparison between PTRC and KoremPTR on two datasets. Left: 55 genomic
samples of E. coli. Right: 25 genomic samples of L. gasseri.
C.5 Supplementary Tables
Parameter Effect Size ?-value
Erythromycin −0.3412 1.40 × 10−04
Nalidixic acid 0.2819 3.99 × 10−04
0CA40C<4=C −0.0629 1.67 × 10−03
1CA40C<4=C 1.5183 8.08 × 10−34
0A42>E4AH −0.1939 9.38 × 10−02
1A42>E4AH 1.1945 2.51 × 10−24
0BC0C8>=0AH −0.0902 1.46 × 10−01
1BC0C8>=0AH 0.6591 1.78 × 10−13
Table C.1: Effect sizes and p-values from the antibiotic resistance experiment.
131




















































































































































































Figure C.3: Simulation comparison between CoPTR-Ref and KoremPTR. Top: Simulations
based on the E. coli density map. The first and last columns recapitulate Figure 2. Middle: Simu-
lations based on the L. gasseri density map. Bottom: Simulations based on the E. faecalis density
map.
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Figure C.4: Correlation between log PTR and changes in log abundances for E. coli grown in
culture. Abundance is measured using the optical density of the culture.




























































Figure C.5: Simulation comparison between CoPTR-Ref and CoPTR-Contig. (A) Comapari-
son on simulations from L. gasseri density maps. (B) Comparison on simulations from E. faecalis
density maps.
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Figure C.6: CoPTR-Contig is robust to genome completeness and contamination. Evaluation
of genome completeness (A) and contamination (B) on PTR estimation. Error bars depict one
standard deviation across 20 simulation replicates, each replicate consisting of 100 simulated PTRs



























Figure C.7: Number of PTR estimates output by each model. Mean number of PTR estimates
across 10 high quality MAGs. Error bars depict one standard deviation.
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Species Effect Size ?-value @-value # Cases # Controls
Subdoligranulum sp. -0.157350 0.000210 0.025177 29 20
COE1 sp. 0.114031 0.001040 0.062412 11 12
Dorea longicatena 0.176232 0.003077 0.123098 58 25
Flavonifractor plautii 0.050461 0.007306 0.202415 47 22
ER4 sp. -0.051200 0.009973 0.202415 14 15
Table C.2: Top 5 most significantly associated PTRs with Crohn’s disease. Total of 120 hypoth-
esis tests were performed. Number of cases and controls refer to individuals, not total samples.
Species Effect Size ?-value @-value # Cases # Controls
Roseburia intestinalis 0.094214 0.000010 0.001068 27 23
Ruminiclostridium sp. -0.138431 0.000505 0.025750 12 18
Subdoligranulum sp. -0.168006 0.000792 0.026915 19 20
Faecalibacterium HGM13285 0.742445 0.003055 0.077897 27 24
Flavonifractor plautii 0.052042 0.012679 0.258653 27 22
Table C.3: Top 5 most significantly associated PTRs with Ulcerative Colitis. Total of 102
hypothesis tests were performed. Number of cases and controls refer to individuals, not total
samples.
Species Effect Size ?-value @-value Sample Size
Oscillibacter sp KLE 1745 -1.632241 0.000003 0.000342 45
Actinobacillus unclassified 63.891339 0.000262 0.016633 57
Peptostreptococcaceae noname unclassified 10.137852 0.000908 0.038427 288
Haemophilus parainfluenzae 0.861744 0.010901 0.298997 386
Alistipes onderdonkii -0.628384 0.011772 0.298997 331
Table C.4: Top 5 most significantly associated relative abundances with R. intestinalis. Total
of 127 hypothesis tests were performed.
Metabolite HMDB Accession Effect Size ?-value @-value Sample Size
2-hydroxyglutarate HMDB59655 0.028988 0.000194 0.042292 185
13-cis-retinoic acid HMDB06219 0.010219 0.000195 0.042292 131
malonate HMDB00691 0.008374 0.001990 0.280461 166
C36:0 DAG HMDB07158 -0.009536 0.002591 0.280461 118
C20:4 LPE HMDB11517 0.033313 0.003635 0.282199 185
Table C.5: Top 5 most significantly associated metabolites with R. intestinalis. Total of 433
hypothesis tests were performed.
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Description Download Source Identifiers
E. coli genomes NCBI RefSeq NC_002695.2, NC_004431.1, NC_007779.1, NC_010468.1,
NC_010498.1
L. gasseri genomes NCBI RefSeq NC_008530.1, NZ_CP006803.1, NZ_CP021427.1,
NZ_CP054875.1
E. faecalis genomes NCBI RefSeq NC_004668.1, NC_018221.1, NZ_CP008816.1,
NZ_CP018004.1, NZ_CP018102.1








E. coli genomic dataset NCBI SRA ERR969279, ERR969280, ERR969281, ERR969282,
ERR969283, ERR969284, ERR969285, ERR969286,
ERR969287, ERR969288, ERR969289, ERR969290,
ERR969291, ERR969292, ERR969293, ERR969294,
ERR969295, ERR969296, ERR969297, ERR969298,
ERR969299, ERR969300, ERR969301, ERR969302,
ERR969303, ERR969304, ERR969305, ERR969306,
ERR969307, ERR969308, ERR969309, ERR969310,
ERR969311, ERR969312, ERR969313, ERR969314,
ERR969315, ERR969316, ERR969317, ERR969318,
ERR969319, ERR969320, ERR969321, ERR969322,
ERR969323, ERR969324, ERR969326, ERR969327,




NCBI SRA SRR1952457, SRR1952459, SRR1952575, SRR1952582,
SRR1952598, SRR1952613, SRR1952621, SRR2077403,
SRR2175645, SRR2175647, SRR2175654, SRR2175658,
SRR2175659, SRR2175725, SRR2175726, SRR2175755,
SRR2175766, SRR2175767, SRR2175777, SRR2175780,




NCBI SRA ERR969426, ERR969427, ERR969428, ERR969429,
ERR969430, ERR969431, ERR969432, ERR969433,
ERR969434, ERR969435, ERR969436, ERR969437,
ERR969438, ERR969440, ERR969441, ERR969442,
ERR969443, ERR969444, ERR969445, ERR969446,
ERR969447, ERR969448, ERR969449, ERR969450
L. gasseri vaginal
metagenomic dataset
NCBI SRA SRR059392, SRR059393, SRR059473, SRR063749,
SRR1804974, SRR2175824, SRR2241374, SRR513144,
SRR513147, SRR514852, SRR628270
L. gasseri gut metage-
nomic dataset
NCBI SRA SRR5935920, SRR5936055, SRR5936136, SRR5936140,
SRR5946677, SRR5946785, SRR5946864, SRR5946962,
SRR5947082, SRR5950499, SRR5950538, SRR5950556,
SRR5950631
IBD Dataset NCBI SRA Available under BioProject PRJNA398089
Table C.6: Accession numbers and identifiers of genomes and datasets used.
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