Comparative Study of Proactive Routing Protocols for  MANETs by Santanu Santra & Pinaki Pratim Acharjya
International Journal of Electronics and Computer Science Engineering              375 
                          Available Online at www.ijecse.org                                                 ISSN- 2277-1956 
ISSN: 2277-1956/V2N1-375-384                                                                        
Comparative Study of Proactive Routing Protocols for 
MANETs  
Santanu Santra 
Assistant Professor, Department of CSE 
Bengal Institute of Technology and Management 
Santiniketan, West Bengal, Pin - 731236 
santrasantanu@gmail.com 
Pinaki Pratim Acharjya 
Assistant Professor, Department of CSE 
Bengal Institute of Technology and Management 
Santiniketan, West Bengal, Pin - 731236
 
ppacharjya@gmail.com
 
ABSTRACT 
Mobile Ad hoc Network is an infrastructure-less self-configuring network of nodes. Each node of this type of network 
can move independently in any direction and will change its links to other devices frequently. To communicate to one 
node to another one each node can act as both host as well as router at the same time and perform all the routing and 
state maintenance operations. Due to frequently topology changes routing have always been one of key challenges in 
Mobile Ad hoc Networks and become more difficult when network size increases.  In this paper we survey some multi-
path proactive routing protocols for Mobile Ad hoc networks also compare the performance of each one.    
Keywords: Mobile Ad hoc network, Topology, Proactive, Routing protocol 
1.  INTRODUCTION 
In a Mobile Ad Hoc network [1], nodes communicate with each other using multi-hop wireless links. Each node in the 
network also acts as a router, forwarding data packets for other nodes. A central challenge in the design of Ad Hoc 
networks  is  the  development  of  dynamic  routing  protocols  that  can  resourcefully  find  routes  between  two 
communicating nodes. The routing protocol must be able to keep up node mobility that often changes the network 
topology unpredictably and rapidly. Such networks have been studied in the past in relation to defence research. When a 
node  wants  to  send  information  to  another  one,  it  may  do  so  by  transmitting  the  information  along  a  shared 
communication  medium  which  is  created  by  each  node  with  in  the  network.  All  the  nodes  are  connected  by 
communication medium or link. Each node can exchange information over links by sending packets. 
  Compare to other communication networks MANETs have following characteristic: 
Distributed control, limited energy, mutative link, bandwidth limitation, dynamic topology etc. [2]. MANETs is an 
infrastructure-less self-configuring network of similar character nodes. These nodes are move freely and independently 
in any direction and will changes its topology frequently. That is why topology for MANET is dynamic. Routing 
packets in MANETs is a crucial issue due to the dynamic topology characteristic of MANETs. In this type of network 
transmission range is limited because of bandwidth for each node is limited. 
A sender node communicates with other node if the other node is within the transmission range of the sender node. 
Since these nodes are communicating directly with one another and call neighbour node. One node can communicate to 
any other node rather than neighbour nodes require multi-hop routing protocol [3]. That means all routing decisions to 
forward packets towards the receiver node need to be taken by intermediate nodes. Several routing protocols have been 
proposed for Mobile Ad hoc Network [1]. The routing protocols are mainly table-driven (Proactive) or on-demand 
(reactive) routing or hybrid routing protocols. 
Proactive routing protocols periodically update the routing tables. When a request come to forward a packet its search 
the routing table if the receiver node’s address present in the routing table it forward the packet to the particular node 
otherwise forward the packets to all available nodes within the routing table.  On the contrary reactive routing search 
the route when there is a request for it. In reactive routing protocol route search operation may finds more than one 
paths for same sender- receiver pair. One out of these multiple paths is selected to forward packets. 
  In this paper we compare some of routing protocols for MANETs depending on quality of Service parameter, 
reliable path establishment technique, and the shortest multi hop path calculation in between sender and receiver node. 
In addition to this, the study targets to evaluate the performances of several on-demand routing protocol based on 
selection of Quality of service parameters. 376 
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The rest of the paper is as follows Section 2 present MANETs and Protocol overview, Section 3 present proactive 
Routing protocol for MANETs, Section 4 present Simulation Methodology and Section 5 present Performance Analysis 
Section 6 present result and analysis and finally Section 7 discuss the conclusion. 
 
2.  MANETs OVERVIEW 
Mobile Ad hoc Networks are a key factor in the evolution of wireless communications envisioned as cornerstones of 
future generation wireless networking technologies (B3G and 4G) [4-5]. They are infrastructure-less networks formed 
on  the  fly  with  limited  life  of  existence.  MANETs  can  establish  as  a  standalone  group  of  mobile  terminals  to 
communicate autonomously and use it to communicate with outside networks [6]. 
A  mobile  ad  hoc  network  is  a  collection  of  self-configuring  nodes  that  can  dynamically  form  network  anywhere 
anytime without using any pre-existing infrastructure. Each node can move randomly means the routing point also 
moves at the same time because of different types of topology in MANETs. 
·  Each node can directly communicate with one another  if nodes are present within the transmission range. 
·  Each node can indirectly communicate with each other with the help of intermediate nodes (router) if there is a 
logical path in between two or more nodes. 
Mobile Ad hoc network (MANETs) has the following features: 
1)  Independent terminal: - In MANET each mobile node is an autonomous node and has the same features, 
which may function as host as well as router. So usually endpoints and switching are indistinguishable in 
MANETs. 
2)  Distributed procedure: - Since the network is infrastructure-less network there is no central control of the 
network operations, the control and management of the network is distributed among all nodes. Each 
node of this type of network should collaborate amongst themselves and nodes act as a switch as needed, 
to implement functions like security routing etc. 
3)  Multi-hop  routing:  -  Routing  algorithms  in  MANETs  have  either  single-hop  or  multi-hop  based  on 
different types of link layer attributes and protocols. Any node can forward a packet to any other node by 
direct  or  indirect  wireless  transmission  range.  If  the  packet  is  transmitted  by  indirect  wireless 
transmission range it require intermediate node. 
4)  Self-motivated network topology: as mobility is an essential feature for MANETs, the network topology 
may change rapidly and unpredictably and the established path in between nodes can vary with time.  
Nodes can establish routing path dynamically among themselves. 
5)  Light-weight nodes: - In MANETs nodes are mobile devices with less processing capability, less memory 
size, and low power storage. These type of networks need optimized algorithms and mechanisms that 
implemented communication and computing functions. 
      2.1 PROTOCOL OVERVIEW 
A protocol [7] for communication over  network defines  a set of rules and conventions between network devices. 
Protocols for computer networking all generally use packet switching techniques to send and receive messages in the 
form of packets. Some protocols also support message acknowledgement and data compression designed for reliable 
and/or  high-performance  network  communication.  Routing  protocols  are  special-purpose  protocols  designed 
specifically for use by network routers on the Internet to send a packet from one communication node to other one. 
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3.  ROUTINGPROTOCOL FOR MANETs: 
In MANETs classification of routing protocols can be done in  many  ways,  most of these are done depending on 
network structure and routing strategy. Depending on routing strategy routing protocol can be classified as table driven, 
on demand and hybrid.  
 
Figure1: Routing Protocol 
In figure 1 we show some of these types of protocols based on routing information update mechanism. Updated and 
reliable  information  about  nodes  and  routes  is  crucial  for  successful  and  efficient  routing  in  dynamic  ad  hoc 
environments. This information is essential for route discovery and maintenance. 
Depending on routing information update mechanisms, ad hoc wireless protocols can be classified into three major 
categories. 
a)  Table driven routing protocol 
b)  On-demand routing protocol 
c)  Hybrid routing protocol 
Information update mechanisms can be incorporated within a protocol as a separate solution combined to adjust 
the particular protocol architecture and desired network parameters. 
Table Driven Routing Protocol 
 Table driven or proactive routing protocol each node maintains the network topology information by updating the 
routing table periodically. Periodic updates occur at a fixed time interval. Table driven routing protocols are derived 
from the traditional distance vector (DV) protocols [8], link state (LS) protocols [7]. The optimization of flooding 
information can be combining DV and LS feature adjust size of routing updates and updated frequency. These types of 
protocols are useful for interactive application because the route is available at any time.  
The mostly used proactive protocols are as follows: 
Distance sequence distance vector routing protocol (DSDV) [9] keeps the latest information about network topology 
status and routing table stores all the possible paths for each node, representing next hop node and the distance to the 
destination node which is calculated according to some metrics. However due to node mobility and broken links result 378 
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heavy control overhead in routing table update. Due to limited bandwidth and dynamic topology DSDV is not suitable 
for MANETs. 
Wireless Routing protocol (WRP) [10] updates and maintain multiple table like, Cost Table(CT), Distance Table(DT), 
Routing Table(RT) and a Massage Retransmission Table(MRT)  rather than  only one table. These tables contain 
information that can be lead to faster convergence and involve fewer tables’ updates. This protocol is inappropriate for 
high mobility cases. 
Clusterhead Gateway Switch Routing protocol (CGSR) [11] is a multichannel operation capable protocol, enables 
code separation among clusters. The clusters are formed by electing a cluster head, which is quite exhaustive process. 
On that reason the protocol uses so called Least Cluster Change (LCC) algorithm for that election. LCC can select a 
cluster heads only when a node moves out of interaction of all other cluster heads or two cluster heads come into 
interaction with each other. CGSR is not an autonomous protocol. The DSDV approach is modified to use a hierarchical 
cluster head-to-gateway routing. A packet sent by a node is first routed to its cluster head, and then the packet is routed 
from the cluster head to a gateway to another cluster head, until the destination node’s cluster head is reached. That 
destination cluster head then transmits the packet to the destination node. 
 
 
Figure 2: CGSR routing example 
 
In figure 2 there is an example how the protocols manages to transmit a packet from node N1 to node N3 in mobile ad 
hoc network: 
1. Node N1 (cluster head of C1) must get the permission to transmit (receives a token) in cluster C1. 
2. Node N2 (gateway) must select the same code as node N1 to receive the packet from node N1. 
3. Node N2 must select the same code as node N3 (cluster head of C2) and get the permission to transmit in 
cluster C2 (receives a token from node C). 
 
Source Tree Adaptive Routing Protocol (STAR) applies Least Overhead Routing Approach (LORA) rather than the 
optimum  routing  approach  (ORA)  and    the  nodes  running  TORA  send  updates  only  when  it  is  require  and  not 
periodically. Each node sends routing information updates only when it detects new nodes, when all the path is lost to 
for a specific destination, or when detects some topology changes which may lead into routing loops. [12]. Updates are 
sending like source tree, which contains its own preferred paths to all destinations. Upon receiving the source trees from 
neighbors, a node aggregate these source trees with its information about its adjacent links to produce a partial topology 
graph. This way every node in the network should have a path to every destination. If a node does not have a path to a 
particular destination which the node wants to send packets to it [7], the node initiates a path absence message to its 
neighbors. A neighbor which has a path to this destination sends its own source tree in response. Otherwise, a neighbor 
forwards the message to its neighbors and so on until some alternate path is replied. This is considered as the link break 
maintenance mechanism in STAR. 
 
Optimized Link-State Routing (OLSR) [13] protocol achieves efficient flooding and duplicates broadcasting packets 
by the Multiple Relay (MPR) nodes. Where each node i selects a minimal set of multipoint relay nodes MPR (i) from its 
one hop neighbours and all reachable two hop codes in a symmetric manner. If node i want to forward packets it is 
flooding it to all of its multiple-relay nodes. The node retransmits the packets only if it has not received the packet IJECSE, Volume2, Number 1  
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before. To find out the destination node the packets continues through the chain of follow up multiple-relay nodes. 
MPR node is responsible for updating routing table within its selector nodes. 
Fisheye Source Routing (FSR) [14-15] is based on a method to divide each node’s neighborhood to blurred zones so 
that the information details and accuracy is better for nodes to be near. In FSR zones are classified according to the 
distance, measured by hops from the node. 
FSR built on top of another protocol which can be applied to work together with some link-state protocols as GSR. FSR 
is  applied  to  improve  that  situation  by  reducing  the  size  of  update  messages  without  seriously  affecting  routing 
accuracy.  
The reduction of update message size is obtained by using different exchange periods for different entries in the table. 
The entries corresponding to nodes within the smaller scope are propagated to the neighbors with the highest frequency. 
As a result, a considerable fraction of link state entries are suppressed, thus reducing the message size. The imprecise 
knowledge of best path to a distant destination is compensated by the fact that the route becomes progressively more 
accurate as the packet gets closer to its destination. 
Hierarchical state routing (HSR) [16] maintains a hierarchical topology, where elected cluster heads at the lowest 
level become members of the next higher level. On the higher level, super-clusters are formed, and so on. Nodes which 
want to communicate to a node outside of their cluster ask their cluster-head to forward their packet to the next level, 
until a cluster-head of the other node is in the same cluster. The packet then travels down to the destination node. 
Furthermore, HSR proposes to cluster nodes in a logical way instead of in a geological way: members of the same 
company or in the same battle-group are clustered together, assuming they will communicate much within the logical 
cluster. HSR does not specify how a cluster is to be formed. 
Global State Routing (GSR) [6] is a unvarying, topology oriented routing protocol. It is a variant of traditional link-
state protocols, in which each node sends link-state information to every node in the network each time its connectivity 
changes. GSR reduces the cost of disseminating link-state information by relying on periodic exchange of sequenced 
data  rather  than  flooding.  In  GSR,  each  node  periodically  broadcasts  its  entire  topology  table  to  its  immediate 
neighbors. The topology table includes the node’s most recent assessment of its local connectivity and its current link-
state information for the whole network topology. Each entry is tagged with a sequence number. A destination’s link-
state entry is replaced only if the received entry has a larger sequence number. 
Based on the complete topology information in the topology table, any shortest-path algorithm can be used to compute a 
routing table containing the optimal next -hop information for each destination. GSR defines a variant of Dijkstra’s 
algorithm for this purpose. 
 
4.  SIMULATION METHODOLOGY 
In  this  paper  we  take  some  popular  proactive  routing  protocol  and  simulate  those  protocols  using  NS2.31and  the 
following parameter are considered 
 
Simulation Area 
To simulate the network model we take 1000 x 1000 meter flat grid area is used since the square geography provides a 
more rigorous environment for performance comparison. 
 
Traffic Model 
For protocols simulations, we have used the same traffic model that is of 4, 8, 16, 32 FTP sources, transmitting at 4 
packets per second with the size of each data packet being fixed at 1024 bytes. 
 
Mobility Pattern and Movement Scenarios 
The setdest utility of NS2.31 generate random  mobility  pattern of the nodes for our simulations. Setdest  uses the 
random way-point model to generate random mobility. At the start of simulation, all the nodes are laid out randomly on 
the square area and then start moving towards a random destination at some random speed 0 to maximum specified 
speed. After reaching the destination the nodes start to move towards the next randomly chosen destination but the 
nodes does not change its direction at the mid-way to destination. 380 
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For random mobility we chose to simulate at five speeds i.e. of 8 m/s, 16 m/s, 24 m/s, 32 m/s and 40 m/s. We also 
simulated with four different numbers of nodes i.e. 4, 8, 16 and 32 nodes at the above speeds. In this paper we have 
presented the simulation for 32 nodes. 
 
Each movement simulation lasted for a period of 200s.  Here 10 different movement scenarios for each simulation and 
the average of ten simulations were used for collecting data points for presenting the results. 
 
For each line in the graph, we have done four simulations and for each graph we have done twenty simulations. 
 
5.  PERFORMANCE ANALYSIS: 
 
There are number of qualitative and quantitative metrics which is used to compare reactive routing protocols. Different 
quantitative metrics have been considered to make the comparative study of their routing protocols through simulation 
as follows  
Routing overhead describes how many routing packets for route discovery and route maintenance need to be sending 
so as to propagate the data packets.  
Average delay represents average end-to-end and shows how long it took for a packets to travel from the source to the 
application layer of the destination, which is measured in seconds.  
Throughput represents number of bits forwarded to higher layers per second the unit is bps and also defined as the 
total amount of data a receiver actually receive to obtain the last packet.  
Media Access Delay represent the time require to access the transmission media for starting the packet transmission. 
The delay is recorded for each packet when it is sent to the physical layer for the first time.  
Packet Delivery Ratio is the ratio between the amount of incoming data packets and actually received data packets.  
Path Optimality is the difference between the path actually taken and the best possible path for a packet to reach its 
destination. 
End to End Delay is the average time difference between the moments when packet received at IP layer at the source 
node and the moment when the packet received at the IP layer of the destination node. End to end delay need to be 
measured to show its affect against various protocols. For better performance in MANET the end to end delay is 
required to be reduced as much as possible. 
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6.  RESULTS AND ANALYSIS 
 
Normalized Routing Overload (NRO) 
 
Figure 3. Normalize Routing Overload for 32 nodes. 
From the above graph we can see the normalized routing overloads of DSDV are the smallest than the others and CGSR 
has the highest normalized routing overload. The normalized routing overloads for WRP, CGSR and OLSR varied 
frequently  for  different  number  of  nodes  scenarios  and  with  the  change  of  Mobility  Movement.  But  DSDV’s 
normalized routing load varied a little in any scenario and speed. 
 
Packet Delivery Fraction (PDF) 
 
Figure 4. PDF for 32 nodes. 382 
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In figure 4 we found that the DSDV’s performance is the lowest and OLSR’s performance is the highest in terms of 
PDF. Here, the performance of CGSR  is better than WRP but CGSR performs much better than DSDV.  
 
   Throughput 
 
Figure 5. Throughputs for 32 nodes 
Throughputs of all routing, protocols plotted in the above graph, are varying with the change of mobility movements. 
DSDV shows the highest performance. In all the cases CGSR shows the lowest performance.  
The throughputs of WRP are marginal. 
 
End to End Delay 
 
Figure 6. Average End to End Delay for 32 nodes IJECSE, Volume2, Number 1  
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In the figure-6 we see that DSDV has the shortest end-to-end delay than OLSR, WRP and CGSR has the highest end to 
end delay. In route discovery OLSR needs more time as their route discovery takes more time since every intermediate 
node tries to extract information before forwarding the reply. Hence it slows down the transmission of packets which 
results of greater end-to-end delay for OLSR. DSDV needs a little end to end delay to transmit data from source to 
destination because the next hop address is located its table. With different number of nodes scenarios we have also 
observed that as the number of nodes increased, their end to end delays are also increased. 
 
7.  CONCLUSION 
 
This paper contributes in two areas. Firstly, in this paper we have compared the performance of some popular proactive 
routing  protocol.  Secondly,  we  have  discussed  the  comprehensive  results  of  normalized  routing  overload,  packet 
delivery fraction, throughput and end to end delay. We have already discussed regarding the performances of our 
concern routing protocols on different performance metrics in the previous section. Considering all the performance 
metrics we can conclude that the DSDV shows better performance on TCP than other discussed routing protocols. In 
our performance analysis we have considered only the table driven routing protocol and various security issues are also 
out of the scope of this paper. 
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