In nature, objects which are in thermal contact with each other, usually approach the same temperature, unless a heat source (or sink) cherishes a persistent flow of heat. Accordingly, in a well-isolated apartment flat, most items are at a similar temperature. This is a general consequence of equilibrium thermodynamics, requiring coexisting phases to have identical temperatures. Opposing this generic situation, here we identify a system showing different temperatures in coexisting phases, which are separated from each other by a sharp and persistent temperature gradient. Thermodynamically, such a "hot" and a "cold" phase are allowed to coexist, as the system we consider comprises "active" particles which self-propel relative to their environment and are thus intrinsically out-of-equilibrium. Although these microparticles are well known to spontaneously phase-separate into a liquid-and a gas-like state, different kinetic temperatures in coexisting phases occur if and only if inertia is introduced, which is neglected in standard models describing active particles. Our results, therefore, exemplify a novel route to use active particles to create a self-sustained temperature gradient across coexisting phases, a phenomenon, which is fundamentally beyond equilibrium physics.
INTRODUCTION
Temperature can vary on huge scales between the absolute zero and the absolute hot, the Hagedorn temperature of 10 30 K in string theory [1] . If the universe was in thermodynamic equilibrium, there would be one unique equilibrium temperature. Fortunately, however, we are accustomed to a nonequilibrium world where temperature differences and gradients are ubiquitous: examples range from temperature variations on astronomical scales, in our galaxy, on the sun and on the moon [2] , down to miniscule temperature variations determining biological habitats and the survival of plants and animals [3, 4] . Unless sustained by a localized heat source, such as a star performing nuclear fusion, such temperature differences usually evoke processes opposing them and driving the system towards thermal equilibrium (unless for ideal isolation). For example, a temperature difference in the air evokes a balancing wind, and air friction cools down a radiator once switched off. Accordingly, in equilibrium, there is only one temperature, shared by all coexisting phases or materials in contact [5] .
Here we report on a surprisingly different scenario, where particles self-organize into coexisting phases sustaining different temperatures. This two temperature coexistence occurs spontaneously in a uniform system and remarkably, it lacks balancing processes. Thermodynamically, a "hot" and a "cold" phase are allowed to coexist in principle, as the system we consider comprises selfpropelled microparticles which allow the system to bypass equilibrium thermodynamics.
By now, we know that such microparticles, often described as "active Brownian particles" [6] [7] [8] [9] [10] , can selforganize into a liquid phase, coexisting with a gasphase, even when interacting purely repulsively [7, [11] [12] [13] [14] [15] [16] [17] . Coined as "motility-induced phase separation", or MIPS, this phenomenon has advanced to a key paradigm in the physics of self-propelled particles. When the microparticles are overdamped, like microorganisms in a solvent [18] or active colloidal microswimmers [19] [20] [21] [22] , they are equally fast in both phases. Hence, despite the presence of active microparticles, liquid and gas, as emerging from MIPS have identical kinetic temperatures, just like for liquid-gas phase separation in equilibrium. (Note that MIPS involves a slow-down of particles in regions of high density [7, 11] ; which occurs however only for the 'coarse grained self-propulsion', not for the actual velocity, which is dominated by translational diffusion, as discussed below.) When releasing the overdamped standard approximation, as relevant e.g. for beetles at interfaces [23] , microflyers [24] or activated dusty plasmas [25] , both the phase diagram and the properties of the contained phases change dramatically, as we show in the present article. In particular, while MIPS normally requires a sufficiently large self-propulsion speed v 0 to occur, we show that it suddenly breaks down when v 0 exceeds a critical threshold, opposing (hard) overdamped particles. This is because MIPS requires particles to slow-down locally (regarding their directed motion), which happens quasiinstantaneously upon an elastic collision of overdamped particles, but not for underdamped ones which bounce back preserving their speed. Thus, at very large v 0 , when the collision rate is sufficiently high to allow the particles to exchange kinetic energy before slowing down locally, MIPS breaks down. Consequently, MIPS is reentrant in underdamped particles.
To see which physical mechanism controls the temperature difference in coexisting phases, consider the collision of an active underdamped particle moving with a fixed orientation towards an elastically reflecting wall. This problem is equivalent to a bouncing ball experiencing friction and gravity: while reaching a terminal speed (v 0 ) when falling in free space, the ball continuously slows down, when reflected by a wall, even when the collisions are elastic. Analogously, particles essentially move with v 0 in the gas phase, where they rarely collide, but slow down when entering the dense liquid phase, due to successive collisions with other particles (see Fig. 1 ). Notice that inelastic collisions among the particles provide an alternative, but mechanistically unrelated, route to achieve a remarkable hot-cold coexistence, which has been discussed for vibrated granular particles [26] [27] [28] . Here, particles dissipate energy due to inelastic collisions. In contrast, for the microparticles we consider, no inelastic collisions are required: the emergence of coexisting temperatures is based on the interplay of activity and weak inertia.
Our results exemplify a generic route to use active particles to create a self-sustained temperature gradient across coexisting phases, a phenomenon, which is fundamentally beyond equilibrium physics. This contrasts the overdamped standard case, which has been predominantly explored in active matter physics so far and leads to a dynamics which can be essentially mapped onto an equilibrium system at a coarse grained level [7, 11] yielding a phase transition which is consistent with an equilibrium liquid-gas transition [29] . Thus, the existence of temperature differences in coexisting phases indicates a change of the nature of MIPS, when releasing the overdamped standard approximation: it changes from a liquid-gas like transition to a new type of phase transition having no counterpart in equilibrium. Accordingly, part of phenomenology of MIPS [11, [30] [31] [32] , a key result in active matter physics, is even broader than anticipated previously -but was curtained by the overdamped standard approximation in previous studies. gas (hot) dense (cold)
FIG. 1. Scheme of the phase-separated state associated with a hot-cold coexistence in underdamped active particles. Particles self-propel with the colored cap ahead (brown; greenish for the tagged particle). Active particles move with ∼ v0 in the gas phase, but can be an order of magnitude slower in the dense phase.
RESULTS AND DISCUSSION
Model.-To demonstrate our results in detail, let us now consider a generic model for active underdamped particles in 2D, each having an internal drive, represented by an effective self-propulsion force
The particles have identical diameters σ, masses m and moments of inertia I. They interact via an excluded-volume repulsive force F i (see Methods). Their velocities v i and orientations θ i evolve as
where η i , ξ i represent Gaussian white noise of zeromean unit variance, T b is the effective bath temperature and γ t , γ r are translational and rotational drag coefficients, yielding diffusion coefficients
To understand the behavior of active underdamped particles, it is instructive to define three characteristic time scales (see table I): the persistence time τ p = 1/D r , after which the directed motion of active particles is randomized by rotational diffusion, the mean time between collisions for a given particle
is the area fraction, and the inertial time scale τ d = m/γ t , characterizing the time a particle at rest needs to reach its terminal speed. (In principle, the moment of inertia I leads to an additional timescale (I/γ r ), but it turns out to be largely irrelevant to our results (see Supplementary Fig. S1 ) and is thus kept constant to I = 0.33 τ 2 p (see Methods). Fixing the area fraction to a regime where MIPS can occur (ϕ = 0.5), the behavior of our system is mainly controlled by two parameters, which can be expressed as ratios of the relevant timescales: M = τ d /τ p , which is a reduced mass measuring the impact of inertia, and the 
Péclet number Pe
measuring the strength of self-propulsion by comparing ballistic to a diffusive motion.
Nonequilibrium phase diagram.-To explore the impact of inertia on the collective behavior of active particles, we first explore the phase-diagram using large-scale simulations based on LAMMPS [33] . If M → 0, inertia plays no role and the particles are essentially overdamped. Accordingly, for M 10 −4 , we recover the usual behavior: at fixed area fraction ϕ = 0.5, the particles undergo MIPS [14, 15] when the Péclet number is large enough (Pe 20), leading to a dense liquid phase, coexisting with a gas phase ( Fig. 2(a) ), further characterized in the Methods section. For moderate inertia (0.03 ≤ M ≤ 0.07), we still require Pe to exceed a certain threshold to allow the system to phase separate into a liquid and a coexisting gas ( Fig. 2(e) ). However, when further increasing Pe, strikingly, MIPS disappears and the system remains in the disordered phase ( Fig. 2(d) ). Thus, MIPS is reentrant for underdamped active particles. Finally, when inertia is even stronger M 0.08, MIPS does not occur at all. Overall, this leads to the phase diagram shown in Fig. 2(c) . The qualitative structure of this phase diagram can be understood based on simple scaling arguments. To see this, let us first remember how MIPS arises for overdamped particles: consider a particle self-propelling towards a small dense cluster of particles; when colliding, the particle stops and is blocked by the cluster, until rotational diffusion turns its self-propulsion direction away from the cluster on a timescale τ p = 1/D r . When the time in between collisions τ c is smaller than τ p , the rate of particles entering the cluster exceeds the leaving-rate and the cluster rapidly grows [12, 13] , later proceeding slowly towards phase separation. This criterion explains the existence of a (lower) critical Péclet number. Since both τ c , τ p are mass-independent, we expect the lower critical Pe number also to be mass-independent:
as approximately observed in Fig. 2(c) . To understand the upper critical Pe number, note that MIPS requires a localized slow-down of particles to occur. Thus, at very high collision rates (due to high Pe), particles can exchange their kinetic energy before significantly slowing down; the latter occurs upon multiple collisions on the inertial timescale τ d , as we will discuss below. We, therefore, expect that MIPS occurs only if
which yields the scaling law Pe ∼ 1/m shown as the upper dashed line in Fig. 2 (c) and corresponds to our simulation results. Temperature difference in coexisting phases.-Let us now explore the properties of the resulting liquid and the coexisting gas, in parameter regimes where MIPS takes place. While in the overdamped case (M → 0), particles in the liquid and in the coexisting gas are equally fast on average as shown by the colors in Fig. 2(a) , this changes dramatically when inertia becomes significant. Following the colors in Fig. 2(e) we see, strikingly, that particles in the liquid (blue dots) are much slower than in the gas (green, yellow and red dots). Before discussing the origin of this remarkable temperature difference, let us quantify it more detail. To this end, we define the kinetic temperature as T eff (x) = 1 2 m v 2 (x) , which is the kinetic energy per particle, averaged along the lateral coordinate. As shown in Fig. 3(a) , T eff is uniform for M = 10 −5 , but develops a massively nonuniform shape when increasing M to 0.05 (see Supplementary Movies S1 and S2, respectively). Fig. 3(c as a function of M . Here, we see that the temperature in the dilute phase can be almost two orders of magnitude larger than in the dense phase. (Note that Fig. 3(c) shows that the temperature difference has a maximum at some M value before MIPS disappears, and then decreases again; this is probably a consequence of the fact, that the collision rate in the gas phase increases in the corresponding parameter domain, which cools the gas, as we will see below.) This is further reflected by the velocity distribution P (v x ) in Fig. 3(b) , showing a far-broader distribution for the gas phase than for the dense one, but only if inertia is significant (see inset).
Bouncing ball picture.-To develop an intuition for the emergence of temperature differences let us exploit a simple formal analogy: the dynamics of an active particle with fixed orientation, which is elastically reflected by a fixed obstacle, is identical to the dynamics of an elastically bouncing ball under the influence of gravity (representing self-propulsion) and Stokes drag ( Fig. 4(a) ). To characterize the bouncing dynamics, we show the vertical position y(t) as a function of time t in Fig. 4 . For vanishing drag, γ t = 0, energy is conserved and the ball bounces periodically without slowing down ( Fig. 4(b) ). However, when experiencing drag, the ball, initially at rest, accelerates due to gravity to a velocity which cannot exceed v 0 before hitting the fixed obstacle ( Fig. 4(c) and inset). The ball bounces back elastically, preserving its speed upon the collision, but now ascends against the gravitational force to a turning point below the starting position. From here, the ball accelerates towards the obstacle again, but has less space to accelerate this time. Thus, each time the ball hits the obstacle, it is slower. The same slow-down mechanism applies to a particle entering the dense phase and encountering a series of collisions, each time bouncing back, against its self-propulsion direction, and having less space to accelerate. This is in stark contrast to the behavior in the gas phase, where collisions are rare and particles have enough time to reach their terminal speed v 0 in between collisions. Thus, the active gas is much 'hotter' than the active liquid. The behavior of an overdamped bouncing ball is yet different (Fig. 4(d) ): this ball reaches its terminal speed instantaneously; when hitting the obstacle, it does not bounce back, and does not move any further, apart from translational diffusion. Here, while directed motion immediately stops when hitting the obstacle, the actual velocity of the particle hardly changes: This is because the instantaneous speed of overdamped particles is dominated by the diffusive micromotion, not by self-propulsion. Consequently, overdamped particles are equally fast in the gas and in the liquid, yielding identical temperatures in both phases -as in equilibrium. Finally, to contrast the present slow-down mechanism, crucially based on self-propulsion, from the scenario in vibrated granular particles, let us emphasize that the latter corresponds to a ball experiencing inelastic collisions, i.e. to a case where kinetic energy is drained from the system upon a collision.
Power-balance.-To understand the temperature difference more quantitatively, we now derive a powerbalance equation. Multiplying the translational part of Eq. (1) by v, and averaging over all particles in a given phase, we obtain
Here, the left hand side equals the time derivative of the effective temperature 2∂T eff /∂t; γ t v 2 (t) = 2T eff /τ d describes the energy dissipation rate due to Stokes drag and v(t) · F(t) represents the dissipated power due to interactions among the particles, which is negligible here since particle collisions are elastic, see Fig. 5(a) . The thirdterm v(t) · F SP (t) represents the self-propulsion power. The last-term is related to the bath temperature by the following relation v(t) · η(t) = 2γ
which is identical in the gas and in the dense phase. Plugging these expressions into Eq. (4), and and using that ∂T eff /∂t = 0 in each phase individually in steady state, we obtain
Therefore, if and only if τ d = 0, self-propulsion can create a temperature difference in coexisting phases. Since τ d = 0, in overdamped particles, both phases have the same kinetic temperature. In contrast, for underdamped particles we have τ d = 0. The contributions of the individual terms to the power balance is visualized in Fig. 5(a) , revealing that the self-propulsion power is much higher in the gas phase than in the dense phase and dominates the kinetic temperature (rather than diffusion as for overdamped particles). To see, why the self-propulsion power is different in the gas phase compared to the dense phase, we explore the distribution of the particle effective speeds v eff = v · u in both phases; here v · F SP = γ t v 0 v eff . Thus, Figure 5 (b) shows that the average effective speed in the gas phase is v 0 , whereas negative speed values are rare, showing that particles in the gas phase rarely move against their self-propulsion direction (Fig. 1, left panel) . This suggests that v · F SP gas ∼ γ t v 2 0 . In contrast, in the dense phase, the effective particle speed is almost symmetrically distributed around 0, which results from the fact that particles have no space to move and bounce back after each collision; thus, they move against their self-propulsion direction about half of the time (Fig. 1,  right panel) , which implies v · F SP dense ∼ 0.
CONCLUSION
Unlike equilibrium systems, self-driven active particles can self-organize into a liquid and a coexisting gas phase at different temperatures. This result exemplifies a route to use self-driven particles to create a self-sustained tem-perature gradient, which might serve, in principle, as a novel paradigm to create isolating layers at the microscale, e.g. to keep bodies at different temperatures.
On a more fundamental level, our results show that motility-induced phase separation, one of the best explored phenomenon in active matter research, is fundamentally different from a liquid-gas phase separationan insight which has been curtained by the focus on overdamped particles so far. As a consequence, the phenomenology of motility-induced phase separation is even richer than anticipated previously -it can, in particular, lead to phenomena at the macroscale which are fundamentally beyond equilibrium physics.
For future studies, it would be challenging to construct a microscopic theory for motility-induced phase separation in underdamped particles to predict the joint temperature and density profiles across the interface between the two coexisting states [34] . Such an approach needs to be designed for non-isothermal situations as considered recently in Enskog kinetic theories [35, 36] or in dynamical density functional theory [37, 38] .
METHODS
Simulations.-Simulations are performed with a slightly modified of version of LAMMPS [33] , which integrates the equations of motion given in Eq. (1) using the Euler method. The conservative force on particle i from particle j is F i = −∇ i u(r ij ), which results from a purely repulsive WCA potential [39] :
where = k B T is the interaction strength, and r ij is the distance between particles i and j. The equations of motion are integrated with a time step δt = 10 −5 τ p . Recent experiments [24] on microflyers reveal that diffusion coefficients (D r and D t ) and friction coefficients (γ r and γ t ) are not related by the Stokes-Einstein relation. Thus, for simplicity, we choose γ t = γ r /σ 2 as shown, e.g., in Ref. [16] . In order to clarify the importance of the moment of inertia I, we have performed simulations with two different moments of inertia I = 0.33 τ 2 p (Fig. 2(c) ) and I = 0.066 τ 2 p ( Supplementary Fig. S1 ). These two figures display qualitatively similar results, which implies that we are close to overdamped rotational dynamics, where I = 0.
Nonequilibrium phase diagram.-To construct the phase diagram, an elongated box with periodic boundary conditions is used. Simulations were run up to 10 5 τ p in order to reach the steady state. To characterize the phase-separation, we measure the distribution P (ϕ loc ) of the local free-area ϕ loc of active underdamped particles using the Voronoi tessellation method [40] (see Supplementary Fig. S2 ). Once the free-area distribution is bimodal, we identify it as a phase-separated state.
Area fraction difference in coexisting phases-In the phase-separated state, we can measure the local area fractions in the two different phases by dividing the simulation box into slabs of width 0.5σ. We find that the area fraction profiles (dashed lines) in Fig. 3(a) are similar to ABPs and can be fitted to a hyperbolic tangent function
where x 0 and w are the location and width of the gasliquid interface. We extract the corresponding area fractions of the gas phase ϕ gas and the dense phase ϕ dense by fitting each side of the interface using Eq. (6). In Fig. 3(c) , we plot the relative area fraction difference (ϕ dense − ϕ gas )/ϕ gas in coexisting phases by varying inertia while keeping the Péclet number fixed at Pe = 100. Notably we find that the area fraction difference between the two phases is 10 times higher than the gas phase and interfacial width w 20σ. As we move from phaseseparated to a homogeneous state with increasing inertia M at fixed Pe, the relative area fraction decreases monotonically towards a critical inertia M ≈ 0.08. This behavior is similar to the first-order-phase transition, but occurs in a non-equilibrium setup. Most importantly, the control parameter is inertia M instead of the thermodynamic temperature.
