A numerical tool for the simulation of cavitating flows is presented in this paper. The numerical model is based on the 2D Euler/Navier-Stokes equations with a barotropic state law, which are solved in body fitted coordinates using a robust spatial and temporal differencing scheme. The model has been validated comparing numerical and experimental results on ogival and hemispherical axisymmetric head forms at different cavitation numbers. Simulations of the flow around a NACA0015 airfoil have also been successfully performed. Then, 2D simulations of the blade-toblade flow at a fixed radial position of a 9° Helical Inducer have been carried out at various cavitation numbers. Water has been assumed as the working fluid. Cavitating regions of increasing size have been computed, until the cavitation bubble covers the entire blade profile; a good agreement is observed between the computed cavitation number and the values obtained both experimentally and through an empirical correlation for the case at which choked conditions are attained. 
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Introduction
In the last decades, the study of cavitation has been performed mainly through experimentation, while modeling activities have been based essentially on analytical approaches. In recent years, numerical computations of flow fields in turbomachinery equipment have been increasing due to the development of more and more efficient numerical algorithms and to the availability of increasingly more powerful computers. However, the modeling of cavitation is still hampered by the remarkable difficulties in describing the complex flow phenomena occurring in a cavitating medium. In addition, a cavitating fluid often corresponds to a complicated situation from a numerical point of view; in fact, both incompressible zones (pure phases) and regions where the flow may become highly supersonic (liquid-vapor mixtures) are present in the flow field and need to be resolved. The numerical stiffness of the phenomenon is further increased both from the high density ratio between the two phases (for water at 293 K the density ratio is equal to 1.7 10 -5 ) and from the strong shock discontinuity occurring at re-condensation. This singular behavior is due to the huge variation of speed of sound as the flow goes from a pure phase to a mixture. For instance, in the same hypothesis named above, the speed of sound is equal to about 1500 m/s for the liquid phase, 400 m/s for vapor phase and 3.2 m/s for a liquid-vapor mixture corresponding to a value of void fraction equal to 0.5 1 . Moreover, the latter value of speed of sound is calculated for thermal equilibrium conditions and neglecting both the exchange of mass between the two phases and the surface tension effects. Indeed, the calculation of minimum speed of sound can vary largely depending on the hypothesis that one assumes. For example, using the steam tables 2 and assuming cavitation as an isenthalpic transformation 3 , the minimum speed of sound at 293 K is approximately equal to 0.004 m/s. In addition, the speed of sound is a parameter that can be easily defined only when the thermodynamics of phase change is very fast or very slow (frozen -equilibrium) with respect to the characteristic time of the phenomenon 4 , and is strictly linked to the cavitation model. For all the other cases a speed of sound cannot be simply defined.
This paper will not focus on the analysis of different cavitation models or on the physical uncertainty in the definition of the correct speed of sound, which is still an open problem, but will present the initial efforts for the development of a computational model for the investigation of cavitation. The work presented herein represents the first step of a larger project aimed at the development of an advanced reliable tool for the numerical simulation of cavitating flows, and capable to provide useful indications on cavitation in devices such as turbopump inducers. Indeed, improvements in the understanding and modeling of cavitating flows can have a considerable impact on the improved design of advanced turbopumps.
In the present study, a model based on the 2D Euler/Navier-Stokes equations with a barotropic state law is described, and the capability of the numerical tool to capture the main relevant aspects of the cavitating flow in a turbopump inducer is demonstrated.
Flow Model
All the past main efforts to numerically model cavitating flows can be roughly divided into two classes:
non-homogeneous methods and homogeneous methods.
The first category includes both interface tracking methods and non-homogeneous mixture methods. In the first case, an interface is assumed to exist between the two phases; separate balance equations are solved for the vapor and liquid phases, and the shape of the separating surface is updated iteratively 5, 6 . The interface tracking methods are intrinsically limited to the cases of sheet-cavitation, and cannot easily be extended to 3D flows because of the obvious difficulties involved in tracking complex interfaces in a threedimensional space. The non-homogeneous mixture approach involves the solution of a set of governing equations for each phase and can be applied also to the category of bubbly flows 7 ; however, the exchange terms between the two phases are difficult to model and the system is often quite complex and very heavy from a computational point of view.
The class of homogeneous methods is characterized by a set of equations valid for the mixture (one-fluid model), which is assumed to be in thermodynamic equilibrium. The "void fraction" variable, α, defined as the ratio between the vapor volume and the whole volume, is employed to quantify the extent of cavitation. These methods can be subdivided into three groups. In the first approach, a vapor production equation is solved together with the mixture continuity and momentum equations 8 ; the solution is very sensitive to an empirical coefficient of the production equation, which depends on several parameters such as fluid properties, body geometry and flow conditions. An alternative approach would be to treat the cavitating flow as a uniform mixture of liquid and small bubbles. In this case, the bubble dynamics can be modeled by solving a RayleighPlesset equation 4 together with the main governing equations 9 . Note that, under this assumption, interfaces between the two phases are again introduced, in violation of the homogeneous flow assumption; however, the mathematical formulation still belongs to the homogeneous flow category.
Although this method allows to simulate the growth and collapse of vapor bubbles, two empirical constants, the initial radii and initial number density of bubbles, must be supplied. Furthermore, this method presents severe numerical stability problems at low void fractions, which makes this approach not easily applicable to any cavitating flow. Analyses in the third group assume the existence of an effective barotropic relation, p=f(ρ), for the homogeneous mixture. Usually, the methods employing a barotropic state law assume a continuous variation of density between liquid and vapor values in a range of pressure centered at the vapor pressure. Such a variation can be represented by a sinusoidal curve 10 , by a polynomial curve 8 , etc. In all cases, the maximum slope of the curve occurs at the vapor pressure. Alternatively, the barotropic relation can be derived from an isenthalpic model 3 , which leads to a non-continuous slope of the barotropic curve at the saturation pressure.
For the present study a simple sinusoidal law, following ref. 10 , has been chosen. In the framework of the overall project, other cavitation models are being developed, including isenthalpic equilibrium and thermal non-equilibrium models 11 ; these new models will be presented in an upcoming paper.
In the homogeneous approach and in the hypothesis of thermodynamic equilibrium the governing equations to solve are the Navier-Stokes equations written in the unsteady, compressible form for a single fluid without the energy conservation equation; the barotropic state law completes the set of equations. Therefore, the model may be written as three partial differential equations and one algebraic equation of state:
where the viscosity of the mixture is calculated from 9 :
The barotropic variation in the two-phase zone is represented by the following relation, as shown in Fig. 1 :
The density derivative with respect to pressure is
And so one finds that the speed of sound goes to infinity for p=p g and for p=p l (incompressible regions) and is equal to a min for p=p v . The minimum speed of sound, a min , is the parameter that determines the maximum slope of the barotropic curve.
Fig. 1 -Barotropic law
In this approach, it is necessary to specify three constants: the minimum speed of sound, the liquid density and the vapor density. For the last two properties one can choose the density values corresponding to the equilibrium conditions (for a fixed temperature). A reasonable value of a min could be assumed in the range limited by the values obtained by the dynamic approach of Jakobsen 1 and the isoenthalpic transformation approach 3 , which give considerably different values of minimum speed of sound. The effects of the minimum speed of sound on the flow solution are discussed in a separate paper. It is important to notice that, according to this cavitation model, the value of pressure below which vapor formation begins is p l , the pressure at which the liquid density is reached; therefore, this value is used for the saturation pressure in the definition of the cavitation number.
Numerical approach
The choice of the numerical method to approach cavitation is very critical. In fact, a cavitating flow presents huge gradients at the liquid-vapor interface. Furthermore, the flow field goes from incompressible in the one-phase regions to highly supersonic where a liquid-vapor mixture is present. Thus, the main requirements for the flow solver are the capability to work well in a wide Mach number spectrum, from zero to Mach>>1, and the shockcapturing or interface-capturing property, in order to solve correctly the liquid-vapor surface discontinuity.
The most suitable methodology to solve the governing equations seems to be a pressurebased method with a finite volume discretization written in conservative form, based on the SIMPLE (Semi Implicit Method for Pressure Linked Equations) algorithm 12 , with Karki compressibility correction 13 .
The code developed in the present work, named ALL2D, can be applied to both plane and axisymmetric configurations; it can work in steady or unsteady conditions and can be used to simulate both inviscid and viscous laminar flows. A nonoscillatory TVD (Total Variation Diminishing) 2 nd order scheme, derived from SMART 14 (Sharp and monotonic Algorithm for Realist Transport), is adopted in the developed code.
ALL2D works with a body-fitted grid; the governing Eqs. (1), (2) and (3) have been reported here only in a Cartesian coordinate system for simplicity. The actual form of the governing equations implemented in the code can be found in Kadja and Leschziner 15 . As in all the methods derived from the SIMPLE algorithm, also in ALL2D it is necessary to execute the so-called under-relaxation at the end of each iteration to promote stability. The value of the general variable φ at location L can be expressed by:
where ω φ is a value between zero and one.
Particular attention must be paid when the flow is cavitating; in this case, to avoid abrupt oscillations of density, the under-relaxation of pressure must be limited by imposing that the pressure correction is always less than (p l -p g ). A way to achieve this is to introduce a varying under-relaxation factor, which depends on the pressure correction itself, as follows:
Validation

Head Forms
The numerical method has been validated using the experimental data available from Rouse and McNown 16 , consisting in pressure measurements on the surface of some head forms at zero angle of yaw, in water under steady state conditions. Although these experiments are very old, the data is quite reliable. Among the several tests reported in Rouse and McNown 16 two different head form shapes have been chosen. Both head forms belong to the so-called "Rounded Series"; in particular, they are called " 2"-Caliber Ogival" and "Hemispherical" head forms (Fig. 2) .
The comparison between numerical and experimental data has been made for each geometry at two different flow conditions corresponding to incipient cavitation and fully developed cavitation (see Table 1 ). Following the terminology adopted in Rouse and McNown a cavitation index, K, is defined as: 
Tab. 1 -Validation test cases
The simulations have been performed neglecting the viscous effects (Euler approximation) and assuming a minimum speed of sound of 0.12 m/s. The latter value has been chosen after an accurate tuning phase. In particular, the assumed minimum speed of sound is the value that leads to the best matching between computed results and experimental data for the 2-Caliber Ogival Headform test case in fully developed cavitation; this value is then maintained constant for all the other cases.
The calculations have been carried out assuming a temperature of 320 K; the corresponding density ratio is equal to 13305 (989/0.072) and the vapor pressure is equal to 10530 Pa. Both the very high density ratio and the very low speed of sound represent quite severe conditions: in most of the works found in the open literature on the numerical modeling of cavitation using a barotropic law of state, a maximum value of density ratio of 1000 and a minimum speed of sound of 0.5-1 m/s is reported (Delannoy and Keuny 10 , Hoeijmakers et al.
17
, for example). For all simulations, the total pressure at inlet and the static pressure at outlet have been imposed as boundary conditions. A computational grid of 151x69 points and of 179x62 points has been adopted for the ogival and hemispherical head forms, respectively.
The comparison between calculated and measured C p distributions along the surface of the ogival head form is shown in Fig. 3 ; this case corresponds to the onset of cavitation, as shown by the small zone where the C p remains almost constant. A good agreement between computed and experimental values is attained. This agreement is still good in the case of fully developed cavitation, as shown in Fig. 4 : the length of the vapor bubble has been captured rather well. The discrepancy in the re-condensation zone, where the computation shows a shock, is probably due to a combination of different reasons, including viscous effects, thermal non-equilibrium effects, as well as a poor spatial resolution in the experimental data. The vapor bubble is shown in Fig. 5 . Fig. 6 shows the C p distribution on the hemispherical head form, corresponding to the onset of cavitation; the comparison of numerical and experimental values is again quite satisfactory.
The most severe case is represented by the fully developed cavitation on the hemispherical head form. Also for this case, agreement is excellent up to the end of the cavity where some discrepancy can be noted at re-condensation (Fig.  7) . The very large vapor bubble obtained in this case is illustrated in Fig. 8 ; the streamlines clearly show the displacement effect caused by the bubble.
NACA0015 Airfoil
Simulations of a NACA0015 airfoil have been performed at different angles of attack and cavitation numbers to verify the capability of the computer code to resolve the main flow features and the cavitation bubble. No experimental results were available in this case for steady conditions.
The thermodynamic conditions are the same as the previous case, hence water at 320 K has been assumed as working fluid. An inlet velocity of 3 m/s and a pressure at the exit of 17000 Pa have been fixed as boundary conditions. A C-grid with 162x61 nodes has been employed. Fig. 9 is a density contour plot for the airfoil at 4 degree angle of attack. A large cavitation bubble develops on the suction side of the airfoil, originating from a point close to the leading edge and extending up to about half chord length. A normal shock wave is clearly visible at the end of the bubble, where a sudden recondensation occurs. The streamlines tend to follow the cavity and separate from the airfoil surface.
If the angle of attack is increased to 8 degrees, the flow becomes unstable, with a periodic detachment of vapor bubbles.
The detailed description of the flow evolution is rather complicated and is beyond the scope of the present work. However, it is interesting to show that the current model is capable to capture the so-called reentrant jet (Fig. 10) , a flow inversion downstream of the main bubble, with a liquid jet traveling upstream along the surface of the airfoil, which eventually breaks the cavity into two or more smaller bubbles that are then transported downstream in the main flow.
Results and Discussion
The numerical model has been applied to the simulation of a typical inducer geometry. In particular, a 9° Helical Inducer referred to as Impeller III in Brennen 18 , has been selected. The numerical analysis has regarded 2D simulations of the blade-to-blade flow at a fixed radial position.
Cascade representation
The particular inducer considered in the present analysis is an axial, helical inducer, with three blades having straight, radial leading edges; since the pitch of the helix is constant, the development of a cylindrical section leads to a cascade representation with straight blades and constant blade angle β b (Fig. 11) The data regarding the exact shape and size of leading and trailing edges of this inducer are unknown, so in the performed calculations a sharp wedge shape of 3.60 degrees, as shown in Fig. 11 , has been arbitrarily assumed for both leading and trailing edges. The complete geometrical data set defining the cascade at five radial locations is summarized in Tab. 2. 
Tab. 2 -Cascade geometrical data
For each value of the radius r, x r is defined as the percent radial position with respect to the blade
height, x r =(r-R H )/(R T -R H )
, h is the distance between two foils in the cascade measured at the leading edge, n is the normal distance between two consecutive foils, c represents the length of a foil and s its thickness (see Fig. 11 ). The cascade at x r = 0.5 has been considered in the present analysis.
Computational
Domain and Boundary Conditions
The computational domain is represented by the region comprised between the suction and pressure sides of two consecutive foils. Upstream of the two foils, the domain is delimited by two lines parallel to the relative inlet velocity, while two lines parallel to the foil surface are placed downstream; the domain is closed by two vertical lines at inlet and outlet. The computational domain is shown in the upper right corner of Fig 12. At inlet, a uniform value of the relative velocity, W 1 , has been assumed. The flow inlet angle is β 1 so that the incidence angle is α= β b1 -β 1 . A uniform pressure has been assigned at the exit plane.
A no-penetration condition has been imposed at the blade surface. For the other boundaries, classical periodic conditions have been adopted.
The domain has been discretized in 220x90 grid points; the computational grid is illustrated in Fig. 12 , where two computational domains are shown, one on top of the other, for ease of visualization. A grid independence analysis has been initially performed using a finer grid of 300x150 and a coarser grid of 180x60 points. Some discrepancies were observed in the results obtained with the coarse and medium (reference) grids. Only one computation was carried out with the finer grid, which involved a very long computer time, with negligible differences in the flow when compared to the medium grid. Therefore, all calculations were performed with the medium grid (220x90). 
Operating Conditions
Thermodynamic Properties
Tab. 3 Thermodynamic properties for water
A minimum speed of sound of 1.0 m/s has been assumed. This seems to be a reasonable value, within the range defined by the isoenthalpic model 3 and the dynamic approach 1 , which provide the values a min = 0.17m/s and a min = 8.16 m/s, respectively.
Under these conditions, six test cases have been carried out varying the exit pressure between the two limits corresponding to non-cavitating flow and fully choked cavitating flow, as summarized in Tab. 4. Fully choked cavitation is attained when the whole length of the inducer blade airfoil is covered by a cavitation stream. The cavitation number at which such event occurs is called the choked cavitation number, and indicated with σ c . It should be noted that the cavitation number is defined as in Brennen 18 , in which the value of p l is used for the saturation pressure. 
Tab. 4 Run matrix
Flow field results
The values of the choked cavitation number, σ c , is available for the case under considerations. To reach gradually the choked condition and, at the same time, to analyze the intermediate behavior, the exit pressure has been progressively reduced starting from a non-cavitating condition. The onset of cavitation occurs when the exit pressure is decreased below 200000 Pa, corresponding to a cavitation number of 0.19. This event is revealed by the pressure distributions on the suction side of the inducer foil, as well as upstream and downstream (measured along the grid line at j=1), shown in Fig. 13 for cases a and b; the short horizontal segment of the case b curve at the inducer leading edge indicates the appearance of the liquid-vapor mixture. As a matter of fact, the length of this horizontal segment is a measure of cavitation extension.
The further decrease of the exit pressure produces as a result an enlargement of the cavitation region. This is visible in Fig. 14 , where the pressure distributions along the suction side of the inducer foil are reported for cases c and d.
The density contour plots for the four cases a-d are reported in Fig. 15 , and again illustrate the onset and growth of the vapor cavity. The thickness of the bubble for the cases b , c, and d can be estimated from the figure. The rotations of the streamlines around the bubble is also clearly visible; the liquid-vapor mixture zone represents a sort of an obstacle that displaces the streamlines, thus creating vorticity and consequently dissipation. It should be noted that Fig. 15 is not to scale.
The exit pressure at which the choked condition is reached is about 157000 Pa and the associated value of σ is 0.0105. For this case, Brennen 18 reports a value obtained by means of an empirical correlation, equal to 0.009. The experimental value of the breakdown cavitation number, that is the value of the cavitation number at which a choked condition is reached at any radial station, is also reported; for Impeller III, this value is equal to 0.012. Taking into account all the approximations made in the present analysis, the agreement is considered to be excellent. The behavior of the choked cavitating flow is shown in Fig. 16 by means of the pressure distribution. The vapor cavity now extends over the entire foil surface, as shown by the flat segment between x=0 and x=0. 13 . It is interesting to note that in this condition, as in the case of choked supersonic flow, no changes occur upstream of the choked field zone by further decreasing the exit pressure. This is revealed by the fact that the pressure curves at 150000 Pa and at 157000 Pa are exactly overlapped upstream of the cavitating zone. In both cases, the re-condensation occurs by a normal shock much stronger than in the non-choked cases. The density contour plot for the choked condition, case e, reported in Fig. 17 , impressively shows the behavior of flow when the whole suction side of the inducer foil is wetted by a cavitating stream.
Conclusions and further developments
The development of a numerical tool to investigate cavitating flows in devices such as a turbopump inducer has been presented in this paper. A barotropic cavitation model is implemented within a 2-D planar and axisymmetric Euler/NavierStokes flow solver. This work represents the first step of a larger development effort to make available a reliable computational tool for the analysis of cavitation in propulsion devices.
Simulations of four steady test cases of ogival and hemispherical axisymmetric head forms have been carried out to validate the model. For all the flow field configurations, the computed results are in good agreement with the available experimental data. The only discrepancies are observed in proximity of the re-condensation zone. Simulations of a NACA0015 airfoil at different angles of attack have also been performed to verify the capability of the computer code to capture the vapor cavity and the relevant flow features.
Then, the numerical tool has been applied to the simulation of the cavitating flow field in a 9° helical inducer, using a cascade representation. Several runs have been executed, varying the exit pressure in a manner to decrease gradually the value of the cavitation number until a choked condition is reached. Despite the approximations and assumptions made, especially regarding the negligible viscous effects and the simple barotropic cavitation model, the value of the computed choked cavitation number is in excellent agreement with the value reported in Brennen 18 . In terms of physical modeling, the possibility to introduce more advanced forms of the law of state or new differential equations within ALL2D to take into account non-equilibrium effects is currently being evaluated. The possible implementation of new equations is linked to the successful development and validation of improved models reflecting more closely the physics of the cavitation phenomenon.
In addition, the understanding of the interactions of cavitation with other effects, such as turbulence, will be investigated.. The huge difficulty to improve the understanding of such phenomena justifies once more the simplicity of the assumptions adopted in this work for the state law and the Euler approximation. 
