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Abstract-In this paper we develop anumber of probabilistic results related to a combinatorial representation 
of the real number system. This representation employs an algorithmic definition of the arithmetic operations 
analogous tothat used by a computer. A carry function for each place is defined and the distribution of these 
functions is characterized in terms of classical combinatorial polynomials. 
1. INTRODUCTION 
The phenomenal technological advancements of the last thirty years in the field of com- 
puting have had profound effects upon almost every facet of recent mathematical (and 
indeed, scientific) endeavour. The ability to generate, analyse, store and retrieve tremendous 
quantities of information in a relatively short space of time has proved an irresistible lure to 
researchers. Little need be said regarding the obvious contribution of computer hardware and 
software sophistication to problems and practice in applied mathematics, tatistics and related 
disciplines. Less well known but just as crucial has been the application of computer technology 
to a large variety of problems in algebra[l, 21, automata[3,4], combinatorial theory[2,3], coding 
theory[3,5,6], graph theory[7] and logic[8]. 
Recently, however, the computer has instigated afundamental philosophical restructuring of 
representations of the real number system based upon an algorithmic point of view[9-121. This 
new representation shuns the classical magnitude interpretation of real numbers and substitutes a 
formal combinatorial construction which, while permitting considerable redundancies, greatly 
simplifies arithmetic operations. Of great interest is the fact that this new representation 
formalizes the use of the elementary concept of a carry in arithmetic, a notion with which no 
school-age child is unfamiliar. 
The present work investigates a number of probabilistic onsiderations generated by the 
above theory. In particular we develop the probability distributions of various carry functions 
associated with the addition operation. A variety of numerical bounds are established and 
relationships are drawn to classical combinatorial polynomials. 
Our terminology and notation are rather standard. By a random number, or a number chosen 
at random, we always mean a uniform random variable in [0, l), where the usual Lebesque 
measure is taken on [0, 1); if A,, . . . , A. are random numbers, then A,, . . . , A, are independent 
uniform random variables in [0, 1). For a random number A we can write A in binary notation as 
A =0.ala2a3...; (1.1) 
where each a, is a Bernoulli random variable taking the values zero and one with equal 
probability, and the random variables {a.} are independent. We call a, a Boolean random 
variable ; note that A = C.,, a. 12”. 
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If X is any random variable denote the event “X equals ~1” by (X = a). If E and F are two 
events, then E v F and EA F are the conjunction and disjunction respectively of these events. If 
X and Y are random variables we sometimes write (X = a A Y = b) in place of (X = U)A( Y = 6). 
Finally, P(A) denotes the probability of event A, where P is the usual probability measure on 
[O, 1). 
2. CARRY DISTRIBUTIONS IN RANDOM SUMS 
LetA,,A*,.. . , A. be n random numbers, where the I’” digit of the binary expansion of Ai is 
ai]. Define S,,=A,+A2+*.. + A,, ; write S, in binary notation as 
S n = sl;ls’_“’ k+, . . . sb”’ * s:“‘s:“‘s:“’ . . . . (2.1) 
The sum S,, is a random variable in 10, n), whence slz’ = 0 if k > [log2 n]. Each sl”’ is a Boolean 
random variable, and further, 
Sin) = ai1 + aiz+ * * * + Ui” + Cl”), (2.2) 
where the addition on the right hand side of (2.2) is performed module 2, and Cl”’ is a Boolean 
random variable defined by (2.2). We call Cic”’ the carry into the ilh position [10, 111. It is trivial to 
see that this definition coincides with the familiar notion of the carry in binary arithmetic when 
the summands have only a finite number of non-zero digits. Explicit formulas for the carry Cl”’ in 
terms of certain elementary symmetric Boolean functions appear in[ 101; by way of example we 
set down the formula for Cb2’: 
Cal= u11412+(all+ u12)(u2,u22+(a21 +a22)(a3*as2+~ * a)). (2.3) 
Note that all additions and multiplications indicated on the right side of (2.3) are to be carried out 
in the field GF(2) (i.e. they are Boolean operations). The formula for C$ can be obtained from 
(2.3) by increasing all subscripts by j. 
Our present purpose is to establish the distribution of the random variable Cl”’ for any integer 
i and any positive integer n. Since this is a Boolean variable it suffices to determine P (CY’ = 0). 
We begin with a simplifying result. 
PROPOSITION. For every i 2 1, P(CI”’ = 0) = P(CI;’ = 0). 
Proof. Using[lO] we can give an explicit expression for CT’ of the form 
C?’ = f(uo,1, . . . , a,,; Ul.1, . . . , al.,; . . 2; 
the expression for Cl”’ is of the same functional form as that for Cb”‘, the only difference being 
that the indices of the digits are all increased by j, i.e. 
cl”‘=f(ai.I,. . ,aj..; aj+1.1,. . . , a/+1..;.  J
For j > 0, all the digits a,, of the numbers Ai are identically distributed and independent so it 
follows that CT’ and Cy’ are identkally distributed for j > 0. 
It follows that it is sufficient o consider the carries C’_;l for k 2 0. Elementary numerical 
considerations yield the expression 
[n/2'+'] 
(C'_;l=O)= v [2k(2r) I S” < (2r + 1)2k], 
r-0 
(2.4) 
where the symbol v represents the union of the events in question, since S. must contain an even 
number of multiples of 2k. Hence, 
P(CL;1= 0) = 2 P((2r)2k I S” < (2r + 1)2’) (2.5) 
I 
where r ranges over 0, 1,2, . . . , n/2”‘]. Now 
P((2r)2k 5.9. <(2r+1)2k)= 2 P(2'+'r+ j’s” <2*+‘r+j+l) 
i-0 
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where cu(n, k)= P(k - 15 S. <k). Thus we have, changing the 
substituting, 
index of summation and 
P(CT = 0) = T 5 g, a(n, 2*+‘r + j) 
=z+iC a(n,2'+'r+j). 
Define 
H..k(j)=;I-ix a(n,2'+'r+j). . I (2.6) 
Then n !H,,r(j) is the sum of all the probabilities a(n, p) with p = j (mod 2k+‘), and 
P(CL;I = 0) = 2 H,.k(j). 
i : 
j-1 
(2.7) 
Recall that S, is the sum of n independent uniform random variables on [O, 1); hence the 
distribution F, of S. is the n-fold convolution of the uniform distribution [ 13, 141 and is given by 
It has been proved elsewhere[l5] that the numbers II! a(n, k) are the classical Eulerian 
numbers[9,12,15-171. Hence we have characterized the distribution function of the carry 
variable in terms of certain sums of Eulerian numbers. Summarizing we have 
PROPOSITION 2.1. Let k 2 0 and suppose that H,,.rXj) is defined by (2.6). Then P(C!!i= 0) = 
z::, H,.,O’). 
COROLLARY 2.2. Let n = 2’ for any positive integer t > k 2 0. Then P(C!? = 0) = f. 
Proof This corollary follows from a number of known properties of the Eulerian 
numbers[l%171. An alternative (direct) proof is the following: note first that [n/2’“] = 2’-*-I. 
Hence (2.5) becomes 
2,-“-a 
P(C!!y = 0) = c P((2r)2k I S” < (2r + 1)2*). (2.8) 
r-cl 
By an obvious symmetry argument i is clear that 
P(S” 5 k) = P(S” L n -k), 
hence 
z,-‘-1 
P(C?i = 0) = x P((2r + 1)2’ 5 S” < (2r + 2)2’). 
r-0 
(2.9) 
(2.10) 
The desired result now follows. 
As a special case, set k = 0. Then P(C, - (“) 0) is the probability that the digit in the zeroth 
place in the binary expansion of the sum is zero. By (2.7) we have that this probability is the 
normalized sum of Eulerian numbers of odd (second) index. 
It seems reasonable, specially in view of the above Corollary, to expect hat as n increases 
the quantity P(C!!‘i = 0) for fixed k 2 0 should approach f (since increasing the number of 
summands further “randomizes” the carries into a fixed position). Indeed this conjecture is easily 
verified by using a result proved elsewhere[l5] concerning the numbers H”,d), namely 
LEMMA 2.3. Let H..,(j) be defined as in (2.6). Then 
lim H,. t(j) = &. 
“- 
Using the Lemma we immediately deduce 
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PROPOS~~ON 2.4. For any k 2 0, lim P(C’-;I = 0) = t. 
n 
Proof. From (2.7) 
lim P( C’_;l = 0) = 2 (lim H,. &)) 
n i-l n 
For the special case k = 0 a rather unexpected formula can be derived which leads to some 
good numerical bounds for the probability P(CI;’ = 0). We briefly sketch the derivation of the 
formula in question; the interested reader may consult[l2] for the details. 
Let E.(x) be the Euler polynomial of degree n [18], defined by 
4 c 
ME,(x) =$, (2.11) 
where it4 is the mean difference operator from the finite difference calculus. The ordinary 
generating function for this polynomial sequence is classical, namely, 
(2.12) 
Further it can be shown (by comparing enerating functions) that 
E.(x)=~~~(-l)tUI(n,k;x), 
where a(n, k; x) is the Eulerian polynomial given by 
(2.13) 
We remark that (r (n, k ; 0) = n ! a (n, k). Hence setting x = 0 in (2.13) and using (2.6) and (2.7) it is 
straightforward to show that 
PROPOSIRON 2.5. Let E.(x) be the Euler polynomial of degree n. Then 
P(CY=O)=;-2”-‘Em(O). (2.15) 
The following results are a direct consequence of (2.15) together with some well-known 
results on the numbers E.(O) (see[l8]). 
COROLLARY 2.6. (a) If n = 1 (mod 4), then 
(b) If n = 3 (mod 4), then 
Note that the cases n = 0, 2 (mod 4) are already covered by Corollary 2.2. 
That is, the values of P(C6”’ = 0) oscillate in a regular way about i, and tend to be $ as n + 00. 
3. CONCLUSIONS 
The analysis presented above is given to indicate the flavour of the potential results in this 
area. In particular, further results have been obtained regarding the joint distributions of the 
carries, as well as the carry distributions associated with other arithmetic operations, such as 
multiplication and inversion. The results in these areas tend to be more complicated and less 
elegant han the formulas given in Section 2. 
In another direction, a problem of much interest in numerical situations has to do with the 
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introduction and propagation of error. The classical example of such a situation (and one on 
which almost all error analysts have concentrated) is the truncation of data and its effects on the 
results of subsequent computations. In terms of the above ideas this problem is seen to be related 
to the magnitudes of the carries propagated into the various positions. In a related but somewhat 
different vein are the effects of imprecise initial data and the subsequent error propagation as 
computation proceeds. For arbitrary numbers of operands these problems become very difficult 
to analyse. The carry analysis developed here may offer an alternative view of these problems. 
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