Abstract-The Global Positioning System, also known with the acronym GPS, is today widely used in civil and military applications, as for correct object positioning, as in other fields (ionospheric inferences, soil mapping and characterization, and so on). A limitation in the accuracy retrievable by differential GPS measures is due to multipath error which arises when GPS signal is reflected by surfaces around the antenna. In particular, many GPS receivers are projected with firmware implemented by means of classical mathematic algorithms, which can minimize multipath errors. This paper describes project criteria and experimental results obtained by a multipath rejection system based on Radial Basis Function Neural Networks, compared with measures retrieved by a commercial Differential GPS receiver.
Introduction
One of the most relevant source of error in GPS differential measures is due to reflection of signal coming from satellite by surfaces around GPS antenna. This phenomenon introduces a distortion in error phase measurements, which in scientific literature is normally defined as multipath error [1] . In order to reduce its influence, many solutions have been studied, working at level of elaboration of received GPS signal at ground. In order to deject multipath effect, further methods are to position GPS antennas where reflections of signal coming from GPS constellation are minimized, or to give extended ground plane to GPS antennas. In many cases, however, these solutions are practically difficult to apply: an example is the installation of a GPS antenna on a satellite in order to calculate its correct position in real-time. Nowadays, the most part of commercialized Differential GPS (DGPS) receivers are able to grant performances of multipath rejection in the order of 75%, with obtaining times averagely near of 10 s. In scientific environment there is the requirement to obtain an expert and quick inferential model, that can guarantee multipath rejection quality at least comparable to classical models, but with better flexibility and robustness qualities, smaller computational complexity and lower calculus times during regression phase, for real-time applications. Therefore, a Radial Basis Function Neural Network (RBFNN) is used to calculate multipath biases, comparing retrieved simulation results with measurements obtained by a commercial DGPS receiver. Two quantities have been considered to evaluate our RBFNN model: gaps between RBFNN simulations and DGPS measurements, and elapsed times for retrieving RBFNN results and DGPS measurements. In detail, the paper is structured according to the following schema: section 2 describes the fundamental of DGPS, with a brief explanation of multipath effect; in section 3 RBFNN are drawn up; the case study and the campaigns of measurements are respectively pointed out in section 4 and 5; section 6 is used to show RBFNN simulation results and, finally, some conclusions are illustrated in section 7.
Differential GPS: the Multipath Minimization Problem
The NavSTAR GPS (Navigation Satellite Timing And Ranging Global Positioning System) system was originally borne in USA for military purposes; it allows the three-dimensional positioning of objects (also moving) to be identified by means of information coming from a geostationary satellite system by using distance measuring spatial intersections (ground receiver -orbit satellite). Mainly two kinds of GPS measures can be used [2] : the pseudo-range and phase measures. GPS satellites transmit on two frequencies, L1 (1575.42 MHz) and L2 (1227.6 MHz), of which the C/A code is modulated only on L1 while the P code is modulated on both frequencies [3] . Mathematically, the pseudorange observable is formulated as follows [4] : 
where Φ is the observed integrated carrier phase ([m]), λ is the wavelength ([m]), N is the integer ambiguity (integer number of wavelengths between the satellite and the receiver), ε Φ is the receiver carrier phase noise plus multipath ([m] ). In an attempt to reduce the errors in positioning results using equations (1) and (2), the difference between observations from two different receivers but the same satellite are considered. Therefore, the satellite clock error, is completely eliminated while the atmospheric and orbital errors are significantly reduced. This method is commonly referred to as DGPS. By further differencing the observables between satellites (see Fig. 1 ), the receiver clock error term is also eliminated and the double difference equations (represented by ∆∇) become: ∆∇p = ∆∇ρ + ∆∇dρ + ∆∇d ion + ∆∇d trop + ∆∇ε p (3) ∆∇Φ = ∆∇ρ + ∆∇dρ + λ∆∇N − ∆∇d ion + ∆∇d trop + ∆∇ε Φ (4) The main advantage of the double difference observation is that the receiver clock errors are eliminated, and ionospheric, tropospheric, and orbital errors are reduced. 
Multipath errors
Multipath is defined as "the phenomena whereby a signal arrives at a receiver via multiple paths" [5] . It can be caused by almost any reflective surface near the antenna (Fig. 2 ). For short baselines (i.e. <10 km), multipath is usually the largest error source. Under severe multipath conditions, errors can reach 1 wavelength (i.e. 1 chip length) for code observations or 1/4 of a wavelength for phase observations. Recently, improvement has been made in receiver design to reduce the effect of multipath in code measurements, with percentages equal to 75% depending on the multipath delay. 
Radial Basis Function Neural Networks
Adaptive Neural Networks are very good tools for non-linear approximation [6] . Neural networks are composed of simple elements operating in parallel. These elements are inspired by biological nervous systems. As in nature, the network function is determined largely by the connections between elements. Commonly neural networks are adjusted, or trained, so that a particular input leads to a specific target output. It is possible to train a neural network to perform a particular function by adjusting the values of the connections (weights) between elements. Typically many such input/target pairs are used, in this supervised learning, to train a network. Therefore, Adaptive Neural Networks are basically adaptive systems that "learn" to correctly execute a defined job (complex, non linear and multi-variable relations) by using some examples [7] . RBFNNs have capabilities to solve function approximation problems [8] . RBFNNs consist of three layers of nodes: more than input and output layers, RBFNNs have a hidden layer, where Radial Basis Functions are applied on the input data. A schematic representation of RBFNN is described in Fig. 3 :
The dist box in this figure accepts the input vector p and the input weight matrix IW 1,1 , and produces a vector having S 1 elements. The elements are the distances between the input vector and vectors i IW 1,1 formed from the rows of the input weight matrix. We can understand how this network behaves by following an input vector p through the network to the output a 2 . If we present an input vector to such a network, each neuron in the radial basis layer will output a value according to how close the input vector is to each neuron's weight vector. Thus, radial basis neurons with weight vectors quite different from the input vector p have outputs near zero. These small outputs have only a negligible effect on the linear output neurons. In contrast, a radial basis neuron with a weight vector close to the input vector p produces a value near 1. If a neuron has an output of 1 its output weights in the second layer pass their values to the linear neurons in the second layer. In fact, if only one radial basis neuron had an output of 1, and all others had outputs of 0's (or very close to 0), the output of the linear layer would be the active neuron's output weights. This would, however, be an extreme case. Typically several neurons are always firing, to varying degrees.
The Case Study
Faculty of Engineering of University "Mediterranea" of Reggio Calabria (Italy) activated a stable network to monitor relative movements of Sicilian and Calabrian shores inner the area of Stretto di Messina by means GPS techniques. Since vertexes of a main network cannot make movements in the order of the measure uncertainty (10 −6 ÷10 −7 ), it has been necessary to implement a control subnet for each main vertex. One of these subnets is composed by 4 vertexes (Fig. 4) ; they are located in a surely stable area with an optimal visibility of satellites. It has been chosen short bases in order to avoid tropospheric and ionospheric errors; but it has been retrieved multipath errors in base 2-4, due to reflecting surfaces near one of the vertexes.
Therefore, it has been exploited a RBFNN-based system in order to minimize multipath errors, evaluating multipath as a function of other GPS quantities. RBFNNs are able to approximate the trend of a function after a training procedure, which is carried out by a collection of data examples. Therefore, it is necessary to make a measurement campaign in order to implement a dataset of training (DBTrain) and another to test the behavior of RBFNN (DBTest). 
Data Collection Campaign and RBF Simulation Results
The data collection campaign has been carried out inner the area described on section 4, by means of a L1/L2 GPS antenna without multipath rejection, in two different days (acquisition times about equal to 24 hours). Multipath error has subsequently been calculated by means of equation (5), representing a simplified schematization of phase differential measure:
where b is baseline direction; s is the arrival direction of GPS signal; ∆ϕ is the fractional part of phase differential measure (observable); ∆ϕ ric is the receiver noise (white noise with standard deviation approximately equal to 1-2 mm.); ∆ϕ bias is the bias noise, considered as a constant (autocalibration procedure); ∆ϕ mp is the multipath error (highly correlated coloured noise). It is possible to obtain the ∆ϕ mp value expressed in degree for each base, by a comparison with the opportune "nominal reference" and after approximations of bias and noise in equation (5) . Moreover, it is necessary to verify that approximations influence the measure value without changing it, if the measure is compared by means of different antennas. This value is calculated by exploiting the position of the two receivers and the satellite providing GPS signal; the satellite position is defined by azimuth and elevation and is retrievable by ephemeredes of GPS signal. By using a classical GPS antenna without multipath rejection, a set of measurements has been carried out in different places of Reggio Calabria, Italy. So, a set of values has been collected for each of the following quantities (see eq. 5): b, ∆ϕ, ∆ϕ ric , ∆ϕ bias ; let us define, for each measurement, these quantities as an input pattern. Subsequently, by using equations (5), (4) and (2) the ∆ϕ mp values (output patterns) has been calculated, and each input pattern has been linked to its proper output pattern, making a so called data pattern. So, a set of 1500 data patterns has been collected in order to implement the database used for training phase of RBFNN. The trained RBFNN retrieved by Neural Network Matlab Toolbox has been subsequently tested inner the base 2-4 (Fig. 4) . Specifically, it has been considered mean, standard deviation and Round Mean Square (RMS) of errors introduced by ∆ϕ mp . They have been obtained after the elaboration of raw data during the 24 hours of acquisition using all visible satellites. Retrieved results demonstrate a reduction of multipath effect in average equal to 45%, in standard deviation of 20% and in RMS of 25%. Moreover, performances of our approach have been tested measuring the slope distance of base 2-4. Measure retrieved by RBFNN-based system has been compared with ones retrieved by a LEICA SR530 receiver. Table 1 shows the measurements retrieved by LEICA SR530 and our RBFNN-based system for multipath rejection, compared with actual slope distance measured by classical techniques. Performances of our RBFNNbased system are also evaluated by a comparison of elapsed times to obtain 2-4 slope distance with the used commercial GPS receiver ( Table 2 ). 
Conclusions and Future Works
In this article, the problem of multipath in GPS measures has been analyzed. This is a very significant problem, above all when application field needs a great accuracy in GPS observation. By means of a classical GPS antenna, measurement campaigns has been carried out, and an heuristic system based on RBFNN has been considered in order to reject multipath effects. Performances of our RBFNN-based system for multipath rejection has been evaluated during the acquisition period and compared with measurements retrieved by commercial receiver LEICA SR530. Retrieved results show the following advantages of RBF approach:
• during the 24 hours of acquisition, the RBFNN-based system allows a reduction of multipath effect averagely equal to 30%;
• concerning the calculation of slope distance for base 2-4, a reduction of measure error about equal to 0.234% is obtained exploiting our RBFNN approach against the LEICA receiver;
• RBFNN-based system shows lower elaboration times than LEICA receiver; it is due to the lower computational complexity of the RBFNN-based system Therefore, the usage of RBFNNs to reduce multipath errors show very interesting results, even if, considering the approximations in (5) for bias and noise, they would have to be verified according to the application environment. Moreover, a further development will be the hardware deployment on FPGA of trained RBFNN, in order to build a Special Purpose Chip (SPC). The aim is to integrate the SPC into a GPS receiver without multipath minimization capabilities, in order to compare its performances with ones obtained by a multipath rejection antenna.
