series of pools for the subsequent couplings. The deviation from the ideal equimolar distribution of the final products is assessed by a special overall relative error, which is shown to be related to the Pearson statistic. Although the split/recombine sampling scheme is quite different from those used in analysis of categorical data, the Pearson statistic is shown to still follow a x2 distribution. This result allows us to derive the required number of beads such that, with 99%o confidence, the overall relative error is controlled to be less than a pregiven tolerable limit L1. In this paper, we also discuss another criterion, which determines the required number of beads so that, with 99%Yo confidence, all individual relative errors are controlled to be less than a pregiven tolerable limit L2 (0 < L2 < 1).
Section 1. Introduction
Combinatorial chemistry is gaining wide appeal as a technique for generating molecular diversity (1, 2) . Among the many combinatorial protocols, the split/recombine method is quite popular and particularly efficient at generating large libraries of compounds (3) (4) (5) (6) (7) . This technique allows the synthesis of modular molecules from fragment or monomer libraries as shown in Fig. 1 . In the process, several steps arise that require statistical sampling of a population of polymer beads (see below). It occurred to us that these samplings might introduce a significant random error into the experiment, which would result in deviation from the ideal equimolar distribution of final products and possibly the absence of a subset of compounds in the final product mixtures. We have studied the statistical sampling problems associated with the split/ recombine method and report here an analytical solution.
Consider the split/recombine synthesis of a compound set ABC (Fig. 1) . Polymer beads are equally divided into a series of pools and each pool is treated with a unique fragment A. The contents of each pool are then removed, mixed to uniformity, and redistributed equally among the pools. Each pool now contains all of the A fragments, but each bead contains only a single A. The B fragments are then added just as before: a unique B fragment goes to each pool. The contents of the pools are then recombined and redistributed as before. Each pool now contains the entire set of As and Bs, but as before each bead contains a unique A-B pair. The C fragments are added as before to derive the final set of compounds. This AiBjCi AiBjC2 AiBjCr3
Step 1.
Split n polymer beads into r, pools equally and synthesize each pool with one of r, fragments of the first set.
Step 2.
Recombine and mix the n beads to uniformity, then split them into r2 pools equally and synthesize each pool with one of r2 fragments of the second set.
Step 3. Again recombine and mix the n beads to uniformity, then split them into r3 technique affords an equimolar distribution of compounds ABC provided there are enough polymer beads at the start of the experiment. How many is enough? Since the magnitude of the sampling problem increases dramatically with the size of the library to be generated, we decided to rigorously examine the statistical consequences of the split/recombine method and to address how many beads are needed and appropriate in practice. This paper is organized as follows. In Section 2, we first define a special overall relative error (ORE), which measures the deviation from the ideal equimolar distribution of final products, and we discuss the statistical criterion for choosing the sample size n (i.e., the number of beads) in terms of controlling ORE to be less than a pregiven tolerable limit with a certain confidence level. Next 
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another criterion, which is based on controlling all individual relative errors. For this criterion, a conservative required sample size n is derived by using the Bonferroni method. In Section 4 we discuss how the tolerable limit should be chosen for each criterion, since the required sample size depends on the tolerable limit. In Section 5, we provide the justification of the theorems used in this paper.
Section 2. Results Based on ORE
The split/recombine method displayed in Fig. 1 Of course, it is desired to have Xili2.* *im= (n/R) for all i1i2 ... im so that all the compounds have an equimolar distribution. But in practice we would not get exactly Xi --= (n/R) for each iJ2 ... i Here one would like to consider how far the obtained amount Xi,i2 ...im is from the expected amount (n/R). Since X41i2...i -(n/R)I/(n/R) measures the relative error for compoundAi,Bi2
. . . Mim, the deviation from the ideal equimolar distribution of final products can be measured by the ORE
The objective is to determine how large a sample size n is required in order that, with (1 -a) 100% confidence, the ORE is controlled to be less than a pregiven tolerable limit L 1. In terms of statistical terminology, we want n large enough so that the probability of ORE being less than L1 is (1 -a). That is, rt zzi=z *.
In most cases, a is taken as 0.05 or 0.01, which corresponds to a 95% or 99% confidence level, respectively. The pregiven tolerable limit Ll should be chosen as a constant that does not depend on the sample size n (see Section 4).
To attain Eq. 2, we consider the Pearson statistic Y Irl=l i2= . Yrm"=1(XiIi2 ..-i -i (n/R))2/(n/R). [3] The relationship between ORE and Y is that ORE = [Y/(n/ R)]1/2. The main theorem we use in this section is about the asymptotic distribution of Y THEOREM 1. For any fixed m and ri, * rm, as n X, the Pearson statistic Y has an asymptotic chi-square distribution XV with degrees offreedom [4]
Notice that Eq. 2 can be rewritten as P(Y c L'(n/R)) = 1 -a. If n is large enough so that n 2 R(XV2( )/L2 [5] then Eq. 2 is guaranteed by Eqs. 4 
where Z(l-a) is the 100(1 -a)th percentile of the standard normal distribution. Corresponding to the frequently used values a = 0.05 and 0.01, Z0.95 = 1.644854, and Z0.99 = 2.326348. For practical experiments, the procedure to determine sample size based on ORE in a split/recombine synthesis with m coupling steps is summarized as follows.
(i) Decide an appropriate tolerable limit Li and choose the confidence level (1 -a)100%-e.g., as 95% (i.e., a = 0.05) or as 99% (i.e., a = 0.01).
(ii) For given ri, r2, , rm (i.e., the numbers of fragments used in the m coupling steps), calculate R = (rlr2 ... rm) and
(iv) Obtain the smallest n that satisfies Eq. 5. Then n is the number of beads needed in order that the ORE is controlled to be less than L1 at the (1 -a)100% confidence level. In practice the number of beads n has to be transfdrmed into a gram scale. For example, if the size of the bead is 90 ,um and 2.86 X 106 beads are -1 g, then the beads needed are n/(2.86 x 106) g.
Section 3. Results Based On Individual Relative Errors
In this section, we consider the criterion of controlling all individual relative errors. This criterion is to determine how large the sample size n is required in order that, with (1 -a)100% confidence, each individual relative error is controlled to be less than a pregiven tolerable limit L2 (where 0 < L2 <
. That is, we want to find the smallest sample size n that ensures P(Xili2... i-(n/R)I/(n/R) c L2 for all i1i2 im) = 1 -a. [7] The exact solution of the required n for Eq. 7 is very difficult to obtain, because the asymptotic joint distribution of all Xili2...im is quite complicated. Here we use the Bonferroni method to obtain a conservative solution for Eq. 7. The idea of the Bonferroni method is that if for every ili2 im P(Xili2 im-(n/R)I/(n/R) c L2) = 1 -(aR), [8] then P(i,2 im-(n/R)I/(n/R) s L2 for all iJ12 * * * im) Let Z(a/(2R)) be the 100(a/(2R))th percentile of the standard normal distribution N(0, 1). It follows from Theorem 2 that the probability of Xli2 ...i -(n/R)I/(nv/R2)1/2 being less than IZ(a/(2R))I iS (1 - (aIR) ). This implies that the solution for Eq. 8 is n 2, vz(2a/(2R) 2-1 [9] Hence the smallest n that satisfies Eq. 9 is the (conservative) required sample size for Eq. 7.
The percentile Z(a/(2R)) listed in most statistics books is for (a/(2R)) > 0.001. Here we need to use Z(a/(2R)) for much smaller (a/(2R)) because R can be as large as 2010 or more. Actually, Z(a/(2R)) can be obtained by using the following approximation (10) for anyp = a/(2R) within the range 0.5 p 2 10-320 Z(p) = t -[(co + clt + c2t2)/(1 + dlt + d2t2 + d3t3)], [10] where t = [-21n(p)]1/2, c0 = 2.515517, cl = 0.802853, c2 = 0.010328, d1 = 1.432788, d2 = 0.189269, and d3 = 0.001308. This approximation is quite accurate since for any 0.5 p 10-320 the absolute difference between this approximation and the true value is <4.5 x 10-4.
The procedure to determine sample size based on individual relative errors in a split/recombine synthesis experiment with m coupling steps is summarized as follows:
(i) Decide an appropriate tolerable limit L2 and choose the confidence level (1 -a)100%-e.g., as 95% (i.e., a = 0.05) or as 99% (i.e., a = 0.01).
(ii) For given ri, r2, *-, rm (i.e., the numbers of fragments used in the m coupling steps), calculate R = (rlr2 rm) and v = ((rlr2 ... r.) -(r, + r2 + --+ rm) + (m-1)).
(iii) Use p = a/(2R) in Eq. 10 to compute Z(a/(2R)).
(iv) Obtain the smallest n that satisfies Eq. 9. Then n is the number of beads needed in order that all individual relative errors are controlled to be less than L2 at the (1 -a)100% confidence level. and Z(o.oi/(2R)) = -4.8474, respectively. Thus, using Eq. 9, we could obtain Table 2 when the bead size is 90 ,tm. Table 2 shows that the choices of the tolerable limit L2 have substantial influence on the required amount of beads. The smaller the tolerable limit L2, the larger the required sample size n will be. Notice that when all individual relative errors are controlled to be less than L2, one would have that for all i1i2 ... im,
(1 -L2)(n/R) < Xili2 . *im < (1 + L2)(n/R).
If 0 < L2 < 1, then with (1 -a)100% confidence, each compound will exist and also will not overrepresent more than (L2)100% of the expected amount (n/R). This is the direct interpretation for the criterion based on individual relative errors. This is also the reason we want L2 to be <1. If the final products are desired to be very close to an equimolar distribution, then L2 should be taken to be close to 0. For the purpose of screening compounds, however, L2 may not need to be <0.05. If the potential presence of each compound is The split/recombine synthesis is 20 x 20 x 20 (i.e., three coupling steps; total of 8000 compounds to be generated).
*The size of the bead is 90 /.Lm; 2.86 x 106 beads are -1 g. 20 (i.e., three coupling steps; total of 8000 compounds to be generated). *The size of the bead is 90 ,um; 2.86 x 106 beads are -1 g. good enough, then L2 can be taken as 0.8 or 0.9. If we just want each compound to be represented, then L2 can be chosen as 0.99 or 0.999, which is very close to, but less than, 1. Another interpretation for this criterion is that with (1 -a)100% confidence, the maximum ratio of the concentrations for any two compounds in the final mixtures is <(1 + L2)/(1 -L2).
In practice, one can also use this interpretation to choose L2. If the maximum ratio of concentrations of any two compounds has to be less than a given value, then one can choose L2 so that (1 + L2)/(1 -L2) equals this given value. For example, if we want all concentration ratios to be <1.5, then letting (1 + L2)/(1 -L2) = 1.5 would give us L2 = 0.20.
Section 5. Appendix
This section is devoted to the proofs of Theorems 1 and 2. Here we give the proofs only for the case m = 3; all other cases can be obtained similarly (see Remark). Recall that when m = 3 (see Fig. 1 ), the generated compounds are {AjBi2Ci3; 1 c i1 < ri, 1 i2 ' r2, 1 . i3 < r3} and the number of beads carrying compound AiB'2C'3 is denoted as Xi2i3. The main idea of our approach is to represent Xili,3 by using random samples from the uniform (0, 1) distribution and then find its asymptotic distribution. To be more explicit, let n be the total beads used in the experiment and let (U1l, U12, . . ., Uln), (U21, U22, ... U2,,), and (U31, U32, ..., U3n) denote three independent random samples of size n from the uniform (0, 1) distribution. Forj = 1, 2, 3, let Qjk denote the rank of Ujk in the sample (Uji, Uj2, ... . Ujn). Thus, (Qll, Q12, . . ., Qn), (Q21, Q22, ... , Q2n) and (Q31, Q32, *--, Q3n) are three independent random permutations of (1, 2, . .. , n). If k = 1, 2, . .. , n is the index to label the n beads, then the outcome of the random values Qlk, Qz&, and Q3k determines which compound the kth bead carries. To see this, for j = 1, 2, 3, and i = 1, 2, . .. , rj, denote _k = 1 if (i -1)(n/rj) < Qjk s i(n/rj) Jii(k)-I otherwise. [11] Then the kth bead carries compound Ai1Bi2Ci3 if and only if Jli,(k) J2j,(k) J3j3(k) = 1. Hence X1'23 has the same distribution as n Xii2i, = E Jj1(k)J2 2(k)J3i3(k). [12] Indeed, the equal splitting in each step is satisfied by the facts n n n E Jjj,(k) = n/rl, E J2j2(k) = n/r2, and E J363(k) = n/r3. [13] k=1 k=1 k=1
Now we would like to find the asymptotic distribution of [Xi,123-(n/R)]/(n/R)'/2 where R = rlr2r3. Note that we cannot apply the central limit theorem to the summation in Eq. 12 because the random variables J1il(l)J2i2 (1)J3i3 (1), * *.
Jij,(n).2i2(n)J3j3(n) are dependent. 
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For m 2 5, the formula for X could be derived similarly, although it becomes very complicated. The main point is that these results are the key steps leading to Theorems 1 and 2.
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