Abstract-A smart phone camera based indoor guidance system to aid the visually impaired is presented. Most proposed systems for aiding the visually impaired with indoor navigation are not feasible for widespread use due to cost, usability, or portability. A smart phone vision-based indoor guidance system that is simple, accessible, inexpensive, and discrete is developed to aid the visually impaired to navigate unfamiliar environments such as public buildings. The system consists of a smart phone and a server. The smart phone captures and transmits pictures of the user's surroundings to the server. The server processes the images and matches them to a database of stored images of the building. After matching features, the location and orientation of the person is calculated using 3D location correspondence data stored for features of each image. Positional information is then transmitted back to the smart phone and communicated to the user via text-to-speech. This paper focuses on developing the vision technology for this unique application rather than building the complete system. Experimental results demonstrate the ability of the system to quickly and accurately determine the pose of the user in a university building.
INTRODUCTION
Visually impaired people need assistance to find their way in unfamiliar places. The current systems in place for helping the visually impaired are not sufficient for navigating unknown environments. There are two important requirements for navigation. The first is localization, or figuring out the person's current location. The second is path finding, or determining the route a person needs to take to get from one place to another. Neither of these needs is sufficiently met by Braille markings in buildings. More recently some indoor guidance systems have been developed with the visually impaired in mind. However, several problems keep these systems from being a feasible commercial solution. In this paper we present a unique 3-D vision algorithm that is suitable for building an indoor guidance system for the visually impaired that overcomes these obstacles.
In order to create an indoor guidance system that is simple, accessible, inexpensive, and discrete, we use a smart phone vision based system to help the visually impaired as they navigate unfamiliar environments such as public buildings. The system consists of a smart phone and a server. The smart phone captures and transmits pictures of the user's surroundings to the server. The server processes the images and matches them to a database of stored images of the building. The camera pose is calculated from the matched image, and the current location and navigation instructions are given to the user.
The only widespread solution for helping the visually impaired is Braille signs. A major problem with this system is that it is not adequate for navigation. Most public buildings include Braille signs on doors, elevators and other various locations. Although Braille signs provide some benefit, they are only helpful for learning where the person is. Braille signs do not offer directions. Finding the Braille signs is also an issue as one must feel around to locate the sign. Lastly, the largest problem with Braille is that most visually impaired people do not know Braille [1] , [2] . In the US only about 10 percent of legally blind people know Braille.
GPS has proved to be an indispensible tool as an outdoor navigational aid for everyone including the visually impaired. Programs have been developed for smart phones that utilize text-to-speech and voice commands to allow the visually impaired to take advantage of GPS guidance systems. However, GPS is inadequate for indoor navigation as the signal encounters too much interference to be usable.
Currently, there is no feasible solution to indoor navigation for the visually impaired. The traditional methods just discussed (Braille, GPS, spoken directions) are clearly not an optimal means for finding one's way in an unfamiliar indoor location. More recently, several systems have been tested for indoor navigation. Studies have shown that these technological aids improve the ability for the visually impaired to find their way [3] .
Unfortunately, many of these systems have complicated setups that cause the user to stand out or are awkward to use [4] . Other systems require cumbersome sensor rigs that hamper normal movement and are not suitable for people to carry around and use on a normal basis [3] , [4] . Moreover, studies show that visually impaired people would prefer to not attract unnecessary attention to themselves while using a navigation system [5] .
Another challenge to indoor navigation tools is the cost. The average user cannot afford a system, which may cost over $1,000. Additionally, the financial burden placed on a company's building to change infrastructure and accommodate a system is a factor that must be considered. A feasible, commercial solution requires a system to be compact, portable, light weight, discrete, and easy to use. The system must also be cost effective for both the user and provider. Lastly, the system should offer hands-free operation to allow users to hold personal belongings such as a guide cane or harness for a Seeing Eye dog, as these belongings are essential for obstacle avoidance.
In this paper we propose a novel solution for indoor route navigation that overcomes the limitations of other systems. Our proposed solution, dubbed the Seeing Eye Phone, uses a smart phone that can be worn around the user's neck that takes pictures in intervals from the user's location. The pictures are then sent to a server for image processing. The captured input image is compared against an image database of the building being navigated. The position and orientation of the user is estimated from the images, and then details are sent to the user about their current location as well as instructions to the desired location. This database is constructed offline with periodic images along with their stored feature points, 3D location, and other pertinent map information such as room numbers that one would look for on an indoor map.
II. PREVIOUS WORK
Many different technologies have been used for navigation and localization. With GPS devices quite prevalent, several systems have been implemented for outdoor guidance for the visually impaired [6] , [7] , [8] . GPS has proven to be an accurate and reliable method for outdoor navigation but fails when used indoors.
Only more recently have people been researching better indoor navigation systems. Several have used Radio Frequency Identification (RFID) systems as an indoor navigational method [9] , [10] , [11] . Na expanded on the RFID by using a "smart floor" where every tile has a unique RFID tag to provide more accurate and frequent localization [12] . Tjan created a digital sign system of patterned retro reflective tags that could be read by a handheld camera and vision system [13] . Coughlan used a mobile phone camera system that reads barcodes and conveys the barcode message with speech [14] . Several styles of RF based localization have also been used [15] , [16] . Biswas used the signal strength of known Wi-Fi locations for robotic localization and navigation indoors [15] . Inoue et al. tested a solution similar to the Wi-Fi system where several license free band radios were installed in locations around the building [16] . One system requires a robot to accompany the user [17] .
GPS is reliable for use in outdoor navigation but is less accurate with smaller handheld devices such as smart phones and is unusable in an indoor environment because the signal encounters too much interference. RFID has proven to work quite well in indoor navigation and localization. One disadvantage of RFID is that it can only provide periodic information when close enough to an installed RFID tag in a building. Increased map density and accuracy means increasing the number of RFID tags installed. The number of RFID sensors used by Na, where there is a separate sensor for every floor panel, effectively makes the navigation continuous but greatly increases the infrastructure cost as the number of RFID tags would be in the thousands to tens of thousands to outfit a building. RFID also requires a dedicated sensor that is not readily available for the user. Other sign systems used can provide extra information about the location but also have the disadvantage of not providing continuous navigational information. Sign based systems are also more noticeable as they take up wall space and must be large enough for a camera to see. The more signs used, the more wall space occupied, and the signs are not particularly attractive and can clutter up a building using them.
Coughlan's system takes advantage of the usefulness of a smart phone camera system, but again uses discrete tags that contain unique information for the given location. Every sign must be specially created for the given location installed. The radio beacon and Wi-Fi systems must be calibrated, but even after calibration, moving people, temperature, and other factors can drastically change the signal strength leading to inaccurate positioning. Using robots for guidance allows more sensors to be used for increased accuracy, but it is not feasible in environments with other people moving around and would draw a lot of unwanted attention to the user. Robotic systems would be quite expensive with the amount of sensors used and the battery required for it to run.
There is a need for an indoor guidance system that the visually impaired can use in which all the basic requirements discussed earlier are fulfilled. Those basic requirements are: low cost, pose accuracy, simple, discrete, and easy to use. There are several systems that have been developed for the visually impaired. They function well and help the visually impaired navigate. However, each of these systems lacks one or more of the criteria. The basic requirements are discussed in further detail below. In order to create a system that is usable, desirable, and feasible for commercial use the following criteria are important:
• Inexpensive for user: Cost always proves a big concern for the average user. If the system costs too much for most people to afford then it is hard to justify making it a widespread solution.
• Inexpensive infrastructure setup: The ability to install the system in existing buildings at a reasonable expense and with minimal renovation is another key problem that must be overcome.
• Accurate indoor pose estimation: Outdoor systems usually only need to be accurate to a few meters to tens of meters to be usable. For an indoor system accuracy is very important.
• Portable: The user's device must be easy to carry around and easy to operate.
• Not cumbersome: Ease of use is crucial to a good system. If the user thinks that the system is too much of a hassle to use then he may prefer not to use it. The system should also allow the person free use of his hands and hearing.
• Discrete: Although some users would still use a system that draws unwanted attention to themselves, a discrete system is still preferred, and for some a necessary requirement.
III. SYSTEM
The proposed Seeing Eye Phone system consists primarily of a server and a smart phone. The smart phone receives input from the camera and from the user. The phone takes pictures at regular intervals and sends them to the server along with a time stamp and its most recently known position. The user can also speak a command, such as asking for their current location or how to get to their desired destination. The commands are interpreted by the use of voice recognition software and passed on to the server. The server matches the input images to the map images in the database. Once a match is found the server calculates the camera pose in the 3D real world coordinate system and then uses the floor plan to find a route to the desired destination. It sends the location and directions back to the phone using a text-to-speech function to direct the user to his desired destination.
The map uses a local coordinate system with sections of the coordinate system given labels of desirable locations or useful navigation information. These include things like hallways, doors, restrooms, room numbers, floor levels, and other useful information one may desire to find or need to navigate.
A. Image Map Data
The "image map" of a building is a collection of data consisting of images, image features with corresponding feature descriptors and their 3D coordinates, floor plans, and other location data. This image map is created offline as a part of installing the Seeing Eye Phone system in the building. It is then used to match images from the phone and find directions and destinations.
The image map contains several pieces of key data that all tie together. At the top level each building will use a local coordinate system. The latitude and longitude of the origin are stored along with the rotation relative to a global coordinate system. Having the global data allows the last position of the user coming into the building to be used as a starting point for image searching.
As part of the image map building process, map images are taken at regularly spaced intervals of hallways and other navigable areas of the building. The map images must be spaced frequently enough to ensure the phone images can always match to a map image that is not too much different from the phone images. Using images that are taken closer together improves the location estimation accuracy because of the smaller disparity between feature points. Matching to distant images leads to higher inaccuracies in 3D pose estimation due to the image resolution. However, if the images are spaced too close together the map will take up too much memory and slow down image matching. Images taken every 10-15 feet prove to be a good balance between accuracy, map size, and processing speed. The images are processed with a feature detector to find quality 2D feature points. Feature descriptors are then created using pixel data in the proximity of the feature point. A collection of several different feature descriptors make up the feature vector. The feature vectors are typically made up of 64 or 128 feature descriptors. This feature vector can then be matched against the input image feature vectors to find the closest matches.
In order to speed up real time processing of the Seeing Eye Phone system, the runtime version of the map uses preprocessed images. Once the map is created from the images, only the features, descriptors, and points need to be stored for use by the system. The entire image is not needed once processed. Using preprocessed images speeds up real time processing in the final system by saving redundant computations.
The main purpose of matching images is to determine the pose of the camera and hence the location and orientation of the user. The image feature points alone, however, are not enough to give an accurate pose measurement. Each feature point must be paired with a corresponding real world 3D position in the local coordinate system as shown in Figure 1 . When the input image is matched to the map image, the 3D coordinates are used in conjunction with the 2D feature points in the input image and the camera parameters in order to calculate an accurate pose estimate of the phone. In order to effectively navigate, floor plans and other location data must be added to the map. Some of this data may include key locations one may wish to find. These locations could be information desks, room numbers, rest rooms, and other key locations that would be included on a printed map or commonly requested destinations. Floor plans are described in the local coordinate system and assigned a floor number. The combination of the floor plan with the coordinate system allows the path finding algorithm to determine the position of the key locations as well as obstacles and pathways.
B. Handheld Device and Server
The server performs the image matching, pose calculation, and navigation planning with the use of the stored image map. Once the server receives an image, it first checks the additional information sent with the image including the most recent location. It uses this initial location to determine the part of the building to start searching images. Usually the phone would connect to the building's local network which would provide a good starting point. If entering from outside the building, it can pull the last known GPS-or network-based position if available. Once the initial starting point is found, the server only needs to look in the vicinity of the previous spot, thus improving image matching speed.
The server uses a feature detector to find feature points in the smart phone image. It then starts matching these features with the features stored in the image map database. After determining the initial matched features, the camera geometry is used to remove incorrect features. Once the server finds the correctly matched image of the user's location, it associates the 3D points of the map features with the smart phone image features. With the associated points and the camera's intrinsic parameters, the pose of the user within the building is estimated. A route is computed to the desired destination and directions are transmitted back to the user.
IV. VISION PROCESSING
The purpose of this system is to both give the user knowledge about his current location and also guide the user to a specified known location. The proposed Seeing Eye Phone system takes advantage of the fact that the user is found within a known environment and so a-priori information can be used instead of building up a map on the fly like SLAM systems. However, because stereo vision or single camera systems like MonoSLAM are not available for depth information, another method is used to provide 3D information. In order to accomplish this, the image map is created beforehand containing known features with their 3D locations. Having the 3D locations available allows the pose of the user to be calculated without the need for stereo vision, specific movement models, and expensive or unavailable sensors.
The vision algorithm uses the following key parts: feature detection, description and matching; outlier elimination; and pose estimation. A feature detector is used to find features in the smart phone image and match them to the map images. The phone images go through the exact same algorithm that the map images do, only the map images are processed prior to the system being used instead of in real time. Once features are determined, unique feature descriptors are created for feature point and collected together to form a feature vector. These feature vectors can then be compared like any vectors, where a very small distance error between them constitutes a match. During the matching process, when an image has too few matched features it is discarded. Once the number of matched features exceeds a threshold a potential match to the image location is found. These matched features are referred to as inliers in the first decision box in Figure 2 . Only images in the near vicinity of the most recent known location are compared to the phone image in order to speed up processing time.
Some of the remaining matched features from the first step will inevitably be incorrect and cause errors in the pose estimation algorithm; therefore, they must be removed prior to pose estimation. These incorrectly matched features are known as outliers. RANSAC, or RAndom SAmple Consensus, is employed to help remove the outliers. RANSAC attempts to match a data set to a model while simultaneously discarding outliers. The fundamental matrix relates corresponding points of a pair of images, so it is used as the model for RANSAC in order to accomplish outlier removal. Even though the phone image and map image are not set up like a true stereo vision pair with a known relationship between the two cameras, the fundamental matrix still proves useful for getting rid of outliers. A random sample of point correspondences, or matched feature point pairs, is used to create the parameters of the fundamental matrix. The point pairs that do not fit the model are discarded as outliers, and the model parameters are recomputed using only the inliers. Only models with a minimum number of inliers are considered for a possible solution. The process of choosing random data sets, computing model parameters, and finding outliers is repeated until a model with the least amount of inlier error is found. After performing RANSAC, as long as there are still enough matches above the threshold, the algorithm continues on that image, otherwise it returns to the image matching stage to find a new image. The remaining inliers give a feature correlation between the two images that allows the algorithm to obtain the correspondence between the phone image's 2D features and the 3D real world location. The pose is then determined using the camera's intrinsic parameters with the 2D to 3D point correspondences. The Direct Linear Transform runs on a subset of correspondences to find a rough initial pose estimate. The Levenberg-Marquardt algorithm, a minimization algorithm, further refines the pose estimate to find a more optimal solution. Although outliers were discarded previously, due to the nature of fundamental matrices some outliers may still remain in this step of the algorithm. Once again we employ RANSAC to remove any remaining outliers. This time the pose is used for the model. After a pose estimate is found from a random subset of data, the 3D points are reprojected onto the image using the pose estimate and the camera's intrinsic parameters. The algorithm compares the reprojected points to the original matched points. A large error results in an outlier. As before, the RANSAC iterations continue until a solution with the lowest error is found. Assuming the number of inliers remaining after using RANSAC is still above a certain threshold the algorithm finally declares a true image match. The resulting pose is transmitted back to the smart phone and also passed on to the navigation algorithm.
V. TESTING
For the purpose of this paper, we are evaluating the feasibility of using computer vision to analyze smart phone images to determine a user's location and orientation in an indoor scenario from an image-based mapping system. Therefore, the testing focuses on the vision algorithms for indoor pose estimation.
The test was setup in the hallways of the 4 th floor of the Brigham Young University Clyde building. Pictures were taken of the hallways in 10 foot increments with a point and shoot camera. These images were then run through the SURF algorithm to find the 20 best features in each image. These features were in turn measured by hand in the hallways in order to find their three-dimensional coordinates with respect to a predetermined world coordinate origin. The feature keypoints along with their 3D coordinates and feature descriptors were stored in YML format as the image map dataset.
Calibration pictures were taken on the smart phone camera to find the cameras intrinsic parameters and distortion coefficients. These parameters were saved to be used by the pose estimation algorithm. Pictures were then taken with a smart phone camera while walking down the mapped out hallways and then fed to the server for processing. The image size of both the map and camera pictures was set at 640x480.
In the Clyde building lighting caused problems with feature matching since the floor is very reflective. The use of the fundamental matrix with RANSAC proved robust enough to eliminate most of these erroneous features. For the images that still had outliers after the previous step, the remaining outliers were eliminated by the second RANSAC stage while calculating the pose.
There were a couple of phone pictures taken that were unable to map to an image. However, another picture in the near vicinity was able to match to the same location that the other image was unable to map to. These images that fail to map are not very frequent, around 1 in 15 or 20 images, and do not negatively affect pose estimation. When an image is unable to find a match in the near vicinity of the previous image it is discarded and the next phone image is used. During testing this next image was always able to find a match.
Overall the Seeing Eye Phone system was able to accurately localize the phone within the mapped out hallways. Several resulting images of the pose estimation are shown in Figure 3 . The images show the picture taken by the smart phone with the map position overlaid for reference. Positions were tested where the user was walking in the middle of the hall as well as walking at each edge of the hall. The pictures on the edge of the hall effectively rendered most of the features on that side of the hall useless due to the angle. With the frequency of images used, the system was still able to handle the different angles without much difficulty. Pictures that were taken at extreme angles in relation to the map image did have problems finding matches. An example would be facing a wall in the hallway instead of facing the open hallway. In order to find a match, the user would need to turn enough to look down the hallway. Pictures were also used that were taken closer to map images and farther away in order to test the scale invariance of the system. As expected, some smart phone images would map to multiple map images since many of the hallway images overlap each other. Usually the closer of the images will have the strongest and most matches, but if not, matching to the next image further down is still valid for pose estimation. The accuracy with only 20 points used in the map images is more than adequate for an indoor guidance system as shown in I. The estimated position was almost always within a few feet of the measured position. Accuracy to a few feet is good enough for indoor localization as higher resolution is not needed. Two or three feet of potential inaccuracy will still allow a person to reach a doorway or other desired location. This vision-based method has more detail in positional resolution than other methods such as periodic RFID tags or signs. It is also much more consistent than Wi-Fi or other RF based location methods that can vary widely with temperature, people moving around, and obstructions that affect the signal strength. The algorithm is fast enough for real time use with a small number of images to search. Because the search looks in the area around the last known position only 5 to 15 images may need to be searched, although the initial position may take longer. GPS can also be used when first entering a building to determine the entrance to begin the image search on and increase the initial location detection speed.
VI. CONCLUSION AND FUTURE WORK
The tested prototype vision system proved to be a reliable method for indoor pose estimation for navigation. The system was able to accurately and quickly locate the smart phone position and orientation within the building. It satisfies our main requirements of being inexpensive for the user and infrastructure, portable, not cumbersome, discrete and having accurate pose estimation. The system is low cost both for the user and infrastructure. Many people use smart phones. The system requires a simple download of the program onto their existing smart phone. No additional sensors or equipment need to be purchased. Because it uses Wi-Fi, other handheld devices may be used that don't require data plans for those that do not own smart phones. The infrastructure for the system requires only a computer for the server and wireless routers which many buildings already have in place. The system does not draw unwanted attention to the visually impaired user by using odd gadgets for sensing devises. It is also small, portable, and easy to use. The user can maintain complete mobility and function of his hands for other uses. Lastly, the hearing of the visually impaired remains unhampered because the instructions are given periodically. Overall, this system benefits the visually impaired user for navigating unknown indoor locations.
Future research can be done in several areas including algorithms for the system, such as improved feature detectors and path prediction; efficient and accurate image map making; interfacing with dedicated hardware and sensors, such as compasses, accelerometers, and gyros.
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