The statistical methodology for the analysis of replicated spatial point patterns in complex designs such as those including replications is fairly undeveloped. A mixed model is developed in conjunction with maximum pseudolikelihood and generalized linear mixed modeling by extending Baddeley and Turner's (2000, Australian and New Zealand Journal of Statistics 42, 283-322) work on pseudolikelihood for single patterns. A simulation experiment is performed on parameter estimation. Fixed-and mixed-effect models are compared, and in some respects the mixed model is found to be superior. An example using the Strauss process for modeling neuron locations in post-mortem brain slices is shown.
REPLICATED SPATIAL POINT PATTERNS
Spatial statistics is an area of statistics used in many fields, including forestry, biology, anatomy, epidemiology, agriculture, astronomy, geology and geography. When locations of points are the main interest the data is a spatial point pattern x = {x 1 , . . . , x n }, where the x i are coordinates such as ordered pairs. Examples of point locations are trees in a forest, taste buds on a tongue, disease cases in a state, or stars in the sky. The null model is usually homogeneous Poisson, and is known as completely spatially random (CSR).
While modeling methodology for a single pattern is quite extensive, little work has been done in the development of analysis for replicated point patterns. This may be due to the application of spatial statistics in the fields of forestry and plant biology, where there is generally a single forest or habitat under study. However, with the relatively recent advances in microscopy and technology, particularly in biological sciences, scientists are finding that their data may consist of replicated spatial point patterns. Diggle et al. (1991) consider scaled Poisson analysis of neuronal pyramidal cell counts and analysis of variance using the K-function (Ripley, 1977) for replicated point patterns in neuroanatomy. Inference is performed by bootstrapping and Monte Carlo procedures. Baddeley et al. (1993) examine locations of osteocyte lacunae in skull bones of monkeys. Their approach is to pool replicates by a ratio estimation of certain so-called K-, F-, and G-functions, then to apply the E-M algorithm for parameter estimation. Konig et al. (1991) consider the modeling and analysis of 3D arrangements of cell nuclei in rat livers. Their approach is primarily Monte Carlo and trial and error. Diggle et al. (2000) compare the use of Diggle's K-function ANOVA (Diggle et al., 1991) to Baddeley and Turner's (2000) maximum pseudolikelihood methods and find that under misspecification of the original model, the nonparametric approach seems to outperform the parametric. Mateau (2001) analyzes replicated point patterns of neuronal pyramidal cell locations (the same data as in Diggle et al., 1991) , in addition to considering misspecification of the model.
Each of the above-mentioned papers uses fixed-effect models or separate estimates for each pattern and incorporates the replication of patterns with somewhat ad hoc methods. However, in analyses of data from more common distributions (e.g. normal, Poisson, or binomial) mixed models have become a standard approach for analyzing data from complex designs including replication, repeated measurement, or multiple sources of variation. Mixed models are regression models which include fixed effects (where all levels of an effect of interest are assumed to be known and represented) and random effects (where levels of an effect are assumed to be random draws from a population of effect values). Mixed models are particularly useful when data are not independent and/or when a covariate or factor is not completely represented. Mixed models are less prone to the effects of outliers, due to shrinkage effects. Parameter estimates for each pattern can be computed by combining the fixed and random effects, also known as the best linear unbiased predictor, BLUP (Littell et al., 1996) , or empirical Bayes estimate. In other settings BLUPs have been shown to yield better subject-specific parameter estimates than BLUEs (fixedeffect only estimates: best linear unbiased estimate) because they consider that each pattern comes from a random 'draw' of all possible patterns (Stanick et al., 1999; Cnaan et al., 1997) . The mean parameter values for this set of all possible patterns are the fixed effect solutions. Mixed models also allow the separation and estimation of variability due to different sources and the treatment of complex nested designs. For more on mixed models see Brown and Prescott (1999) , Littell et al. (1996) , or Verbeke and Molenberghs (2000) . This paper explores the use of mixed models and random effects in conjunction with maximum pseudolikelihood methods for the analysis of replicated spatial point patterns. We are interested in whether random variation in patterns can be recovered through modeling, and in comparing fixed and mixed models. In Section 2 we give background on Gibbs point processes, maximum pseudolikelihood and the Berman-Turner device for approximate maximum pseudolikelihood estimation (MPLE) in fixed effect models, as in Baddeley and Turner (2000) . Section 3 extends MPLE to replicated patterns and mixed models. Some particular cases for the Strauss process are shown. Section 4 outlines a simulation experiment comparing fixed effect modeling and mixed modeling for replicated point patterns and gives results. In Section 5 we apply the proposed methods in an analysis of the pyramidal cell patterns in the brains of normal, schizo-affective, and schizophrenic subjects (Diggle et al., 1991) . Section 6 gives discussion and mentions further possible work.
BACKGROUND

Gibbs processes
First used in statistical mechanics in the description of gases, the idea behind Gibbs processes is that point locations are a result of local interactions between points. A special case is when the interactions are pairwise. We can write the pdf for a pairwise interaction process on a sample window W with
for a point pattern x = {x 1 , . . . , x n } of n points. θ is a vector of parameters and α(θ) is a normalizing constant which is generally intractable. Note that b θ depends only on location x i , and so relates to inhomogeneity and intensity, while h θ depends on two locations and so relates to pairwise interaction of points. Many common point process models are members of the Gibbs family, including the Strauss (Strauss, 1975; Kelly and Ripley, 1976) , soft-core (Ogata and Tanemura, 1981) , and area-interaction (Baddeley and van Lieshout, 1995) . For a gentle introduction to spatial point processes see Diggle (1983) . For more on the theory of spatial point processes see Daley and Vere-Jones (1988) .
Pseudolikelihood
Likelihood methods have not been used extensively in point pattern analysis due to their intractability and considerable programming requirements. Pseudolikelihood methods (Besag, 1975 (Besag, , 1977 are easier to work with, and have been shown to perform well in a variety of settings (Besag, 1977; Särkkä, 1993; Diggle et al., 1994; Renshaw and Särkkä, 2001; Diggle et al., 2000) . Besag (1975 Besag ( , 1977 defines the pseudolikelihood to be
where λ θ (u; x) is the conditional (Papangelou, 1974) intensity at any location u (not necessarily of the pattern). The conditional intensity can be roughly defined as the conditional likelihood of a point at u given the rest of the pattern x (Baddeley and Turner, 2000) . In the interest of notational tidiness, the subscript on λ θ will be suppressed henceforth.
Fixed-effect models for a single pattern
Suppose the conditional intensity is log-linear so that it can be written as
where θ is a vector of parameters and X (u; x) is a vector of covariates at any point u ∈ W . Then, from (2.2) and (2.3),
This can be written equivalently in matrix form as usual. Covariates in X may describe trends in intensity and/or interaction across a pattern, or relations with other variables.
The Berman-Turner device for approximating maximum pseudolikelihood
The maximum pseudolikelihood estimate (MPLE) of θ is obtained by maximizing (2.4). Berman and Turner (1992) developed a quadrature scheme and computational process to approximate the MPLE using standard statistical software. The pattern window, W , is divided into a k × k grid of tiles, with exactly one dummy point being placed within each tile, either in the center or at random. The integral in the pseudolikelihood (2.4) can then be approximated by quadrature:
where u j , j = 1, . . . , m are points in W , including data points {x i , i = 1, . . . , n} and the k 2 dummy points. The w j are quadrature weights summing to |W |. The log pseudolikelihood (2.4) can then be approximated by
Now, if we define z j to be an indicator of data (1) or dummy (0) status and let y j = z j /w j , the above equation can be written as
which is a weighted Poisson log likelihood. The weights, w j are defined to be a/n j , where n j is the number of quadrature points in tile j and a is the area (Lebesgue measure) of the tile. Thus weighted generalized linear model software with a Poisson error distribution and log link can be used to obtain the MPLE.
MIXED MODELS AND PSEUDOLIKELIHOOD FOR REPLICATED POINT PATTERNS
We now extend Baddeley and Turner (2000) methods, as described in Section 2, to accommodate multiple patterns by using either generalized linear models (GLMs: fixed effects only) or generalized linear mixed models (GLMMs). We consider the GLMM in detail.
The model
Consider a set of Gibbs point patterns, x. If λ(u; x) represents the conditional intensity at location u, then a mixed model is given by
where X is a fixed-effect design vector at location u, θ is a vector of fixed-effect parameters, Z is the random-effects design vector at u and D is a vector of random-effects parameters, with D ∼ M V N (0, G).
Estimation
The log pseudolikelihood for model (3.1) is, from (2.4),
W now represents the union of all sample windows. When there are no random effects, this is the model used by Baddeley and Turner (2000) . When there are multiple patterns, entries in X and/or Z contain the information about which pattern each point belongs to. contains parameters in G. The Berman-Turner approximation to the log P L is then
where M = S s=1 m s is the total number of quadrature points for all S patterns, and the w j and y j are defined as in Section 2.4. Note that now λ(u j ; x) contains terms in D that are assumed to be normally distributed, so the previously described methods and software for fixed effects models need modification as follows.
The Berman-Turner approximation (3.2) of log P L for the log-linear mixed model specified by (3.1) now takes the form of a weighted log likelihood for a Poisson log-linear mixed model (Breslow and Clayton, 1993; Wolfinger and O'Connell, 1993) . Models of this form can be estimated using the SAS macro GLIMMIX (SAS Institute, 1999; Littell et al., 1996) . GLIMMIX also handles weighted Poisson regression with possibly non-integer outcomes, which is a requirement for maximizing (3.2).
Example: the Strauss process with S patterns
The Strauss process is a flexible model which accommodates patterns from extreme inhibition (known as hard-core processes, in which no two points can be within a given distance r of one another) to CSR. The Strauss process has conditional intensity
The Strauss process is a member of the Gibbsian pairwise interaction family with b θ = β (constant trend) and h θ = γ for points within r of one another, and h θ = 1 otherwise. If γ = 0, the process is hard-core, and if γ = 1 the process is CSR. The Strauss process has log-linear conditional intensity of the form (3.1), with X(u; x) = [1, t (u; x)]' and θ = [log(β), log(γ )]'. Fixed effects can be included by augmenting X and θ in (2.3) or (3.1), and random effects can be incorporated by including a Z and D as in (3.1).
As a specific example, consider a mixed model for S patterns, each following Strauss processes with possibly different intensity and interaction parameters as determined by random effects. The conditional intensity at the jth location in the sth pattern, u s j , is given by
. . , m s , and s = 1, . . . , S. (Points in different patterns are considered to be infinitely far apart.) Upon taking logarithms, log λ(u s j ; x) = log β + log b s + t j (u s j ; x)(log γ + log d s ),
This extends (3.3) from the single pattern case and allows the differences between patterns to be considered random effects.
For example, suppose there are S = 3 patterns, and the number of quadrature points for each pattern is m. If M = 3m is the total number of quadrature points, then Although our interest is in studying interaction so that β is mainly a nuisance parameter, we need to allow it to vary with each pattern, as the estimates of β and γ are not independent parameters, in the same way as the intercept and slope are not independent in linear regression (see for example the maximum PL normal equations, Baddeley and Turner (2000) ). The covariance between log b and log d can be taken into account by using an off-diagonal element in the covariance matrix G. However, we found these models to be extremely time-consuming to fit, as well as unstable in their convergence (see Section 4.4 for more on convergence). Thus, we consider only models with diagonal covariance structure.
Implementation in SAS
In order for the function being maximized to correspond to the Berman-Turner approximation of the log P L, the extra-dispersion scale parameter in the Poisson GLMM should be forced to unity. The set-up for the quadrature, including creation of dummy points and the calculation of the sufficient statistic (for example, the t-statistic for the Strauss process) can be programmed in SAS data steps. GLIMMIX SAS code for the Strauss example in Section 3.3 is shown below. Models treating the S patterns with fixed and mixed effects are given below. The intercept corresponds to log β, sub to log b s , t to log γ , and t*sub to log d s . The PARMS statement, in conjunction with the EQCONS option, fixes the scale to 1. For more complex models, this code can be modified to include further fixed or random effects as usual. Modifications for other point processes involve computation of the sufficient statistic (t in the above case), but the key elements in GLIMMIX remain unchanged.
Standard errors, confidence intervals and p-values from the GLIMMIX output are not valid, because the software does not fully account for the probability structure but rather is used as a numerical optimizer for log P L.
SIMULATION EXPERIMENT
We carried out a simulation experiment using the simplest mixed model (S patterns), assuming an underlying Strauss process. We attempted to address the questions: (1) What is the bias and variability of pattern-specific estimates of interaction from the mixed effects model, and how do they compare to those from the fixed effects model? And (2) Is the interaction variance component σ 2 log d well-estimated by the mixed-effects model?
Experimental set-up
Strauss point patterns were simulated in S-plus (Venables and Ripley, 1997) using the algorithm 'simpat' by Ripley (1979) . The radius of inhibition was held fixed at r = 0.1. The sampling window W was the unit square, but since we used the border method of edge correction, we simulated points on the square
The points in the border are counted as neighbors (i.e. can contribute to the t-statistic for a point in W ), but are not included in the analysis as points themselves. For more on edge correction see Ripley (1981 Ripley ( , 1988 . The target number of points in W was n, and so 1.2 2 × n points were generated on W ⊕ B. This introduced some variability into the actual number of points that fell into W for each pattern, but we consider this to be more representative of real applications, similar to the Diggle et al. (2000) sampling of a Poisson distribution to get the numbers of points per pattern. We refer to n, the target number of points per pattern, as the sample size.
A grid size of 50 × 50 dummy points was used for the quadrature. A larger grid size yields a better estimate of the numerical integration at the expense of computational time. A small investigation (using 50 samples) into effects of quadrature showed that increasing the grid size to 100 × 100 decreased estimates of γ by about 2%, and a grid of 150 × 150 decreased estimates by about 2.5%. This is consistent with the results of Baddeley and Turner (2000) . Covariance parameter estimates changed more; for estimates of σ 2 log d the median change and interquartile range for an increase to 100 × 100 was 9% (4%, 16%). When the grid was 150 × 150 the increase was 12% (5%, 20%). A second small investigation showed that changing the starting values for the parameters (except for the scale parameter, which was held at 1) did not change the final parameter estimates.
Two hundred samples with each combination of parameters listed in Table 1 were simulated. Each of the 6000 (200 × 3 × 2 × 5) samples contained S = 10 patterns and each pattern was simulated with a pattern-specific value of γ s equal to exp(log γ
For example, to generate the interaction parameter for pattern s, γ s , for a sample with overall mean of 0.3 and between-subject variance of 0.07, the following S-plus code was used: The parameter γ s is required to be in [0, 1] in order for the Strauss process to have a valid pdf, so when a simulated value was greater than 1 that value was omitted and another was generated. This resulted in a few sets of parameter values where the actual between-subject variance did not achieve the target variance. The largest discrepancy between the target variance and the variance of the parameter set's 200 samples was the case of γ = 0.5, target variance = 0.11. With this combination the actual variance was 0.098. Both target and actual variances are listed in Table 3 . Each sample of 10 patterns was analyzed with a fixed-effects model and a mixed model, each with pattern-specific terms for γ and β. The mixed model used fixed terms for the overall log γ and log β means, and random effects for the subject-specific terms (log b s and log d s ). The fixed-effects model used fixed effects for log b s and log d s in each pattern. When a fixed model is used, it yields the same pattern-specific parameter estimates as if each pattern were analyzed separately.
Estimation of pattern-specific interaction parameters
When σ 2 log d = 0 all of the γ s values are equal to 0.30 (or 0.50). When σ 2 log d = 0.11, for example, the γ s values vary such that about 95% of them are between 0.16 and 0.58 (for γ = 0.3) or between 0.26 and 0.97 (for γ = 0.50). In analogy with normal models, pattern-specific estimates,γ s , are referred to as BLUPs for mixed models and BLUEs for fixed models. For the kth sample these are calculated aŝ γ ks = exp( log γ k + log d ks ). Table 2 shows results on the accuracy and precision of the estimation of pattern-specificγ s for γ = 0.3 (results for γ = 0.5 were similar). Each entry is the mean of 2000 (200 samples × 10 patterns/sample) pattern-specific values. For example, bias refers to the mean of the differences between the 2000 true values of pattern-specific γ s and the estimated ones, and accuracy is measured by the mean of the absolute differences, or MAD. n is the target sample size on the unit square after omitting borders for the edge correction.
Both the fixed and the mixed model show little bias in estimates of γ s . For the larger (n = 100) sample size there appears to be a small but consistent upward bias. The authors have no good explanation for this, but note that this is consistent with Baddeley and Turner's (2000) simulation results.
When there is little between-pattern variation (small σ 2 log d ), MAD is substantially smaller for the BLUPs from the mixed model compared with the BLUEs from the fixed-effect model, more so for smaller sample sizes. This indicates that in this case the BLUPs tend to be closer to the actual pattern-specific simulated values. In normal models, BLUPs are a weighted average of the overall fixed effect parameter estimate and the individual pattern-specific random effect estimate (Littell et al., 1996) . Small pattern size (in the normal case, a small number of repeat measurements for a given subject) and/or large withinpattern variance relative to between-pattern variance cause a BLUP to be weighted more heavily toward the overall mean, which is termed shrinkage. This reduction of the effects of pattern-specific random variation explains the greater accuracy of BLUPs. As σ 2 log d increases, the fixed-and mixed-effect estimates are similar and MAD mixed approaches MAD fixed . Table 3 shows results of the mixed-model estimation of the between-pattern variance parameter, σ 2 log d for γ = 0.3. Results for γ = 0.5 are similar. Recall that the point patterns were simulated with a 'target variance', but may not have achieved this variance due to the restriction of each pattern-specific γ s to be in the interval [0, 1]. Thus both target and actual variance are shown. n refers to the target number of points in W , after border deletion. Predictably, as σ 2 log d increases, fewer samples had zero random effect variance estimates. It is surprising though, that 218/400 samples (for γ = 0.3 and γ = 0.5 combined), of the n = 100, σ 2 log d = 0 set had non-zero random effect variance estimates, and 265/400 of the n = 50, σ 2 log d = 0 set had non-zero random effect variance estimates. This indicates a fairly large sampling variability and the fairly common error of mixed models to mistake natural variability for systematic random effects. To investigate whether this is peculiar to mixed models for point processes, we simulated data from a Gaussian mixed model with several subjects and several Gaussian measurements for each subject. Between-subject variance was zero. This was repeated with number of subjects ranging from 10 to 50 and number of measurements per subject ranging from 3 to 50, and 400 simulated data sets for each combination of number of subjects and number of measurements per subject. The percentage of the 400 sets having non-zero between-subject variance component estimate ranged from 40% to 50% even though the true between-subject variance component was zero. Thus, our results do not differ greatly from the Gaussian case. Significance tests for variance components equal to zero are difficult even in the normal case because the null value lies on the boundary of the parameter space (Self and Liang, 1987) . For both the n = 100 and n = 50 sets, σ 2 log d is underestimated slightly (except, of course, for σ 2 log d = 0). For n = 50, the estimates are closer, as was the case for estimates of γ s in Table 2 . In fact, for γ = 0.3, the estimates are nearly exact. For n = 25 the variances are overestimated, for reasons explained in the following section.
Estimation of the between-pattern variance component
Convergence
As is the case for any iterative procedure, convergence may be an issue. GLIMMIX iteratively calls PROC MIXED, which is itself an iterative procedure. Thus there are two ways that GLIMMIX may not converge: the MIXED iteration may not converge, or GLIMMIX itself may not converge, meaning that the parameter estimates from each MIXED iteration were not sufficiently close. Upon closer investigation, most of the 'non-convergent' cases in the simulation study were due to estimates of log γ becoming large and negative (e.g. -25), indicating γ is estimated to be 0.
The larger sample sizes had fewer convergence problems. About 1-2% of samples did not converge for the n = 100 sets, and 2-5% did not converge for the n = 50 sets. For the n = 25 sets the proportion that had convergence issues was around 25%. Most of the solutions were still reasonable. The estimates of covariance parameters, however were often quite large, and this probably explains the overestimation of σ 2 log d that can be seen in Table 3 for n = 25. In practical analysis of data (as opposed to automated simulation studies), convergence does not appear to be much of an issue, since convergence can generally be achieved by slight alterations in optimizer settings, initial values, quadrature size, and/or covariance structures.
APPLICATION
Introduction
These data, first analyzed by Diggle et al. (1991) and again by Mateau (2001) , concern the location of pyramidal neurons in the cingulate cortex of human brains. There were three groups: normal, schizoaffective, and schizophrenic, with 12, 9, and 10 subjects (patterns) respectively. The neuroscientists involved were interested if there were differences in the cytoarchitecture of schizophrenic brains in comparison to normal and schizo-affective. Post-mortem brain slices of the same region in each of the subject's brains were obtained and photographed. The locations of the neurons were identified through digitization and scaled to the unit square. These patterns are shown in Figure 1 . Diggle et al. (1991) used an ad hoc K-function ANOVA to show that (1) each group showed departure from CSR towards regularity and (2) the groups were significantly different with regard to spatial pattern. Mateau (2001) used pairwise interaction point processes and the very soft-core model (Ogata and Tanemura, 1984) , with fixed-effect pseudolikelihood modeling. They also found evidence of regularity, specifically that the inhibition distance is increased for schizophrenic persons. However, they found that the normal group was not distinguishable from CSR.
Methods
We used model (3.1) with the Strauss process. Fixed effects with three levels were included in X for log β and log γ to estimate intensity and interaction parameters for each group, so that the X matrix had six columns and the Z matrix had 62 columns. To determine the best inhibition radius r , we used the method of profile pseudolikelihood. Profile likelihood is a common technique for dealing with irregular parameters, and its pseudolikelihood counterpart is the method used by Baddeley and Turner (2000) . Models with overall fixed effects and subject-specific random effects for intensity and interaction were fit, separately by group, with radii varying from 0.01 to 0.13, by 0.01. The log P L for each of the models was then graphed versus r, and the radius with the largest log P L was chosen. For a single pattern, Baddeley and Turner give the following expression containing the deviance D:
where n = number of points and w i is the quadrature weight on the ith data point. This generalizes to
for the replicated case with S subjects, and n s = number of points (pyramidal cells) in the sth subject (pattern). To investigate aspects of grid size as well as the best r value, this procedure was performed using grid sizes of 25 2 and 50 2 . Once candidate r values were determined, two models were fit using a grid of 50 2 . The first, model 1, used a common value of r for each of the groups. Model 2 used different values of r for each group. For comparison with the patterns-specific interaction parameter estimates (BLUPs) from model 1, patternspecific fixed effect estimates of log γ (BLUEs) were also estimated, by maximum pseudolikelihood separately for each pattern using the common value of r obtained from the profile pseudolikelihood. As mentioned previously, this is equivalent to including pattern as a fixed, rather than random, effect. (Diggle et al., 1991) . 
Modeling results
log P L was maximized for r = 0.03, 0.04, and 0.05 for the control, schizo-affective and the schizophrenic groups respectively. Values of r below 0.04 gave very poor fits for the schizophrenic group. The two profile pseudolikelihood models agreed with one another in their choice of r , as shown in Figure 2 . A finer grid corresponded to a higher log P L, but the shape and maximizing r value were not much affected. Each of these models converged. The increasing r value from control to schizo-affective to schizophrenic agrees with Mateau's and Diggle et al.'s conclusions that the schizophrenic group have a more inhibitive patterning to their pyramidal neurons. Mateau's very soft-core model estimates r = 0.002, 0.03 and 0.05 for the three groups. His very small r value for the normal group is consistent with a CSR patterning. These r values are not directly comparable to those estimated using the Strauss process, because the very soft-core model assumes an inhibition that decays exponentially, as opposed to the step function of the Strauss process. However, larger r values still indicate greater inhibition. Table 4 shows results for models 1 and 2, for various grid sizes. It appears that a grid size of 150 × 150 was adequate to achieve convergence in the estimates. For model 1 with common r = 0.04, the estimated interaction parameters (γ ) decrease from normal to schizophrenic, indicating a tendency toward greater inhibition. Again, this is consistent with Mateau's and Diggle et al.'s conclusions. Model 2 is more difficult to interpret, because the parameters r and γ are closely related. For a fixed set of data, as r increases estimates of γ will also increase, since there will be more points within r of any given point. This can be seen in Table 4 when comparing models 1 and 2. Figure 3 shows BLUPs for model 1, as well as fixed-effect (pattern-specific) BLUEs. In general it can be seen that the BLUEs have a larger range than the BLUPs, with many values being estimated at 0. Agreement between BLUE and BLUP is closer for patterns with more points. For patterns with fewer points, the extreme estimates by BLUE are due at least in part to small pattern size and sampling variation of estimators.
DISCUSSION
We have extended the methods of pseudolikelihood for spatial point processes to incorporate random effects and thus provide mixed models for spatial point pattern data. The models can be estimated using standard statistical software for generalized linear mixed models, and simulations showed good performance.
Mixed models have become a standard method of analysis for data from a normal distribution with replications, repeated measures or multiple levels of random variation, and there are several similar potential advantages of using mixed models with replicated point patterns. In simulations with replications and systematic between-pattern variation in pointwise interaction, mixed models gave good results in estimating the between-subject variation. This is useful in studies where variance components are of interest. The pattern-specific interaction parameter estimates showed the same lack of bias as did patternspecific (fixed effect) estimates, but were less variable and more accurate. In other words, the randomeffect predicted values were generally closer to the true values. These advantages have also been noted in normal mixed models (e.g. Stanick et al., 1999) , and would be useful when pattern-specific estimates are of primary interest. Mixed models would also provide a natural way of handling pattern-specific covariates. In the analogous situation with more standard distributions, such covariates are often used to model a subject-specific effect (Healy, 2001) , and such an approach would also be possible with mixed models for point patterns. Finally, mixed models can potentially provide analyses for designs with more complex structures such as nested effects, though more work is needed to evaluate the performance of the methods in those cases. Such designs are likely to become more common in areas such as physiology and experimental biology.
Our main examples used the Strauss process for modeling spatial interaction. However, the proposed methods generalize easily to any Gibbs point process model with log-linear conditional intensity such as the soft-core model of Ogata and Tanemura (1981) or the area-interaction model of Baddeley and van Lieshout (1995) . The only changes required involve computation of the model sufficient statistic.
There are several limitations to our work. First, numerical issues limited some aspects. It would be natural to allow correlation to exist between the intensity and interaction random effects via an offdiagonal element in the random effects covariance matrix G. However, we were not able to achieve convergence with these models. Second, we have concentrated on studying the pointwise interaction parameter, in part because in our work in experimental biology these are the questions of interest, but also because simulation of point processes with a specified intensity parameter is more difficult and time consuming. Thus, we were not able to evaluate the performance of estimation of the intensity parameter using simulation. However, we have no reason to suspect that the intensity parameters are not well estimated and useful in practice. We believe mixed models will incorporate differences in number of points per pattern naturally as do normal mixed models, but this requires further investigation.
Further work in the analysis of replicated point patterns could include development of inference methods for mixed-effect models. These results are not provided directly from standard software for either mixed-or fixed-effect linear models. Simulation could be used with mixed models as with fixed-effect models (Baddeley and Turner, 2000) , though some theoretical results would be useful.
