Abstract. We consider a sequence of probability measures n obtained by conditioning a random vector X = (X 1 ; :::; X d ) with nonnegative integer valued components on
Introduction
For an integer d 2, let X = (X 1 ; :::; X d ) be a random vector with values in S = f0; 1; 2; :::g d = 1 n=1 S n ; which we have written as the union of discrete simplices The purpose of this paper is to nd su cient conditions for the measures n to be stochastically increasing in n. Speci cally, we can regard S as a partially ordered set, with the partial order (x 1 ; :::; x d ) (y 1 ; :::; y d ) i x i y i for each 1 i d:
A function f on S is increasing if x y implies f(x) f(y). Two probability measures and on S are said to be stochastically ordered, , if
(1.1) Z fd Z fd for all increasing functions f on S. A necessary and su cient condition for this to be the case is that there exist a probability measure on f(x; y) 2 S S : x yg with marginals and respectively. (See Theorem 2.4 in Chapter II of Liggett (1985) .) Such a measure is called a coupling measure. Our question then is to determine when n n+1 for each n 1. A lot of work has been done in which stochastic monotonicity is proved or used in various contexts. A recent book on the subject is Shaked and Shanthikumar (1994) . The particular problem we are concerned with has apparently come up only a few times. In perhaps the rst of these, Efron (1965) found a su cient condition for n n+1 { see the remarks following the statement of Theorem 1.9 below. Joag-Dev and Proschan (1983) showed that in this situation, n is negatively associated. In the opposite direction, Pemantle (2000) showed recently that certain measures on f0; 1g d that are negatively correlated in an appropriate sense have the property that n n+1 . In his question 10, he asks the same question we do, but in the context of f0; 1g d , and explains why a good answer to the question would advance his program of better understanding negative dependence. A common way of checking stochastic monotonicity on partially ordered sets is to apply Holley's Theorem, which appears as Theorem 2.9 of Chapter II of Liggett (1985) , or one of its extensions. See Preston (1974) , Karlin and Rinott (1980) , and Theorem 4.E.5 of Shaked and Shanthikumar (1994) , for example. It states that a su cient condition for is (x) (y) (x^y) (x _ y); x; y 2 S;
where x^y and x_y denote the coordinatewise minimum and maximum of x and y respectively.
Note that this condition cannot be applied in the present context, since if x 2 S n and y 2 S n+1 , then x^y and x _ y will typically not be in S n S n+1 , so the right side above will be zero when applied to = n and = n+1 . Before proceeding with a statement of results, we will describe the example that motivates this paper, and the application of our results to interacting particle systems. De ne a sequence fc n ; n 0g recursively by c 0 = 1 and ( Hilton and Pedersen (1991) . An alternate direct proof is contained in Proposition 6.2 below { see the remark following its proof. If d = 2, fc n ; n 0g are called the Catal an numbers. We will refer to fc n ; n 0g for general d as d-ary Catal an numbers. Note that this is not the only type of generalization of the Catal an numbers that has been studied. For example, the q-Catal an numbers discussed in F urlinger and Ho bauer (1985) are quite di erent.
Using the recursion (1.2), we can de ne a probability measure n on S n by (1.4) n (x) = c x 1 c x d c n :
To regard these as conditional measures in the present context, it su ces to let X 1 ; :::; X d be i.i.d. random variables with distribution P ? X i = k = c k u k P j 0 c j u j for some positive u that is su ciently small so that the series in the denominator converges. We are interested in showing that n n+1 for this choice, because of its application to a problem in interacting particle systems. We describe this problem next. Puha (1999 Puha ( , 2000 are devoted to the study of a particular interacting particle system A t on T d . The state of the system at time t is a nite, connected subset of T d . Neighbors of A t are added at rate each, and leaves of A t are deleted at rate 1 each. (If A t is a singleton, its single member is considered to be a leaf.) The empty set is absorbing. The process A t can be thought of as the contact process with infection parameter , modi ed so as not to allow recoveries that would disconnect the infected set. Just like the contact process, this system has a critical value c , which is de ned by the requirement that P A ?
A t = ; for some t = 1 if < c < 1 if > c for each nite, connected, nonempty A T d . Unlike the contact process, this process is reversible (away from ;), and that suggests the possibility of explicit evaluation of the critical value. In her paper, Puha proves that for any d. She proves equality for d = 2, and conjectures equality for d 3. The process dies out when is equal to the right side of (1.5), so establishing the conjecture implies in particular that the critical process dies out. The right side of (1.5) becomes a bit less mysterious when one applies Stirling's formula to (1.3), and observes that
Puha proved her results by giving a su cient condition for equality to hold in (1.5). It is valid for all d, and is stated at the beginning of Section 7 of this paper. It turns out that this su cient condition is equivalent to n n+1 ; n 1 for the n 's given in (1.4), as we will prove in that section. Puha veri ed her condition for d = 2, but was unable to check it for larger d. From our current perspective, her veri cation of the condition for d = 2 can be viewed as checking n n+1 by explicitly constructing a coupling measure. This appears not to be possible for larger d. We prove n n+1 without constructing a coupling measure, and hence a consequence of our results is that Puha's condition is satis ed for d 3 as well, and so equality holds in (1.5) for general d.
Coupling is a frequently useful technique for proving stochastic monotonicity. Examples of its use can be found in Chapter II of Liggett (1985) . In the present context, this approach would involve nding a continuous time, irreducible Markov chain (X t ; Y t ) on f(x; y) 2 S n S n+1 : x yg with the property that the marginal processes X t and Y t are irreducible Markov chains with invariant measures n and n+1 respectively. A coupling measure is provided by the stationary distribution of (X t ; Y t ). A natural rst attempt, then, is to check when simple choices of marginal processes can be coupled to yield useful su cient conditions for n n+1 . Using this approach, we will show in Section 2 that a su cient condition for n n+1 in case d = 2 is (1.6) n+1 (k + 2; n ? k ? 2) n+1 (k + 1; n ? k ? 1)
Using a quite di erent argument, we will show there (again if d = 2) that another su cient condition for n n+1 is (1.7) n (k; n ? k ? 1) maxf n+1 (k; n ? k); n+1 (k + 1; n ? k ? 1)g; 0 k n ? 1: This is equivalent to saying that the ratios (1.8) n (k; n ? k ? 1) n+1 (k; n ? k) and n (k; n ? k ? 1) n+1 (k + 1; n ? k ? 1) are 1, while (1.6) can be interpreted as saying that the rst of these ratios is decreasing in k, while the second is increasing in k. Condition (1.7) will be used in the proof of our main result, Theorem 1.12 below.
If d = 2 and n is given by (1.4), the ratios in (1.8) are c n+1 c n c n?k?1 c n?k and c n+1 c n c k c k+1 respectively. Thus in this case, (1.7) is equivalent to c k =c k+1 #, while (1.6) is equivalent to c k =c k+1 ". However, c k c k+1 = k + 2 4k + 2 ; which is decreasing in k. Thus (1.7) is satis ed in this case, but (1.6) is not.
In case d = 2, one can in fact give a necessary and su cient condition for n n+1 , and this is explained in the next section as well { see (2.8). The following simple example should help the reader to understand the di erences between (1.6), (1.7) and (2. . Thus the su cient conditions (1.6) and (1.7) are not comparable.
The balance of this paper is devoted to determining the extent to which the simple approaches that led to su cient conditions (1.6) and (1.7) can be made to work for d > 2. The coupling technique used for (1.6) generalizes easily to all d, though it becomes necessary to assume that the X i 's are independent. The following result is proved in Section 3. The process used in the proof is the zero range process introduced by Spitzer (1970) , and studied by many authors { see Kipnis and Landim (1999) , for example. The assumption of the theorem amounts to saying that this process is attractive. Theorem 1.9. Suppose that X 1 ; :::; X d are independent. If P(X i = k) P(X i = k + 1) " in k for each i; then n n+1 for each n.
This result is an almost direct consequence of attractiveness of the appropriate zero range processes. The result itself was rst proved by Efron (1965) , though of course his proof used neither coupling nor the zero range process. We state the theorem here in order to be able to contrast it to Theorem 1.12 below, which is our main result. We include the proof partly because it is di erent from Efron's, but more importantly in order to explain that one cannot do much better by considering more general couplings { we start with a fairly general coupling, and see why we are essentially forced to use the zero range process. The word \essentially" is important here. Once we know that n n+1 , there is always a coupled Markov process that preserves the needed inequality: simply jump into the (naturally coupled) stationary distributions after an exponential time.
Note again that Theorem 1.9 does not apply to example (1.4), since
is decreasing in n. Thus we are motivated to look for other su cient conditions that do apply to this example. It is not enough to simply reverse the direction of the monotonicity assumption in Theorem 1.9, as the following example shows:
Example. If d = 2, X 1 ; X 2 are i.i.d., and n = 3, the necessary and su cient condition (2.8) becomes P(X 1 = 1)P(X 1 = 3) 2 P(X 1 = 2) 2 : Therefore, if we choose P(X 1 = 0) = 25 32 ; P(X 1 = 1) = 5 32 ; P(X 1 = n) = 1 2 n+3 for n 2;
it follows that 3 6 4 , even though
The extensions of the technique that led to (1.7) are somewhat harder than the coupling approach, but of greater interest because they do apply to example (1.4). We give two types of extension. The rst applies only to the case d = 3, but the second applies to all d. Here is the rst result, which is proved in Section 4. The rst assumption in Theorem 1.11 is an obvious analogue of (1.7). The theorem states that given this, in order to show n (B) " for every increasing set B, it su ces to check it for all increasing sets of the special form B = f(j; k; l) : j j 0 ; k k 0 ; l l 0 g. Theorem 1.11. Suppose that d = 3. If n (j; k; l) maxf n+1 (j + 1; k; l); n+1 (j; k + 1; l); n+1 (j; k; l + 1)g for (j; k; l) 2 S n and X j j 0 ;k k 0 ;l l 0 n (j; k; l) X j j 0 ;k k 0 ;l l 0 n+1 (j; k; l) for j 0 ; k 0 ; l 0 0; then n n+1 .
In Section 5, we prove the following result, which works for all d. It is the main result of this paper, and the one that leads to our solution of the motivating problem for the growth model A t . The independence assumption can be weakened somewhat, as explained in the course of the proof. Note that if d = 2, the assumptions of Theorem 1.12 reduce to (1.7) (for independent X 1 ; X 2 ). Theorem 1.12. Suppose that X 1 ; :::; X d are independent. If P(X i+1 = m)P(X 1 + + X i+1 = l + m + 1) P(X i+1 = m + 1)P(X 1 + + X i+1 = l + m) and P(X 1 + +X i = l)P(X 1 + + X i+1 = l + m + 1) P(X 1 + + X i = l + 1)P(X 1 + + X i+1 = l + m) for l; m 0 and 1 i d ? 1. Then n n+1 for n 1.
One situation in which n n+1 is obvious is that in which X 1 ; :::; X d are independent Poisson distributed random variables with parameters 1 ; :::; d respectively, since then n is the multinomial distribution with parameters n ? 1 and p 1 ; :::; p d , where
It which are not satis ed. This should not be regarded as implying that Theorem 1.9 is more useful or important than Theorem 1.12. Rather, they provide quite di erent types of su cient conditions, with the latter being more subtle. Section 6 is devoted to applying Theorem 1.12 to the n given in (1.4). The observation that makes this possible is that, in this case, the distributions of the partial sums X 1 + + X i can be computed explicitly. The result is: Corollary 1.13. If n is given by (1.4), then n n+1 for n 1.
In Section 7 we check that Puha's su cient condition for equality in (1.5) is equivalent to n n+1 for the measures given in example (1.4). Combining this with Corollary 1.13 and Puha's work in her two papers, we obtain the following: Remark. In her paper, Puha uses the explicit coupling measure available in case d = 2 to improve the power 7 2 signi cantly. Since our coupling is not explicit, it does not appear to lead to a similar improvement for d 3. There is some numerical evidence for the critical exponent to be 5 2 (Tretyakov and Konno (1999) ), and it would certainly be of interest to prove this, even for d = 2.
The case d = 2
In this section, we consider several di erent approaches to proving n n+1 in the case d = 2. We begin by carrying out the coupling proof that leads to condition (1.6). To simplify notation, record only the rst coordinate of a point in S n , identifying (k; n ? k ? 1) with k, so write S n = f0; :::; n ? 1g. We will require that the marginal chains move only to nearest neighbors, say for the process on S n , k ! k + 1 at rate n (k) k ! k ? 1 at rate n (k):
Of course, n (n?1) = n (0) = 0: In order that the chain have the right stationary distribution, these rates must satisfy the following conditions: (2.1) n (k) n (k) = n (k + 1) n (k + 1): We will not make any special assumptions about the coupled chain, other than those needed to make it couple the marginal processes correctly. The coupled chain has state space f(k; k); 0 k n ? 1g f(k; k + 1); 0 k n ? 1g; and possible transitions (k; k) ! (k; k + 1) at rate a k (k; k) ! (k ? 1; k ? 1) at rate b k (k; k) ! (k + 1; k + 1) at rate c k (k; k) ! (k ? 1; k) at rate d k (k; k + 1) ! (k; k) at rate e k (k; k + 1) ! (k + 1; k + 1) at rate f k (k; k + 1) ! (k ? 1; k) at rate g k (k; k + 1) ! (k + 1; k + 2) at rate h k :
In order for the transition rates of the marginal processes to be correct, the following relations must be satis ed:
Solving these equations leads to
These will be nonnegative provided that
It is then not hard to check that it is possible to choose the 's and 's so that (2.1) and (2.2) are satis ed if and only if
This is exactly not the case of primary interest in this paper, as explained in the introduction. Let us consider then another approach to proving n n+1 that will lead to the su cient condition (1.7). To prove (1.1), it is enough to prove (2.4) n (B) n+1 (B) for all increasing B S. Since n concentrates on S n , only B \ S n and B \ S n+1 are relevant in (2.4). Letting A = B \ S n and A = k2A fk; k + 1g = A (A + 1) B \ S n+1 , we see that (2.4) is implied by (2.5) n (A) n+1 (A ); A S n : Writing A as a disjoint union of maximal intervals, we see that (2.5) will hold for all A if it holds for all intervals. The important observation in checking this is that if A = A 1 A 2 where A 1 and A 2 are separated in that k 2 A 1 ; l 2 A 2 implies that jk ? lj > 1, then A 1 \ A 2 = ;, so that n (A 1 A 2 ) = n (A 1 ) + n (A 2 ) and n+1 (A 1 A 2 ) = n+1 (A 1 ) + n+1 (A 2 ): Thus, it is enough to check (2.6) n (A c ) n+1 ((A ) c ) for all intervals A. But the complement of an interval is a union of (one or) two intervals, so (2.6) will hold for all intervals if (2.7) n (k) maxf n+1 (k); n+1 (k + 1)g; 0 k n ? 1:
But this is just (1.7) in the present notation. The two techniques explained thus far are proposed as approaches that might suggest ideas for use for larger d. When d = 2, it is easy to give a necessary and su cient condition for n n+1 , as we now explain. Let the coupling measure put mass k on (k; k); k on (k; k + 1) for 0 k n ? 1. The marginals will be correct provided that n (k) = k + k and n+1 (k) = k?1 + k ; where we have set ?1 = n = 0. Solving for the 's and 's leads to
Thus, the necessary and su cient condition for n n+1 is (2.8)
for 0 k n ? 1.
The coupling condition
In this section, we take a general d 2 and ask when one can prove n n+1 via a natural coupling argument. The result will be a proof of Theorem 1.9. Let b i (x) = P(X i = x) so that x ! x ? e i + e j at rate i;j (x) for x = (x 1 ; :::; x d ) 2 S and 1 i 6 = j d. Note that if we interpret the coordinates x i of x as the numbers of particles at the sites f1; :::; dg, then this transition corresponds to moving a particle from site i to site j. Initially, we will let the transition rates depend on the full con guration x in an arbitrary way, and will not assume that n has the product form given above. Assume that i;j (x) > 0 except when x i = 0, when it must be zero since there is no particle at i to move. This guarantees that X t is irreducible when restricted to each S n .
We will have proved that n n+1 if we can choose i;j (x) so that the following properties hold:
(a) X t is reversible with respect to n for each n, i.e., (3.1) n (x) i;j (x) = n (x ? e i + e j ) j;i (x ? e i + e j ) for x 2 S n ; x i 1, and (b) if x y, then two copies X t and Y t with initial states x and y respectively can be coupled to preserve the relation X t Y t . It is enough to carry out this coupling in case y is obtained from x by adding 1 to a single component, say y = x + e k . Then the most natural coupling would have transitions for the joint process (X t ; Y t ) (x; x + e k ) ! (x ? e i + e j ; x + e k ? e i + e j ) if i; j 6 = k; (x; x + e k ) ! (x ? e k + e j ; x + e j ) or (x; x + e j ) if j 6 = k; and (x; x + e k ) ! (x ? e i + e k ; x ? e i + 2e k ) or (x ? e i + e k ; x + e k ) if i 6 = k:
To carry out this coupling so that the marginals have the correct law, we need (3.2) i;j (x) = i;j (x + e k ) for i; j 6 = k; k;j (x) k;j (x + e k ) for j 6 = k; i;k (x) i;k (x + e k ) for i 6 = k:
The rst constraint in (3.2) says that i;j (x) depends on x only through x i and x j , so write i;j (x) = i;j (x i ; x j ); and then the other two constraints in (3.2) become (3.3) i;j (u; v) is " in u and # in v:
In these terms, (3.1) becomes (3.4) This forces to take a special form. To see this, take i; j; k distinct, and write the following two relations of the form (3.4): n (x) i;k (x i ; x k ) = n (x ? e i + e k ) k;i (x k + 1; x i ? 1); n (x ? e i + e k ) k;j (x k + 1; x j ) = n (x ? e i + e j ) j;k (x j + 1; x k ):
Combining these with (3.4) leads to This makes (3.6) hold, and then (3.3) is equivalent to i (k) " in k:
; the proof of Theorem 1.9 is complete. The fact that the rate for a particle to move from i to j depends only on the number of particles at i makes the marginal processes zero-range. This section is devoted to the proof of Theorem 1.11. We assume throughout the hypotheses of that theorem. The rst part of the proof follows that of the su ciency of (2.7) in d = 2. In particular, in order to prove n n+1 in case d = 3, it su ces to check that (4.1) n (A) n+1 (A ) for all connected A S n . Here connectedness is to be interpreted in terms of the graph structure on S n in which two points x; y 2 S n are neighbors if P d i=1 jx i ? y i j = 2. i.e., if y can be obtained from x by reducing one coordinate by one and increasing another coordinate by one. Given A, A is now de ned by A = (j;k;l)2A f(j + 1; k; l); (j; k + 1; l); (j; k; l + 1)g:
We begin with the part of the argument that requires d = 3. By an edge of S n , we will mean one of the sets f(j; k; l) 2 S n : j = 0g; f(j; k; l) 2 S n : k = 0g; f(j; k; l) 2 S n : l = 0g: The corners of S n are the points (0; 0; n ? 1); (0; n ? 1; 0) and (n ? 1; 0; 0). Lemma 4.2. Suppose A and B are disjoint connected subsets of S n . Then it is not possible for both A and B to contain a point from each of the three edges of S n .
Proof. Assume that A and B are disjoint, connected, and contain a point on each of the three edges of S n . We want to reach a contradiction. First assume that one of the sets contains one of the corners of S n , say (0; 0; n ? 1) 2 A. Then A must contain a point of the form (j; n ? j ? 1; 0). Since A is connected, there must be a connected path through A joining (0; 0; n ? 1) and (j; n ? j ? 1; 0). But B cannot contain (0; 0; n ? 1), so it contains two points of the form (0; k; n ? k ? 1) and (l; 0; n ? l ? 1) with k; l 1. Since B is connected, there must be a connected path through B joining (0; k; n ? k ? 1) and (l; 0; n ? l ? 1). But these two paths must interesect, and this gives the required contradiction.
In the other case, neither A nor B contains a corner of S n . Therefore, there is a point (j; k; l) 2 A that is connected via connected paths in A to points in the interiors of each of the three edges of S n . Without loss of generality, these paths can be taken to be nonsel ntersecting, and disjoint except for the common point (j; k; l). Then, we may take A to be the union of these paths. In this case, S n nA breaks up into three components, each including exactly one of the corners of S n . Since B is connected, it is contained in one of these components, say the one that contains (0; 0; n ? 1). But then B cannot contain any point whose third coordinate is zero. By a subsimplex of S n , we will mean a subset of S n of the form f(j; k; l) 2 S n : j j 0 ; k k 0 ; l l 0 g for some j 0 ; k 0 ; l 0 0. Note that this is naturally isomorphic to S n?j 0 ?k 0 ?l 0 . Also, if A is a subsimplex of S n , then A is a subsimplex of S n+1 (corresponding to the same j 0 ; k 0 ; l 0 ). Proposition 4.3. If (4.1) holds for all subsimplices of S n , then it holds for all connected subsets of S n .
Proof. Let A be a connected subset of S n , and de ne B to be the smallest subsimplex of S n that contains A. By assumption, (4.1) holds with (A; A ) replaced by (B; B ), so it will be enough to show that
This is an analogue of (2.6). We will prove (4.4) by nding an injective mapping : B nA ! BnA with the property that (j; k; l) 2 f(j ? 1; k; l); (j; k ? 1; l); (j; k; l ? 1)g for every (j; k; l) 2 B nA . By the rst assumption of Theorem 1.11, it will follow that n+1 (j; k; l) n ? (j; k; l) ; (j; k; l) 2 B nA :
Summing this expression leads to (4.4), since is injective.
To de ne , let C 1 ; :::; C N be the maximal connected components of B nA . A given C i cannot contain a point on each of the edges of B . To see this, note that by the minimality of B, A has a point on each edge of B , so C i cannot have that property by Lemma 4.2. (Recall that B is isomorphic to S m for some m.) If C i has no point whose rst coordinate is zero, de ne (j; k; l) = (j ? 1; k; l) for (j; k; l) 2 C i . If it does contain a point with zero rst coordinate, but no point with zero second coordinate, de ne (j; k; l) = (j; k ? 1; l) for (j; k; l) 2 C i . Otherwise, C i contains no point with zero third coordinate, and then de ne (j; k; l) = (j; k; l?1) for (j; k; l) 2 C i . Clearly the (j; k; l) de ned in this way is in BnA, since if it were in A, we would have (j; k; l) 2 A .
We need to check that is injective. So, suppose that (j 1 ; k 1 ; l 1 ) = (j 2 ; k 2 ; l 2 ) for two distinct points in B nA . Since is injective on each C i , there must be i 1 6 = i 2 so that (j 1 ; k 1 ; l 1 ) 2 C i 1 and (j 2 ; k 2 ; l 2 ) 2 C i 2 . Since (j 1 ; k 1 ; l 1 ) = (j 2 ; k 2 ; l 2 ), (j 1 ; k 1 ; l 1 ) and (j 2 ; k 2 ; l 2 ) are neighbors in B , and this means that C i 1 C i 2 is connected, which contradicts the maximality of the C i 's. Theorem 1.11 follows from Proposition 4.3, together with the remarks at the beginning of this section.
A sufficient condition for general d
Here we prove Theorem 1.12. Let B S be an increasing set. We need to show that the conditional probability so that its monotonicity in k is exactly the statement that needs to be proved. Thus it will su ce to carry out the induction argument.
To carry out the induction step, write By the inductive hypothesis, f i is increasing in all of its variables, so it su ces to show that the measure k;j 1 ;:::;j d?i?1 ( ; ) is increasing in k; j 1 ; :::; j d?i?1 . Up to this point, we have not used the independence of X 1 ; :::; X d in order to explain why we assume this, and to show that the argument does work under slightly weaker hypotheses. When the j's vary, the measures k;j 1 ;:::;j d?i?1 ( ; ) are supported by the same set f(p; q) : p + q = kg.
However, the only way that two probability measures on this set can be stochastically ordered is for them to be the same. To see this, note that a coupling measure would have to concentrate on ? (p 1 ; q 1 ); (p 2 ; q 2 ) : p 1 + q 1 = p 2 + q 2 = k; p 1 p 2 ; q 1 q 2 ;
and any probability measure on this set has equal marginals. Thus one must assume that these measures are independent of the j l variables. This is weaker than independence of X 1 ; :::; X d , but we will not pursue extensions based on this observation.
It follows that c n (d ? 1)n + 1 dn n is independent of n, and hence always equal to 1, since that is its value for n = 1. Of course, once we know (1.3), it can be combined with (6.3) to write (6.9) c (i) n = i nd + i nd + i n : This equation (and working backwards, (6.3) as well) can also be obtained from Theorems 2.3 and 2.5 of Hilton and Pedersen (1991) . Their results are proved via combinatorial arguments. We have included our simple analytic proof in order to keep this paper self-contained.
Proof of Corollary 1.13. In this case, P ? X 1 + + X i = n = c (i) n u n C i (u) ;
where u > 0 is xed, and small enough that C(u) < 1. Therefore, the assumptions of Theorem which is easily checked. So, Corollary 1.13 follows from Theorem 1.12.
