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Abstract. Data replication is one of the significant sub-areas of data management
in cloud based workflows. Data-intensive workflow applications can gain great
benefits from cloud environments and usually need data management strategies
to manage large amounts of data. At the same time, multi-cloud environments
become more and more popular. We propose a cost-effective and threshold-based
data replication strategy with the consideration of both data dependency and data
access times for data-intensive workflows in the multi-cloud environment. Finally, the simulation results show that our approach can greatly reduce total cost
of data-intensive workflow applications by considering both of data dependency
and data access times in multi-cloud environments.
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Introduction

In recent years, the increasing amount of data becomes major challenges for all organizations, such as data congestion problems [5,8,16], lower data management cost effectiveness [4] and lower data management efficiency [17]. The emergence of cloud computing technologies constructs a novel paradigm for developing and deploying distributed applications.
Cloud storage is not only the adoption of physical hardware but also a highly integrated system which includes network devices, data storage devices, servers, official
applications, common access interfaces, network access and client-side programs.
Multi-cloud uses two or more cloud computing services in order to allow users to share
the workload across multiple cloud service providers. Multi-cloud is commonly used
by several famous applications, such as OpenStack and Microsoft Azure [20]. It allows
heterogeneous cloud environments to satisfy the user requirements, and can help users
minimize the data loss risks and downtime in order to achieve better cloud computing
power and quality of service. It can also help users avoid single vendor lock-in risks to
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a large extent [20]. Multi-cloud is always used to support global or cross-regional collaborative work because the cloud services in multi-cloud always rely on hardware in
multiple locations. By using the multi-cloud environment, it is more agile and scalable
than only using a single cloud to perform the tasks and share the data [14].
A data-intensive workflow such as a scientific workflow may consist of hundreds of
complex tasks and huge amount of data. Data management in such a scenario is still a
difficult research challenge as moving large amount of data can be cost-ineffective [19].
Data-intensive workflow applications may benefit greatly from multi-cloud because a
multi-cloud environment satisfies their cross-regional computation and massive data
storage requirements better by leveraging computation and storage capacities of many
data centers [15].
The past research works have addressed this challenging problem in two directions
by using data placement and replication strategies. Parameters such as data dependency
and data access times have been used separately from the data perspective to develop
different strategies in order to achieve a better data management performance [2,12].
Without the consideration of data dependency, highly-dependent data may be stored in
locations distant from one another. This may increase the data access cost and the response time. At the same time, without the consideration of data access times, frequently-accessed data may be stored in a remote location. It may also have a significant
influence on the total cost, the response time, and the access delay.
In this paper, we propose a data dependency and access threshold based data replication strategy with the consideration of both data dependency and data access times
for data-intensive workflows in the multi-cloud environment. In our approach, the data
dependency and data access times of datasets are balanced to dynamically control the
creation of data replicas. The simulation shows that our approach is more cost-effective
than approaches that consider the data dependency or data access times only. The remainder of the paper is organized as follows. Section 2 reviews the major related work
and presents the motivation of our work. Then Section 3 describes our data replication
approach in details. Section 4 discusses the simulation results. Finally, Section 5 concludes this paper.

2

Related Work

Cloud computing is known as an emerging and fast growing area of service delivery in
information technology aspects. This novel approach is marked as one of the top five
emerging technologies that will have a significant improvement on quality of science
as well as the society within the next 20 years [1]. In general, cloud technology aims to
shift several IT dimensions to remote facilities such as central data storage rather than
local processing on capable distant servers instead of stationary or portable devices,
integrated data rather than distributed data, and the replacement of dispersion applications by centralized ones [10].
In this paper, we particularly focus on data management challenges in multi-cloud
environments by using data replication strategy. Data replication is the strategy of cre-
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ating multiple data copies and storing the copies in multiple sites [11,18]. Data replication can help users save cost [7] and response time [13] when tasks are being processed,
and improve the data availability [3,9,17] and reliability [6].
Several approaches have been proposed for data replication in cloud environments.
In [2], authors propose a Latest Access Largest Weight (LALW) strategy in order to
select a popular file and calculate a suitable number of copies and grid sites for data
replication in data grids by considering access frequency to exhibit the importance for
access history in different time intervals. In [12], authors propose a Fair-Share Replication (FSR) strategy that takes both access load and storage load into account to determine the replicas creation. An average access frequency is used to compare with the
access frequency of targeted datasets to find the popular file and rank the file. In [3],
authors propose a dynamic, cost-aware data replication strategy by identifying the minimum number of replicas in order to satisfy the desired availability, get the maximum
value and keep the total weight less than or equal to the peak budget at the same time.
Based on the findings from past research, either data dependency or data access times
can significantly influence the data management solution. The attribute of data dependency considers the relationship between two datasets from the perspective of tasks. The
attribute of data access times considers the number of access times of a dataset accessed
by tasks. We argue that both data dependency and data access times should be considered jointly in order to improve the data management performance.

3

Approaches

By taking both data dependency and data access times into consideration, our approach
aims to create replicas for datasets that are both highly dependent and frequently accessed. This also balances the number of the replicas created and the total cost saved.
A summary of the notations used in our approach and their definitions is given in Table
1.
Table 1. Notations.
Symbol

Meaning

𝐺𝐺

A workflow application

𝑇𝑇
𝐸𝐸

The set of tasks in the workflow application 𝐺𝐺
The set of edges in the workflow application 𝐺𝐺

|𝑇𝑇(𝑑𝑑𝑖𝑖 )|

The number of tasks in 𝑇𝑇 which use the dataset 𝑑𝑑𝑖𝑖

𝐷𝐷

The set of datasets in the workflow application 𝐺𝐺

𝐷𝐷𝐷𝐷𝐷𝐷 (𝑑𝑑𝑖𝑖 , 𝑑𝑑𝑗𝑗 )

The data dependency between the dataset 𝑑𝑑𝑖𝑖 and 𝑑𝑑𝑗𝑗

𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏

Between-DataCenter Data Dependency

𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

The sum of all data access times of all datasets

𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤
𝐻𝐻𝐻𝐻𝐻𝐻

𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎

Within-DataCenter Data Dependency

High-Dependent Dataset

The average access times of all datasets
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Ø

Threshold value for data access times candidate pool

𝐻𝐻𝐻𝐻𝐻𝐻

Hot-Access Dataset

𝑁𝑁𝐷𝐷

𝐷𝐷𝐷𝐷

The total number of datasets

The set of data centers in the multi-cloud environment

𝐶𝐶𝐶𝐶𝐶𝐶

The set of cloud service providers in the multi-cloud environment

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

The total cost when there are no replication happened

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

Total cost

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

The current total cost value when Ø stay at a specific value

𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

The current number of replicas when Ø stay at a specific value

µ

The cost reduction per replica

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑠𝑠

The storage duration

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠

Data storage cost

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡

Data transmission cost

𝐷𝐷𝐷𝐷 ∗

The set of data centers with all initial datasets and replicas
The data storage rate of the cloud service provider 𝑐𝑐𝑐𝑐𝑐𝑐

γ

3.1

Prerequisite

Before the start of our data replication strategy, we assume that initial dataset and task
placement has been completed by using a data and task placement strategy. Datasets
and tasks have been allocated into geographically-dispersed data centers in 𝐷𝐷𝐷𝐷 from
different cloud service providers in 𝐶𝐶𝐶𝐶𝐶𝐶.
3.2

Workflow application model

A workflow application 𝐺𝐺 = (𝑇𝑇, 𝐸𝐸) is modelled as a Directed Acyclic Graph (DAG),
where 𝑇𝑇 is the set of vertices as tasks and 𝐸𝐸 is a set of edges as the control dependencies
between the tasks. In the workflow application 𝐺𝐺, the child task can only start after its
parent tasks have finished and the associated control dependencies have been transferred to the child task.
3.3

Data dependency model

The data dependency represents the data relationship between each two datasets in 𝐷𝐷.
The data dependency between datasets 𝑑𝑑𝑖𝑖 and 𝑑𝑑𝑗𝑗 is defined as the ratio of the number
of tasks that use both 𝑑𝑑𝑖𝑖 and 𝑑𝑑𝑗𝑗 to the total number of workflow tasks 𝑇𝑇 [19]. Therefore,
the data dependency can be calculated as follows in equation 1.
𝐷𝐷𝐷𝐷𝐷𝐷 (𝑑𝑑𝑖𝑖 , 𝑑𝑑𝑗𝑗 ) =

|(𝑇𝑇(𝑑𝑑𝑖𝑖 )∩𝑇𝑇(𝑑𝑑𝑗𝑗 ))|
|𝑇𝑇|

(1)
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In multi-cloud environments, we define Within-DataCenter Data Dependency (𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 )
and Between-DataCenter Data Dependency (𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 ). 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 is the data dependency between the dataset 𝑑𝑑𝑖𝑖 and all other datasets within the same location of 𝑑𝑑𝑖𝑖 . 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 is the
data dependency between the dataset 𝑑𝑑𝑖𝑖 and all other datasets within the different locations of 𝑑𝑑𝑖𝑖 . 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 and 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 are both represented as a 2-tuple (𝑑𝑑𝑑𝑑, 𝑑𝑑). A 𝐷𝐷𝐷𝐷𝐷𝐷(𝑑𝑑𝑑𝑑, 𝑑𝑑)
function is used to calculate 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 and 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 for each dataset 𝑑𝑑 in each data center 𝑑𝑑𝑑𝑑.
For each dataset 𝑑𝑑𝑖𝑖 in 𝐷𝐷, we calculate their 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 and 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 based on its location 𝑑𝑑𝑑𝑑
in 𝐷𝐷𝐷𝐷 as follows in equation 2 and 3.
𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 (𝑑𝑑𝑑𝑑, 𝑑𝑑𝑖𝑖 ) = ∑𝑛𝑛𝑗𝑗=1 𝐷𝐷𝐷𝐷𝐷𝐷 (𝑑𝑑𝑖𝑖 , 𝑑𝑑𝑗𝑗 ), 𝑖𝑖 ≠ 𝑗𝑗, (𝑑𝑑𝑖𝑖 and 𝑑𝑑𝑗𝑗 store in the same location)

𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 (𝑑𝑑𝑑𝑑, 𝑑𝑑𝑖𝑖 ) = ∑𝑛𝑛𝑗𝑗=1 𝐷𝐷𝐷𝐷𝐷𝐷 (𝑑𝑑𝑖𝑖 , 𝑑𝑑𝑗𝑗 ), 𝑖𝑖 ≠ 𝑗𝑗, (𝑑𝑑𝑖𝑖 and 𝑑𝑑𝑗𝑗 store in different locations)

(2)

(3)

For a dataset 𝑑𝑑 placed in the data center 𝑑𝑑𝑑𝑑, if its 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 (𝑑𝑑𝑑𝑑, 𝑑𝑑) > 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 (𝑑𝑑𝑑𝑑, 𝑑𝑑), we partition the dataset 𝑑𝑑 into a new set of datasets called High-Dependent Dataset 𝐻𝐻𝐻𝐻𝐻𝐻. A
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷() function is used to compare 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 and 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 for each dataset 𝑑𝑑 in 𝐷𝐷
in order to partition the datasets into High-Dependent Dataset 𝐻𝐻𝐻𝐻𝐻𝐻.

3.4

Data access times model

Data access times is the number of times of a dataset accessed by all tasks in a single
execution of the workflow. We count data access times 𝐴𝐴𝐴𝐴 for each dataset 𝑑𝑑 in 𝐷𝐷
during workflow execution period by the function 𝐴𝐴𝐴𝐴(𝑑𝑑). Then we calculate the sum
of all data access times of all datasets 𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 as follows in equation 4 and set the threshold Ø. A 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴() function is used to calculate the value of 𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and 𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 .
𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 =∑𝑛𝑛𝑖𝑖=1 𝐴𝐴𝐴𝐴(𝑑𝑑𝑖𝑖 ), 𝑑𝑑𝑖𝑖 ∈ 𝐷𝐷

(4)

Then we calculate the average data access times of all datasets 𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 with the total
number of datasets 𝑁𝑁𝐷𝐷 as follows in equation 5.
𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 =

𝐴𝐴𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁𝐷𝐷

(5)

If 𝐴𝐴𝐴𝐴(𝑑𝑑) > Ø * 𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 then, we partition the dataset 𝑑𝑑 into a new set of datasets called
Hot-Access Dataset 𝐻𝐻𝐻𝐻𝐻𝐻. The threshold value Ø can be dynamically changed from 0
to 𝑁𝑁𝐷𝐷 in order to optimize the total cost and the number of replicas. The 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴()
function is designed to compare the value between 𝐴𝐴𝐴𝐴(𝑑𝑑) and Ø * 𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 in order to
determine if a dataset 𝑑𝑑 in 𝐷𝐷 should be categorized into 𝐻𝐻𝐻𝐻𝐻𝐻.
3.5

Eligible replicated dataset candidate pool

We compare 𝐻𝐻𝐻𝐻𝐻𝐻 and 𝐻𝐻𝐻𝐻𝐻𝐻 in order to identify the eligible dataset candidates for replication, which are the overlapping elements in both 𝐻𝐻𝐻𝐻𝐻𝐻 and 𝐻𝐻𝐻𝐻𝐻𝐻. These eligible
dataset candidates are both highly dependent and highly accessed. Replicas of these
datasets should be created and placed into appropriate data centers using our replica
placement strategy.
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3.6

Multi-cloud environment model

Multi-cloud is the use of two or more cloud computing services in order to allow users
to share the workload across multiple cloud service providers. A multi-cloud environment is represented as a 2-tuple 𝑀𝑀𝑀𝑀 = (𝐷𝐷𝐷𝐷,𝐶𝐶𝐶𝐶𝐶𝐶), where

• 𝐷𝐷𝐷𝐷: {𝑑𝑑𝑑𝑑1 , 𝑑𝑑𝑑𝑑2 , 𝑑𝑑𝑑𝑑3 , … , 𝑑𝑑𝑑𝑑𝑝𝑝 } is the set of data centers in the multi-cloud environment.
• 𝐶𝐶𝐶𝐶𝐶𝐶: {𝑐𝑐𝑐𝑐𝑐𝑐1 , 𝑐𝑐𝑐𝑐𝑐𝑐2 , 𝑐𝑐𝑐𝑐𝑐𝑐3 , … , 𝑐𝑐𝑐𝑐𝑐𝑐𝑢𝑢 } is the set of cloud service providers in the multicloud environment.
• Each 𝑑𝑑𝑑𝑑 has only one 𝑐𝑐𝑐𝑐𝑐𝑐, while one 𝑐𝑐𝑐𝑐𝑐𝑐 may have multiple 𝑑𝑑𝑑𝑑.
3.7

Cost model for multi-cloud

The total cost 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 is defined as the sum of the data storage cost 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠 and the data
transmission cost 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 , as follows in equation 6.
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = ∑ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠 + ∑ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡

(6)

The data storage cost 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠 is dependent on the data storage rate of the cloud service
provider γ, the size of the dataset 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑑𝑑), and the storage duration 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑠𝑠 . As each
cloud service provider has its own data storage pricing model, it is necessary and indispensable to consider the data storage cost rates γ of different 𝑑𝑑𝑑𝑑 in 𝐷𝐷𝐷𝐷. Data storage
cost 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠 for the dataset 𝑑𝑑 can be presented as follows in equation 7.
𝑝𝑝

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠 =∑𝑑𝑑𝑑𝑑=1 𝛾𝛾 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑑𝑑) ∗ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑠𝑠

(7)

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 = 𝛼𝛼 * 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑑𝑑) * 𝐴𝐴𝐴𝐴(𝑑𝑑)

(8)

The data transfer cost 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 is dependent on the transfer cost ratio 𝛼𝛼 , the size of the
dataset 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑑𝑑), and the data access times of the dataset 𝐴𝐴𝐴𝐴(𝑑𝑑). Therefore, data transfer
cost 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑡𝑡 for the dataset 𝑑𝑑 can be presented as follows in equation 8.
3.8

Recommend value of Ø’

A recommend value of Ø’ will return when the result of following equation 8 (µ) is
optimal, where 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 denotes the total cost when there are no replication happened,
and 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and 𝑁𝑁𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 denotes the current total cost value and the current
number of replicas respectively when Ø stay at a specific value. We insert an evaluation
parameter µ to evaluate cost reduction per replica in equation 9. Therefore when µ stays
at a maximum value at a specific value of Ø, it means the cost reduction per replica is
optimal and this value of Ø can be returned as the recommend value Ø’.
µ=

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡
𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

(9)
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3.9

Algorithms

Our data replication algorithms include two sub-algorithms as follows.
Algorithm 1. Data replication loop
Input:𝐷𝐷𝐷𝐷,𝐷𝐷,𝐶𝐶𝐶𝐶𝐶𝐶,Ø
Output:𝐷𝐷𝐷𝐷 ∗ : set of data centers with all initial datasets and replicas
Ø’: A recommended value of Ø
1. begin
2.
Insert workflow 𝐺𝐺
3.
Dynamically change threshold parameter Ø from
0 to 𝑁𝑁𝐷𝐷 by step 0.01
4.
start Algorithm 2
5.
List all eligible datasets
6.
Place all eligible datasets
to related task locations
7.
Account the number of replicas 𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
8.
Calculate 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 based on
the placed location for all replicas
9.
Account the 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 when
there are no replication happened
10.
Calculate each value of evaluation parameter µ at different value of Ø
11.
end Algorithm 2 after Ø reach 𝑁𝑁𝐷𝐷
12.
Find the best value of µ
13.
return Ø’ and 𝐷𝐷𝐷𝐷 ∗
14. end
Algorithm 2. Eligible replicated dataset creation
Input:𝐷𝐷𝐷𝐷,𝐷𝐷,𝐶𝐶𝐶𝐶𝐶𝐶,Ø
Output: eligible replicated datasets
1. begin
2. for (each dataset 𝑑𝑑, 𝑑𝑑 ∈ 𝐷𝐷) do
3.
Locate the location of all datasets
4.
Calculate all data dependencies for each dataset
5.
for (each data center 𝑑𝑑𝑑𝑑, 𝑑𝑑𝑑𝑑 ∈ 𝐷𝐷𝐷𝐷) do
6.
Calculate 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 and 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 by function
𝐷𝐷𝐷𝐷𝐷𝐷(𝑑𝑑𝑑𝑑, 𝑑𝑑)
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7.
Compare 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 and 𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 for
each dataset 𝑑𝑑 in 𝐷𝐷 by function 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷()
8.
While (𝐷𝐷𝐷𝐷𝐷𝐷𝑏𝑏 (𝑑𝑑) > 𝐷𝐷𝐷𝐷𝐷𝐷𝑤𝑤 (𝑑𝑑)) do
9.
Generate 𝐻𝐻𝐻𝐻𝐻𝐻 candidate pool
10.
end while
11.
Continue
12.
Calculate all data access times for each 𝑑𝑑
13.
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴()
14.
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴()
15.
While (𝐴𝐴𝐴𝐴(𝑑𝑑) > Ø * 𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 ) do
16.
Generate 𝐻𝐻𝐻𝐻𝐻𝐻 candidate pool
17.
end while
18.
if 𝑑𝑑 ∈ {𝐻𝐻𝐻𝐻𝐻𝐻 ∩ 𝐻𝐻𝐻𝐻𝐻𝐻}
19.
then 𝑑𝑑 is a eligible replicated dataset
20.
end if
21.
end for
22.
return all datasets and eligible replicated datasets
23. end for
24. end

4

Simulations

4.1

Simulation settings

Our simulations are conducted on CloudSim. We performed three scientific workflows,
25 nodes Montage workflow, 30 nodes CyberShake workflow and 30 nodes LIGO Inspiral workflow in order to simulate the effectiveness of our strategy. The data items of
Montage workflow includes d1 to d18 which are accessed by tasks {1, 45, 45, 45, 45,
45, 107, 107, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1} times respectively and has the data size from d1
to d18 {0.29, 4000, 4000, 4000, 4000, 4000, 0.26, 270, 7.2, 2.3, 2.8, 21, 12, 7.2, 165430,
165430, 6600, 320} respectively. The data items of CyberShake workflow includes d1
to d5 which are accessed by tasks {90, 572, 574, 200, 1} times respectively and has the
data size from d1 to d5 {220, 5500, 0.3, 2000, 2100} respectively. The data items of
LIGO Inspiral workflow includes d1 to d8 which are accessed by tasks {42, 84, 42, 14,
79, 14, 35, 42} times respectively and has the data size from d1 to d8 {800, 150, 8600,
230, 300, 320, 940, 1200} respectively. The pricing model of four adopted cloud service providers (Amazon, Microsoft, AT&T and Google) is shown in Table 2. Besides,
we set the storage duration 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑠𝑠 as 1 for the cost calculation convenience in order to
make the consistence of each data storage time in every different 𝐶𝐶𝐶𝐶𝐶𝐶.
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Table 2. The pricing model of adopted multi-cloud service providers
Cloud service provider

Storage service

Storage Price (per data unit)

Amazon

Amazon S3

0.025

AT&T

AT&T Cloud Storage

0.040

Microsoft

Microsoft Azure

Google

Google Cloud Storage

Data Transfer Cost

0.070 per data unit

0.034
0.026

After eligible datasets are determined, we create replicas for them and distribute the
replicas to all task locations which require these replicas as input datasets and have
enough available storage space. The reason of this placement operation is that replicas
are frequently required by tasks which require these replicas as input datasets. Therefore, replicas may store as near as task locations for reducing the data movement cost.
4.2

Simulation results

In the first simulation, we tested four scenarios on all three scientific workflow applications. As shown in Figure 1, it is obvious that our strategy can significantly decrease
the total cost compared with other three approaches in all three data-intensive workflows. Our strategy has a 94.12%, 99.10%, and 69.91% decrease respectively in Montage, CyberShake and LIGO Inspiral workflow to compare with the no replication scenario of those three workflows. Besides, our strategy has a 40.11% and 92.49% reduction respectively in Montage and CyberShake workflow to compare with the data dependency adoption only scenario of those two workflows. Apart from that, our strategy
has a 31.41%, 92.80% and 67.32% decrease respectively in Montage, CyberShake and
LIGO Inspiral workflow to compare with the data access times adoption only scenario
of those three workflows.
Simulation 1
500000
400000
300000
200000
100000
0

451276.36
249962.56
38712.54
44337.16
31386.1
26964.93 30080.26
24826.23
8020.74

26552.238113.89
2258.3
Our strategy

No replication

Montage

CyberShake

Only data
depedency

Only data access
times

LIGO Inspiral

Fig. 1. The result of simulation 1

In the second simulation, we change the threshold Ø to dynamically adjust 𝐻𝐻𝐻𝐻𝐻𝐻 in order to view the impact on the number of replica created and the total cost saving.
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Total Cost

500000

451276.36 20

18

400000

15

13

300000

10

9

8

200000

10

100916.36
6

100000 44337.1626552.23
26552.4438712.4438736.36
0
0.009
0.05
0.4
0.69
1.1

5
0
0
2.3

Number of Replicas

Montage Simulation 2

6.3

Ø
Total Cost

Number of Replicas

Fig. 2. The result of Montage workflow in simulation 2

As shown in Figure 2, there is an obvious fluctuation on the total cost and the number
of replicas when the value of Ø dynamically increase from 0 to 𝑁𝑁𝐷𝐷 in the Montage
workflow. It is recommended that the cost reduction per replica remains at a maximum
level when Ø stays at 2.3 in the Montage workflow. Similarly, we can find the results
of CyberShake and LIGO Inspiral workflow in our simulation 2 as follows in Figure 3
and 4 as follows. It is recommend that the total cost and the number of replicas exist in
an acceptable level when Ø stays in the range from 0.79 to 1.79 in the CyberShake
workflow, and when Ø stays at 0.95 in the LIGO Inspiral workflow.
300000

Total Cost

250000
200000
150000
100000
50000

249962.56

10

10
7

6

12
8
6

31398.06
3

30080.26
2258.3

3576.1

0.05

0.4

4
0

0

2
0

0.003

0.79

2.3

Ø
Total Cost

Number of Replicas

Fig. 3. The result of CyberShake workflow in simulation 2

Numebr of Replicas

CyberShake Simulation 2
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3

5
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0.05

0.4
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1

1.91

Ø
Total Cost

20

0

Number of Replicas

Total Cost

LIGO Inspiral Simulation 2

Number of Replicas

Fig. 4. The result of LIGO Inspiral workflow in simulation 2
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Conclusions

To conclude, data replication is commonly used to decrease access latency, improve
data availability, and reduce data transfer cost by creating data replicas to geographically-distributed data centers. In this paper, we propose a data dependency and access
threshold based data replication strategy with the consideration of both data dependency and data access times jointly for data-intensive workflows in the multi-cloud environment. The simulation results shows that our data replication strategy can greatly
reduce the total cost of data-intensive workflow execution and suggest a recommended
value of Ø in order to find the optimal performance by using our strategy.
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