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Evolutionary neural networks
Although neural networks are used for solving a variety of problems, they still have some limitations. One of the most common is the neural network training. The back-propagation learning algorithm cannot guarantee optimality. In practical applications, the back-propagation algorithm might converge to a set of sub-optimal weights from which it cannot escape. As a result, the neural network is often unable to find a desirable solution to a problem at hand.
Another difficulty is the selection of an optimal topology of the neural network. The "right" network architecture for a particular problem is often heuristically determined, and designing a neural network topology is still more art than engineering.
Genetic algorithm is an effective optimization technique that can guide both weight optimization and topology selection. 
Encoding weights in a chromosome
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The second step is to define a fitness function for evaluating performance of chromosomes. This function must estimate the performance of a given neural network. We can apply here a simple function defined as the total square error.
The training set of examples is presented to the network, and the total square error is computed. The smaller the total, the fitter the chromosome. The genetic algorithm attempts to find a set of weights that minimizes the total square error.
The third step is to choose the genetic operatorscrossover and mutation. A crossover operator takes two parent chromosomes and creates a single child with genetic material from both parents. Each gene in the child's chromosome is represented by the corresponding gene of the randomly selected parent.
A mutation operator selects a gene in a chromosome and adds a small random value between −1 and 1 to each weight in this gene. 
Crossover in weight optimization
Can genetic algorithms help us in selecting the network architecture?
The architecture of the network (i.e., the number of neurons and their interconnections) often determines the success or failure of the application. Usually the network architecture is decided by trial and error; there is a great need for a method of automatically designing the architecture for a particular application. Genetic algorithms are suited for this task.
The basic idea behind evolving a suitable network architecture is to conduct a genetic search in a population of possible architectures.
We must first choose a method of encoding a network's architecture into a chromosome.
Encoding the network architecture
The connection topology of a neural network can be represented by a square connectivity matrix. Each entry in the matrix defines the type of connection from one neuron (column) to another (row), where 0 means no connection and 1 denotes connection for which the weight can be changed through learning. To transform the connectivity matrix into a chromosome, we need only to string the rows of the matrix together.
Encoding of the network topology
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