ABSTRACT Network representation learning has attracted much attention as a new learning paradigm to embed network vertices into a low-dimensional vector space, by preserving network information. In this paper, in the light of user co-tag network and social network, we introduced network representation learning techniques into the learning of user preference, to encode user social relations into a continuous vector space. First, we proposed a hybrid network representation learning approach to effectively utilize users' tagging and social relationships, and then we took it for service recommendation. The experimental results show that, compared with four baselines on two public data sets, the improvement ratio over the baselines is up to 50% in terms of Recall@10 and Precision@10 and the improvement is even more than 90% in terms of NDGG@10 and MRR@10.
I. INTRODUCTION
With the rapid growth of network information resources, users have to spend plenty of time in searching services that they are interested. Helping users quickly find the required services has become an urgent requirement. Tags directly reflect the main characteristic of a service and simultaneously cover the relationships between users and services, and the relationships among users (tags co-occurrence network). That is, tags can catalog user experience more flexibly. Therefore, social tagging has increased in popularity and is extensively applied in personalized recommendations [1] . Recommendation based social tagging is becoming a hot issue, it is benefit to promote service sharing, discovery and retrieval [2] .
With the emergence of social networking platforms, interaction between users is more convenient [3] . Due to social networking, the participation of users has become more abundant. Service information is enriched by users' social relationships, through which users' preferences and influence can be better mined. Thus, personalized service
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recommendations based on social network are also proposed in many prior studies. For example, Deng et al. proposed a social network-based service recommendation method with trust enhancement.
As is known to all, network analysis of large-scale information networks is very time-consuming and difficult to handle. In recent years, network representation learning, a new method to conveniently and effectively perform network analysis, has attracted much attention [4] . It has even become one of the most important branches in machine learning. However, unfortunately, either user tag co-occurrence network or social network, few researchers have learned social representations of its vertices from the perspective of deep learning. In literature [5] , the authors attempted to apply network representation learning to service recommendation. They found that the acquisition of complex nonlinear relationship between users and items through network representation learning, can not only help overcome the shortcomings of traditional model, but also achieve high-quality recommendations.
Therefore, in this paper, we introduce representation learning techniques, which have been proven successfully in largescale information network embedding, into learning latent social representations of users. Social representations are latent features of the users that capture neighborhood similarity and community membership. These latent representations encode social relations of users (tag co-occurrence relation or social relation) in a continuous vector space with a relatively small number of dimensions.
The main contributions can be summarized as follows:
(1) Instead of representing user preferences with the tag weight obtained by traditional TF-IDF technique, and representing user social relationship with network topology, in this paper we learn user's features by the emerging representation learning technique. (2) We proposed a new recommendation model by means of combining two types of heterogeneous social relations (user's tag co-occurrence relationship and social relationship) and verified it with two public datasets. (3) Compared with the existing methods, the Recall of our approach is increased by 26% and MRR is increased by 15%. The rest of the paper is organized as follows: Section 2 summarizes the related work. Section 3 gives a detailed description of the proposed learning model for service recommendation, including the modeling and embedding learning of two types of user networks. In Section 4, we describe the datasets, the experimental setup and results. Discussion on the reported results, along with suggestions for future work, are given in Section 5. Finally, the work is concluded in Section 6.
II. RELATED WORK
Recommendation system is an important information filtering method at present, among which collaborative filtering (CF) is widely used in large-scale recommendation engines due to its high efficiency, accuracy and scalability [6] . CF can be roughly divided into three categories: the model-based [7] , the memory-based [8] and the context-based [16] .
A. RECOMMENDATION BASED ON TAGS
To predict a user's rating score of a searched media unit for media re-creation service. Lou et al. [9] proposes a co-SVD based model to enrich the single data source and alleviate the overfitting problem in matrix decomposition. User preferences are enriched not only by rating data but also by tag data. This method can be used to solve above problem in various expert intelligent systems, such as recommendation ads, e-commerce websites, social media platforms, etc., all of which require users to input relatively large data. Shi et al. [10] use a topic vector based on the metadata of the media to compare the similarity of subject of recreated and re-creating media. The efficiency was improved and the MAE is lowered without significant time consumption. To solve the problem of Cold-Start and Simplification, Zhang et al. [11] proposed a diversified recommendation algorithm for hybrid tag based on matrix factorization to excavate users' existing preference and items' relevance. The results demonstrated that the proposed method could improve the coverage and diversity of tag recommendation on the basis of guaranteeing accuracy. To solve the relatively low recommendation efficiency, Qiang and Yan [12] proposed a multi-label propagation algorithm for detecting overlapping community structure, then recommended items to the target user using the overlapping community structures. The results showed that recommended efficiency was essentially enhanced and the accuracy on line remained unchanged.
As a conventional weighting technique for information retrieval and data mining, TF-IDF (Term FrequencyInversion Document Frequency) is commonly used to evaluate the similarity between users in tag-based service recommendation. For instance, Ba et al. [13] employed TF-IDF technique to calculate the similarity between the target user and his every neighbor without considering the detailed ratings of their common items. The approach improved the precision, the real-time and increased the scalability of recommendation system. To help users find new hashtags related to their interests, Otsuka et al. [14] constructed a variation of TF-IDF, Hashtag Frequency-Inverse Hashtag Ubiquity (HF-IHU) ranking scheme. Experiments on a large Twitter dataset demonstrated that the technique was more stable and reliable compared with TF-IDF.
B. RECOMMENDATION BASED ON SOCIAL NETWORK
To enhance the performance of personalized service recommendation, Jiang et al. [15] took users' social relations into account, proposed a temporal social-based recommendation method to analyze users' familiarity and preference similarity between friends. The results indicated that the method outperformed several conventional tag-based methods. To alleviate the sparsity for new and inactive users, Tang et al. [16] proposed a POI recommendation method which attempts to recommend best POI types to multiple users. The purpose of this method is to predict the target POIs of users and search similar users with the same interest, so as to optimize the user acceptance rate of each recommendation. The algorithm could be applied to some online transportation systems and served more than 100,000 users. Meo et al. [17] merged CFS based on Matrix Factorization and information regarding social friendship. To solve the problem of decreasing ranking performance, Rafailidis and Crestani [18] proposed a model to learn personalized ranking functions collaboratively, using the notion of Social Reverse Height. Experiments on Epinions showed that the model performed better than the state-of-theart CR models.
Xue et al. [19] introduced a novel mathematical model of recommendation, which can capture the process of information diffusion, take advantage of the network structure based on community, and consider the individual bias in social networks. The authors discovered the science of political strategy in action. Luan et al. in face recognition [20] applied social networking concepts by using clustering and SimRank algorithms to recommend matching candidates. 
C. RECOMMENDATION BASED ON REPRESENTATION LEARNING
The goal of network representation learning is to represent nodes in the network as low-dimensional, real-valued and dense vectors, so that the obtained vectors have the ability of representation and reasoning in vector space, and can be applied to different data mining and recommendation tasks more flexibly. For example, to overcome the key challenges in face recognition, Luan et al. [20] proposed a DR-GAN model with three distinct novelties to learn a generative and discriminative representations disentangled from other face variations. The results demonstrated the superiority of DR-GAN over the state-of-the-art models.
To solve the cold-start problem of recommendation, Tang and Liu [21] proposed a joint representation model based on parallel Convolutional Neural Networks, they captured user's semantic information by projecting users and events into the same latent space The results indicated that the prediction accuracy of representation model was increased by 6% in terms of AUC value. To help scholars find relevant papers, Kong et al. [22] developed a scientific paper recommendation system (VOPRec) by vector representation learning of paper in citation networks. Experiment results showed that the proposed paper recommender outperformed the state-ofthe-art baselines. Due to matrix factorization methods can only learn limited information, Zhuang et al. [5] proposed a recommendation framework ReDa to learn the hidden representations of users and items. Experiments demonstrated the effectiveness of ReDa compared with state-of-the-art matrix factorization based methods. Libing et al. [24] proposed a novel context-aware user-item representation learning model for rating prediction, named CARL. Specifically, CARL derives a joint representation for a given user-item pair based on their individual latent features and latent feature interactions. Experiments on five real-world datasets showed that CARL achieved significantly better rating predication accuracy than existing state-of-the-art alternatives.
To effectively capture users' preference, Han et al. [25] designed a heterogeneous network embedding and convolutional neural network based method to learn feature representations of users and items from user-item interaction structure and review texts, respectively. Xiyu et al. [26] used representation learning of knowledge graph to improve the effect of collaborative filtering recommendation on the semantic level. In addition, Shi et al. [27] designed a meta-path based random walk strategy to generate meaningful node sequences for network embedding, and subsequently integrated them into an extended MF model. They demonstrated the model's effectiveness and capability for the cold-start problem, and the results revealed the transformed embedding information did improve the recommendation performance.
III. RESEARCH METHODS
The research framework of our method is shown in Figure 1 . It consists of three parts: (1) Network modeling: First, according to the tags labeled by users on the services, we build a heterogeneous information network (HIN), namely user-tag network, and then generate user co-tag network through the projection of tags. Meanwhile, constructing user social network based on the actual interaction information between users. (2) Network representation learning: For the above two networks, network embedding is employed to learn the feature representation of each user node respectively. Then, the ultimate feature representation of a user is obtained by a hybrid model, which combines two types of user feature representations learned from the previous process. (3) Collaborative recommendation: Given a target user, top-k similar users are returned based on users' representation vectors learned in the first two steps in terms of cosine similarity. Consequently, the services interested by the majority of similar users are preferred to the target user. The details of each step will be described in the following subsection.
A. NETWORK MODELING 1) HETEROGENEOUS INFORMATION NETWORK
A HIN is denoted as G = {V , E, with the object (node) type mapping ∅ : V → A and the link (edge) type mapping ϕ : E → R, where |A| +|R| > 2. In this paper, according to the tags labeled by users on the services, we can build a usertag network, which is a typical heterogeneous information network (see Figure 2) . A user-tag network described as
, where e ij = w represents that user u i has labeled w services with tag t j .
2) USER CO-TAG NETWORK
In order to better obtain the preference relationship between users, one can project the user-tag network UTnet from the perspective of the common tags between users, then get a corresponding user co-tag network Uconet = {U , E }), where U ⊆ U , if u i and u j have w common tags, then e ij = w. Figure 2 gives a simple example with 3 users and 3 tags. Through the projection, a user co-tag network on the right is generated.
3) USER SOCIAL NETWORK
There are many popular public service platforms, such as Delicious and Last.FM, on which users can socialize with each other in addition to rating or labelling services with tags. According to user interaction information provided on the platforms, if one user u i follows user u j , then a link is viewed as exist between the two users. Therefore, user social network is described as SocialNet = (U , E), where U = {u 1 , u 2 , u 3 , · · · , u m } is the set of users, E = e ij | i, j = 1, 2, · · · , m is the set of edges. If there exists interaction between u i and u j , then e ij = 1, otherwise 0. Considering that frequent interactions between users do not necessarily mean that users' interests and preferences are more similar. We think that it is not appropriate to use the number of interactions between two users as the weight of the edge. Because even if some users interact frequently but are not familiar with each other, the communication effect is not good; on the contrary, two users who are familiar with each other may only have one interaction can achieve better results. Therefore, we do not consider the weight of the edge in our context, that is, the social network is an unweighted undirected network.
B. NETWORK PRESENTATION LEARNING
The application of embedding a network into a lowdimensional space has been effectively validated in the field of machine learning. The resulting feature representation vector preserves the network structure information as much as possible. In this paper, we will introduce two commonly used models of network embedding.
1) LINE
A network embedding model by preserving both the firstorder and second-order node proximity in the network, proposed in [28] . The model first learns feature representation for each node from the perspective of first-order proximity and second-order proximity separately, and then combines the two learned representations for each node with a simple way.
a: FIRST-ORDER PROXIMITY
The first-order proximity in a network refers to the direct link between two nodes. For edge e ij , the joint probability between node v i and v j can be described as follows:
where v i ∈ R d is the low-dimensional representation vector of node v i , and its empirical probability can be defined aŝ
W , W is the sum of all edge weights in a network. To preserve the first-order proximity, one has to minimize the distance between p v i , v j andp v i , v j .
where d(·, ·) is the distance between two distributions. By learning { v i } i=1,···|V | that minimize the objective in Eqn.
(2), every node will be represented in the d-dimensional space.
2) SECOND-ORDER PROXIMITY
The second-order proximity in a network refers to the 2-hop neighbor nodes. In this phase, for each edge e ij , the probability that node v j is the neighbor of node v i is defined as:
where |V | is the number of neighbors of node v i , and v i is the representation of node v i when it is treated as a node, while v i is the representation of node v i when it is treated as the neighbor of other nodes. Similarly, minimize the following objective function: In fact, the importance of each node is different in a network, the parameter λ i is to distinguish the importance of the node. The empirical distributionp v j |v i is defined aŝ p v j |v i = Inspired by the word embedding, the core idea of this model is to treat the network as a document. A document consists of sentences, which can be viewed as ordered sequences of words, network can also be treated as ordered sequences of nodes. In addition, Node2vec designs a flexible notion of node's neighborhood.
For every source node v ∈ V , the model defines N (v) ⊂ V as the neighbors of node v generated through a neighborhood sampling strategy. The conditional probability of observing a network neighborhood N (u) for a node v is:
where p (v i |v) is modeled as a Softmax unit parametrized by a dot product of their feature representations:
where v i ∈ R d is a low-dimensional representation vector of node v i , and |V | is the number of network nodes. Then the ultimate goal is to maximize the objective function:
In this model, two parameters p and q are involved, they are used to control how fast the walk explores and leaves the neighborhood of source node v. Parameter p controls the likelihood of immediately revisiting a node in a walk, and parameter q allows the search to differentiate between ''inward'' and ''outward'' nodes. 
C. USER-BASED COLLABORATIVE RECOMMENDATION
Based on the obtained user representation, the set of similar user S(u) of target user u is achieved by the cosine similarity.
Thus, the preference of user u for a certain service can be determined through the degree of preference of its similar users. Therefore, the probability that user u chooses service s can be described as follows: (10) where r ns is the degree of preference of the similar user n to the service s. N (s) is the set of users that has selected the service s. Finally, return a list of services that user u is interested in, and the top k services are recommended in priority.
IV. EXPERIMENTAL ANALYSIS A. NETWORK MODELING
The experimental data comes from the Grouplens platform (https://grouplens.org/datasets/hetrec-2011). Delicious dataset includes 1,867 users, 104,799 services (bookmarks) and 53,388 tags. Last.FM dataset includes 1,892 users, 17,632 services (artists), and 11,946 tags, as showed in Table 1 . Users label bookmarks or artists with tags, and users can interact with each other. In order to improve the quality of the experimental data, we filter out the users who have labeled less than 5 services. The statistics of network information are shown in Table 2 . It is not hard to find that, for each dataset, the node sets of two networks are not identical. In order to achieve the combination of representation vectors described in section 3.3, we only reserve the nodes that are common to both networks.
B. EVALUATION METRICS AND BENCHMARKS 1) EVALUATION METRICS
The following measures are used to evaluate the prediction accuracy. • Recall@K : For each target user u i , let the set of services he actually selected be s i , and let s TopK i be the top-k services that are recommended. Thus, Recall@K for |U test | users is defined as:
• Precision@K : This measures the fraction of the top-k services that are indeed consumed by the target user:
• F1@K : This is a comprehensive calculation of the above two evaluation metrics:
• Mean Reciprocal Rank (MRR): Let rank u refers to the rank position ( 0 ≤ Ürank u < K ) of the first relevant service for target user u in the recommended Top-k services.
• Normalized Discounted Cumulative Gain (NDGG): It is wildly used for information retrieval and to measure the quality of ranking through discounted importance based on the position. NDGG is computed as following:
where DCG and IDCG(Ideal Discounted Curative Gain) are in turn defined as: [35] . (4) Truser: A latest approach to recommendation based on trusted users in terms of using two-stage clustering, proposed in our prior work [32] . To facilitate the description, we refer to the proposed service recommendation approach in this paper as NRLR (Network Representation Learning for Recommendation). Meanwhile, to distinguish the effects of two different network embedding models above mentioned on NRLR, we separately consider four scenarios: NRLR(L+L), NRLR(N+N), NRLR (N+L) and NRLR(L+N).
(1) NRLR(L+L) refers to that both networks will be learned using LINE model. (2) NRLR(N+N) refers to that both networks will be learned using Node2vec model. (3) NRLR(N+L) represents that using Node2vec model to learn user representation in user co-tag network and LINE model is used for user social network. (4) NRLR(L+N) represents that using LINE model to learn user representation in user co-tag network and Node2vec is used for user social network.
C. EXPERIMENTAL RESULTS

1) EFFECTIVENESS EXPERIMENTS
For each dataset, we split it into a training set and a test set. We set ten test ratios from 1% to 10%, and randomly generate ten evaluation sets. For each ratio, we record the average value as the final performance. Since both LINE model and Node2vec model refer to the setting of walk length (the length of node sequences), for the sake of simplicity, so we use a uniform parameter l to control it in our experiments. During network representation learning, the dimension of representation vector is set as 128 by default. The learning rate ρ 0 = 0.025, window size r= 10, walk length l= 50. Besides, in Node2vec, the parameters p = q= 1. The linear combination parameter α is set to 0.5, plus with the scale of the set of similar users |S(u)| = 20. The recommendation results are shown in Table 3 and Table 4 . Meanwhile, to make a better comparison, we also give out the improvement ratio of our approach with histogram as shown in Figure 4 and Figure 5 . The major findings from the experimental results are summarized as follows: It shows that the proposed NRLR methods outperform the baselines on both datasets and for all measures. The improvement between NRLR and the baselines is typically larger in terms of NDGG@10 and MRR@10. When it turns to dataset, the improvement is generally larger on Delicious. For Delicious, take UPCC as an instance, in Table 3 , the average values of Recall@10, Precision@10, NDGG@10 and MRR@10 are 0.400, 0.456, 0.122 and 0.160, respectively. However, when using NRLR(L+N), the average values increase to 0.615, 0.695, 0.263 and 0.313. In particular, the improvement ratio of our approach over the baselines is up to 54% in terms of Recall@10 and Precision@10, and when it comes to NDGG@10 and MRR@10, the improvement ratio is even more than 90%, which indicates a significant performance boost. Although Truser is one of the state-ofthe-art methods in this topic, compared to it, the optimum improvement ratio of our method is up to 20% in terms of Recall@10 and Precision@10, and when it comes to NDGG@10 and MRR@10, the value is up to 50%.
In order to further compare the comprehensive recommendation effect of each method, Figure 3 shows the F1@10 value of the recommendation results of each method. Compared with the four baselines, NRLR methods perform the best on the two datasets. Therefore, it is reasonable to conclude that our approach is benefit to improve the performance of service recommendation.
The results also show that the fourth combination NRLR(L+N) performs best on the whole. Namely, the scenario that using LINE model to learn representation in user co-tag network and Node2vec model is employed in user social network. In Table 3 and Table 4 , to make the advantage more intuitive, we also bolded the maximum values of four evaluation measures when r values range from 10% to 55%. NRLR(L+N) is obviously dominant, indicated by the more bolded values in both datasets. As shown in Figure 6 and Figure 7 , among the four variants, NRLR(L+N) performs best. A possible explanation is that the preference learned from co-tag relation is more inclined to the user's local relationship, and the LINE model focusing on the adjacent VOLUME 7, 2019 FIGURE 4. The improvement ratio of our approach on delicious dataset compared with truser. relationship. While the social relationship between users has a large range, the node2vec model is more suitable, because it focuses on the global relationship.
In a word, when comprehensively considering users' cotag relations and social relations, the introduction of network representation learning is helpful to improve the quality of service recommendation, and NRLR(L+R) is the best variant of the proposed model.
2) PARAMETER SENSITIVITY
In the above section, we have proved that NRLR(L+N) outperforms other combinations. Thus, we will mainly analyze how the different settings of parameters affect the performance of NRLR(L+R) in the following content.
a: THE IMPACT OF PARAMETERS L, P, Q ON RECOMMENDATION
First, except for the parameter l, all other parameters by default values, we measure the values of F1@10, NDGG@10, MRR@10. As shown in Figure 8 , the result shows that the performance of NRLR(L+N) improves as the walk length l varies from 10 to 100 on a whole, indicating that the walk length l should be set to a greater number. For example, the F1@10 value increases to 0.637 on Delicious dataset, when l is up to 90. An intuitive explanation of the increase in performance is that the longer walk length can better reflect the network structure, and thus facilitate network representation learning.
Second, different from LINE, Node2vec has two additional parameters p and q, used to control the strategy of random walk. Keep other parameters constant, we change log 2 p and log 2 q from −4 to 4, respectively. As shown in Figure 9 and Figure 10 , the results show that the smaller the p and q values, the greater the F1@10, NDGG@10 and MRR@10 values. In particular, the measure values on Delicious dataset are 0.637, 0.284 and 0.354 respectively when log 2 p = −4, and 0.617, 0.235 and 0.273 respectively when log 2 q = −4. It indicates that the quality of network representation learning will be higher with a lower p and q value. Because the smaller p value encourages deep walk and the smaller q value balances control. Therefore, parameter p and q should not be set too large. However, if the parameters are too small, the direction and speed control of the bludger will not be obvious, and the values in the range [2 −3 ,2 −2 ] are most appropriate.
b: THE IMPACT OF |S (u) | and α ON RECOMMENDATION
According to the prior work, the size of similar users returned to target user will also affect the recommendation performance. Therefore, we further analyze the effect of parameter |S (u)| on recommendation. Let parameter α = 0.5, l = 50, and p = q = 1, we change |S (u) | from 5 to 50. Figure 11 shows that, as a whole, the values of F1@10, NDGG@10 and MRR@10 increase first, and then decrease with the rising of |S (u) | value. For example, the F1@10 value reach its maximum 0.69 on the Delicious dataset, when |S (u) | increases to 25. However, for NDGG@10 and MRR@10, it seems that the correspondingly optimal |S (u) | becomes smaller, but the performance is improved. They are 0.331 and 0.332 at |S (u) | = 15, respectively. On the contrary, for last.FM dataset, the best results are 0.649, 0.367 and 0.259 when |S (u) | = 15, respectively. In addition, when |S (u) | = 5, the performance is lowest, indicating that returning too few similar users to the target users will lead to a decrease in recommendation performance, and returning too many will also make against the quality of recommendation in the context.
In NRLR, parameter α as the coefficient of combination of two network embedding models, is responsible for controlling the proportion of the two models. In the same way, let parameter α varies from 0 to 1 by increasing 0.1 per time. We analyze the impact of parameter α on the performance of the recommendation. The result is shown in Figure 12 . It shows that representations learned from two networks should be treated equally. For Delicious dataset, the best values of F1@10, NDGG@10 and MRR@10 are 0.687, 0.298 and 0.338, respectively. For last.FM data set, the best values of F1@10, NDGG@10 and MRR@10 are 0.650, 0.333, and 0.241, respectively. That is, the co-tag relationship between users is as important as the social relationship during characterizing user preference.
V. DISCUSSION A. EXPERIMENT RESULTS
The experimental results described in the previous section validate that NRLR outperforms the baselines in terms of several measures. For NRLR, we must state that, in this paper, the representations learned from two user networks are integrated in a simple linear way. One reasonable explanation is that linear combination can flexibly integrate heterogeneous information for recommendation, which is widely used in various fields. Meanwhile, the main goal of this paper is to verify that network representation learning is helpful to improve service recommendation, and how to improve it better is a task that we will further explore in the future.
Compared to the baselines, NRLR performs well as long as we implement to embed the nodes of user networks into d-dimensional presentation vectors, whereas it does not mean that the models LINE and Node2vec have the same applicability in user co-tag network and user social network. We find that NRLR (L+N) performs better than the other three cases on both datasets. Therefore, it is also very important for recommendation to choose a suitable model for network embedding learning.
Either the model LINE or the model Node2vec is commonly used to learn node representations of information network. Considering the simple pursuit of recommendation accuracy, these methods are not the best reference models. However, their primary merits are repeatable, versatile, and easy to use. Thus, we argue that they are suitable references for our empirical study from an overall viewpoint of performance.
Despite the larger walk length achieves better performance, it is worth noting that the computation expense will also increase dramatically. Therefore, one should determine the appropriate l value according to the actual situation. For Node2vec, the performance of service recommendation improves as parameter p and q decrease. The result is completely consistent with the conclusions proposed in literature [29] . In our context. Node2vec model encourages outward exploration and tries to control the walk length.
We find that our method NRLR tends to perform better on the whole when giving equal weight to the representations learned in two user networks. Specifically, Considering user's co-tag relations and social relations together is more effective for service recommendation than doing one of them separately. Besides, the recommendation method based on network representation learning proposed in this paper is applicable to different network types. This advantage is inherited from the characteristics of the network embedding. Two incorporated learning models adopted in this paper are suitable for several types of information.
B. THREATS TO THE VALIDITY
In this study, we obtained several significant results. However, potential threats to the validity of our work still remain.
(1) We only use the last.FM and Delicious datasets, and there are many available public datasets, such as Movielens, Douban book, Yelp and so on. The quality and representativeness of the datasets used this study have been verified in a large number of previous studies. Nevertheless, we believe that our method will also be applicable to other datasets that satisfy the required information. (2) In this paper, we adopted only two basic methods: LINE and Node2vec. At present, many novel network representation learning methods have been proposed continuously, include SDNE [32] , TriDNR [33] and SNE [34] . However, our main goal is to investigate the contribution of network representation learning to service recommendation from a perspective of integrating users' co-tag relations and social relations, rather than to compare the performance of recommenders built with different types of network embedding techniques. (3) In addition to the information considered in this paper, there are much other information, such as services' descriptions, time and location information, and users' comments and ratings. Therefore, we are aware that the results would further improve if we introduce more information.
VI. CONCLUSION
In this paper, we proposed a novel network representation learning based approach NRLR to effectively utilizing users' tagging and social relationships for service recommendation. First, we constructed user co-tag network and social network, and then separately leaned user feature representation from the two networks using two different embedding models (LINE and Node2vec). Since embedding based on different user networks carries diverse information, the learned representations were further integrated into an extended model in a linear way. Finally, the hybird model together with collaborative filtering were jointly optimized for the service recommendation.
Extensive experiments on two public datasets demonstrated the effectiveness of NRLR. The results show that our approach outperforms the baselines, the improvement ratio is up to 50% in terms of Recall@10 and Precision@10, and the improvement is even more than 90% in terms of NDGG@10 and MRR@10. We also found that NRLR performs better, when using LINE model to learn user representation in co-tag network and Node2vec model is employed in user social network. 
