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ОБ Э К С Т Р Е М А Л Ь Н О М  П Р И Ц Е Л И В А Н И И  В ЗА Д А Ч А Х  
У П Р А В Л Е Н И Я  С И С ТЕМ А М И  С П О СЛ ЕДЕЙ СТВИ ЕМ *
В статье рассматривается задача управления динамической системой с 
распределенным последействием в условиях неконтролируемых, но ограни­
ченных помех. В рамках теоретико-игрового подхода [1-3] задача включается 
в антагонистическую дифференциальную игру с наследственной информаци­
ей [2, 4, 5]. Д ля построения оптимальных стратегий предлагается конструк­
ция минимаксного (максиминного) прицеливания, использующая коинвари- 
антные градиенты функционалов.
Конструкции экстремального прицеливания или сдвига играют важную 
роль в теории управляемых процессов и теории дифференциальных игр. 
Они рассматривались во многих работах (например, в [2-7]), в том числе 
в [2, 4, 5] -  для задач управления с наследственной информацией. Настоящая 
работа продолжает эти исследования. Рассматриваемая конструкция бази­
руется на идеях из работ [3, 4]. Вместе с тем, подобно [6, 7], предлагаемые 
построения основаны на сглаживающем преобразовании функционала цены. 
Используются элементы инвариантного исчисления [8] и результаты [9] по 
развитию теории обобщенных (минимаксных и вязкостных) решений уравне­
ний с частными производными первого порядка [1, 10, 11] для функциональ­
ных уравнений типа Гамильтона-Якоби с коинвариантными производными.
1. Постановка задачи
Пусть движение управляемой системы описывается уравнением
хЩ = и <ц <г <т,
известно начальное условие
х[и[-^о] = ж0[£*№о] е  с '([г*,£о],1Кп ), (1-2)
качество процесса управления оценивается показателем
7  =  7 ({ж [-],Щ ,Ц ]}) =  ст(ж[-]) -  [  (1.3)
Jto
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Здесь х\Ь\ -  состояние системы в текущий момент времени £, х\Ь\ =  
=  о?ж[£]/сЙ; ж [£*[•]£] -  история движения, сложившаяся от момента времени £* к 
моменту £; и\Ь\ -  управление; уЩ -  неконтролируемая помеха. Отрезок [£*Ло] 
трактуется как промежуток времени априорного накопления начальной исто­
рии ж0[£*[‘М  _ момент начала процесса управления. Символ (7([£*,£о]^п )
обозначает пространство п-мерных непрерывных функций, определенных на 
отрезке [£*,£()]• Моменты времени ^  и Т  заданы (£о < Т), Р  и ф  -  извест­
ные компакты. Тройка {ж[ф гф], гф]} символизирует реализацию процесса от 
момента времени £* к моменту Т.
Задача управления -  доставить показателю (1.3) как можно меньшее зна­
чение. При этом, поскольку помеха непредсказуема, следуя принципу гаран­
тированного результата, считаем, что она нацелена обеспечить данному по­
казателю как можно большее значение.
Эти две задачи объединим в антагонистическую дифференциальную игру 
с наследственной информацией, полагая, что управление -  действие первого 
игрока, а помеха -  второго. Пару д =  {£, ж[£*[-]£]} назовем текущей позицией 
игры. Позицию до =  {£о,#о[£*[фо]}? котоРая задает начальное условие (1.2), 
назовем начальной. Множество всех возможных позиций (7 определим как со­
вокупность таких пар д =  {£, ж[£*[-]£]}, чт0  ^ С [£*,Т], а ж[£*[-]£] С С ( , М71). 
На (7 введем метрику
Р{9ъ92) ■= т а х />*(&+!,дг-г), 9) =  € О, 1 = 1,2,г=0,1
где р*(9 г+1 ,92-г) ■= т а х  m in л/|£ -  9?  +  1к ( т ) й  -  ^МН2-
£*<£<Ц+1 t*<rj<t2-i
Здесь и далее || • || -  евклидова норма вектора. По своей сути величи­
на p(gi,g2) является хаусдорфовым расстоянием между графиками функций 
x^[t*[-]ti]  и [*]^ 2]. Всюду далее свойства непрерывности рассматрива­
емых величин по совокупному аргументу д =  {£, ж[£* [•]£]} будем понимать 
относительно его изменения в метрике р.
Пусть функционал сг(ж[-]) : С ([£*,Т],W 1) —>► М непрерывен, а функция 
f ( g ,u ,v )  :=  (f(t,x[t*[-]t],u,v),h(t,x[t*[-]t],u,v))  G Rn x К определена и непре­
рывна по совокупности переменных при д =  {£, ж [£*[•]£]} Е G, и Е Р, v Е Q. 
Пусть также справедлива оценка
\ \ f ( g , u , v ) \ \ < L ( g ) : = c \ ^ l  + t m a xJ \x[T ] \ \ j ,  д = {t,x[t*[-]t]} € G, (1.4)
выполняется следующее условие Липшица по историям ж [£*[•]£]:
IIf ( g * , u , v )  -  f ( g * , u , v ) II <  \ J | |ж*[т] -  х * [ т ] \ \ 2 й т  +  ||x * [ t ]  - x * [ t } \ \ 2 ,
116
Н. Ю. Лукоянов. Об экстремальном прицеливании
д* =  {*,£*[**[•]*]} Е <2, д* =  {*,£*[*♦[•]*]} Е С, (1.5)
и для любых д =  {*,#[**[•]*]} Е С  и 8 Е имеет место равенство
т т т а х х ( < 7, и, V, 5) =  т а х т т х ( д ,  щ г;, 5) :=  Н(д, 5). (1.6)
иеР уеС} уеС} иеР
Здесь и ниже х ^ ^ ^ 5) := (5?/ ( 5?^?^)) — ^(д^и^у)^ символ (•,•) означает 
скалярное произведение векторов. Отметим, что условие Липшица (1.5) есте­
ственно для систем с распределенным запаздыванием. Д ля систем с сосредо­
точенным запаздыванием оно, вообще говоря, не выполняется.
Стратегии игроков отождествим с произвольными функциями II(д) =  
=  £/(*,#[**[•]*]) Е Р  (для первого) и У(д) =  П(£, ж[** [•]*]) Е (5 (для второ­
го), где д =  {*,#[**[•]*]} Е Сг, £ < Т. Управление на базе таких стратегий 
осуществляется в дискретной по времени схеме. Пусть первый игрок выбрал 
стратегию [/(•) и задано разбиение отрезка времени [*о,Т]:
Д(* =  {*г : *1 =  *0,0 < *г+1 -  и  <8,1 = 1,7У,Су+1 =  Т}.
Через йДдо =  {*(Ь ^о[**[‘]*о]]з £ДД Д<0 обозначим множество всех таких реа­
лизаций процесса {#[•], гл[-], ?;[•]}, что гф] : [*о,Т) —ьС $ -  произвольная измери­
мая функция, гф] -  кусочно-постоянное управление вида
и Щ  =  и ( и , х [ и [ - ] и ] ) ,  и  <  г  <  и + 1 , г =  1 ,Л Г ,
х[-] : [**,Т] К.п -  непрерывная, а на [*о, Т] абсолютно непрерывная функция, 
удовлетворяющая условию (1.2) и при почти всех £ Е [*о, Т] -  уравнению (1.1). 
Аналогично определим множество йДдщ 1ДФ Д<0 Для стратегии П(-) второго 
игрока.
Оптимальными гарантированными результатами игроков согласно их це­
лям будут следующие величины:
Г Щ о) := т £ Г и (д0, и ( - ) ) ,  Г Щ 0, £/(•)) : = Ц т а и р 8и р ' у ( З и ( д о , и ( - ) , А 8)У,
и(-)  <54-0 Д й
Г°Оо) := зирГ .О о, Щ ) ) ,  ГЩ о, Щ ) )  := (1.7)
у(.) <ф)
Здесь ъирг](А) :=  вир г/(а), пЛтфА) :=  т £  г/(а).
Соответственно оптимальными будут стратегии ?7°(-) и П °(-):
г°  Ы  =  г „ 0 о ,  с/°(0 ), Ч Ы  =  Ь О о ,  Г°(-)). (1.8)
По своему определению величины Г° и Г° связаны неравенством
Ч Ы  > Ч Ы -  (1.9)
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В случае когда в (1.9) имеет место равенство, рассматриваемая диф ф е­
ренциальная игра (1.1), (1.3) имеет цену Г°(до) •= Г^(#о) =  Г°(до), а пара 
оптимальных стратегий {Н°(-), Н°(-)} составляет седловую точку этой игры. 
Величина цены зависит от начальной позиции, поэтому можно определить 
функционал цены
С Э до = Д ь а Д М Т о ]}  ^  Г ° Ы  =  Г°Со,жо[£*№о]) €
В дальнейшем также будем рассматривать так называемые 6-стратегии 
и £(д) = и е{Ь ,х[и[Щ  е Р и  У£(д) = Уе{Ь ,х[и[Щ  £ <5, д = Ц  х[и  [•]*]} £ <3, 
£ < Т , где е > 0 трактуется как параметр точности (см. [3, с. 68]). Значе-
ние этого параметра выбирается заранее и в ходе процесса управления не 
изменяется. В соответствии с предыдущим, 6-стратегии Щ(-)  и 1ф°(-) будем 
называть оптимальными, если выполняются соотношения
Г ° Ы  = Н т 8и р Г ,(^ 0, ^ о(-)), Т1(д0) = Ш Ы Г у (д0,Уе°(-)). (1.10)
Итак, задача заключается в том, чтобы построить оптимальные или 
6-оптимальные стратегии. С этой целью рассмотрим сначала гладкие оценки 
гарантированных результатов, приводящие к уравнению типа Гамильтона- 
Якоби (Г-Я) для функционала цены.
2. Гладкая оценка гарантированных результатов
В теории дифференциальных игр обыкновенных систем для функции це­
ны хорошо известно уравнение типа Г -Я  с частными производными, именуе­
мое уравнением Айзекса-Веллмана. Это уравнение выводится в рамках мето­
да динамического программирования при предположении, что функция цены 
как минимум непрерывно дифференцируема. Чтобы получить аналогичное 
уравнение для функционала цены рассматриваемой дифференциальной иг­
ры с наследственной информацией, также сделаем предположение об опреде­
ленной гладкости этого функционала. Подчеркнем, что его аргумент -  пара 
д =  {£,#[£*[•]£]}, при этом значение переменной £ задает отрезок, на котором 
долж на быть определена функция ж[£* [•]£], так что переменные £ и ж[£* [•]£], 
вообще говоря, нельзя варьировать независимо. Отметим еще, что по смыс­
лу задачи #[£*[•]£] -  история движения, т. е. может меняться только вперед. 
Поэтому и в контексте преследуемой цели, с одной стороны, здесь представ­
ляется затруднительным применение классических функциональных произ­
водных, а с другой -  оказывается оправданным использование специального 
понятия коинвариантной (сь) гладкости [8, 9].
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Итак, рассмотрим функционал cp(t, x[t* [•]£]) : G —>► М. Пусть £ < T, g =  
=  {£,#[£*[•]*]} E G и Lip(g) -  множество функций y[-] E C([£*, T], Mn ), сов­
падающих с ж [£*[•]£] на [£*,£], каж дая из которых с некоторой (своей) кон­
стантой удовлетворяет на [£, Т] условию Липшица. Функционал ip назовем 
ci-дифференцируемым в точке д, если найдутся dfip(g) Е М и Vip(g) Е К.п 
такие, что для любой у[-] Е Lip(g) будет иметь место представление
<p(t + 5,y[t*[-]t + 8\) -  <р(д) = dt<p(g)ö +  {V<p(g),y[t +  <5] -  x[t]) + о 2/[.](5),
S  £  ( 0 , T - t ] .
Величины df(p(g) и Vip(g) назовем ci-производной по £ и ci-градиентом ip в 
точке д. Будем говорить, что ср является ci-дифференцируемым (на G), если 
он ci-дифференцируем в каждой точке д =  {£,#[£*[•]£]} Е G, £ <  Т. Если при 
этом он и его ci-производные dt<p(g) и Vip(g) непрерывны, то будем говорить, 
что данный функционал ci-гладкий.
Коинвариантные производные удобны тем, что в их терминах полная про­
изводная ci-гладкого функционала вдоль движений системы (1.1) записыва­
ется в привычной форме:
dip(t ,x[t*№ ) = д М ^ х[ц . Щ) +  ( у д м [ ч т / ( М [ Ч Ч ] М * М М ) > -  (2-1)
По ci-гладким функционалам прицеливанием в направлении их ci-гради­
ентов можно определять экстремальные стратегии игроков:
Ue(g) ~  р(д,^<р(д)), p{g,s)  G a r gmi n^  m a x x O , w , u , s )  L  (2.2)
и е Р  I v e Q J
^ е(д) '■= g(g,V(p(g)), q(g,s) € axg max I m i n  х(д, и, v , s ) l  . (2.3)
vEQ I UEP J
Функции p{g1s) : G x W1 i-д P  и q(g ,s ) : G x W 1 ьэ Q, определяемые здесь 
на основе произвольного выбора, называют соответственно минимаксной и 
максиминной предстратегиями.
Пусть ip удовлетворяет дифференциальному неравенству
F <р(д) := dt(p(g) +H(g,V<p{g)) < 0 , д = {t, x[t*[-]t}} £ G, t < T ,
а также условию на правом конце
<р(Т,х[и[-]Т\) =  <т(Д]), Д ]  =  Д Д ] Т ]  £ С ( Д Т ] , Е П), (2.4)
где Н  -  гамильтониан, определенный равенством (1.6), а а  из (1.3). Тогда,
опираясь на формулу (2.1) и следуя в основном схеме рассуждений, приве­
денных для обыкновенного случая, например в [3, с. 132], получаем, что для 
стратегии (2.2) справедлива оценка Tu(go,Ue(-)) < (р(до), до Е G.
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Аналогично для стратегии (2.3), построенной по ci-гладкому функцио­
налу (/9, удовлетворяющему (2.4) и противоположному дифференциальному 
неравенству F ср > 0, имеем оценку Tv (go,Ve(-)) > т(9о)^ 9о С G.
Таким образом, в согласии с (1.7)-(1.9) приходим к следующему уравне­
нию типа Г -Я  с ci-производными для функционала цены рассматриваемой 
игры:
dt ip{g) + Н(д,У<р(д)) =  0, д = {t,x[t*[-]t]} £ G, t < Т. (2.5)
Т е о р е м а  1 . Пусть ci-гладкий функционал ср : G М удовлетворяет  (2.4), 
(2.5). Тогда он является функционалом цены рассматриваемой дифференци­
альной игры с наследственной информацией (1.1), (1.3), а экстремальные 
стратегии Ue(•) и V е(•), построенные по этому функционалу согласно (2.2) 
и (2.3), являются оптимальными.
К сожалению, решить задачу при помощи стратегий типа (2.2), (2.3) уда­
ется нечасто. К ак правило, функционал цены не является ci-дифференциру­
емым, а соответствующая задача (2.4), (2.5) не имеет классических (ci-диф ­
ференцируемых) решений. В такой ситуации в теории уравнений типа Г -Я  
рассматриваются обобщенные (минимаксные, вязкостные) решения [10, 11]. 
Д ля уравнения (2.5) минимаксное решение можно определить через свойства 
стабильности относительно следующей обобщенной характеристической си­
стемы:
\\x[t}\\ < L(£, #[£*[•]£]), w[t] =  (£[£], s) — Я(£,ж[£*[•]£], s). (2.6)
Пусть g* =  {£*, ж*[£*[•]£*]} E G, гг* E M и s E W 1. Символом C/T(g*, гг*, s) 
обозначим множество функций (обобщенных характеристик) (Д ф лф ]) из 
С([£*,Т],W 1 х М), которые удовлетворяют условию #[£*[•]£*] =  ж*[£*[•]£*], 
w[t*] =  гс*, абсолютно непрерывны на [£*,Т] и при почти всех t Е [£*,Т] 
удовлетворяют системе (2.6). Функционал (^  : G e K  назовем верхним (ниж­
ним) решением уравнения (2.5), если он полунепрерывен снизу (сверху) и 
для любых (g*,s) Е G х W 1 существует такая характеристика (ж[-],гс[-]) 
из CH(g*, <р(д*), s), что при всех t Е [£*,Т] будет выполняться неравенство 
w[t] > </?(Сx [t*[•]£]) (неравенство w[t] < <£>(£,#[£*[•]£]) соответственно). Функ­
ционал р -  минимаксное решение уравнения (2.5), если он одновременно 
является верхним и нижним решением этого уравнения.
Отметим, что в терминологии теории позиционных дифференциальных 
игр верхние и нижние решения соответствуют г^-стабильным и ж-стабильным 
функционалам. Согласно [9] при рассматриваемых условиях существует един­
ственное минимаксное решение уравнения (2.5), удовлетворяющее краевому 
условию (2.4); оно совпадает с минимальным верхним и максимальным ниж ­
ним решениями этой задачи. Отметим еще, что минимаксные решения удо­
влетворяют уравнению (2.5) в классическом смысле в тех точках, в которых
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сьдифференцируемы, а всякое классическое решение этого уравнения яв­
ляется также и минимаксным. Далее описаны экстремальные 6-стратегии 
игроков, определяемые по верхним и нижним (не обязательно гладким) ре­
шениям ср. Данные стратегии по прежнему строятся на базе минимаксной 
и максиминной предстратегий, но вместо сьградиента Х7р (который может 
не существовать) используется подходящий сьградиент заведомо гладкого 
вспомогательного функционала. Такие стратегии позволяют получать более 
точные оценки оптимальных гарантированных результатов. С их помощью 
удается установить, что в общем случае функционал цены совпадает с мини­
максным решением задачи (2.4), (2.5).
3. Экстремальные стратегии в негладком случае
Рассмотрим вспомогательный функционал
С э д = {*, [•]*]} -5- ь>е{д) '■= а £(г)(3£(г,х[г*[-]{\) е Е, (3.1)
где
а е(£) :=  (ехр{2А(£0 -  £)} -  е)/е,
/3£(г,ж[г*[•]£]) := у(г4 +  2А^' \\х[т\\Чт + \\хЩ\\2,
константа А > 1 из условия (1.5), 0 < £ < 6° :=  ехр{2А(£о — Т)}.
Данный функционал является сьгладким, при этом для любых £ < Т, 
д =  {£,#[£*[•]£]} Е Сг справедливы равенства
< **( ,)  =  - 2 Д р | и ( ‘, - | ) | д (8) + Аа , ( 1) М ( .  =  Д Д .
£ Ре(д) Ре(д)
В силу (1.5) для любых ж*[-],ж*[-] Е С([£*,Т],К.п ) и £ Е [£о,Т] имеем
Э М А д )  + Я ( £ , ЖД£Д.]£] ,У^(А^))  -  Я(£, Ж*[£Д-]£], У ^ ( А ^ ) )  < 0, (3.2)
где А д  =  {£, Дж[£*[•]£]}, Ах[-] =  ж*[-] -  х*[-] :=  {х*[т] -  ж*[т],т Е [£*,Т]}. От­
метим, что неравенства типа (3.2) играют важную роль в теории вязкостных 
решений уравнений Г -Я  (см., например, условие А4 в [11]).
Пусть Хо:={х[-] Е 1лр(#о)-||ж[£]|| < £(£,#[£*[•]£]) при почти всех £ Е [£о,Т]}. 
Множество Хо компактно в С([£*, Т], Кп ). В силу (1.4) любое движение 
системы (1.1), реализующееся из начальной позиции до =  {£о,жо[£*[-]£о]} ^ 
содержится в этом множестве.
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Пусть ср -  верхнее решение уравнения (2.5), удовлетворяющее (2.4). 
Рассмотрим следующее преобразование функционала р:
‘fe ig )  = <Pe(t,x[t*[-]t}) := min [ip(t,y[t*[-]t]) + ue(t, Ay[t*[-]t})}, (3.3)
y[-]ex о
где A y[U[-]t\ :=  {Ау[т] =  х[т] — у[т], т Е [£*,£]}. Отметим, что подобные 
преобразования негладких функций использовались ранее [6, 7] в задачах 
управления обыкновенными дифференциальными системами для построе­
ния стратегий минимаксного прицеливания в направлении квазиградиентов. 
В негладком анализе (см., например, [12]) при помощи подобных преобразо­
ваний определяются проксимальные градиенты функций. Функционал (3.1) 
является в рассматриваемой задаче подходящим аналогом вспомогательных 
функций, используемых в тех конструкциях.
Пусть Уе[-\ -  минимизирующая в (3.3) функция. Экстремальную £-стра- 
тегию первого игрока определим равенством
Utig) = р ( д ,  v ^ £(i, Ayf[u[-]t])), д = {t,x[u[-]t]} e G ,  t < Т ,  (3.4)
где А yl[U[']t] ■= {Ду1[т] =  х[т] -  у1[т], т G [U,t]}.
Справедлива следующая оценка:
Н т в и р Г Щ о Л Л О ) < ip(g0), д0 = Го , ж0[Ч \М }  G G. (3.5)
Доказательство этого ф акта проводится в основном по схеме рассуждений, 
приведенных для обыкновенного случая в [6]. При этом используются ф ор­
мула (2.1) и неравенство (3.2).
Экстремальная 6-стратегия второго игрока определяется при помощи ана­
логичной конструкции с понятными изменениями. Пусть р  -  нижнее решение 
задачи (2.4), (2.5). Полагаем
ГееО) =  q(g, V i ^ r ,  A z £[U[-]t])), д =  {t,x[u[-]t]} е  G, t < T .  (3.6)
Здесь Azg[t*[-]t] := {А z£[t \ = z£[t ] -  х[т\, т € [t*,t]}, а функция zg[-\ опреде- 
ляется на основе произвольного выбора
z £[-\ G arg max [ip(t,z[U[-]t]) -  ue(t, A z [ t*[•]*])], 
y z[-]ex0
где A z [ t f [ф] :=  { ДДт] =  z [t \ — x [t \, t  G [t<Д]} • Д ля этой стратегии имеем 
оценку
lim in f ГДс/о, Гее(-)) > <р(до), до =  Го, £о[С [\М } G G. (3.7)
еД)
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Пусть теперь в данных конструкциях <р -  минимаксное решение задачи
(2.4), (2.5). Тогда оценки (3.5) и (3.7) выполняются одновременно. С учетом
(1.7), (1.9) и (1.10) это означает, что 6-стратегии Щ(-) и 1Де(-) оптимальные, 
а р -  функционал цены. К ак отмечалось, требуемое минимаксное решение 
существует. Таким образом, справедлива следующая
Т е о р е м а  2 . Рассматриваемая дифференциальная игра с наследственной 
информацией  (1.1), (1.3) имеет цену  Г°(до) для любой начальной позиции  
до =  {£о,xo[t*[-]to]} С G. Функционал цены Г° : G -А М совпадает с м и н и ­
максным решением р задачи (2.4), (2.5). Экстремальные е-стратегии Щ(-) 
и 1Де(-); построенные по этому функционалу согласно (3.4) и (3.6), являются  
оптимальными.
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