Abstruct-In this paper, a hierarchical reduction method of hypergraphs is proposed. A macro-vertex in a reduced hypergraph corresponds to an edge of the original hypergraph, and thus a reduced hypergraph can provide a partition of a system. The reduction is realized by the iterations and the sequence of hierarchical reduction gives a sequence of hierarchical partitions. The proposed method allows to reduce and decompose the complexity of the system represented by hypergraphs.
I. INTRODUCTION
The hypergraph was introduced by Berge [ 13 and has been considered as a useful tool to analyze the structure of a system and to model a partition, covering and clustering [9] . However, the complexity of the model is increased with the number of vertices and edges in the hypergraph. This complexity often gives rise to considerable errors on modeling and analyzing the system. The analysis of a large-scale system is faced with the complexity, and it is convenient to analyze with reduced models and submodels.
Reduction and decomposition of system dimension is a general approach to manage the complexity in the field of system engineering and large-scale systems [5] , [7] , [lo] . Our fundamental principle in managing the complexity is to reduce the size of edges and vertices by hypergraph reduction [11] , [12] .
The hypergraph reduction is a procedure that homomorphically transforms hypergraphs to their reduced graphs. The procedure reduces the size of edges and vertices and thus the complexity of models. However, it has been pointed out that there is no approach to reduce the hypergraphs.
Therefore, in this paper, a reduction method of hypergraphs is proposed. In the reduction, an edge i s reduced into a macro-vertex. The reduction is realized by iterations and the iterations provide a sequence of hierarchical reductions. A macro-vertex in a reduced hypergraph represents an edge (sub-hypergraph) and thus a reduced hypergraph can give a partition of a system. The sequence of reduction can also provide a sequence of partitions. The partitions are ordered by the inclusion relation. The sequence of partition gives hierarchical partitions of the system. Manuscript received Aril 24, 1994; revised December 28, 1994 In Section E, a brief review on the hypergraph is given and Section III provides a hierarchical reduction method of hypergraphs. Section IV shows an example of a hierarchical reductions and hierarchical partitions of a hypergraph.
HYPERGRAPH
The hypergraph H = (V, E ) was proposed by Berge [l] and is defined as follows:
The set V is called the set of vertices and E is the set of edges (or hyperedges). In the diagram, the edge E3 is represented by a solid line surrounding its vertices if 1E31 2 2 ; if lEjl = 1 by a cycle on the element. [f \E, I = 2 for all j , the hypergraph becomes an ordinary (undirected) graph. The hypergraph (V, E) can be also represented by (V; El, E2, .. . , Em). The order of a hypergraph is the cardinality of set 'V, that is, /VI.
In a hypergraph, two vertices z and y are said to be adjacent if there exists an edge E, which contains the two vertices (z E E 3 , y E E3).
Two edges E, and El are said to be adjacent if their intersection is
In a hypergraph B' = (V, E); V = {zi, 2 2 , . . . , zn} and E = {El, Ez, . . . , Em}, its incidence matrix is a matrix MH = (u23)nxm with m coluimns representing the edges and n rows representing the vertices, where the elements uz3 indicate the membership of vertex to hyperedge as follows:
The hypergraph can be shown as in Fig. 1 and its incidence matrix is as follows: 
S(E,, Ek) for all IC, that is, C(E,) = E, S(E,, E k ) .
We see that there is the following relationship between I(E,) and follows:
C(E,).
I(E,) I C(E,)
To illustrate the above concepts, let's consider the hypergraph
The graph is given in Fig. 2 . We can characterize the hypergraph the order of H : \VI = 7 the size of H : 1 5 1 = 4 the order of edge: IE3 I H = (V, E ) and its incidence matrix in Table I. as follows:
[Ell = 3, 1 3 2 1 = 3 = 3, 1341 = 3 
B. Reduction Algorithm
The reduction and partition of system dimension is a general approach to manage the complexity in the field of system engineering and large-scale systems. Furthermore, the hierarchical approach is considered as a useful methodology in system engineering [3]-[8]. Therefore we develop a hierarchical reduction and decomposition method of hypergraph in this section. The reduction of a hypergraph is realized by merging an edge in a vertex (called a macro-vertex) , that is, all the vertices in the edge are merged in a macro-vertex in the reduced hypergraph.
To reduce a hypergraph hierarchically, the reduction is obtained by iteration. At each iteration, we select an edge to reduce. In selecting the reducible edge, our fundamental principle is to minimize the interface with other parts of the graph. Therefore, the order of applying reduction(or selection of reducible edge) is determined in considering the degree of edge D e ( E j ) , the interfacing degree I ( E j ) and the coupling degree C ( E j ) . At each iteration we select an edge whose interconnection with the other parts is the least.
When we think the level of interconnection of an edge, the degree of edge D e ( E J ) is most important which represents the number of adjacent edges; and the interfacing degree I ( E , ) is also important, and next the coupling degree C(E,). Therefore we select the edge to reduce which has the least degree of edge De(E3). If there are several alternatives, we take an edge with the least degree of interface I(E,) among them. Again, if there are also multiple alternatives, an edge with the least degree of coupling C(E,) is selected.
Our reduction algorithm is realized by iterations. At each iteration, the reduction procedure is composed of two steps: the determination step of reducible edge and the replacement step. In the replacement step, the vertices in E, are replaced by a new macro-vertex A,, and the edge E , and its equivalent edges B, are eliminated in E . The reduction algorithm is summarized as follows:
At rth iteration on H , = (x, Et):
& , = { E i , t , EZ,~,... , J % ,~} , ~= I & z I
Step 1. Determination of reducible edge ( E s , t ) Fig. 3 . WO = (VO, €00).
Find one edge with the least degree of edge. Step 2. Replacement of E 3 , L by a, At the first iteration of the above algorithm, we note the given hypergraph as Ho = [Vo, Eo). If there is no alternative in the Step I, the iteration is stopped.
IV. EXAMPLE

A. Hierarchical Reduction
To illustrate the algorithm described in the previous section, an example of reduction by iteration is shown in this section. Consider the hypergraph Ho = (VO, € 0 ) in Fig. 3 . In the Ho, we can have necessary information for the first iteration as shown in Table 11 .
In the determination step of the first iteration, we can select the edge Es, 0 because it has the least degree 1. In the replacement step, the edge Es,o is replaced by the macro-vertex hi and we obtain HI = (VI, €1) as follows. In the hypergraph H2 in Fig. 5 , the edge E4,2 has the least interfacing degree 1(1T4,2) = 3 in Table IV , and thus it is selected
The reduced hypergraph H I is shown in Fig. 4 and we can have information for the second iteration in Table 111 . In the second Fig. 7. H4 = (v4, €4) to reduce. The reduced graph H3 is obtained by replacing the edge E4,2 by the vertex e f g h i as shown in Fig 6. In the reduced graph H3, we have two edges, but they are equal. If we continue the reduction, we can select one edge randomly. Let's take E 3 , 3 , then we can obtain the reduced graph H 4 which has only one vertex a b c d e f g h i and one edge E 2 , 4 as shown in Fig. 7 . Now we have a sequence of reduced hypergraphs as shown in Fig. 8 .
abcdefghi
B. Hierarchical Partition
We have seen that an edge is reduced into a macro-vertex in the reduction. Thus a macro-vertex in a reduced hypergraph represents an edge in the original hypergraph H o . Therefore, by utilizing the reduced hypergraphs, the original graph can be decomposed into subgraphs. The sequence of reduced hyper-graphs in Fig. 8 offers a sequence of partitions. The partitions are ordered by the inclusion and thus the partition sequence shows a hierarchical partitions. The hierarchical partitions of our example is shown by a partition tree in Fig. 9 .
Therefore we have obtained hierarchical partitions of a system from a cover described by a hypergraph. Furthermore, the partition tree shows the relative logical distance between vertices of the system. For example, the edge Es, 0 = { h , i } is grouped into a macro-vertex at the first iteration, El, 1 = { a , b, c} at the second iteration, etc. Then, the logical distance between a and b is greater than that between h and a .
V. CONCLUSION
We have developed a reduction method of hypergraph. In the reduction, an edge is merged into a macro-vertex. The reduction is realized by iterations, and the iterations provide a sequence of reductions.
In the reduction, an edge is merged into a macro-vertex and thus a macro-vertex in a reduced hypergraph represents an edge (subgraph). Therefore a reduced graph can give a partition of a system.
The sequence of reductions provides a sequence of partitions. The partitions are ordered by the inclusion of partitions. The sequence of partitions gives hierarchical partitions of the system. The proposed method allows to reduce the complexity of the system represented by hypergraphs.
I. INTRODUCTION
It is known that conventional approaches to system modeling that are based on mathematical tools, e.g., difference equations, perform poorly in dealing with complex and uncertain systems. The reason is that, in many cases, it is very difficult to find a global function or analytical structure for a nonlinear system. In contrast, fuzzy logic provides an inference morphology that enables approximate human reasoning capability to be applied in a fuzzy inference system. Therefore, a fuzzy inference system employing fuzzy logical rules can model the qualitative aspects of human knowledge and reasoning processes without employing precise quantitative analysis. In recent years, artificial neural networks have also played an important role in solving many engineering problems [6], [ 121. Neural networks offer advantages such as learning, adaption, fault-tolerance, parallelism, and generalization. In view of the versatility of neural networks and fuzzy logic, a neural-network-based fuzzy inference system can be expected to exhibit many advantageous features.
The benefits of combing fuzzy logic and neural networks have been explored extensively in the literature, e.g., the fuzzy neural network in [3] , [5] , [8] , the adaptive-network-based fuzzy inference system in [4] , and the fuzzy logical system in [17] . The common advantages found in the above systems lie in that 1) they can automatically and simultaneously identify fuzzy logical rules and tune the membership functions, and 2) the parameters of their systems have clear physical meanings, which they do not have in general neural networks. Fuzzy systems utilizing the learning capability of neural networks can successfully construct the input-output mapping for many applications. However, no efficient process for reducing the complexity of a fuzzy neural network has been presented.
The concept of a measure of similarity in fuzzy sets has been applied in pattern recognition [13] , fuzzy partitioning [l], pattern classification [ 141, and the compatibility relation between two fuzzy sets [ll] . In these applications, the similarity between two elements or between an element and a fuzzy set are concerned in [l], [13] . Since the similarity in [2], [ll] , [14] , is related to the relationship of two fuzzy sets, it meets the necessity of our research. In 
