In 
Introduction .
We begin this paper defining an index of the convexity measure for a function h at each point . We prove that it is a good measure of t h e convexity and we make a comparative study of this one and the curvature of h.
To continue we do an application of this concept. So we are going t o prove that when we apply Newton method to solve a nonlinear equation (1) h(x) = 0 the convexity of the function h decides the speed of convergence of this iterative process . From this result we obtain the family of Newton type iterative processes given by the expression (2 ) x n α = H α (x n−1 α ) = x n−1 α − h(x n−1 α )
h( x n−1 α ) (1 + α h( x n−1 α ) ) with α ≥ 0.
Notice that all these iterative processes have the same order o f convergence and efficiency index [7] than Newton method but they have more speed of convergence than this one . You can see that for α = 0 we obtain Newton method .
It is interesting to note that in the practice given (1) we compute the convexity of h , which allows us to know the appropriate value of α t o obtain the fastest iterative process of the family (2) for solving this equation . The above optimization results assures us that this method converges to the root of (1) faster than Newton one .
To continue , we consider the parameter α as a function , α(x), and we study when we obtain iterative processes with cubical convergence .
Then , we define a family of iterative processes. From the result o f optimization obtained for this family , we do a comparative study of t h e known Halley and Chebyshev methods [1] .
To finish , we study the convergence of this family (2) on t h e complex plane by means of majorizing sequences [8] .
2.-An index of convexity measure .
The curvature K , [6] , is a measure of t h e convexity of a function at each point .
Notice that if √ is a concave function in C (2) can define an index of the convexity measure of a function at each point , called log-degree of convexity of h , considering the number of times that we need to apply the logarithmic operator to get a concave function . So , if we define H n (x) = log G n-1 (x) with G 0 (x) = T[h](x) and G n (x) = T[H n ](x) for n≥1 , the sequence {H n (x)} will characterize the log-
. with x 0 = 0) .
On the other hand , it is easy to prove , by induction , that H n´´( x 0 ) = h´´(x 0 ) -n h´(x 0 ) 2 for all n , and therefore it follows that H n is convex at x 0 if and only if h´´(x 0 ) [ h´(x 0 ) ] -2 ≥ n . When x 0 is a minimum of f, it follows that H n is convex at x 0 for all n , and conversely . Then , the log-degree of convexity of h at x 0 is defined t o be the positive real number given by
is a minimum of h we set U[h](x 0 ) = + ∞ .
Notice that the curvature and the log-degree of convexity of a function have a similar behaviour , except in a neighbourhood of the critic points . This situation does not exist in our conditions .
On the other hand , Roberts [9] points out some of the "good (ii) In our conditions , i.e. , h 1 and h 2 increasing functions , it is
3.-Newton method and the convexity .
As the functions h and h = h/h(x 0 ) have the same convexity respect to the logarithmic operator in the point x 0 and h(x 0 ) = 1 , i f we apply the last study to the function h we obtain another convexity measure , the degree of logarithmic convexity [2] , which
It is known [7] , that if h ∈ C (p) ([a, b]), p ≥ 2 , verifies Fourier´s conditions , i.e. h(a)h(b) < 0 , h´≠0 , the sign of h´´ not changing in [a,b] , and besides we take x 0 ∈ [a,b] such that h( x 0 ) h´´( x 0 ) > 0 , then the sequence {x n } given by
converges to the only root s of (1) . From now , we assume this condition.
Theorem 1.
If
-{s}, then the sequence {y n } converges to s faster than {x n } .
Proof:
In our conditions, if h(x 0 ) > 0 it is known [7] that {x n } and {y n } are decreasing sequences .Then , it is enough to prove that y n < x n f o r all n ∈ N .
Applying the Mean Value Theorem , as H and G are increasing functions , we obtain
, and by an induction procedure i t follows the thesis .
If h(x 0 ) < 0 , as s = H(s) ≤ x 1 = H(x 0 ) ≤ b it follows that x n ≥ s for all n ≥ 1 , then the sequence {x n } decreases to s for n ≥ 1 . On t h e other hand , as y 1 -
So , it is easy to prove thet {y n } decreases to s for n ≥ 1 .
Therefore , as in the above case , it follows that {y n } converges to s faster than {x n } . #
Notice that it is enough that g verify the last conditions in (s, From the last theorem , given the equation (1) we take the f unc ti on g( (1) . Then applying the above theorem we obtain conditions for each α such that the iterative process of the family (2) , converges to s .
From now we denote by :
is not restrictive because L h (s) = 0 . then the iterative process corresponding to α 2 converges to s f a s t e r than the corresponding to α 1 .
Theorem 2.
Proof :
it is clear that g´(x) > 0 and g´´(x) > 0 in [a,b] , so the function g verifies the same conditions as the function h and thus g(x) = 0 is an equation equivalent to (1) .Besides , when h(x 0 ) < 0 we have that
In these conditions the Newton method converges and so t h e sequence given by (2) is decreasing to s .
To
. Therefore , applying the Theorem 1 we obtain the optimization result of the thesis . #
To continue , we are going to study the convergence of the iterative processes (2) in other way , i.e., without consider its relation with Newton method , thus we can get , for this family , some results o f global convergence that complete the ones of the Theorem 2 . (2) we obtain that the limit is the root s of (1) .
As the asymptotic error constant [4] , C α i , for the iterative
clear that C α1 < C α2 . So the thesis is proved. Table 1 . Notice that t h e Table 1 and 2 show the error between the exact value and x n in t h e respective sequences. Moreover all the calculations were made with 9
On the other hand , if we consider the Newton method we get t h e results of Tab. 2 . Therefore for α = M(<1,1,1993>) the iterative process converges faster than the correspondent for α = 0 .
Nevertheless, when we apply the Theorem 4 is when actually we can see the difference between the speed of convergence of any process of the family and Newton method . So if we take x 0 =1 we get t h e results given on the Table 2 .
This shows us the big increment in the speed of convergence taking into account the simplicity of the equation considered .
In the practice , given the equation (1) Besides , if we consider α ≤ 0 we can realize an analogous study o f the iterative processes given by (2) , but we are not interested in that a t the moment .
To continue , we are going to study when we can obtain iterative processes with cubical convergence from this family . Now, if we consider p ≥ 4 , we can note that for α = U[h](s)/2 H α (s) = s and H´α(s) = H´´α(s) = 0 . So , it is known [1] that for this value of α we obtain an iterative process of third order. But as s is unknown we cannot take this value of α . Therefore if we consider α as a function , α( x) , v e ri f ying 0
h(x) ≥ 0 , and we take H(
obtain that all these iterative processes have cubical convergence .
Besides it is easy to note that for α = U[h](x)/2 and
) we obtain the Chebyshev and Halley methods respectively . So , this situation allow us to study the optimization for these functions α(x) , and so to compare these last methods . For the optimization , when the iterative processes are decreasing , see [ 3 ] , we have that if α 1 (x) < α 2 (x) , and
we denote x n
, and an inductive procedure assures us t h a t x n α 1 > x n α 2 f o r each n ∈N .
Therefore we can say that, in the decreasing case , the Halley method is better than the Chebyshev one .
The family of Newton type iterative processes in t h e complex plane .
In this Section we study the convergence of the family (2) (4) f(z) = 0 and the family of iterative processes
f´( z o ) and we make t h e real
To continue we will obtain some results of convergence and uniqueness for the family (5) by means of the Kantorovich type conditions [5] from the real nonlinear equation (6) p(x) = 0 using mayorizing sequences [8] . We will denote x * = 2η ( 2 -2 ) t h e smallest root of (6) .
Theorem 5 .
On t h e last conditions , l e t α ∈ [ 0 , m 1 6 η( m + 1)
] and m ≥ 1 with m[R , verifying
Then , for each α fixed , the iterative process given by (5) converges t o t h e only r o o t z * o f ( 4) in B(z o , x * ) . Besides
L e t { x n α } be t h e real sequence obtained aplying t h e family o f iterative processes ( 2 ) In view of the comments following the Theorem 1 and as
is an increa sin g function and α
[0,x * ] , being this sequence increasing to x * . Now we are going to prove that in ours hypotesis the sequence { x n α } mayorizes { z n α } and t h e results o f t h e Theorem are obtained [5] . I t is known [ 5] t h a t t h e sequence { x n α } mayorizes { z n α } i f t h e following conditions are v e ri f ied To finish , we want to find convergence conditions for each iterative process of the family (5) , i.e. for each value of α given in [0,+∞) . 
