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A numerical method for obtaining the optimal number of servers of a time- 
dependent M/MS queueing system is presented. First, an M/M/s queueing system 
with time-dependent arrival rate is solved numerically to obtain the state 
probabilities and the expected queue sizes. Then, the optimal number of servers 
during each 8-h shift of a 24-h day is obtained by dynamic programming. A 
numerical example is solved to show the effectiveness of the approach. f? 1989 
Academic Press. Inc 
In the dynamic control of queueing systems, one may control either the 
arrival process or the service aspects [7]. Arrival process control includes 
accepting or rejecting customers, adjusting mean arrival rate, customer- 
exercised control, and adjusting rejection times. Varying the number of 
servers or service rate constitutes the principal approach to controlling the 
service aspects. The number of servers can also be varied by using on-off 
control for single server systems and by dispatching times. 
The control of the number of servers is a fairly practical approach and 
has been studied by various investigators [l-4, 9, 11, 16, 17, 201. Most of 
these studies are concerned with single server queues. McGill [17] studied 
the multiserver queueing system with stochastic review via the recursive 
function of dynamic programming. Magazine [16] investigated multiserver 
queues with finite waiting capacity and periodic review. A convex increas- 
ing holding cost over a finite horizon was assumed and the number of open 
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servers was obtained by minimizing the cost. Bell [S, 61 and Sobel [20] 
also studied multiserver queues. Howard’s value determination procedure 
was used by Bell [6]. Huang et al. [ 1 l] considered Magazine’s model with 
two major modifications: (i) waiting room capacity is infinite and (ii) the 
cost structure is generalized to permit different holding costs in different 
periods. 
All the above studies are aimed at obtaining analytical results. Different 
analytical results are obtained with different assumptions on the model. 
These results are generally too restrictive and thus are of limited practical 
use. What is needed is some fairly general numerical algorithm which can 
be used to obtain numerical answers for fairly general multiserver queueing 
systems. 
The aim of this paper is to develop some numerical optimization algo- 
rithms. The principal difficulty in the numerical optimization of dynamic 
queueing systems lies in the fact that a queueing system is a continuous 
time parameter stochastic process and we must first use some discretization 
method such as the Runge-Kutta method. Thus, the Markov decision in 
the sense of a Markov chain must be used for a continuous parameter 
stochastic process. Furthermore, since the step size in the discretization 
must be reasonably small in order to obtain the desired accuracy, the stage 
within which the number of control variables (number of servers) must 
remain constant may include many discretized step sizes. Many authors 
ignore this important difference. For example, we frequently divide a 24-h 
day into three 8-h shifts. We would like to keep the number of serves 
(workers) constant within each 8-h shift. Thus, each 8-h shift becomes a 
stage in the dynamic programming sense. 
A numerical algorithm is developed in this paper. First, an M/M/s 
dynamic queueing system with time-dependent arrival rate is solved 
numerically to obtain the state probabilities and the expected queue sizes 
numerically. Then, using the just obtained probabilities and queue sizes, 
dynamic programming is used to determine the optimal number of servers 
to be kept open during each 8-h shift of a 24-h day. 
MODEL FORMULATION 
We assume that: 
(i) there are s identical servers in parallel, 
(ii) there is a time varying Poisson arrival stream, L(t), 
(iii) the waiting capacity is finite. 
The objective is to minimize the cost function Z over a finite horizon T 
86 JUNG AND LEE 
subject to the time-dependent M/M/s queueing system equations. The 
optimization problem can be stated mathematically as 
Min Z= 
S(f) Cl L/(s(th t) 
C 
S(f) 
+- Cz c (s(t) - n(f)) P&(t)> t) II dt (1) n(t)=0 
subject to 
dPo(tW = -4t) PO(t) + 4t) p,(t), n=O 
dP,(tYdt = J.(t) P,-,(t) - C4t) + n(t) AtI1 p,(t) 
+ [n(t) + 11 At) P,, l(tL 1 <n(t)<s(t) 
dP,(t)ldt = n(t) Pn- l(t) - C4t) + s(t) AtI1 f’,(t) 
+3(t) At) p,, 1(t), n(t) > s(t), (2) 
where C, is the cost per unit of customer waiting time, C2 is the cost per 
unit of server idle time, s(t) is the number of servers at time t, n(t) is the 
number of customers in the system at time t, P,(s(t), t) is the state 
probability of n customers in the system with s servers at time t, and 
L&s(t), I) is the expected number of customers waiting in the queue at 
time t with s servers 
= t [n(t) - s(t)1 P,Mt), t). 
n(t)=.s(r)+ I 
The first term m Eq. (1) represents the cost incurred when L, customers 
are waiting. The second term represents the cost incurred when the number 
of customers in the system is less than the number of servers. 
DISCRETIZATION 
In order to solve the problem numerically, we first change the con- 
tinuous time t to a discrete variable i. After discretizing the finite horizon 
T into K equally spaced periods, the objective function becomes 
z= f q(d) 
r=, 
K 
= 
Ci 
c, L;(d) + Cl 
I 
5 (s’- n’) P&i) 11 ) r=l n’ = 0 (3) 
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where S’ is the number of servers at period i, n’ is the number of customers 
in the system at period i, Pi(?) is the state probability of n customers in 
the system with s servers at period i, and L$(s’) is the expected number of 
customers waiting in the queue with s servers at period i, 
= f (nf -s’) P;(d). 
n’ = s’ + I 
The constraints become 
dP;jdt = - AiPb + pip’, , n =O, i= 1, 1, . . . . K 
dP;/dt = FP:, _ 1 - (Ai + nip’) P; 
+(n’+ l)/L’P;+,, 1 <n’<s’, i= 1,2, . . . . K 
dP;ldt = Up, - (,I( + s’p’) Pf, 
+ sijip; + 1) n’ > s’, i = 1, 2, . . . . K. 
(4) 
THE DEFINTION OF A STAGE 
In order to apply dynamic programming, the concept stage is intro- 
duced. A stage, for example, can be considered as 8-h shift in a 24-h day 
operation. In other words, a 24-h day process is considered a three-stage 
process. Obviously, one stage consists of many periods, i. The rationale 
behind this approach is that we may not want to change our decision 
(number of servers) n every period i. Instead we would like to change our 
decision on a shift (stage) basis. As a matter of act, most of the manufac- 
turing or servicing jobs have three 8-h shifts if there are on a 24-h opera- 
tion. 
The optimal expected discounted value function r/,(n, j) is defined as 
V,(n, j) = minimum expected discounted cost (discount 
factor is CI) for j stages given that the process 
starts in state n. 
The discount factor takes care of the fact that costs incurred at future dates 
are less important than costs incurred today, and thus we discount such 
costs at a rate a per units of time. 
Then the recurrence relation is 
v/,(6 A = ,ysi,n, 44 S,J) + a C P,,(s) W4 j- 1) 1 . [ ,I, Ii 
j = 1, 2, . ..) J, (5) 
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where s is the decision variable, CI is the discount factor, CI E (0, 1 ), P,,(s) 
is the transition probability that the system will be in state m given that the 
system is in state n before transition and the decision is S, J is the total 
number of stages, S is the maximum available number of servers, and M 
is the maximum allowable number of customers in the system. rc(n, S, j) can 
be stated as 
AklJ) 
Nn, s, j) = c dn, $9 4 
i=(jpI)(K/J)+l i( K!J ) = c r/(Y) + E P,,(d) qzs’-’ , j= 1, 2, . ..) J. 
r=(/-I)(K!J)+I VI=0 
(6) 
The decision process works as follows. Observe the system at period 
i = 1, 2, . ..) K and note the state of the system X’. Then the decision is made 
to determine how many servers are to be kept open during that stage given 
that one server should be always open. 
The sequence of states {Xi} is treated as a Markov process and tran- 
sitions occur at each period according to the probabilistic structure 
P&(s) = Pr{ Xi+ ’ =mIX’=nwithsservers}, i= 1,2 ,..., K. 
The transition matrices used in Eq. (5) are those of the adjacent period 
transition matrices at the stage boundary. 
COMPUTATIONAL PROCEDURE 
A method is presented for controlling the number of servers so that the 
cost function is minimized at each stage (shift) of the day. First, an M/M/s 
queueing system with time-dependent arrival rate is solved numerically to 
obtain the state probabilities and the expected number of customers in 
queue. Then dynamic programming is used to determine the number of 
servers working in each stage depending on the state of the system. 
Solving the Queueing System 
Time-dependent probability distributions are first calculated for the 
multichannel, truncated systems having time-varying arrival rate. The finite 
time horizon is equally divided into K time periods. Thus, K values for the 
arrival rate are required and represent he step function approximations to 
the continuously varying rate function. The finite set of linear differenrial- 
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difference equations represented by Eq. (4) is solved by the fourth-order 
Runge-Kutta method described by Koopman [14], Kolesar et al. [ 133, 
and Rider [18]. This procedure is also described in Gifhn [S]. 
The state probabilities, PE’(s’), are obtained directly by integrating 
Eq. (4) for s servers at period i. Then the expected queue size, L:(Y), is 
obtained by 
L&Y’) = ; (n’ - SC) P’,(d). (7) 
n' = s' + I 
The elements we obtained after solving Eq. (4) are listed in Table I. 
(M + 1) P,‘s are obtained for each given number of servers at each period. 
Thus the total number of P,'s over a finite horizon is K(M + 1) for each 
given number of servers. 
In this approach, transition occurs at each period and is treated as a 
Markov process. The cost function is minimized with respect o the number 
of servers over a stage instead of a period. Dynamic programming is used 
to solve this problem. The following basic steps are involved: 
(i) Start from the last stage (j= J) and the last period [i = /‘(K/J)]. 
(ii) Calculate the cost function I of Eq. (3) for each given 
number of servers at period i. 
(iii) Calculate the second term of Eq. (6) which represents the 
additional cost incurred from the previous period transition for each given 
number of servers and for each state of the system. 
(iv) Calculate the total cost, p(n, s, i), incurred at period i by adding 
the costs from Steps (ii) and (iii) for each number of servers and for each 
state of the system. 
TABLE I 
Output from the Queueing Model 
Period State probabilities 
i Pkb’) 
Expected number of customers 
in queue, L;(s,) 
PA(l) P32) PA(S) 
P;(l) P:(2) . ..Pi(S) 
: : 
d$(l)dk(2) 4$(S) 
pal) P:(2) “‘P;(s) 
p:(l) P:(2) . ..P?(S) 
P$,(l,dK,(2) .-P”,(S) 
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(v) Accumulate p(n, S, i) over the stage for each number of servers 
and for each state of the system to get the total cost n(n, S, j) incurred at 
stage j. 
(vi) Determine the optimal decision s by using the recurrence 
relation (5) for each state of the system. 
A SIMPLE EXAMPLE 
To illustrate the approach, the arrival and service of aircrafts in an 
airport are considered. The number of servers can be considered the 
number of air traffk controllers. The arrival rate data are obtained from 
TABLE II 
Time-Dependent Arrival Rate and Expected Queue Length 
Expected queue length when number of servers is 
Time Arrival 
period rate 1 2 3 4 5 6 
1 12.0 6.71 3.89 1.75 0.68 0.24 0.07 
2 10.0 8.15 4.9 1 1.92 0.56 0.15 0.01 
3 7.0 7.96 4.09 1.01 0.17 0.03 0.01 
4 5.0 7.36 2.50 0.29 0.03 0.00 0.00 
5 4.5 6.72 1.32 0.10 0.01 0.00 0.00 
6 4.5 6.24 0.80 0.07 0.01 0.00 0.00 
7 5.0 6.11 0.71 0.10 0.02 0.00 0.00 
8 5.5 6.28 0.84 0.14 0.03 0.00 0.00 
9 6.5 6.76 1.23 0.25 0.05 0.01 0.00 
10 7.0 7.24 1.72 0.36 0.08 0.02 0.00 
11 7.0 7.50 2.04 0.41 0.09 0.02 0.00 
12 7.0 7.61 2.21 0.42 0.09 0.02 0.00 
13 7.0 7.66 2.29 0.43 0.09 0.02 0.00 
14 7.0 7.66 2.33 0.43 0.09 0.02 0.00 
15 7.0 7.69 2.35 0.43 0.09 0.02 0.00 
16 7.0 7.69 2.36 0.43 0.09 0.02 0.00 
17 7.0 7.69 2.36 0.43 0.09 0.02 0.00 
18 10.0 8.15 3.46 0.97 0.29 0.08 0.02 
19 10.0 8.31 4.47 1.44 0.41 0.11 0.03 
20 10.0 8.33 4.89 1.59 0.43 0.12 0.03 
21 10.0 8.33 5.06 1.64 0.43 0.12 0.03 
22 13.0 8.53 5.91 2.51 0.88 0.30 0.10 
23 13.0 8.55 6.35 3.14 1.16 0.38 0.12 
24 13.0 8.56 6.45 3.32 1.21 0.39 0.12 
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FIG. 1. Time-dependent arrival rate and expected queue length. 
Rider [ 181. The second column of Table II lists these arrival rates which 
are also shown in Fig. 1. The following assumptions are used: 
(i) maximum number of servers is six, 
(ii) the waiting room capacity is 10, 
(iii) three shifts (stages) per day, 
(iv) all the parallel servers are identical, 
(v) c* = lOC,, 
(vi) no discount (i.e., c( = l), since this is only a 24-h based opera- 
tion. 
To solve Eq. (4), a 24-h day is equally divided into ninety-six 15min 
time periods. Thus K= 96, or 96 arrival rates are required. It is assumed 
that the system is initially empty. The cost coefficients used are C, = 0.3 
and C2 = 3.0. A constant service rate of four customers per unit time for 
each server is assumed. The integration step size used is dt = 0.03. Numeri- 
cal results of the time-dependent expected queue length are shown in 
Table II and Fig. 1. The expected queue length for six servers is not shown 
in Fig. 1 because of the very small values (maximum value is 0.12). The 
optimal controls for a given initial state are shown in Table III. 
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TABLE III 
Optimal Solutions 
Stage 
Initial 
state 
Optimal decisions 
(number of servers) 
3 0 3 
I 3 
2 3 
3 4 
5 5 
6 6 
7 6 
8 6 
9 6 
10 6 
2 0 2 
1 2 
2 3 
3 3 
4 4 
5 5 
6 5 
7 6 
8 6 
9 6 
10 6 
1 0 2 
1 3 
2 3 
3 3 
4 4 
5 5 
6 6 
1 6 
8 6 
9 6 
10 6 
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