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Necessary conditions for distributed optimal control of
linearized compressible Navier-Stokes equations with state
constraints
Stefan Doboszczak, Manil T. Mohan, and Sivaguru S. Sritharan
Abstract
A Pontryagin maximum principle for an optimal control problem in three dimensional lin-
earized compressible viscous flows is established using the Ekeland variational principle. The
controls are distributed over a bounded domain, while the state variables are subject to a set
of constraints and governed by the linearized compressible Navier-Stokes equations. The max-
imum principle is of integral-type and obtained for minimizers of a tracking-type integral cost
functional.
1 Introduction
1.1 Governing equations
Let QT = (0, T )×Ω denote a space-time domain, where T > 0 is fixed and Ω ⊂ R3 is bounded. The
state of a compressible and viscous fluid in QT may be modeled by the compressible Navier-Stokes
equations,
∂tρ+ div(ρu) = 0, (1a)
ρ(∂tu+ u · ∇u) +∇p = div S+ ρf , (1b)
consisting respectively of the conservation of fluid mass and fluid momentum, where ρ(t, x) ∈ R+
denotes the fluid density and u(t, x) ∈ R3 denotes the fluid velocity. The body force (acceleration)
f(t, x) ∈ R3 is fixed, denoting for instance a gravitational force. The system (1) is supplemented
with constitutive laws for the pressure p(ρ) and viscous stress tensor S(∇u), as well as initial and
boundary conditions.
While the nonlinear system (1) describes the general evolution of barotropic compressible fluids,
the focus of this paper is on a control problem for the linearized compressible Navier-Stokes equa-
tions. Employing the standard linearization about a fixed state (ρ˜, u˜) satisfying (1), we formulate
the (controlled) linearized equations as follows,
∂tρ+ div(ρu˜) + div(ρ˜u) = 0, (2a)
∂tu+ L(ρ,u) = (ρ˜)
−1[div S(∇u) + ρf +U], (2b)
where a distributed control U has been introduced in the linearized momentum equation (2b). The
linear operator L is given by
L(ρ,u) = u · ∇u˜+ u˜ · ∇u+ (ρ˜)−1[∇(ρp′(ρ˜)) + ρ(∂tu˜+ u˜ · ∇u˜)].
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Here p′(·) denotes differentiation with respect to the argument. The solution (ρ,u) of the linearized
system without control may be understood as representing the dynamics of a small perturbation of
the state (ρ˜, u˜).
The linearized system (2) is supplemented with a general barotropic pressure law,
p = p(ρ˜).
Note that in (2b) the pressure appears only as a coefficient, and is independent of ρ.
The viscous stress tensor S is given by the Newtonian law
S(∇u) = µ
(
∇u+ (∇u)T − 2
3
divuI
)
+ ηdivuI, (3)
where the constant µ > 0 is the shear viscosity, and the constant η ≥ 0 is the bulk viscosity.
Defining λ := η − (2/3)µ, the diffusive term in (2b) may be written
div S(∇u) = µ∆u+ (µ+ λ)∇divu.
We also suppose that 4µ+ 3λ > 0 (cf. proposition A.3).
Denoting the space-time boundary ΓT = (0, T )× ∂Ω, we furthermore suppose the fluid satisfies
the no-slip boundary condition,
u(t, x) = 0 on ΓT . (4)
Finally, a set of initial conditions are imposed,
u(0, x) = u0(x), ρ(0, x) = ρ0(x).
1.2 Notation
The space-time domain QT = (0, T ) × Ω is fixed, where T > 0, and Ω ⊂ R3 is an open, bounded
subset. The boundary of QT is denoted ΓT = (0, T ) × ∂Ω. Since T and Ω are fixed, we use
the abbreviated notation Lpt (L
q
x) = L
p(0, T ;Lq(Ω;RN )) and Lpt (W
k,p
x ) = L
p(0, T ;W k,p(Ω;RN )) to
denote the standard Bochner spaces endowed with their strong topologies (the range RN will be
clear from context). We also write Hkx =W
k,2
x when p = 2, and for H
1
x functions vanishing on the
boundary in the sense of trace we write H10,x. By C([0, T ];X) we denote functions continuous on
[0, T ] with respect to the strong topology on a Banach space X .
For a vector quantity u ∈ R3, ∇u is the Jacobian matrix, while the Hessian ∇2u is a third-
order tensor. The tensor product a ⊗ b of two vectors a and b is a second-order tensor defined
componentwise by aibj (i, j = 1, 2, 3). For two second-order tensors A and B, we denote their
Frobenius inner product by A :B =
∑3
i,j=1 AijBij . By C we denote an arbitrary constant which
may change values. Occasionally the dependence of C on other constants will be clearly specified.
The L2(Ω) inner product will be denoted 〈·, ·〉. Finally, a . b means that a ≤ Cb for some positive
constant C. Other notation will be introduced as necessary.
1.3 Strong solutions of the governing equations
The following theorem provides the existence of strong solutions for the linearized system (2).
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Theorem 1.1. Fix q ≥ 3. Let QT be fixed with ∂Ω ∈ C∞. Let (ρ˜, u˜) be a smooth solution up
to the boundary of the nonlinear system (1) emanating from initial data (ρ˜0, u˜0), where S(∇u˜) is
given by (3), p ∈ C2(0,∞), u˜ satisfies the no-slip boundary condition (4), and f ∈ L2t (Lqx). Suppose
furthermore that for all (t, x) ∈ QT , there exist constants m and M such that
0 < m ≤ ρ˜(t, x) ≤M <∞.
Let ρ0 ∈ H1x and u0 ∈ H10,x, and suppose U ∈ L2t (L2x). Then there exists a unique strong solution
(ρ,u) of the linearized system (2), and supplemented with the no-slip condition (4), such that
ρ ∈ L∞t (H1x), ∂tρ ∈ L∞t (L2x),
u ∈ L∞t (H10,x) ∩ L2t (H2x), ∂tu ∈ L2t (L2x).
(5)
The proof of theorem 1.1 is given in the Appendix. See [19, 26] for alternate existence results
with different assumptions on the data.
Remark 1.2. Unlike the nonlinear system (1), there is no reason that the density ρ of the lin-
earized system should be nonnegative. Since ρ typically represents a perturbation about ρ˜, this is
not unexpected.
Remark 1.3. The smoothness requirement of (ρ˜, u˜) is chosen for simplicity and can be considerably
weakened. For instance, it is sufficient to consider (ρ˜, u˜) having the regularity specified in Proposi-
tions A.1 and A.2. For the same reason the pressure regularity may be reduced to p ∈ W 2,3loc (0,∞).
Note the existence of such regular solutions to the nonlinear system for general forcings and large
initial data is unknown.
1.4 Optimal control problem
We now describe the optimal control problem addressed in this paper. The objective is to determine
control-state triples (ρ,u,U) that minimize the following tracking-type cost functional,
J (ρ,u,U) = 1
2
∫ T
0
(
‖u− ud‖2L2x + ‖ρ− ρd‖
2
L2x
+ ‖U‖2L2x
)
dt, (6)
where desired target states are denoted by ρd ∈ L2t (L2x) and ud ∈ L2t (L2x).
In addition, we specify a state constraint of the form
F (ρ,u) ∈W, (7)
where the mapping F : L2t (L
2
x)×L2t (H10,x)→ X is assumed to be continuously Fre´chet differentiable,
X is a Banach space with strictly convex dual X∗, and W ⊂ X is a nonempty closed and convex
subset.
We denote by BR(0) the closed ball of L
2
x,
BR(0) := {u ∈ L2(Ω;R3) : ‖u‖L2x ≤ R},
where R > 0 is fixed. The set of controls is taken as follows,
Uad := L2(0, T ;BR(0)).
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Definition 1.4. The admissible class Aad is defined as the set of state-control triples (ρ,u,U), with
U ∈ Uad, solving the linearized compressible Navier-Stokes system (2) in the sense of theorem 1.1,
and satisfying the state constraint (7).
The first order necessary conditions in the form of a Pontryagin maximum principle will be
obtained for the following optimal control problem:
Minimize J (ρ,u,U) over all (ρ,u,U) ∈ Aad (P1)
where it is understood that the admissible class includes the PDE contraint, eq. (2) and the state
constraint F (ρ,u) ∈W .
Definition 1.5. A solution of Problem (P1) (provided it exists) is called an optimal solution and
denoted (ρ∗,u∗,U∗). The control U∗ is called an optimal control.
Remark 1.6. Since the state (ρ,u) is determined uniquely by the control U through the governing
PDE, i.e. ρ = ρ[U] and u = u[U], the cost J may be considered as a function of the control only.
Optimal control theory of incompressible viscous flow has an extensive literature, see for instance
Fursikov [18], Gunzburger [20], Lions [23], Sritharan [31], and the references therein. In this paper
we extend the techniques developed in [14, 15, 33] for incompressible viscous flow to the linearized
compressible case.
Rigorous studies of optimal control problems for compressible Navier-Stokes are less numerous
than their incompressible counterpart. Existing mathematical results tend to focus on problems
with a number of simplifications including working with the linearized rather than nonlinear system,
or possibly employing some non-physical assumptions in order to make problems tractable.
An optimal control problem for linearized compressible Navier-Stokes flows is considered in [5].
The controls act on the boundary of a two-dimensional inlet-outlet domain and the existence and
necessary conditions are established. Existence of optimal controls for the nonlinear compressible
system are established in [10], where the authors use a stronger cost functional and weak-strong
uniqueness result to ensure the uniqueness of the state variables. In [1] an optimal control problem
is formulated for a Navier-Stokes-Fourier system in one dimension for an inlet-outlet domain in
Lagrangian coordinates. For results on null and approximate controllability, and stabilizability, see
[6, 13, 25] and the references therein.
Computational implementation of optimality conditions have been addressed in [8], motivated
by problems in aeroacoustics, and [21] for problems in optimal design.
An advantage to using the linearized version of the compressible flow equations is that more
practical cost functionals may be chosen, while at the same time ensuring well-posedness of the
governing equations in a strong enough sense. Strong solutions are known to exist for the nonlinear
system (1) (cf. [4, 24, 32]), though the required regularity of the forcing tends to be much stronger
than is often required in control-theoretic problems. Since discontinuous controls are relevant in
practice, we seek to avoid such regularity requirements.
The lack of suitably strong solutions of the nonlinear system (1) introduces other difficulties
relevant to solvability of the adjoint and linearized equations, used in obtaining the necessary
conditions. A number of authors (cf. [2, 5]) have observed that often more regularity is needed
for the base state of the linearization. Collis et al. [8] similarly observe that “...the solution of the
linearized state equation is less regular than the state . . . about which the linearization is done.”
In order to avoid such issues, we ensure that the base state (ρ˜, u˜) is sufficiently regular.
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In order to derive the necessary conditions for Problem (P1), we make use of Ekeland’s varia-
tional principle, due to I. Ekeland [11]. This tool provides the existence of minimizers for rather
general cost functionals, and is useful when precise extrema are not required, or do not exist. In the
context of incompressible fluids, the variational principle has been used by many authors to obtain
the necessary conditions, cf. [14, 16, 33]. The reference [16] in particular deals with incompressible
flow with state constraints.
We anticipate relevance of this paper to applications including aerodynamic design [3, 21], and
noise control [7, 28], as well as to the general theory of optimal control of compressible fluids.
2 The necessary conditions and main theorem
In this section we formally derive the Pontryagin maximum principle for Problem (P1). In order
for the state evolution to be described explicitly, we divide the momentum equation by ρ˜, which we
recall is assumed to be strictly positive.
Begin by defining
−N1(ρ,u) = div(ρu˜) + div(ρ˜u),
−N2(ρ,u,U) = u · ∇u˜+ u˜ · ∇u+ (ρ˜)−1∇(ρp′(ρ˜))
+ (ρ˜)−1 [ρ(∂tu˜+ u˜ · ∇u˜)− div S(∇u)− ρf −U] .
The linearized system (2) may be concisely written{
∂tρ = N1(ρ,u)
∂tu = N2(ρ,u,U).
We define the augmented cost functional, Ĵ , as
Ĵ (ρ,u, σ, ξ,U) := λJ (ρ,u,U) +
∫ T
0
〈σ, ∂tρ−N1(ρ,u)〉 dt
+
∫ T
0
〈ξ, ∂tu−N2(ρ,u,U)〉 dt+ ζ · dW (F (ρ,u)),
where σ and ξ denote adjoint variables to ρ and u respectively, dW denotes distance to the set
W in the norm of X , λ is a multiplier for the cost functional, and ζ is a multiplier for the state
constraint.
Let (ρ∗,u∗,U∗) be an optimal triple. Formally, the adjoint equations are derived by differenti-
ating Ĵ in the Gaˆteaux sense with respect to the state-control variables and taking adjoints,
−∂tσ + λ∂ρJ − [∂ρN1]∗σ − [∂ρN2]∗ξ = −ζ[Fρ(ρ∗,u∗)]∗η,
−∂tξ + λ∂uJ − [∂uN1]∗σ − [∂uN2]∗ξ = −ζ[Fu(ρ∗,u∗)]∗η,
λ∂UJ − [∂UN2]∗ξ = 0,
(8)
where η ∈ X∗ is in the subdifferential of dW at the point F (ρ∗,u∗), i.e. η ∈ ∂dW (F (ρ∗,u∗)).
Remark 2.1. Differentiating Ĵ with respect to σ and ξ recovers the original system.
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From (8) we obtain that (σ, ξ) should satisfy the following adjoint system on QT ,
− ∂tσ − u˜ · ∇σ = (ρ˜)−1ξ · [−(∂tu˜+ u˜ · ∇u˜) + f ] + p′(ρ˜)div
(
(ρ˜)−1ξ
)
+ λ(ρd − ρ∗)− ζ[Fρ(ρ∗,u∗)]∗η,
− ∂tξ − div(ξ ⊗ u˜) + ξ · (∇u˜)T = ρ˜∇σ + divS(∇((ρ˜)−1ξ)) + λ(ud − u∗)− ζ[Fu(ρ∗,u∗)]∗η,
ξ
∣∣
Γ
= 0,
σ(T, ·) = 0, ξ(T, ·) = 0,
(9)
and in addition the Pontryagin principle for optimal control holds,
1
2
λ‖U∗(τ)‖2L2x −
〈
(ρ˜)−1(τ)ξ(τ),U∗(τ)
〉 ≤ 1
2
λ‖W‖2L2x −
〈
(ρ˜)−1(τ)ξ(τ),W
〉
,
to be satisfied for allW ∈ BR(0). Equivalently, this may be written in the Hamiltonian formulation
H(ρ∗(τ),u∗(τ), σ(τ), ξ(τ),U∗(τ), λ) = min
W∈L2x
H(ρ∗(τ),u∗(τ), σ(τ), ξ(τ),W, λ),
where we define the Hamiltonian
H(ρ,u, σ, ξ,U, λ) := λL(ρ,u,U) + 〈σ,N1(ρ,u)〉+ 〈ξ,N2(ρ,u,U)〉 ,
and corresponding Lagrangian
L(ρ,u,U) := 1
2
(‖u− ud‖2L2x + ‖ρ− ρd‖
2
L2x
+ ‖U‖2L2x).
The following theorem states the main result of this paper regarding the necessary conditions for
Problem (P1).
Theorem 2.2. Let (ρ∗,u∗,U∗) be an optimal solution of Problem (P1). Then there exists λ ∈ R,
η ∈ X∗, and a weak solution (σ, ξ) of the adjoint system (9) in the sense of distributions, and
furthermore for all W ∈ BR(0),
1
2
λ‖U∗‖2L2tL2x −
〈
(ρ˜)−1ξ,U∗
〉
L2tL
2
x
≤ 1
2
λ‖W‖2L2tL2x −
〈
(ρ˜)−1ξ,W
〉
L2tL
2
x
, (10)
and
〈η, w − F (ρ∗,u∗)〉 ≤ 0 ∀w ∈W. (11)
where η ∈ ∂dW (F (ρ∗,u∗)), ∂dW denoting the convex subdifferential of the distance function to the
set W .
Definition 2.3. Let W ⊂ X be a convex subset of a Banach space X. The normal cone to W at
w¯, denoted NW (w¯), is defined as
NW (w¯) = {η ∈ X∗ : 〈η, w − w¯〉X∗;X ≤ 0, ∀w ∈W}.
The inequality (11) therefore has the equivalent characterization η ∈ NW (F (ρ∗,u∗)).
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3 Mathematical preliminaries
In this section we recall some relevant results to be used in the proof of the Pontryagin maximum
principle.
Lemma 3.1. Let X be a Banach space. The distance function dW to a nonempty subset W ⊂ X,
defined as
dW (x) = inf
w∈W
‖x− w‖X ,
is Lipschitz continuous with Lipschitz constant 1.
The result of this lemma is standard and also has a straightforward extension to metric spaces.
Theorem 3.2 (Ekeland variational principle). Let (X, d) be a complete metric space, and F : X →
R∪ {+∞} a lower semi-continuous functional, not identically +∞, and bounded from below. Then
for every point u ∈ X such that
inf
X
F ≤ F (u) ≤ inf
X
F + ε (12)
and every λ > 0, there exists some point v ∈ X such that
F (v) ≤ F (u),
d(u, v) ≤ λ,
∀w 6= v, F (w) > F (v)− (ε/λ)d(v, w).
Theorem 3.2 is due to Ekeland [11] (see [12] for an alternative proof credited to M. Crandall).
Remark 3.3. A point u ∈ X such that (12) holds is called an ε-minimizer of F .
Recall as the set of controls we choose
Uad := L2(0, T ;BR(0)). (13)
The set Uad is equipped with a suitable metric dE , the Ekeland metric,
dE(u, v) = meas({t ∈ [0, T ] : u(t) 6= v(t)}),
which is defined for all u, v ∈ Uad, and where the measure is Lebesgue measure on R.
Lemma 3.4. (Uad, dE) is a complete metric space.
The proof is classical and may be found in Ekeland [11] (see also Lemma 3.15 [14]). Note BR(0)
is closed, convex, and bounded. In general, lemma 3.4 is not valid if we allow unbounded control
sets, i.e. Uad = L2(0, T ;Uad) with an unbounded subset Uad ⊂ L2x (see [14], pg. 227).
Furthermore, the following inequality holds,
‖Un −U‖L2t (L2x) ≤ 2R [dE(Un,U)]1/2, (14)
and so Un → U strongly in L2t (L2x) whenever dE(Un,U)→ 0.
The following variations are known as spike (needle) variations.
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Definition 3.5. Fix τ ∈ (0, T ). Let W ∈ BR(0) be arbitrary, and let h be chosen such that
0 < h < τ . The spike variation Uτ,h,W of a control U ∈ Uad is defined by
Uτ,h,W(t) =
{
W, if t ∈ [0, T ] ∩ (τ − h, τ)
U(t), else.
(15)
For brevity, we denote the spike variation as Uh, in which case τ and W are assumed fixed.
It is clear that Uh ∈ Uad and dE(Uh,U) = h.
The following lemma ensures the continuous dependence of solutions of (2) on the controls U.
Lemma 3.6. Let Un,U ∈ Uad, and suppose dE(Un,U) → 0 as n → ∞. Let (ρn,un) be the
solution of (2) corresponding to the control Un, and (ρ,u) the solution corresponding to the control
U, both emanating from the same initial data (ρ0,u0). Then (ρn,un) → (ρ,u) strongly in the
topology determined by the estimates (5) of theorem 1.1. In particular, it holds at least that
ρn → ρ strongly in L2t (L2x), un → u strongly in L2t (H10,x). (16)
Proof. Define τn = ρn − ρ and ωn = un − u. Since the system (2) is linear, it follows that τn and
ωn satisfy the system
∂tτn + div(τnu˜) + div(ρ˜ωn) = 0, a.e. in QT ,
ρ˜(∂tωn + ωn · ∇u˜+ u˜ · ∇ωn) +∇(τnp′(ρ˜))
= −τn(∂tu˜+ u˜ · ∇u˜) + div S(∇ωn) + τnf +Un −U, a.e. in QT
ωn
∣∣
ΓT
= 0,
τn(0, ·) = 0, ωn(0, ·) = 0.
(17)
The structure of (17) is therefore the same as the linearized system (2) and so the same estimates
(5) from theorem 1.1 hold. We deduce that∫
Ω
E(τn,ωn)(t) dx +
∫ t
0
∫
Ω
(|∂tωn|2 + |∇2ωn|2) dxds ≤ C(ε,Ω, ρ˜, u˜)‖Un −U‖2L2t (L2x), (18)
where
E(τn,ωn) := 1
2
(
τ2n + |∇τn|2 + |ωn|2 + µ|∇ωn|2 + (µ+ λ)|divωn|2
)
.
From the inequality eq. (14), we have Un → U strongly in L2t (L2x). Therefore (τn,ωn) converges
to (0, 0) strongly in the topologies determined by (18). In particular, (16) holds.
To obtain the convergence of ∂tτn, note that ∂tτn = −div(τnu˜) − div(ρ˜ωn), and the right side
of this equality converges to 0 in L∞t (L
2
x).
Next we study limits of the following quantities,
zh :=
ρh − ρ
h
, vh :=
uh − u
h
, (19)
where (ρ,u) is the solution of (2) corresponding to U, and (ρh,uh) is the solution corresponding to
the spike variationUh. We show that as h→ 0, the respective limits z and v satisfy an appropriate
linearized problem.
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Formally, one may directly write the system satisfied by (zh, vh), and taking the limit h → 0
arrive at
∂tz + div(zu˜) + div(ρ˜v) = 0,
∂tv + v · ∇u˜+ u˜ · ∇v = (ρ˜)−1[−∇(zp′(ρ˜))− z(∂tu˜+ u˜ · ∇u˜)]
+ (ρ˜)−1[divS(∇v) + zf ] + (ρ˜)−1(W −U)δ(t − τ),
z(0, ·) = 0, v(0, ·) = 0,
v(t, ·)∣∣
Γ
= 0,
(20)
where the singular term involving the Dirac delta corresponds to a jump due to the spike variation.
Equivalently, the limiting system (20) may be cast in an abstract semigroup framework, where
the singular term instead contributes as an initial datum at time τ . These observations are made
rigorous in the following theorem. Its proof is based on ideas from [14, 15].
Theorem 3.7. Suppose (ρ,u) is a solution of (2) corresponding to the control U, and let (ρh,uh)
be a solution corresponding to the spike variation Uh, given in definition 3.5. Let τ ∈ (0, T ] be a
left Lebesgue point of the function (ρ˜)−1(t)(W−U(t)). Define zh and vh as in (19). Then zh → z
and vh → v uniformly in τ ≤ t ≤ T and strongly in L2(Ω), where(
z
v
)
(t) =
{
(0, 0)T , 0 ≤ t < τ,
S(t, τ)F0(τ), τ ≤ t ≤ T,
(21)
and
F0(τ) =
(
0
(ρ˜)−1(τ)(W −U(τ))
)
,
and S(t, τ) is the evolution operator of the system
∂tz + div(zu˜) + div(ρ˜v) = 0,
∂tv + v · ∇u˜+ u˜ · ∇v = (ρ˜)−1[−∇(zp′(ρ˜)) − z(∂tu˜+ u˜ · ∇u˜)] + (ρ˜)−1[divS(∇v) + zf ].
(22)
Proof. Define a linear operator A(z,v)T = (A1(z,v)T ,A2(z,v)T ) where
−A1
(
z
v
)
= div(zu˜) + div(ρ˜v),
−A2
(
z
v
)
= v · ∇u˜+ u˜ · ∇v + (ρ˜)−1[z(∂tu˜+ u˜ · ∇u˜) +∇(zp′(ρ˜))− divS(∇v) − zf ].
We may then concisely write the system for (zh,vh)T as
d
dt
(
zh
vh
)
= A
(
zh
vh
)
+ Fh(t),(
zh
vh
)
(0) =
(
0
0
)
,
where
Fh(t) =
(
0, (ρ˜)−1(t)
1
h
1(τ−h,τ)(t)(W −U(t))
)T
.
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Similarly, the system (22) for (z,v)T over τ ≤ t ≤ T may be written as
d
dt
(
z
v
)
= A
(
z
v
)
,(
z
v
)
(τ) = F0(τ),
while for 0 ≤ t < τ it holds that (z,v)T (t) = (0, 0)T .
Next, define
η(t, h) =
(
zh
vh
)
(t)−
(
z
v
)
(t).
Note for any 0 ≤ t < τ − h, Fh(t) = 0. It follows that for t < τ − h,
d
dt
η(t, h) = Aη(t, h),
η(0, h) =
(
0
0
)
.
Since A is linear, we deduce η(t, h) = 0 uniformly in t ∈ (0, τ − h). Letting h → 0 we deduce the
convergence for 0 ≤ t < τ .
Now suppose τ ≤ t ≤ T . By definition of the evolution operator S(t, s),(
zh
vh
)
(t) = S(t, 0)
(
0
0
)
+
∫ t
0
S(t, s)Fh(s) ds =
∫ t
0
S(t, s)Fh(s) ds,
and (
z
v
)
(t) = S(t, τ)F0(τ).
Therefore
η(t, h) =
∫ t
0
S(t, s)Fh(s) ds− S(t, τ)F0(τ)
=
1
h
∫ τ
τ−h
S(t, s)F0(s)− S(t, τ)F0(τ) ds,
and so
‖η(t, h)‖L2x×L2x ≤
1
h
∫ τ
τ−h
‖S(t, s)F0(s)− S(t, τ)F0(τ)‖L2x×L2x ds
≤ 1
h
∫ τ
τ−h
‖S(t, s)(F0(s)−F0(τ))‖L2x×L2x + ‖(S(t, s)− S(t, τ))F0(τ)‖L2x×L2x ds
≤ 1
h
∫ τ
τ−h
‖S(t, s)‖L(L2x×L2x;L2x×L2x)‖F0(s)−F0(τ)‖L2x×L2x ds
+
1
h
∫ τ
τ−h
‖(S(t, s)− S(t, τ))F0(τ)‖L2x×L2x ds.
As h→ 0, the right hand side of the above inequality converges to zero by virtue of strong continuity
of the evolution operator in L2x × L2x and the left Lebesgue point property of F0 at τ .
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Finally, the following theorem provides the existence of weak solutions of the adjoint system. It
can be proven similarly to theorem 1.1.
Theorem 3.8. Let ρd,ud ∈ L2t (L2x) be given and suppose (ρ∗,u∗,U∗) is an optimal solution of
Problem eq. (P1). Let (ρ˜, u˜) and f satisfy the same conditions of theorem 1.1. Then there exists a
weak solution (σ, ξ) of the adjoint system (9) (in the sense of distributions), with regularity
σ ∈ L∞t (L2x), ξ ∈ L∞t (L2x) ∩ L2t (H10,x) (23)
4 Proof of the Pontryagin maximum principle
Having collected all the preliminary results, we now prove theorem 2.2.
Let (ρ∗,u∗,U∗) be an optimal triple for Problem eq. (P1). First we modify the cost functional
by penalizing the state constraint. Following the choice of penalization in Wang and Wang [33], let
ε > 0 and define the penalized cost functional
Jε(ρ,u,U) =
[
(J (ρ,u,U) − J (ρ∗,u∗,U∗) + ε)2 + d2W (F (ρ,u))
]1/2
where dW denotes the distance to the set W ⊂ X in the norm of X , i.e.
dW (F (ρ,u)) = inf
w∈W
‖w − F (ρ,u)‖X .
We recall the state trajectory (ρ,u)(·) is determined uniquely by the control U (cf. theorem 1.1),
so that Jε may be considered a functional of U only.
Fix Uad as in (13). By lemma 3.4, the metric space (Uad, dE) is complete, where dE is the
Ekeland metric. Recall that the maps U 7→ ρ[U] and U 7→ u[U] are continuous in the topologies
specified by lemma 3.6, dW is Lipschitz continuous with Lipschitz constant 1, and F is assumed to
be Fre´chet differentiable. From these properties and the continuity condition eq. (14), it follows that
Jε is lower semi-continuous (even continuous) with respect to the control U ∈ Uad. Furthermore,
Jε is bounded from below, and the following inequalities hold,
inf
U∈Uad
Jε(ρ,u,U) ≤ Jε(ρ∗,u∗,U∗) = ε ≤ inf
U∈Uad
Jε(ρ,u,U) + ε. (24)
The triple (ρ∗,u∗,U∗) is therefore an ε-minimizer of Jε and we may apply the Ekeland variational
principle, theorem 3.2, with λ =
√
ε, to deduce there exists (ρε,uε,Uε) ∈ Aad (cf. definition 1.4)
such that
Jε(ρε,uε,Uε) ≤ Jε(ρ∗,u∗,U∗) = ε (25a)
dE(Uε,U
∗) ≤ √ε, (25b)
Jε(ρ,u,U) ≥ Jε(ρε,uε,Uε)−
√
εdE(U,Uε), ∀U ∈ Uad. (25c)
For the following computations we suppose ε is fixed. The inequality (25c) holds for any control in
Uad, and so we choose the admissible spike variationUhε (see definition 3.5) ofUε with corresponding
trajectory (ρhε ,u
h
ε ) and deduce
−√ε ≤ 1
h
[Jε(ρhε ,uhε ,Uhε )− Jε(ρε,uε,Uε)]
=
1
h
[
(J (ρhε ,uhε ,Uhε )− J (ρ∗,u∗,U∗) + ε)2 + d2W (F (ρhε ,uhε ))
]1/2
− 1
h
[
(J (ρε,uε,Uε)− J (ρ∗,u∗,U∗) + ε)2 + d2W (F (ρε,uε))
]1/2
(26)
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From lemma 3.6 and the L2-continuity provided by eq. (14), we observe that Jε(ρhε ,uhε ,Uhε ) =
Jε(ρε,uε,Uε) + o(1), and using the identity
√
x−√y = x− y√
x+
√
y
, x > 0, y > 0,
we obtain from eq. (26) that
−√ε ≤ 1
2Jε(ρε,uε,Uε) + o(1)
{
1
h
[
(J (ρhε ,uhε ,Uhε )− J (ρ∗,u∗,U∗) + ε)2
− (J (ρε,uε,Uε)− J (ρ∗,u∗,U∗) + ε)2
]
+
1
h
[d2W (F (ρ
h
ε ,u
h
ε ))− d2W (F (ρε,uε))]
}
= Chε
J (ρhε ,uhε ,Uhε )− J (ρε,uε,Uε)
h
(J (ρhε ,uhε ,Uhε ) + J (ρε,uε,Uε)− 2J (ρ∗,u∗,U∗) + 2ε)
+ Chε
d2W (F (ρ
h
ε ,u
h
ε ))− d2W (F (ρε,uε))
h
,
(27)
where Chε := (2Jε(ρε,uε,Uε) + o(1))−1. Next we obtain the limit as h → 0 in eq. (27). The
computations are organized by first defining the following:
1
h
(J (ρhε ,uhε ,Uhε )− J (ρε,uε,Uε)) +
1
h
(d2W (F (ρ
h
ε ,u
h
ε ))− d2W (F (ρε,uε)))
=
1
2h
∫ T
0
‖uhε − ud‖2L2x − ‖uε − ud‖
2
L2x
dt+
1
2h
∫ T
0
‖ρhε − ρd‖2L2x − ‖ρε − ρd‖
2
L2x
dt
+
1
2h
∫ T
0
‖Uhε‖2L2x − ‖Uε‖
2
L2x
dt+
1
h
(d2W (F (ρ
h
ε ,u
h
ε )) − d2W (F (ρε,uε)))
=:
4∑
j=1
Ihj ,
(28)
where the Ihj correspond to the preceding three integrals (j = 1, 2, 3), and distance term (j = 4).
By definition of the spike variation, on the time interval (0, τ −h), the control Uε and variation
Uhε coincide, and so (ρ
h
ε ,u
h
ε ,U
h
ε ) ≡ (ρε,uε,Uε) on this time interval. Throughout this section we
assume τ is taken to be a Lebesgue point of all relevant functions. Such a choice is always possible.
Taking these considerations into account, we compute first
lim
h→0+
Ih1 = lim
h→0+
1
h
∫ τ
τ−h
1
2
(
‖uhε‖2L2x − ‖uε‖
2
L2x
)
− 〈uhε − uε,ud〉 dt
+ lim
h→0+
1
h
∫ T
τ
1
2
(
‖uhε‖2L2x − ‖uε‖
2
L2x
)
− 〈uhε − uε,ud〉 dt
= lim
h→0+
1
2
∫ T
τ
〈
uhε − uε
h
,uhε + uε − 2ud
〉
dt.
(29)
where the integral supported on (τ − h, τ) vanishes in the limit since we choose τ to be a Lebesgue
point.
Let (zε,vε) be a solution of the linearized system (22) corresponding to the control Uε, as
specified in theorem 3.7.
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By theorem 3.7 and lemma 3.6, it follows that h−1(uhε − uε) → vε in L∞t (L2x) as h → 0 and
uhε → uε in L2t (L2x) as h→ 0. Passing to the limit in (29) we deduce
lim
h→0+
Ih1 =
∫ T
τ
〈uε − ud,vε〉dt. (30)
Similarly, using that h−1(ρhε − ρε)→ zε in L∞t (L2x) and ρhε → ρε in L2t (L2x) as h→ 0, we deduce
lim
h→0+
Ih2 = lim
h→0+
1
h
∫ τ
τ−h
1
2
(
‖ρhε‖2L2x − ‖ρε‖
2
L2x
)
− 〈ρhε − ρε, ρd〉 dt
+ lim
h→0+
1
h
∫ T
τ
1
2
(
‖ρhε‖2L2x − ‖ρε‖
2
L2x
)
− 〈ρhε − ρε, ρd〉 dt
= lim
h→0+
1
2
∫ T
τ
〈
ρhε − ρε
h
, ρhε + ρε − 2ρd
〉
dt
=
∫ T
τ
〈ρε − ρd, zε〉 dt
Next, using the definition of Uhε ,
lim
h→0+
Ih3 = lim
h→0+
1
2h
∫ τ
τ−h
‖W‖2L2x − ‖Uε(t)‖
2
L2x
dt
=
1
2
‖W‖2L2x −
1
2
‖Uε(τ)‖2L2x .
(31)
Now we consider Ih4 . The squared distance function w 7→ d2W (w) is continuously Fre´chet differen-
tiable on X with
Dd2W (w) =
{
2dW (w)η, {η} = ∂dW (w), if w /∈ W
0, if w ∈ W.
By assumption, X∗ is strictly convex, and so if w /∈ W , ∂dW (w) consists of a single element with
unit norm in X∗ (cf. page 154, Li and Yong [22]). Hence without loss of generality we can write{
Dd2W (w) = 2dW (w)η,
η ∈ ∂dW (w), ‖η‖X∗ = 1.
(32)
Furthermore, we have the following Fre´chet derivative of F at the point (ρ,u) in terms of its partial
Fre´chet derivatives (cf. Proposition 2.53 [29]):
[DF (ρ,u)](z,v) = [Fρ(ρ,u)]z + [Fu(ρ,u)]v. (33)
From theorem 3.7 we have that
ρhε = ρε + hzε + hr
h
1 , lim
h→0+
‖rh1‖C([0,T ];L2(Ω)) = 0
uhε = uε + hvε + hr
h
2 , lim
h→0+
‖rh2‖C([0,T ];L2(Ω;R3)) = 0
(34)
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The composition of Fre´chet differentiable functions is differentiable and obeys a chain rule, and so
we obtain from eq. (32)-eq. (34) that
lim
h→0+
Ih4 = lim
h→0+
1
h
(d2W (F (ρ
h
ε ,u
h
ε ))− d2W (F (ρε,uε)))
= 〈2dW (F (ρε,uε))ηε, [Fρ(ρε,uε)]zε + [Fu(ρε,uε)]vε〉X∗;X ,
(35)
where ηε ∈ ∂dW (F (ρε,uε)) ⊂ X∗ and ‖ηε‖X∗ = 1.
We are now in a position to let h→ 0 in eq. (27), obtaining
−√ε ≤
∫ T
τ
〈λε(uε − ud),vε〉+ 〈λε(ρε − ρd), zε〉 dt+ 1
2
λε(‖W‖2L2x − ‖Uε(τ)‖
2
L2x
)
+ 〈aε, [Fρ(ρε,uε)]zε + [Fu(ρε,uε)]vε〉X∗;X ,
(36)
where
aε :=
dW (F (ρε,uε))
Jε(ρε,uε,Uε) ηε, λε :=
J (ρε,uε,Uε)− J (ρ∗,u∗,U∗) + ε
Jε(ρε,uε,Uε)
Next we introduce the Hamiltonian. From the weak formulation of the adjoint equations (cf.
theorem 3.8) we let (σε, ξε) be a weak solution of
− ∂tσε − u˜ · ∇σε = (ρ˜)−1ξε · [−(∂tu˜+ u˜ · ∇u˜) + f ] + p′(ρ˜)div
(
(ρ˜)−1ξε
)
+ λε(ρd − ρε)− [Fρ(ρε,uε)]∗aε,
− ∂tξε − div(ξε ⊗ u˜) + ξε · (∇u˜)T = ρ˜∇σε + divS(∇((ρ˜)−1ξε)) + λε(ud − uε)− [Fu(ρε,uε)]∗aε,
ξε
∣∣
Γ
= 0,
σε(T, ·) = 0, ξε(T, ·) = 0,
(37)
Combining with (36) we get,
−√ε ≤
∫ T
τ
〈σε,−∂tzε − div(zεu˜)− div(ρ˜vε)〉 dt
+
∫ T
τ
〈
ξε,−(ρ˜)−1zε(∂tu˜+ u˜ · ∇u˜)− (ρ˜)−1∇(zεp′(ρ˜))
〉
dt
+
∫ T
τ
〈
ξε, (ρ˜)
−1zεf + (ρ˜)
−1divS(∇vε)− ∂tvε − u˜ · ∇vε − vε · ∇u˜
〉
dt
+
1
2
λε(‖W‖2L2x − ‖Uε(τ)‖
2
L2x
) +
∫
Ω
σε(T )zε(T )− σε(τ)zε(τ) dx
+
∫
Ω
(ρ˜)−1(T )ξε(T ) · vε(T )− (ρ˜)−1(τ)ξε(τ) · vε(τ) dx
=
1
2
λε(‖W‖2L2x − ‖Uε(τ)‖
2
L2x
)−
∫
Ω
(ρ˜)−1(τ)ξε(τ) · (W −Uε(τ)) dx
(38)
valid for all W ∈ BR(0). The strong solution property of (zε,vε) allowed to remove the time
integrals. In (38) we also use that σε(T ) = ξε(T ) = 0 and zε(τ) = 0, vε(τ) = (ρ˜)
−1(τ)(W−Uε(τ)).
The adjoint equations (37) and the inequality (38) may be interpreted as necessary conditions for
ε-optimal control.
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To conclude, we must pass ε→ 0 in eq. (38). From the definition of aε and λε, and using that
‖ηε‖X∗ = 1, it follows that
1 ≤ λε + ‖aε‖X∗ ≤ 2. (39)
Therefore, there exist λ ∈ R and a ∈ X∗ such that (along subsequences),
λε → λ as ε→ 0, (40)
and
aε ⇀
∗ a in X∗ as ε→ 0. (41)
From the estimates on ξε using theorem 3.8, we further obtain that ∂tξε ∈ L2t (H−1x ) uniformly
in ε. From this estimate and ξε ∈ L2t (H10,x) we obtain by continuous embedding that ξε ∈
C([0, T ];L2(Ω;R3)). Furthermore, by an application of the Aubin-Lions lemma, we obtain that
ξε → ξ strongly in L2t (L2x) as ε→ 0. (42)
Furthermore, from eq. (25b) we obtain convergence of the control terms,
Uε → U∗ strongly in L2t (L2x) as ε→ 0. (43)
Integrating eq. (38) in time from 0 to T and using eq. (40), eq. (42), and eq. (43), we pass ε → 0
obtaining
0 ≤ 1
2
λ
∫ T
0
∫
Ω
|W|2 − |U∗|2 dxdt−
∫ T
0
∫
Ω
(ρ˜)−1ξ · (W −U∗) dxdt (44)
From the weak star convergence (41) and using that F is continuously Fre´chet differentiable, we
furthermore obtain that
[Fρ(ρε,uε)]
∗aε ⇀ [Fρ(ρ,u)]
∗a weakly in L2t (L
2
x),
[Fu(ρε,uε)]
∗aε ⇀ [Fu(ρ,u)]
∗a weakly in L2t (H
−1
x ).
(45)
Passing to the limit ε→ 0 in (37), we arrive at
− ∂tσ − u˜ · ∇σ = (ρ˜)−1ξ · [−(∂tu˜+ u˜ · ∇u˜) + f ] + p′(ρ˜)div
(
(ρ˜)−1ξ
)
+ λ(ρd − ρ∗)− [Fρ(ρ∗,u∗)]∗a,
− ∂tξ − div(ξ ⊗ u˜) + ξ · (∇u˜)T = ρ˜∇σ + divS(∇((ρ˜)−1ξ)) + λ(ud − u∗)− [Fu(ρ∗,u∗)]∗a,
ξ
∣∣
Γ
= 0,
σ(T, ·) = 0, ξ(T, ·) = 0.
(46)
The integral maximum principle and adjoint equations for U∗ to be an optimal control have been
obtained.
Furthermore, using that aε ∈ ∂dW (F (ρε,uε)), by the definition of subdifferential we get that
dW (w) ≥ dW (F (ρε,uε)) + 〈aε, w − F (ρε,uε)〉X∗;X ∀w ∈ W.
Using that dW (w) = 0 and the nonnegativity of the distance function, it follows that
〈aε, w − F (ρε,uε)〉 ≤ 0.
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Passing ε→ 0, and using the weak convergence of aε and the strong convergences of ρε and uε, it
follows that
〈η, w − F (ρ∗,u∗)〉 ≤ 0 ∀w ∈W. (47)
The condition (47) says that a belongs to the normal cone ofW at F (ρ∗,u∗), i.e. η0 ∈ NW (F (ρ∗,u∗)).
This concludes the proof of theorem 2.2. It only remains to justify the existence of an optimal
triple (ρ∗,u∗,U∗).
5 Existence of optimal controls
In this section we establish the existence of optimal controls for Problem (P1). We take as an
assumption that the set of admissible triples Aad is nonempty.
Theorem 5.1. Let J be defined by (6), with ρd,ud ∈ L2t (L2x) given. Let Aad be defined as in
definition 1.4, and suppose Aad 6= ∅. Then there exists an optimal triple (ρ∗,u∗,U∗) ∈ Aad such
that
J (ρ∗,u∗,U∗) = inf
(ρ,u,U)∈Aad
J (ρ,u,U) =: j.
Proof. We employ the direct method from the calculus of variations. By assumption, Aad is
nonempty. Since J is bounded below, we deduce the existence of a minimizing sequence {(ρn,un,Un)}∞n=1,
of elements of Aad, such that
lim
n→∞
J (ρn,un,Un) = j. (48)
Furthermore, there exists R large enough such that 0 ≤ J (ρn,un,Un) ≤ R < +∞, uniformly in
n. In particular, ‖Un‖L2t(L2x) ≤ C(R), and by Theorem 1.1, we obtain estimates on ρn ∈ L∞t (H1x),
∂tρ
n ∈ L∞t (L2x), un ∈ L∞t (H10,x) ∩ L2t (H2x), and ∂tun ∈ L2t (L2x), uniform in n.
Without relabeling, there exists a subsequence (ρn,un,Un) converging weakly to a triple (ρ∗,u∗,U∗)
in [L2t (L
2
x)]
3. Recall Uad is a closed and convex set. Since J is continuous and convex over
L2t (L
2
x) × L2t (L2x) × Uad, it follows that J is also sequentially weakly lower semi-continuous. We
deduce that
J (ρ∗,u∗,U∗) ≤ lim inf
n→∞
J (ρn,un,Un). (49)
Combining (48) and (49) we get that
j ≤ J (ρ∗,u∗,U∗) ≤ lim inf
n→∞
J (ρn,un,Un) = lim
n→∞
J (ρn,un,Un) = j.
Therefore (ρ∗,u∗,U∗) is a minimizer.
It remains to check that (ρ∗,u∗,U∗) is a strong solution of (2) and satisfies the state constraint.
However, from the uniform estimates, we also obtain along the subsequence that ρn ⇀∗ ρ∗ in
L∞t (H
1
x), ∂tρ
n ⇀∗ ∂tρ
∗ in L∞t (L
2
x), u
n ⇀∗ u∗ in L∞t (H
1
0,x) ∩L2t (H2x), and ∂tun ⇀ ∂tu∗ in L2t (L2x).
Since the equations (2) are linear, we may pass to the limit to conclude that (ρ∗,u∗,U∗) satisfies
the PDE. In particular, we may pass to the limit in (2) weakly in L2t (L
2
x) and use the density of
test functions to conclude the governing equations are satisfied almost everywhere in QT .
Furthermore, the convergence on (ρn,un) allow us to conclude by Aubin-Lions lemma that
along subsequences (ρn,un) converges strongly to (ρ∗,u∗) in L2t (L
2
x)× L2t (H10,x). By continuity of
F through its Frechet differentiability and continuity of the distance function it follows that
lim
n→∞
dW (F (ρ
n,un)) = dW (F (ρ
∗,u∗)),
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and so (ρ∗,u∗) ∈ W since W is closed in X .
The initial conditions make sense noting that ρn ∈ L2t (H1x) and ∂tρn ∈ L2t (L2x) imply ρn → ρ∗ in
C([0, T ];L2(Ω)) along a subsequence by the Aubin-Lions lemma. Considering the weak formulations
for the admissible pair (ρn,un) and (ρ∗,u∗), and an appropriate choice of test functions, it follows
that 〈ρ∗(0)− ρ0, φ〉 = 0 for all φ ∈ L2x which implies ρ∗(0) = ρ0. A similar argument applies to the
velocity in order to obtain u∗(0) = u0.
A Proof of Theorem 1.1
A.1 A priori estimates
The a priori estimates are organized into the following propositions.
Proposition A.1. Suppose the assumptions of Theorem 1.1 are satisfied. Then any regular
(smooth) solution (ρ,u) of the linearized system (2) satisfies the following energy inequality for
all t ∈ (0, T ):∫
Ω
1
2
(|ρ|2 + |∇ρ|2 + |u|2)(t, x) dx + ∫ t
0
∫
Ω
(
µ|∇u|2 + (µ+ λ)|divu|2)dxds
.
∫
Ω
1
2
(|ρ0|2 + |∇ρ0|2 + |u0|2) dx+ ∫ t
0
A(s)
∫
Ω
1
2
(|ρ|2 + |∇ρ|2 + |u|2) dxds
+ ε‖ρ˜‖L∞t (L∞x )
∫ t
0
∫
Ω
|∇divu|2 dxds+ C(ε)
∫ t
0
∫
Ω
|U|2 dxds,
(50)
where A(·) ∈ L1(0, T ) depends on ε > 0 small enough, ‖∇u˜‖L∞x , ‖∂tu˜ + u˜ · ∇u˜‖2L3/2x , ‖f‖
2
L
3/2
x
,
‖p′(ρ˜)‖L∞t (L∞x ), ‖ρ˜‖L∞t (L∞x ), ‖∇divu˜‖2L3x, ‖∇ρ˜‖
2
L∞x
, and ‖∇2ρ˜‖2L3x.
Proof. Multiplying (2a) by ρ, integrating by parts over Ω, and noting that the velocity u˜ vanishes
on the boundary, we deduce
d
dt
∫
Ω
1
2
ρ2 dx = −
∫
Ω
1
2
ρ2divu˜ dx−
∫
Ω
ρ(ρ˜divu+ u · ∇ρ˜) dx. (51)
Next, using that (ρ˜, u˜) satisfies equation (1a), we get
ρ˜(∂tu+ u˜ · ∇u) = ∂t(ρ˜u) + div(ρ˜u⊗ u˜),
and by a simple computation
u · [∂t(ρ˜u) + div(ρ˜u⊗ u˜)] = ∂t
(
1
2
ρ˜|u|2
)
+ div
(
1
2
ρ˜|u|2u˜
)
. (52)
Taking the scalar product of the momentum equation (2b) with u, invoking (52), and integrating
by parts we deduce
d
dt
∫
Ω
1
2
ρ˜|u|2 dx+
∫
Ω
S(∇u) : ∇u dx = −
∫
Ω
ρ˜u · (u · ∇)u˜ dx−
∫
Ω
ρ(∂tu˜+ u˜ · ∇u˜) · u dx
+
∫
Ω
(ρu · f + u ·U) dx+
∫
Ω
ρp′(ρ˜)divu dx.
(53)
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Next we obtain an estimate on the density gradient. Applying the gradient operator to (2a) and
taking the scalar product with ∇ρ, we get
d
dt
∫
Ω
1
2
|∇ρ|2 dx = −
∫
Ω
∇ρ · [∇div(ρu˜) +∇div(ρ˜u)] dx
= −
∫
Ω
(
1
2
divu˜|∇ρ|2 + ρ∇ρ · ∇divu˜+∇ρ⊗∇ρ : ∇u˜
)
dx
−
∫
Ω
((∇ρ · ∇ρ˜)divu+ ρ˜∇ρ · ∇divu) dx
−
∫
Ω
(∇ρ⊗ u : ∇2ρ˜+∇ρ˜⊗∇ρ : ∇u) dx,
(54)
where the second equality follows from a few applications of the product rule and integrating by
parts.
Finally, by virtue of u vanishing on ΓT ,∫
Ω
S(∇u) : ∇u dx =
∫
Ω
(
µ|∇u|2 + (µ+ λ)|divu|2) dx. (55)
Combining (51), (53), (54) and (55), and integrating in time we arrive at the energy identity∫
Ω
1
2
(
ρ2 + |∇ρ|2 + ρ˜|u|2)(t, x) dx + ∫ t
0
∫
Ω
(
µ|∇u|2 + (µ+ λ)|divu|2) dxds
=
∫
Ω
1
2
(
ρ20 + |∇ρ0|2 + ρ˜0|u0|2
)
dx−
∫ t
0
∫
Ω
ρ˜u · (u · ∇)u˜ dxds
−
∫ t
0
∫
Ω
ρ(∂tu˜+ u˜ · ∇u˜) · u dxds+
∫ t
0
∫
Ω
(ρu · f + u ·U) dxds
+
∫ t
0
∫
Ω
ρp′(ρ˜)divu dxds−
∫ t
0
∫
Ω
1
2
ρ2divu˜ dxds−
∫ t
0
∫
Ω
ρρ˜divu dxds
−
∫ t
0
∫
Ω
ρu · ∇ρ˜ dxds−
∫ t
0
∫
Ω
1
2
divu˜|∇ρ|2 dxds−
∫ t
0
∫
Ω
ρ∇ρ · ∇divu˜ dxds
−
∫ t
0
∫
Ω
∇ρ⊗∇ρ : ∇u˜ dxds−
∫ t
0
∫
Ω
(∇ρ · ∇ρ˜)divu dxds
−
∫ t
0
∫
Ω
ρ˜∇ρ · ∇divu dxds−
∫ t
0
∫
Ω
∇ρ⊗ u : ∇2ρ˜dxds
−
∫ t
0
∫
Ω
∇ρ˜⊗∇ρ : ∇u dxds
=
∫
Ω
1
2
(
ρ20 + |∇ρ0|2 + ρ˜0|u0|2
)
dx+
14∑
i=1
Ii,
(56)
where each of the Ii denote one of the space-time integrals. Repeatedly invoking Ho¨lder’s inequality,
Young’s inequality with ε, Poincare´’s inequality, and the Sobolev embedding W 1,2x ⊂ L6x, we next
estimate each of the Ii as follows:
|I1| ≤
∫ t
0
2‖∇u˜(s, ·)‖L∞x
∫
Ω
1
2
ρ˜|u|2 dxds,
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|I2| ≤ C(ε)
∫ t
0
‖(∂tu˜+ u˜ · ∇u˜)(s, ·)‖2L3/2x ‖ρ‖
2
W 1,2x
ds+ ε
∫ t
0
∫
Ω
|∇u|2 dxds,
|I3| ≤ C(ε)
∫ t
0
‖f(s, ·)‖2
L
3/2
x
‖ρ‖2
W 1,2x
ds+ ε
∫ t
0
∫
Ω
|∇u|2 dxds
+ C(ε)
∫ t
0
∫
Ω
|U|2 dxds,
|I4| ≤ ‖p′(ρ˜)‖L∞t (L∞x )
(
C(ε)
∫ t
0
∫
Ω
1
2
ρ2 dxds+ ε
∫ t
0
∫
Ω
|∇u|2 dxds
)
,
|I5| ≤
∫ t
0
‖divu˜(s, ·)‖L∞x
∫
Ω
1
2
ρ2 dxds,
|I6| ≤ ‖ρ˜‖L∞t (L∞x )
(
C(ε)
∫ t
0
∫
Ω
1
2
ρ2 dxds+ ε
∫ t
0
∫
Ω
|∇u|2 dxds
)
,
|I7| ≤ C(ε)
∫ t
0
‖∇ρ˜(s, ·)‖2L∞x ‖ρ‖2L2x ds+ ε
∫ t
0
∫
Ω
|∇u|2 dxds,
|I8| ≤ 1
2
∫ t
0
‖divu˜(s, ·)‖L∞x
∫
Ω
|∇ρ|2 dxds,
|I9| ≤ C
∫ t
0
‖∇divu˜(s, ·)‖2L3x‖ρ‖
2
W 1,2x
ds+
1
2
∫ t
0
∫
Ω
|∇ρ|2 dxds,
|I10| ≤
∫ t
0
‖∇u˜(s, ·)‖L∞x
∫
Ω
|∇ρ|2 dxds,
|I11| ≤
∫ t
0
‖∇ρ˜(s, ·)‖L∞x
(
1
2
∫
Ω
|∇ρ|2 dx+ C
∫
Ω
|∇u|2 dx
)
ds,
|I12| ≤ ‖ρ˜‖L∞t (L∞x )
∫ t
0
∫
Ω
C(ε)|∇ρ|2 + ε|∇divu|2 dxds,
|I13| ≤ C(ε)
∫ t
0
‖∇2ρ˜(s, ·)‖2L3x‖∇ρ‖
2
L2x
ds+ ε
∫ t
0
∫
Ω
|∇u|2 dxds,
|I14| ≤ C(ε)
∫ t
0
‖∇ρ˜(s, ·)‖L∞x
∫
Ω
|∇ρ|2 dxds + ε
∫ t
0
∫
Ω
|∇u|2 dxds.
These estimates are now combined with the energy inequality (56) to deduce∫
Ω
1
2
(|ρ|2 + |∇ρ|2 + |u|2) (t, x) dx + ∫ t
0
∫
Ω
(
µ|∇u|2 + (µ+ λ)|∇divu|2) dxds
.
∫
Ω
1
2
(|ρ0|2 + |∇ρ0|2 + |u0|2) dx+ ∫ t
0
A(s)
∫
Ω
1
2
(|ρ|2 + |∇ρ|2 + |u|2) dxds
+
1
2
‖ρ˜‖L∞t (L∞x )
∫ t
0
∫
Ω
|∇divu|2 dxds+ C(ε)
∫ t
0
∫
Ω
|U|2 dxds.
where the ε-terms were absorbed into the left-hand side of (56) by choosing ε small enough,
and where A(·) ∈ L1(0, T ) depends on ε, ‖∇u˜‖L∞x , ‖∂tu˜ + u˜ · ∇u˜‖2L3/2x , ‖f‖
2
L
3/2
x
, ‖p′(ρ˜)‖L∞t (L∞x ),
‖ρ˜‖L∞t (L∞x ), ‖∇divu˜‖2L3x , ‖∇ρ˜‖
2
L∞x
, and ‖∇2ρ˜‖2L3x . This concludes the proof.
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Our goal is to eventually apply Gro¨nwall’s lemma to (50), but first more estimates are needed
on ∇2u.
Proposition A.2. Suppose the assumptions of Theorem 1.1 are satisfied. Then any regular
(smooth) solution (ρ,u) of the linearized system (2) satisfies the following energy inequality for
all t ∈ (0, T ):∫
Ω
(
µ
2
|∇u|2 + µ+ λ
2
|divu|2
)
(t, x) dx +
∫ t
0
∫
Ω
(|∂tu|2 + |divS(∇u)|2)dxds
.
∫
Ω
(
µ
2
|∇u0|2 + µ+ λ
2
|divu0|2
)
dx+
∫ t
0
B1(s)‖ρ‖2W 1,2x ds+
∫ t
0
B2(s)
∫
Ω
|∇u|2 dxds,
where the coefficient B1 ∈ L1(0, T ) depends on ‖f‖2L3x , ‖∂tu˜+ u˜ ·∇u˜‖
2
L3x
, ‖∇p′(ρ˜)‖2L3x , ‖p
′(ρ˜)‖2L∞x ,
‖p′(ρ˜)∇p′(ρ˜)‖2L3x , and B2 ∈ L
1(0, T ) depends on M , ‖∇u˜‖2L∞x , ‖u˜‖2L∞x .
Proof. The following estimate is inspired by H. Beira˜o da Veiga [9]. Begin by rewriting equation
(2b) in the form
ρ˜∂tu− divS(∇u) = g, (57)
where
g = ρf +U− ρ(∂tu˜+ u˜ · ∇u˜)−∇(ρp′(ρ˜))− ρ˜(u · ∇u˜− u˜ · ∇u)
contains the remaining terms. Let ε > 0 and take the scalar product of (57) with ∂tu− εdivS(∇u)
to get ∫
Ω
(ρ˜∂tu− divS(∇u)) · (∂tu− εdivS(∇u)) dx =
∫
Ω
g · (∂tu− εdivS(∇u)) dx. (58)
Integrating (58) in time, integrating by parts in space, and using Ho¨lder’s inequality we get∫
Ω
(
µ
2
|∇u|2 + µ+ λ
2
|divu|2
)
(t, x) dx +
∫ t
0
∫
Ω
(
m|∂tu|2 + ε|divS(∇u)|2
)
dxds
≤
∫
Ω
(
µ
2
|∇u0|2 + µ+ λ
2
|divu0|2
)
dx
+
∫ t
0
∫
Ω
(|g||∂tu|+ ε|g||divS(∇u)|+ ε|ρ˜||∂tu||divS(∇u)|) dxds
≤
∫ t
0
(‖g‖L2x‖∂tu‖L2x + ε‖g‖L2x‖divS(∇u)‖L2x + εM‖∂tu‖L2x‖divS(∇u)‖L2x) ds,
(59)
where we also used that 0 < m ≤ ρ˜ ≤ M < +∞. Next we estimate the right-hand side of (59)
using Young’s inequality:
‖g‖L2x‖∂tu‖L2x ≤
m
8
‖∂tu‖2L2x +
2
m
‖g‖2L2x ,
ε‖g‖L2x‖divS(∇u)‖L2x ≤
ε
4
‖divS(∇u)‖2L2x + ε‖g‖
2
L2x
,
εM‖∂tu‖L2x‖divS(∇u)‖L2x ≤ 4εM2‖∂tu‖2L2x +
ε
4
‖divS(∇u)‖2L2x .
(60)
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Since ε > 0 is arbitrary, we choose ε < 7m/(32M2) in order to absorb the estimates (60) into the
left-hand side of (59). Having chosen this ε, inserting the estimates (60) into (59) we get∫
Ω
(
µ
2
|∇u|2 + µ+ λ
2
|divu|2
)
(t, x) dx+
∫ t
0
∫
Ω
(|∂tu|2 + |divS(∇u)|2) dxds
.
∫
Ω
(
µ
2
|∇u0|2 + µ+ λ
2
|divu0|2
)
dx+
∫ t
0
∫
Ω
|g|2 dxds.
(61)
Finally let us estimate the g term. By virtue of Minkowski’s inequality,
‖g‖2L2t(L2x) . ‖ρf‖
2
L2t(L
2
x)
+ ‖U‖2L2t (L2x) + ‖ρ(∂tu˜+ u˜ · ∇u˜)‖
2
L2t(L
2
x)
+ ‖∇(ρp′(ρ˜))‖2L2t (L2x) + ‖ρ˜(u · ∇u˜− u˜ · ∇u)‖
2
L2t (L
2
x)
=:
5∑
i=1
Ji.
Employing the standard Ho¨lder’s inequality, Young’s inequality, Poincare´ inequality, and Sobolev
embedding W 1,2x ⊂ L6x, we estimate each of the Ji as follows:
J1 ≤
∫ t
0
‖f‖2L3x‖ρ‖
2
L6x
ds ≤ C
∫ t
0
‖f‖2L3x‖ρ‖
2
W 1,2x
ds,
J2 = ‖U‖2L2t(L2x) < +∞,
J3 ≤
∫ t
0
‖∂tu˜+ u˜ · ∇u˜‖2L3x‖ρ‖
2
L6x
ds ≤ C
∫ t
0
‖∂tu˜+ u˜ · ∇u˜‖2L3x‖ρ‖
2
W 1,2x
ds,
J4 =
∫ t
0
∫
Ω
(|ρ|2|∇p′(ρ˜)|2 + 2ρ∇ρ · p′(ρ˜)∇p′(ρ˜) + |p′(ρ˜)|2|∇ρ|2) dxds
≤ C
∫ t
0
‖∇p′(ρ˜)‖2L3x‖ρ‖
2
W 1,2x
ds+ C
∫ t
0
‖ρ‖2
W 1,2x
ds
+
∫ t
0
‖p′(ρ˜)∇p′(ρ˜)‖2L3x‖∇ρ‖
2
L2x
ds+
∫ t
0
‖p′(ρ˜)‖2L∞x
∫
Ω
|∇ρ|2 dxds,
J5 ≤M
∫ t
0
‖∇u˜‖2L∞x
∫
Ω
|u|2 dxds+M
∫ t
0
‖u˜‖2L∞x
∫
Ω
|∇u|2 dxds.
(62)
Inserting the estimates (62) into inequality (61) and rearranging, we get that∫
Ω
(
µ
2
|∇u|2 + µ+ λ
2
|divu|2
)
(t, x) dx+
∫ t
0
∫
Ω
(|∂tu|2 + |divS(∇u)|2) dxds
.
∫
Ω
(
µ
2
|∇u0|2 + µ+ λ
2
|divu0|2
)
dx+ ‖U‖2L2t(L2x)
+
∫ t
0
B1(s)‖ρ‖2W 1,2x ds+
∫ t
0
B2(s)
∫
Ω
|∇u|2 dxds,
where the coefficient B1 ∈ L1(0, T ) depends on ‖f‖2L3x , ‖∂tu˜ + u˜ · ∇u˜‖
2
L3x
, ‖∇p′(ρ˜)‖2L3x , ‖p
′(ρ˜)‖2L∞x ,
‖p′(ρ˜)∇p′(ρ˜)‖2L3x , and B2 ∈ L
1(0, T ) depends on M , ‖∇u˜‖2L∞x , ‖u˜‖2L∞x . The proof is complete.
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The next result provides the existence and regularity for the Lame´ system, used to obtain the
W 2,2 velocity estimates. It may be found in [27], Lemma 4.32.
Proposition A.3. Let Ω ⊂ R3 be a bounded domain of class C2, suppose
µ > 0, 4µ+ 3λ > 0,
and let F ∈ L2(Ω;R3) be given. Then there exists a unique strong solution u ∈ W 2,2(Ω;R3) ∩
W 1,20 (Ω;R
3) satisfying
−µ∆u− (µ+ λ)∇divu = F in Ω,
u = 0 on ∂Ω.
Furthermore,
‖u‖W 2,2(Ω;R3) ≤ C(Ω)‖F‖L2(Ω;R3).
Proposition (A.3) also has an Lp version for 1 < p < ∞ (cf. [27] Lemma 4.32). We conclude
this section with the following lemma concerning the a priori estimates.
Lemma A.4. Define
E(ρ,u) := 1
2
(
ρ2 + |∇ρ|2 + |u|2 + µ|∇u|2 + (µ+ λ)|divu|2) .
Suppose the assumptions of Theorem 1.1 are satisfied. Then any regular (smooth) solution (ρ,u)
of the linearized system (2) satisfies the following estimate for any t ∈ (0, T ):∫
Ω
E(ρ,u)(t) dx +
∫ t
0
∫
Ω
(|∂tu|2 + |∇2u|2)dxds
.
∫
Ω
(
E(ρ0,u0) dx+ ‖U‖L2t (L2x)
)
· exp
(∫ t
0
A(s) +B1(s) +B2(s) ds
)
,
where A,B1, B2 ∈ L1(0, T ), depending on the data ρ˜, u˜, are defined in Propositions A.1 and A.2.
Proof. Using Proposition A.3, we retrieve the estimate
‖u‖W 2,2x ≤ C(Ω)‖divS(∇u)‖L2x .
Combining this estimate with the results of Propositions A.1 and A.2, we get that∫
Ω
E(ρ,u)(t) dx +
∫ t
0
∫
Ω
|∂tu|2 + |∇2u|2 dxds
.
∫
Ω
E(ρ0,u0) dx+ ‖U‖2L2t (L2x) +
∫ t
0
(A(s) +B1(s) +B2(s))
∫
Ω
E(ρ,u) dxds.
An application of Gro¨nwall’s lemma concludes the proof.
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A.2 Proof of Theorem 1.1
We proceed using a standard fixed point method in the spirit of [17].
First note that since the velocity u˜ is smooth up to the boundary, the density equation (2a), or
∂tρ+ u˜ · ∇ρ = −ρdivu˜− div(ρ˜u),
ρ(0, ·) = ρ0,
has a unique solution ρ = ρ[u] in C([0, T ];H1(Ω)) by the method of characteristics (cf. [30, 32]),
and by linearity this mapping is continuous. Denote by Xn = span{πj}nj=1 a finite dimensional
Hilbert space (with L2(Ω) inner product), where {πj}∞j=1 ⊂ C∞0 (Ω;R3) is dense in C20 (Ω;R3).
We seek a fixed point un ∈ C([0, T ];Xn) of the problem
un(t) = u0 +
∫ t
0
M(un(s), ρ[un](s)) ds =: T [un], (63)
where
M(un, ρ[un]) :=− un · ∇u˜− u˜ · ∇un − (ρ˜)−1∇(ρ[un]p′(ρ˜))− (ρ˜)−1divS(∇un)
+ (ρ˜)−1[−ρ[un](∂tu˜+ u˜ · ∇u˜n) + ρ[un]f +U],
contains the remainder of the momentum equation (2b).
Remark A.5. Strictly speaking we should first project u0 and M to Xn but we ignore this point
here. See [27], Section 7.7.2 for more details.
Next define the ball
B =
{
v ∈ C([0, T ];Xn)
∣∣ sup
t∈[0,T ]
‖v(t)− u0‖Xn ≤ 1
}
,
which is closed, convex, and bounded. By choosing T = T ′ small enough, the mapping T maps
B into itself. Furthermore, it may be shown that the family {T [un]}n≥1 is equicontinuous in
C([0, T ];Xn), hence the Arzela´-Ascoli theorem applies and T is a compact operator. We deduce by
Schauder’s theorem that there exists a fixed point un of (63).
The estimates in Lemma A.4, being uniform up to time T , allow to extend the time interval for
existence up to this time. Similarly, uniformity in n allows us to extract subsequences, still denoted
ρn, un, such that
ρn ⇀
∗ ρ in L∞t (H
1
x),
un ⇀
∗ u in L∞t (H
1
0,x),
un ⇀ u in L
2
t (H
2
x).
(64)
Due to this regularity and linearity of the linearized Navier-Stokes system, we may pass to the limit
to conclude (ρ,u) is a strong solution. This concludes the proof.
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