Abstract-This work develops a proximal primal-dual distributed strategy for multi-agent optimization problems that involve multiple coupled affine constraints, and where each constraint may involve only a subset of the agents. The constraints are generally sparse, meaning that only a small subset of the agents are involved in them. This scenario arises in many applications including distributed control formulations, resource allocation problems, and smart grids. Traditional distributed solutions tend to ignore the structure of the constraints and lead to degraded performance. We instead develop a distributed solution that exploits the sparsity structure. Under constant step-size learning, we establish the asymptotic convergence of the distributed algorithm in the presence of non-smooth terms, and further show that convergence occurs at a linear rate in the smooth case. We also examine how the performance of the algorithm is influenced by the sparsity of the constraints. Simulations illustrate the superior performance of the proposed strategy.
I. INTRODUCTION
In many applications such as network utility maximization [2] , smart grids [3] , basis pursuit [4] , and resource allocation in wireless networks [5] , a collection of K interconnected agents are coupled through an optimization problem of the following form:
where J k (.): R Q k → R is a cost function for agent k and w k ∈ R Q k is the variable for the same agent. The matrix B k ∈ R S×Q k is known locally by agent k only and the vector b ∈ R S is known by at least one agent in the network. In this formulation, each agent wants to find its own minimizer, denoted by w k , through interactions with neighboring agents, while satisfying the global coupling constraint.
In many other applications, the constraint is sparse in the sense that some rows of B k are zero. For example, in network flow optimization [6] , multitask problems [7] , distributed model predictive control [8] , and optimal power flow [9] , [10] , the constraint has a special sparse structure. Specifically, each agent s is coupled with its neighboring nodes through an A short preliminary conference version appears in [1] . No convergence proofs were included in [1] . Besides proofs and derivations, this extended version also deals with the case of non-differentiable regularizres and provides convergence rate results. 
where B s,k ∈ R Ss×Q k , b s ∈ R Ss , and N s denotes the neighborhood of agent s including agent s itself. Note that we can rewrite the constraints (2) into a single constraint of the form given in (1) by choosing B k to be a block column matrix with blocks {B 1,k , · · · , B K,k } and by setting B s,k = 0 if k / ∈ N s . However, under distributed settings, applying an algorithm that solves (1) directly and ignores the sparsity structure scales badly for large networks and its performance deteriorates as shown in this work. In some other applications (see Example 1 in Section II), unlike (2) , the number of constraints is arbitrary, and independent of the number of agents K, and each constraint may include any subset of agents and not only the agents in the neighborhood of some agent. Therefore, a general scalable algorithm that can exploit the sparsity in the constraint set is necessary for large scale networks.
A. Related Works
Many distributed algorithms have been developed for constraints of the form (2), but for special applications and/or under a different settings from what is considered in this work. For example, in the distributed control literature, solutions are developed in [11] and [12] that require the sharing of primal variables among neighboring agents and, moreover, the s−th constraint is of the form (2), which is limited to agents in the neighborhood of agent s. An augmented Lagrangian solution is pursued in [13] , which further requires two hop communications. Likewise, in optimal power flow formulations [9] , [10] , [14] , the constraint setting is similar to the distributed control problem and the solutions again involve the sharing of primal variables. All these methods are not directly applicable for the case when the s-th constraint involves agents beyond the neighborhood of agent s. Extending these methods to this case would require multi-hop communication, which is costly. Moreover, the settings in these methods are different from this work. In these methods, the parameters of the s-th constraint {B s,k , b s } k∈Ns are known solely by agent s. In this work, we consider a different setting where agent s is only aware of the matrices multiplying its own vector w s with arbitrary number of constraints, and each constraint may involve any subset of agents -see Section II.
The setting in this work is closer to the one considered in [15] - [20] . However, these works focused on problems with a single coupling constraint of type (1), which ignores any sparsity structure. Problem (1) is solved in these references by using dual decomposition methods, which require each agent to maintain a dual variable associated with the constraint. Ignoring any sparsity structure means that each agent will be involved in the entire constraint. By doing so, each agent will maintain a long dual vector to reflect the whole constraint, and all agents in the network will have to reach consensus on a longer dual vector. Similarly, in resource allocation problems [21] - [23] , all agents are involved in a single constraint of the form (1); moreover, each B k is equal to the identity matrix (B k = I).
In [7] , a multi-agent optimization problem is considered with stochastic quadratic costs and an arbitrary number of coupled affine constraints with the assumption that the agents involved in one constraint are fully connected. This strong assumption was removed in [24] to handle constraints similar to what is considered in this work, which may involve any subset of agents. However, it is still assumed that every agent knows all the matrices multiplying the vectors of all other agents involved in the same constraint. For example, for the constraint (2), agent s knows {B k ,k } for all k ∈ N s or k ∈ N s . Moreover, the solution method requires every agent to receive delayed estimates of w k from all agents involved in the same constraint through a multi-hop relay protocol. This solution method suffers from high memory and communication burden; thus, it is impractical for large scale networks. In network utility maximization problems, a similar formulation appears, albeit with a different distributed framework; it is assumed that the agents (called sources) involved in a constraint are connected through a centralized unit (called link) that handles the constraint coupling these agents -see [2] and references therein. Finally, in [25] , [26] a different "consensus" formulation is considered where the agents are interested in minimizing an aggregate cost function subject to an intersection of local constraints {W k } but where two agents k and s would share similar block vectors {w k , w s } if, and only, if they are neighbors, where the notation w k stands for the block variable shared by the neighbors of agent k so that each w k = col{w s } s∈N k . A more general "consensus" formulation appears in [27] , [28] where the sharing of block entries is not limited to neighboring agents.
B. Main Contributions
Different from the previously mentioned works, we consider a broader class of coupled affine constraints, where there exist multiple affine constraints and each constraint may involve any subset of agents. Moreover, agent s only knows the constraint parameters related to its own vector w s (see Section II) and it also knows which neighbors are involved in these constraints. Our solution requires sharing dual variables only and does not directly share any sensitive primal information, e.g., it does not share the local variables {w k }. Unlike the works [15] - [20] , which solve problem (1) and do not consider the sparsity structure in the constraint, this work exploits the constraint structure. In this way, each agent will only need to maintain the dual variables corresponding to its part of the constraints and not the whole constraint. Thus, only the agents involved in one particular part will need to agree on the associated dual variables. An algorithm that ignores the sparsity structure scales badly (in terms of communications and memory) as the number of constraints or agents increases. Moreover, it is theoretically shown in this work that the sparsity in the constraint set influences the performance of the algorithm in terms of convergence rate. Therefore, for large scale networks with a sparse constraint, it is important to design a scalable algorithm that exploits this sparsity.
Given the above, we now state the main contributions of this work. A novel low computational distributed algorithm is developed that can handle non-differentiable regularizers. The developed algorithm is shown to converge to the optimal solution for sufficiently small constant step-sizes. Under some additional assumptions, linear convergence rate is shown and an explicit upper bound on this rate is given, which shows the effect of the constraint sparsity on the performance of the designed algorithm. 
is the set of all subgradients:
The proximal operator relative to a function R(x) with stepsize µ is defined by [29] :
II. PROBLEM FORMULATION Consider a network of K agents and assume the network is divided into E overlapping smaller sub-networks. For each sub-network e, we let C e denote the set of agents in this sub-network. We then formulate the following optimization problem:
subject to
where B e,k ∈ R Se×Q k and b e,k ∈ R Se . The function J k (.) : R Q k → R is a smooth convex function, while R k (.) : R Q k → R is possibly a non-smooth convex function. For example, R k (.) could be an indicator function of some local constraints. These functions are assumed to satisfy the conditions in Assumption 1 further ahead. It is also assumed that agent k ∈ C e is only aware of B e,k and b e,k . Note that for the special case E = 1 and C 1 = {1, · · · , K}, problem (5) reduces to (1).
Note further that problem (5) is more general than the "consensus problem," where agents need to agree on some or all variables while minimizing a sum of costs. For example, one common consensus problem is to minimize the sum of costs (5) subject to the constraints w k = w s , ∀ s ∈ N k . In this case, each constraint involves two directly connected agents. This special structure allows for designing more specific algorithms for that special case. In this work, we are concerned with more general affine constraints and, moreover, these constraints are not necessarily local anymore because they are not restricted to neighboring agents that are directly connected but can involve all agents within the subnetwork C e as indicated by the constraints in (5).
, is a convex differentiable function with Lipschitz continuous gradient:
Moreover, J (W) is also strongly convex, namely, it satisfies:
where {δ, ν} are strictly positive scalars and δ > ν. The regularization functions {R k (.)} are assumed to be closed convex functions, i.e., the epigraph epiR k = {(w k , t) |R k (w k ) ≤ t} is closed and convex.
These assumptions are widely employed in the literature to study the convergence of distributed algorithms for the minimization of aggregate costs, and, especially linear convergence. They will also be useful in our analysis. The following bound is needed for latter analysis. Using the CauchySchwartz inequality and (6), it holds that:
The network of K agents is undirected (i.e., agents can interact in both directions over the edges linking them) and each sub-network C e is connected.
This assumption means that there exists an undirected path between any two agents in each sub-network. This is automatically satisfied in many applications because coupling between agents often occurs for agents that are located close to each other. For example, in network flow optimization [6] , optimal power flow [9] , [10] , and distributed model predictive control [8] problems, the constraints have the form given in equation (2) . Thus, each constraint involves the neighborhood of an agent, so that for these types of problems we can select C e = N s (for s = e) since neighborhoods are naturally connected. Now, more generally, even if some chosen subnetwork happens to be disconnected, we can always embed it into a larger connected sub-network as long as the entire network is connected -an explanation of this embedding procedure can be found in [28] , [30] . We now provide one example.
Example 1. (General exchange in smart-grids)
For simplicity, we describe the resource management (or economic dispatch) problem in smart grids [31] in a simple form and with minimum notation. To begin with, let P G k and P L k be the power generation supply and power load demand at node k. Moreover, let P k = col{P G k , P L k } be a 2 × 1 vector formed by stacking P G k and P L k . Then, the resource management problem over a power network consisting of K nodes is [32] : min.
where the non-differetiable term R k (P k ) is the indicator function of some capacity constraints such as positive powers and the maximum power generation. This problem fits into (1) and couples all nodes in a single constraint. In this formulation, it is assumed that each node is associated with one generator or load with P k denoting the power generation or demand at that node. Assume now that each node k has multiple generators and/or loads. For example, each generator (or load) can be divided into sub-generators (or sub-loads). Moreover, assume that the power network is divided into K nodes that provide power to E sub-areas. Let P e,G k and P e,L k denote the power supply and power load at node k in area e -see Figure 1 . In this figure, there are six nodes (agents) and three sub-areas (sub-networks). Each node associates different generators or loads to different sub-areas. If we let C e denote the nodes that are involved in area e and P k to be the augmented vector P k = col{P e,G k , P e,L k } e:k∈Ce , which collects all local variables {P e,G k , P e,L k } for agent k, then we can formulate the following more general problem:
Formulation (10) fits into the problem of dynamic energy exchange in smart grids applications [33] . It can also be motivated as follows. Assume each sub-area represents some city. Then, problem (10) is useful when the transmission losses are costly in some parts of an area, which may require power generation from neighboring power networks. It is also useful when there are maintenance to some generators or lines causing high demands in some areas, which also requires using generators from adjacent power networks.
III. ALGORITHM DEVELOPMENT
We now return to solving (5) . We start by introducing the Lagrangian function:
where
and v e ∈ R Se denotes the dual variable associated with the e-th constraint. We next rewrite (11) as a sum of local functions. To do so, we first note that an agent k can be involved in more than one equality constraint from (5) because k may be part of more than one subnetwork, C e . Thus, we let E k denote the set of equalities that agent k is involved in. For example, if agent k is involved in equalities one and three, then E k = {1, 3}. From the definition of E k , we have
Likewise, the equality set E k is the set of all equalities that satisfy:
Let B e,k = B e,k if k ∈ C e (or e ∈ E k ) and zero otherwise. Likewise, for b e,k . Then, using the linear property of the sum operation, the second term on the right hand side of (11) can be rewritten as follows:
where the last step holds because k ∈ C e if, and only, if e ∈ E k . Therefore, if we let {v e } e∈E k denote the collection of dual variables related to agent k, then using (14) we can rewrite (11) as a sum of functions as follows:
From (15) we see that the Lagrangian is written as a sum of separable local terms L k w k , {v e } e∈E k defined in (16) . Note that different agents may share different subsets of {v e }. We are therefore interested in finding the minimizer of (5) through the equivalent solution of the saddle point problem:
Assumption 3. (Strong duality) A solution exists for problem (17) and strong duality holds.
The strong duality condition ensures that the solution W to (17) coincides with the solution of (5). Since our problem (5) is convex with affine constraints only, then Slater's condition is satisfied and strong duality holds [34, Section 5.2.3]. We denote an optimal solution pair of (17) 
and {v e, }. From assumption (1), W is unique, but {v e, } are not necessarily unique.
A. Coupled Diffusion Strategy
To solve the saddle point problem (17), we first relate the dual problem to the problem considered in our previous work [30] . Note that the Lagrangian (15) is separable in the variables {w k }. Thus, the dual problem is (we are reversing the min and max operations by negating the function): Figure 2 shows how the dual variables {v e } are shared across agents participating in the same constraint. Thus, note that agent k = 4 is part of two sub-networks, C 1 and C 2 ; it is therefore part of two equality constraints and will be influenced by their respective dual variables, denoted by v 1 and v 2 . Similarly, for the other agents in the network. Problem (18) is of the exact form considered in [30] : it involves minimizing the aggregate sum of cost functions f k {v e } e∈E k where the arguments {v e } e∈E k among different agents can share entries. The main difference here, however, is that the costs f k {v e } e∈E k do not admit a closed form expression in general and are instead defined by (19) , i.e., we are actually dealing with a saddle point problem in this paper and not with a minimization problem as was the case with [30] . Thus, more is needed to arrive at the solution of (17), as we explain in the remainder of this paper.
Recall that C e denotes the sub-network of nodes such that e ∈ E k . We now introduce positive combination coefficients for the edges in C e denoted by {a e,sk }; this notation refers to the coefficients used to scale data moving from agent s to agent k in subnetwork C e . We collect these coefficients into the combination matrix where N e denotes the number of agents involved in equality e and require A e to be symmetric doubly-stochastic (i.e., each of its columns adds up to one and each of its rows adds up to one). We also require A e to be primitive, meaning that there is a path with positive combination weights between any two agents in C e and, moreover, at least one diagonal coefficient a e,ss is positive. Specifically, the combination coefficients should satisfy 
B. Dual Coupled Diffusion
The main problem in using (22a)-(22c) is that the functions f k {v e } e∈E k are not generally known in closed-form. If they were, then each agent could run (22a)-(22c) to converge to its dual variable {v e } e∈E k , which in turn could be used to find the local minimizer w k by solving min w k L k w k , {v e, } e∈E k . However, this approach is not always possible because the local dual function f k {v e } e∈E k does not generally admit a closed form expression. Moreover, this method involves two time scales: one for finding the dual and the other for finding the primal. Therefore, to solve (17) we propose to employ a distributed version of the centralized dual-ascent construction [35] combined with a proximal gradient descent step. Specifically, recall first that a dual-ascent method updates the primal variable w k at each iteration i as follows:
Note that step (24) is a minimization problem that needs to be solved at each iteration. This can be costly in terms of computation unless a closed form solution exists, which is not the case in general. Therefore, we approximate (24) by a proximal gradient descent step to arrive at what we shall refer to as the dual coupled diffusion algorithm (25) . At each time instant i, each agent k first performs a proximal gradient descent step (25a) for the primal variable. Then, for each dual variable, the coupled diffusion steps (25b)-(25d) are applied. The step (25b) is obtained by using the ∇ v e L k (w k,i , {v e k } e∈E k ) to approximate the gradient at the minimum value in (19) 
For all e ∈ E k :
IV. NETWORK STABILITY ANALYSIS In-order to analyze (25), we will rewrite it in a compact network form. We start by introducing the sub-network vector that collects the estimates v e k,i over the agents in C e : Fig. 2 : An example to illustrate the dual problem (18) for agent k = 4. In this example we have three sub-networks and agent 4 is involved in the equality constraints for sub-networks C1 and C2.
and the global network vector that collects Y e i over all e:
Similarly, we introduce the quantities:
(28)
whereĀ e = 1 2 (I Ne + A e ), as well as the network quantities:
To write (25) in network form, we need to rewrite the term (26) and (27) for the network in Figure 2 as well as construction (33) for agent k = 4 in that network.
This construction can be represented by:
Thus, we have:
If we let
then algorithm (25) can be rewritten compactly as follows:
for i ≥ 1 with initialization:
where we introduced an intermediate vector Z i of the same structure as W i . For analysis purposes, we will rewrite step (36c) in an equivalent form. Let A = blkdiag{A e ⊗ I Se } E e=1 (38) and introduce the singular value (or eigenvalue for symmetric matrices) decomposition [36] :
where N = E e=1 N e S e , U 1 ∈ R N ×r , U 2 ∈ R N ×(N −r) , and
with λ r ≤ · · · ≤ λ 1 denoting the non-zero eigenvalues of the matrix 0.5(I − A). From the conditions in (21), it holds that the eigenvalues of each matrix A e are in (−1, 1] -see [37, Lemma F.4] . Thus, from the block structure of A in (38) , the eigenvalues of the matrix 0.5(I − A) are in [0, 1). Therefore, the non-zero eigenvalues are positive and satisfy:
Using an approach similar to the one used in [38] , we can rewrite (36c) equivalently as follows -see Appendix A:
for i ≥ 1, where we introduced a new sequence X i with X 0 = 0. Intuitively, step (42b) can be regarded as a corrected gradient ascent step.
V. CONVERGENCE RESULTS
We now give the Lemmas leading to the the main convergence results. The following auxiliary result is proven in [39] . Lemma 1. For any S × S symmetric and doubly stochastic matrix A, it holds that I S − A is symmetric and positive semidefinite. If in addition A is primitive and we let A = A ⊗ I M , then, for any block vector Z = col{z 1 , ..., z S } in the nullspace of I − A with entries z s ∈ R M it holds that:
The previous Lemma 1 will be used in the proof of the next Lemma to show that consensus is reached at the optimality conditions.
Lemma 2. (Optimality condition)
If there exists a point (W , Y , X ) and a subgradient g ∈ ∂ W R(W ) such that:
Then, it holds that:
where (W , v 1, , · · · , v e, ) is a saddle point for the Lagrangian (11).
Proof:
The argument follows similar steps to [1, Lemma 2] except for the addition of sub-gradient terms into the argument. Using U T 1 U 1 = I and Σ > 0, condition (44b) is equivalent to:
Therefore, from (43), and the block structure of A in (38) , condition (44b) gives:
Using the block structure of ∇J (.) and B in (32) and (35), we can expand (44a) into its components to get:
. Multiplying equation (44c) on the left by Z T gives:
where step (a) holds because
where we used the fact U T 1 U 1 = I and the last step holds because Z is in the nullspace of I − A. Using the block structure of B and b, we can expand (49) into its components to get:
for all e. Note that:
Substituting the above conclusion into (51) and from (28), we get:
Equations (48) and (53) We will show that the equivalent network recursions (36a)-(36b) and (42a)-(42b) of the proposed algorithm converge to a point that satisfies the optimality conditions given in Lemma 2. To do that, we introduce the error vectors:
and the positive definite matrix:
where Σ was introduced in (40) .
Lemma 3. (Primal-dual bound):
Suppose Assumptions 1-3 hold, then:
where (W , Y , X ) satisfy the optimality conditions given in Lemma 2.
Proof: See Appendices B and C. The previous Lemma is used to establish the following theorem. 
recursions (36a)-(36b) and (42a)-(42b) converge and it holds that W i converges to the optimal solution of (5).
Proof: See Appendix D. While this statement establishes the convergence of the dual coupled diffusion strategy, it still does not reveal how the sparsity of the constraints affects the convergence behavior. The next result establishes a linear convergence rate under some additional assumptions, which reveals the advantage of the constraint structure. Theorem 2. (Linear convergence): Suppose Assumptions 1-3 hold, and, furthermore, assume that each R k (w k ) = 0 and each matrix blkcol{B e,k } e∈E k has full row rank. If the step sizes satisfy (58) as well as:
where α (42a)-(42b) converge linearly to the point (W , Y , X ) . Specifically, it holds that:
with λ r denoting the smallest non-zero eigenvalue of 0.5(I − A).
Proof: See Appendix E. The above result shows why solving (5) directly is important for at least two reasons. First, by using model (5), we are able to prove linear convergence under the assumption that each blkcol{B e,k } e∈E k has full row rank. If instead, we were to rewrite problem (5) into the form (1) by embedding zeros into the matrices B k , then our analysis would require B k to be full row rank for linear convergence. This will not be satisfied if some agent is not involved in some constraint. For example, building B k from the constraints given in equation (2) will require having zero rows in B k . This makes B k not full row rank even if blkcol{B e,k } e∈E k has full row rank.
The second more important reason is that the convergence rate depends on the connectivity of the sub-networks C e and not on the connectivity of the entire network, as we illustrate now. Note from the block structure of (38) that the smallest non-negative eigenvalue of 0.5(I − A) has the form λ r = min e σ e where σ e denotes the smallest non-zero eigenvalue of the matrix 0.5(I − A e ). Since
it holds that 1 − σ e =λ e , whereλ e denotes the second largest eigenvalue ofĀ e (the largest eigenvalue is equal to one). Therefore,
Thus, assuming 1 − λ r is dominating the convergence rate, then the smaller max eλe is, the faster the algorithm is. We see that this depends on the second largest eigenvalue of the matrices {A e }, which depends on the sub-networks connectivity and not the whole network. This observation reveals the importance of the algorithm for sparse networks under sparsely coupled constraints. Since in that case the small sub-networks are much well connected than the whole network. For example, for a sparse network with constraints of the form (2), it holds that the connectivity of each sub-network N k is better than the connectivity of the whole network as will be shown in the simulation section next.
VI. NUMERICAL SIMULATION
In this section, we test the performance of the proposed algorithm with two numerical experiments.
1) Distributed Linear Regression: The first set-up considers a linear regression problem with costs:
where u k,t ∈ R Q k is the regressor vector for data sample t and p k (t) ∈ R.
2) Distributed Logistic Regression: The second set-up considers a logistic regression problem with costs:
with additional 2-norm regularizers R k (w k ) = 0.5η 3 w k 2 . The vector h k,t ∈ R Q k is the regressor vector for data sample t, and x k (t) is the label for that data sample, which is either +1 or −1. In both costs, T k denotes the amount of data for agent k.
In both experiments, the network used is shown in , and two agents are connected if the distance between them is less than or equal d = 0.3. As for the constraints, we assume E = K = 20, and each constraint e (or k) (where e ∈ {1, · · · , 20}) is associated with a subnetwork involving agent e (or k) and all its neighbors as described in equation (2) . Each element in B e,k is generated according to the standard Gaussian distribution N (0, 1). Each b e,k is also randomly generated and we guarantee that there exists a feasible solution to (5) . All the combination matrices are generated according to the Metropolis rule. In the first simulation, we set T k = 1000 for all k and each regressor u k,t is generated according to the Gaussian distribution N (0, 1). To generate the associated p k (t), we first generate a vector w k,0 ∈ R Q k randomly from N (0, 1). We let 20% of the entries of w 0,k to be 0. With such sparse w k,0 , we generate p k (t) as p k (t) = u T k,t w k,0 +n k where n k ∼ N (0, 0.1) is some Gaussian noise. In this experiment, we set Q k = 10 for k = 1, · · · , K. We also set η 1 = 0.3 and B e,k ∈ R 3×10 to (a) Least squares results.
(b) Logistic regression results. (1), which ignores the sparsity structure. Similarly, both IDC-ADMM [15] and "dual DIGing" [41] are designed for problem (1) and ignore the sparsity structure.
be an under-determined coefficient matrix. In the second setup, each T k = 1000. Among all local data samples, half of them are generated by the Gaussian distribution N (1, 1) and their corresponding labels {x k (t)} are +1's. The other half are generated by N (−1, 1) and their corresponding labels {x k (t)} are −1's. We set Q k = 5 for k = 1, · · · , K and η 2 = η 3 = 0.1. We let B e,k ∈ R 3×5 to be an under-determined coefficient matrix.
To illustrate the effect of the constraint structure, we consider two approaches to solve problem (5) . The first approach is to use the dual coupled diffusion (25) while considering the structure of the problem (5), i.e., run (25) with E = K, C e = N e . The second approach is to ignore the special structure of the problem and reformulate it into the form of problem (1) and also run the dual coupled diffusion (25) with E = 1, C 1 = {1, · · · , K}, which we call dual diffusion. To compare with other related methods that only share dual variables, we simulate the inexact distributed consensus ADMM (IDC-ADMM) from [15] and the one in [41] in which the dual iterates are updated similar to the DIGing algortihm in [42] , which we call "Dual DIGing". Both of these algorithm are designed for problem (1) and ignores any structure. The step-sizes are chosen manually to get the best possible performance for each algorithm. In the first linear regression setup, the parameters used are (µ w = 0.28, µ v = 0.28) for the dual coupled diffusion, (µ w = 0.28, µ v = 0.28) for the dual diffusion, (c = 0.25, µ w = 0.05) for the IDC-ADMM [15] , and the step-sizes are set to 0.45 for the dual DIGing method. In the second logistic regression set-up, they are set to (µ w = 0.2, µ v = 0.2) for the dual coupled diffusion, (µ w = 0.2, µ v = 0.2) for the dual diffusion, (c = 0.45, µ w = 0.2) for the IDC-ADMM [15] , and and the step-sizes are set to 0.18 for the dual DIGing method. Figure  4 shows the relative error
for each of the previous algorithms for both set-ups. Note that the dual DIGing algorithm requires two rounds of communication per iteration. Therefore, in the x-axis we use rounds of communication for a fair comparison. It is observed that dual diffusion, the IDC-ADMM, and the dual DIGing algorithms have a close performance (all ignores any structure), while the dual coupled diffusion clearly outperforms them, which also requires less amount of data exchanged per round of communication. As explained before, this superiority is due to the sub-networks being better connected compared to the whole network and the dual coupled diffusion takes advantage of that. In this simulation, we have 1−λ r = 0.911 for the dual coupled diffusion and 1−λ = 0.973 for the dual diffusion (we dropped the sub-index since we have one network combination matrix in this case), which backs up our theoretical findings. To further illustrate the effect of the sub-networks connectivity on the convergence rate, we simulate the dual diffusion and dual coupled diffusion under the same logistic regression setup from before but for the three different networks shown in top half of Fig. 6 . The network on the left has less connections from the network on the right. Note that for the cluster settings used (2), the more connections the network have, the closer the sub-networks C e = N e are to the entire network. The step sizes used in this simulation are adjusted to get the best possible results, which are shown on the bottom of Figure 6 . The figure shows how the performance of the two algorithms approaches each other as the connectivity of the sub-networks approaches the connectivity of the entire network.
VII. CONCLUDING REMARKS This work developed a proximal diffusion strategy with guaranteed exact convergence for a multi-agent optimization problem with multiple coupled constraints. We established analytically, and by means of simulations, the superior convergence properties of an algorithm that considers the sparsity structure in the constraints compared to others that ignore this structure.
APPENDIX A EQUIVALENT REPRESENTATION
In this appendix, we show that (42a)-(42b) is equivalent to (36c). Multiplying equation (42a) by U 1 Σ and then collecting the term U 1 ΣX i−1 we get: (25) for different network connectivity and under two implementations: dual coupled diffusion exploits structure while dual diffusion ignores the structure.
Using (39) and collecting the term X i−1 on the right hand side of the last equation, we get:
Multiplying (42b) byĀ on the left and using the definition
we have:
Now, subtracting (66) from (42b) we get:
Using (65) we can remove the term µ v (X i −ĀX i−1 ) from the previous expression to get:
Rearranging the last expression gives (36c).
APPENDIX B PRIMAL ERROR BOUND
In this appendix, we derive inequality (56). From the optimality condition of (36b), we have:
for some g i ∈ ∂ W R(W i ). Rearranging the last equation and using the optimality condition (44a) we get:
Multiplying (W −W i ) T to both sides of the previous equation, we get:
From the conditions on R k (w k ) in Assumption 1, there exists at least one subgradient at every point. And from the subgradient property (3) we have g T x (y − x) ≤ f (y) − f (x) and g T y (x − y) ≤ f (x) − f (y). Summing the two inequalities with y = W and x = W i , we get:
Using this bound in (71) we get:
Note that:
Substituting the last equation into (73) and rearranging terms gives:
Using Assumption 1 we can bound the inner product:
Substituting (86) into (81), we get,
The last term of (87) can be rewritten as:
where in the last step we used (42b), (44c), and U T 1 U 1 = I. Substituting the last equality into (87), we get (57).
APPENDIX D PROOF OF THEOREM 1
Let us introduce the quantity:
Using (56) and (57) we have:
Therefore, under condition (58), it holds that:
≤ − (1 + µ w ν − 2µ w δ)
Since V ( W i , Y i , X i ) is non-negative, we conclude that the norm of the error is non-increasing and bounded. Therefore,
. Exchanging both sides of (93) and summing over i ≥ 1, we get:
Since the sum of the infinite positive terms is upper bounded by a constant, it holds that each term converges to zero. Thus, the terms (W i − W i−1 ), W i−1 , W i , (X i − X i−1 ), and Σ X i must converge to zero.
APPENDIX E PROOF OF THEOREM 2
In this Appendix, we show that the dual coupled diffusion strategy converges linearly for smooth cost functions and under the additional assumption that the matrix B has full row rank. From the structure of B in (35) , it can be confirmed that B having full row rank is equivalent to assuming that each matrix blkcol{B e,k } e∈E k has full row rank. This is illustrated in Fig. 7 . Because two different agents belonging to the same cluster are located differently in Y e , it holds that the block rows of B are zeros except at one location. Recall that B ek ∈ R Se×Q k . Therefore, an equivalent statement is to say that blkcol{B e,k } e∈E k has full row rank. For any vectors a and b and a scalar ρ > 0, it holds:
Therefore
