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Emitters strongly coupled to a photonic crystal provide a powerful platform for realizing novel
quantum light-matter interactions. Here we study the optical properties of a three-level artificial
atomic chain coupled to a one-dimensional superconducting microwave photonic crystal. A sharp
minimum-energy dip appears in the transmission spectrum of a weak input field, which reveals rich
behavior of the long-range interactions arising from localized bound states. We find that the dip
frequency scales linearly with both the number of the artificial atoms and the characteristic strength
of the long-range interactions when the localization length of the bound state is sufficiently large.
Motivated by this observation, we present a simple model to calculate the dip frequency with system
parameters, which agrees well with the results from exact numerics for large localization lengths. We
observe oscillation between bunching and antibunching in photon-photon correlation function of the
output field. Furthermore, we find that the model remains valid even though the coupling strengths
between the photonic crystal and artificial atoms are not exactly equal and the phases of external
driving fields for the artificial atoms are different. Thus, we may infer valuable system parameters
from the dip location in the transmission spectrum, which provides an important measuring tool for
the superconducting microwave photonic crystal systems in experiment. With remarkable advances
to couple artificial atoms with microwave photonic crystals, our proposal may be experimentally
realized in currently available superconducting circuits.
PACS numbers: 03.67.Lx, 03.67.Pp, 42.50.Ex, 42.50.Pq
I. INTRODUCTION
In recent years, one-dimensional (1D) waveguide quan-
tum electrodynamics (QED) systems have emerged as
an exciting frontier in quantum information science [1–
13]. The waveguide systems benefit from the confinement
of continuous electromagnetic modes over a large band-
width, which couple to nearby atoms or embedded artifi-
cial atoms. There are a wide variety of systems that can
act as waveguide platforms such as plasmonic nanowires
[14–17], optical nanofibers [18–34], diamond waveguides
[35–38], superconducting transmission lines [39–48], and
photonic crystal waveguides [49]. Due to the intrinsically
tailorable band structure, photonic crystal waveguides
are of particular interest and enable tunable long-range
interactions in many-body systems [50–55].
Photonic crystals are highly dispersive periodic dielec-
tric media in which the refractive index is modulated
∗Corresponding author: gllong@tsinghua.edu.cn
periodically due to photonic band gaps [49, 56]. In this
configuration, when a qubit trapped nearby the photonic
crystal is excited at a frequency inside the band gap, it
cannot radiate into the dielectric but gives rise to a qubit-
photon bound state [57–62]. The photonic component
of the bound state is an exponentially decaying enve-
lope spatially centered at the qubit position, which facil-
itates coherent excitation exchange with proximal qubits
[51, 52]. Although significant progress has been made
[63–79], realizing efficient coupling in the optical regime
faces the challenging task of interfacing emitters with
photonic crystal waveguides. Recently, superconduct-
ing quantum circuits provide an alternative approach to
study the physics of the bound state in the microwave
regime [45]. Using a stepped-impedance microwave pho-
tonic crystal and a superconducting transmon qubit, Liu
et al. first experimentally observed the bound state in su-
perconducting transmission lines [80]. In their device, by
adjusting the detuning between the qubit and the band
edge, the localization length of the bound state is widely
tunable. Later, Sundaresan et al. experimentally real-
ize strong coupling between two transmon qubits and
2a superconducting microwave photonic crystal, which is
a promising benchmark to create 1D chains of qubit-
photon bound states with tunable long-range interactions
[81].
Inspired by these remarkable advances, we here study
the scattering properties of a weak incident field travel-
ling through an array of ∆-type artificial atoms coupled
to a superconducting microwave photonic crystal. In this
work, one transition of the ∆-type artificial atom is in-
side the band gap, which gives rise to the bound state.
Besides, another transition is coupled to the electromag-
netic modes of the superconducting microwave photonic
crystal, and is utilized to explore the long-range interac-
tions arising from the bound states.
With an effective non-Hermitian Hamiltonian, we cal-
culate the transmission spectrum of a weak microwave
input field and observe a sharp minimum-energy dip. We
analyze the relation between the dip frequency and the
system parameters, such as the number of the artificial
atoms and the characteristic strength of the long-range
interactions. The results reveal that the dip frequency
scales linearly with both the number of the artificial
atoms and the characteristic strength for large localiza-
tion lengths of the bound states, which may provide an
important measuring tool for the superconducting mi-
crowave photonic crystal systems. Motivated by this ob-
servation, we give a simple model to calculate the dip
frequency with system parameters. We find that, when
the localization length of the bound state is large enough,
the results of our model agree well with exact numerics.
We also study the photon-photon correlation function in
the resonant case, and observe oscillation between bunch-
ing and antibunching for both transmitted and reflected
fields. Moreover, we study the effects of a Gaussian in-
homogeneous broadening of the coupling strength and
different phases of the external driving field for the arti-
ficial atoms on the dip frequency, respectively. The re-
sults show that, our model remains valid even though the
coupling strengths between the photonic crystal and ar-
tificial atoms are not exactly equal and the phases of the
driving fields for the artificial atoms are different. That
is, in experiment, one may infer the system parameters
by measuring the dip frequency in the transmission spec-
trum.
This article is organized as follows: In Sec. II, we
present the physics of an artificial atomic chain coupled
to a superconducting microwave photonic crystal, and
an effective Hamiltonian is introduced for the system. In
Sec. III, we study the transmission spectrum of the weak
microwave coherent field, and give a simple model to esti-
mate the dip frequency with system parameters. We also
calculate the photon-photon correlation function of the
output field in the resonant case. Moreover, we analyze
the effects of the inhomogeneous broadening of the cou-
pling strength, different phases of the driving field for the
artificial atoms, and the dissipation of the bound states
on the dip frequency, respectively. In Sec. IV, we discuss
the feasibility of our system with recent experiments. Fi-
nally, we summarize the results, and discuss the advan-
tage of the superconducting microwave photonic crystal
systems in Sec. V.
II. MODEL AND HAMILTONIAN
FIG. 1: (a) Schematic diagram of the microwave transport
through a three-level artificial atomic chain (black dots) cou-
pled to an infinite superconducting microwave photonic crys-
tal (gray line of alternating width) with unit cell length
d = dl + ds. A coherent microwave field (black arrow) is
injected from left to interact with the artificial atomic chain,
and then a reflected field (blue arrow) and a transmitted field
(green arrow) are collected at the left and right exports, re-
spectively. The blue envelopes represent the photonic com-
ponents of the bound states, which are spatially centered at
the locations of the artificial atoms. (b) Band structure of the
1D superconducting microwave photonic crystal. The green
and blue solid lines represent the first and second photonic
bands, respectively. The resonance frequency ωsg (horizon-
tal red dashed line) is inside the band gap (gray region), and
is close to the second band edge frequency ω
0
with detuning
δ = ω
0
− ωsg. The resonance frequency ωeg (horizontal black
dashed line) lies in the second band, and the corresponding
wave vector is ke.
We model an array of ∆-type artificial atoms coupled
to an infinite superconducting microwave photonic crys-
tal, as shown in Fig. 1(a). The superconducting mi-
crowave photonic crystal is implemented by periodically
alternating sections of low and high impedance coplanar
waveguides, which can be realized via changing the gap
width and centre pin of the coplanar waveguide [80, 81].
The dispersion relation of the guided modes in the super-
3conducting microwave photonic crystal can be obtained
by the transfer matrix method [80], and is given by
cos(kd)=cos(
ω
k
d
vg
)−
1
2
(
Zl
Zs
+
Zs
Zl
−2)sin(
ω
k
dl
vg
)sin(
ω
k
ds
vg
),(1)
where k is Bloch wave vector, d = dl + ds is the unit cell
length, and ω
k
is the guided mode frequency with phase
velocity vg. Zl (Zs) and dl (ds) represent the impedance
and length of the high (low) impedance coplanar waveg-
uide in the unit cell, respectively. Each artificial atom
has three energy levels |g〉, |e〉 and |s〉. The ∆-type ar-
tificial atom can be realized by a flux-based supercon-
ducting quantum circuit when the external magnetic flux
through the loop Φe 6= Φ0/2, where Φ0 is the flux quan-
tum [82, 83]. Since the second band is smoother than the
first one, each artificial atom is purposely placed in the
center of the high-impedance section, which maximizes
(minimizes) the coupling between the artificial atom and
the second (first) band [80, 81]. Moreover, the width of
the second band can be sufficiently large so that the in-
fluence of other band is ignored. In detail, the ∆-type
artificial atom is coupled to the high-impedance section
of the unit cell through the loop-line mutual inductance
M .
Here, we assume that the resonance frequency ωsg of
the transition |g〉 ↔ |s〉 is inside the band gap, and is
close to second band edge frequency ω
0
with detuning
δ = ω
0
−ωsg, as shown in Fig. 1(b). In this domain,
due to the van Hove singularity in the density of states,
the transition |g〉 ↔ |s〉 of the artificial atom is pre-
dominantly coupled to the modes close to the second
band edge. In this case, we can approximate the disper-
sion relation near the second band edge to be quadratic
ω
k
≈ ω
0
+αd2(k−k
0
)2, where α denotes the curvature of
the band structure and k
0
= pi/d is the band edge wave
vector. Once such an artificial atom is excited to the state
|s〉, a localized bound state appears [51]. Specifically, as
shown in Fig. 1(a), in real space, the photonic component
of the bound state is exponentially localized around the
artificial atom with localization length L, which medi-
ates long-range coherent dipole-dipole interactions with
proximal artificial atoms. Since L ∝
√
1/δ, we can tune
the localization length by altering the detuning between
the resonance frequency ωsg and the second band edge
frequency ω
0
.
While it is not allowed to probe this coherent interac-
tions using the input field around frequency ωsg due to
the existence of the band gap. Thus, we assume that the
resonance frequency ωeg of the transition |g〉 ↔ |e〉 lies in
the second band, which gives rise to the coupling between
the transition |g〉 ↔ |e〉 and the modes of the second
band. Here, the coupling strengths between all artificial
atoms and the second band are assumed to be identical.
The single-atom coupling strength to the second band is
given by g, where g∝MIp with Ip being the amplitude of
the persistent current in the loop. That is, we can use the
second photonic band as a conventional superconducting
transmission line to collect the scattered fields and ex-
plore the long-range interactions between the artificial
atoms. In addition, with a magnetic flux coil, we in-
troduce an external microwave field (Rabi frequency Ωc)
to drive the transition |e〉 ↔ |s〉 of each artificial atom.
In fact, the transition |e〉 ↔ |s〉 driven by an external
field connects the two mechanisms mentioned above, i.e.,
the long-range interactions produced by the transition
|g〉 ↔ |s〉 and the detecting channel arising from the cou-
pling between the transition |g〉 ↔ |e〉 and the second
band.
The system composed of the artificial atomic chain and
the superconducting microwave photonic crystal can be
described by an effective non-Hermitian Hamiltonian [51,
75, 81, 84]
Hnon = −
n∑
j
[
(∆+iΓ
′
e/2)σ
j
ee+(∆−∆c +iΓ
′
s/2)σ
j
ss
+Ωc(σ
j
es +H.c.
]
−i
Γ
0
2
n∑
j,k
eike|zj−zk |σjegσ
k
ge
−V
n∑
j,k
(−1)|zj−zk |/de−|zj−zk |/Lσjsgσ
k
gs. (2)
Here ∆=ωin−ωeg is the detuning between the frequency
ωin of the input field with wave vector kin and the reso-
nance frequency ωeg. Γ
′
e (Γ
′
s) is the decay rate of the state
|e〉 (|s〉) into free space, n is the number of the artificial
atoms, and ∆c=ωc − ωes denotes the detuning between
the frequency ωc of the external driving field and the fre-
quency ωes of the transition |e〉 ↔ |s〉. Γ0 = 4pig
2/vg is
the single-atom spontaneous emission rate into the pho-
tonic crystal modes. z
j
represents the position of arti-
ficial atom j, and V characterizes the strength of the
long-range coherent interactions arising from the bound
states. Note that, we include the case j = k in the last
term of Eq. (2), which corresponds to the Stark shift
experienced by artificial atom j due to its own bound
photon.
Here, we mainly focus on the transport properties of
a weak coherent probe field propagating through the ar-
tificial atomic chain. The corresponding driving part is
given by Hdr=
√
vgΓ0
2 E
n∑
j
(σjege
ikinzj + H.c.), where E is
the amplitude of the weak probe field (Rabi frequency√
vgΓ0
2 E). As a consequence, the dynamics of the system
is governed by the total Hamiltonian H = Hnon + Hdr,
and the initial state is the ground state |ψ
0
〉 = |g〉⊗n of
the artificial atomic chain. When the probe field is suffi-
ciently weak (
√
vgΓ0
2 E≪Γ
′
e), the occurrence of quantum
jumps is infrequent and can be neglected [85]. Using the
input-output formalism [86], the transmitted (T) and re-
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FIG. 2: The transmission spectra of the input field as a
function of the frequency detuning ∆/Γ0 for (a) V = 0 and
(b) V = 2.3Γ
0
with localization length L=4.1d when n = 10
artificial atoms are equally spaced along the superconducting
microwave photonic crystal. (c) The frequency |ωmin| ver-
sus the number n of the artificial atoms for L= 104d (black
squares), L=102d (blue circles), L=50d (red down-triangles),
L = 10d (up green-triangles) and L = d (purple asterisks)
with V = 2.3Γ
0
. (d) The frequency |ωmin| as a function of
the characteristic strength V for L = 104d (black squares),
L=102d (blue circles), L=50d (red down-triangles), L=10d
(up green-triangles) and L=d (purple asterisks) with n = 10.
Parameters: (a)-(d) E = 0.0001
√
Γ
0
2vg
, ked = pi/2, ∆c = 0,
Ωc=4Γ0 , Γ
′
e = 9.5× 10
−6Γ
0
, and Γ′s = 9.5× 10
−6Γ
0
.
flected (R) fields operators are
a
T
(z) = Eeikinz + i
√
Γ
0
2vg
n∑
j
σjgee
ike(z−zj ),
a
R
(z) = i
√
Γ
0
2vg
n∑
j
σjgee
−ike(z−zj ). (3)
Consequently, the transmittance T and reflection R of
the weak probe field are given by
T =
〈ψ|a†
T
a
T
|ψ〉
E2
,
R =
〈ψ|a†
R
a
R
|ψ〉
E2
, (4)
where |ψ〉 represents the steady state.
III. NUMERICAL RESULTS
A. The transmission properties of the input field
Here, we consider the case that n=10 artificial atoms
are equally spaced along the 1D infinite superconducting
microwave photonic crystal. To minimize the reflection
of the input field from the artificial atomic chain, we
choose the configuration ked=pi/2 [86, 87]. As shown in
Figs. 2(a) and 2(b), we calculate the transmission spec-
tra of the weak monochromatic coherent input field with
localization length L=4.1d for two choices of character-
istic strength V . As illustrated in Fig. 2(a), for V = 0
(i.e., a conventional superconducting transmission line),
we observe the electromagnetically induced transparency
phenomenon in the transmission spectrum. While for
V 6= 0, such as for the case V = 2.3Γ
0
shown in Fig.
2(b), some new sharp dips emerge in the transmission
spectrum, which arise from the long-range coherent in-
teractions between the artificial atoms.
In the following, we mainly focus on the minimum res-
onance frequency ωmin, since it may reveal rich behavior
of the long-range interactions. For simplicity, we adopt
|ωmin| instead of ωmin in our discussions, which does not
qualitatively influence the conclusions. As shown in Fig.
2(c), we plot |ωmin| as a function of the number n of the
artificial atoms coupled to the photonic crystal for dif-
ferent choices of the localization length L. The results
show that in the case L/d ≫ 1, |ωmin| scales linearly
with the number of the artificial atoms. In particular,
for infinite-range interaction such as L/d = 104, we con-
clude the relation |ωmin| ≈ nV . In fact, by diagonalizing
the last term of Eq. (2) for L/d→∞, we obtain (n− 1)
degenerate resonance energies zero and one resonance en-
ergy −nV . While, for finite-range interaction such as
L/d = 10, the frequency |ωmin| scales sub-linearly with
the number of artificial atoms. Moreover, for short-range
interaction such as L=d, the frequency |ωmin| almost re-
mains constant despite we increase the number of the
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FIG. 3: (a) The frequency |ωmin| as a function of the number
n of the artificial atoms calculated from Eq. (7) (asterisks)
and exact numerics (circles) for L = 104d (black), L = 102d
(red), L = 50d (blue) and L = 10d (green). (b) The frequency
|ωmin| versus the localization length L calculated from exact
numerics (blue dots), Eq. (7) (green down-triangles), and
Eq. (8) (black asterisks) with n = 10. Parameters: (a)-(b)
E = 0.0001
√
Γ
0
2vg
, V = 2.3Γ
0
, ked = pi/2, ∆c = 0, Ωc = 4Γ0 ,
Γ′e = 9.5× 10
−6Γ
0
, and Γ′s = 9.5× 10
−6Γ
0
.
superconducting artificial atoms, as shown in Fig. 2(c).
In addition, we also give the frequency |ωmin| versus the
characteristic strength V for different choices of the lo-
calization length L. Fig. 2(d) reveals that the frequency
|ωmin| scales linearly with the characteristic strength V
in all cases.
The above observation motivates us to present a simple
model for estimating the frequency |ωmin| with the pa-
rameters V , L, n. As shown in Figs. 2(a) and 2(b), the
minimum resonance energy ωmin arises from the long-
range interaction Hamiltonian
Hb = −V
n∑
j,k
e−|zj−zk |/Lσjsgσ
k
gs. (5)
Here, for brevity, we have ignored the phase factor, which
does not qualitatively change the conclusions. Intuitively,
for any two atoms j and k chosen from n artificial atoms,
we may sum over all possible cases for separations, and
get one energy A, i.e.,
A = −V
n−1∑
l=0
e−ld/L. (6)
Note that, here we include the term l = 0, which corre-
sponds to Stark shift experienced by an artificial atom
L/d j=1,  k=2 j=1,  k=10
10000 1.00 1.00
100 0.99 0.91
50 0.98 0.84
10 0.90 0.41
1 0.37 0.00
FIG. 4: The interaction strengths of the nearest two atoms
(j = 1, k = 2) and farthest two atoms (j = 1, k = 10) arising
from Eq. (5) with n = 10 for L = 104d, L = 102d, L = 50d,
L=10d and L=d. The numbers (in units of V ) in the second
and third columns retain two digits after the decimal point.
Here, we omit the minus sign in Eq. (5).
due to its own bound photon. Summing all the terms,
we easily obtain
|A| = V
ed/L − e−(n−1)d/L
ed/L − 1
. (7)
The result of this model agrees well with the exact nu-
merics shown in Fig. 2(d). That is, the frequency |ωmin|
calculated from exact numerics scales linearly with the
characteristic strength V for fixed number of the artifi-
cial atoms and localization length L of the bound states.
In the limit L≫ nd, using the approximation ex ≈ (1+x)
when x → 0, the energy |A| in Eq. (7) can be written
approximately as
|A| ≈ nV. (8)
It is consistent with the result |ωmin| ≈ nV by diagonal-
izing the long-range interaction Hamiltonian for infinite
localization length mentioned above. Consequently, with
this model, in the limit L≫ d, we may use the energy |A|
to estimate the frequency |ωmin| with system parameters
L, V , n and d.
To demonstrate the validity of our model, we compare
its results with exact numerics, as shown in Fig. 3(a). We
observe that this model agrees well with the exact numer-
ics in the limit L≫ d. While for finite localization length
L, such as L=10d, there is a difference between the two
results, and the frequency |ωmin| scales sub-linearly with
the number n of the artificial atoms in both cases. To ob-
tain the validity of the localization length L, we give the
results from our model and exact numerics as a function
of the localization length L, respectively, as shown in Fig.
3(b). We observe that, when L ≥ 102d in our system, this
simple model agrees well with exact numerics. In other
words, for a sufficiently large localization length L, one
may infer the characteristic strength V of the long-range
interactions from Eq. (8) for fixed number of the artifi-
cial atoms, by measuring the dip frequency |ωmin| in the
transmission spectrum.
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As shown in Fig. 4, with n = 10 and five choices of the
localization length L, we give the coupling strengths of
the nearest and farthest two artificial atoms arising from
the long-range coherent interactions in Eq. (5), respec-
tively. For simplicity, here we omit the minus sign in Eq.
(5), which does not influence the conclusions. In fact, the
interaction strength between two atoms is determined by
the overlap of their photonic envelopes with the atoms,
as shown in Fig. 1(a). Here, we take the case j = 1,
k=2 as an example for the nearest two atoms, and j=1,
k=10 for the farthest two atoms. The results reveal that,
for infinite-range interaction such as L=104d, the inter-
action strengths for the nearest and farthest two atoms
are almost the same, as shown in the second row of Fig.
4. While, when the localization lengths of the bound
states decrease gradually, the difference of the interac-
tion strengths between the two cases becomes obvious.
Specifically, for short-range interaction such as L=d, the
interaction strength between the nearest two atoms is
approximately 0.37V , while the interaction between the
farthest two atoms becomes very weak and negligible, as
shown in the last row of Fig. 4. In other words, for
finite localization length L, an atom can only exchange
an excitation with proximal atoms through its exponen-
tially decaying envelope of the bound state, but not with
the distant atoms. This causes the phenomenon that the
minimum resonance energy scales sub-linearly with the
number n of the artificial atoms for finite localization
length, as shown in Fig. 3(a).
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B. Two-photon correlation
The main feature of nonclassical light is that pho-
tons can be bunched or antibunched in time, which is
revealed via photon-photon correlation function g(2)(t)
(second-order coherence). For a steady state in our sys-
tem, the photon-photon correlation function g(2) of the
output field can be written as
g(2)α (τ)=
〈ψ|a†
α
(z)eiHτa†
α
(z)a
α
(z)e−iHτa
α
(z)|ψ〉
|〈ψ|a†
α
(z)a
α
(z)|ψ〉|2
, (9)
where α=T,R, and |ψ〉 represents the steady-state wave
vector.
Now, we turn to discuss the photon-photon correlation
function g(2)(t) of the transmitted (reflected) field for two
choices of the number n of the artificial atoms in the res-
onant case (∆ = 0), i.e., n = 10 and n = 20. Here, n
∆-type artificial atoms are equally spaced along the su-
perconducting microwave photonic crystal. As shown in
Fig. 5, we observe oscillation between bunching and an-
tibunching in both g
(2)
T and g
(2)
R for two cases, i.e., g
(2)
oscillates around the uncorrelated value 1. Differently,
for the transmitted field, initial bunching (g
(2)
T (0) > 1)
exists, and initial antibunching (g
(2)
R (0) = 0) is present
7for the reflected field. By comparing the first and sec-
ond rows of Fig. 5, we find that the amplitude of the
oscillation in g
(2)
R is stronger than that in g
(2)
T for both
n = 10 and n = 20. The time delay of the oscillation
in g
(2)
R is longer than that in g
(2)
T . Moreover, when we
increase the number n of the artificial atoms coupled to
the photonic crystal, we observe that the oscillation lasts
longer in both g
(2)
R and g
(2)
T . This can be concluded by
comparing the first and second columns of Fig. 5. The
results mentioned above suggest that our system may of-
fer an effective platform to explore the nonclassical light
in experiment.
C. The effects of imperfections
In above discussions, we have assumed that the cou-
pling strengths between the photonic crystal and arti-
ficial atoms are the same. While due to small experi-
mental imperfections, the coupling strengths are not ex-
actly equal in practical condition [81]. Here, we con-
sider that the inhomogeneous broadening of the cou-
pling strength is Gaussian with the probability density
ρ(δ) = 1
σ
√
2pi
exp(− δ
2
2σ2 ), where δ is the difference value
from the expected coupling strength Γ
0
, and σ denotes
the standard deviation to measure the width of the inho-
mogeneous broadening. As shown in Fig. 6(a), we give
the dip frequency |ωmin| obtained from exact numerics as
a function of the parameter σ. The results show that the
frequency |ωmin| is robust to the inhomogeneous broad-
ening of the coupling strength. In fact, as shown in Figs.
2(a) and 2(b), the frequency |ωmin| originates from the
long-range interaction term in Eq. (2). We conclude
that, although the coupling strengths between the pho-
tonic crystal and artificial atoms are not exactly equal in
experiment, our model is valid.
As mentioned above, the transitions |e〉 ↔ |s〉 of the
artificial atoms are driven by external microwave fields.
In practical superconducting microwave photonic crys-
tal systems, the phase of the external driving field for
each artificial atom may be different, which have been re-
garded to be identical in above sections. Here, we assume
that the external classical field driving the jth artificial
atom has a Rabi frequency Ωc and a phase φj , where Ωc
is regarded to be identical for all artificial atoms and φj
is randomly chosen from [0, η] in our calculations. As
shown in Fig. 6(b), we plot the dip frequency |ωmin|
calculated from exact numerics as a function of the pa-
rameter η. Evidently, the dip frequency |ωmin| is immune
to the phase of the external driving field. In other words,
our model remains valid even the phases of the driving
field for the artificial atoms are different.
In an infinite superconducting microwave photonic
crystal, the bound states can lead to permanent light
trapping. However, for a finite system, the dissipation of
the bound states exists. Considering this dissipation, the
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FIG. 7: The transmission spectra of the incident field as
a function of the detuning ∆/Γ0 for (a) γ/Γ0 = 0.001, (b)
γ/Γ0 = 0.01 and (c) γ/Γ0 = 0.1 when n = 10 artificial atoms
are equally spaced along the superconducting microwave pho-
tonic crystal. (d) The transmission Tdip at the minimum res-
onance frequency versus the dissipation rate γ of the bound
states. Parameters: (a)-(d) E = 0.0001
√
Γ
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Γ′s = 9.5 × 10
−6Γ
0
.
long-rang interaction Hamiltonian should be rewritten as
H
′
b = −(V +
iγ
2
)
n∑
j,k
(−1)|zj−zk |/de−|zj−zk |/Lσjsgσ
k
gs,(10)
where γ denotes the dissipation rate of the bound states,
assumed to be same for all the bound states. For an
infinite photonic crystal, γ = 0. For an finite system,
γ is proportional to the overlap of the bound states
with the edges of the structure, i.e., γ ∼ e−l/L, where
l is the length of the system. As shown in Fig. 7(a)-
7(c), we calculate the transmission spectra of the inci-
dent field for three choices of the dissipation rate, i.e.,
γ = 0.001Γ0, 0.01Γ0 and 0.1Γ0. We find that the exis-
tence of the minimum-energy dip is sensitive to the dis-
sipation rate of the bound states. For example, when we
change the rate γ from 0.001Γ0 to 0.1Γ0, the dip almost
disappears. In addition, to show this phenomenon more
clearly, we calculate the transmission Tdip at the mini-
mum resonance frequency as a function of the dissipation
rate γ, as shown in Fig. 7(d). The results reveal that, to
observe the minimum-energy dip, the dissipation of the
bound states should be strongly suppressed. In fact, for
a realistic superconducting photonic crystal [80, 81], the
dissipation rate is in the range of γ ≃ [20MHz−120MHz].
Thus, γ/Γ0 ≃ [6.0 × 10
−5 − 3.6 × 10−4], with which we
can observe the minimum-energy dip clearly in the trans-
mission spectrum.
8IV. EXPERIMENTAL FEASIBILITY
In this section, we discuss the experimental feasibil-
ity of our system. The phenomena and conclusions
mentioned above may be verified in recent experiments
[80, 81]. In their devices, a superconducting microwave
photonic crystal can be implemented by periodically al-
ternating sections of low and high impedance coplanar
waveguides. In the experiment reported by Sundaresan
et al. [81], two transmon qubits coupled to a supercon-
ducting microwave photonic crystal and widely tunable
on-site and inter-bound state interactions have been re-
alized. In their device, the two coplanar waveguide sec-
tions are designed to be dl = 7.8 mm, Zl = 124 Ω
and ds = 1.2 mm, Zs = 25 Ω. Under such condition,
the frequency of the second band edge is ω0/2pi = 7.8
GHz, and vp = 1.248 × 10
8 m/s. Each artificial atom
is individually tunable in frequency by a local flux bias
line, and the atomic resonance frequency is adjusted to
be ωsg/2pi = 7.73 GHz. Since L = d
√
α/δ (α is the
band curvature at the band edge), the localization length
L = 4.1d adopted in our simulations can be obtained
with α/2pi = 1.155 GHz. In fact, longer-range inter-
actions can be realized by reducing the detuning δ of
the artificial atom from the band edge. For example,
L ≃ [3.7d−22.2d] has been reported by Liu et al. [80]. In
addition, the free space emission rate of the state |s〉 (|e〉)
is Γ
′
s/2pi = 0.5 MHz (Γ
′
e/2pi = 0.5 MHz), and single-atom
coupling strength to the second band is g/2pi = 0.5275
GHz. Thus, the choices of the parameters in our numer-
ical calculations may be experimentally feasible, except
for the case L = 104d. In fact, this case (L = 104d) is
merely chosen as an idealized point of comparison. Be-
sides the transmon circuits, a ∆-type three-level artificial
atom can also be realized by a flux-based superconduct-
ing circuit [45]. Thus, to reach the ultrastrong-coupling
regime, the transmon in their devices can be replaced
by a flux qubit [88, 89]. Besides the method shown in
the two experiments [80, 81], there are other approaches
to realize superconducting microwave photonic crystals,
such as lumped element circuits and Josephson junction
arrays.
V. CONCLUSION
In conclusion, we have studied the transport proper-
ties of a ∆-type artificial atomic chain coupled to an infi-
nite superconducting microwave photonic crystal. In this
work, we take advantage of the superconducting quantum
circuits, which provide widely tunable artificial atoms
with long coherence times [90, 91]. Here, to reach the
strong-coupling or ultrastrong-coupling regimes, the ar-
tificial atomic chain can be realized by superconducting
transmon qubits [80, 81] or flux qubits [82, 83, 88, 89, 92].
In our system, we place the resonance frequency ωsg
of the transition |g〉 ↔ |s〉 inside the band gap, which
gives rise to the long-range coherent dipole-dipole inter-
actions between the artificial atoms. To probe the above
mechanism in many-body regime, we utilize the coupling
between the atomic transition |g〉 ↔ |e〉 and the sec-
ond band modes of the superconducting microwave pho-
tonic crystal. According to the phenomena concluded
from exact numerics, we present a simple model to esti-
mate the dip frequency with known system parameters.
The results reveal that our model agrees well with ex-
act numerics when the localization length is sufficiently
large. We also calculate the photon-photon correlation
function of the output field, and observe oscillation be-
tween bunching and antibunching for both transmitted
and reflected fields. Moreover, we analyze the influence
of a Gaussian inhomogeneous broadening of the coupling
strength, different phases of the external driving field for
the artificial atoms, and the dissipation of the bound
states on the dip frequency, respectively. We show nu-
merically that, the above conclusions still hold when the
coupling strengths between the photonic crystal and ar-
tificial atoms are not exactly equal and the phases of the
driving field for the artificial atoms are different in prac-
tical condition. With the dissipation rate of the bound
states in a realistic superconducting photonic crystal, we
can observe the minimum-energy dip clearly in the trans-
mission spectrum. That is, with our model, one may ac-
quire valuable system parameters by measuring the dip
frequency in the transmission spectrum, which opens up
a new avenue to explore the superconducting microwave
photonic crystal systems.
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