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Abstract
The existing results on controllability of multi-agents networks are mostly based on homoge-
neous nodes. This paper focuses on controllability of heterogeneous multi-agent networks, where
the agents are modeled as two types. One type is that the agents are of the same high-order dynam-
ics, and the interconnection topologies of the information flow in different orders are supposed to be
different. It is proved that a heterogeneous-topology network is controllable if and only if the first-
order information topology is leader-follower connected, and there exists a Laplacian matrix, which
is a linear combination of the Laplacian matrices of each order information, whose corresponding
topology is controllable. The other type is that the agents are of generic linear dynamics, and the dy-
namics are supposed to be heterogeneous. A necessary and sufficient condition for controllability of
heterogeneous-dynamic networks is that each agent contains a controllable dynamic part, and the in-
terconnection topology of the network is leader-follower connected. If some dynamics of the agents
are not controllable, the controllability between the agents and the whole network is also studied by
introducing the concept of eigenvector-uncontrollable. Different illustrative examples are provided
to demonstrate the effectiveness of the theoretical results in this paper.
keywords: Heterogeneous multi-agent networks; Controllability; Feedback gain; Leader-follower
connected.
1 Introduction
During the past few decades, control of networked systems has become a popular topic because of the
broad applications of networks in areas such as cognitive control of brain networks [1], network neuro-
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science [2], controllability of dynamical systems and neural networks [8, 9]. As a kind of common net-
works, multi-agent networks (MANs) have attracted attentions from many researchers. The distributed
coordination control of MANs has many practical applications, for example, flocking in biology groups,
unmanned aerial vehicle cooperative formation, and attitude adjustment of spacecrafts, to name a few.
Some basic and important issues were studied including consensus problem [3, 5, 6, 11], formation con-
trol [7], controllability and stabilizability [10, 12, 19], and observability [4], etc. In the following, this
paper takes MANs as a representative to discuss controllability of networks.
Controllability of MANs was proposed by Tanner for the first time in [13], where a necessary and
sufficient condition was presented using the Laplacian matrix and the corresponding eigenvalues. Af-
terwards, researches on multi-agent controllability divided into two directions, one of which is on the
necessary and/or sufficient conditions for controllability, while the other is on the methods to achieve
and maintain controllability. The investigations on controllability conditions varies in different mod-
els and topologies, e.g., Wang et al. studied controllability of MANs with high-order dynamic agents
and generic linear dynamic agents in [17], where they showed that controllability of these systems is
congruously determined by the interconnection topology. Ji et al. proposed a basic necessary condi-
tion named leader-follower connected topologies for controllability [15]. Following these works, Zhao
et al. generalized the results from the viewpoint of left eigenvectors of the graph Laplacians in [18].
Rahmani et al. provided some necessary conditions for controllability utilizing the equitable partition
of the interconnection topology [14]. In addition, other useful necessary and sufficient conditions were
obtained for controllability of some specific graphs, e.g., paths, cycles and grid graphs [20, 21], to name
a few. Besides, controllability of dynamic-edge multi-agent systems was proposed in [23], where PBH-
like conditions were provided. Except for investigating the conditions of controllability, several new
problems and properties were proposed for controllability. For example, controllability can be improved
and achieved via different methods, which lead to controllability improvement. Algorithms of selecting
proper leaders and adjusting edge weights to improve controllability were provided in [18], and protocol
design to achieve controllability was studied in [16]. In parallel, structural controllability was studied
under various models in [22, 25, 26, 28], where some necessary and sufficient conditions were also estab-
lished. Additionally, robustness of controllability and structural controllability were investigated subject
to failure of agents and communication edges, see [24, 27].
However, the existing results on controllability mainly focus on homogeneous dynamic agents. In
practice, for MANs, it is sometimes difficult to ensure that each agent has exactly the same dynamic.
Even if the agents share the same high-order dynamic, the interconnection topologies of the information
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flow in different order may possibly be different [29]. For these kinds of networks, we collectively call
them heterogeneous multi-agent networks. The study of controllability of heterogeneous MANs is just
in its early stage [12]. Especially, for second-order heterogeneous-topology networks, the investigations
only focused on consensus problems [29, 30], and to the best of our knowledge, controllability of high-
order networks with heterogeneous topologies has not yet been discussed.
Motivated by the above analysis, this paper studies controllability for heterogeneous multi-agent net-
works. The main contributions of this paper are summarised as follows: For high-order agent networks,
the investigation focuses on the relationship between controllability and the topologies of information
flow in different order. For generic-linear agent networks, since the agents may have different dimen-
sions, feedback of each agent is introduced for communication, and the controllability is studied via the
feedback gains. Necessary and sufficient graphic conditions are established for heterogeneous MANs to
be controllable (including two situations where the networks with high-order dynamic agents and with
different generic dynamic agents).
This paper is organized as follows: Section II introduces and proposes some basic concepts and
mathematic tools for this paper. Main results on controllability of heterogeneous MANs are obtained in
Section III. Numerical examples are provided in Section IV to illustrate the theoretical results. Conclu-
sions are drawn in Section V.
Notations : The set of n-dimensional real vectors is denoted by Rn and the set of m×n real matrices
is denoted by Rm×n. Matrix diag(a1,a2, · · · ,an) is the matrix with principal diagonals a1,a2, · · · ,an,
where ai ∈ Rni×ni , i = 1,2, · · · ,n. Denote (0, · · · ,0)T ,(1, · · · ,1)T ∈ Rn as 0n and 1n, respectively. Let
ei(n) represent the i-th column of the identity matrix In, and (n) is omitted without misunderstanding.
Let sp{L1,L2, · · · ,Lm} denote the matrix space {L|L = k1L1+k2L2+ · · ·+kmLm,ki ∈R, i= 1,2, · · · ,m}.
/0 represents the empty set and ⊗ represents the Kronecker product. S/T represents the set of all the
elements in S but not in T .
2 Preliminaries
2.1 Graph theory
An undirected graphG= (V,E) consists of a vertex set V= {v1,v2, · · · ,vn}, and an edge set E⊆V×V.
In graph G, ei j ∈ E if and only if e ji ∈ E, and vi, v j are said to be adjacent with each other. The neighbor
set of v j is denoted by N j = {vi ∈ V|(vi,v j) ∈ E}. The adjacency matrix of G is A(G) = (ai j) ∈ Rn×n,
where ai j > 0 is the weight of edge e ji (as well as ei j), and ai j = 0 if (v j,vi) /∈E. The Laplacian matrix of
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G is L(G) =D−A, D= diag(d1,d2, · · · ,dn) where dk =
n
∑
i=1,i 6=k
aki, k = 1,2, · · · ,n. IfG1, · · · ,Gm contain
the same number of nodes, then, the union graph of G1, · · · ,Gm is the graph whose adjacency matrix is
A(G1)+ · · ·+A(Gm).
2.2 Model formulation
Definition 1 For a linear system x˙=Ax+Bu, A∈Rn×n,B∈Rn×m, we call it {ξ1, · · · ,ξs}-uncontrollable
if:
1) ξ T1 , · · · ,ξ Ts are linearly independent left eigenvectors of A satisfying ξ Ti B = 0, i = 1,2, · · · ,s, and
2) For any left eigenvector of A, denoted as ξ˜ , satisfying ξ˜ T B = 0, it holds ξ˜ ∈ span{ξ1, · · · ,ξs}.
Specially, if the system is controllable, we also call it /0-uncontrollable.
If system x˙ = Ax+Bu, A ∈ Rn×n,B ∈ Rn×m is controllable, we say (A,B) is controllable for conve-
nience.
Example 1 Consider the linear system
x˙ =

1 2 0
1 1 1
2 1 0

︸ ︷︷ ︸
A
x+

0
−1
3

︸ ︷︷ ︸
B
u,
which is not controllable. The left eigenvectors of A corresponding to eigenvalue 3 are k(5,6,2)T , k 6= 0,
which are orthogonal to (0,−1,3)T . The other eigenvectors are not orthogonal to (0,−1,3)T . This
makes the system be {(5,6,2)T}-uncontrollable.
Proposition 1 For a {ξ1, · · · ,ξs}-uncontrollable linear system x˙= Ax+Bu, if ξ Ti1 , · · · ,ξ Tir share the same
eigenvalue of A, 1≤ r≤ s, then, for any linearly independent η1, · · · ,ηr satisfying η j ∈ span{ξi1 , · · · ,ξir},
j = 1,2, · · · ,r, the system is also Ξ-controllable, where Ξ= ({ξ1, · · · ,ξs}/{ξi1 , · · · ,ξir})∪{η1, · · · ,ηr}.
Proof 1 Let Θξ = (ξi1 , · · · ,ξir)T , Θη = (η1, · · · ,ηr)T , one obtains that there exists an invertible Q ∈
Rn×n such that Θη = QΘξ . Thus, it yields ΘηB = QΘξB = 0 and ΘηA = QΘξA = λQΘξ = λΘη ,
which means η1, · · · ,ηr are also left eigenvectors of A with the corresponding eigenvalue λ . Obviously,
η j, j = 1,2, · · · ,r are linearly independent to {ξ1, · · · ,ξs}/{ξi1 , · · · ,ξir}, therefore span{ξ1, · · · ,ξs} =
span{ξ1, · · · ,ξs}/{ξi1 , · · · ,ξir}∪{η1, · · · ,ηr}. According to Definition 1, the system is Ξ-uncontrollable.
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For multi-agent networks, information communication is based on distributed protocols and the in-
terconnection topologies are modeled as undirected graphs in this paper, i.e., if there is a connection
between two agents, the interconnection couplings between them are the same. The leader agents are
supposed to receive external input(s) while the follower agents only receive information from neighbor
agents. A multi-agent network is said to be controllable if for any initial state and any target state, the
target state can be reached within a finite time by proper external input(s). If an MAN is controllable, we
also say that the topology (of the network) is controllable. Next we introduce the most important concept
for the interconnection topologies of MANs in this paper, named “leader-follower connected”, which is
also a basic necessary condition for multi-agent controllability.
Definition 2 [15] An interconnection graph G is said to be leader-follower connected if for each con-
nected component of G, there exist at least one leader in the component.
3 Main results on preserving controllability
This section discusses controllability of heterogeneous multi-agent networks. In the first subsection,
agents in the network are modeled as the same high-order dynamic systems, but the interconnection
topologies of the information flow in different order are allowed to be different. In the second and
the third subsections, the agents are modeled as different generic-linear dynamic systems, whereas the
information interaction is under the same dimension.
3.1 Controllability of Heterogeneous-Topology MANs
For a high-order MAN, the dynamic of each agent is modeled as xi = x
(1)
i , x˙
(1)
i = x
(2)
i , · · · , x˙(m−1)i =
x(m)i , and x˙
(m)
i = ui, where ui is the control input and x
l
i is said to be the l-th order information, l =
1,2, · · · ,m, i = 1,2, · · · ,n. The control inputs are supposed to follow the consensus-based protocol:
ui =
m
∑
l=1
∑
j∈Ni
kia
(l)
i j (x
(l)
j − x(l)i )+uoi, where ali j is the interconnection coupling of the l-th order information
between xli and x
l
j, ki is the feedback gain, uoi ∈ R is the external control on the leader agent vi, and
5
uoi = 0 when vi is a follower. Then, the state of each agent is

x˙(1)i
x˙(2)i
...
x˙(m)i

=
 0m−1 Im−1
0 0Tm−1


x(1)i
x(2)i
...
x(m)i

+
 0m−1
1
( m∑
l=1
∑
j∈Ni
kia
(l)
i j (x
(l)
j − x(l)i )+uoi
)
.
(1)
Let x = (x(1)T , · · · ,x(m)T )T , where x(i) = (x(i)1 , · · · ,x(i)n )T . Then, summarize the compact form of the
high-order MAN as
x˙ =
 0m−1 Im−1
0 0Tm−1
⊗ In− em⊗ eT1 ⊗ k1L1
−·· ·− em⊗ eTm⊗ kmLm
)
x+ em⊗Buo,
(2)
where ei is the i-th column of Im, B = (ep+1, · · · ,en) ∈ Rn×(n−p), uo ∈ Rn−p.
Network (2) is said to be controllable if for any initial state x(t0) = x0 and target state x∗, there
exist a finite time T > t0, a control input uo, and k1, · · · ,km ∈ R such that x(T ) = x∗. We conclude the
controllability of Network (2) as follows.
Theorem 1 Network (2) is controllable if and only if there exists an L˜ ∈ sp{L1,L2, · · · ,Lm} such that
(L˜,B) is controllable and the topology corresponding to L1 is leader-follower connected.
Proof 2 Let Q =
 0m−1 Im−1
0 0Tm−1
⊗ In− em⊗ eT1 ⊗ k1L1 −·· ·− em⊗ eTm⊗ kmLm. Network (2) is con-
trollable if and only if there exist k1,k2, · · · ,km 6= 0 such that (Q,em⊗B) is controllable, which is to
say, no left eigenvector of Q is orthogonal to em⊗B. Suppose that Q has an eigenvalue λ with the
corresponding left eigenvector β T = [β T1 ,β T2 , · · · ,β Tm ], where βi ∈ Rn, i = 1,2, · · · ,m. Then one has

−k1β Tm L1 = λβ T1
β T1 − k2β Tm L2 = λβ T2
...
β Tm−1− k2β Tm Lm = λβ Tm .
(3)
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With simple transformation, one obtains

β Tm−1 = kmβ
T
m Lm+λβ
T
m
β Tm−2 = km−1β
T
m Lm−1+λkmβ
T
m Lm+λ
2β Tm
...
β T1 = k2β
T
m L2+λk3β
T
m L3+ · · ·+λm−2kmβ Tm Lm+λm−1β Tm .
(4)
Substituting (4) into the first equation in (3) yields
−λmβ Tm = k1β Tm L1+ · · ·+λm−2km−1β Tm Lm−1+λm−1kmβ Tm Lm
= β Tm (k1L1+λk2L2+ · · ·+λm−2km−1Lm−1+λm−1kmLm).
(5)
According to the PBH Test, Network (2) is controllable if and only if for all λ ∈Λ(Q), the corresponding
βm(λ ) 6= 0 satisfies β Tm B 6= 0. On one hand, if Network (2) is controllable, it means β Tm is a left eigenvector
of L˜ = k1L1 +λk2L2 + · · ·+λm−2km−1Lm−1 +λm−1kmLm for some λ and k1,k2, · · · ,km not all being 0.
Obviously L˜∈ sp{L1,L2, · · · ,Lm} and (L˜,B) is controllable, especially, when λ = 0, the left eigenvectors
of L1 corresponding to the eigenvalue 0 are not orthogonal to B, i.e., the topology corresponding to
L1 is leader-follower connected. On the other hand, if there exist k1,k2, · · · ,km not all being 0 such
that (L˜,B) is controllable, i.e., (5) holds for λ = 1 (here λ = 1 is not required to be an eigenvalue of
Q), then, for almost all 1 k1, · · · ,km ∈ R, (k1L1 + · · ·+ kmLm,B) are controllable. Therefore, there exist
k1,k2, · · · ,km 6= 0 such that for finite choices of λ 6= 0, (L˜,B) are all controllable, where L˜ = k1L1 +
λk2L2 + · · ·+λm−2km−1Lm−1 +λm−1kmLm. Meanwhile, when λ = 0, since the left eigenvectors of L1
corresponding to the eigenvalue 0 are not orthogonal to B, it means all the left eigenvectors of L˜, denoted
one of whom as β Tm (λ ), satisfy β Tm (λ )B 6= 0. Since β T can be calculated by (5), it also holds that
β T em⊗B 6= 0, i.e., Network (2) is controllable.
Remark 1 The necessary and sufficient condition for Network (2) to be controllable has two parts,
one is the existence of L˜ making (L˜,B) controllable, and the other is the topology corresponding to L1
being leader-follower connected. The second condition is not contained in the first one, and is therefore
important. As one can see, although the feedback gains k1, · · · ,kn affect the eigenvalues of Q, they do
not affect the 0 eigenvalue. When λ = 0, the only condition regarding the topologies on controllability
falls on the (left) eigenvectors of the eigenvalue 0 of L1. Physically, the request of the second condition
originates from the model x˙(m)i = ui, in which x
(1)
i is the information of the lowest order. Corresponding
1The choices of k1, · · · ,km have Lebesgue 1 in Rm.
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to the eigenvalue 0, only the information of the lowest order affects the controllability of the network. If
some of the agents cannot receive the lowest-order information from any leader, the lowest-order states
of the agents can not be completely controlled, which makes the network uncontrollable. However, for
the non-zero eigenvalues, the information in different orders can jointly affect the states of each order,
and one can make the network controllable by adjusting proper feedback gains.
Corollary 1 [17] For Network (2), if L1 = L2 = · · · = Lm , L, then, the network is controllable if and
only if (L,B) is controllable.
Proof 3 For the trivial case of L1 = L2 = · · · = Lm , L, one obtains sp{L1,L2, · · · ,Lm} = {kL|k ∈ R}.
On one hand, if (L,B) is controllable, the left eigenvectors of L are not orthogonal to B. Since L ∈
{kL|k ∈ R}, it can be declared that network (2) is controllable according to Theorem 1. On the other
hand, if the network is controllable, there exists a k 6= 0 such that when k1 = k2 = · · · = km = k, (k(1+
λ + · · ·+λm−1)L,B) is controllable, i.e., (L,B) is controllable.
Theorem 1 implies that the network can be controllable even if none of the interconnection topolo-
gies of each order information is controllable. This is because the information in different orders may
uniformly contribute to achieving controllability. Corollary 1 is a main result in [17]. However, Theorem
1 generalises it to the heterogeneous-topology situation. To verify the controllability of Network (2), we
provide a method via the union graph.
Proposition 2 1. Network (2) is controllable if the union graph of G1, · · · ,Gm is controllable and G1 is
leader-follower connected.
2. Network (2) is uncontrollable if the union graph of G1, · · · ,Gm is not leader-follower connected, or
G1 is not leader-follower connected.
Proof 4 1. If the union graph of G1, · · · ,Gm is controllable, it means (L˜,B) is controllable, where
L˜ = L1+ · · ·+Lm. Since G1 is leader-follower connected, by Theorem 1, Network (2) is controllable.
2. If the union graph of G1, · · · ,Gm is not leader-follower connected, for all k1, · · · ,km ∈ R, the corre-
sponding graph of L˜ = k1L1+ · · ·+ kmLm is not leader-follower connected, i.e., (L˜,B) is uncontrollable,
which makes Network (2) uncontrollable. IfG1 is not leader-follower connected, by Theorem 1, Network
(2) is not controllable.
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3.2 Controllability of Heterogeneous-Dynamic MASs
The heterogeneous-dynamic MANs are modeled as
x˙i = Aixi+biui, i = 1,2, · · · ,n,
where xi ∈Rmi ,Ai ∈Rmi×mi ,bi ∈Rmi . For simplicity, suppose that (Ai,bi), i= 1,2, · · · ,n are controllable
pairs (the uncontrollable situation will be discussed later), i.e., there exist invertible matrices T1, · · · ,Tn
such that
Ti

x˙i1
x˙i2
...
x˙imi

=
 0m−1 Imi−1
αi1 α˜i
Ti

xi1
xi2
...
ximi

+
 0m−1
1
ui, (6)
where
 0m−1 Imi−1
αi1 α˜i
= TiAiT−1i and
 0m−1
1
= Tibi. As one can see, when i 6= j, xi and x j may
have different dimensions. To ensure successful interaction between agents, different feedback gains are
required for each agent to unify the dimensions of information. Thus, the distributed protocol is designed
as ui =−αTi xi+ ∑
j∈Ni
ai j(β Tj Tjx j−β Ti Tixi)+uoi, where αi = (αi1, α˜Ti )T ,βi ∈ Rmi , i = 1,2, · · · ,n.
The compact form of Network (6) under the protocol is
x˜ = (Ω− L˜)x˜+(eρ1 , · · · ,eρr)uo, (7)
where ρ1 =
i1
∑
i=1
mi, · · · ,ρr =
ir
∑
i=1
mi, Ω= (ωT1 ,ωT2 , · · · ,ωTn )T , L˜ = (L˜T1 , L˜T2 , · · · , L˜Tn )T , ωi = eTi ⊗ 0m−1 Imi−1
0 0Tm−1
, L˜i = emi⊗ (li1, · · · , lin)⊗β Ti , i = 1,2, · · · ,n.
Network (7) is said to be controllable if for any initial state x(t0) = x0 and target state x∗, there exist
a finite time T > t0, a control input uo, and βi ∈ Rmi , i = 1,2, · · · ,n such that x(T ) = x∗. To investigate
controllability of network (7), the simplest single-leader case is firstly considered. The Laplacian matrix
of the interconnection topology is denoted to be L in the following.
Lemma 1 For an MAN, if there is only one leader (i.e., r = 1) and the interconnection topology is
connected, then for any selection of the single leader, there exists a K = diag(k1, · · · ,kn), ki ∈ R, i =
1,2, · · · ,n such that (LK,B) is controllable.
9
Proof 5 According to the PBH Test, (LK,B) is controllable if and only if for any µ ∈ C, rank(µI−
LK,B) = n. Since the interconnection topology is connected, the Laplacian matrix of the topology con-
tains only a single 0 eigenvalue. Suppose that LT = TΛ= T
 0 0Tm−1
0m−1 Λ¯
, where Λ¯= diag{λ2, · · · ,
λn}, T = (ξ1, · · · ,ξn). Denote 0 = λ1, obviously, λ2, · · · ,λn are all positive real numbers, and ξ1, · · · ,ξn
are the (left) eigenvectors corresponding to 0= λ1 < λ2≤ λ3≤ ·· · ≤ λn satisfying ξ Ti ξi = 1 and ξ Ti ξ j = 0
if i 6= j, which makes ξ1 = 1√n 1n. Considering that (µI − LK,B) = (µT T−1− TΛT−1K,T T−1B) =
T (µT−1−ΛT−1K,T−1B), one obtains rank(µI−LK,B) = rank(µT−1−ΛT−1K,T−1B), where T−1 =
T T .
Denote Q = (µT−1−ΛT−1K,T−1B), since B contains only one column, it follows that qi j = ξi j(µ −
λik j) if j ≤ n and qi,n+1 = ξil (here ξi j represents the j-th element of ξi). Next we prove that there
exist k1,k2, · · · ,kn such that for any µ ∈ C, Q is of full row rank. Denote Q¯ = (µ(ξ2, · · · ,ξn)T −
Λ¯(ξ2, · · · ,ξn)T K), if there exist i, · · · , i+ s such that λi = · · · = λi+s = λ˜ , then, for any selection of
k1 6= k2 6= · · · 6= kn 6= 0, one concludes that the i-th, · · · , (i+ s)-th rows of Q¯ are linearly independent for
all µ . Otherwise, obtain some (s+ 1) linearly independent columns of (ξi, · · · ,ξi+s)T , denoted as M =
(η1, · · · ,ηs+1), and M = (mh j)(s+1)×(s+1) is invertible. Consider Mµ = (mh j(µ − λ˜ki+ j−1))(s+1)×(s+1),
Mµ is not of full rank if and only if µ = λ˜ki+ j−1 for some 1 ≤ j ≤ s+ 1. However, when µ = λ˜ki+ j−1,
consider the other columns of (ξi, · · · ,ξi+s)T , if each of them is linearly dependent with the columns of
Mµ , since (ξi, · · · ,ξi+s)T 1n = 0, the ( j− 1)-th column is also linearly dependent with the columns of
Mµ , which makes a contradiction. Therefore, for any µ = λ˜ki+ j−1, there exists another column (denoted
to be the i0-th column) in (ξi, · · · ,ξi+s)T such that when the ( j− 1)-th column of M is replaced by this
column, M is also invertible. Selecting ki0 6= ki+ j−1 makes Q¯ of full row rank. This implies that for any
selection of k1 6= k2 6= · · · 6= kn 6= 0, the i-th, · · · , (i+ s)-th rows of Q¯ are linearly independent for all µ .
Similarly, it is straightforward to prove that for different eigenvalues λi1 , · · · ,λis , for any selection of
k1,k2, · · · ,kn 6= 0 satisfying λpki 6= λqk j, i, j = 1,2, · · · ,n, i 6= j, p,q ∈ {i1, · · · , is}, the i1, · · · , is-th rows
of Q¯ are linearly independent for all µ . Furthermore, one can prove that for any Λ, almost all selections
of k1,k2, · · · ,kn 6= 0 make Q¯ be always of full row rank for all µ . Since ξ T1 B 6= 0, one concludes that
there exists a K = diag(k1, · · · ,kn) such that rank(µI−LK,B) = n holds for all µ ∈ C, i.e., (LK,B) is
controllable.
Example 2 Consider an interconnection topology depicted in Figure 1, if agent 1 is the single leader,
(L,e1) is obviously uncontrollable. However, let K = diag(1,1,2,1), one can see that (LK,e1) is control-
lable.
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Figure 1: A graph with 4 nodes.
Corollary 2 If the interconnection topology of an MAN is connected, then almost all selections of K =
diag(k1, · · · ,kn) make (LK,B) be controllable for any leader(s).
Proof 6 According to the proof of Lemma 1, if the interconnection topology is connected, for any single
leader, almost all selections of K could make (LK,B) be controllable. Since the number of leaders is
finite, it can be also obtained that almost all selections of K could make (LK,B) be controllable for any
selection of a single leader. Since adding more leaders will never break the controllability, one concludes
that almost all selections of K = diag(k1, · · · ,kn) guarantee that for any selection of leaders, (LK,B) is
controllable.
Lemma 2 If the interconnection topology of an MAN is leader-follower connected, then there exists a
K = diag(k1, · · · ,kn) such that (LK,B) is controllable.
Proof 7 If the interconnection topology is connected, this is exactly Lemma 1. If the interconnection
topology contains r > 1 connected components, then one can properly reorder the identifiers of the agents
such that L = diag(L1, · · · ,Lr), B = diag(B1, · · · ,Br). Refer to the blocks of L, divide K into blocks K =
diag(K1, · · · ,Kr), one obtains that (LK,B) is controllable if and only if (diag(L1K1, · · · ,LrKr),diag(B1, · · · ,
Br)) is controllable, which holds if and only if (LiKi,Bi), i = 1,2, · · · ,r are controllable. However, ac-
cording to Lemma 1, since Li corresponds to a connected subgraph and Bi 6= 0, there exists a Ki such
that (LiKi,Bi) is controllable, i = 1,2, · · · ,r. Selecting Ki making (LiKi,Bi) be controllable ensures that
(LK,B) is controllable.
Lemma 3 If (Ai,bi), i = 1, · · · ,n are controllable, then Network (7) is controllable if and only if the
interconnection topology is leader-follower connected.
Proof 8 Suppose thatΩ−L˜ has an eigenvalue λ with the corresponding left eigenvector θT = [θT1 ,θT2 , · · · ,
θTm ], where θi = (θi1,θi2, · · · ,θimi−1,θimi)T ∈ Rmi , i = 1,2, · · · ,m. Specially, denote θimi = ηi and η =
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(η1, · · · ,ηn)T , one obtains that θT (Ω− L˜) = λθT . Furthermore, λθi,mi− j = θi,mi− j−1+ηTβi,mi− jli yields
θi,mi−1 = ληi−ηTβi,mi li
θi,mi−2 = λ
2ηi−ληTβi,mi lTi −ηTβi,mi−1lTi
...
θi,1 = λmi−1ηi−λmi−2ηTβi,mi lTi −·· ·−ηTβi,2lTi
λθi,1 = ηTβ11l1.
Therefore, ηT (ρ1l1,ρ2l2, · · · ,ρnln) = λm jηT , j = 1,2, · · · ,n, where ρi = βi1+λβi2+ · · ·+λmi−1βimi , i=
1,2, · · · ,n. This means Network (7) is controllable if and only if there exist ρ1, · · · ,ρn such that (L ·
diag(ρ1, · · · ,ρn),B) is controllable.
Sufficiency: If the interconnection topology of Network (7) is leader-follower connected, by Lemma 2,
there exists a K such that (LK,B) is controllable. Selecting βi1 = ki and βi j = 0, i= 1, · · · ,n, j= 2, · · · ,mi
makes (L ·diag(ρ1, · · · ,ρn),B) be controllable.
Necessity: If there exist ρ1, · · · ,ρn such that (L · diag(ρ1, · · · ,ρn),B) is controllable, it concludes that
L corresponds to a leader-follower connected graph. Otherwise, L = diag(L1, · · · ,Lr), Li ∈ Rni , i =
1,2, · · · ,r, n1+ · · ·+nr = n. Without loss of generality, suppose that the r-th connected component of the
interconnection topology contains no leader, i.e., the last r rows of B are all 0. Apparently, for any K,
LK contains a left eigenvector ζ T = (0Tn1 , · · · ,0Tnr−1 , ζ˜ T ), which satisfies ζ T B = 0. This contradicts that
there exist ρ1, · · · ,ρn such that (L ·diag(ρ1, · · · ,ρn),B) is controllable.
Theorem 2 Network (7) is controllable if and only if the following two conditions are satisfied simulta-
neously:
i) Matrix pairs (Ai,bi), i = 1,2, · · · ,n are all controllable, respectively;
ii) The interconnection topology of the network is leader-follower connected.
Proof 9 Sufficiency: Since matrix pairs (Ai,bi), i = 1,2, · · · ,n are all controllable, by Lemma 3, the
interconnection topology being leader-follower connected makes network (7) controllable.
Necessity: If (Ai,bi) is not controllable for some i, the state of agent i is uncontrollable, which makes the
whole network uncontrollable. Therefore, (Ai,bi), i= 1, · · · ,n must be controllable. According to Lemma
3, since Network (7) is controllable, the interconnection topology must be leader-follower connected.
Theorem 2 shows that Network (7) is controllable if and only if the agents’ dynamics are all con-
trollable and the interconnection topology is leader-follower connected. This means Network (7) can be
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controllable even if (L,B) is not controllable. Especially, if (L,B) is controllable, one can design the
feedback gains as follows.
Corollary 3 Suppose that (Ai,bi), i = 1, · · · ,n are controllable. If (L,B) is controllable, then selecting
β11 = β21 = · · ·= βn1 6= 0 and βi j = 0, i = 1,2, · · · ,n, j = 2,3, · · · ,mi makes Network (7) controllable.
Proof 10 Refer to the proof of Lemma 3, if β11 = β21 = · · ·= βn1 = q 6= 0 and βi j = 0, i= 1,2, · · · ,n, j =
2,3, · · · ,mi, ρ1 = ρ2 = · · · = ρn = q and it holds that ηT L = λ
m j
q η
T , j = 1,2, · · · ,n. This means that
when β11 = β21 = · · ·= βn1 6= 0, the controllability of Network (7) and (L,B) are equivalent. Therefore, if
(Ai,bi), i= 1, · · · ,n are supposed to be controllable, Network (7) is also controllable under this selection
of feedback gains.
The following corollary has appeared in [17], which can be directly obtained from Theorem 2 as a
special case.
Corollary 4 For Network (7), when A1 = A2 = · · ·= An , A, and b1 = b2 = · · ·= bn , b,
1) The network is controllable if and only if (A,b) is controllable and the interconnection topology is
leader-follower connected;
2) If it is required that β1 = · · ·= βn, then the network is controllable if and only if (A,b) is controllable
and (L,B) is controllable.
Proof 11 If A1 = A2 = · · · = An , A, and b1 = b2 = · · · = bn , b, then (Ai,bi), i = 1,2, · · · ,n all being
controllable is equivalent to (A,b) being controllable. By Theorem 2, the network is controllable if
and only if (A,b) is controllable and the interconnection topology is leader-follower connected; if β1 =
· · · = βn, by Corollary 3, the network is controllable if and only if (A,b) is controllable and (L,B) is
controllable.
Remark 2 Counter-intuitively, for the simple case that the agents are all of the first-order dynamic,
leader-follower connection is only a necessary condition, but it is both necessary and sufficient for the
general case, i.e., agents of heterogenous generic-linear dynamics. The reason of this difference relies in
the feedback gains β1, · · · ,βn. Actually, the effect of β1, · · · ,βn is to machining the state information of
each agent. Degenerate it to the simple case x˙= u, if one gives each agent an independent feedback gain
ki respectively, the protocol turns to be ui = ∑
j∈Ni
ai j(k jx j−kixi)+uo, and the compact form is summarized
as x˙ = −LKx+Buo. By Lemma 2, the network (with first-order dynamic agents) is controllable (for
almost all selections of K) if and only if the interconnection topology is leader-follower connected.
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To investigate controllability of heterogeneous MANs with uncontrollable nodes, controllability of
MANs with inhomogeneous dynamics should be firstly discussed. Compare the two models in Networks
(1) and (6), if m1 = m2 = · · · = mn = m and α1 = α2 = · · · = αn = 0 in (6), the two models are exactly
the same. Mathematically, the model of high-order dynamic agents with heterogeneous topologies is a
special case of the model of heterogeneous dynamic agents. Therefore, the inhomogeneous dynamic is
modeled for heterogeneous dynamic multi-agent networks. Consider the network
x˜ = (Ω− L˜)x˜+(ei⊗ b˜i)uo+ f (t), (8)
where f (t) = ( f1(t), · · · , fn(t))T , fi(t) = ( fi1(t), · · · , fimi(t))T , and fi j(t) is piecewise continuous, i =
1,2, · · · ,n, j = 1,2, · · · ,mi. We compare its controllability with that of Network (7).
Theorem 3 Controllability of Network (8) is equivalent to that of Network (7).
Proof 12 Consider the controllability of x˙ = Ax+Bu+ f (t), A ∈ Rn×n,B ∈ Rn×m, let x = x˜+ x¯ such
that ˙˜x = Ax˜+Bu and ˙¯x = Ax¯+ f (t). For any t > t0, it holds that x˜ = eA(t−t0)x˜0 +
∫ t
t0 e
A(t−τ)Bu(τ)dτ
and x¯ = eA(t−t0)x¯0 +
∫ t
t0 e
A(t−τ) f (τ)dτ . According to the definition of controllability, the network is con-
trollable if and only if for any x∗ ∈ Rn, there exists an input u such that x˜ = x∗− x¯. However, it is
equal to that for any x∗∗ ∈ Rn, there exists a control input u such that x˜ = x∗∗, i.e., (A,B) is control-
lable. Therefore, for network (8), it is controllable if and only if (Ω− L˜,ei⊗ B˜i) is controllable, which
means (L,B),(A1,B1), · · · ,(An,Bn) are all controllable. This implies that controllability of Network (7)
is equivalent to that of Network (8).
Corollary 5 Network (8) is Ξ-uncontrollable if and only if Network (7) is Ξ-uncontrollable, where Ξ=
{ξ1, · · · ,ξs}.
Proof 13 Network (8) is controllable if and only if (ei⊗ b˜i,(Ω− L˜)ei⊗ b˜i, · · · ,(Ω− L˜)m1+···+mnei⊗ b˜i)
is of full row rank, which is a necessary and sufficient condition for Network (7) to be controllable. This
implies that the controllability matrices of Networks (8) and (7) are exactly the same.
Theorem 4 For matrix pairs (Ai,bi), i = 1,2, · · · ,n, if they are {ξi1, · · · ,ξisi}-uncontrollable, respec-
tively, then Network (7) is {ξi j⊗ ei|i = 1, · · · ,n; j = 1, · · · ,si}-uncontrollable if and only if the intercon-
nection topology is leader-follower connected.
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Proof 14 Suppose that the controllability decomposition of x˙i = Aixi+biui is
 ˙¯xic
˙¯xic¯
=
 A¯ic A¯i
0 A¯ic¯
 x¯ic
x¯ic¯
+
 b¯ic
0
ui,
where A¯ic =
 0 Imi−si−1
−αi0 −αTi
 , b˜i = emi−si , i.e., (Ai,bi) is {ξi1, · · · ,ξisi}-uncontrollable, and there ex-
ists an invertible Qi ∈Rmi×mi such that Qi(ξi1, · · · ,ξisi) = (0, Isi)T . Apparently, {ξi j⊗ei|i = 1, · · · ,n; j =
1, · · · ,si} are linearly independent left eigenvectors of A satisfying ξ Ti b= 0, where A= diag(A1, · · · ,An),
b = diag(b1, · · · ,bn) and diag(Q1, · · · ,Qn) · diag(ξi1, · · · ,ξi,s1) = diag(0, Isi). For any left eigenvector of
A, denoted as ξ˜ , satisfying ξ˜ T b= 0, it holds that ξ˜ ∈ span{ξi j⊗ei|i= 1, · · · ,n; j = 1, · · · ,si}, otherwise,
diag(Q1, · · · ,Qn)ξ˜ /∈ span{e2(si), · · · ,esi(si)}, which means there exists at least one i such that (Ai,bi)
is not {ξi1, · · · ,ξisi}-uncontrollable. With the protocol ui = −αTi xi + ∑
j∈Ni
ai j(β Tj Tjx j−β Ti Tixi)+ uio, by
Theorems 2 and 3, one obtains that ˙¯xc = A¯cx¯c + A¯c¯x¯c¯ + b¯cu is controllable if and only if (A¯c, b¯c) is con-
trollable and the interconnection topology is leader-follower connected, where ˙¯xc = ( ˙¯x1c, ˙¯x2c, · · · , ˙¯xnc),
A¯c = diag(A¯1c, A¯2c, · · · , A¯nc), and u = (u1,u2, · · · ,un). Considering that Network (7) is {ξi j ⊗ ei|i =
1, · · · ,n; j = 1, · · · ,si}-uncontrollable if and only if ˙¯xc = A¯cx¯c+ A¯c¯x¯c¯+ b¯cu is controllable under the pro-
tocol, and (A¯c, b¯c) is controllable (which is proved), according to Definition 1, one declares that Network
(7) is {ξi j⊗ ei|i = 1, · · · ,n; j = 1, · · · ,si}-uncontrollable.
4 Examples
In this section, two examples are provided to illustrate the main results in this paper.
Example 3 Consider Network (2) with five third-order agents, i.e., x˙(3)i = ui, i = 1,2,3,4,5. Suppose
that the interconnection topologies of the first-order, second-order, third-order information are depicted
in Figures 2, 3 and 4, respectively. Obviously, if agent 1 is the single leader, none of the graphs is
controllable, even if Figure 2 is leader-follower connected. However, the union graph of them is given in
Figure 5, which is controllable. Actually, if one selects k1 = k2 = k3 = 1, the high-order network becomes
controllable.
Example 4 For Network (7) with heterogeneous dynamic agents, the interconnection topology is de-
picted in Figure 6. Suppose that the dynamics of the agents are x˙1 = u1, x˙2 =
 1 1
1 0
x2+
 1
1
u1,
15
Figure 2: The first-order information topology of
system (2).
Figure 3: The second-order information topology of
system (2).
Figure 4: The third-order information topology of
system (2).
Figure 5: The union graph of Figures 2, 3 and 4.
x˙3 =

1 0 0
1 1 0
1 2 1
x3 +

1
0
1
u1, respectively. Apparently, if agent 1 is selected as the leader, the
interconnection topology is leader-follower connected but


2 −1 −1
−1 1 0
−1 0 1
 ,

1
0
0

 is not con-
trollable. However, if the feedback gains are selected as β1 = 1, β2 = (2,0)T , β3 = (3,0,0)T , the network
becomes controllable. Therefore, the effect of β1,β2,β3 has two aspects. One is to make the agents able
to communicate with each other, and the other is actually to benefit achieving controllability. In addition,
if any of the two edges is broken, the network becomes uncontrollable immediately.
5 Conclusions
In conclusion, we considered controllability of heterogeneous multi-agent networks. The main results
in this paper provided graphic necessary and sufficient conditions on controllability of heterogeneous-
Figure 6: A graph with 3 nodes.
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topology networks and heterogeneous-dynamic networks. For an MAN with high-order dynamic agents,
it is controllable if and only if there exists a Laplacian matrix, which is a linear combination of the
Laplacian matrices of each order information, whose corresponding topology is controllable, and the
topology corresponding to the first-order information should be leader-follower connected. For an MAN
with different generic-linear dynamic agents, the necessary and sufficient condition for controllability of
the network is that each agent contains a controllable dynamic and the interconnection topology of the
network is leader-follower connected. All the results in this paper are suitable for weighted topologies
and multiple leaders.
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