Abstract. This paper is concerned with the null controllability of systems governed by semilinear parabolic equations. The control is exerted either on a small subdomain or on a portion of the boundary. W e p r o ve that the system is null controllable when the nonlinear term f (s) grows slower than s log jsj as jsj ! +1.
and a positive n umber T are given. We will use the following notation: Q = (0 T ), = @ (0 T ), H = L 2 ( ) j:j and (: :) will stand for the usual norm and scalar product in H, respectively C will denote a generic constant.
In this paper, we consider systems of the form It will be said that (1.1) is null controllable if there exists a control v 2 L 2 (0 T H) such that the corresponding initial-boundary problem possesses a solution y 2 C 0 (0 T H) with y(T) = 0. In other words, if the set R(y 0 T) formed by all reachable states at time T satis es R(y 0 T) 3 0.
Of course, the existence of a solution to (1.1) de ned in the whole interval 0 T ] is not assured for arbitrary y 0 and v, unless something is imposed to f. H o wever, for the functions f considered below, at least local existence holds.
During the last years, the null controllability of systems governed by p a rabolic PDE's has been intensively studied. Nowadays, the situation seems to be the following:
and L. Robbiano. It connects null controllability to the observability through O (0 T ) of the solutions to the adjoint s y s t e m In the particular case a = 0, a proof of (1.3) is given in 8] (see also 9]). A second approach , d u e t o A . V . F ursikov and O. Yu. Imanuvilov, is based on some global Carleman's inequalities that can be deduced for the solutions to (1.2) (and lead in particular to (1.3) ). This method can be applied to quite general linear parabolic problems and provides a control v such that y(T) = 0 and y is of minimal norm (see 5] , 3]).
It will be revisited below, in section 5. where f is as before and 1 is the characteristic function of . W e will say that (1.5) is null controllable if there exists h such that the corresponding initial-boundary problem possesses a solution y 2 C 0 (0 T H) satisfying y(T) = 0 .
As for system (1.1), the existence of a global solution to (1.5) is not always assured. Moreover, the sense in which a function y can solve (1.5) has to be speci ed for general h 2 L 2 ( ). Nevertheless, we will work with appropriate functions f and we will nd control functions h which are regular enough to guarantee that (1.5) can be solved (at least) in the usual weak sense.
Again, under condition (1.4), system (1.5) is null controllable (cf. 6] see also 1] for the case of Neumann boundary controllability). It is also true that, for superlinear nonlinearities, (1.5) is not null controllable in general.
Consequently, it is also natural to study the case in which jf(s)j grows superlinearly but slower than all jsj r .
2. The main results and some remarks In this paper, we prove that systems (1.1) and (1.5) are null controllable when y 0 2 C 0 ( ) and the behavior of f(s) a s jsj ! 1 is, at most, almost critical. More precisely, one has: f(x t s) s log jsj = 0uniformly in (x t) 2 Q. Furthermore, a nonvanishing additional term F = F(x t) can be put in the left in the equations in (1.1) and (1.5). The above results will still be true provided F is su ciently small near t = T. Then, using (2.1) and some speci c properties of linear parabolic equations, we will see that Schauder's theorem can be applied. f(s) s for s 6 = 0 f 0 (0) at s = 0 :
Then, in view of assumption (2.1), one has: 8 > 0 9C such that jg(s)j C + jlog jsjj 8s 2 R: (3.2) For each y 2 Y , w e consider the following null controllability problem 8 < : @ t w ; w + g(y)w = ; 0 (t)z(x t y) in Q w = 1 h on w(0) = 0 w(T) = 0 : Our aim is to nd a xed-point i n Y of the mapping y 7 ! (y). Obviously, if we are able to prove t h a t s u c h a xed-point exists, theorem 2.2 will have been demonstrated (at least when f is C 1 in (;1 1) and y 0 2 C 0 ( )).
First, we will show that the mapping y 7 ! (y) i s w ell de ned and, also, that it maps a ball of Y into itself. We need the following elementary result: Lemma 3. (3.6) We will also use the following result, whose proof is given in section 5: Lemma 3.2. To e ach couple fa kg, w i t h a k 2 Y such that k = 0for 0 < t < band T ; b < t < T one can assign a solution fw hg to the null linear controllability problem 8 < :
Here, the constant C can depend on , , T and b, but not on k.
Remark. Lemma 3.2 will also be used in section 4, for the proof of theorem 2.1. It remains true under more general conditions on k. We deduce that, for some , all functions (y) belong to C 0 =2 (Q). Combining (3.12) with (3.11), we also deduce that, for some M 2 (again increasing with respect to its last argument), one has: it is not di cult to see using (2.1) that 8 > 0 9C such that jg n (s)j C + jlog jsjj 8s 2 R 8n 1:
Consequently, one has ky n k Y Const. (use the corresponding estimates (3.11)). Notice that y n can be written in the form y n = z n + w n , where z n is uniformly bounded in L 2 (0 T H 1 0 ( )) \ Y and @ t z n is uniformly bounded in L 2 (0 T H ;1 ( )), see (3.5) and (3.6). w n can be estimated as in (3.10).
Hence, it can be assumed that y n converges strongly in L 2 (Q) and a.e. and 1 h n converges (at least) weakly in L 2 (0 T H 3=2 (@ )). We can thus take limits in (3.13) as n ! 1 and obtain (1.5) together with the equality y(T) = 0. This proves theorem 2.2.
4. The proof of the internal controllability result In this section, we will prove theorem 2.1. As in the previous section, we will rst assume that f is C 1 i n t h e o p e n i n terval (;1 1) and y 0 2 C 0 ( ) for some 2 (0 1). Again, we will use the function g given by ( 3 . 1 ) .
We will introduce a mapping y 7 ! ( In order to prove the same result in the general case, we c a n a r g u e a s i n section 3. Thus, introducing the functions f n and y n 0 , w e nd for each n 1 a couple fy n v n g satisfying 8 < :
@ t y n ; y n + f n (y n ) = 1 O v n in Q y n = 0on y n (0) = y n 0 y n (T) = 0 (4.6) and ky n k Y Const. kv n k L 2 (0 T H ) Const. Hence, it can be assumed that y n converges strongly in L 2 (Q) and a.e. and 1 v n converges (at least) weakly in L 2 (Q). Taking limits in (4.6), we obtain (1.1) and y(T) = 0. This proves theorem 2.1.
The proof of lemma 3.2
We will rst analyze a null controllability problem, similar to (3.7), in a suitable larger domain G (0 T ). We will present an argument, taken from 5] and 3], which leads to a function e w that solves this problem in a generalized sense. Then, we will assign to e w a couple fw hg satisfying (3.7) and we will check that (3.8), (3.9) and (3.10) are satis ed. Accordingly, the proof will be divided in several steps.
Step 1: The analysis of an auxiliary p r oblem { Let and Here (and also in the sequel), @ n stands for the outward normal derivative.
Lemma 5.1 is proved in 6] ( s e e 1 ] for another similar but di erent result). Let us introduce the space Z 0 = f q 2 C 2 (G 0 T ]) q = 0 o n e , @ n q = 0 o n e 1 g:
We will need a second lemma:
There e x i s t s a p ositive function (which is of class C 2 in the set G (0 T ) and depends only on G, S 1 and T) a n d t h e r e exist constants s (G S 1 T kak Y ) and C (G S 1 T ) such that the following inequalities hold for all s s and for all q 2 Z 0 : ;2s (@ t p + p ; e ap)(@ t q + q ; e aq) is a scalar product in Z 0 . Let Z be the completion of Z 0 for ]. If q 2 Z, the functions ;2s t (T ; t)j@ t qj 2 , ;2s t (T ; t)j qj 2 , etc. are integrable and where C only depends on G, S 1 , T and b. In the next step, it will be
shown that e w is a generalized solution to a null controllability problem (in G (0 T )).
Step (from the de nition of e w). Hence, e w(0) = e w(T) = 0 i n H ;1 (G) (it was reasonable to expect something like this, since e w is the product of ;s by a function of L 2 (G (0 T ))).
Furthermore, e w = 0 o n e 0 = S 0 (0 T ) in an appropriate sense. Indeed, one has: e w 2 L 2 (G (0 T )) and e w 2 H ;1 (0 T L 2 (G)), whence e w possesses a trace in H ;1 (0 T H ;1=2 (@G)). 2 @ t e w ; e w + e a(x t) e w = e k(x t) in G (0 T ) e w = 0on e 0 e w(0) = 0 and e w(T) = 0in G:
Step Since w is the restriction to Q of the function e w 1 , w e h a ve actually proved (3.8), (3.9) In this section, k kand (( )) will stand for the norm and the scalar product in L 2 (G (0 T )), respectively. W e will use the standard convention for the sum of repeated indices. Furthermore, all integrals below are extended to G (0 T ) (unless otherwise speci ed).
We will denote by A and C generic constants which can depend only on the data G, S 1 and T. In our argument, other (speci c) constants 1 The author is indebted to J.-P. Puel and E. Zuazua for several fruitful discussions.
