Power utility maximization under partial information: Some convergence results  by Covello, D. & Santacroce, M.
Stochastic Processes and their Applications 120 (2010) 2016–2036
www.elsevier.com/locate/spa
Power utility maximization under partial information:
Some convergence resultsI
D. Covelloa, M. Santacroceb,∗
a Dipartimento di Matematica, Universita` di Genova, Italy
b Dipartimento di Matematica, Politecnico di Torino, Italy
Received 6 September 2009; received in revised form 14 April 2010; accepted 23 May 2010
Available online 4 June 2010
Abstract
In this paper we consider the power utility maximization problem under partial information in a
continuous semimartingale setting. Investors construct their strategies using the available information,
which possibly may not even include the observation of the asset prices. Resorting to stochastic filtering,
the problem is transformed into an equivalent one, which is formulated in terms of observable processes.
The value process, related to the equivalent optimization problem, is then characterized as the unique
bounded solution of a semimartingale backward stochastic differential equation (BSDE). This yields a
unified characterization for the value process related to the power and exponential utility maximization
problems, the latter arising as a particular case. The convergence of the corresponding optimal strategies is
obtained by means of BSDEs. Finally, we study some particular cases where the value process admits an
explicit expression.
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1. Introduction
We consider an incomplete financial model, consisting of a bond and a risky asset with
a continuous semimartingale (returns) dynamics. In this setup we address the problem of
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maximization of the expected utility from terminal wealth, assuming that the flow of observable
events does not contain all market information. We refer to this situation as partial information,
but in contrast to most papers dealing with restricted information, we will assume that the agents
might not observe all information coming from the traded asset. This assumption is well justified
from a practical point of view since the investors often need to take decisions with information
gaps or delays. Besides, from a mathematical point of view, such a situation is more complicated
to handle.
In this paper we deal with the issue of finding the best investment strategy, when trading takes
place on a finite interval [0, T ] and, moreover, the quality is measured by the expected power
utility of its terminal wealth. A filtration G smaller than the one of the full market A represents
the information available to the investor.
Let R denote the process of returns associated to the risky asset, S the price process, i.e. dSt =
St dRt , and let pi represent the proportion of wealth invested in the asset. Suppose the non-risky
investment pays no interest. Xpit = x +
∫ t
0 X
pi
u piudRu describes the wealth process, which starts
from an initial capital x and evolves according to the self-financing strategy pi . Since Xpit can be
written in exponential form, in mathematical terms, the problem can be stated as follows
maximize E
[
x pE pT (pi · R)
p
]
over all pi ∈ Π (G), (1)
where Et (X) denotes the Dole´ans–Dade exponential of X and Π (G) a certain class of G adapted
strategies to be subsequently defined.
Utility maximization problems under partial information have been considered under various
setups in the literature. Mainly, (see, e.g., [12,9,21,25]) the problem was studied for market
models where only stock prices are observed, while the drift cannot be directly observed,
i.e. under the hypothesis F S ⊆ G.
We include the case when the flow of observable events G does not necessarily contain
all information on prices of the underlying asset, i.e., when S, as well as R, is not a
G-semimartingale in general. Such an approach, in the context of exponential and mean variance
hedging, was considered respectively in [14] and [16] (see also [23,4,20] for the mean variance
hedging problem under partial information). We show that the initial problem (1) is equivalent
to another maximization problem written in terms of the filtered terminal wealth. The main
contribution of this paper is twofold: first it solves the problem of partial information for
power utilities giving an explicit expression for optimal strategies; such a result is obtained
by characterizing the value process related to the equivalent problem in terms of a backward
stochastic differential equation (BSDE). This provides a unified characterization for both
problems (power and exponential, see [14,6] for related results). Second, the convergence of the
optimal strategies related to the power utility problem to the one of the exponential is established;
this is achieved exploiting some kind of monotonicity properties of the solutions of the BSDEs.
In the case of full information, resorting to duality, the analogue convergence of strategies
was derived in [1,11] considering continuous semimartingales and Le´vy processes, respectively.
The paper is organized as follows. Section 2 lays out the model and describes the main result
of the paper. In Section 3 we find a characterization of the value process in terms of a BSDE
with quadratic growth, whereas in Section 4 the convergence of the optimal strategies is studied.
In Section 5 we give another characterization of the value process and use it to examine some
extreme cases which admit explicit solution. Moreover, as an illustration, we also consider a
diffusion market model.
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2. Model setup and main results
In this section we introduce the model, discuss the assumptions and summarize the main
results without proofs.
The market consists of a bond and a risky asset, whose returns’ dynamics is described by
a continuous semimartingale R = (Rt , t ∈ [0, T ]) defined on a filtered probability space
(Ω ,A ,A = (At , t ∈ [0, T ]), P), satisfying the usual conditions, where A = AT and T < ∞
is a fixed time horizon.
Suppose the interest rate to be equal to zero and the asset returns process to satisfy the structure
condition, i.e., the process R admits the decomposition
Rt = R0 + Nt +
∫ t
0
λud〈N 〉u, 〈λ · N 〉T <∞ a.s., (2)
where N is a continuous A-local martingale and λ is a A-predictable process.
The filtration G smaller than A
G t ⊆ At , for every t ∈ [0, T ]
represents the investors’ information flow. Hence, strategies have to be constructed using only
G.
We express the strategy in terms of monetary units, namely pi denotes the proportion of wealth
invested in the risky asset and, since R is the process of returns, the wealth process related to the
self-financing strategy pi starting from the positive initial capital x is
Xpit = x +
∫ t
0
Xpiu piudRu = xEt (pi · R).
The class of admissible strategies Π˜ (G) is a certain class of G-predictable processes, which will
be shortly specified, such that (Xpit = xEt (pi · R), t ∈ [0, T ]) is well defined.
We consider standard power utility functions U (x) = x pp with relative risk aversion parameter
1 − p (where either p < 0 or 0 < p < 1) defined for x ∈ R+ and the related expected utility
maximization problem under partial information (1).
It is worth pointing out that, if F R ⊆ G, problem (1) is equivalent to
maximize E
[
(x + ∫ T0 p˜it dRt )p
p
]
over all p˜i ∈ Π˜ (G), (3)
where the class of admissible strategies Π˜ (G) is a suitable class of G-predictable R-integrable
processes, representing the amount of money invested in the asset. Note that F R coincides with
the filtration generated by the asset price process previously denoted by F S .
If F R 6⊆ G, in general, problems (1) and (3) are not equivalent and they should be solved
separately. On the other hand, if we would like to solve problem (3) for the class of strategies p˜i
such that p˜i
X p˜i
is G-adapted, then we could obtain the solution by solving (1).
One may even conjecture that it is possible to find an equivalent problem for (3), expecting the
solution of this equivalent problem to be related to a forward–backward equation (like in [17]).
Let us return to problem (1), which enables to obtain a unified characterization for the
solutions of the power and exponential utility maximization problems and, moreover, by studying
some monotonicity properties of the solutions, to show the convergence of the corresponding
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optimal strategies as p → −∞. Given we aim at studying the limiting behavior for p → −∞,
we focus more closely on the case p < 0. However, the same results can be proved in a similar
fashion for the case 0 < p < 1, apart of some differences we will point out in Section 3.
Without loss of generality we will take x = 1 and consider the optimization problem for
p < 0 (respectively 0 < p < 1)
minimize (maximize) E
[
E pT
(∫ .
0
piudRu
)]
over all pi ∈ Π (G). (4)
The class of admissible strategies is defined by
Π (G) = {pi : G − predictable, pi · M ∈ BMO(F)}; (5)
where F denotes an additional filtration F = (Ft , t ∈ [0, T ]), which is the augmented filtration
generated by G and the returns process R, and, BMO(F) stands for the class of F-martingales
which belong to BMO (see, e.g., [10] for definition and properties of BMO martingales). We
introduce also the wider class of F-adapted strategies
Π (F) = {pi : F − predictable, pi · M ∈ BMO(F)}.
The martingale M appearing in the previous classes of strategies represents the martingale in the
F-decomposition of R.
More precisely, since the process R is also a F-semimartingale, we can write the canonical
decomposition of R with respect to the filtration F , which is of the form
Rt = R0 +
∫ t
0
λ̂Fu d〈M〉u + Mt , (6)
where λ̂Fu denotes the F-predictable projection of λ and
Mt = Nt +
∫ t
0
[λu − λ̂Fu ]d〈N 〉u (7)
is a F-local martingale. Besides, 〈M〉 = 〈N 〉 and these brackets are F R-predictable.
Let us consider the following assumptions:
(A) 〈M〉 is G-predictable and d〈M〉t dP a.e. λ̂F = λ̂G , hence for each t
E(λt |F Rt− ∨ G t ) = E(λt |G t ), P − a.s. (8)
(B) any G-martingale is a F-local martingale,
(C) the filtration G is continuous,
(D) for any G-local martingale m(g), 〈M,m(g)〉 is G-predictable.
Before proceeding, some remarks on conditions (A)–(D) are in order. It is apparent, that if
F R ⊆ G, then G = F and conditions (A), (B), (D) are satisfied. Condition (B) is satisfied if and
only if the σ -algebras F Rt ∨G t and GT are conditionally independent given G t for all t ∈ [0, T ]
(see Theorem 9.29 in [8]). Recall that Condition (C) means that all G-local martingales are
continuous. Under condition (B) the continuity of F implies the continuity of G, but not vice
versa. So, the filtration F may be not continuous in general.
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From now on, we use Ŷt to denote the G-optional projection of Yt , E(Yt |G t ). Under condition
(A), R admits the decomposition
Rt = R0 +
∫ t
0
λ̂ud〈M〉u + Mt , (9)
where λ̂t = λ̂G . Moreover, condition (A) implies that
R̂t = E(Rt |G t ) = R0 +
∫ t
0
λ̂ud〈M〉u + M̂t (10)
with M̂t denoting the G-local martingale E(Mt |G t ).
Under the assumptions (A)–(D), we show in Proposition 1 that the optimization problem (4) is
equivalent to
minimize (maximize) E
[
E pT
(∫ .
0
piudR̂u
)
exp
{
p(p − 1)
2
∫ T
0
pi2u (1− κ2u )d〈M〉u
}]
(11)
over all pi ∈ Π (G), where κ2t = d〈M̂〉td〈M〉t .
Problem (11) is written in terms of observable processes and can be handled using full
information techniques. By dynamic programming, we can find an optimality principle in a
standard manner and derive a BSDE for the value process.
To show the existence of a solution of this equation, we use a recent existence result of [24]
(see also [19]) on BSDEs with quadratic growth and driven by martingales. To achieve this, we
will assume
(E)
∫ T
0 λ̂
2
t d〈M〉t ≤ C˜, P-a.s.
Hence, we prove (Theorem 1) that the value process V (p) related to (4) is a G-submartingale
(respectively supermartingale, if 0 < p < 1) and we characterize it as the unique bounded
positive solution of the following BSDE:
Yt = Y0 − p2(1− p)
∫ t
0
Yu
(̂
λu + ψuκ
2
u
Yu
)2
d〈M〉u +
∫ t
0
ψudM̂u + L t , YT = 1 (12)
with L a G-local martingale such that 〈M̂, L〉 = 0. Moreover, the optimal strategy is of the
following form
pi∗t = (1− p)−1
(̂
λt + ψtκ
2
t
Yt
)
.
In [14], the value process for the exponential problem was shown to satisfy the BSDE (12)
for q = pp−1 = 1. This suggests that, in our setup, we can give a unified characterization to the
power/exponential utility maximization problems, similarly to [15], where, in the context of full
information, BSDEs are used to derive the convergence of martingale measures.
We study the family of BSDEs and prove a suitable monotonicity result (Proposition 2), which
leads to derive the convergence of the strategies. More precisely, in Corollary 3, we show that
the G martingales q1−qpi
∗(q) · M̂ converge in BMO norm to pi∗(1) · M̂ , where pi∗(q) and pi∗(1)
denote the optimal strategies for the power and exponential utility maximization problems in
partial information, respectively.
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3. Backward stochastic differential equation for the value process
We state here some results from the general theory of stochastic processes, which are related
to filtering theory (for a complete treatment we refer to [8]). See also [3,13], for notions in
martingale theory.
It is possible to show (see, e.g., Proposition 2.2 of Mania et al. (2007)), that, under conditions
(A)–(C), the process M̂t = E(Mt |G t ) admits the representation
M̂t =
∫ t
0
E
(
d〈M,mG〉u
d〈mG〉u
∣∣∣∣Gu)dmGu + LGt ,
where mG is any G-local martingale and LG is a G-local martingale orthogonal to mG . In
particular, if condition (D) is also satisfied, then
M̂t =
∫ t
0
d〈M,mG〉u
d〈mG〉u dm
G
u + LGt , (13)
and
〈M,mG〉t = 〈M̂,mG〉t . (14)
Moreover, if conditions (A)–(D) are satisfied, from (13) and (14) we have that for any
pi ∈ Π (G)
E(Et (pi · M)|G t ) = Et (pi · M) = Et (pi · M̂). (15)
See Lemma 2.2 and Corollary 2.3 in [14], for the proof.
Under the hypotheses (A)–(D), we show the equivalence between (11) and the original
problem (4).
Let p < 0, but note that the same result will hold for the case 0 < p < 1, and introduce the
value process of problem (11):
Vt (p) = ess inf
pi∈Π (G)
E
[
E ptT (pi · R̂) exp
{
p(p − 1)
2
∫ T
t
pi2u (1− κ2u )d〈M〉u
} ∣∣∣∣G t] , (16)
where we use the notation EtT (X) = ET (X)Et (X) .
Proposition 1. Let conditions (A), (B), (C) and (D) be satisfied. Then, problems (4) and
(11) are equivalent. Moreover, for any pi ∈ Π (G)
E[E ptT (pi · R)|G t ] = E[E ptT (pi · R̂)e
p(p−1)
2
∫ T
t pi
2
u (1−κ2u )d〈M〉u |G t ].
Proof. From the equality
E pt (pi · R) = Et
(
ppi · R + p(p − 1)
2
〈pi · M〉
)
it follows that
E[E ptT (pi · R)|G t ] = E[EtT (ppi · R)e
p(p−1)
2
∫ T
t pi
2
u d〈M〉u |G t ].
Using successively decomposition (9), condition (A), equality (15) applied to the strictly positive
G-local martingale {E(Est (ppi · M)|G t ), t ≥ s} with s ∈ [0, T ], decomposition (10) of R̂ and
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the equality κ2t = d〈M̂〉t/d〈M〉t , we have
E[EtT (ppi · R)e p(p−1)2
∫ T
t pi
2
u d〈M〉u |G t ]
= E[ep
∫ T
t piudMu− p
2
2
∫ T
t pi
2
u d〈M〉u+ p(p−1)2
∫ T
t pi
2
u d〈M〉u+p
∫ T
t piu λ̂ud〈M〉u |G t ]
= E[EtT (ppi · M)e p(p−1)2
∫ T
t pi
2
u d〈M〉u+p
∫ T
t piu λ̂ud〈M〉u |G t ]
= E[E(EtT (ppi · M)|GT )e p(p−1)2
∫ T
t pi
2
u d〈M〉u+p
∫ T
t piu λ̂ud〈M〉u |G t ]
= E[EtT (ppi · M̂)e p(p−1)2
∫ T
t pi
2
u d〈M〉u+p
∫ T
t piu λ̂ud〈M〉u |G t ]
= E[EtT (ppi · R̂)e p(p−1)2
∫ T
t pi
2
u d〈M〉u |G t ]
= E[E ptT (pi · R̂)e
p(p−1)
2
∫ T
t pi
2
u (1−κ2u )d〈M〉u |G t ],
which implies the equivalence of (4) and (11). 
Remarks. (i) We underline that κ2 ≤ 1 (see, e.g., Lemma 2.1 in [17]). If κ2t = 1 for all t we
recover the case F R ⊆ G and we have that M = M̂ is a G-local martingale (for a proof we
refer to Corollary 2.2 in [17]). Therefore, assuming κ2 = 1 and condition (C), the original
problem (4) is already written in terms of G-adapted processes.
(ii) Recall definition (5) ofΠ (G). Note that if pi ∈ Π (G), then pi · M̂ ∈ BMO(G). Indeed, since
κ2 ≤ 1, for any G-stopping time τ (which is then also a F-stopping time)
E(〈pi · M̂〉T − 〈pi · M̂〉τ |Gτ ) = E
(∫ T
τ
pi2u κ
2
u d〈M〉u |Gτ
)
≤ E
(
E
(∫ T
τ
pi2u d〈M〉u |Fτ
)
|Gτ
)
≤ ‖pi · M‖2BMO(F).
(iii) Let Me(F) the set of equivalent martingale measures for R, i.e., the set of probability
measures Q equivalent to P such that R is a F-local martingale under Q. For any Q ∈
Me(F), let Z t (Q) be the density process (with respect to the filtration F) of Q relative to
P .
It follows from (9) that the density process Z t (Q) of any element Q ofMe(F) is expressed
as an exponential martingale of the form
Et (M Q) = Et (−̂λ · M + L),
where L is a F-local martingale strongly orthogonal to M . Note that under condition (E),
Et (−̂λ·M) is a proper martingale and denotes the density of the so called minimal martingale
measure. Moreover, condition (E) has the following implications on the dual problem of
finding the q-optimal martingale measure, where q is the conjugate of p, i.e. 1p + 1q = 1,
when p < 0. We recall that, when 0 < q < 1, the q-optimal martingale measure is defined
as a solution of
sup
Q∈Me(F)
EEqT (M Q)
(see, e.g., [22,15]). Indeed, we have
E(EqtT (−̂λ · M)|Ft ) = E(EtT (−qλ̂ · M)e−
q(1−q)
2 〈̂λ·M〉tT |Ft )
≥ e− q(1−q)2 C˜ ≥ e− C˜8 .
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Therefore, the value process V˜ (q) related to the q-optimal martingale measure is bounded
from below by a positive constant
V˜t (q) = ess sup
Q∈Me(F)
E(EqtT (M Q) | Ft ) ≥ e−
q(1−q)
2 C˜ ≥ e− C˜8 . (17)
(iv) Note that Vt (p) ≤ 1, since pi = 0 belongs to Π (G). Besides, under conditions (A)–(E),
by duality arguments, it is possible to show that Vt (p) is bounded from below by a positive
constant. Indeed, by (17) and duality (see, e.g., Proposition 2.3 in [15])
V Ft (p) = ess inf
pi∈Π (F)
E(E ptT (pi · R) | Ft ) ≥ e−
q
2 C˜ ≥ e− C˜2 . (18)
Let V G(p) denote the value process of (4). By Proposition 1, (A)–(D) imply Vt (p) =
V Gt (p). Hence, Vt (p) ≥ c is obtained from the following chain of inequalities
Vt (p) ≥ ess inf
pi∈Π (F)
E(E ptT (pi · R) | G t )
= ess inf
pi∈Π (F)
E(E(E ptT (pi · R) | Ft ) | G t )
≥ E(V Ft (p) | G t ) ≥ e−
C˜
2 = c. (19)
(v) If 0 < p < 1, by similar arguments, 1 ≤ V (p) ≤ C .
(vi) Clearly VT (p) = 1.
A key step is to prove the following lemma, which underlines the importance of the class of
BMO martingales when dealing with BSDEs with quadratic generators.
Lemma 1. The martingale part of any bounded strictly positive solution of the BSDE (12) is in
BMO(G).
Proof. Let us consider the BSDE (12). We recall that a solution of (12) is a triple (Y, ψ, L),
where Y is a G special semimartingale, ψ is a G-predictable M̂-integrable process and L is a
G local martingale strongly orthogonal to M̂ . Sometimes we call Y alone the solution of (12),
keeping in mind that ψ · M̂ + L is the martingale part of (12). Let Y be a solution of (12),
satisfying the c ≤ Yt ≤ C , where c and C are two positive constants and 0 < c < 1. By writing
Ito’s formula for Y 2t and using the boundary condition, we obtain
Y 2T − Y 2τ = 1− Y 2τ = −
p
1− p
∫ T
τ
(̂λuYu + ψuκ2u )2d〈M〉u +
∫ T
τ
2Yu(ψudM̂u + d Lu)
+〈ψ · M̂〉T − 〈ψ · M̂〉τ + 〈L〉T − 〈L〉τ ,
where τ is any G-stopping time. Then
〈ψ · M̂〉T − 〈ψ · M̂〉τ + 〈L〉T − 〈L〉τ
≤ 1+ p
(1− p)
∫ T
τ
(̂λuYu + ψuκ2u )2d〈M〉u − 2
∫ T
τ
Yu(ψudM̂u + dLu)
≤ 1− 2
∫ T
τ
Yu(ψudM̂u + dLu). (20)
Without loss of generality we will assume that ψ · M̂ + L is a square integrable martingale,
otherwise one can use localization arguments. By taking the conditional expectation in (20),
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we find that
E[〈ψ · M̂〉T − 〈ψ · M̂〉τ |Gτ ] + E[〈L〉T − 〈L〉τ |Gτ ] ≤ γ, (21)
with γ = 1. Inequality (21) concludes the proof. 
Remark. Note that by condition (B),ψ ·M̂+L is a F-local martingale and, if we take conditional
expectation with respect to Fτ in (20), similarly to (21), we easily see that
E[〈ψ · M̂〉T − 〈ψ · M̂〉τ |Fτ ] + E[〈L〉T − 〈L〉τ |Fτ ] ≤ 1, (22)
where τ is any F stopping time.
In the case 0 < p < 1, the proof is analytically slightly more elaborate. Starting from Ito’s
formula for eβYt and using some standard analytical inequalities, it is possible to show that there
exists a suitable constant β such that (21) holds for a constant γ , which depends on β.
Theorem 1. Let conditions (A)–(E) be satisfied. Then the value process Vt (p) is the unique
solution of the BSDE
Yt = Y0 − p2(1− p)
∫ t
0
Yu
(̂
λu + ψuκ
2
u
Yu
)2
d〈M〉u +
∫ t
0
ψudM̂u + L t , YT = 1 (23)
with L a G-local martingale such that 〈M̂, L〉 = 0, in the class of processes satisfying the
two-sided inequality
c ≤ Yt ≤ C, (24)
where c and C are strictly positive constants. Moreover, the optimal strategy exists in the class
Π (G) and is equal to
pi∗t =
1
1− p
(̂
λt + ψtκ
2
t
Yt
)
. (25)
Proof. Writing Ito’s formula for the process Z t = ln Yt , we find that the process Z satisfies
d Z t = −12
(
ψ˜2t κ
2
t +
p
(1− p) (λ̂t + ψ˜tκ
2
t )
2
)
d〈M〉t − 12d〈L˜〉t + ψ˜t dM̂t + dL˜ t (26)
with the boundary condition ZT = 0, where ψ˜t = 1Yt ψt and L˜ t = ( 1Y · L)t .
The existence of a bounded solution of the previous BSDE follows from Theorem 1 of [24]. Then
the triple (Y, ψ, L), defined by Yt = eZt , ψt = ψ˜t eZt and L = (eZ · L˜)t , solves (23).
Let us show that any bounded solution of the BSDE (23) coincides with the value process V (p)
and that the strategy pi∗ in (25) is optimal.
For any pi ∈ Π (G), let us denote the process
Jpit = ep
∫ t
0 piudR̂u− p2
∫ t
0 pi
2
u (pκ
2
u+1−p)d〈M〉u .
Let us consider Yt solution of (23), satisfying (24). Writing Ito’s formula for the product Yt Jpit ,
we have
d(Yt J
pi
t ) = Yt Jpit
[(
ψt
Yt
+ ppit
)
dM̂t + 1Yt dL t
− p(1− p)
2
(
pi2t −
2pit
(1− p)
(̂
λt + ψt k
2
t
Yt
)
+ (1− p)−2
(̂
λ+ ψt k
2
t
Yt
)2)
d〈M〉t
]
.
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Then
Yt J
pi
t = Y0Et
((
ψ
Y
+ ppi
)
· M̂ + 1
Y
· L
)
e
− p2 (1−p)
∫ t
0
(
piu− 1(1−p)
(̂
λu+ψu k
2
u
Yu
))2
d〈M〉u
. (27)
By Lemma 1 and by the definition of the class Π (G) (see point (ii) of the remark after
Proposition 1) it follows that the local martingale ((ψY + ppi) · M̂+ 1Y ·L) is in BMO(G). This fact
implies that the exponential martingale in the right hand side of (27), Et ((ψY + ppi) · M̂ + 1Y · L),
is uniformly integrable (we refer to Theorem 2.3 in [10]).
In Equation (27), Yt Jpit is written as the product of a strictly positive increasing process and a
uniformly integrable martingale and therefore Yt Jpit is a submartingale.
Using the boundary condition YT = 1, we find that for any pi ∈ Π (G)
Yt ≤ E
(
JpiT
Jpit
∣∣∣∣G t) = E(ep ∫ Tt piudR̂u− p2 ∫ Tt pi2u (pκ2u+1−p)d〈M〉u | G t ) P − a.s. (28)
By the definition of Vt (p) (16), it is easy to see that
Yt ≤ ess inf
pi∈Π (G)
E(ep
∫ T
t piudR̂u− p2
∫ T
t pi
2
u (pκ
2
u+1−p)d〈M〉u |G t ) = Vt (p) P − a.s. (29)
In order to check the opposite inequality, we first show that p˜i = 11−p
(̂
λt + ψtκ
2
t
Yt
)
∈ Π (G).
By condition (E), λ̂ · M is in BMO(F).
Besides, since Y ≥ c and κ2 ≤ 1, by (22), ψκ2Y (1−p) · M̂ is also in BMO(F). Thus, p˜i is a G-
predictable process which belongs to the set of admissible strategies Π (G).
Similarly to (27), by writing Ito’s formula, we see that
Yt J
p˜i
t = Y0Et
((
ψt
Yt
+ pp˜i
)
· M̂t + 1Yt · L t
)
,
which is a G-supermartingale, since it is a G-nonnegative local martingale. Using the boundary
condition we see that
Yt ≥ E
(
J p˜iT
J p˜it
∣∣∣∣G t
)
= E(ep
∫ T
t p˜iudR̂u− p2
∫ T
t p˜i
2
u (pκ
2
u+1−p)d〈M〉u | G t ) P − a.s.. (30)
Noting that p˜i ∈ Π (G), we immediately have that
Yt ≥ ess inf
pi∈Π (G)
E(ep
∫ T
t piudR̂u− p2
∫ T
t pi
2
u (pκ
2
u+1−p)d〈M〉u | G t ) = Vt (p) P − a.s.. (31)
The two inequalities (31) and (29) imply that
Yt = Vt (p) P − a.s., (32)
proving also that the BSDE (23) has a unique bounded solution. Besides, (32) together with (30)
show also that (25) holds true, since the strategy p˜i turns out to be optimal. 
In almost the same fashion, the same conclusion can be drawn in the case 0 < p < 1.
Remark. One can see from the proof of uniqueness that condition (E) can be replaced by the
weaker condition λ̂ · M is in BMO(F).
If F Rt ⊆ G t , then 〈M〉 is G-predictable, since it is F R-predictable. Besides, G t = Ft ≡
F Rt ∨G t and conditions (A), (B), (D) are satisfied. Hence, in this case, M̂t = Mt and κ2t = 1 for
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all t ∈ [0, T ]. Since F R ⊆ G, R is a G-semimartingale with canonical G-decomposition
Rt = R0 +
∫ t
0
λ̂ud〈M〉u + Mt , M ∈Mloc(G) (33)
and
minimize E
(E pT (pi · R)) over all pi ∈ Π (G)
is already written in terms of G-measurable processes and we do not need Proposition 1.
Thus, we have the following corollary of Theorem 1:
Corollary 1. Let F R ⊆ G ⊆ A and let conditions (C), (E) be satisfied. Then, the value process
V (p) is the unique bounded positive solution of the BSDE
Yt = Y0 − p2(1− p)
∫ t
0
Yu
(̂
λu + ψuYu
)2
d〈M〉u +
∫ t
0
ψudMu + L t , YT = 1 (34)
with L a G-local martingale such that 〈M, L〉 = 0.
Besides, the optimal strategy exists in the class Π (F) and is equal to
pi∗t =
1
1− p
(̂
λt + ψtYt
)
. (35)
If G t = At , we additionally have M̂t = Mt = Nt and λ̂ = λ. Equation (34) takes the
following form
Yt = Y0 − p2(1− p)
∫ t
0
Yu
(
λu + ψuYu
)2
d〈N 〉u +
∫ t
0
ψudNu + L t , YT = 1, (36)
which coincides with Equation (3.3)–(3.4) of [15]. Equations of type (36) (or equivalent to (36))
were also derived in [6,7] for BSDEs driven by Brownian motion.
Corollary 2. Let G t = At and conditions (C), (E) be satisfied. Then, the value process V (p)
is the unique bounded positive solution of the BSDE (36) with L a A-local martingale such that
〈N , L〉 = 0 and the optimal strategy satisfies
pi∗t =
1
1− p
(
λt + ψtYt
)
. (37)
4. Convergence of the strategies
The aim of this section is to prove the convergence of the optimal strategies of the power utility
problems to that of the exponential one as p→−∞. To this end, we will use the characterization
of the value process V (p) as solution of the BSDE (23) given in Theorem 1.
Let q = pp−1 and consider (23) which we rewrite in this section as
Yt (q) = Y0(q)+ q2
∫ t
0
Yu(q)
(̂
λu + ψu(q)κ
2
u
Yu(q)
)2
d〈M〉u
+
∫ t
0
ψu(q)dM̂u + L t (q),
YT (q) = 1
(38)
to underline the dependence on q.
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Remark. We recall that in [14], under conditions (A)–(E), the value process related to the
expected exponential utility maximization problem is shown to be the unique solution of (38)
for q = 1 (Equation (3.5) in [14]) for α = 1 and H = 0, bounded from below and above by two
positive constants, say 0 < c(1) < C(1) ≤ 1 (see [14] and references therein, for further details).
We remark that using duality, similarly to points (iii) and (iv) of the remark after Proposition 1,
it can be shown that c(1) = c = e− C˜2 and C(1) = 1. Moreover, in Lemma 3.4 in [14] it is shown
that the martingale part of the solution is in BMO(G).
Lemma 2. Let conditions (A)–(E) be satisfied and let V¯ (q) = V ( qq−1 ). Then the value processes
V¯ (q) are uniformly bounded from below by a positive constant c > 0, i.e.
inf
0<q≤1 V¯t (q) ≥ c for all t ∈ [0, T ] a.s.. (39)
Proof. The result follows from the previous remark and (19). 
The solution of the BSDE (38) is the triple of processes (Y (q), ψ(q), L(q)); nevertheless, for
simplicity, we will (as before) sometimes refer to it as Y (q). The first step will be to study a kind
of monotonicity property of the solutions of the following family of BSDEs: let Z t (q) = ln Yt (q),
then
d Z t (q) = −12
(
ψ˜2t (q)κ
2
t − q (̂λt + ψ˜t (q)κ2t )2
)
d〈M〉t
− 1
2
d〈L˜(q)〉t + ψ˜t (q)dM̂t + dL˜ t (q) (40)
with the boundary condition ZT (q) = 0, where, as before, ψ˜t (q) = 1Yt (q)ψt (q) and L˜ t (q) =
( 1Y (q) · L(q))t .
For our purposes we need the following estimate.
Proposition 2. Let the conditions (A)–(E) be satisfied. For any 0 < q ≤ 1 let Y (q) be a bounded
positive solution of (38) and Z t (q) = ln Yt (q). Then,
|Z t (1)− q Z t (q)| ≤ c|1− q|, (41)
for a positive constant c.
Proof. Let Yt (q) and Yt (1) be the bounded positive solutions of (38), respectively for an arbitrary
0 < q < 1 and for q = 1.
Writing Ito’s formula for the process Z t (1)− q Z t (q), we find that
Z t (1)− q Z t (q) = Z0(1)− q Z0(q)+ 12
∫ t
0
(1− q2)̂λ2s d〈M〉s
+
∫ t
0
(̂
λs(ψ˜s(1)− q2ψ˜s(q))− 12 (ψ˜
2
s (1)− qψ˜2s (q))
+ 1
2
κ2s (ψ˜
2
s (1)− q2ψ˜2s (q))
)
d〈M̂〉s
+ 1
2
(q〈L˜(q)〉t − 〈L˜(1)〉t )+
∫ t
0
(ψ˜s(1)− qψ˜s(q))dM̂s + L˜ t (1)− q L˜ t (q). (42)
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For any 0 < q ≤ 1, let us define the measure Q(q) by dQ(q) = ET (N (q))dP , where
N (q) = −
(̂
λ− (1− κ
2)
2
(ψ˜(1)+ qψ˜(q))
)
· M̂ + 1
2
(L˜(1)+ q L˜(q)). (43)
Lemma 1, κ2 ≤ 1 and inequality (39) imply that N (q) is a BMO(G)-martingale. Hence, for any
0 < q ≤ 1, ET (N (q)) is a martingale (see, e.g., Theorem 2.3 in [10]) and Q(q) is a probability
measure equivalent to P .
Let us denote by m(q) the martingale part of Z(1)− q Z(q), i.e.
mt (q) =
∫ t
0
(ψ˜s(1)− qψ˜s(q))dM̂s + L˜ t (1)− q L˜ t (q). (44)
We can rewrite (42) as follows
Z t (1)− q Z t (q)− Z0(1)+ q Z0(q)− 1− q2 (q〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉t
+ (1+ q(1− κ2))〈̂λ · M〉t ) = mt (q)− 〈m(q), N (q)〉t , (45)
where the right hand side of (45) is a Q(q)-local martingale by the Girsanov Theorem.
Moreover, since both m(q) and N (q) belong to the class of BMO(G) martingales, according to
Theorem 3.6 of [10], we have that
mt (q)− 〈m(q), N (q)〉t ∈ BMO(Q(q)) (46)
for any fixed q from (0, 1].
Thus, using the boundary condition ZT (1)−q ZT (q) = 0 and the martingale property, we obtain
Z t (1)− q Z t (q)
= q − 1
2
E Q(q)
(
q〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉tT + (1+ q(1− κ2))〈̂λ · M〉tT | G t
)
, (47)
with 〈M〉tT = 〈M〉T − 〈M〉t . According to (47), we have that
Z t (1) ≤ q Z t (q) for all t ∈ [0, T ]. (48)
Let us show that we can find a constant c, which does not depend on q, such that
E Q(q)
(
q〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉tT + (1+ q(1− κ2))〈̂λ · M〉tT | G t
)
≤ 2c. (49)
Since by condition (E),
E Q(q)((1+ q(1− κ2))〈̂λ · M〉tT | G t ) ≤ 2C˜,
we are just left with E Q(q)(q〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉tT | G t ).
Condition (E), Lemmas 1 and 2 imply that the BMO norms satisfy
sup
0<q≤1
‖N (q)‖BMO(G) <∞ (50)
and
sup
0<q≤1
‖(̂λ+ ψ˜(q)) · M̂ + L˜(q)‖BMO(G) <∞. (51)
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According to Theorem 3.1 of [10], (50) implies that
sup
0<q≤1
E(EαtT (N (q)) | G t ) ≤ c(α) (52)
for some α > 1.
By choosing n such that nn−1 ≤ α and using the conditional Ho¨lder inequality, we have that
E Q(q)(q〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉tT | G t )
≤ E n−1n (E
n
n−1
tT (N (q)) | G t )E
1
n (〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉ntT | G t ). (53)
On the other hand, it follows from the energy inequality (see, e.g., page 26 in [10]) that
E(〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉ntT | G t ) ≤ n! ‖ (̂λ+ ψ˜(q)) · M̂ + L˜(q) ‖2nBMO(G) . (54)
Therefore, the estimate (49) holds, since
E Q(q)
(
q〈(̂λ+ ψ˜(q)) · M̂ + L˜(q)〉tT + (1+ q(1− κ2))〈̂λ · M〉tT | G t
)
≤ c(α) n−1n (n! ‖ (̂λ+ ψ˜(q)) · M̂ + L˜(q) ‖nBMO(G))
1
n + 2C˜
and the BMO norms of (̂λ+ ψ˜(q)) · M̂ + L˜(q) are uniformly bounded (see Lemmas 1 and 2 and
condition (E)). Thus, from (47) and (49), we derive the desired result. 
Theorem 2. Let conditions (A)–(E) be satisfied. Then,
‖(ψ˜(1)− qψ˜(q)) · M̂‖BMO(F)→ 0 as q → 1, (55)
where ψ˜(q) is the element of the solution of the BSDE (40), which represents the integrand in
the Galtchouk–Kunita–Watanabe (GKW) decomposition of the martingale part with respect to
M̂, for 0 < q ≤ 1.
Proof. Let Z t (q) be the bounded solution of (40). Writing Ito’s formula for (Z t (1) − q Z t (q))2
in the interval [τ, T ] we have that
0 = (ZT (1)− q ZT (q))2 = (Zτ (1)− q Zτ (q))2 +
∫ T
τ
d(Z t (1)− q Z t (q))2.
Hence,
(1− q2)
∫ T
τ
(Z t (1)− q Z t (q))̂λ2t d〈M〉t
+ 2
∫ T
τ
(Z t (1)− q Z t (q))̂λt (ψ˜t (1)− q2ψ˜t (q))d〈M̂〉t
+
∫ T
τ
(Z t (1)− q Z t (q))ψ˜2t (1)(κ2t − 1)d〈M̂〉t
+
∫ T
τ
(Z t (1)− q Z t (q))ψ˜2t (q)q(1− qκ2t )d〈M̂〉t
+
∫ T
τ
(Z t (1)− q Z t (q))(qd〈L˜(q)〉t − d〈L˜(1)〉t )
+ 2
∫ T
τ
(Z t (1)− q Z t (q))
(
(ψ˜t (1)− qψ˜t (q))d M̂t + d(L˜(1)− q L˜(q))t
)
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+
∫ T
τ
(ψ˜t (1)− qψ˜t (q))2d〈M̂〉t +
∫ T
τ
d〈L˜(1)− q L˜(q)〉t ≤ 0. (56)
From the previous inequality, we have∫ T
τ
(ψ˜t (1)− qψ˜t (q))2d〈M̂〉t ≤ (1− q2)
∫ T
τ
(q Z t (q)− Z t (1))̂λ2t d〈M〉t
+ 2
∫ T
τ
(q Z t (q)− Z t (1))|̂λt (ψ˜t (1)− q2ψ˜t (q))|d〈M̂〉t
+ q
∫ T
τ
(q Z t (q)− Z t (1))d〈L˜(q)〉t
+
∫ T
τ
(q Z t (q)− Z t (1))ψ˜2t (q)q(1− qκ2t )d〈M̂〉t +martingale part.
By condition (E), (41) and (22), we can take conditional expectation of both sides with respect
to Fτ and we obtain
E
(∫ T
τ
(ψ˜t (1)− qψ˜t (q))2d〈M̂〉t |Fτ
)
≤ (1− q2)E
(∫ T
τ
(q Z t (q)− Z t (1))̂λ2t d〈M〉t |Fτ
)
+ 2E
(∫ T
τ
(q Z t (q)− Z t (1))|̂λt (ψ˜t (1)− q2ψ˜t (q))|d〈M̂〉t |Fτ
)
+ E
(∫ T
τ
(q Z t (q)− Z t (1))d〈L˜(q)〉t |Fτ
)
+ E
(∫ T
τ
(q Z t (q)− Z t (1))ψ˜2t (q)d〈M̂〉t |Fτ
)
.
We will prove that the convergence (55) holds true, taking the limit in the previous inequality
and observing that the right hand side goes to zero as q → 1, for any τ F-stopping time. Let us
denote
I1 = (1− q2)E
(∫ T
τ
(q Z t (q)− Z t (1))̂λ2t d〈M〉t | Fτ
)
I2 = E
(∫ T
τ
(q Z t (q)− Z t (1))|̂λt ||ψ˜t (1)− q2ψ˜t (q)|d〈M̂〉t | Fτ
)
I3 = E
(∫ T
τ
(q Z t (q)− Z t (1))d〈L˜(q)〉t | Fτ
)
I4 = E
(∫ T
τ
(q Z t (q)− Z t (1))ψ˜2t (q)d〈M̂〉t |Fτ
)
.
By (22) and Lemma 2, we have
sup
0<q≤1
‖ψ˜(q) · M̂‖B M0(F) < 1
c2
and sup
0<q≤1
‖ L˜(q) ‖B M0(F) <
1
c2
. (57)
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Using Proposition 2, condition (E) and (57) it is easy to see that I1, I2, I3 and I4 converge to zero
as q → 1. In particular,
I2 ≤ c(1− q)E
(∫ T
τ
| d〈̂λ · M̂, (ψ˜(1)− q2ψ˜(q)) · M̂〉t || Fτ
)
≤ 2c(1− q)E 12 (〈̂λ · M̂〉τT | Fτ )E 12
(∫ T
τ
(ψ˜t (1)− q2ψ˜t (q))2d〈M̂〉t |Fτ
)
≤ 2c(1− q)(C˜ 12√2
√
‖ ψ˜(1) · M̂ ‖2BMO(F)+ ‖ ψ˜(q) · M̂ ‖2BMO(F))
which goes to zero as q → 1. 
Let us denote by pi∗(q) = pi∗( pp−1 ) and pi∗(1) the optimal strategies for the power and for
the exponential utility maximization problem in partial information, respectively. Recall that we
have shown that pi∗(q) is (25) in Theorem 1, while, in the exponential case, one can see in [14]
that, under conditions (A)–(E), pi∗(1) takes on the following form
pi∗(1) = λ̂+ κ2ψ(1)
Y (1)
. (58)
As a corollary of Theorem 2, we derive the convergence of the strategies, namely we have that
the G martingales q1−qpi
∗(q) · M̂ converge in BMO norm to pi∗(1) · M̂ .
Corollary 3. Let conditions (A)–(E) be satisfied. Then∥∥∥∥( q1− q pi∗(q)− pi∗(1)
)
· M̂
∥∥∥∥
BMO(F)
→ 0 as q → 1. (59)
Proof. By (25) and (58), we have∥∥∥∥ q1− q pi∗(q) · M̂ − pi∗(1) · M̂
∥∥∥∥
BMO(F)
= ‖((q − 1)̂λ+ κ2(qψ˜(q)− ψ˜(1))) ·M̂‖BMO(F). (60)
Besides, since κ2 ≤ 1, for any F-stopping time τ ,
E
(∫ T
τ
((q − 1)̂λs + κ2s (ψ˜s(1)− qψ˜s(q)))2d〈M̂〉s | Fτ
)
≤ 2
(
(1− q)2 E
(∫ T
τ
λ̂2s d〈M̂〉s | Fτ
)
+ E
(∫ T
τ
(ψ˜s(1)− qψ˜s(q))2d〈M̂〉s | Fτ
))
,
which converges to zero as q → 1 by condition (E) and Theorem 2, and the proof is
complete. 
Remark. If F R ⊆ G ⊆ A and conditions (C), (E) are satisfied, one can prove in a similar way
that the optimal strategies converge, namely∥∥∥∥( q1− q pi∗(q)− pi∗(1)
)
· M
∥∥∥∥
BMO(F)
→ 0 as q → 1. (61)
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Moreover, if G t = At ,∥∥∥∥( q1− q pi∗(q)− pi∗(1)
)
· N
∥∥∥∥
BMO(A)
→ 0 as q → 1, (62)
which proves the convergence of the strategies in [15].
We recall that the optimal strategies pi∗(q), for 0 < q < 1, in (61) and (62) are respectively (35)
and (37), while, for q = 1, one can find them in [15].
5. Another characterization of the value process and some extreme cases
Throughout this section we assume that the filtration G is continuous (i.e. condition C) and
κ2t = d〈M̂〉td〈M〉t is constant. A simple example, where the latter condition is met, is the basis risk
model we consider at the end of the section.
First, we find another characterization of the solution of the power utility maximization
problem under partial information by means of an equation involving exponential martingales.
Let Y denote a solution of (23) and q = pp−1 .
Proposition 3. If a semimartingale Y is a positive solution of (23), then the triple (c, ψ˜, L˜)
satisfies
e
q(qκ2−1)
2 〈̂λ·M〉T = cET ((1− qκ
2)ψ˜ · R̂(q))
Eqκ2−1T (L˜)
(63)
where c = Y 1−qκ20 is a positive constant, ψ˜ = ψY , L˜ = 1Y · L and
R̂t (q) = R0 + M̂t + q (̂λ · 〈M̂〉)t . (64)
Moreover, if a triple (c, ψ˜, L˜) satisfies (63), then the process Y defined by
Yt = c
1
1−qκ2 Et (L˜)e
q
2 〈̂λ·M〉tE
1
1−qκ2
t ((1− qκ2)ψ˜ · R̂(q)) (65)
solves (23).
Proof. Let Y be a positive solution of (23) and Z t = ln Yt . Since ZT = 0, integrating (26), we
find
− q
2
〈̂λ · M〉T = Z0 + L˜T − 12 〈L˜〉T +
∫ T
0
ψ˜t dR̂t (q)− 12
∫ T
0
(1− qκ2)ψ˜2t d〈M̂〉t . (66)
Multiplying the left and right sides by (1− qκ2) and taking the exponential, we obtain (65).
Conversely, let (c, ψ˜, L˜) satisfy (63) and Y be defined by (65). Clearly YT = 1 and
Yt = Y0Et (L˜ + ψ˜ · M̂)e q2 〈(̂λ+ψ˜κ2)·M〉t .
It is easy to see that Y solves (23). 
Corollary 4. Let conditions (A)–(E) be satisfied. If (63) holds, then the value process of
problem (4) is equal to
Vt = E(e− q2 〈̂λ·M〉tT E
1
qκ2−1
tT (ψ˜(1− qκ2) · R̂(q)) | G t ) (67)
where ψ˜ satisfies the equation (63).
D. Covello, M. Santacroce / Stochastic Processes and their Applications 120 (2010) 2016–2036 2033
Proof. Taking into account that from (63) and the martingale property one has
Et (L˜) = E(ET (L˜) | G t ) = E
 e− q2 〈̂λ·M〉T
c
1
1−qκ2 E
1
1−qκ2
T ((1− qκ2)ψ˜ · R̂(q))
∣∣∣∣G t
 , (68)
(67) follows from Theorem 1 and the previous proposition. 
In the following propositions we focus our attention on two specific cases in which the BSDE
(23) admits an explicit solution. They can be seen as corollaries of Proposition 3.
Let us recall R̂(q) defined in (64) and let Q(q) be a measure defined by d Q(q) = ET (−qλ̂ ·
M)dP . Note that, assuming condition (E), R̂(q) is a local martingale under Q(q) by the Girsanov
Theorem.
Proposition 4. Let (A)–(E) be satisfied and assume that
e
q(qκ2−1)
2 〈̂λ·M〉T = c
(
1+
∫ T
0
hudR̂u(q)
)
(69)
where c is a constant and h is a predictable R̂(q)-integrable process such that h · R̂(q) is a
Q(q)-martingale.
Then, the value process of problem (4) is equal to
Vt = (E Q(q)(e q(qκ
2−1)
2 〈̂λ·M〉tT | G t ))
1
1−qκ2 . (70)
Proof. Let us consider a process Y defined as in (70). It is apparent that YT = 1. Moreover, by
(69) we get
Yt =
(
E Q(q)(e
q(qκ2−1)
2 〈̂λ·M〉tT | G t )
) 1
1−qκ2 = e q2 〈̂λ·M〉t
(
c
(
1+
∫ t
0
hudR̂u(q)
)) 1
1−qκ2
.
Writing Ito’s formula, we obtain
Yt = Y0 + q2
∫ t
0
Ys λ̂
2
s d〈M〉s +
q
1− qκ2
∫ t
0
Ys λ̂shsκ2
1+ (h · R̂(q))s
d〈M〉s
+ q
2(1− qκ2)2
∫ t
0
Ysh2s k
4
(1+ (h · R̂(q))s)2
d〈M〉s + 1
1− qκ2
∫ t
0
Yshs
1+ (h · R̂(q))s
dM̂s .
Denoting ψs = 11−qκ2 Ys hs1+(h·R̂(q))s ,we have that Y satisfies
Yt = Y0 + q2
∫ t
0
Yu
(
λ̂u + ψuκ
2
Yu
)2
d〈M〉u +
∫ t
0
ψudM̂u, YT = 1, (71)
that is (23) with L = 0. 
Proposition 5. Let (A)–(E) be satisfied and assume that
e−
q
2 〈̂λ·M〉T = c + mT (72)
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where c is a constant and m is a G-martingale strongly orthogonal to M̂. Then the value process
related to problem (4) admits an explicit solution
Vt = E(e− q2 (〈̂λ·M〉tT ) | G t ). (73)
Proof. Let
Yt = E(e− q2 (〈̂λ·M〉tT ) | G t ).
Condition (72) implies that
Yt = e q2 〈̂λ·M〉t (c + mt ), YT = 1 (74)
and by Ito’s formula we have
Yt = Y0 + q2
∫ t
0
Ysd〈̂λ · M〉s +
∫ t
0
e
q
2 (〈̂λ·M〉s )dms, YT = 1. (75)
Therefore, the desired result follows by observing that the BSDE (75) coincides with (23), when,
in the triple (Y, ψ, L), ψ = 0 and L t =
∫ t
0 e
q
2 d〈̂λ·M〉s dms . 
We end this section, by considering a diffusion market model, sometimes referred to as “basis
risk model” (see, e.g., [2,18,5]). We consider an agent investing in an asset that is not quoted
(because there is no standardized market). Along the lines of [14], we find the best strategy of
the agent which uses the information coming from a correlated quoted asset as an indicator for
the value of the not quoted asset.
Let R and η denote, respectively, the returns of the not quoted and quoted assets and assume they
have the following dynamics
dRt = µ(t, η)dt + σ(t, η)dW 1t , (76)
dηt = b(t, η)dt + a(t, η)dWt , (77)
where W 1 and W are correlated Brownian motions with constant correlation ρ ∈ (−1, 1).
Assume µ, σ , a and b are non-anticipative functionals such that
(1)
∫ T
0
µ2(t,η)
σ 2(t,η)
dt is bounded,
(2) σ 2 > 0, a2 > 0,
(3) Eq. (77) admits a unique strong solution.
We remark that (1)–(3) imply that (A)–(E) and (69) are satisfied (see [14] for further details).
We consider the optimization problem (4), when Ft = F R,ηt ⊆ At and G t = Fηt . From
Proposition 1, (4) is equivalent to the problem (11), which, in this case, admits an explicit
solution.
Let us observe that
Mt =
∫ t
0
σ(u, η)dW 1u , 〈M〉t =
∫ t
0
σ 2(u, η)du,
λt = µ(t, η)
σ 2(t, η)
and θt = µ(t, η)
σ (t, η)
,
where θ denotes the market price of risk.
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By Proposition 2.2 in [16],
M̂t = ρ
∫ t
0
σ(u, η)dWu .
Hence, 〈M̂〉t = ρ2
∫ t
0 σ
2(u, η)du = ρ2〈M〉t and κ2t = ρ2, therefore R̂ satisfies
dR̂t = µ(t, η)dt + ρσ(t, η)dWt .
Let us define the measure Q˜ by
dQ˜
dP
= ET (−ρθq ·W ) (78)
and denote by W˜ the Q˜-Brownian motion W˜t = Wt + ρq
∫ t
0 θudu.
From Proposition 4 we can deduce the following Corollary.
Corollary 5. Assume conditions (1)–(3) hold true. Then, the value process related to
problem (4) is equal to
Vt =
(
E Q˜[e− q(1−qρ
2)
2
∫ T
t θ
2
u du |Fηt ]
) 1
1−qρ2
. (79)
Moreover, the optimal strategy pi∗ is identified by
pi∗t =
1− q
σ(t, η)
(
θt + ρht
(1− qρ2)(c + ∫ t0 hudW˜u)
)
, (80)
where ht is the integrand of the integral representation
e−
q(1−qρ2)
2
∫ T
0 θ
2
t dt = c +
∫ T
0
ht dW˜t . (81)
Proof. The proof of this assertion is the same of Proposition 5.1 in [14]. Nevertheless, we can
obtain it from Proposition 4, by observing that W˜ is also a Brownian motion under the measure
Q(q) defined by d Q(q) = ET (−qθ ·W 1)d P . 
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