Abstract. It is proven that every sequence from the Askey scheme of hypergeomeric polynomials satisfies differential or difference equations of first order of the form T pn(x) = An(x)p n−1 (x) − Bn(x)pn(x), where T is a linear degree reducing operator, which leeds to the fact that these polynomial sets satisfy relation of the form p n (x) = An(x)p n−1 (x) − Bn(x)pn(x).
Introduction.
It is shown that the set of polynomials from the Askey scheme of hypergeometric polynomials satisfy a differential or a difference equation of first order, which is generally nonhomogenious. Y. Chen and M. Ismail show in [2] , that any sequence of polynomials, orthogonal w. r. t. a continuous measure of the type w(x) = e −v (x) , where v(x) is twice continuously differentiable and convex on a closed interval satisfy first order differential equation. Earlier versions of equation of the same form are in [1] . From the Askey scheme the result in [2] applies for Hermite polynomials, more generaly it applies in other cases not included in this scheme. In [6] it is shown that the convexity condition can be replaced with the condition that v (x) is positive on the open interval of integration. So the results can be applied for the classical Laguerre and Jacobi polynomials. In this paper we consider all the cases from the Askey scheme of the hypergeometric polynomials in which the above results do not apply and prove that they satisfy a difference equation of the form:
where T is linear degree reducing operator and A n (x) and B n (x) are rational functions of x. The above result leads to the equation of the form:
p n (λ(x)) = A n (x)p n−1 (λ(x)) − B n (x)p n (λ(x)) ,
which is useful for the determination of the discriminants of the corresponding polynomial sets, since these polynomial sets satisfy three term recurrence relation and the theorem proven in [1] applies. However the practical usage of this theorem is very difficult.One can sertainly compute the discriminants of the above polynomial set till n = 4. The discriminants of the classical orthogonal polynomials of Jacobi, Hermite and Laguerre were computed by Stieltjes and Hilbert [10] . Closed forms of the discriminants of the rest of the polynomial sets in Askey scheme are not known. Similarly Ismail [5] showed that the computational procedure used for the classical orthogonal polynomials can be applied for any set of polynomials,generated by
which satisfies a relation of the form:
in terms of the functions A n (x) and the coefficients of the three term recurrence relation. In this paper we prove that the discriminant of a sequence of polynomials generated by
where
can be explicitly obtained in terms of the recurrence coefficients and the functions A n (x) in (2) . Therefore equations of the forms (4) and (2) are of some interest. We would like to emphasize to the fact that the results in [2] and [6] are not applicable to the polynomial sets form the Askey scheme except for the classical polynomials.
Here we show that using the difference equations one can compute some resultants between the polynomial itself and the polynomials w.r.t.x obtained by applying the operator T to the polynomial of the variable λ(x).
2. Difference equations.
) is a sequence of polynomials from the Askey scheme, where
and
Proof. The fact that the classical orthogonal polynomials of Hermite, Laguerre and Jacobi satisfy differential equation of first order is well known [10] . These facts can be obtained also from [2] and [6] . The cases for Meixner Crawtchouck , Meixner and Hahn polynomials are considered in earlier paper by Ismail, Simeonov and me cite[Is:Ni:Si] .
• Difference equation for dual Hahn polynomials. By the definition given in [9] :
Consider the following operator
Since
Let us denote by
we see that
Remark. Similar equation holds for the operator
.
• Difference equation for Racah polynomials. By definition the Racah polynomials are given by [9] :
Consider the operator (9) and using (10) we obtain that
Let us use the following notation:
Under the notation
, it follows that:
After some computational work we compute that:
where we used the notation:
Using again (11)we see that
Substituting (14) into (13) we get
Claim that there are coefficients C n and D n , not depending on x, such that F (x) can be expressed as
This statement can be proven easily. Indeed:
The substituting of (18) into (16) implies that
Finally we see that
So we see that:
In order (17) to be true there must be coefficients C n and D n such that
for every k. Equating the coefficients in front of the degrees of k we form the following system:
whose solution is:
And finally substituting in (15) the expression for F (x) we obtain that
Since the first derivative of any polynomial is can be expressed as a linear combination of differences from the abobe theorem one can conclude that the above polynomial sets satisfy a relation of the form
3. Discriminants. The discriminant of a polynomial p n (x) with zeros x n,1 , x n,2 , . . . x n,n and a leading coefficient γ n is given by
In this section we prove that if a sequence of orthogonal polynomials satisfy an equation of the form (2) then the absolute value of its discriminant can be evaluated in terms of the functions A n (x) and its recurrence coefficients. Let us first state a lemma due to Schur [10] Lemma 3.1. Let {p n (x)} be a sequence of polynomials, generated by the initial conditions
and the three term recurrence relation
Let us prove a lemma analog to the stated above Schur's lemma.
) be a sequence of polynomials generated by
or in other words
Proof. Since R n (λ(x)) is a polynomial of degree 2n of x it can be expressed as:
Here we used
and Schur's lemma.
Theorem 3.1. Let R n (λ(x)) be a sequence of polynomials satisfying
Proof. From the definition, and the fact that R n (λ(x n,j )) = 0 , it follows that
4. Some resultants. Let p n (λ(x)) = q 2n (x) is of precise degree n w.r.t. the variable λ(x) that is q 2n (x) is of exact degree 2n w.t.r. x. Let T q 2n (x) is of precise degree 2n − 2 w.r.t. the variable x and both q n (x) and T q n (x) have the same sign. Consider the following resultant:
where x n,i,1 and x n,i,2 are the zeros of q 2n (x) which satisfy :
by Vietta's formula. Let us state some theorems that show the way we can compute resultants of the above type.
Theorem 4.1. Let R n (λ(x)) be a sequence of polynomials satisfying
Proof. The proof of this theorem resembles the proof in the Ismail's papers, however we apply here the analogue of the Shur's lemma.
Remark. These quantities of the above resultants are the same if we use the divided difference operator with the backwards differences.
Some resultants.
Let us mention that from the above results and the fact that every sequence of polynomials from the Askey scheme satisfy three term recurrence relation the following resultants can be computed. 
Meixner-Pollaczek polynomials.

D(P
Continuous dual Hahn polynomials.
D(S
Continuous Hahn polynomials.
(α + i) 2(i+1−2n) (β + δ + i) 2(i+1−2n) (γ + i) 2(i+1−2n) (α + β + n + i) 2(n−i) .
