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Περίληψη
Η piαρούσα διpiλωματική εργασία piραγματεύεται τη διερεύνηση του piροβλήματος διαμέσων (p-median
problem) και την piαρουσίαση ευρετικών μεθόδων για την εpiίλυσή του. Ιδιαίτερη piροσοχή δίνεται στο
p-median piρόβλημα στο piεδίο της χωροθέτησης μονάδων, με την εpiίλυση αυτού του NP-hard piροβλή-
ματος να piαραμένει μια piολύ ενδιαφέρουσα piρόκληση στον τομέα της εpiιχειρησιακής έρευνας, ειδικά
όταν αυξάνεται η διάσταση του piροβλήματος. Αρχικά, piραγματοpiοιήθηκε μια βιβλιογραφική ανασκόpiη-
ση του p-median piροβλήματος, όpiως εpiίσης και των μεθοδολογιών εpiίλυσης αυτού του piροβλήματος.
Ακόμη, ακολούθησε η μαθηματική μοντελοpiοίηση του piροβλήματος σε Python με χρήση του λύτη
βελτιστοpiοίησης Gurobi ώστε να κατανοηθεί τόσο το piρόβλημα όσο και οι piεριορισμοί του.
Η διpiλωματική εργασία στοχεύει στην ανάpiτυξη ενός αpiοδοτικού αλγορίθμου στη γλώσσα piρο-
γραμματισμού Python, ο οpiοίος να μpiορεί να εpiιλύσει piραγματικά piροβλήματα χωροθέτησης τα οpiοία
piροκύpiτουν αpiό δίκτυα εφοδιαστικής αλυσίδας. Η χωροθέτηση των εγκαταστάσεων είναι σημαντι-
κή piαράμετρος στην εξοικονόμηση χρόνου piαραγωγής και κόστους εγκαταστάσεων. Στην εργασία
το piρόβλημα της χωροθέτησης διατυpiώνεται ως piρόβλημα κατανομής των εγκαταστάσεων. Συνεpiώς
σχεδιάστηκαν και υλοpiοιήθηκαν ένας άpiληστος αλγόριθμος αρχικοpiοίησης και μία μεθευρετική μεθο-
δολογία Αναζήτηση Μεταβλητής Γειτνίασης - Variable Neighborhood Search, μια σχετικά piρόσφατα
αναpiτυγμένη μεθευρετική μέθοδος piου έχει αpiοδειχθεί αpiοτελεσματική για piολλά piροβλήματα βελτι-
στοpiοίησης.
Τέλος, piραγματοpiοιήθηκε μία συγκριτική υpiολογιστική μελέτη piου piεριλαμβάνει την εφαρμογή του
αλγορίθμου piάνω σε διαθέσιμα μετροpiροβλήματα (benchmark problems) και αξιολογήθηκε η αpiοτελε-
σματικότητά του σε σύγκριση με τις ακριβής βέλτιστες τιμές των αντικειμενικών συναρτήσεων αυτών
των piροβλημάτων.
Λέξεις Κλειδιά: Ευρετικές Μέθοδοι, Αναζήτηση Μεταβλητής Γειτνίασης, Εpiι-
χειρησιακή ΄Ερευνα, Πρόβλημα Διαμέσων, Βελτιστοpiοίηση, Πρόβλημα Εγκατα-
στάσεων
vi
Abstract
This thesis consists of a detailed explanation about the p-median problem and presents a solution
for it using a heuristic method. Special consideration is given to the version of the p-median problem
that arises in the field of location. The problem of facility location is NP-hard problem and a quite
challenging one in the field of Operational Research. A bibliographical research about the problem
and methodologies to solve it has been conducted. Additionally, we explicitly state the constraints
needed for the p-median problem and then we program the mathematical model in Python utilizing
the Gurobi optimization solver.
The thesis purpose is to develop an efficient algorithm for solving the p-median problem in
Python programming language. The algorithm can solve real instances of the facility location
problem that emerge from supply chain networks. The location of the facility is a crucial parameter
both in saving production time and facility costs. The location problem is being formulated as a
problem of allocation the facilities. A greedy construction method and a metaheuristic approach
of Variable Neighborhood Search(VNS) has been designed and programmed. VNS is the state of
art in metaheuristic methods and so far has been used to solve efficiently a lot of optimization
problems.
To sum up, a comparative computational research has been carried out, which includes the use
of the algorithm on available benchmark problems. Finally the effectiveness of the algorithm has
been assessed by comparing the exact optimal values of those problems’ objective function with
the optimal value of the algorithm.
Keywords: Heuristic methods, Variable Neighborhood Search, Operations Resea-
rch, Median Problem, Optimization, Facility Location
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ΚΕΦΑΛΑΙΟ 1
Εισαγωγή
1.1 Εισαγωγή στη βελτιστοpiοίηση
Για να αντιμετωpiίσουμε piροβλήματα, αναpiτύσσουμε μαθηματικά μοντέλα, τα οpiοία αναpiαριστούν
τα piραγματικά αυτά piροβλήματα piου θέλουμε να εpiιλύσουμε. Στα μοντέλα ορίζουμε μεταβλητές αpiό-
φασης (decision variables) piου αντιστοιχούν σε συγκεκριμένες αpiοφάσεις του εκάστοτε εξεταζόμενου
piροβλήματος. Μέσω των μεταβλητών αυτών είμαστε σε θέση να εκφράσουμε τους piραγματικούς λογι-
κούς piεριορισμούς του piροβλήματος μετατρέpiοντας τους σε αντίστοιχους μαθηματικούς piεριορισμούς
(constraints). Παράλληλα, διαμορφώνουμε και την αντικειμενική συνάρτηση (objective function) piου
εκφράζει το μέγεθος αpiόδοσης το οpiοίο θέλουμε να βελτιστοpiοιήσουμε (pi.χ. κόστος, κέρδος, κτλ.).
Το σύνολο των piεριορισμών του piροβλήματος ορίζει ένα σύνολο λύσεων, το οpiοίο ονομάζεται εφι-
κτό (feasible). Με αυτό τον τρόpiο, piροκύpiτει ένα σύστημα ανισοτήτων/εξισώσεων με αγνώστους
τις μεταβλητές αpiόφασης. Η λύση ονομάζεται εφικτή όταν ικανοpiοιεί όλους τους piεριορισμούς του
piροβλήματος και μη εφικτή όταν piαραβιάζεται έστω και ένας αpiό αυτούς. Μεταξύ όλων των εφικτών
λύσεων θα piρέpiει να εpiιλεγεί εκείνη η λύση piου βελτιστοpiοιεί την τιμή της αντικειμενικής συνάρτησης.
Μια τέτοια λύση ονομάζεται βέλτιστη (optimal), αλλά δεν είναι αpiαραίτητα και μοναδική. Η διαδικα-
σία κατά την οpiοία αναζητούμε την καλύτερη λύση (με βάση κάpiοια piροδηλωμένη μέθοδο αpiόδοσης)
μεταξύ ενός συνόλου εφικτών λύσεων, ονομάζεται Βελτιστοpiοίηση.
Η Βελτιστοpiοίηση μpiορεί να εκληφθεί και ως μία διαδικασία εύρεσης και λήψης βέλτιστων αpiοφά-
σεων (decision making). Στα μαθηματικά, διατυpiώνεται ένα piρόβλημα βελτιστοpiοίησης σαν piρόβλημα
ελαχιστοpiοίησης ή μεγιστοpiοίησης μιας ή piερισσοτέρων γραμμικών / μη γραμμικών συναρτήσεων (κρι-
τήρια βελτιστοpiοίησης) αγνώστων piραγματικών μεταβλητών των οpiοίων το piεδίο τιμών οριοθετείται
έμμεσα αpiό γραμμικούς / μη γραμμικούς piεριορισμούς των μεταβλητών αυτών. Οι άγνωστες μεταβλη-
τές μοντελοpiοιούν το αντικείμενο αpiόφασης του piροβλήματος και ονομάζονται μεταβλητές αpiόφασης.
Στην ελαχιστοpiοίηση / μεγιστοpiοίηση συναρτήσεων μpiορούν να χρησιμοpiοιηθούν αναλυτικές και αλ-
γεβρικές μέθοδοι για τον ακριβή ορισμό ελάχιστων (ή μέγιστων) σημείων, ενώ στη μελέτη συναρτήσεων
piολλών μεταβλητών χρησιμοpiοιούνται κυρίως αριθμητικές μέθοδοι για έναν piροσεγγιστικό ορισμό ε-
λάχιστων / μέγιστων σημείων. Το piρόβλημα χωροθέτησης μονάδων, γνωστό ως ανάλυση τοpiοθεσίας
1
ή piρόβλημα διαμέσων, είναι ένα κομμάτι της εpiιχειρησιακής έρευνας piου ασχολείται με την βέλτιστη
τοpiοθέτηση των εγκαταστάσεων για την ελαχιστοpiοίηση του κόστους μεταφοράς υpiό piεριορισμούς.
Στα εφαρμοσμένα μαθηματικά η βελτιστοpiοίηση είναι μέρος της εpiιχειρησιακής έρευνας και αναφέρεται
στην αναζήτηση βέλτιστων piαραμέτρων ενός piερίpiλοκου συστήματος. ΄Ενα piρόβλημα βελτιστοpiοίησης
αντιμετωpiίζεται σαν piρόβλημα ελαχιστοpiοίησης ή μεγιστοpiοίησης μιας αντικειμενικής συνάρτησης μίας
μεταβλητής ή piολλών μεταβλητών.
Ας θεωρήσουμε ένα piρόβλημα βελτιστοpiοίησης.
min∀x∈X f(x)
όpiου f(x) είναι η αντικειμενική συνάρτηση piου piρέpiει να ελαχιστοpiοιηθεί και x το σύνολο των εφικτών λύσεων. Μια λύσηx∗ ∈
Xείναι η βέλτιστη εάν f(x∗) ≤ f(x) , ∀x ∈ X
΄Ενας ακριβής αλγόριθμος για το piαραpiάνω piρόβλημα , θα βρει τη βέλτιστη λύση x∗ ή θα καταλήξει
ότι δεν υpiάρχει εφικτή λύση (Q = ∅), ή ότι το piρόβλημα είναι αpiεριόριστο, (Mladenovic´, Brimberg,
Hansen, and Moreno-Pe´rez 2007). Σε piερίpiτωση piου δεν βρεθεί ακριβής αλγόριθμος, piληθώρα ευ-
ρετικών, μεθευρετικών και υβριδικών μεθόδων έχουν αναpiτυχθεί έτσι ώστε χαλαρώνοντας τα κριτήρια
της βελτιστοpiοίησης να έρθουν αρκετά κοντά σε ικανοpiοιητικές λύσεις και σε εύλογο χρόνο, τέτοιες
μέθοδοι αναφέρονται στο Κεφάλαιο 2.
1.2 Εισαγωγή στον ακέραιο piρογραμματισμό
Ο ακέραιος piρογραμματισμός (integer programming) piεριλαμβάνει όλα τα piροβλήματα στα οpiοία
οι μεταβλητές αpiόφασης μpiορούν να piάρουν μόνο ακέραιες τιμές. ΄Ενα piρόβλημα ακέραιου piρογραμ-
ματισμού μpiορεί να είναι γραμμικό ή μη γραμμικό. Σε piερίpiτωση piου οι μεταβλητές αpiόφασης του
piροβλήματος piεριορίζονται μόνο στις τιμές 0 ή 1, τότε βρισκόμαστε σε μια ειδική κατηγορία piροβλημά-
των ακέραιου piρογραμματισμού, τον δυαδικό ακέραιο piρογραμματισμό (binary integer programming).
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1.3 Εισαγωγή στο piρόβλημα της χωροθέτησης εγκαταστάσε-
ων (facility location)
Σχήμα 1.3.1: Χωροθέτηση εγκαταστάσεων
΄Εστω ένα σύνολο n σημείων όpiου μpiορούν να δημιουργηθούν εγκαταστάσεις εξυpiηρέτησης piελα-
τών και ένα σύνολο m piελατών. Η δημιουργία εγκαταστάσεων στο σημείο j κοστίζει cj , j = 1,...,n.
Το κόστος εξυpiηρέτησης του piελάτη i αpiό την εγκατάσταση j είναι hij . Θέλουμε να βρούμε σε piοιά
σημεία θα piρέpiει να δημιουργηθούν εγκαταστάσεις και piώς θα piρέpiει να γίνει η ανάθεση των piελατών
στις εγκαταστάσεις έτσι ώστε να εξυpiηρετηθούν όλοι οι piελάτες στο ελάχιστο δυνατό κόστος.
Ορίζουμε δυαδικές μεταβλητές αpiόφασης yj = 1 αν δημιουργηθεί εγκατάσταση στο σημείο j και 0
αν δεν δημιουργηθεί εγκατάσταση.
Εpiίσης, ορίζουμε δυαδικές μεταβλητές αpiόφασης xij = 1 αν ο piελάτης στο σημείο i εξυpiηρετηθεί
αpiό την εγκατάσταση στο σημείο j και 0 αν όχι. Το piρόβλημα μορφοpiοιείται ως εξής:
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m∑
i=1
n∑
j=1
hij ∗ xij +
n∑
j=1
cj ∗ yj (1)
υpiό τους piεριορισμούς
• ∑nj=1 xij = 1, γιαi = 1,...,m
• xij < yj ,∀i = 1, ...,m, ∀j = 1, ..., n
• xij , yj ,∈ {0, 1}∀i = 1, ...,m, ∀j = 1, ..., n
Η piρώτη ομάδα piεριορισμών εξασφαλίζει ότι κάθε piελάτης θα εξυpiηρετηθεί αpiό ένα σημείο εξυpiη-
ρέτησης και η δεύτερη ομάδα ότι για να εξυpiηρετηθεί κάpiοιος piελάτης αpiό κάpiοιο σημείο θα piρέpiει
στο αντίστοιχο σημείο να δημιουργηθούν εγκαταστάσεις.
1.4 Κατηγοριοpiοίηση του piροβλήματος χωροθέτησης εγκατα-
στάσεων
Το piρόβλημα τοpiοθεσιών είναι ένα piεδίο της εpiιχειρησιακής έρευνας piου piεριλαμβάνει piολλά μα-
θηματικά μοντέλα. ΄Ενα piρόβλημα ανήκει στα piροβλήματα τοpiοθεσιών, αν piρέpiει να piαρθεί κάpiοια
αpiόφαση σχετικά με τη θέση νέων εγκαταστάσεων, λαμβάνοντας υpiόψη την αpiόσταση μεταξύ των
εγκαταστάσεων αλλά και κάpiοιες εpiιpiρόσθετες piαραpiέτρους. Οι (Mladenovic´, Brimberg, Hansen,
and Moreno-Pe´rez 2007) χωρίζουν τα μοντέλα τοpiοθεσίας σε τρεις βασικές ομάδες:
• σε συνεχή μοντέλα (Q ⊆ Rq),
• σε διακριτά μοντέλα (Χ είναι piεpiερασμένο)
• σε μοντέλα δικτύου (το Χ αpiοτελεί ένωση piεpiερασμένου με γραμμικά και συνεχή σύνολα)
Μια άλλη κατηγοριοpiοίηση των piροβλημάτων τοpiοθεσιών είναι η κατηγοριοpiοίηση ως piρος τη
διάμεση τιμή (minisum) ή ως piρος το κέντρο (minimax). Τέλος, τα μοντέλα τοpiοθεσιών μpiορούν να
είναι ντετερμινιστικά ή στοχαστικά (Owen and Daskin 1998), γραμμικά ή μη γραμμικά, μονοκριτηριακά
ή piολυκριτηριακά, καθώς και piολλά ακόμη μοντέλα όpiως αυτό το 1988 των ερευνητών Love, Morris
και Wesolowsky έως το 2002 των Drezner και Hamacher piου αναφέρουν οι (Mladenovic´, Brimberg,
Hansen, and Moreno-Pe´rez 2007).
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1.5 Σκοpiός εργασίας
Η piαρούσα διpiλωματική εργασία piραγματεύεται τη διερεύνηση του piροβλήματος διαμέσων (p-
median problem) και την piαρουσίαση ευρετικών μεθόδων για την εpiίλυσή του. Η piαρούσα θέση
εστιάζει ιδιαίτερα στην εκδοχή του p-median piροβλήματος στο piεδίο της χωροθέτησης μονάδων, με
την εpiίλυση αυτού του NP-hard piροβλήματος να piαραμένει μια piολύ ενδιαφέρουσα piρόκληση στον
τομέα της εpiιχειρησιακής έρευνας, ειδικά όταν αυξάνεται η διάσταση του piροβλήματος.
Η εργασία στοχεύει στην κατανόηση του p-median piροβλήματος μέσα αpiό μια βιβλιογραφική ανα-
σκόpiηση αλλά και την μαθηματική μοντελοpiοίηση του piροβλήματος και εpiίλυση του με χρήση του λύτη
βελτιστοpiοίησης Gurobi. Σε δεύτερη φάση piαρουσιάζεται μια μεθευρετική Αναζήτηση Μεταβλητής
Γειτνίασης (Variable Neighborhood Search) μεθοδολογία.
Στόχος της διpiλωματικής εργασίας είναι ο αλγόριθμος piου θα αναpiτυχθεί να είναι αpiοδοτικός σε
piραγματικά piροβλήματα χωροθέτησης τα οpiοία piροκύpiτουν αpiό δίκτυα εφοδιαστικής αλυσίδας, στη
γλώσσα piρογραμματισμού Python. Τέλος, θα piραγματοpiοιηθεί μία συγκριτική υpiολογιστική μελέτη
piου θα piεριλαμβάνει την εφαρμογή του αλγορίθμου piάνω σε διαθέσιμα μετροpiροβλήματα (benchmark
problems) και θα αξιολογεί την αpiοτελεσματικότητά του ως piρος την piοιότητα του σφάλματος αλλά
και ως piρος τον χρόνο εύρεσης των λύσεων.
1.6 Συνεισφορά
Η συνεισφορά της piαρούσας εργασίας δύναται να συνοψισθεί ως ακολούθως:
• Θεωρητικό υpiόβαθρο του piροβλήματος διαμέσων.
• Παρουσίαση των μεθόδων εpiίλυσης του piροβλήματος διαμέσων.
• Παρουσίαση του άpiληστου αλγορίθμου αρχικοpiοίησης.
• Παρουσίαση του μεθευρετικού piλαισίου της Αναζήτησης Μεταβλητής Γειτνίασης.
• Ανάλυση του υλοpiοιηθέντος αλγορίθμου στα συστατικά του μέρη, με τη χρήση μικρού μεγέθους
μετροpiροβλημάτων.
• Αξιολόγηση του υλοpiοιηθέντος αλγορίθμου μέσω της υpiολογιστικής μελέτης στα μετροpiροβλή-
ματα της OR library.
• Σύγκριση αpiοτελεσμάτων του μεθευρετικού αλγορίθμου με την βέλτιστη λύση piου αpiορρέει αpiό
την δημιουργία και υλοpiοιήση του μοντέλου με χρήση του Gurobi λύτη βελτιστοpiοίησης.
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1.7 Διάρθρωση της Μελέτης
Στην piαρούσα υpiοενότητα σκιαγραφείται η δομή, η οpiοία ακολουθείται για την ανάpiτυξη της θε-
ματολογίας της piαρούσας διpiλωματικής εργασίας. Αρχικά, piαρατίθενται ορισμένα βασικά ενημερωτικά
για τον αναγνώστη στοιχεία και οι κύριοι λόγοι ανάληψης της piαρούσας διpiλωματικής. Στο εpiόμενο
κεφάλαιο piαρουσιάζεται το αpiαραίτητο θεωρητικό υλικό, με σκοpiό την ενημέρωση του αναγνώστη,
ώστε να εpiιτευχθεί η καλύτερη δυνατή κατανόηση του piροβλήματος διαμέσων μέσα αpiό την piαρουσί-
αση του μαθηματικού μοντέλου. ΄Ετσι, piαρατίθεται ιστορικό υλικό σχετικά με το piρόβλημα διαμέσων
και αpiαραίτητες piληροφορίες σχετικά με ευρετικές και μεθευρετικές μεθόδους piου ανέpiτυξαν διάφο-
ροι ερευνητές, οι σύγχρονες τάσεις στις μεθόδους εpiίλυσης καθώς και μία συνοpiτική piεριγραφή της
μαθηματικής μοντελοpiοίησης του piροβλήματος διαμέσων με χρήση του λύτη βελτιστοpiοίησης Guro-
bi. Ιδιαίτερη piροσοχή δίνεται στα βασικά δομικά μέρη της άpiληστης ευρετικής μεθόδου αλλά και την
piεριγραφή της μεθευρετικής διαδικασίας Variable Neighborhood Search. ΄Εpiειτα piεριγράφονται τα συ-
στατικά μέρη του piρος υλοpiοίηση μεθευρετικού αλγορίθμου, ενώ στο τελευταίο κεφάλαιο ελέγχεται
ο αλγόριθμος μέσω μίας υpiολογιστικής μελέτης για την ακρίβεια και την αpiόδοσή του σε 40 μετρο-
piροβλήματα της βιβλιοθήκης OR library. Για την ακριβέστερη υpiολογιστική μελέτη piροηγήθηκε η
ανάpiτυξη του μαθηματικού μοντέλου του piροβλήματος διαμέσου στο Gurobi λύτη βελτιστοpiοίησης
και η εκτέλεσή του με τα piροαναφερθέντα μετροpiροβλήματα της OR library. ΄Εpiειτα ακολούθησε η
σύγκριση των αpiοτελεσμάτων του μεθευρετικού αλγορίθμου με την βέλτιστη λύση piου αpiορρέει αpiό
το μαθηματικό μοντέλο piου εκτελέστηκε με χρήση του Gurobi λύτη βελτιστοpiοίησης.
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ΚΕΦΑΛΑΙΟ 2
Βιβλιογραφική Εpiισκόpiηση
Η αναζήτηση και η εpiιλογή της βιβλιογραφίας piου piεριλαμβάνει η εργασία piραγματοpiοιήθηκε κυρίως
αpiο έγκυρες ηλεκτρονικές piηγές. Καθώς το piρόβλημα διαμέσων χρονολογείται αpiό τον 17ο αιώνα και
χρησιμοpiοιείται ευρέως ακόμη και σήμερα, δεν θα εpiιθυμούσα να στηρίξω τη βιβλιογραφική έρευνα
αpiοκλειστικά στις piεριορισμένες δυνατότητες μερικών βιβλίων. Με θέμα αναζήτησης λοιpiόν τις λέξεις
κλειδιά piου αναφέρονται piαραpiάνω, εντοpiίστηκαν και αξιολογήθηκαν αρκετά σχετικά εpiιστημονικά
άρθρα και βιβλία μέσα αpiό έγκυρες ιστοσελίδες όpiως (Springer ), (Scholar ), (Sciencedirect ), κτλ.
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2.1 Το piρόβλημα Διαμέσων
2.1.1 Ιστορικά Στοιχεία
Σχήμα 2.1.1: P-median piρόβλημα, p = 2.
Η ιστορική αναδρομή για το piρόβλημα διαμέσων ξεκινάει γύρω στο 17ο αιώνα. Το κύριο κίνητρο
για την piαρούσα μελέτη είναι ένα διάσημο piρόβλημα, piου φέρεται ότι διατυpiώθηκε για piρώτη φορά το
1640 αpiό τον Pierre de Fermat, και το λεγόμενο Συμpiληρωματικό Πρόβλημα (CP). Μια piιο γενική
διατύpiωση του αpiλού αυτού piροβλήματος εγκαταστάσεων αpiοδίδεται στους (Weber and Pick 1909),
(Drezner and Hamacher 2001). Με μοναδικό κριτήριο βελτιστοpiοίησης να είναι η ελαχιστοpiοίηση του
γεωμετρικού μέσου τριών μόνο σημείων, μια εκδοχή του piροβλήματος χωροθέτησης, αναζητάται το
κόστος μεταφοράς ανά αpiόσταση να είναι το ίδιο για όλους τους piροορισμούς. Στη γεωμετρία, το piρό-
βλημα Weber, όpiως ονομάζεται, είναι ένα αpiό τα piιο διάσημα piροβλήματα της θεωρίας εγκαταστάσεων.
Αpiαιτεί την εύρεση ενός σημείου στο εpiίpiεδο piου ελαχιστοpiοιεί το άθροισμα του κόστους μεταφοράς
των αpiοστάσεων αpiό το σημείο αυτό έως τα σημεία piροορισμού, όpiου τα διαφορετικά σημεία piροορι-
σμού σχετίζονται με διαφορετικό κόστος ανά μονάδα αpiόστασης. Το piρόβλημα Weber γενικεύει τη
γεωμετρική μέση τιμή, η οpiοία αναλαμβάνει το κόστος μεταφοράς ανά μονάδα αpiόστασης να είναι το
ίδιο για όλα τα σημεία piροορισμού. Στο piρόβλημα υpiολογισμού του σημείου Fermat, υpiολογίζεται η
γεωμετρική μέση τιμή των τριών σημείων. Για το λόγο αυτό, καλείται μερικές φορές piρόβλημα Fermat-
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Weber. Ο ιταλός φυσικός Evangelista Torricelli, piερίpiου το 1645, piρόσθεσε στο piρόβλημα Fermat
μια ακόμη διάσταση έχοντας ως δεδομένα τρία σημεία σε ένα εpiίpiεδο, και ψάχνοντας ένα τέταρτο ση-
μείο, τέτοιο ώστε το άθροισμα των αpiοστάσεων του αpiό τα άλλα τρία σημεία να είναι όσο το δυνατόν
μικρότερο, το οpiοίο ο (Do¨rrie 2013) το εpiίλυσε γεωμετρικά. Αντίθετα, το piρόβλημα Weber διατυpiώ-
θηκε και εpiιλύθηκε γεωμετρικά αpiό τον Thomas Simpson το 1750. Αριθμητικά αpiέδειξε το 1972 το
piρόβλημα Fermat- Weber με τριγωνομετρία ο Luc-Normand Tellier, ενώ τελική και piιο γενικευμένη
λύση έδωσαν το 1962 οι Kuhn and Kuenne, οι οpiοίοι μετέφεραν το piρόβλημα στην piερίpiτωση των
piολυγώνων piου έχουν piερισσότερες αpiό τρεις piλευρές, piράγμα piου δεν συνέβει στις piροηγούμενες
αpiοδείξεις.
΄Οpiως σε όλα τα ιστορικά ντοκουμέντα, έτσι και στο piρόβλημα διαμέσων η καταγωγή και η εξέλιξη
του piροβλήματος δεν είναι τελείως ξεκάθαρη. Σε αυτήν τη θέση θα ήταν χρήσιμο να αναφερθεί ότι οι
Cavalieri (1647), Viviani (1659) και Martelli (1998) συνέβαλαν καθοριστικά στην ορθότητα της αpiό-
δειξης αυτού του αpiλού piροβλήματος. Εpiιpiλέον, piολλοί είναι αυτοί piου piιστεύουν ότι η αpiόδειξη του
θεωρήματος του Πτολεμαίου (piερίpiου μ.Χ. 150) και μια piαρατήρηση αpiό τον Heinen (1834) piρόσθεσαν
ιδιαίτερη αξία στην τελική αpiόδειξη του piροβλήματος (Jalal and Krarup 2003). Το 1909 ο Alfred
Weber χρησιμοpiοίησε ένα piαρόμοιο μοντέλο ελαχιστοpiοίησης κόστους μεταφοράς τριών σημείων piου
αpiεικόνιζε βιομηχανικές piεριοχές piρος τους piελάτες τους (Weber and Pick 1909).
Η piαραpiάνω διατύpiωση είναι ένα αpiό τα piιο αpiλά συνεχή μοντέλα χωροθέτησης. Υpiάρχουν piλέον
piιο σύνθετα piροβλήματα piου εξετάζουν την τοpiοθέτηση piολλαpiλών εγκαταστάσεων, με piοικίλους piε-
ριορισμούς σχετικά με τις τοpiοθεσίες των εγκαταστάσεων καθώς και piιο σύνθετα κριτήρια βελτιστοpiοί-
ησης. Το piρόβλημα χωροθέτησης εpiικεντρώνεται στην εpiιλογή της τοpiοθέτησης των εγκαταστάσεων
ώστε να ανταpiοκρίνονται καλύτερα στους piεριορισμούς. Το piρόβλημα συχνά συνίσταται στην εpiιλογή
μιας τοpiοθεσίας - εργοστάσιο piου ελαχιστοpiοιεί τις σταθμισμένες αpiοστάσεις piρομηθευτών-piελατών,
όpiου τα βάρη είναι αντιpiροσωpiευτικά της δυσκολίας μεταφοράς των υλικών. Η λύση στο piρόβλημα
αυτό δίνει την βέλτιστη εpiιλογή κέρδους piου εξυpiηρετεί piιο αpiοτελεσματικά τις ανάγκες όλων των
piελατών-καταναλωτών (Drezner and Hamacher 2001).
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2.2 Ορισμός και piεριγραφή του αpiλού p=1 piροβλήματος δια-
μέσου
Σχήμα 2.2.2: P-median piρόβλημα, p = 1.
Το piρόβλημα p διαμέσων έχει ιδιαίτερο νόημα όταν αναφερόμαστε στη θεωρία και στα διακριτά
μοντέλα εγκαταστάσεων. Ως ένα NP-hard piρόβλημα είναι υpiολογιστικά δύσκολο, για αυτό μια piοικι-
λία αpiό ευρετικές και μεθευρετικές μεθόδους έχουν αναpiτυχθεί ώστε να piροσεγγίσουν την λύση του
σε εύλογο χρονικό διάστημα (Kariv and Hakimi 1979), ωστόσο για ένα γενικό διάγραμμα η λυση
piραγματοpiοιείται σε piολυωνυμικό χρόνο σε ένα δέντρο. Ο Goldman piρότεινε ένα αλγόριθμο, ο οpiοίος
εκτελείται σε γραμμικό χρόνο με p=1, (Daskin and Maass 2015), και αpiοτέλεσε τον λόγο ονομασίας
του piροβλήματος διαμέσων, (Goldman 1971). Θεώρησε ότι αν κάθε κόμβος ενός δέντρου έχει τη μισή
ή piαραpiάνω της συνολικής ζήτησης όλων των κόμβων στο δέντρο, τότε το βέλτιστο εντοpiίζεται σε
αυτόν τον κόμβο. Η αpiομάκρυνση αpiό αυτόν τον κόμβο θα μετακινήσει την εγκατάσταση αpiό τα σημεία
ζήτησης, αυξάνοντας έτσι την τιμή της αντικειμενικής συνάρτησης.
΄Εστω λοιpiόν τα σύνολα:
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I = 1, ..., i, ...,m σύνολο σημείων piιθαθών τοpiοθεσιών - εγκαταστάσεων
και
J = 1, ..., j, ..., n σύνολο σημείων ζήτησης, με τη ζήτηση του κόμβου j να εκφράζεται ως dj
και cij το κόστος ικανοpiοίησης της ζήτησης των piελατών j αpiό την εγκατάστασης i.
Αν υpiοθέσουμε ότι κανένας κόμβος δεν ικανοpiοιεί τη μισή ή piερισσότερο της συνολικής ζήτησης
D =
∑
j∈J dj = 1 για i = 1, ...,m,
δηλαδή δεν υpiάρχει κατάλληλη εγκατάσταση, τότε καλείται ένας κόμβος piου βρίσκεται στα φύλλα (leaf
node), έστω με ζήτηση (dj)
′
.
Ο ψευδοκώδικας εκτελεί τα ακόλουθα βήματα:
• Βήμα 1. ΄Εστω (dj)′ = dj για όλα τα σημεία ζήτησης j ∈ J .
• Βήμα 2. Αν ένας κόμβος Α αpiό τα φύλλα συνδέεται με κάpiοιον άλλον Β, piρόσθεσε την ζήτηση
του Α σε αυτήν του Β μέσα αpiό την ακμή (Α,Β). Αν η συνολική ζήτηση Β είναι μεγαγαλύτερη
ή ίση αpiό την μισή της συνολικής D/2, τότε σταμάτα. Ο κόμβος Β είναι ο piρώτος διάμεσος.
Αλλιώς, εpiανέλαβε το Βήμα 2. (Daskin and Maass 2015).
Εφόσον σε κάθε κόμβο εξετάζεται το piολύ μία φορά το δεύτερο Βήμα, συμpiεραίνουμε ότι η piο-
λυpiλοκότητα χειρότερης piερίpiτωσης του piρώτου διαμέσου αλγορίθμου είναι O(n). Θα ήταν χρήσιμο
να αναφερθεί ότι για τον υpiολογισμό της αντικειμενικής συνάρτησης θα piρέpiει να λάβουμε υpiόψιν τις
αpiοστάσεις των κόμβων μεταξύ τους, κάτι piου δεν υpiολογίζεται στον piαραpiάνω αλγόριθμο. Ο αλγό-
ριθμος των Kariv and Hakimi το 1979 είχε piολυpiλοκότητα On2 ∗ p2 για το piρόβλημα διαμέσων σε
δέντρο (Kariv and Hakimi 1979), ενώ τέλος ο Tamir βελτίωσε το υpiολογιστικό κόστος σε Op ∗ n2,
(Tamir 1996).
2.3 Μέθοδοι εpiίλυσης
Στη βιβλιογραφία το piρόβλημα της χωροθέτησης εγκαταστάσεων αpiασχόλησε αρκετούς ερευνητές.
Εφικτή ακριβής βέλτιστη λύση υpiάρχει, αλλά ένα θεώρημα piου οφείλεται στον Hakimi δείχνει ότι
τουλάχιστον μία βέλτιστη λύση θα βρίσκεται εξ ολοκλήρου στους κόμβους του δικτύου, το οpiοίο
αpiλοpiοιεί το piρόβλημα σε piολλές piεριpiτώσεις. Το piρόβλημα διαμέσων ανήκει στα NP-hard piροβλήματα
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(Papadimitriou and Steiglitz 1982), η χρήση μεθόδων βελτιστοpiοίησης piεριορίζεται μόνο σε μικρών
διαστάσεων piροβλήματα, ενώ όσο ανεβαίνει η διάσταση χρησιμοpiοιούνται ευρετικοί, μεθευρετικοί ή
υβριδικοί αλγόριθμοι, δηλαδή αλγόριθμοι piου συνδυάζουν ευρετικές και ακριβείς μεθόδους, με τους
οpiοίους εpiιδιώκεται η εύρεση ικανοpiοιητικών λύσεων.
Μια τεχνική εpiίλυσης piροβλημάτων θεωρείται ευρετική όταν αναζητά λύσεις piου μpiορούν να εpiιτευ-
χθούν διαθέτοντας λογική υpiολογιστική ισχύ, δεν υpiάρχει όμως εγγύηση ότι οι λύσεις piου piαράγονται
είναι βέλτιστες. Οι ευρετικές τεχνικές στηρίζονται στην υpiόθεση ότι η αpiοδοτική λύση ορισμένων
συνδυαστικών piροβλημάτων αpiαιτεί piερισσότερη ευελιξία αpiό ότι μpiορεί να εpiιτευχθεί με τεχνικές
piου αpiοδεδειγμένα piαρουσιάζουν ιδιότητες σύγκλισης. Σε κάpiοιο βαθμό μpiορούν να θεωρηθούν ως
αλγόριθμοι αναζήτησης piου εφαρμόζουν εpiαναληpiτικά ένα σκεpiτικό εpiιλογής για την συνέχεια της
αναζήτησης. Αυτό μpiορεί να συμβαίνει μέσω κάpiοιας αpiλής λογικής αλληλουχίας ενεργειών καθώς και
με τεχνικές piειραματισμού και διόρθωσης (trial and error).
Ορισμένες ευρετικές τεχνικές piου χρησιμοpiοιούνται για την εύρεση καλών λύσεων σε συγκεκριμένα
piροβλήματα είναι ανεξάρτητες αpiό τα ίδια τα piροβλήματα piου αντιμετωpiίζουν. Οι τεχνικές αυτές ο-
νομάζονται μεθευρετικές και piολλές αpiό αυτές έχουν εμpiνευστεί αpiό μηχανισμούς piου piαρατηρούνται
στην φύση. Οι μεθευρετικές τεχνικές μpiορούν να ομαδοpiοιηθούν με βάση τον τρόpiο με τον οpiοίο
εξετάζουν τις νέες piιθανές λύσεις. Οι ευρετικές λύσεις μpiορούν να piαρέχουν καλές ή ακόμη και βέλ-
τιστες λύσεις σε εύλογο χρονικό διάστημα, αλλά η αξιολόγηση της piοιότητας ορισμένων αpiό αυτές
τις piροσεγγίσεις δεν είναι αpiλή. Στις ευρετικές piροσεγγίσεις η αξιοpiοίηση των χαρακτηριστικών του
piροβλήματος (τα κριτήρια και η σειρά με την οpiοία εpiιλέγονται οι υpiοψήφιες λύσεις) αλλά και η εpiα-
λήθευση των piεριορισμών piαίζουν κύριο ρόλο. Βέβαια ενδέχεται για ορισμένες τιμές των piαραμέτρων
κάpiοιος ευρετικός αλγόριθμος να piαρέχει καλύτερες λύσεις αpiό κάpiοιον άλλον. Ως εκ τούτου συχνά οι
ερευνητές εξετάζουν τα αpiοτελέσματα των εκάστοτε αλγορίθμων μέσα αpiό υpiολογιστική ανάλυση και
συγκριτική μελέτη. Στη σημερινή εpiοχή έχουν εισαχθεί νέες υpiολογιστικές τεχνικές, όpiως μεθευρετι-
κοί αλγόριθμοι (κατασκευάζουν αρχικά μια εφικτή λύση και έpiειτα την βελτιώνουν με τοpiική αναζήτηση
γειτονιάς), και γενετικοί ή εξελικτικοί αλγόριθμοι, οι οpiοίοι βελτιώνουν την λύση μέσα αpiό την εξέλιξη
ενός piληθυσμού λύσεων (με ή χωρίς γεωμετρικούς piεριορισμούς), (Zouein, Harmanani, and Hajar
2002). Γενικά, διάφορες ευρετικές μέθοδοι έχουν διατυpiωθεί σε εφαρμογές της εpiιχειρησιακής έρευ-
νας και της τεχνητής νοημοσύνης για τον piρογραμματισμό του χώρου (Zouein and Tommelein 1999).
Μια σειρά αpiό τις μεθόδους αυτές piαραθέτονται ομαδοpiοιημένες σε piίνακες στις εpiόμενες υpiοενότητες.
2.3.1 Ευρετικοί αλγόριθμοι
Ο αλγόριθμος του Hakimi (1964), ο οpiοίος piροσpiάθησε να λύσει τη χωροθέτηση κέντρων σε
ένα τηλεpiικοινωνιακό σύστημα αpiοτελεί τη θεωρητική και ιστορική αpiαρχή της εpiίλυσης piροβλημάτων
χωροθέτησης στα piλαίσια της θεωρίας γραφημάτων. ΄Οpiως piαραθέτεται και στον piίνακα piαρακάτω, αpiό
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το 1963 οι ερευνητές άρχισαν να αναpiτύσουν ευρετικές μεθόδους για να piροσεγγίσουν την βέλτιστη
λύση σε αpiοδεκτό χρόνο. Οι ευρετικές μέθοδοι αρχικοpiοίησης αpiοτελούν ένα είδος ευρετικών μεθόδων,
οι οpiοίες ξεκινούν με μια κενή λύση και μέσα αpiό εpiαναλήψεις, εpiεκτείνουν την τρέχουσα λύση μέχρι
να εpiιτευχθεί μια ολοκληρωμένη λύση. Μια τέτοια μέθοδος είναι η λεγόμενη άpiληστη τεχνική, Greedy
(Myopic), η οpiοία ξεκινάει με ένα κενό σύνολο λύσεων μέχρι piου εpiιλύει το piρόβλημα διαμέσων για
p = 1, το οpiοίο το piροσθέτει στο σύνολο λύσεων. Με εpiαναλήψεις αυτή η διαδικασία συνεχίζεται έως
το σύνολο λύσεων να αpiοκτήσει p τοpiοθεσίες σύμφωνα με τους (Kuehn and Hamburger 1963) και
(Whitaker 1983).
Οι (Feldman, Lehrer, and Ray 1966), (Moreno, Rodr´ıguez, and Jime´nez 1991),(Salhi and Atkin-
son 1995) ακολούθησαν μια διαφορετική piροσέγγιση, την Stingy ή Greedy-Drop τεχνική. Η τεχνική
αυτή έρχεται σε αντίθεση με την αpiλή άpiληστη ευρετική μέθοδο καθώς ξεκινάει με ένα σύνολο λύσεων
γεμάτο k-τοpiοθεσίες και αφαιρετικά σε κάθε εpiανάληψη piροσpiαθεί να φθάσει piλήθος συνόλου λύσεων
ίσο με p διαμέσους.
Η μέθοδος δυαδικής ανόδου αpiασχόλησε τον Erlenkotter το 1978, (Erlenkotter 1978), τον οpiοίο
αργότερα ακολούθησαν οι ερευνητές (Galva˜o 1980), (Galva˜o 1993), (Captivo 1991). Η μέθοδος αυτή
εpiιλύει το δυϊκό piρόβλημα αργά, με μικρές αυξήσεις της δυϊκής αντικειμενικής συνάρτησης και αρκετές
αυστηρές piαραδοχές.
Τέλος, αρκετές piαραλλαγές των piαραpiάνω μεθόδων και συγκρίσεις μεθόδων για το piρόβλημα διαμέ-
σων ανέpiτυξαν οι ((Captivo 1991)), συνδυασμός μεθόδων Stingy με Greedy και Multistart Alternate),
((Captivo 1991), GreedyGr αλγόριθμο), ((Pizzolato 1994), έναν συνδυασμό Alternate - Interchan-
ge), και τέλος ο ((Salhi 1997), συνδυασμός μεθόδων Stingy και Greedy), (Mladenovic´, Brimberg,
Hansen, and Moreno-Pe´rez 2007).
Πίνακας 2.1: Ευρετικές μέθοδοι αρχικοpiοίησης
Μέθοδος Ερευνητές
Greedy (Myopic) Kuehn and Hamburger (1963), Wh-
itaker (1983), Xiao (2016)
Stingy Feldman et al. (1966), Moreno-
Pe´rez et al. (1991), Salhi and At-
kinson (1995)
Dual Ascent Galva˜o (1980, 1993), Erlenkotter
(1978), Captivo (1991)
Composite Moreno-Pe´rez et al. (1991), Capti-
vo (1991), Pizzolato (1994), Salhi
(1997)
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2.3.2 Ευρετικές μέθοδοι τοpiικής αναζήτησης
Η διαφορά των μεθόδων τοpiικής αναζήτησης αpiό αυτές της αρχικοpiοίησης είναι ότι αρχίζουν με
μια ολοκληρωμένη εφικτή λύση και στη συνέχεια piροσpiαθούν να βελτιώσουν την τρέχουσα λύση μέσα
αpiό εpiαναλήψεις τοpiικής αναζήτησης. Μια τέτοια μέθοδος είναι και η Alternate, η οpiοία σύμφωνα
με τον Maranzana ξεκινάει με p σημεία piου δηλώνουν τοpiοθεσίες εκλεγμένες αpiό σύνολα χρηστών
κοντά σε αυτές. Αρχικά, λύνεται το piρόβλημα διαμέσων για p = 1 και για κάθε σύνολο χρηστών
των τοpiοθεσιών. Αργότερα, οδηγείται σε μια εξαντλητική μέθοδο όpiου όμως τελικά οι εναλλακτικές
τοpiοθεσίες θα αντιστοιχίζονται σε ικανοpiοιημένους χρήστες. Μια ακόμη κλασσική ευρετική μέθοδος
τοpiικής αναζήτησης είναι η Interchange. Με p τοpiοθεσίες αρχικά και μέσα αpiό μια εpiαναληpiτική δομή
δοκιμάζει μία piρος μία τις υpiόλοιpiες τοpiοθεσίες ώστε να ελαχιστοpiοιηθεί το συνολικό κόστος. Ση-
μαντικός ήταν ο ρόλος των Teitz and Bart το 1968, καθώς και των (Whitaker 1983), (Densham and
Rushton 1992),(Hansen and Mladenovic´ 1997). Αλλά και στην σύγχρονη εpiοχή ακόμη οι (Resende
and Werneck 2003) και (Kochetov, Levanova, Alekseeva, and Loresh 2005) βοήθησαν αρκετά στην
εξέλιξη αυτής της μεθόδου.
Πίνακας 2.2: Ευρετικές μέθοδοι τοpiικής αναζήτησης
Μέθοδος Ερευνητές
Alternate Maranzana (1964)
Interchange Teitz and Bart (1968), Whita-
ker (1983), Densham and Rush-
ton (1992),Hansen and Mladenovic´
(1997), Narula, Ogbu, and Samu-
elsson (1977),Resende and Werneck
(2003), Kochetov et al. (2005),Xiao
(2016)
2.3.3 Αλγόριθμοι Μαθηματικού Προγραμματισμού
Ο Δυναμικός Προγραμματισμός ή ΔΠ (Dynamic Programming, DP), είναι μια μαθηματική τε-
χνική piου αναpiτύχθηκε αpiό τον (Bellman 1954) για τα piροβλήματα βελτιστοpiοίησης με διαδοχικες
και αλληλοσυνδεόμενες αpiοφάσεις. Συνοpiτικά, η χρήση του ΔΠ εpiικεντρώνεται σε μια συστηματική
διαδικασία για τον piροσδιορισμό του συνδυασμού των αpiοφάσεων, piου μεγιστοpiοιεί τη συνολική αpiο-
τελεσματικότητα. Σε αντίθεση με τη μέθοδο διαίρει και βασίλευε, ο ΔΠ δεν διαιρεί το κύριο piρόβλημα
σε ανεξάρτητα υpiοpiροβλήματα, αλλά εpiιλύει το piρόβλημα συνδυάζοντας λύσεις υpiοpiροβλημάτων. Η
κατάστρωση του piροβλήματος γίνεται σε φάσεις ή σταδια (stages), γι’ αυτό και ο ΔΠ οναμάζεται και
μεθοδολογία διαδοχικών καταμερισμών (sequential allocation process) ή διαδικασία λήψης αpiοφάσεων
piολλών σταδίων (multistage decision-making procedure). Αν και ΔΠ έχει κατανοητή μεθοδολογία,
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σε αντίθεση με τον γραμμικό piρογραμματισμό, δεν χαρακτηρίζεται αpiό κάpiοιο γενικό piρότυpiο ή μια
τυpiοpiοιημένη μαθηματική διατύpiωση. Τα piροβλήματα δυναμικού piρογραμματισμού αντιμετωpiίζονται
διαφορετικά κάθε φορά και piροσαρμόζονται ανάλογα με το piρόβλημα σε κάθε συγκεκριμένη κατάσταση,
ώστε να piροσεγγιστεί το piότε ένα piρόβλημα μpiορεί να λυθεί με διαδικασίες δυναμικού piρογραμματισμού
και piως αυτό υλοpiοιείται. Η piρώτη φάση στη σχεδίαση ενός αλγορίθμου ΔΠ είναι η εύρεση της δομής
της βέλτιστης λύσης, έpiειτα ορίζεται αναδρομικά η τιμή της βέλτιστης λύσης και τέλος στην τελευ-
ταία φάση υpiολογίζεται η βέλτιστη λύση και η τιμή της αpiό τα υpiοpiροβλήματα piρος το κυρίως piροβλημα.
Οι (Hribar and S. 1997) piρότειναν μία ευρετική μέθοδο piου έκανε χρήση ΔΠ, η οpiοία είχε κύριο
σκοpiό να εντοpiίσει εpiαναληpiτικά και να αpiοθηκεύσει τις q καλύτερες λύσεις, σταματώντας όταν εpiι-
τευχθούν p εγκαταστάσεις. Λίγα χρόνια νωρίτερα είχε piροταθεί αpiό τους (Cornuejols, Fisher, and
Nemhauser 1977) η μοντελοpiοίησή του piροβλήματος διαμέσων με Lagrangian χαλάρωση ή διαδικασία
LR, Lagrangian Relaxation, με τη βελτιστοpiοίηση δηλαδή μιας piροσαρμοστικής, piροβλεpiόμενης με-
θόδου subgradient, μια τεχνική piου χρησιμοpiοιείται για να ενημερώσει την τιμή των piολλαpiλασιαστών
Lagrange. Αρκετοί ήταν οι ερευνητές piου ασχολήθηκαν με την Lagrangian χαλάρωση, (βλ. Πίνακα:
Μέθοδοι μαθηματικού piρογραμματισμού), αλλά και με piαραλλαγές αυτής της μεθόδου όpiως η piρόταση
Semi Lagrangian Relaxation των (Beltran, Tadonki, and Vial 2006) το 2006. Για να μειωθεί ο χρόνος
υpiολογισμού των λύσεων, συχνή είναι η μέθοδος της Συνάθροισης Aggregation, δηλαδή η piροσεκτική
μείωση των σημείων ζήτησης συγκεντρώνοντας τα piιο αντιpiροσωpiευτικά σημεία ώστε να αpiοδοθεί
μια καλή piροσσέγγιση της λύσης piιο γρήγορα. Περιορίζοντας όμως τα σημεία ζήτησης, μειώνεται η
piηγαία piληροφορία και στο piρόβλημα εισέρχονται σφάλματα κόστους, βελτιστότητας και τοpiοθεσίας,
(Erkut and Bozkaya 1999). Μια piιο ολοκληρωμένη θεωρητική βάση όσον αφορά τα σφάλματα της
συνάθροισης διατυpiώθηκε αpiό τους (Francis, Lowe, and Tamir 2002).
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Πίνακας 2.3: Μέθοδοι μαθηματικού piρογραμματισμού
Μέθοδος Ερευνητές
Dynamic Programming Hribar and Daskin (1997)
Relaxation Induced Neighborhood Search Danna et al. (2005), Yaghini et al.
(2012)
Lagrangian Relaxation Cornuejols et al. (1977), Mulvey
and Crowder (1979), Galva˜o (1980),
Beasley (1993), Daskin (1995), Da-
skin (2013), Senne and Lorena
(2000), Barahona and Anbil (2000),
Beltran et al. (2006)
Aggregation Hillsman and Rhoda (1978), Go-
odchild (1979), Erkut and Bozka-
ya (1999), Casillas (1987), Current
and Schilling (1987), Hodgson and
Neuman (1993), Hodgson and Salh-
i (1998), Bowerman et al. (1999),
Francis et al. ( 2003)
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2.3.4 Μεθευρετικοί αλγόριθμοι
Η τεχνική αναζήτησης Tabu είναι μια μέθοδος τοpiικής αναζήτησης, η οpiοία piροτάθηκε και piρω-
τοεμφανίστηκε αpiό τον (Glover 1989). Η μέθοδος αυτή χρησιμοpiοιεί τον ορισμό της γειτονιάς και
βήμα piρος βήμα εντοpiίζει την ελάχιστη τιμή μιας συνάρτησης, εντοpiίζοντας γειτονικές λύσεις. Μια
ταμpiού λίστα Τ των αpiαγορευμένων κινήσεων ενημερώνεται κατά τη διάρκεια των εpiαναλήψεων για να
αpiοφευχθεί ο κύκλος ή αλλιώς ο εγκλωβισμός σε τοpiικά ελάχιστα. Η μέθοδος Αντίστροφης Εξάλειψης
(REM), piου χρησιμοpiοιήθηκε αpiό τον (Voss 1996) το 1996, είναι μια δυναμική στρατηγική για τη δια-
χείριση της λίστα ταμpiού και piαρέχει μια αναγκαία και ικανή συνθήκη για να αpiοτρέψει τον εγκλωβισμό
σε τοpiικά βέλτιστες λυσεις. Οι (Rolland, Schilling, and Current 1997) και (Salhi 2002) piρότειναν
μια piαραλλαγή της μεθόδου piου ονομάζεται στρατηγική ταλάντωσης (strategic oscillation), μια δομή
piου χρησιμοpiοιείται σε piροσεγγιστικές μεθόδους κατασκευής ή βελτίωσης. Τέλος, μια piιθανολογική
μέθοδος ταμpiού piροτάθηκε αpiό τον (Kochetov 2001) το 2001 σε συνδυασμό με αλυσίδες Markov
ώστε να αναpiτυχθούν ασυμpiτωτικές θεωρητικές ιδιότητες και αναλύθηκαν αpiό τους (Goncharov and
Kochetov 2002), (Mladenovic´, Brimberg, Hansen, and Moreno-Pe´rez 2007). Η εpiόμενη μεθευρετική
μέθοδος piου piαρουσιάζεται στον piαρακάτω piίνακα είναι η αναζήτηση μεταβλητής γειτνίασης Variable
Neighborhod Search, VNS. Η αναζήτηση μεταβλητής γειτνίασης διερευνά εpiαναληpiτικά αpiό μικρές έ-
ως και μεγαλύτερες αpiομακρυσμένες γειτονιές για ένα τοpiικό βέλτιστο μέχρι να βρεθεί μια βελτιωμένη
λύση της υpiάρχουσας μετά αpiό κάθε εpiανάληψη. Αρκετοί είναι οι ερευνητές piου ασχολήθηκαν με τη
μέθοδο αναζήτησης μεταβλητής γειτνίασης για το piρόβλημα διαμέσων, αν και η μέθοδος είχει piροταθεί
αρχικά το 1995 αpiό τον Mladenovic´ και συνεχίζεται έως και σήμερα η διερεύνησή της.
Οι γενετικοί αλγόριθμοι αpiοτελούν μια κατηγορία μεθευρετικών μεθόδων των οpiοίων ο βασικός
μηχανισμός είναι εμpiνευσμένος αpiό τη Δαρβινική εξελικτική θεωρία της φύσης. Οι γενετικοί αλγό-
ριθμοι διερευνούν το χώρο των υpiοψήφιων λύσεων με στόχο τον εντοpiισμό αpiοδεκτών, σύμφωνα με
κάpiοιο κριτήριο λύσεων. Για το piρόβλημα διαμέσων η αρχή έγινε αpiό τους (Hosage and Goodch-
ild 1986) piου κωδικοpiοίησαν μια λύση ως μια σειρά αpiό m δυαδικά ψηφία-γονίδια. Στη δημοσίευση
των Dibbie and Densham το 1993, κάθε άτομο αpiοτελείται αpiό ακριβώς p γονίδια και κάθε γονίδιο
αναpiαραστά ένα δείκτη εγκατάσταση. Μια τεχνική piολύ καλύτερη αpiό την piρώτη καθώς συνδυάζει
μαζί μεθόδους μετάλλαξης και cross-over. Με χρήση piολλαpiλού piληθυσμού ομάδων, οι οpiοίες ανταλ-
λάσσουν μεταξύ τους υpiοψήφιες λύσεις το 1994 οι (Perez, Garcia, and Moreno 1994) piροσέγγισαν
το piρόβλημα διαμέσων. Στον piαρακάτω piίνακα ακολουθούν και piιο σύγχρονες δημοσιεύσεις για την
εpiίλυση του piροβλήματος διαμέσων με γενετικούς αλγορίθμους, (Mladenovic´, Brimberg, Hansen, and
Moreno-Pe´rez 2007). Η piροσομοιωμένη ανόpiτηση είναι μία στοχαστική μέθοδος βελτιστοpiοίησης piου
μpiορεί να ανταpiοκριθεί καλά σε μεγάλης κλίμακας piροβλήματα διακριτής ή συνδυαστικής βελτιστοpiοί-
ησης. Η μέθοδος αυτή ορίζει εκ νέου την τοpiική αναζήτηση εισάγοντας την έννοια της θερμοκρασίας
Τ. Μια βασική μεθευρετική μέθοδος piροτάθηκε αpiό τους (Murray and Church 1996) και λίγα χρόνια
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αργότερα οι Chiyoshi και Galva˜o. Τα υpiολογιστικά αpiοτελέσματα της μεθόδου βελτιώνονται αρκετά
με το χρόνο και piολλές φορές αpiοδίδει και ακριβείς λύσεις αναφορικά με το piρόβλημα διαμέσων.
Η ευρετική συγκέντρωση (HC) με βάση τους (Rosing and Revelle 1997), το 1997, έχει δύο φάσεις.
Αρχικά, ένα σύνολο λύσεων λαμβάνεται με εpiανάληψη q φορές τη Drop / Add ευρετική μέθοδο, και
στη συνέχεια διατηρούνται οι m καλύτερες λύσεις - εγκατάστασεις. Στο δεύτερο στάδιο piεριορίζεται
το σύνολο των piιθανών εγκαταστάσεων στο piλήθος διαμέσων. Η ευρετική μέθοδος Gamma (Rosing,
Revelle, and Schilling 1999) piεριλαμβάνει και ένα εpiιpiλέον τρίτο στάδιο. Οι θεμελιώδεις έννοιες και
αρχές της μεθόδου αναζήτησης Scatter piροτάθηκαν για piρώτη φορά στη δεκαετία του 80. Η ανα-
ζήτηση Scatter (SS) είναι μια εξελικτική στρατηγική piου χρησιμοpiοιεί στρατηγικές διαφοροpiοίησης
αναζήτησης και εντατικοpiοίησης με έμφαση στον συνδυασμό κανόνων λήψης αpiοφάσεων και εpiίλυσης
piεριορισμών. Ο piαρακάτω piίνακας 4 εμpiεριέχει τους ερευνητές piου ασχολήθηκαν με την αναζήτηση
Scatter (SS) αpiό το 2000 έως και το 2016. Η βελτιστοpiοίηση αpiοικίας μυρμηγκιών (ACO) piροτάθηκε
αρχικά αpiό τους (Dorigo, Maniezzo, and Colorni 1991). Η ιδέα για τη μέθοδο αυτή piροέρχεται αpiό
τη φύση και piιο συγκεκριμμένα αpiοσκοpiεί στην αναζήτηση μιας βέλτιστης διαδρομής σε ένα γράφο
εpiιδεικνύοντας την συλλογική συμpiεριφορά των μυρμηγκιών. Κάθε μέλος της αpiοικίας μpiορεί να ε-
κτελέσει αpiλές ενέργειες, υpiακούοντας σε αpiλούς κανόνες. Τα μυρμήγκια στο piέρασμά τους αφήνουν
μια ορμόνη τη φερομόνη, έτσι ψάχνοντας τροφή τα μυρμήγκια piου ακολουθούν αpiό τη φωλιά piρος την
piηγή τροφής, εpiιλέγουν το μονοpiάτι piιθανοτικά με την ισχυρότερη συγκέντρωση φερομόνης. Αυτή η
διαδικασία εpiαναλαμβάνεται και τελικά όλα τα μυρμήγκια ακολουθούν τη συντομότερη διαδρομή, δεδο-
μένου ότι λαμβάνει το μεγαλύτερο piοσό της φερομόνης.
Μια ακόμη piροσεγγιστική μέθοδος εμpiνευσμένη αpiό τη βιολογία, piροσέγγιση της λειτουργίας του
εγκεφάλου, είναι τα νευρωνικά δίκτυα, η υpiολογιστική piροσομοίωση της λειτουργίας των βιολογικών
νευρωνικών δικτύων με βάση κάpiοιο μαθηματικό μοντέλο. Τα νευρωνικά δίκτυα είναι δίκτυα αpiό α-
piλούς υpiολογιστικούς κόμβους (νευρώνες), διασυνδεδεμένους μεταξύ τους και μpiορούν να θεωρηθούν
ως μεγάλης κλίμακας piαράλληλοι εpiεξεργαστές piου αpiοτελούνται αpiό αpiλές εpiεξεργαστικές μονάδες.
΄Εχει την δυνατότητα να μαθαίνει αpiό piειράματα και η γνώση piου αpiοκτά αpiοτυpiώνεται στην βαρύτητα
κάθε σύνδεσης μεταξύ των εpiιμέρους μονάδων. Οι (Merino and Perez 2002) το 2002 εpiίλυσαν το
piρόβλημα διαμέσων με νευρωνικά δίκτυα δύο εpiιpiέδων. ΄Ενα χρόνο αργότερα, ακολούθησαν τρεις αλ-
γόριθμοι ανταγωνιστικού δικτύου ενός εpiιpiέδου 2NP νευρώνων. ΄Ενα ανταγωνιστικό νευρωνικό δίκτυο
αpiοτελείται αpiό δύο εpiίpiεδα piλήρως συνδεδεμένου δικτύου του οpiοίου οι νευρώνες ανταγωνίζονται να
ενεργοpiοιηθούν υpiό ορισμένες piροϋpiοθέσεις. Αpiό την άλλη piλευρά, υpiάρχει και η στρατηγική της
διάσpiασης μεγάλης κλίμακας piροβλημάτων σε υpiοpiροβλήματα. Οι μέθοδοι διάσpiασης ή αpiοσύνθεσης
λειτουργούν με την ομαδοpiοίηση των μεταβλητών σε υpiοσύνολα, και την εpiίλυση ενός υpiοpiροβλήμα-
τος για κάθε ένα αpiό αυτά. Η αρχή για την εpiίλυση του piροβλήματος διαμέσων έγινε αpiό τους Dai
και Cheung το 1997 με δύο ευρετικές μεθόδους. Ακολούθησε η δημοσίευση του (Taillard 2003), piου
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piρότεινε τρεις ευρετικές μεθόδους piου μpiορούν να εφαρμοστούν γενικά σε piροβλήματα τέτοιας φύσεως
και κλίμακας, pi.χ. p-διαμέσων, multisource Weber, ελάχιστη τετραγωνική ομαδοpiοίηση clustering.
Αξίζει να σημειωθεί ότι μία αpiό τις ευρετικές μεθόδους piου piροτείνει ο Taillard είναι η στρατηγική
υpiοψήφιας λίστας CLS, μια μέθοδος αρκετά κοντά στη λογική της μεθόδου VNS.
Τέλος, piαραθέτονται οι υβριδικοί ευρετικοί αλγόριθμοι piου συνδυάζουν στοιχεία γνήσιων μεθευρε-
τικών μεθόδων, όpiως ο GRASP (΄Αpiληστη Διαδικασία Τυχαιοpiοιημένης Προσαρμοστικής Αναζήτηση),
(Feo and Resende 1995), όpiου κάθε εpiανάληψη αpiοτελείται αpiό την κατασκευή των αρχικών σημεί-
ων αpiό μια τυχαιοpiοιημένη άpiληστη τεχνική, και έpiεται αpiό μια τεχνική τοpiικής αναζήτησης. ΄Οpiως
και στις TS και SS, η μέθοδός τους δανείζεται την ιδέα της εpiανασύνδεσης διαδρομής ,(Laguna and
Marti 1999). Εντοpiίζεται ένα μονοpiάτι μεταξύ δύο λύσεων αpiό ένα σύνολο καλών λύσεων και ε-
κτελείται τοpiική αναζήτηση ξεκινώντας αpiό κάθε λύση σε αυτό το μονοpiάτι. Εpiιpiλέον, αυξάνεται το
μονοpiάτι-εpiανασύνδεσης με την έννοια των εpiιpiλέον γενιών, ένα βασικό χαρακτηριστικό των γενετικών
αλγορίθμων. Σε σύγκριση με άλλες μεθόδους, οι υβριδικές διαδικασίες piαρέχουν συνήθως καλύτερα
αpiοτελέσματα ως piρος την piοιότητα και τον χρόνο.
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Πίνακας 2.4: Μεθευρετικοί αλγόριθμοι
Μέθοδος Ερευνητές
Tabu Search Mladenovic´ et al. (1996), Glo-
ver (1989, 1990), Hansen and Jau-
mard (1990), Voss (1996), Rolland
et al. (1996), Salhi (2002), Kocheto-
v (2001), Goncharov and Kochetov
(2002)
Variable Neighborhood Search Mladenovic´ (1995), Hansen and
Mladenovic´ (1997), Hansen et al.
(2001), Crainic et al. (2004), Cha-
ves and Lorena (2002, 2010), Fleszar
and Hindi(2008)
Genetic Search Correa et al. (2004), Houck et
al. (1996), Brimberg (2000), Ho-
sage and Goodchild (1986), Dibbie
and Densham (1993), Moreno-Pe´rez
et al. (1994), Estivill-Castro (1999),
Alp et al. (2003), Chaudhry et al.
(2003)
Simulated Annealing Metropolis (1953), Chardaire and
Lutton (1993), Murray and Church
(1996), Chiyoshi and Galva˜o (2000),
Levanova and Loresh (2004), Salhi
and Gamal (2003), Xiao (2016)
Heuristic Concentration Rosing et al. (1998), Rosing and Re-
Velle (1997), Rosing et al. (1999)
Scatter search Fernandez (2006), Schreuerer and
Wendolsky (2006), Garcia-Lopez et
al. (2003)
Ant colony Levanova and Loresh (2004), De
Franca (2005), Anagnwst’opoulos
(2005)
Neural networks Dominguez Merino and Mun˜oz Pe-
rez (2002, 2003)
Decomposition Dai and Cheung (1997), Taillard
(2003)
Hybrids Resende and Werneck (2004), Ca-
ptivo (1991), Pizzolato (1994), Mo-
reno et al. (1991)
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2.4 Μαθηματική μοντελοpiοίηση του piροβλήματος
Ας εξετάσσουμε το piρόβλημα διαμέσων ως ένα piρόβλημα βελτιστοpiοίησης με στόχο τη δημιουργία
piλήθους p εγκαταστάσεων piου piρέpiει να τοpiοθετηθούν σε ιδίου piλήθους τοpiοθεσίες. Κάθε εγκατά-
σταση θέλουμε να τοpiοθετηθεί σε μία τοpiοθεσία.
Αν I = 1, ..., i, ..., n είναι το σύνολο σημείων ζήτησης , J = 1, ..., j, ...,m είναι το σύνολο σημείων
piιθανόν τοpiοθεσιών - εγκαταστάσεων, δημιουργείται ο piίνακας cij με n ∗m διάσταση piου αpiεικονίζει
το κόστος ικανοpiοίησης της ζήτησης των piελατών i αpiό την εγκατάσταση j.
Ορίζουμε με xij = 1 εάν ο piελάτης i εξυpiηρετείται αpiό την εγκατάσταση j και piροσδιορίζουμε μια
διακριτή μεταβλητή αpiόφασης τέτοια ώστε:
yj =
1, εάν η εγκατάσταση j είναι ανοιχτή0, αλλιώς (1)
΄Ετσι η μαθηματική μοντελοpiοίηση του piροβλήματος χωροθέτησης στοχεύει στην ελαχιστοpiοίηση
της ακόλουθης αντικειμενικής συνάρτησης:
min
∑
i∈I
∑
j∈J cij ∗ xij
υpiό τους piεριορισμούς
• ∑j∈J xij = 1, ∀i ∈ I
όλοι οι piελάτες piρέpiει να εξυpiηρετηθούν
• ∑j∈J yj = p
να υpiάρχουν ακριβώς p το piλήθος ανοικτές εγκαταστάσεις
• xij ≤ yj ∀i ∈ I, ∀j ∈ J
ο piελάτης i μpiορεί να εξυpiηρετηθεί αpiό την εγκατάσταση j μόνο εάν η j είναι ανοιχτή
• xij ∈ {0, 1},∀i ∈ I
διακριτή μεταβλητή piου piροσδιορίζει εάν ένας piελάτης i εξυpiηρετείται αpiό την εγκατάσταση j
• yj ∈ {0, 1}, ∀j ∈ J
διακριτή μεταβλητή piου piροσδιορίζει αν η j-εγκατάσταση είναι ανοιχτή
Η αντικειμενική συνάρτηση ελαχιστοpiοιεί το ισοσταθμισμένο συνολικό κόστος ζήτησης. Ο piρώτος
piεριορισμός σημαίνει ότι για κάθε piελάτη piου εκφράζει ζήτηση υpiάρχει μια εγκατάσταση. Ο δεύτε-
ρος piεριορισμός εpiαληθεύει ότι ακριβώς p εγκαταστάσεις έχουν δημιουργηθεί. Ο τρίτος piεριορισμός
συνδέει τις μεταβλητές εγκαταστάσεων με τις μεταβλητές κατανομής. Τέλος, ο τέταρτος και piέμpiτος
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piεριορισμός διασφαλίζουν ότι οι μεταβλητές εγκαταστάσεων και κατανομής είναι δυαδικές. Ο στόχος
είναι να βρεθεί μια κατανομή των εγκαταστάσεων στις τοpiοθεσίες, έτσι ώστε να ελαχιστοpiοιηθεί το
συνολικό κόστος μεταφοράς.
Αν υpiάρχει μία βέλτιστη λύση στο piρόβλημα με p εγκαταστάσεις, στη συνέχεια με την piροσθήκη
ενός εpiιpiλέον σημείου p+1 σε οpiοιουσδήpiοτε αpiό τους υpiοψήφιους κόμβους θα μειώσει την ζήτηση
στο σταθμισμένο συνολικό κόστος ή την αpiόσταση. Ως εκ τούτου, θα μειωθεί η τιμή της αντικειμενικής
συνάρτησης, (Daskin and Maass 2015).
2.5 Παραλλαγές του piροβλήματος
2.5.1 Lagrangian Χαλάρωση
Η χαλάρωση Lagrange (Lagrangian Relaxation) αναpiτύχθηκε αpiό τους (Held and Karp 1970)
το 1970. Για ένα piρόβλημα ελαχιστοpiοίησης ακέραιου piρογραμματισμού η μέθοδος αυτή μpiορεί να
χρησιμοpiοιηθεί για την δημιουργία κάτω ορίων σε σχέση με την βέλτιστη λύση. Αλλά και σαν μέθο-
δος γραμμικής χαλάρωσης (Linear Programming relaxation) στην οpiοία αφαιρούνται οι piεριορισμοί
ακεραιότητας αpiό τις μεταβλητές του piροβλήματος και ακολουθεί εpiίλυση με τον αλγόριθμο Simplex
ή τον αλγόριθμο εσωτερικού σημείου ή με τη μέθοδο Dual Ascent. Η λύση piου piροκύpiτει αpiοτελεί
κάτω όριο εφόσον το piρόβλημα είναι ελαχιστοpiοίησης. Ωστόσο piολλά ειναι τα piροβλήματα piου η λύση
της γραμμικής χαλάρωσης ενός piροβλήματος δεν είναι εφικτή υpiολογιστικά λόγω του μεγάλου αριθμού
μεταβλητών και piεριορισμών. Η LR διαφέρει αpiό την μέθοδο γραμμικής χαλάρωσης, καθώς αντιστοιχεί
μη αρνητικούς piολλαpiλασιαστές Lagrange σε piεριορισμούς τους οpiοίους στην συνέχεια piροσαρτά στην
συνάρτηση κόστους του piροβλήματος, εpiιλύοντας το piρόβλημα ακέραιου piρογραμματισμού piου piροκύ-
piτει ευκολότερα αpiό το αρχικό. Στον piαρακάτω piίνακα, ακολουθεί ο μαθηματικός μετασχηματισμός
Lagrange του αρχικού piροβλήματος.
Πίνακας 2.5: Lagrangian Relaxation
Αρχικό piρόβλημα Μετασχηματισμένο piρόβλημα κατά
Lagrange
min cx υ.pi. ax >= b, bx >= d, x ∈ 0, 1 min cx+ l(b− ax) υ.pi. bx >= d, x ∈
0, 1, l >= 0
Στην μέθοδο Lagrangian Relaxation:
΄Οσο το l >= 0 και το (b − ax) <= 0 ο piαράγοντας piου piροστίθεται l(b − ax) στην συνάρτηση
κόστους είναι μη θετικός piιέζοντας την συνάρτηση κόστους piρος χαμηλότερες τιμές. ΄Αρα η αpiόρριψη
των piεριορισμών ax >= b μpiορεί να γίνει αpiό το μετασχηματισμένο piρόβλημα καθώς η τήρηση των
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piεριορισμών θα εpiιτευχθεί εμμέσως αpiό την piροσpiάθεια ελαχιστοpiοίησης της συνάρτησης κόστους.
Η λύση στο μετασχηματισμένο piρόβλημα αpiοτελεί αpiαραίτητα εφικτή λύση του αρχικού piροβλήματος
(duality gap). ΄Ενας ευρετικός Lagrangian αλγόριθμος θα piρέpiει να μετασχηματίζει την λύση του
piροβλήματος σε εφικτή. Ο αλγόριθμος αυτός μpiορεί να είναι αpiλός στην σύλληψή, δίνοντας ικανοpiοι-
ητικά αpiοτελέσματα όpiως φαίνεται στο piαράδειγμα του Beasley, (Beasley 1990). Εpiίσης η εpiίλυση
του αρχικού piροβλήματος μpiορεί να εpiιτευχθεί αναγνωρίζοντας μεταβλητές piου δεν μpiορούν να συμ-
μετέχουν στην βέλτιστη λύση καθώς και μεταβλητές piου piρέpiει να συμμετέχουν στην βέλτιστη λύση,
εpiιλύοντας το αρχικό piρόβλημα υpiολογιστικά ευκολότερα και μειώνοντας τις διαστάσεις του. Ο εντο-
piισμός των piολλαpiλασιαστών Lagrange piου δίνουν το μεγαλύτερο κάτω όριο για το Lagrangian δυϊκό
piρόβλημα είναι ο στόχος, για τον καθορισμό των οpiοίων υpiάρχουν δύο μέθοδοι, η τεχνική subgradient
optimization, piου αpiοτελεί μια εpiαναληpiτική διαδικασία piου ξεκινώντας αpiό ένα αρχικό σύνολο piολ-
λαpiλασιαστών Lagrange, δημιουργεί νέες τιμές για τους piολλαpiλασιαστές με ένα συστηματικό τρόpiο,
και η ρύθμιση των piολλαpiλασιαστών (multiplier adjustment), η οpiοία είναι ένας αpiλός ευρετικός τρό-
piος piροσδιορισμού των piολλαpiλασιαστών Lagrange με piλεονέκτημα τον μικρό χρόνο εκτέλεσης. Η
τεχνική subgradient optimization δεν εξασφαλίζει ότι η τιμή του ορίου θα αυξάνεται σε κάθε βήμα και
γι’ αυτό τον λόγο piρέpiει να διατηρείται η καλύτερη τιμή piου έχει σημειωθεί αpiό όλες τις εpiαναλήψεις.
Η συμpiεριφορά piου συνήθως piαρατηρείται είναι ότι η μεγαλύτερη τιμή του κάτω ορίου αυξάνεται γρή-
γορα αρχικά και ο ρυθμός αύξησης μειώνεται καθώς piροχωρά η διαδικασία. Στην τεχνική της ρύθμιση
των piολλαpiλασιαστών συνήθως αλλάζει ένας μόνο piολλαpiλασιαστής σε κάθε εpiανάληψη και piαράγει
λιγότερο καλές τιμές ορίων, σε αντίθεση με την piροηγούμενη τεχνική στην οpiοία σε μια εpiανάληψη
θεωρητικά μpiορούν να αλλάξουν όλοι οι piολλαpiλασιαστές.
Το piρόβλημα διάμεσων λόγω της ιδιαιτερότητας του σε μεγάλης κλίμακας piροβλήματα, piολλές
φορές piροτείνεται στη βιβλιογραφία η μοντελοpiοίησή του με Lagrangian χαλάρωση ή διαδικασία LR,
Lagrangian Relaxation, με τη βελτιστοpiοίηση δηλαδή μιας piροσαρμοστικής, piροβλεpiόμενης μεθόδου
subgradient, μια τεχνική piου χρησιμοpiοιείται για να ενημερώσει την τιμή των piολλαpiλασιαστών La-
grange. Αυτή η διαδικασία είναι μια μορφή ”Branch and bound” αλγορίθμου, (Land and Doig 1960),
σύμφωνα με την οpiοία ο αλγόριθμος εξαρτάται αpiό την αpiοτελεσματική εκτίμηση των κάτω και άνω
ορίων ή bounds της piεριοχής branch του χώρου αναζήτησης και των εξαντλητικών piροσεγγίσεων α-
piαρίθμησης, όμως δεν θα εpiεκταθούμε piεραιτέρω σε αυτήν την εργασία. Οι εξελίξεις αυτού του είδους
της piροσέγγισης piεριγράφονται αpiό τους Christofides και Beasley.
Το piλεονέκτημα της Lagrangian χαλάρωσης σε οpiοιαδήpiοτε ευρετική piροσέγγιση είναι διpiλό.
Αρχικά, σε κάθε εpiανάληψη piαίρνουμε κάτω και άνω φράγματα της αντικειμενικής αξίας λειτουργίας
καθώς η ενσωμάτωση της μεθόδου σε έναν αλγόριθμο διακλάδωσης και οριοθέτησης για την βέλτιστη
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λύση καθίσταται piολύ εύκολος.
max min
∑
i∈I
∑
j∈J
dj ∗ cij ∗ xij +
∑
j∈J
lj ∗ (1−
∑
i∈I
xij) = max min
∑
i∈I
∑
j∈J
(dj ∗ cij − lj) ∗ xij +
∑
j∈J
lj
(2)
Για σταθερές τιμές των piολλαpiλασιαστών Lagrange lj, υpiολογίζουμε την τιμή της piερίpiτωσης να
piροσθεθεί μια εγκατάσταση στον κόμβο i ∈ I. Η τιμή αυτή υpiολογίζεται αpiό την piαρακάτω ισότητα:
Vi = sumi∈Imin 0,dj∗cij−lj (3)
Στη συνέχεια, εpiιλέγονται οι p piιο αρνητικές τιμές της piαραpiάνω ισότητας, καθορίζοντας έτσι τις
τιμές των μεταβλητών τοpiοθεσιών yi. Εάν yi = 1 τότε xij = 1 αλλιώς εάν dj ∗cij− lj < 0 τότε xij = 0
΄Ετσι οι τιμές piου piροκύpiτουν μpiορούν να χρησιμοpiοιηθούν για να αξιολογήσουν τον μετασχηματι-
σμό, δίνοντας ένα κατώτερο όριο για την αντικειμενικής συνάρτηση. Για να piροσδιοριστεί ένα άνω όριο
αpiλά να εκχωρείται σε κάθε κόμβο ζήτησης ο piλησιέστερος υpiοψήφιος κόμβος εγκατάστασης, piρεpiει
να είναι τέτοιος ώστε yi = 1.
Είναι piιθανόν κάpiοιοι piεριορισμοί να piαραβιαστούν αpiό την λύση του μετασχηματισμένου piροβλή-
ματος. Ειδικότερα, ορισμένοι κόμβοι ζήτησης δεν θα μpiορέσουν να ανατεθούν σε μία εγκατάσταση και
άλλοι μpiορεί να ανατεθούν σε piολλαpiλές εγκαταστάσεις, κυρίως όταν οι piολλαpiλασιαστές Lagrange
δεν κατέχουν τις βέλτιστες τιμές τους. Η τεχνική subgradient optimization χρησιμοpiοιείται για να
βελτιώσει τις τιμές αυτές, (Daskin 2011).
΄Ετσι για καλύτερο κάτω (ΚΦ) και άνω φράγμα (ΑΦ) και χρησιμοpiοιώντας τους piολλαpiλασιαστές
Lagrange piου ταξινομούν τις τιμές Vi, piέρνουμε την piιο αρνητική τιμή V1 και γνωρίζοντας την τελευταία,
έστω Vr, υpiοψήφια εγκατάσταση, γνωρίζουμε ότι η τιμή Vp+1 είναι η εpiόμενη μεγαλύτερη τιμή. Με
άλλα λόγια, εάν το AF < KF − Vi + Vp+1, για τοpiοθεσία i ∈ I αpiοτελεί υpiοψήφια λύση και θέτουμε
yi = 1 σε όλες τις εpiόμενες Lagrangian εpiαναλήψεις και σε οpiοιαδήpiοτε διακλάδωση κάτω αpiό τον
κόμβο κατά την οpiοία αυτός ο έλεγχος εpiαληθεύεται. Ομοίως, εάν η τοpiοθεσία i ∈ I δεν είναι μέρος
των καλών λύσεων και AF < KF + Vi − Vp, τότε σαν τοpiοθεσία θέτουμε yi = 0, η τοpiοθεσία δεν
συμpiεριλαμβάνεται στις λύσεις σε καμία αpiό τις εpiόμενες εpiαναλήψεις.
2.6 Σύγχρονες τάσεις και μέθοδοι εpiίλυσης
Καθώς το piρόβλημα διαμέσων χρονολογείται κοντά στο 17ο αιώνα, αυτό έχει ως άμεσο εpiακόλουθο
την ανάpiτυξη μιας piληθώρα αλγορίθμων και μεθόδων exact, heurestic, metaheurestic ή και hybrid
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με το piέρασμα του χρόνου. Σε αυτήν την ενότητα θα ήταν καλό να αναφέρουμε τις τάσεις εpiίλυσης
αυτού του piροβλήματος piου ακολουθούν οι ερευνητές κυρίως τα τελευταία 10 χρόνια. Οι μεθευρετικοί
αλγόριθμοι αpiοτελούν μια σημαντική κατηγορία τεχνικών εpiίλυσης δύσκολων υpiολογιστικά piροβλημά-
των, καθώς οι σύγχρονοι ερευνητές σε θέματα της συνδυαστικής βελτιστοpiοίησης γνωρίζουν ότι για
την εpiίλυση NP-hard piροβλημάτων, η χρήση exact μεθόδων είναι χρονικά αρκετά ακριβή. Πρόσφατες
έρευνες έχουν δείξει ότι ο υβριδισμός μεθευρετικών μεθόδων αpiοτελεί ισχυρό μηχανισμό ανάpiτυξης
ακόμη piιο ισχυρών και αpiοτελεσματικών μεθόδων για την εpiίλυση piροβλημάτων βελτιστοpiοίησης.
Λαμβάνωντας piρότυpiα αpiό μια τεχνική εξόρυξης δεδομένων, αpiό ένα σύνολο υpiο-βέλτιστων λύσεων
ενός συνδυαστικού piροβλήματος βελτιστοpiοίησης, μpiορούν να χρησιμοpiοιηθούν για να οδηγήσουν τις
μεθευρετικές μεθόδους στην αναζήτηση καλύτερων λύσεων, (Plastino, Fuchshuber, Martins, Freitas,
and Salhi 2011). Οι (Plastino, Fuchshuber, Martins, Freitas, and Salhi 2011) piρότειναν έναν υβριδικό
συνδυασμό εξόρυξης δεδομένων για την εpiίλυση του piροβλήματος διαμέσων με GRASP τεχνική. Στην
piρότασή τους, μετά την εκτέλεση ενός piλήθους εpiαναλήψεων, αναλαμβάνει η διαδικασία εξόρυξης
δεδομένων να εξάγει τα piρότυpiα αpiό ένα σύνολο σημαντικών υpiο-βέλτιστων λύσεων για το piρόβλημα
p-μέσου. Αυτά τα piρότυpiα piαρουσιάζουν χαρακτηριστικά σχεδόν βέλτιστων λύσεων και μpiορούν να
χρησιμοpiοιηθούν για να piατρονάρουν τις εpiόμενες εpiαναλήψεις της GRASP ώστε να φτάσουν σε
καλύτερο συνδιαστικά χώρο αναζήτησης. Η υpiολογιστική μελέτη αpiοδεικύει ότι ο υβριδικός GRASP
βρίσκει καλύτερα αpiοτελέσματα με την χρήση τεχνικών data mining αλλά και εpiιταχύνει την διαδικασία
εξεύρεσης piροσεγγιστικών ή και βέλτιστων λύσεων. Και οι (Martins, Vianna, Rosseti, Martins,
and Plastino 2014) ανέpiτυξαν μία υβριδική μεθοδολογία εξόρυξης δεδομένων ενός state-of-the-art
ευρετικού αλγορίθμου για το κλασσικό piρόβλημα διαμέσων. Τα υpiολογιστικά αpiοτελέσματα έδειξαν
ότι η νέα έκδοση του ευρετικού αλγορίθμου ήταν σε θέση να βρει κατά μέσο όρο 27 με 32% ταχύτερα
αpiό την αρχική στρατηγική βέλτιστες ή σχεδόν βέλτιστες λύσεις. Οι (Santos, Martins, and Plastino
2008), piαρουσίασαν τον ευρετικό αλγόριθμο DM-GRASP ως μια ακόμη υβριδική μέθοδο του GRASP
piου ενσωματώνει μια διαδικασία εξόρυξης δεδομένων και εξετάζει τον τρόpiο υλοpiοίησης και εφαρμογής
του.
Δύο νέους γενετικούς αλγόριθμους piροτείναν οι (Neema, Maniruzzaman, and Ohgai 2011) με
διαφορετικές διαδικασίες αντικατάστασης για την αντιμετώpiιση του piροβλήματος διαμέσων σε συνεχή
χώρο και διαpiιστώθηκε ότι οι μέθοδοι είναι αpiοτελεσματικοί στον εντοpiισμό των βέλτιστων εγκατα-
στάσεων. Με piαρόμοιο θέμα ασχολήθηκαν και οι ερευνητές (Kro¨mer and Platosˇ 2014), οι οpiοίοι
οδηγήθηκαν στην δημιουργία ενός νέου γενετικού αλγορίθμου για το piρόβλημα των διαμέσων και α-
ξιολόγησαν την αpiοδοτικότητά του. Η έρευνά των (Erdog˘an, Laporte, and Ch´ıa 2016) piαρουσιάζει
έναν ακριβή αλγόριθμο, έναν ευρετικό αλγόριθμο αρχικοpiοίησης δυναμικού piρογραμματισμού και ένα
μεθευρετικό αλγόριθμο τοpiικής αναζήτησης με 2-exchange, 1-opt operators για το Hamiltonian p-
Median piρόβλημα. Τα υpiολογιστικά αpiοτελέσματα δείχνουν ότι ο αλγόριθμος διακλάδωσης - κοpiής
branch-and-cut ξεpiερνά τις υpiάρχουσες ακριβείς μεθόδους λύσης. Οι (Rebreyend, Lemarchand, and
Euler 2015) τόσο στα μεσαίας κλίμακας piροβλήματα piου δημοσιεύθηκαν αpiό τον Beasley όσο και σε
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μεγάλης κλίματας σουηδικά piραγματικά δεδομένα, τα piειράματα έδειξαν ότι η ImpGA μέθοδος piαράγει
σχετικά καλά αpiοτελέσματα όσον αφορά την piοιότητα και το χρόνο εκτέλεσης.
Τέλος, ο (Daskin 2011) ασχολήθηκαν με την ανάpiτυξη, ανάλυση και piαρουσίαση μιάς piροσέγγισης
Lagrangian χαλάρωσης για τα 40 κλασσικά μετροpiροβλήματα της OR library ένός piροβλήματος 500
κόμβων. ΄Ενας νέος αλγόριθμος για την εpiίλυση του κλασικού piροβλήματος διαμέσων δημιουργήθηκε
αpiό τους (Hale, Zhou, and Peng 2017), οι οpiοίοι piροσpiάθησαν με εpiιτυχία να piροσδιορίσουν τους
βέλτιστους διευρυμένους piολλαpiλασιαστές piου αντιστοιχούν στην βέλτιστη λύση. Τα αριθμητικά
αpiοτελέσματα έδειξαν ότι ο piροτεινόμενος αλγόριθμος μpiορεί να βρει τη βέλτιστη λύση ή μία λύση
piολύ κοντά της.
2.7 Εφαρμογές του piροβλήματος
΄Ενα piαράδειγμα στο οpiοίο ζητείται να βρεθεί η διάμεσος του γραφήματος, είναι αυτό της εξυpiηρέ-
τησης ενός αριθμού piελατών αpiό μια αpiοθήκη. Οι piελάτες μpiορούν να ομαδοpiοιηθούν κατά γειτονιές,
έτσι το φορτηγό φορτώνει αpiό την αpiοθήκη, διανέμει τα εμpiορεύματα σε μια ομάδα piελατών και γυρίζει
piάλι piίσω σε αυτήν. Οι ομάδες piελατών τοpiοθετούνται στις κορυφές του γραφήματος και το οδικό
δίκτυο αpiοτελεί τις ακμές του γραφήματος.
Εpiειδή οι τάσεις της αγοράς εξελίσσονται και piολλοί piεριβαλλοντικοί piαράγοντες αλλάζουν, η ανά-
γκη για εpiανατοpiοθετήσεις (relocations) εξαpiλώνεται και οι piροσαρμοσμένες υpiηρεσίες εξασφαλίζουν
την εξέλιξη των νέων αpiαιτήσεων του σχεδιασμού. Οι σχεδιαστές στρατηγικών καλούνται συχνά να
piάρουν τις ανάλογες χωρικές αpiοφάσεις κατανομής. Η δημιουργία και ανάpiτυξη ενός κέντρου piαροχής
υpiηρεσιών είναι μια δαpiανηρή έρευνα και χρονικά αpiαιτητική διαδικασία. Πριν αγοραστεί ή κατασκευα-
στεί ένα κέντρο piαροχής υpiηρεσιών piρέpiει να οριστούν θέσεις, κατάλληλες piροδιαγραφές των δυνατο-
τήτων των κέντρων piαροχής υpiηρεσιών και εpiιpiλέον piρέpiει να κατανεμηθούν μεγάλα piοσά κεφαλαίου.
Τα υψηλά κόστη piου συνδέονται με τη διαδικασία της Χωροθέτησης Κέντρων Παροχής Υpiηρεσιών
(Facility Location) piρέpiει να μετατρέpiουν την οpiοιαδήpiοτε έρευνα Χωροθέτησης (location project)
σε μια διαδικασία για εκτεταμένο χρόνο. Ο καθορισμός των καλύτερων θέσεων για κάθε νέο κέντρο
piαροχής υpiηρεσιών αpiοτελεί μια σημαντική στρατηγική piρόκληση. Τα piροβλήματα της Χωροθέτησης
Κέντρων Παροχής Υpiηρεσιών piεριλαμβάνουν την τοpiοθέτηση ενός ή piερισσότερων κέντρων piαροχής
υpiηρεσιών σε μια piεριοχή όpiου υpiάρχει ζήτηση μεσα αpiό τη βελτιστοpiοίηση της αντικειμενικής συ-
νάρτησης. Μια αpiλοpiοίηση αυτού του μετασχηματισμού είναι η αντικατάσταση της συνεχούς ζήτησης
στην piεριοχή με ένα διακεκριμένο σύνολο αpiό σημεία ζήτησης (demand points) τα οpiοία το καθένα
αναpiαριστάνει μια υpiογειτονιά, έτσι είναι ευκολότερη η κατασκευή της αντικειμενικής συνάρτησης μέσα
αpiό ένα piεpiερασμένο σύνολο σημείων ζήτησης piαρά σε μια συνεχή συναρτησιακή ζήτηση (continuous
functional demand). Συχνά, η αντικειμενική συνάρτηση συνίσταται σαν ένα σύνολο αpiό όρους, ένα
για κάθε σημείο ζήτησης.
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Οι εφαρμογές στα μοντέλα της Χωροθέτησης Κέντρων Παροχής Υpiηρεσιών piοικίλουν. Στον
δημόσιο τομέα ενδεικτικά μpiορεί να αναφερθεί η χωροθέτηση piυροσβεστικών σταθμών, αστυνομικών
τμημάτων, νοσοκομείων, και ασθενοφόρων. Και στις τρεις piεριpiτώσεις η χωροθέτηση είναι δυνατόν να
μεταφραστεί σε αύξηση των piιθανοτήτων καταστροφής piεριουσίας ή και αpiώλειας ζωής. Στον ιδιωτικό
τομέα, οι βιοτεχνίες και οι βιομηχανίες θα piρέpiει να χωροθετήσουν γραφεία, χώρους piαραγωγής, η
τοpiοθέτηση αpiοθηκών, κέντρα διανομής και λιανικής αγοράς αγαθών (retail outlet). Σε αυτήν την
piερίpiτωση εσφαλμένες χωροθετικές αpiοφάσεις θα οδηγήσουν σε αύξηση του εpiενδυτικού κόστους και
μείωση της ανταγωνιστικότητας της εpiιχείρησης. Εpiομένως, η εpiιτυχία ή η αpiοτυχία λειτουργιών του
δημόσιου και του ιδιωτικού τομέα εξαρτάται σε σημαντικό βαθμό αpiό τις τοpiοθεσίες piου θα εpiιλεγούν
για τις συγκεκριμένες λειτουργίες.
Υpiάρχουν διάφορες μέθοδοι και τεχνικές piου χρησιμοpiοιούνται για την ανάλυση και την ανεύρεση
των βέλτιστων χωροθετικών piροτύpiων και της χωρικής αλληλεpiίδρασης. Εpiιpiρόσθετες εφαρμογές
της Χωροθέτησης Κέντρων Παροχής Υpiηρεσιών συναντώνται στην τοpiοθέτηση ηλεκτρονικών συνι-
στωσών (electronic components), σειρήνων συναγερμού, συστημάτων piυρόσβεσης, κεραιών ραντάρ,
εξερευνητικών piετρελαιοpiηγών κλpi. Αυτά ονομάζονται “facilities” (εγκαταστάσεις, κέντρα piαροχής
υpiηρεσιών, piαροχές, υpiηρεσίες). Τα piροβλήματα της Χωροθέτησης Κέντρων Παροχής Υpiηρεσιών
αpiοτελούν την αφορμή για τη λύση διαφόρων γεωμετρικών και συνδυαστικών piροβλημάτων. Η έ-
ρευνα των piροβλημάτων της Χωροθέτησης Κέντρων Παροχής Υpiηρεσιών συνδέει piολλά ερευνητικά
piεδία όpiως τις εφαρμογές σε Ερευνητικές και Διοικητικές Εpiιστήμες, τη Μηχανολογία Μηχανικών
σε βιομηχανίες, τη Γεωγραφία, τα Οικονομικά, την Εpiιστήμη των Υpiολογιστών, τα Μαθηματικά, το
marketing, την Ηλεκτρολογία Μηχανικών, τον Μη Γραμμικό Προγραμματισμό και άλλα σχετικά piεδία.
Εpiιpiλέον, η Χωροθέτηση Κέντρων Παροχής Υpiηρεσιών είναι ένα σημαντικό στοιχείο για το σχεδιασμό
στρατηγικών για ένα γενικό φάσμα των δημόσιων και ιδιωτικών piροϊόντων. ΄Οταν μια εpiιχείρηση θέλει
να βγάλει στην αγορά κάpiοια νέα piροϊόντα, ο κατασκευαστής θα piρέpiει να διαλέξει τον τόpiο piου θα
τοpiοθετηθεί μια αpiοθήκη.
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ΚΕΦΑΛΑΙΟ 3
Περιγραφή μετροpiροβλημάτων της OR library
΄Οpiως είδαμε, υpiάρχουν piολλοί αpiοτελεσματικοί αλγόριθμοι και piροσεγγίσεις για την εpiίλυση του
p-median piροβλήματος. Βασικές μέθοδοι κατασκευής και βελτίωσης των αλγορίθμων αpiοτελούν διά-
φορα metaheuristics συμpiεριλαμβανομένων την αναζήτηση Tabu, ευρετική συγκέντρωση, γενετικοί
αλγόριθμοι, piροσομοιωμένη ανόpiτηση ή και κάpiοια Lagrangian piροσέγγιση χαλάρωσης. Η OR li-
brary είναι μια συλλογή αpiό σύνολα δεδομένων (benchmarks) διεθνούς βιβλιογραφίας piου μpiορούν
να εξυpiηρετήσουν μια piοικιλία piροβλημάτων εpiιχειρησιακής έρευνας (OR: Operations/ Operational
Research).
Σε αυτά τα σύνολα δεδομένων η piρόσβαση είναι εφικτή μέσω κάpiοιου browser, χρησιμοpiοιώντας
τον ακόλουθο σύνδεσμο (Beasley a), όpiου είναι συγκεντρωμένα διάφορα piροβλήματα εpiιχειρησιακής
έρευνας και είναι διαθέσιμα σε ερευνητές piου εξετάζουν τόσο το p-median όσο και άλλα piροβλήματα
χωροθέτησης όpiως:
• p-median - uncapacitated
• p-median - capacitated
• p-hub
• capacitated warehouse location
• uncapacitated warehouse location
Για την piαρούσα διpiλωματική εργασία, εpiιλέχτηκε η piρώτη κατηγορία p-median - uncapacitated
αpiό τις piαραpiάνω. Τα piροβλήματα piαρουσιάστηκαν στη δημοσίευση του ερευνητή J.E.Beasley - ”Μια
σημείωση για την εpiίλυση μεγάλων p-piροβλημάτων διαμέσων”, (J.E.Beasley - ”A note on solving
large p-median problems”, European Journal of Operational Research 21 (1985) 270-273.).
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3.1 Μορφή των αρχείων της Βιβλιοθήκης
Η κατηγορία piροβλημάτων χωροθέτησης p-median - uncapacitated piεριέχει 40 μετροpiροβλήματα
(benchmarks) με αρχεία pmed1, pmed2, ..., pmed40, στα οpiοία ο αριθμός των κόμβων piοικίλλει
αpiό 100 έως 900, ενώ η τιμή του p έχει εύρος αpiό 5 έως 200. Κάθε μία αpiό τις 40 piεριpiτώσεις
είναι ένας γράφος με αντίστοιχο piλήθος για p διαμέσους ή εγκατάστασεις. Κάθε κόμβος είναι ένας
piελάτης και ουσιαστικα μιά δυνητική εγκατάσταση. Τέλος το κόστος της ανάθεσης ενός piελάτη σε
μια εγκατάσταση είναι το μήκος της μικρότερης διαδρομής μεταξύ αυτών των κόμβων.
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Σχήμα 3.1.1: 40 p median benchmarks, OR Library
30
Τα 40 μετροpiροβλήματα έχουν μορφή κειμένου .txt και piεριλαμβάνουν ανά αρχείο τρεις στήλες.
Πιο αναλυτικά, κάθε αρχείο της OR library διακρίνεται σε δύο τμήματα. Το piρώτο τμήμα ορίζει τις
βασικές μεταβλητές του κάθε piροβλήματος piου piεριλαμβάνονται στην piρώτη γραμμή κάθε αρχείου ως
εξής:
• το piλήθος των κορυφών-piελατών n, βρίσκεται στη θέση: piρώτη γραμμή-piρώτη στήλη
• τον αριθμός ακμών m, βρίσκεται στη θέση: piρώτη γραμμή-δεύτερη στήλη
• το piλήθος των διάμεσων σημείων p piου θα εκλεγούν ως εγκαταστάσεις, βρίσκεται στη θέση:
piρώτη γραμμή-τρίτη στήλη
Το δεύτερο τμήμα piεριμαβάνει ρητά δεδομένα. Συνεpiώς, στις υpiόλοιpiες γραμμές piλήν της piρώτης
του κάθε αρχείου σκιαγραφείται για κάθε ακμή η αρχή, το τέλος και το κόστος της αpiόστασης αpiό τον
έναν κόμβο στον άλλον.
Ας δούμε piαρακάτω το piεριεχόμενο του piρώτου αρχείου pmed1.txt.
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Σχήμα 3.1.2: First p-median benchmark, OR Library
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Για το οpiοίο αpiό την piρώτη γραμμή συμpiεραίνουμε ότι:
• το piλήθος των κόμβών του piροβλήματος είναι n = 100
• ο αριθμός των ακμών είναι m = 200
• το piλήθος των διάμεσων σημείων είναι p = 5
Αντίστοιχα ως piρος το δεύτερο τμήμα του αρχείου, δηλαδή αpiό την δεύτερη γραμμή και κάτω,
piαρατηρούμε το κόστος της αpiόστασης αpiό τον έναν κόμβο στον άλλον.
Αξίζει να σημειωθεί ότι η OR library piροτείνει την χρήση του αλγορίθμου αpiοστάσεων του Floyd
Warshall, ώστε να εφαρμοστεί στον piίνακα κόστους piου δίνεται αpiό το αρχείο δεδομένων piροκειμένου
να ληφθεί ο piλήρες piίνακας κατανομής κόστους. Ο αλγόριθμος Floyd Warshall είναι ένας αλγόριθμος
ικανός να βρει την κοντινότερη διαδρομή μεταξύ κόμβων σε ένα σταθμισμένο γράφημα. Μια αpiλή
εκτέλεση του αλγορίθμου θα βρει τα μήκη (αθροιστικά βάρη) των κοντινότερων διαδρομών μεταξύ
όλων των κόμβων. Για τον υpiολογισμό του κόστους αpiοστάσεων χρησιμοpiοιήθηκε ο αλγόριθμος
Floyd Warshall (Scipy ), piου υpiήρχε διαθέσιμος αpiό το οικοσύστημα ανοιχτού λογισμικού SciPy,
βασισμένο στην γλώσσα piρογραμματισμού Python.
Τέλος σε ένα εpiιpiρόσθετο αρχείο η OR library εμpiεριέχει την βέλτιστη τιμή της αντικειμενικής
συνάρτησης για κάθε ένα αpiό αυτά τα αρχεία δεδομένων (διαθέσιμο αρχείο: pmedopt, στον ιστότοpiο
(Beasley b).
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Σχήμα 3.1.3: Βέλτιστες τιμές 40 p median benchmarks, OR Library
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ΚΕΦΑΛΑΙΟ 4
Ανάpiτυξη μοντέλου p-median με τον λύτη
βελτιστοpiοίησης Gurobi
4.1 Gurobi Optimizer
Ο Gurobi Optimizer είναι ένα εμpiορικό piακέτο βελτιστοpiοίησης piου αναpiτύχθηκε αpiό την εταιρεία
(Gurobi ). Το όνομα Gurobi piροέρχεται αpiό τα αρχικά των ονομάτων των δημιουργών του:
• Zonghao Gu
• Edward Rothberg
• Robert Bixby
Το piρόγραμμα Gurobi γενικά υpiοστηρίζει τις ακόλουθες γλώσσες piρογραμματισμού:
• C++
• C
• Java
• .NET
• MATLAB
• R
• Python.
Το piακέτο αυτό βελτιστοpiοίησης μpiορεί να αντιμετωpiίσει piροβλήμματα τόσο γραμμικού όσο και
μικτού ακέραιου piρογραμματισμού, τετραγωνικού με ή χωρίς piεριορισμούς. Στα piλαίσια της piαρούσας
διpiλωματικής εργασίας, το μοντέλο p-median αναpiτύχθηκε σε piρογραμματιστικό piεριβάλλον Python
και εpiιλύθηκε με τη χρήση του λογισμικού βελτιστοpiοίησης Gurobi Optimizer 6.5.1 ((Gurobi ), 2014).
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4.2 Εκτέλεση του μοντέλου p-median σε Python με χρήση του
λύτη βελτιστοpiοίησης Gurobi
Η βιβλιοθήκη OR library piροσφέρει piληθώρα μετροpiροβλημάτων, piιο συγκεκριμένα για το piρόβλη-
μα διαμέσων υpiάρχουν 40 διαθέσιμα piροβλήματα piου εμpiεριέχουν και την piληροφορία της βέλτιστης
τιμής της αντικειμενικής συνάρτησης για κάθε ένα αpiό αυτά τα αρχεία δεδομένων. Αν και υpiάρχει
λοιpiόν ήδη αρκετή piληροφορία σχετικά με τις διαστάσεις των piροβλημάτων και τις βέλτιστες τιμές
τους, θεώρησα ενδιαφέρουσα piρόκληση να μοντελοpiοιήσω το p-median piρόβλημα αpiό την αρχή, ώστε
να εpiιλύει αυτά τα 40 μετροpiροβλήματα. Η μοντελοpiοίηση του piροβλήματος διαμέσων ήταν μια καλή
ευκαιρία ώστε να κατανοήσω σε βάθος το piρόβλημα αλλά και τους piεριορισμούς του, καθώς και να
αpiοκτήσω piρόσβαση σε piερισσότερα δεδομένα piου αpiορέουν αpiό την εpiίλυση και ανάλυση του κάθε
αρχείου. Και αυτό γιατί η γνώση μόνο της τιμής της αντικειμενικής συνάρτησης δεν είναι αρκετή για τον
υpiολογισμό και την μετέpiειτα σύγκριση των αpiοτελεσμάτων βέλτιστων με piροσεγγιστικών μεθόδων
εpiίλυσης.
Το Gurobi Python interface μpiορεί να χρησιμοpiοιηθεί με διάφορους τρόpiους. Είναι η βάση του
Gurobi Interactive Shell, όpiου συνήθως χρησιμοpiοιείται για να λειτουργεί με τα υpiάρχοντα μοντέλα.
Μpiορεί εpiίσης να χρησιμοpiοιηθεί για δημιουργία αυτόνομου piρογράμματος, με τον ίδιο τρόpiο piου θα
χρησιμοpiοιούσαμε μια άλλη γλώσσα piρογραμματισμού. Για piερισσότερες δυνατότητες, εγκαταστάθηκε
και χρησιμοpiοιήθηκε και το Anaconda Python, το οpiοίο piεριλαμβάνει το γραφικό piεριβάλλον ανάpiτυ-
ξης (Spyder). Χρησιμοpiοιήθηκε λοιpiόν το (Spyder) ώστε να γραφθεί ένα αυτόνομο p-median μοντέλο
piου εpiιλύει ακριβώς τα 40 μετροpiροβλήματα piου piροτείνει η OR library.
Αξίζει να σημειωθεί ότι μετά αpiό την εκτέλεση και των 40 piροβλημάτων της βιβλιοθήκη OR library,
θα piρέpiει να εpiιβεβαιώσουμε ότι το μαθηματικό μοντέλο p-median piου δημιουργήθηκε βρίσκει ακριβώς
τις τιμές της αντικειμενικής συνάρτησης καθώς εpiαληθεύτηκε αpiό τη σύγκριση των αpiοτελεσμάτων
του Gurobi λύτη με αυτών piου piροτείνει η OR library. Ο αναλυτικός piίνακας των αpiοτελεσμάτων και
του χρόνου εντοpiισμού των βέλτιστων λύσεων αpiό το μοντέλο ακολουθεί στο εpiόμενο κεφάλαιο.
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ΚΕΦΑΛΑΙΟ 5
Περιγραφή μεθευρετικών μεθοδολογιών
5.1 Περιγραφή άpiληστης μεθόδου αρχικοpiοίησης Greedy
Για να λύσουμε οpiοιοδήpiοτε piρόβλημα βελτιστοpiοίησης μpiορούμε αντί να piαράξουμε μια αρχική
τυχαία λύση, να δημιουργήσουμε μία αρχική εφικτή λύση αpiό την αρχή, (Xiao 2015). Για το piρόβλημα
p-median, μέσα αpiό διάφορα κριτήρια εφικτότητας είναι δυνατόν αν ξεκινήσουμε με μία μερικώς εφικτή
λύση όpiου διαθέτει έναν κόμβο εγκαταστάσεων και στη συνέχεια piροσθέτοντας εpiιμέρους εφικτούς
νέους κόμβους μpiορεί να οδηγηθούμε σε μία ολοκληρωμένη εφικτή λύση. Κάθε φορά ένας νέος κόμβος
θα piρέpiει:
• να piροστεθεί στη λύση αν οδηγεί στην μεγαλύτερη μείωση της τιμής της αντικειμενικής συνάρ-
τησης
• να ικανοpiοιούνται τα κριτήρια εφικτότητας piροβλήματος
• τερματίζει όταν έχουν piροσpiελασθεί όλοι οι κόμβοι
Οι ευρετικές μέθοδοι κατασκευής και βελτίωσης αpiοτελούν συνήθως άpiληστες τεχνικές. Ο αpiλούστε-
ρος αλγόριθμος είναι ο μυωpiικός ή άpiληστος αλγόριθμος piροσθήκης. Η μέθοδος αυτή είναι γνωστή
στην βιβλιογραφία ως άpiληστη (Greedy), καθώς είναι μια γρήγορη τεχνική κατασκευής εφικτής λύ-
σης ξεκινώντας αpiό μία μερική λύση, λαμβάνοντας υpiόψη την καλύτερη εpiιλογή ανά εpiανάληψη και
ικανοpiοιώντας κάpiοιους piεριορισμούς piροτού piροστεθούν νέοι κόμβοι και μέχρι να δημιουργηθεί μια
αρχική, εφικτή και ολοκληρωμένη λύση. Η διαδικασία συνεχίζεται έως ότου η λύση piεριλαμβάνει p
εγκαταστάσεις. Θα piρέpiει να τονίσουμε ότι η λύση piου τελικά piροτείνει η Greedy μέθοδος δεν είναι
βέλτιστη, ωστόσο είναι μια αρχική, εφικτή και ολοκληρωμένη λύση piου χρήζει piερεταίρω βελτίωσης.
Παρακάτω ακολουθεί ο ψευδοκώδικας για τον Greedy αλγόριθμο για το p-median piρόβλημα χρησι-
μοpiοιώντας την αρχή της piροσθήκης addition principle, όpiως piεριγράφει στο βιβλίο του ο ερευνητής
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(Xiao 2015).
Input: distances, n, p
Output: Initial Constructed Solution provided by Greedy Algorithm:cost, p
initialization;
median←− [];
candidates←− [0, 1, 2, ..., n];
for j in range (p) do
dmin←− INF ;
imin←− −1;
for i in candidates do
d←− Evaluate(distances,median + [i], n);
if d < dmin then
dmin←− d;
imin←− i;
end
end
remove imin from candidates;
append imin to median;
end
cost=dmin;
p=median;
Algorithm 1: Greedy
Ακολουθεί η συνάρτηση αξιολόγησης, η αpiοία καλείται αpiό τον piαραpiάνω άpiληστο αλγόριθμο.
Input: distances, median+[i], n
Output: Returns the sum of distances from each node to its nearest facility: sumdist
Function Evaluate(distances, median+[i], n)
sumdist←− 0;
p = len(median);
for i in range (n) do
dist0 = INF ;
for j in range (p) do
if dist[i][median[j]] < dist0 then
dist0 = dist[i][median[j]];
end
end
sumdist+ = dist0;
end
return sumdist;
Algorithm 2: Evaluate Function
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Ας δούμε ένα αpiλό piρόβλημα p-median με p = 2 και αριθμό κόμβων n = 6. Για κάθε ακμή δίνεται
piαρακάτω η αρχή, το τέλος και το κόστος της αpiόστασης αpiό τον έναν κόμβο στον άλλον.
Πίνακας 5.1: Πίνακας Κόστους Α
Αρχικός κόμβος Τελικός κόμβος Κόστος
0 1 6
0 5 6
1 3 3
1 4 7
2 3 6
2 5 4
3 2 3
3 0 5
4 0 2
4 3 3
5 1 8
5 3 6
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Μέσα αpiό τον αλγόριθμο αpiοστάσεων του Floyd υpiολογίζουμε τον piίνακα κόστους piου δίνεται αpiό
το αρχείο δεδομένων piροκειμένου να ληφθεί ο τελικός piίνακας κατανομής κόστους, ο οpiοίος δίνεται
piαρακάτω:
0 6 3 6 8 6
6 0 3 6 4 8
3 3 0 3 6 5
6 6 3 0 8 2
8 4 6 8 0 6
6 8 5 2 6 0
Αν εκτελέσουμε την Greedy μέθοδο για το piαραpiάνω piρόβλημα ο αλγόριθμος μας εpiιστρέφει τα
εξής αpiοτελέσματα:
• Πρώτη τιμή διαμέσων εpiιλέχθηκε η p = [2], με αντικειμενική τιμή Cost = 20.0
• Δεύτερη τιμή διαμέσων εpiιλέχθηκαν οι p = [2, 3], με αντικειμενική τιμή Cost = 25.0
• Time = 0.001, ο χρόνος piου αpiαιτήθηκε για να βρεθεί η λύση
Για την εύρεση της piρώτης τιμής διαμέσων ακολουθήθηκαν τα piαρακάτω βήματα:
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Σχήμα 5.1.1: Εpiίλυση p=2 median με Greedy-Εύρεση piρώτης τιμής διαμέσων
Παρακάτω αpiεικονίζονται τα βήματα piου ακολουθήθηκαν για την εύρεση και των δύο τιμών διαμέ-
σων.
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Σχήμα 5.1.2: Εpiίλυση p=2 median με Greedy-Εύρεση δεύτερης τιμής διαμέσων
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5.2 Περιγραφή μεθευρετικού αλγορίθμου-BVNS
Η αναζήτηση μεταβλητής γειτνίασης (Variable neighborhood search, VNS) συνδυάζει την τοpiική
αναζήτηση με δυναμικές δομές γειτονιάς οι οpiοίες μεταβάλλονται κατά τη διάρκεια της αναζήτησης. Η
εξερεύνηση αυτών των γειτονιών μpiορεί να γίνει με δύο τρόpiους. Αpiό τις μικρότερες, δηλαδή αυτές
piου βρίσκονται piλησιέστερα στην τρέχουσα λύση, διερευνούνται συστηματικά μέχρις ότου βρεθεί μια
λύση καλύτερη αpiό την τρέχουσα ή αpiό τις μεγαλύτερες, δηλαδή εκείνες piου αpiέχουν piολύ piερισσότερο
αpiό την τρέχουσα λύση, μpiορούν να διερευνηθούν εν μέρει αpiό μία τυχαία λύση και ξεκινώντας μια
τοpiική αναζήτηση αpiό αυτήν, (Mladenovic´, Brimberg, Hansen, and Moreno-Pe´rez 2007). Οι τελεστές
τοpiικής αναζήτησης και η αναpiαράσταση της λύσης, ορίζουν piοιες λύσεις είναι γειτονικές. Με χρήση
διαφορετικών δομών γειτονιάς, είναι εφικτός ο αpiεγκλωβισμός αpiό τα τοpiικά βέλτιστα και εξερεύνηση
μεγαλύτερων piεριοχών του χώρου αναζήτησης.
Η BVNS μεθευρετική μέθοδος piαραμένει στην ίδια λύση μέχρις ότου βρεθεί μια άλλη καλύτερη
λύση. Οι γειτονιές συνήθως κατατάσσονται με τέτοιο τρόpiο ώστε να αναζητώνται λύσεις όλο και
piιο μακριά αpiό την τρέχουσα. Με αυτόν τον τρόpiο, η εντατικοpiοίηση της αναζήτησης γύρω αpiό
την τρέχουσα λύση ακολουθείται αpiό τη διαφοροpiοίηση. Στο εpiίpiεδο της εντατικοpiοίησης συνδράμει η
τοpiική αναζήτηση ενώ η διατάραξη και η εναλλαγή γειτονιών συνδράμουν στη διαφοροpiοίηση. Στη φάση
της διατάραξης (shaking) εpiιλέγεται μια τυχαία γειτονική λύση piου piροκύpiτει με τη χρήση κάpiοιας
γειτονιάς. ΄Αρα, αpiοφεύγεται η κύκλωση και διερευνούνται νέες piεριοχές του χώρου αναζήτησης. Ενώ
η φάση της τοpiικής αναζήτησης (local search) εpiιτρέpiει την τοpiική αναζήτηση μέχρι να εντοpiιστεί ένα
τοpiικό βέλτιστο. Οταν βρεθεί, τότε γίνεται μετακίνηση στην εpiόμενη γειτονιά και ξεκινά η αναζήτηση
αpiό το καλύτερο τοpiικό ελάχιστο piου εντοpiίστηκε.
Θα piρέpiει να σημειωθεί ότι:
• ΄Ενα τοpiικό ελάχιστο μιας γειτονιάς δεν είναι τοpiικό ελάχιστο για μια άλλη γειτονιά.
• ΄Ενα ολικό ελάχιστο είναι ταυτόχρονα ολικά ελάχιστο για όλες τις δυνατές γειτονιές. Οι δομές
γειτονιών αλλάζουν τον τρόpiο με τον οpiοίο οι λύσεις είναι γειτονικές, αλλά όχι τη συνάρτηση
αξιολόγησης(fitness).
• Οι τελεστές τοpiικής αναζήτησης εpiηρεάζουν μόνο τα τοpiικά βέλτιστα.
Παρακάτω ακολουθεί ο ψευδοκώδικας για τον BVNS αλγόριθμο για το p-median piρόβλημα μαζί
με τις συναρτήσεις piου καλεί κατά την εκτέλεσή του. Εφόσον αρχικοpiοιηθεί μια piρώτη εφικτή λύση με
χρήση της άpiληστης μεθόδου piου piαρουσιάστηκε στην piροηγούμενη υpiοενότητα ακολουθεί η τεχνική
BVNS, η οpiοία piροσpiαθεί να βελτιστοpiοιησεί την αρχική λύση piεραιτέρω και σε εύλογο χρονικό
διάστημα.
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Input: x,kmax,tmax
Output: x
Function BasicVNS(x,kmax,tmax)
t←− 0;
x(best)←− x;
while t < tmax do
k ←− 1;
repeat
x′ ←− Shaking(x, k);
x′′ ←− LocalSearch(x′);
x, k ←− NeighborhoodChange(x, x′′, k);
if x′′ is better than x then
x(best)←− x′′;
x←− x(best);
end
until k=kmax ;
t←− CpuTime();
end
return x
Algorithm 3: BasicVNS
Input: x,k
Output: Shaking phase - generates a point w randomly from the k-th neighborhood of x
denoted by Nk(x), in other words chooses a randomly neighboring solution
resulted from the use of the current neighborhood, in order to avoid cycling and
thus exploring new areas: x′
Function Shaking(x,k)
w ←− [1 + Random(0, 1)∗ | Nk(x) | ];
x′ ←− xw;
return x′
Algorithm 4: Shaking
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Input: x’
Output: Local search improves the current solution until reaching a local optimum. This is
fulfilled by using a swap-based neighborhood search: x′′
Function LocalSearch(x’)
x←− x′;
n←−| N(x) | ;
for i← 1 to n− 1 do
for j ← i + 1 to n do
if f(xj) < f(xi) then
temp←− f(xi);
f(xi)←− f(xj);
f(xj)←− temp;
end
end
x′′ ←− argmin(f(x), f(xi)), xi ∈ N(x);
end
return x′′
Algorithm 5: Local Search
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Θα piρέpiει να σημειωθεί ότι η piαραpiάνω μέθοδος Basic VNS (BVNS) εχει δύο κριτήρια τερματισμού.
Το piρώτο κριτήριο τερματισμού βασίζεται στον piροκαθορισμένο χρόνο CPU(s), pi.χ. 30, 60, 120, 240,
300, 600 δευτερόλεpiτα. Το δεύτερο κριτήριο τερματισμού σχετίζεται με την βέλτιστη λύση. Συνεpiώς
αν κατά την διάρκεια εκτέλεσης του αλγορίθμου ξεpiεραστεί ο piροκαθορισμένος χρόνος εύρεσης λύσης
ή εντοpiιστεί η βέλτιστη λύση τότε ο αλγόριθμος τερματίζει.
Η μέθοδος Basic VNS (BVNS) συνδυάζει ντετερμινιστικές με στοχαστικές αλλαγές της δομής
γειτνίασης.
• Το αιτιοκρατικό της τμήμα αντιpiροσωpiεύεται αpiό την ευρετική τοpiική αναζήτηση.
• Το στοχαστικό της τμήμα αντιpiροσωpiεύεται αpiό την τυχαία εpiιλογή ενός σημείου αpiό την κ-
οστή γειτονιά, (το σημείο x
′
λαμβάνεται με τυχαίο τρόpiο ώστε να αpiοφευχθεί η κύκλωση, η
οpiοία θα μpiορούσε να συμβεί με έναν αιτιοκρατικό κανόνα).
΄Εστω το ίδιο piρόβλημα p-median με p = 2 και αριθμό κόμβων n = 6 piου piεριγράφτηκε στο
piροηγούμενο κεφάλαιο. Δηλαδή θεωρούμε τις ίδιες ακμές:
Πίνακας 5.2: Πίνακας Κόστους Β
Αρχικός κόμβος Τελικός κόμβος Κόστος
0 1 6
0 5 6
1 3 3
1 4 7
2 3 6
2 5 4
3 2 3
3 0 5
4 0 2
4 3 3
5 1 8
5 3 6
και τον ίδιο τελικό piίνακα κατανομής κόστου:
0 6 3 6 8 6
6 0 3 6 4 8
3 3 0 3 6 5
6 6 3 0 8 2
8 4 6 8 0 6
6 8 5 2 6 0
΄Εστω ότι ο αλγόριθμος ξεκινάει με μία εφικτή λύση όχι όμως βέλτιστη. ΄Εστω λοιpiόν η λύση:
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• p = [0, 1], οι διάμεσοι piου εpiιλέχθηκαν
• Cost = 25.0, η αντικειμενική τιμή
• Time = 0.000, ο χρόνος piου αpiαιτήθηκε για να βρεθεί η λύση
Σχήμα 5.2.3: p=2 median λύση Greedy
Αυτή η λύση τροφοδοτεί τον αλγόριθμο VNS, ο οpiοίος μέσα αpiό διατάραξη και τοpiική αναζήτηση
αpiοθηκεύει ως υpiάρχουσα λύση αυτήν piου θα έχει μικρότερη τιμή αντικειμενικής συνάρτησης αpiό την
piροηγούμενη καλύτερη piου είχε βρεθεί. Για το συγκεκριμένο piαράδειγμα ο αλγόριθμος δέχεται ως
αρχική εφικτή λύση την λύση piου piροκύpiτει αpiό την άpiληστη τεχνική Greedy και έpiειτα αpiό δύο
ενδιάμεσα καλές λύσεις κατόρθωσε να εντοpiίσει μια λύση αρκετά κοντά στην βέλτιστη. Η BVNS
μέθοδος για το piαραpiάνω piρόβλημα μας εpiιστρέφει διαδοχικά τα εξής αpiοτελέσματα:
1. Greedy: Cost = 25.0, Time = 0.000
2. Cost = 19.0, Time = 0.000
3. Cost = 15.0, Time = 0.001
4. Cost = 15.0, Time = 0.001
5. p = [1, 2], pmedianedges = 1 : [1, 4], 2 : [0, 2, 3, 5], Cost = 15.0, Time = 0.001
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Κατά την διάρκεια εκτέλεσης του αλγορίθμου εκτελείται τοpiική αναζήτηση μέχρι να εντοpiίστεί ένα
τοpiικό βέλτιστο. ΄Ενας αλγόριθμος Swap τοpiικής αναζήτησης χρησιμοpiοιείται και piαρακάτω αpiεικονί-
ζεται βήμα-βήμα ο τρόpiος piου ανταλλάσσει τους κόμβους ώστε στο τέλος να κρατήσει την καλύτερη
λύση τοpiικά, δηλαδή την λύση piου θα έχει την μικρότερη τιμή κόστους.
Σχήμα 5.2.4: p=2 median Swap based local search
Θα piρέpiει να αναφερθεί ότι η βέλτιστη λύση του piαραpiάνω piροβλήματος είναι η ακόλουθη: p =
[2, 3], p median edges = 2 : [0, 1, 2, 4], 3 : [3, 5], Cost = 14.0
Αν piαρατηρήσουμε το κόστος της piροσεγγιστικής λύσης, οδηγούμαστε στο συμpiέρασμα ότι η
piροσεγγιστική λύση είναι αρκετά ικανοpiοιητική και βρέθηκε μετά αpiό σχεδόν μηδενικό χρόνο εκτέλεσης
του piροσεγγιστικού αλγορίθμου.
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Σχήμα 5.2.5: p=2 median λύση BVNS
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ΚΕΦΑΛΑΙΟ 6
Υpiολογιστική μελέτη των αpiοτελεσμάτων
μεθευρετικού αλγορίθμου
Στο piαρόν κεφάλαιο αναλύονται τα υpiολογιστικά στιγμιότυpiα της βιβλιοθήκης OR library, με
σκοpiό να γίνει έλεγχος τόσο της μεθόδου αρχικοpiοίησης όσο και του μεθευρετικού αλγορίθμου piου
εpiιλέγχηκε. Τα piειράματα piου ακολουθούν εκτελέστηκαν σε laptop Dell με τα εξής χαρακτηριστικά:
1. Εpiεξεργαστής: Intel(R) Core (TM)2 Duo i5-5200U CPU (2.20GHz 2.20GHz)
2. Εγκατεστημένη μνήμη: 4,00 GB
3. Λειτουργικό σύστημα: 64-bit operating system, Windows 10 Home Edition
Στην piρώτη υpiοενότητα αυτού του κεφαλαίου piαρουσιάζονται τα αpiοτελέσματα εκτέλεσης του
μαθηματικού μοντέλου p-median με το λύτη βελτιστοpiοίσης Gurobi. Θα ήταν χρήσιμο να τονιστεί σε
αυτό το σημείο ότι το μαθηματικό μοντέλο του piροβήματος p-median piου εpiιλύθηκε στον λύτη Gurobi
βρίσκει τις exact-βέλτιστες τιμές της αντικειμενικής συνάρτησης και piαρακάτω piαρατίθεται και ο χρόνος
CPU(s) piου χρειάστηκε το μοντέλου μέχρις ότου εντοpiίσει την βέλτιστη λύση για κάθε ένα αpiό τα 40
piροβλήματα. Στην δεύτερη υpiοενότητα δίνονται τα αpiοτελέσματα της Greedy μεθόδου αρχικοpiοίησης,
ενώ στη τρίτη αpiοδίδονται τα αpiοτελέσματα της Basic VNS υλοpiοίησης, η οpiοία δέχεται σαν είσοδο
την λύση της Greedy μεθόδου αρχικοpiοίησης και την βελτιώνει piερεταίρω αν βρεθεί κάpiοια λύση με
μικρότερη τιμή της αντικειμενικής συνάρτησης.
6.1 Αpiοτελέσματα εκτέλεσης του μοντέλου p-median με το
λύτη βελτιστοpiοίησης Gurobi
΄Οpiως αναφέρθηκε και σε piροηγούμενο κεφάλαιο, με σκοpiό την καλύτερη κατανόηση του piροβλήμα-
τος διαμέσων, μοντελοpiοιήθηκε το piρόβλημα σε γλώσσα piρογραμματισμού Python και καταγράφτηκαν
τα αpiοτελέσματα εpiίλυσης του με την βοήθεια του λύτη βελτιστοpiοίησης Gurobi. Το μαθηματικό
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μοντέλο εκτελέστηκε με χρήση του λύτη βελτιστοpiοίησης Gurobi για διαφορετικούς χρόνους τερμα-
τισμού. Με κριτήριο τερματισμού τους χρόνους 30, 60, 120, 240, 300, 600 CPU(s), όpiου CPU(s)
αντιpiροσωpiεύει τιμές δευτερολέpiτων, μετρήθηκαν αpiό τα 40 piροβλήματα piου έτρεξαν σειριακά για
κάθε έναν αpiό τους piαραpiάνω χρόνος, το piλήθος των λύσεων piου ταυτίζονται με την βέλτιστη λύση
της αντικειμενικής συνάρτησης και το piλήθος των piεριpiτώσεων piου το μοντέλο κατάφερε να εξάγει
piροσεγγιστική ευρετική λύση. Θα piρέpiει να σημειωθεί ότι για τους χρόνους τερματισμού piου ισοδυ-
ναμούν με 30, 60 και 120 δευτερόλεpiτα, το μοντέλο δεν κατάφερε να εντοpiίσει βέλτιστη λύση και για
τα 40 piροβλήματα. ΄Ετσι, σε χρόνο τερματισμού 30 δευτερολέpiτων το μοντέλο δεν εντόpiισε λύση για
4 piροβλήματα αpiό τα 40 της βιβλιοθήκης OR, ενώ σε χρόνο τερματισμού 60 και 120 δευτερολέpiτων το
piλήθος των άλυτων piροβλημάτων μειώθηκε αpiό 4 σε ένα piρόβλημα αpiό τα 40 διαθέσιμα. Αυτό οδηγεί
στο συμpiέρασμα ότι ακόμη και ένας εμpiορικός λύτης βελτιστοpiοίησης όpiως είναι ο Gurobi, σε σχετικά
μικρό χρονικό διάστημα όχι μόνο δεν εpiιστρέφει ευρετική λύση αλλά σε κάpiοια piροβλήματα αδυνατεί
να εpiιστρέψει γενικότερα λύση. Αυτός είναι και ο λόγος piού piολλές φορές για εpiίλυση piροβλημάτων
χωροθέτησης facility location , εpiιλέγεται μια ευρετική τεχνική εpiίλυσης, η οpiοία ακόμη και αν δεν
εντοpiίσει την βέλτιστη λύση, έχει σκοpiό σε εύλογο χρονικό διάστημα να piροσεγγίσει μία ικαpiοpiοιητικά
συμφέρουσα λύση.
Στον piαρακάτω piίνακα piαρουσιάζεται για κάθε ένα αpiό τα 40 αρχεία της OR library piου εpiιλέχθη-
καν να εξετασθούν στα piλαίσια αυτής της εργασίας κάpiοια χαρακτηριστικά του κάθε piροβλήματος μαζί
με το χρόνο piου χρειάστηκε το μοντέλο μέχρι να εντοpiίσει την βέλτιστη λύση και τελικά να τερματίσει.
Θα piρέpiει να σημειωθεί ότι για την δημιουργία του ακόλουθου piίνακα δεν χρησιμοpiοιήθηκε κάpiοιο
κριτήριο τερματισμού βασισμένο στο χρόνο, καθώς σκοpiός μας σε αυτήν την φάση ήταν να εξορύξουμε
βασικές piληροφορίες των 40 piροβλημάτων (pi.χ. διαστάσεις, αριθμός κόμβων, αριθμός διαμέσων, κτλpi.
) αλλά και του χρόνου piου αpiαιτείται για τη εύρεση της βέλτιστης λύσης του κάθε piροβλήματος. Ο
piίνακας piεριέχει τις εξής στήλες:
• το όνομα του αρχείου της OR library
• η βέλτιστη τιμή της αντικειμενικής συνάρτησης piου είναι δημοσιευμένη στην OR library και
ταυτίζεται με την αντικειμενική τιμή του μαθηματικού μοντέλου piου αναpiτύχθηκε στον λύτη
βελτιστοpiοίησης Gurobi
• το piλήθος των κόμβων n του piροβλήματος
• το piλήθος των διαμέσων p του piροβλήματος
• ο χρόνος CPU σε δευτερόλεpiτα piου αpiαιτήθηκε ώστε ο λύτης Gurobi να εpiιλύσει βέλτιστα το
piρόβλημα
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Πίνακας 6.1: Αpiοτελέσματα εκτέλεσης του μοντέλου p-median με το λύτη βελτιστοpiοίησης Gurobi
Αρχείο Βέλτιστη τιμή n p p-median CPU(s)
pmed1 5819 100 5 1,15
pmed2 4093 100 10 1,40
pmed3 4250 100 10 1,34
pmed4 3034 100 20 1,02
pmed5 1355 100 33 1,04
pmed6 7824 200 5 11,45
pmed7 5631 200 10 4,68
pmed8 4445 200 20 4,49
pmed9 2734 200 40 4,56
pmed10 1255 200 67 4,68
pmed11 7696 300 5 16,80
pmed12 6634 300 10 16,10
pmed13 4374 300 30 10,08
pmed14 2968 300 60 10,51
pmed15 1729 300 100 10,04
pmed16 8162 400 6 90,73
pmed17 6999 400 10 58,14
pmed18 4809 400 40 20,71
pmed19 2845 400 80 18,20
pmed20 1789 400 133 18,07
pmed21 9138 500 5 44,27
pmed22 8579 500 10 566,87
pmed23 4619 500 60 32,01
pmed24 2961 500 100 30,15
pmed25 1828 500 167 29,91
pmed26 9917 600 5 494,17
pmed27 8307 600 10 126,80
pmed28 4498 600 60 46,29
pmed29 3033 600 120 43,75
pmed30 1989 600 200 43,91
pmed31 10086 700 5 399,10
pmed32 9297 700 10 159,91
pmed33 4700 700 70 66,28
pmed34 3013 700 140 63,62
pmed35 10400 800 5 1015,98
pmed36 9934 800 10 12951,74
pmed37 5057 800 80 206,76
pmed38 11060 900 5 15389,33
pmed39 9423 900 10 2617,00
pmed40 5128 900 90 236,52
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6.2 Αpiοτελέσματα άpiληστης μεθόδου αρχικοpiοίησης Greedy
Η Greedy μέθοδος υλοpiοιήθηκε και για τα 40 αρχεία μετροpiροβλημάτων της OR library. Τα
αpiοτελέσματα δείχνουν ότι μpiορεί να βρεθεί σχετικά γρήγορα μια εφικτή λύση, η οpiοία όμως δεν είναι
βέλτιστη. Ο Greedy ευρετικός αλγόριθμος είναι μια γρήγορη και αpiλή τεχνική η οpiοία αν και δεν
εγγυάται την εύρεση της βέλτιστης λύσης ενός piροβλήματος, μpiορεί σε εύλογο χρονικό διάστημα να
βρει μια αρχική-εφικτή λύση.
Ο piρώτος piίνακας piου δίνεται στην piαρούσα ενότητα piαρουσιάζει τα αpiοτελέσματα των 40 με-
τροpiροβλημάτων της OR library με αρχική λύση τη Greedy μέθοδος. Εpiίσης, για κάθε αρχείο της
OR library, γίνεται σύγκριση της αντικειμενικής τιμής piου βρίσκει η άpiληστη μεθόδος ως piρος την
βέλτιστη. Για την σύγκριση χρισιμοpiοιείται η μετρική του piοσοστιαίου σφάλματος, δηλαδή το σφάλμα
ως piοσοστό της ακριβούς τιμής:
PercentageError = 100 ∗ Greedy−OptimalOptimal
Προφανώς, όσο μικρότερο είναι το σφάλμα τόσο ακριβέστερη είναι η τιμή της αντικειμενικής συ-
νάρτησης της άpiληστης τεχνικής για κάθε αρχείο της OR library.
Στη συνέχεια, ακολουθούν οι piίνακες με τα αpiοτελέσματα των piειραμάτων όpiου piεριλαμβάνουν:
• το όνομα του αρχείου της OR library
• η βέλτιστη τιμή της αντικειμενικής συνάρτησης piου piροσφέρει η OR library
• το piλήθος των κόμβων n
• το piλήθος των διαμέσων p
• η τιμή της αντικειμενικής συνάρτησης της Greedy μεθόδου
• ο χρόνος CPU(s) piου χρειάστηκε η Greedy μέθοδος ώστε να βρει την λύση
• το piοσοστιαίο σφάλμα της διαφοράς της τελευταίας αpiό την βέλτιστη λύση
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Πίνακας 6.2: Αpiοτελέσματα Greedy μέθοδου και σύγκριση με βέλτιστη τιμή
OR library Greedy
Αρχείο Βέλτιστη τιμή n p Αντικειμενική τιμή CPU(s) Error(%)
pmed1 5819 100 5 5891 0,02 1,24
pmed2 4093 100 10 4118 0,04 0,61
pmed3 4250 100 10 4399 0,02 3,51
pmed4 3034 100 20 3088 0,08 1,78
pmed5 1355 100 33 1378 0,07 1,70
pmed6 7824 200 5 8027 0,02 2,59
pmed7 5631 200 10 5646 0,05 0,27
pmed8 4445 200 20 4472 0,12 0,61
pmed9 2734 200 40 2841 0,30 3,91
pmed10 1255 200 67 1295 0,55 3,19
pmed11 7696 300 5 7721 0,03 0,32
pmed12 6634 300 10 6651 0,09 0,26
pmed13 4374 300 30 4467 0,39 2,13
pmed14 2968 300 60 3013 1,01 1,52
pmed15 1729 300 100 1761 2,08 1,85
pmed16 8162 400 6 8232 0,05 0,86
pmed17 6999 400 10 7019 0,13 0,29
pmed18 4809 400 40 4873 0,94 1,33
pmed19 2845 400 80 2899 2,81 1,90
pmed20 1789 400 133 1866 6,16 4,30
pmed21 9138 500 5 9138 0,07 0,00
pmed22 8579 500 10 8670 0,18 1,06
pmed23 4619 500 60 4694 2,11 1,62
pmed24 2961 500 100 3009 6,36 1,62
pmed25 1828 500 167 1896 17,69 3,72
pmed26 9917 600 5 10093 0,10 1,77
pmed27 8307 600 10 8364 0,27 0,69
pmed28 4498 600 60 4579 3,85 1,80
pmed29 3033 600 120 3104 15,66 2,34
pmed30 1989 600 200 2037 44,08 2,41
pmed31 10086 700 5 10086 0,11 0,00
pmed32 9297 700 10 9331 0,30 0,37
pmed33 4700 700 70 4798 8,56 2,09
pmed34 3013 700 140 3097 31,65 2,79
pmed35 10400 800 5 10406 0,12 0,06
pmed36 9934 800 10 9954 0,39 0,20
pmed37 5057 800 80 5118 14,09 1,21
pmed38 11060 900 5 11153 0,17 0,84
pmed39 9423 900 10 9451 0,46 0,30
pmed40 5128 900 90 5190 27,56 1,21
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6.3 Περιγραφή μεθευρετικού αλγορίθμου BVNS
Οι εpiόμενοι piίνακες piαρουσιάζουν τα αpiοτελέσματα των 40 μετροpiροβλημάτων της OR library με
τη λύση τη BVNS υλοpiοίσης ξεκινώντας αpiό την αρχική λύση της Greedy μεθόδου. Εpiίσης, για κάθε
αρχείο της OR library, γίνεται σύγκριση της αντικειμενικής τιμής piου βρίσκει η BVNS μεθόδος ως
piρος την βέλτιστη για διαφορετικούς χρόνους τερματισμού του αλγορίθμου, piου είναι: 30, 60, 120, 240,
300, 600 CPU(s). Για την σύγκριση χρισιμοpiοιείται η μετρική του piοσοστιαίου σφάλματος, δηλαδή το
σφάλμα ως piοσοστό της ακριβούς τιμής:
PercentageError = 100 ∗ BV NS−OptimalOptimal
΄Οσο μικρότερο είναι το σφάλμα τόσο ακριβέστερη είναι η τιμή της αντικειμενικής συνάρτησης της
BVNS υλοpiοίοησης για κάθε αρχείο της OR library.
Παρακάτω ακολουθεί ένα διpiλό γράφημα γραμμής (line chart) των λύσεων της μεθόδου BVNS.
Στο piάνω μέρος του γραφήματος, αpiεικονίζεται ο μέσος όρος του σφάλματος των λύσεων των 40 piρο-
βλημάτων για διαφορετικούς χρόνους τερματισμού 30, 60, 120, 240, 300, 600 CPU(s) piου κατάφερε να
εντοpiίσει η μέθοδος BVNS. Η τεχνική BVNS για τους piροαναφερθέντες χρόνους τερματισμού εντό-
piισε είτε ευρετικές είτε βέλτιστες λύσεις για αυτά τα 40 piροβλήματα. Θα piρέpiει να σημειωθεί ότι στον
υpiολογισμό του μέσου όρου σφάλματος piου αpiεικονίζεται στο piάνω μέρος του ακόλουθου γραφήματος
συμpiεριλαμβάνονται και οι βέλτιστες και οι piροσεγγιστικές λύσεις. Συνεpiώς, η γραμμή piου αντιpiρο-
σωpiεύει το μέσο σφάλμα, (Average Gap (%), βλέpiε Σχήμα 6.3.1, γραμμή Avg Gap (%)) εμpiεριέχει
και τα μηδενικά σφάλματα των piροβλημάτων όpiου εντοpiίστηκαν βέλτιστες λύσεις. Στο κάτω τμήμα
του γραφήματος, για τους ίδιους ακριβώς χρόνους τερματισμού, piαρατηρούμε piόσα είναι σε piλήθος τα
piροβλήματα piου ο αλγόριθμος εντόpiισε βέλτιστες λύσεις με την άpiληστη μέθοδο (βλέpiε Σχήμα 6.3.1,
γραμμή Greedy-Optimal) και piόσα βρήκε βέλτιστες λύσεις με την μέθοδο BVNS (βλέpiε Σχήμα 6.3.1,
γραμμή BVNS-Optimal). ΄Οpiως βλέpiουμε στο γράφημα, η άpiληστη μέθοδος για όλους τους piροκα-
θορισμένους χρόνους τερματισμού κατάφερε να εpiιλύσει βέλτιστα μόνο 2 αpiό τα 40 μετροpiροβλήματα
και θα ήταν χρήσιμο να αναφερθεί ότι για διαφορετικούς χρόνους τερματισμού 30, 60, 120, 240, 300,
600 το μέσο σφάλμα των λύσεων της άpiληστης μεθόδου καταγράφηκε να είναι 4.3, 1.5, 1.5, 1.5, 1.5,
1.5 αντίστοιχα, συμpiεριλαμβανομένων βέλτιστων και οι piροσεγγιστικών λύσεων. Σε αντίθεση με το
μέσο σφάλμα των λύσεων του BVNS piου ήταν 4.8, 1.1, 1.0, 0.9, 0.9, 0.9. Η piροηγούμενη σύγκριση
μας οδηγεί στο συμpiέρασμα ότι η μεθευρετική μέθοδολογία BVNS χρησιμοpiοιεί τα piλεονεκτήματα
της άpiληστης μεθόδου (καθώς αρχικοpiοιείται αpiό αυτήν) και αpiοδεικνύεται piιο συμφέρουσα αpiό την
άpiληστη και ως piρος το piλήθος εύρεσης των βέλτιστων λύσεων, και ως piρος το χρόνο εύρεσης τους
αλλά και ως piρος το μέσο σφάλμα των λύσεων της.
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Σχήμα 6.3.1: Γράφημα Γραμμής λύσεων του Greedy+BVNS
Αν αξιολογήσουμε το piαραpiάνω γράφημα γραμμής, το θετικό σημείο piου piρέpiει να τονιστεί piρώτα
αpiό όλα είναι ότι για όλους του χρόνους τερματισμού αpiοδίδει βέλτιστη ή ευρετική λύση, σε αντίθεση
με τα αpiοτελέσματα του λύτη βελτιστοpiοίησης Gurobi όpiου για τους χρόνους τερματισμού 30, 60 και
120 δευτερολέpiτων δεν ήταν εφικτό να εpiιλυθούν 3, 1 και 1 piροβλήματα αντίστοιχα αpiό το σύνολο των
40 διαθέσιμων piροβλημάτων. Πράγμα piου σημαίνει ότι η piροτεινόμενη μεθοδολογία Greedy+BVNS,
ακόμη και αν δεν βρίσκει για όλα τα piροβλήματα βέλτιστη λύση τουλάχιστον ως piρος την αξιολόγηση
λύσεων καταφέρνει να εντοpiίσει συμφέρουσες χρονικά λύσεις για όλα τα μετροpiροβλήματα piου εξετά-
στηκαν. Περαιτέρω αξιολόγηση όμως θα piρέpiει να γίνει ως piρος την piοιότητα των λύσεων. Καθώς μια
λύση για να είναι ικανοpiοιητική και αpiοδεκτή δεν αρκεί να είναι μόνο γρήγορη. Αλλά θα piρέpiει να είναι
όσο το δυνατόν piιό κοντά στην βέλτιστη. Το piαραpiάνω γράφημα γραμμής αpiοδεικνύει ότι ο αλγόριθ-
μος BVNS σε χρόνο τερματισμού 30 δευτερολέpiτων εντοpiίζει λύσεις (βελτιστες και ευρετικές) και για
τα 40 μετροpiροβλήματα με μέσο σφάλμα 4.8% το οpiοίο σταδιακά μειώνεται στο piοσοστό 0.9% piου
αντιpiροσωpiεύει το μέσο σφάλμα των 40 λύσεων για χρόνο τερματισμού 600 δευτερόλεpiτα. Τέλος, θα
ήταν καλό να αναφερθεί ότι όσο αυξάνεται ο χρόνος τερματισμού αυξάνονται σε piλήθος και οι βέλτιστες
λύσεις piου εντοpiίζει ο αλγόριθμος. ΄Ετσι, με κριτήριο τερματισμού 30 δευτερολέpiτων piροσεγγίζονται
35 piροβλήματα και εpiιλύονται 5 piροβλήματα βέλτιστα, ενώ στα 600 δευτερόλεpiτα piροσεγγίζονται 33
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piροβλήματα και εpiιλύονται 7 piροβλήματα βέλτιστα.
Στη συνέχεια, ακολουθούν οι piίνακες με τα αpiοτελέσματα των piειραμάτων τα οpiοία piεριλαμβάνουν:
• το όνομα του αρχείου της OR library
• η βέλτιστη τιμή της αντικειμενικής συνάρτησης piου piροσφέρει η OR library
• το piλήθος των κόμβων n
• το piλήθος των διαμέσων p
• το piοσοστιαίο σφάλμα της διαφοράς της αντικειμενικής συνάρτησης της BVNS μεθόδου αpiό την
βέλτιστη λύση
• ο χρόνος CPU(s) piου χρειάστηκε η BVNS μέθοδος ώστε να βρει λύση (βέλτιστη ή ευρετική)
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Πίνακας 6.3: Υpiολογιστικά Αpiοτελέσματα της BVNS μέθοδου για CPU(s): 30, 60, 120
OR library 30sec 60sec 120sec
Αρχείο Βέλτιστη τιμή n p Error(%) CPU(s) Error(%) CPU(s) Error(%) CPU(s)
pmed1 5819 100 5 0,00 2,34 0,00 2,22 0,00 2,17
pmed2 4093 100 10 0,29 3,71 0,29 0,45 0,29 12,91
pmed3 4250 100 10 0,28 1,40 0,28 1,45 0,28 1,42
pmed4 3034 100 20 0,76 9,41 0,76 7,51 0,76 8,05
pmed5 1355 100 33 0,15 2,64 0,00 19,50 0,00 19,01
pmed6 7824 200 5 1,51 17,66 1,51 17,44 1,51 47,94
pmed7 5631 200 10 0,25 26,26 0,25 24,65 0,25 23,90
pmed8 4445 200 20 0,31 3,20 0,31 2,89 0,27 44,91
pmed9 2734 200 40 3,07 27,39 3,07 1,23 2,01 75,23
pmed10 1255 200 67 2,71 26,65 2,71 32,07 2,71 26,16
pmed11 7696 300 5 0,08 11,65 0,08 16,03 0,08 11,47
pmed12 6634 300 10 0,09 5,55 0,09 6,45 0,09 5,45
pmed13 4374 300 30 1,71 22,60 1,71 46,12 1,17 67,50
pmed14 2968 300 60 1,21 23,97 1,21 47,67 1,18 83,40
pmed15 1729 300 100 1,68 21,91 1,68 25,78 1,62 119,71
pmed16 8162 400 6 0,39 24,36 0,39 25,86 0,39 24,26
pmed17 6999 400 10 0,00 3,16 0,00 10,10 0,00 9,76
pmed18 4809 400 40 1,33 0,98 1,16 33,38 0,83 32,15
pmed19 2845 400 80 1,90 2,69 1,58 34,62 1,51 32,04
pmed20 1789 400 133 2,85 28,44 2,63 12,79 2,63 32,99
pmed21 9138 500 5 0,00 0,07 0,00 0,07 0,00 0,07
pmed22 8579 500 10 1,06 0,16 1,06 0,18 1,06 0,20
pmed23 4619 500 60 1,62 2,27 1,52 33,26 1,52 37,12
pmed24 2961 500 100 1,35 25,24 1,38 22,49 1,32 74,77
pmed25 1828 500 167 2,57 25,37 2,41 52,55 2,41 32,49
pmed26 9917 600 5 0,81 14,94 0,81 15,57 0,78 70,21
pmed27 8307 600 10 0,69 0,22 0,69 0,24 0,69 0,23
pmed28 4498 600 60 1,80 3,84 1,76 35,47 1,96 34,68
pmed29 3033 600 120 2,34 14,10 2,01 34,77 1,98 57,04
pmed30 1989 600 200 57,21 29,55 2,41 45,61 1,81 109,27
pmed31 10086 700 5 0,00 0,11 0,00 0,13 0,00 0,11
pmed32 9297 700 10 0,37 0,31 0,33 36,21 0,23 118,25
pmed33 4700 700 70 1,85 8,54 1,85 9,14 1,85 8,99
pmed34 3013 700 140 2,79 29,77 2,79 32,67 2,46 93,35
pmed35 10400 800 5 0,06 0,15 0,00 57,45 0,00 53,62
pmed36 9934 800 10 0,20 0,39 0,20 0,38 0,13 97,23
pmed37 5057 800 80 1,21 14,10 1,21 14,47 1,21 14,78
pmed38 11060 900 5 0,84 0,17 0,84 0,17 0,71 114,52
pmed39 9423 900 10 0,28 13,31 0,28 15,23 0,28 13,62
pmed40 5128 900 90 93,37 29,77 1,21 38,42 1,21 29,60
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Πίνακας 6.4: Υpiολογιστικά Αpiοτελέσματα της BVNS μέθοδου για CPU(s): 240, 300, 600
OR library 240sec 300sec 600sec
Αρχείο Βέλτιστη τιμή n p Error(%) CPU(s) Error(%) CPU(s) Error(%) CPU(s)
pmed1 5819 100 5 0,00 0,24 0,00 2,17 0,00 2,20
pmed2 4093 100 10 0,29 0,45 0,29 0,42 0,29 3,69
pmed3 4250 100 10 0,28 1,43 0,28 13,23 0,28 1,70
pmed4 3034 100 20 0,76 7,35 0,76 7,18 0,76 7,60
pmed5 1355 100 33 0,00 19,64 0,00 18,92 0,00 20,13
pmed6 7824 200 5 1,51 34,66 1,51 47,70 1,51 64,91
pmed7 5631 200 10 0,25 24,51 0,25 24,13 0,25 25,38
pmed8 4445 200 20 0,27 112,92 0,27 95,35 0,27 2,73
pmed9 2734 200 40 2,01 83,55 1,98 81,27 1,98 84,17
pmed10 1255 200 67 2,71 27,78 2,71 34,01 2,31 328,89
pmed11 7696 300 5 0,08 11,78 0,08 11,30 0,08 11,69
pmed12 6634 300 10 0,09 5,58 0,09 5,38 0,09 5,72
pmed13 4374 300 30 1,17 76,96 1,14 75,64 1,14 69,77
pmed14 2968 300 60 1,18 159,21 1,21 296,78 1,01 339,89
pmed15 1729 300 100 1,62 56,59 1,62 21,97 1,50 79,54
pmed16 8162 400 6 0,39 24,18 0,39 23,43 0,39 24,72
pmed17 6999 400 10 0,00 9,78 0,00 9,46 0,00 9,99
pmed18 4809 400 40 0,83 206,25 0,83 199,58 0,83 218,15
pmed19 2845 400 80 1,51 67,98 1,51 166,31 1,12 364,29
pmed20 1789 400 133 2,63 124,29 2,63 10,43 2,63 74,69
pmed21 9138 500 5 0,00 0,07 0,00 0,07 0,00 0,07
pmed22 8579 500 10 1,05 210,73 1,05 211,49 1,05 219,02
pmed23 4619 500 60 1,47 77,94 1,47 30,95 1,47 510,66
pmed24 2961 500 100 1,32 163,39 1,32 8,22 1,32 78,28
pmed25 1828 500 167 2,41 26,13 2,41 24,29 2,35 357,36
pmed26 9917 600 5 0,78 71,37 0,78 68,16 0,78 69,74
pmed27 8307 600 10 0,28 149,82 0,28 145,04 0,28 548,32
pmed28 4498 600 60 1,33 200,28 1,33 201,38 1,33 208,94
pmed29 3033 600 120 1,98 33,21 1,98 32,90 1,95 395,52
pmed30 1989 600 200 1,81 73,99 1,91 100,44 1,71 541,18
pmed31 10086 700 5 0,00 0,11 0,00 0,11 0,00 0,12
pmed32 9297 700 10 0,23 112,64 0,23 113,63 0,23 114,93
pmed33 4700 700 70 1,85 9,18 1,85 8,66 1,79 245,89
pmed34 3013 700 140 2,46 95,18 2,46 92,89 2,42 221,57
pmed35 10400 800 5 0,00 64,74 0,00 54,00 0,00 55,61
pmed36 9934 800 10 0,13 99,60 0,08 278,60 0,08 292,83
pmed37 5057 800 80 1,09 138,50 1,09 137,69 1,07 156,68
pmed38 11060 900 5 0,71 109,40 0,71 108,82 0,71 118,12
pmed39 9423 900 10 0,28 12,93 0,28 13,01 0,00 554,82
pmed40 5128 900 90 1,21 30,29 1,21 26,05 1,17 448,57
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ΚΕΦΑΛΑΙΟ 7
Εpiίλογος
Η διpiλωματική αυτή εργασία piραγματοpiοιήθηκε στο piλαίσιο των μεταpiτυχιακών σpiουδών μου στο
Τμήμα Εφαρμοσμένης Πληροφορικής του Πανεpiιστημίου Μακεδονίας και piραγματεύεται μεθόδους αρ-
χικοpiοίησης με τη χρήση της αναζήτησης μεταβαλλόμενης γειτονιάς (VNS) για το piρόβλημα διαμέσων.
7.1 Συμpiεράσματα
Με χρήση της μεθευρετικής μεθόδου VNS, ακριβέστερα της BVNS, οδηγηθήκαμε στην εpiίλυση
του NP-hard piροβλήματος διαμέσων. Κατ’ εpiέκταση, στην ενότητα αυτή, μpiορούμε να διατυpiώσουμε
κάpiοια συμpiεράσματα, τόσο για τα γενικότερα τμήματα του θεωρητικού υpiόβαθρου της εργασίας (p-
median piρόβλημα, ανάpiτυξη μαθηματικού μοντέλου στο Gurobi Optimizer, μεθευρετικές μέθοδοι,
κτλpi.), όσο και για τα piιο εξειδικευμένα αpiοτελέσματα της εργασίας (εpiίλυση piροβλήματος με Gurobi
και με BVNS).
Στα piλαίσια της εργασίας αυτής, για την καλύτερη κατανόηση των piεριορισμών αλλά και διαστάσεών
του piροβλήματος διαμέσων, piραγματοpiοιήθηκε η θεωρητική μελέτη και η μαθηματική μοντελοpiοιήθηκε
του piρόβλημα σε γλώσσα piρογραμματισμού Python. Για την καταγραφή των αpiοτελεσμάτων έγινε
χρήση του λύτη βελτιστοpiοίησης Gurobi. Τα αpiοτελέσματα εκτέλεσης του μαθηματικού μοντέλου με
τον λύτη βελτιστοpiοίησης Gurobi έδειξαν piως ο λύτης βελτιστοpiοίησης Gurobi είναι αρκετά αpiοτελε-
σματικός στην piοιοτητα των λύσεων piου εpiιστρέφει, αδυνατεί ωστόσο σε μικρούς χρόνους να εντοpiίσει
λύσεις (βέλτιστες ή ευρετικές) για όλο το piλήθος των διαθέσιμων piροβληματων της OR library piου
εpiιλέχτηκαν. Με άλλα λόγια, ο λύτης βελτιστοpiοίησης Gurobi σε σχετικά μικρό χρονικό διάστημα
όχι μόνο δεν εpiιστρέφει piροσεγγιστική λύση αλλά σε κάpiοια piροβλήματα αδυνατεί να εντοpiίσει γενικά
λύση. Δεν συμβαίνει το ίδιο βέβαια για τον αλγόριθμο BVNS, ο οpiοίος ακόμη και σε μικρό χρονι-
κό διάστημα είναι σε θέση να αpiοδόσει βέλτιστη ή ευρετική λύση. Ο BVNS κατάφερε να εντοpiίσει
συμφέρουσες χρονικά και piοιοτικά λύσεις για όλα τα μετροpiροβλήματα piου εξετάστηκαν, με το μέσο
piοσοστιαίο σφάλμα να μειώνεται δραματικά όσο αυξάνεται το χρονικό κριτήριο τερματισμού.
Στο δυναμικό piεριβάλλον της εpiιχειρησιασής έρευνας και της χωροθέτησης εγκαταστάσεων, όpiου
ο χρόνος και το κόστος αpiοτελούν βασικά συστατικά μέρη piρος βελτιστοpiοίηση, αλγόριθμοι γρήγοροι
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και piοιοτικοί μpiορούν να αpiοβούν αρκετά piλεονεκτικοί. Αυτός είναι και ο λόγος piου στην εργασία
αυτή αναpiτύχθηκε και το μαθηματικό μοντέλο piου εντοpiίζει βέλτιστες λύσεις και μια μεθευρετική υλο-
piοίηση, η οpiοία εpiιστρέφει βέλτιστες ή σχεδόν βέλτιστες λύσεις. Και οι δύο piεριpiτώσεις piαρουσιάζουν
piληθώρα θετικών και αρνητικών σημείων. ΄Οταν όμως αυτά τα σημεία συνδέονται με σημαντικές εpiιχει-
ρησιακές αpiοφάσεις, θα piρέpiει η αpiόφαση της εpiιλογής μεθόδου να εξυpiηρετεί οικονομικές, χρονικές
και piοιοτικές ανάγκες.
7.2 Μελλοντική έρευνα
Στο piλαίσιο αυτής της διpiλωματικής εργασίας, αναpiτύχθηκε σε γλώσσα piρογραμματισμού Python
μια υλοpiοίηση της BVNS μεθευρετικής μεθόδου για την εpiίλυση του piροβλήματος διαμέσων. Αυτή
η υλοpiοίηση αφορά την αρχικοpiοίηση μιας γρήγορης εφικτής λύσης και τη piεραιτέρω βελτιστοpiοίηση
της λύσης αυτής με τεχνικές τοpiικής αναζήτησης. Κατ’ εpiέκταση, η βελτιστοpiοίηση της τοpiικής ανα-
ζήτησης ακολουθώντας τις νέες τάσεις της έρευνας θα μpiορούσε να αpiοτελέσει ένα piεδίο μελλοντικής
έρευνας, μελέτης και ανάpiτυξης. Ακόμη, αρκετά ενδιαφέρον piαρουσιάζει και η ενδεχόμενη υλοpiοίηση
piαραλλαγών της VNS μεθόδου piιθανότατα σε συνδυασμό με μια τεχνική εξόρυξης δεδομένων data
mining, ώστε να διερευνηθεί αν και κατά piόσο ένα σύνολο υpiο-βέλτιστων λύσεων μpiορεί να χρησι-
μοpiοιηθεί για να οδηγήσει μεθευρετικές μεθόδους όpiως η BVNS, στην αναζήτηση ακόμη καλύτερων
λύσεων σε αpiόδοση χρόνου και piοιότητας λύσεων.
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