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We propose a new finite-size correction scheme for the formation energy of charged defects and
impurities in one-dimensional systems within density functional theory. The energy correction in
a supercell geometry is obtained by solving the Poisson equation in a continuum model which is
described by an anistrotropic permittivity tensor, with the defect charge distribution derived from
first-principles calculations. We implement our scheme to study impurities and dangling bonds in
silicon nanowires and demonstrate that the formation energy of charged defects rapidly converges
with the supercell size.
Intrinsic defects commonly exist in materials and ex-
trinsic dopants are indispensable in applications to de-
vices with specific electronic and optical properties. Both
intrinsic and extrinsic defects can be charged under nu-
merous environments, such as voltage, temperature, and
Fermi level. First-principles calculations within density
functional theory (DFT) have been successful in describ-
ing and predicting the properties of defects [1, 2]. In the
DFT approach, the formation energy of a defect mostly
relies on a supercell geometry subject to periodic bound-
ary conditions. Since a periodic system is used to model
the defect, the calculated energy is only meaningful in
the limit where the defect is well isolated.
In the case of charged defects, their formation ener-
gies converge much slowly with respect to the supercell
size because of the long-range Coulomb interaction be-
tween the defect and its image charges. Several correction
schemes have been proposed for the formation energy
of charged defects. One simple way is to calculate the
Madelung-type correction for an array of charged defects
with monopole and quadrupole moments in a neutral-
izing background [3, 4]. Since this scheme uses a single
macroscopic dielectric constant for screening, the conver-
gence problem still remains for defects in inhomogenous
materials. Recently, Freysoldt et al. [5, 6] have proposed
an improved correction scheme which accounts for the
dielectric screening of charged defects in bulk materials
by using the electrostatic potential within DFT and the
macroscopic dielectric constant. Such an approach has
been successfully extended to slab systems, which have
charged defects inside or at surface [7].
In the potential-based formalism, difficulties still
arise in removing the superious electrostatic interaction
of charged defects in complex systems, such as one-
dimensional systems embedded in vacuum. A few the-
oretical attempts have been made to correct the defect
formation energy in nanowires. The Madelung-type cor-
rection was calculated for impurities in Si nanowires by
using the dielectric tensor rather than the dielectric con-
stant [8, 9]. Since the dielectric tensor cannot properly
describe the shape and volume ratio of the embedded me-
dia, this scheme is more appropriate for an anisotropic
bulk system. In other approach [10], where the energy
is directly calculated in real space, with only the peri-
odic boundary condition imposed along the wire axis, the
Madelung-type correction is not required. However, the
energy convergence with the wire length was shown to
be slow, because the electrostatic interaction of periodic
image charges still exists along the wire.
In this Letter, we propose a finite-size correction
scheme for charged defects in one-dimensional systems,
which corrects the formation energy in the supercell ge-
ometry of a media surrounded with vacuum. The elec-
trostatic interaction of periodic image charges is calcu-
lated in the model system, based on the potential-based
formalism which employs the dielectric permittivity ten-
sor and the defect charge distribution derived from DFT
calculations. Successful applications of the scheme are
demonstrated for impurities and dangling bonds in Si
nanowires.
Our calculations are performed using the generalized
gradient approximation (GGA) proposed by Perdew,
Burke, and Ernzerhof (PBE) [11] for the exchange-
correlation potential within the DFT and the projector
augmented wave psuedopotentials [12], as implemented
in the VASP code [13]. The wave functions are expanded
in plane waves with an energy cutoff of 400 eV. We con-
sider defects, such as B and P impurities and a surface Si
dangling bond, in 〈111〉-oriented Si nanowires (SiNWs)
with the diameter of about 1.3 nm. Unless a dangling
bond is created, all the surface atoms are passivated by
hydrogen. In supercell geometries, the axial lengths (Lz)
range from 9.49 to 37.96 A˚ and the lateral sizes (Lx,Ly)
vary from 20 to 40 A˚ by increasing the vacuum pad.
The k-points in the Brillouin zone are generated by the
2Monkhorst-Pack mesh [14], 1×1×8 for Lz = 9.49 A˚ and
1×1×2 for Lz = 37.96 A˚. All the ionic coordinates are
relaxed until the residual forces are less than 0.04 eV/A˚.
The periodic images of a defect with charge q cause a
spurious interaction. The formation energy of the defect
can be corrected by the difference in electrostatic energy
between periodic and open boundary conditions [5]:
Ecorr = Eisolated − Eperiodic + q∆V, (1)
where q∆V is added to align the electron chemical po-
tential [15]. In a medium with an anisotropic dielectric
permittivity tensor ε, the Poisson equation is given by
∇ · [ε(r)∇φ(r)] = −ρ(r), (2)
where ρ and φ are the model defect charge distribution
and the corresponding model electrostatic potential, re-
spectively. In a periodic system, Eq. (2) can be effi-
ciently solved in momentum space. Here we focus on
a nanowire system with the homogeneous dielectric per-
mittivity along the z -direction. Thus, ε depends only on
x and y such as
ε(r) =

 ε⊥(x, y) 0 00 ε⊥(x, y) 0
0 0 ε‖(x, y)

 , (3)
where ε⊥ and ε‖ are the dielectric permittivities perpen-
dicular and parallel to the wire axis, respectively. With
Eq. (3), the Fourier transform of Eq. (2) is
ρ(G) =
∑
G′
∑
i=x,y,z
GiG
′
iεii(G−G
′)φ(G′)
=
∑
G′
x
,G′
y
φ(G′x, G
′
y, Gz)
[
G2z ε‖(Gx −G
′
x, Gy −G
′
y)
+
(
GxG
′
x +GyG
′
y
)
ε⊥(Gx −G
′
x, Gy −G
′
y)
]
,
(4)
where G represents the reciprocal lattice vector in
a supercell and εii satisfies the relation, εii(G) =
εii(Gx, Gy)δ(Gz). For a given defect charge distribution,
we obtain the potential φ(G) by solving a set of linear
equations in Eq. (4) and finally the electrostatic energy
of the periodic system,
Eperiodic =
1
2
∑
G
φ(G)ρ(G). (5)
In previous studies [5–7], an analytic formula or an im-
age charge method was used to calculate the electrostatic
energy Eisolated of an isolated defect. However, it is diffi-
cult to use such methods for a complex shaped medium.
Here we use a finite volume method (FVM) [16] to di-
rectly solve the Poisson equation in real space. In FVM,
Eq. (2) is discretized by integrating over a subvolume v:∮
s
ε(r)∇φ(r) · n ds = −
∫
v
ρ(r) dv, (6)
where s represents the boundary of the subvolume v and
n is the corresponding outward normal vector. If the
Dirichlet boundary condition is adopted, the potential
φ(r) becomes zero at the boundary of a large simulation
cell with the lateral size of a few µm. Then, the electro-
static energy is
Eisolated =
1
2
∑
v
φvqv, (7)
where φv is the potential at the center of the subvolume
v with the charge qv.
To calculate the electrostatic energies, we need infor-
mation on the dielectric permittivity and defect charge
distribution. One can use a self-consistent response the-
ory to compute the dielectric permittivity, which is given
by the ratio of screened and external electric fields. Al-
though this method works well for bulk and slab systems
[6, 7], it cannot be straightforwardly used for nanowire
systems, because the screened electric field in medium
does not scale with 1/ε. For nanowires with circular and
elliptical cross sections, analytic solutions exist for the
electric displacement [17]. However, it is nontrivial to ob-
tain an analytic form if the wire cross section is arbitrary.
Here we consider model nanowires with hexagonal cross
sections and numerically derive the relation between the
dielectric permittivity ε⊥ and the induced surface charge
density σ. We apply an external electric field Eext along
the x-axis, perpendicular to the wire, and calculate the
induced surface charge densities for various dielectric per-
mittivities, as shown in Fig. 1(a). As expected, more
charges are induced on the wire surface with increasing
of ε⊥. Because the induced surface charge lies in between
those for slab and circular nanowire systems, the results
for ε⊥ and σ can be well fitted to the parametrized for-
mula with a = 1.60 and b = 1.84,
ε⊥
ε0
=
1+ aσ/(bε0Eext)
1− σ/(bε0Eext)
, (8)
where ε0 is the dielectric constant of vacuum. Note that
Eq. (8) describes a slab for a = 0 and b = 1, whereas it
characterize a circular wire for a = 1 and b = 2 cos θ. For
arbitrary shaped wires, the parameters a and b can be
determined by performing similar calculations for given
dielectric permittivities.
The variation of ε⊥ across the wire is obtained through
DFT calculations for the hexagonal SiNW under a finite
electric field, which is produced by introducing a dipole
in vacuum. We calculate the cumulative induced charge
densities across the wire and then obtain the dielectric
permitivity ε⊥ from Eq. (8), as shown in Fig. 1(b). As
the induced charges distribute over a few atomic layers
near the surface, the dielectric permittivity grows rapidly
from the vacuum region. Inside the nanowire, the dielec-
tric permittivity oscillates due to the periodic arrange-
ment of atoms. To remove such an oscillation, we take
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FIG. 1. (color online). (a) The results of induced surface
charge densities (circles) for model hexagonal nanowires with
various dielectric permittivities ε⊥ under the electric field
along the x-axis and their best fit to Eq. (8) (dashed line).
(b) The variation of ε⊥ along the x-axis based on DFT calcu-
lations (red solid line) for a hexagonal SiNW, the averaged di-
electric permittivity (blue dashed line), and its mapping onto
the hexagonal cross section (inset). (c) The screened defect
charge distribution of B−
Si
along the axial direction, which is
obtained by integrating over the cross section (red solid line),
and its Gaussian fit for the model charge distribution (blue
dashed line).
the averaged dielectric permittivity inside the NW and
then map it onto the hexagonal cross section.
On the other hand, the dielectric permittivity ǫ‖ par-
allel to the wire axis is rather easily derived from an ef-
fective medium theory [9, 18]. The supercell consists of a
vacuum with ε0 and a nanowire with the volume faction
δNW and the dielectric constants, ε
NW
⊥ and ε
NW
‖ perpen-
dicular and parallel to the wire axis, respectively. For a
circular NW, it is known that the dielectric constants of
the effective medium are related to those of the NW in
the Maxwell-Garnett approximation,
εeff,⊥ − ε0
εeff,⊥ + ε0
= δNW
εNW⊥ − ε0
εNW⊥ + ε0
(9)
εeff,‖ = δNW (ε
NW
‖ − ε0) + ε0. (10)
In the supercell geometry of SiNW, the effective dielec-
tric constants perpendicular and parallel to the wire axis,
denoted as εeff,⊥ and εeff,‖, respectively, are directly
calculated by using the Berry-phase formulation of polar-
ization within DFT [19, 20]. Taking the averaged value
of ε⊥ inside the NW [Fig. 1(b)] as ε
NW
⊥ , we estimate δNW
to be 0.126 for Lx, Ly= 40 A˚ from Eq. (9). This NW
volume is very close to that estimated from the charge
density profile, justifying the effective medium theory.
Using the DFT values for δNW and εeff,‖, ε
NW
‖ is ob-
tained from Eq. (10) and the dielectric permittivity ε‖
in Eq. (3) is finally derived by assigning εNW‖ and ε0 to
the NW and vacuum, respectively.
A Gaussian charge has been used to model the defect
charge distribution in bulk and slab systems [5–7, 21].
The model Gaussian charge, which is obtained by fitting
the defect wavefunction, works well for localized defects,
despite the oscillating behavior of the screened charge
distribution in local atomic details. However, the wave-
function approach leads to large errors for delocalized
defects, while the defect formation energy improves by
including an exponential tail in the model charge [6, 21].
Since the wavefunction approach only accounts for elec-
trons, its charge distribution is not suitable for impu-
rities, such as B−Si and P
+
Si, which have different ionic
charges, as compared to Si. Here we derive the model
charge distribution from a Gaussian fitting to the total
screened charge distribution, which is the solution of Eq.
(2) for the DFT difference potential, with ε(r) = ε0.
The DFT difference potential is obtained from the differ-
ence in the screened local potential between two super-
cells with and without a charged defect. Since the DFT
difference potential consists of the ionic psuedopoten-
tial, Hartree potential, and exchange-correlation poten-
tial, the total screened DFT charge distribution ρ
(total)
screened
is decomposed as
ρ
(total)
screened = ρ
(defect)
bare + ρ
(loc)
scr + ρ
(deloc)
scr , (11)
where ρ
(defect)
bare , ρ
(loc)
scr , and ρ
(deloc)
scr are the bare de-
fect charge, localized screening charge, and delocalized
screening charge densities, respectively. For B−Si and P
+
Si
impurities, ρ
(defect)
bare represents the bare charges of the im-
purity ions. In a wire structure, ρ
(deloc)
scr corresponds to
the induced surface charge. Fig. 1(c) shows the distri-
bution of ρ
(total)
screened along the axis for a B
−
Si defect in the
SiNW, which is obtained by integrating over the wire
cross section. In this case, with choosing a proper cutoff
radius between the SiNW radius and the Thomas-Fermi
screening length of about 2.3 A˚ in Si [22], the contribu-
tion of ρ
(deloc)
scr by the induced surface charge is excluded.
It is clear that the charge distribution oscillates in the
core region due to two terms, ρ
(defect)
bare and ρ
(loc)
scr . We
point out that only the charge distribution around the
major peak is needed to determine the spatial extent in
the Gaussian fitting in Fig. 1(c). The agreement of the
DFT difference potential with the model potential, which
is derived from the model Gaussian charge, is a precur-
sor of justifying the corrected formation energy, as will
be discussed below.
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FIG. 2. (color online). Comparison of the model potential
(blue dashed line) with the DFT difference potential (red solid
line) for a B−
Si
impurity positioned at the wire center. In
(a)-(b), the potential is averaged over the yz- and xy-planes,
respectively. Contour plots of (c) the model potential and (d)
the DFT difference potential, which are averaged along the
axis.
Our correction scheme is implemented to calculate the
accurate charge transition levels of B and P impurities.
For a charged impurity in the innermost position, we de-
rive the model potential for the model Gaussian charge
from Eq. (4), using the dielectric permittivity tensor.
We test a B−Si impurity in the unrelaxed supercell and
find that the model potential agrees well with the DFT
difference potential in Fig. 2, verifying the model Gaus-
sian charge. We calculate the formation energies of B
and P impurities in neutral and charged states for var-
ious supercells, in which the ions are fully relaxed. We
then determine the charge transition levels, ǫ
(0/−)
B for B
and ǫ
(+/0)
P for P, which are defined as the position of the
Fermi level where the defect charge state changes [1, 2].
The corrected and uncorrected charge transition levels
are compared in Fig. 3. Without the finite-size correc-
tions, the transition levels do not converge even if the
supercell is enlarged up to 40 A˚ along the lateral and
axial directions. On the other hand, the corrected tran-
sition levels are nearly flat for either the lateral or axial
expansion of the supercell. In Fig. 3(c), the uncorrected
transition levels are plotted for the supercells with the
same scaled dimensions along the lateral and axial direc-
tions, similar to the previous work [7]. The extrapolated
values differ only by 4 and 38 meV from the corrected
transition levels for ǫ
(0/−)
B and ǫ
(+/0)
P , respectively, which
are estimated to be 0.55 eV above the valence band max-
imum and 0.74 eV below the conduction band minimum.
For an Al impurity in SiNW, previous studies showed
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FIG. 3. (color online). The uncorrected (empty symbols)
and corrected (filled symbols) transition levels of the B (blue
diamonds) and P (red circles) impurities are compared for
various supercell sizes. In (a) and (b), the lateral and axial
cell sizes are set to be 40 and 37.96 A˚, respectively. Lines are
a guide to the eye. In (c), the supercell size is expressed as a
multiple of the unit size, 10×10×9.49 A˚3. The extrapolated
values (dashed lines) of the uncorrected levels are obtained by
fitting to a/Ω + b/Ω1/3 + c, where Ω is the supercell volume,
whereas the average values of the corrected transition levels
are drawn by solid lines. The shaded regions represent the
conduction and valance bands of the H-terminated SiNW.
that a vacuum sheath of about 50 A˚ and a wire length
of about 60 A˚ were required for satisfactory convergence,
with including the Madelung-type correction in super-
cell calculations [8, 9]. In a real-space approach, which
does not require the Madelung correction but employs
the periodic boundary condition only along the axis, the
converged result was not obtained even with the wire
length of 60 A˚ [10]. In our scheme, the supercell size of
about 20 A˚ is shown to be sufficient to provide converged
transition levels.
Finally, we consider a localized dangling-bond (DB)
defect on the wire surface. The transition levels of the
DB defect in SiNW were previously calculated [23, 24].
However, the results were erroneous because finite-size
corrections were not included. Especially, the ǫ
(+/0)
DB level
was shown to lie blow the valence band edge, inferring
that DBs hardly capture hole carriers, in contradiction to
experiments [25]. Since the DB defect is positioned at the
surface site, the effect of the dielectric permittivity tensor
becomes more significant than for defects inside the wire.
As illustrated in Fig. 4, the model potential successfully
captures the feature of the DFT difference potential, in-
dicating that our scheme is applicable for a variety of
defects. It is clear that both the ǫ
(+/0)
DB and ǫ
(0/−)
DB levels
converge rapidly, with including the finite-size corrections
[Fig. 4(c)]. The corrected ǫ
(+/0)
DB and ǫ
(0/−)
DB levels are po-
sitioned at −0.20 and 1.24 eV with respect to the valance
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FIG. 4. (color online). Contour plots of (a) the model poten-
tial and (b) the DFT difference potential, which are averaged
along the axis, for a surface DB defect. (c) The uncorrected
(empty symbols) and corrected (filled symbols) transition lev-
els of the DB for various supercell sizes, with the same sizes
and notations as those in Fig. 3. The right panel shows the
results of hybrid functional calculations for the supercell of
20×20×18.98 A˚
3
.
band maximum, respectively, and these results are sim-
ilar to the extraplated values of the uncorrected levels.
Since the band gap is underestimated by the GGA, the
ǫ
(+/0)
DB level lies within the valence band. To improve the
band gap and transition levels, we additionally perform
PBE0 hybrid functional calculations [26]. For the super-
cell of 20×20×18.98 A˚
3
, the mixing fraction of the exact
Hartree-Fock exchange is set to be α = 0.11, which is the
same as that used for bulk Si [27]. With the finite-size
corrections by GGA, the ǫ
(+/0)
DB and ǫ
(0/−)
DB are found to
be 0.03 and 1.56 eV above the valence band edge, re-
spectively. Thus, the hole capture behavior of DBs is
more successfully explained. If an oxide shell is formed
in the SiNW, the ǫ
(+/0)
DB level will be deeper because the
interaction with the image charge is reduced.
In summary, we have developed a posterior correction
scheme for calculating the accurate formation energies
of charged defects in one-dimensional systems embedded
in vacuum. The model potential, which is derived from
the Gaussian defect charge, agrees well with the DFT
difference potential, justifying the correction scheme. In
H-terminated SiNWs, our scheme has shown rapid con-
vergence with respect to the wire length and the vacuum
pad in the formation energies of charged defects, such
as B and P impurities in the innermost position and a
localized dangling bond on the surface. The scheme is ap-
plicable to any charged defect in systems with anisotropic
dielectric permitivity tensors.
This work was supported by the National Research
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077644.
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