A combinatorial construction of a graph with automorphism group SO+(2n,2)  by Cooperstein, B.N.
Discrete Mathematics 219 (2000) 27{35
www.elsevier.com/locate/disc
A combinatorial construction of a graph with
automorphism group SO+(2n; 2)(
B.N. Cooperstein
Department of Mathematics, University of California, Santa Cruz, CA 95064, USA
Received 29 January 1997; revised 12 August 1999; accepted 7 September 1999
Abstract
A simple combinatorial construction is given which takes as its imput a regular graph of
valency k such that the convex closure of two points at distance two is the complete bipartite
graph K3;3 and whose output is a regular graph of valency 2k + 1. It is shown that the se-
quence of graphs obtained by starting with the graph with one point and no edges and applying
the construction recursively is the family of bipartite dual polar space of type DSO+(2n; 2).
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
We assume the reader is familiar with the basic denitions relating to an undirected
graph without loops or multiple edges, in particular, the notion of adjacency, a path,
geodesic, and distance between two vertices; the concept of a regular graph of
valency k, and a bipartite graph, and the complete bipartite graph Kn;m. As a reference
see [1,2]
In this paper we will be concerned with a regular bipartite graph with automorphism
group the orthogonal group SO+(2n; 2) and which we proceed to describe. Thus, let
V be a vector space of dimension 2n over F2 with basis x1; y1; : : : ; xn; yn and let











Dene ( ; ) : V  V ! F2 by
(v; w) = Q(v+ w) + Q(v) + Q(w):
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Q is a quadratic form and ( ; ) is its associated bilinear form. ( ; ) and hence Q
is non-degenerate, which means that for every v2V; v 6=0 there is a w2V such that
(v; w) 6=0. We say that two vectors v; w are perpendicular or orthogonal if (v; w)=0 and
write v?w. For a subspace U we dene U? = fv 2 V j v?u;8u 2 Ug. A consequence
of the non-degeneracy is that for a non-zero vector v; v? is a hyperplane of V and
for distinct non-zero u; v; u? 6= v?. A non-zero vector is singular if Q(v) = 0 and a
subspace U is totally singular if Q(U )=f0g. A maximal totally singular subspace is a
maximal element in the lattice of totally singular subspaces when ordered by inclusion.
By Witt’s theorem (see [5]), the orthogonal group
G = f : V ! V jQ(v) = Q(v);8v 2 Vg
is transitive on all totally singular subspaces of a given dimension and consequently
on all maximal totally singular subspaces and therefore all have the same dimension
which is called the index of (V;Q). Since X = hx1; x2; : : : ; xni is totally singular this is
at least n. On the other hand, it is a simple consequence of the non-degeneracy that
the index is at most n. Let M denote the collection of all maximal totally singular
subspaces.
The graph with which we shall be concerned has as its vertices the elements of M.
The edges consist of those pairs A; B such that dim(A \ B) = n − 1. This graph is a
distance regular bipartite graph with valency 2n−1 (see [1]). We will denote this graph
by DSO+(2n; 2). It is the purpose of this note to show that the sequence of graphs,
DSO+(2n; 2), n>2, can be constructed in a purely combinatorial fashion, that is, with-
out any knowlegde of orthogonal geometry, though the proof that the sequence of
graphs,  n which we construct by this method are, in fact, isomorphic to DSO
+(2n; 2)
makes use of the above denition.
We remark that a byproduct of the construction is a combinatorial description of
a second graph which has automorphism group 
+(2n; 2) (a subgroup of index two
in G), namely the collinearity graph of the half-spin geometry HS(2n; 2) which is
isomorphic to the Lie Incidence geometry Dn;n(2).
The layout of this paper is as follows: In Section 2 we dene a procedure which
starts with an arbitrary graph and constructs a new graph from it. We then show that
if the initial graph is regular of valency k, if the edges are maximal cliques, and if the
convex closure of two points at distance two is the complete bipartite graph K3;3 then
the new graph is regular with valency 2k +1. We also show that if the original graph
is classical, a concept we dene in Section 2, then the new graph has the property
that the convex closure of two points at distance two is again K3;3. In Section 3 we
dene a sequence of graphs  n = (Pn; n) by applying the construction of Section 2
recursively, beginning with the graph with one vertex and no edges. In Section 4 we
record some properties of the graphs DSO+(2n; 2) which we shall need for the proof
of our main result. In Section 5 we prove that  n = DSO+(2n; 2). We then complete
the paper by describing how to obtain the the half-spin geometry HS(2n; 2) from the
graph  n.
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2. The graph extension construction
In this section   = (P; ) is an arbitrary graph with vertex set P and edge set .
We let d : P  P ! N [ f0g denote the distance function. For x 2 P; n 2 Z; n>0 we
let n(x) = fy 2 P jd(x; y) = ng. When n = 1 we will drop the subscript and simply
write (x). We now describe our construction.
Let I = f1; 2g. Set Y = I  P and let
Z = f : I ! P j Im () 2 g= f(x; y) 2 P2 j fx; yg 2 g:
Our new vertex set, P=Y [Z . We now dene the new edge set . This will be given
by the following ve types of adjacency. Here and elsewhere in the paper we use the
symbol  to denote adjacency between vertices.
(i) For i 2 I , x; y 2 P dene (i; x)  (i; y) if and only if fx; yg 2 ;
(ii) For x 2 P; (1; x)  (2; x);
(iii) For fx; yg 2 ; (x; y)  (y; x);
(iv) For (x; y) 2 Z; (x; y)  (1; x); (x; y)  (2; y); and
(v) For (x1; y1); (x2; y2) 2 Z where the points xi; yi; i = 1; 2 are all distinct, dene
(x1; y1)  (x2; y2) if and only if x1  x2 and y1  y2.
We now prove the following
Proposition 2.1. Assume   = (P; ) satises
(i) The edges of the graph are maximal cliques; i.e. there are no triangles;
(ii) P is regular with valency k; and
(iii) The convex closure of two points at distance two is the complete bipartite graph
K3;3.
Then the graph  =( P; ) satises (i) and (ii). Moreover; the valency of   is 2k+1.
Proof. We rst describe the (a) for the two types of points. It will be clear from
this that (i) holds. First, we treat the points of X . Let fi; jg= f1; 2g; x 2 P; fa; bg 2 .
Then
((1; x)) = f(1; y) j (x; y) 2 g [ f(2; x)g [ f(x; y) j fx; yg 2 g;
((2; x)) = f(2; y) j (x; y) 2 g [ f(1; x)g [ f(y; x) j fx; yg 2 g;
((a; b)) = f(1; a); (2; b)g [ f(b; a)g [ f(c; d) j a  c  d  bg:
It follows from this that if fa; bg 2  and a; b; d; c is a cycle in   then
((i; a)) \ ((i; b)) = ; since (a) \ (b) = ;;
((1; a)) \ ((2; a)) = ;;
((1; a)) \ ((a; b)) = ;;
((a; b)) \ ((b; a)) = ; since (a) \ (b) = ;;
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Fig. 1.
and
((a; b)) \ ((c; d)) = ; since (a) \ (c) = ;:
This proves (i).
It is clear j ((i; x))j = 2k + 1. In order to show that j ((a; b))j = 2k + 1 we must
show that there are 2k − 2 vertices (c; d) 2 Z with a; b; d; c a cycle. Since the valency
of   is k there are k−1 vertices c  a; c 6= b. Since the convex closure of fb; cg is the
complete bipartite graph K3;3 for any such c there are two points d2(c)\(b); d 6= a.
Consequently, there are 2  (k − 1) = 2k − 2 pairs (c; d) 2 Z such that a; b; d; c is a
cycle as required.
Let   = (P; ) be a graph. For AP; x 2 P we will say that the pair A; x is gated
with gate a 2 A if a is the unique point in A such that d(a; x) = d(A; x) and for any
b 2 A; d(b; x) = d(b; a) + d(a; x). We shall say a graph   = (P; ) satisfying (i){(iii)
is classical if all pairs consisting of a K3;3 subgraph and a point are gated. We remark
that if   = (P; ) is classical and has diameter n then it is a bipartite near 2n-gon in
the sense of Shult and Yanushka [6]. The nal proposition of this section concerns the
outcome of the construction when the imput is a classical graph.
Proposition 2.2. Assume   = (P; ) is classical. Then   satises (iii).
Proof. Let a1; b1; c1; a2; b2; c2 2 P induce the graph shown in Fig. 1.
Then the following are representative of the pairs at distance two:
(i) (1; a1); (1; c1); (ii) (1; a1); (2; a2); (iii) (1; a1); (a2; a1);
(iv) (a1; a2); (b2; b1); (v) (a1; a2); (c1; c2);
(vi) (1; a1); (b1; b2); and (vii) (a1; a2); (c1; c2).
In case (i) let K1 be the convex closure of a1; c1 in  . Then the convex closure in  
is f1gK1. In case (ii) the convex closure is I fa1; a2g[f(a1; a2); (a2; a1)g. In case
(iii) we get the same convex closure as in (ii). Let the convex closure of fa1; b2g in  
be fa1; a2; b1; b2; e1; e2g where e1  a1; b2; e2  a2; b1; e1  e2. Then the convex closure
of (a1; a2) and (b2; b1) in   is f(ai; aj); (bi; bj); (e1; ej) j fi; jg= f1; 2gg. Finally, let K2
be the convex closure of a2; c2 in  . Then for each x 2 K1 there is a unique y 2 K2
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such that x  y (where we are using the classical assumption here). Then the convex
closure of (a1; a2); (c1; c2) in   is f(x; y) j x 2 K1; y 2 K2; x  yg. The convex closure of
(1; a1); (b1; b2) is f(1; a1); (1; b1); (a1; b1); (a2; b2); (a1; e1); (b1; e2)g. Finally, the convex
closure of (a1; a2); (a1; b1) is f(a1; a2); (a1; b1); (1; a1); (1; e1); (e1; e2); (e1; b2)g.
Each of these is isomorphic to K3;3.
With some eort it can be shown that under the hypotheses of (2:2) that   is also
classical. We could then apply either Cameron [3] or Cooperstein [4] to deduce that
  is isomorphic to DSO+(2n; 2) for some n and then, by consideration of the valency,
that   is isomorphic to DSO+(2n + 2; 2); however, we shall not make use of these
characterizations in the present paper.
3. Dening the graph  n
The simplest graph of all is the graph with a single point and no edges. We let
 0 = (fxg; ;) to be such a graph. Suppose that  n = (Xn; n) has been dened for
some non-negative integer n. Then set  n+1 =  n with edge set Yn+1 [ Zn+1 where
Yn+1 = f1; 2gXn and Zn+1 = f(a; b) 2 X 2n j fa; bg 2 ng. Note that  1 is a graph with
two vertices: I fxg which lie on an edge, which is still a very simple graph. Already
something non-trivial occurs with n = 2: Applying the construction to  1 we get that
 2 =  1 = K3;3. We prove in Section 5 that  n = DSO+2n(2) for every n>2.
4. Properties of DSO+(2n; 2)
In this section we record some properties of the graph DSO+(2n; 2) which we require
for the proof of the main theorem. We continue to use the notation introduced in the
introduction. We rst note the obvious:
4.1. DSO+(2; 2) has two vertices and a single edge
Lemma 4.2. Assume n> 1. For x 2 V a singular vector; set U (x)=fm 2M j x 2 mg.
Then the induced graph on U (x) is isomorphic to DSO+(2n− 2; 2).
Proof. Q induces a non-degenerate quadratic form of Witt index n− 1 on x?=x. The
maximal totally singular subspaces of this space therefore give a graph isomorphic
to DSO+(2n − 2; 2). On the other hand, there is a bijection between U (x) and the
maximal totally isotropic subspaces of x?=x given by m! m=x. This induces a graph
isomorphism.
Lemma 4.3. Let x 2 V be a singular vector. Suppose m 2MnU (x).
(i) Then there is a unique m0 2 U (x) such that m  m0.
(ii) Suppose m1; m2 2MnU (x) and m1  m2. Then m01  m02.
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Proof. (i) If m 62 U (x) then m is not contained in x?. Then m \ x? is a hyperplane
of m and m0 = hm \ x?; xi 2 M and m \ m0 = m \ x? has dimension n − 1. This
shows the existence of such an m0. On the other hand, suppose m0 2(m) \ U (x).
Then m \ m0 has dimension n − 1 and as x 2 m0 it is contained in x? and hence
m \ x?. Since the latter has dimension n − 1 it follows that m \ m0 = m \ x? and
therefore m0 = hm \ m0; xi= hm \ x?; xi and hence m0 is unique.
(ii) Set A=m1 \m2. Since m1  m2; dim(A)= n− 1. A is not contained in x? since
m1; m2 are the only maximal totally isotropic subspaces containing A and x 62 mi; i=1; 2.
Thus, if B = A \ x?; then dim(B) = n − 2. Then m01 \ m02hx; Bi and consequently,
m01  m02 or =m02. However, in the latter case we have a triangle in graph, that is, a a
3-clique. This is impossible since the graph is bipartite.
For x; m as in Lemma 4.3 we denote m0 by x(m).
Lemma 4.4. Let x; y 2 V be singular vectors with (x; y) = 1. Suppose m 2 M and
x; y 62 m. Then
(i) m= hm \ x?; m \ y?i;
(ii) x(m) \y(m) = m\ix; yh?;
(iii) x(m) \x(y(m)) has dimension n− 1. In particular; x(m) and x(y(m))
are adjacent in DSO+(2n; 2).
Proof. (i) m \ x?; m \ y? are distinct hyperplanes of m and therefore the space they
generate is all of m.
(ii) Set A = x(m) \ y(m); B = m \ hx; yi?. Claim dim(B) = n − 2. If not then
dim(B) = n − 1. But then B is contained in exactly two elements of M. Since B is
contained in x(m); y(m) and m two of these must be equal. But each possibility
leads to one of the contradictions x?y; x 2 m or y 2 m. So dim B=n−2. Clearly AB
and consequently dim A>n − 2. However, since x(m) and y(m) are non-adjacent,
also dimx(m) \y(m) = dim A6n− 2. Therefore we have the equality.
(iii) This is a consequence of Lemma 4.3(ii).
Lemma 4.5. Let x; y be singular vectors with (x; y) = 1; m1; m2 2 M such that
x; y 62 mi; i = 1; 2. Then x(m1) 6= x(m2) or y(m1) 6= y(m2).
Proof. This follows immediately from Lemma 4.4(i) since m \ x? = m \ x(m);
m \ y? = m \y(m).
Lemma 4.6. Let x; y be singular vectors with (x; y) = 1 and assume mx 2 U (x);
my 2 U (y) satisfy dim(mx \ my) = n − 2. Then there is a unique m 2M such that
x(m) = mx;y(m) = my.
Proof. Set A = mx \ my which has dimension n − 2. By passing to A?=A we can
assume A = 0 and n = 2. Let fx0g = my \ x?; fy0g = mx \ y?. Let u be the third
point on mx and v the third point on my. Then u?v. Take m= hu; vi. Then x(m) =
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mx;y(m) = my. This proves the existence of m. The uniqueness follows from
Lemma 4.5.
Lemma 4.7. Let x; y be singular vectors with (x; y)=1. Then x y : U (x)! U (x)
is the identity map. Consequently; y : U (x)! U (y) is an isomorphism.
Proof. Suppose m 2 U (x). Set A= m \ y? so that y(m) = hA; yi. A y(m) \ x?
and hence A=y(m) \ x? so that x y(m) = hA; xi= m.
Lemma 4.8. Let x; y be singular vectors with (x; y) = 1. Assume m1 6= m2 are in M
and neither contains x or y. Assume x(y(m2))=x(m1) and y(x(m2))=y(m1).
Then m1  m2.
Proof. x(m1); y(m1) have distance two, as do x(m2); y(m2) and the latter two
points are adjacent to the former. Hence they have the same convex closure which is
isomorphic to K3;3. However, m1; m2 are in this convex closure and from this it follows
that m1 and m2 are adjacent.
Lemma 4.9. Let x; y be singular vectors with (x; y) = 1. Assume that a; b; e; c is a
4-cycle in U (x) and set ay = y(a) and dene by; cy; ey similarly. Then d(a; by) =
2 = d(c; ey). If m1 is the unique element of M not contained in U (x) [ U (y) with
x(m1) = a;y(m1) = by and m2 is the unique element of Mn(U (x) [ U (y)) such
that x(m2) = c;y(m2) = ey then m1  m2.
Proof. Gx;y is transitive on the 4-cycles in U (x) so that it suces to prove the result
for a single such 4-cycle. Note that this can occur only if n>3. Let x= xn; y=yn. Let
X = hx3; : : : ; xn−1; xni; Y = hx3; : : : ; xn−1; yni; A = hx1; x2i; B = hy1; x2i; C = hx1; y2i; E =
hy1; y2i and set a = A  X; b = B  X; c = C  X and e = E  X . Then ay = A  Y;
by=BY; cy=CY and ey=EY . Then m1=hx1+xn; y1+yn; x2; : : : ; xn−1i and m2=
hx1 + xn; y1 +yn; y2; x3; : : : ; xn−1i. Since m1 \m2 contains hx1 + xn; y1 +yn; x3; : : : ; xn−1i
we have m1  m2.
5. The isomorphism of DSO+(2n; 2) and  n
In this section we prove our main result:
Theorem A. For every n>2 the graphs  n and DSO+(2n; 2) are isomorphic.
Proof. The proof is by induction on n>2. First note that  2 and DSO+(4; 2) are iso-
morphic to K3;3. Thus the initial case is satised. Assume then that  n and DSO
+(2n; 2)
are isomorphic and assume that V is an orthogonal space over F2 of dimension 2n+2
with hyperbolic basis xi; yi; 16i6n+1. For convenience set x=xn+1; y=yn+1. By our
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inductive hypothesis, U (x) and  n = (Pn; n) are isomorphic. Let  : Pn ! U (x)
be an isomorphism. We will extend this to an isomorphism ~ : Pn+1 ! DSO+
(2n+ 2; 2).
First, for a 2 Pn set ~((1; a))=(a). Also, set ~((2; a))=y((a)). Note that since 
is an isomorphism, (1; a)  (1; b) if and only if a  b if and only if ~((1; a))=(a) 
(b) = ~((1; b)). Since the restriction of y to U (x) is an isomorphism from U (x) to
U (y) by Lemma 4.7 it also follows that for a; b 2 Pn; (2; a)  (2; b) if and only if
~((2; a))  ~((2; b)). Also, ~((1; a))  ~((2; b)) if and only y((b)) = y((a)) if
and only if a= b.
Now suppose fa; bg 2 n. Then (a); (b) are adjacent in U (x). Then the distance
between (a) and y((b)) is two. Consequently, by Lemma 4.6 there is a unique
m 2Mn(U (x) [ U (y)) such that x(m) = (a); y(m) =y((b)). We set ~((a; b))
equal to this m. Note by Lemma 4.4(ii) ~ maps Zn+1 onto Mn(U (x) [ U (y)) and
hence ~ is a bijection. We claim it is an isomorphism. We have already shown for any
;  2 Yn+1;    if and only if ~()  ~(). Suppose now that  2 Yn+1;  2 Zn+1.
Say  = (1; a);  = (b; c). Then    if and only if b = a. Now ~(a) = (a) 2 U (x)
and  is the unique m such that x(m)= (b) and y(m)=y((c)). By Lemma 4.3
x(m) is the unique element of U (x) which is adjacent to m. Consequently, ~() 
~() if and only if (a) = (b) if and only if a = b if and only if (1; a)  (b; c).
Similarly, if  = (2; a);  = (b; c) then ~()  ~() if and only if a = c if and only
if   .
It therefore remains to treat the case that ;  2 Zn+1. Suppose rst that fa; bg 2 n;
and  = (a; b);  = (b; a). It follows by Lemma 4.8 that ~()  ~(). Finally, suppose
a; b; e; c is a 4-cycle in  n so that (a; b)  (c; e) in  n+1. By Lemma 4.9 ~((a; b)) 
~((c; e)). On the other hand, suppose (a; b)=; (c; d)= 2 Zn+1 with fa; bg; fc; dg 2 n
and ~()  ~(). By Lemma 4.3(ii) a  c and b  d. If fa; bg \ fc; dg 6= ; then
either we have a triangle in  n which is impossible since it is a bipartite graph or
else fa; bg= fc; dg. In the latter case = (a; b) and = (b; a). In the alternative case,
fa; bg\fc; dg=;; (a; b; d; c) is 4-circuit and we have therefore shown that ~()  ~()
if and only if (a; b)  (c; d). This completes the proof.
Finally, we describe how to obtain the half spin geometry HS(2n; 2) from the graph
 n and therefore in a purely combinatorial fashion without any reference to orthogonal
geometry:  n is bipartite and the two classes are the equivalence classes of the relation
xRy if and only if d(x; y) is even. Let P be either of the two classes. The collinear
pairs of points in P will be those which have distance two in the graph  n. The line
on such a pair, x; y; will be the intersection of the convex closure of fx; yg in  n
with P.
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