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INTRODUCTION 
In this paper we consider the first order system of linear differential 
equations 
.x-y’ = (d + c&(x)) y (‘=“) 
d.v 
having a singularity of first kind at x = 0. Here y is an n-vector, and &’ 
and 53’(x) are n x n matrices, & constant. The structure of the solution space 
for (1) is, of course, classical when B(X) is analytic in a (complex) neighbor- 
hood of N = 0. In that case, the central result is the existence of a particular 
fundamental solution matrix Y with the factorization 
where&r is obtained from & by a well known algebraic algorithm, and the 
n x n matrix W(X) is regular analytic in a (full) neighborhood of x = 0, 
with det TV(O) f 0 (See e.g. Wasow [I]). And when LZ? has 
PROPERTY 3 ; no two characteristic values of J.Z! differ by a positive integer 
then we may take Jai, = ~2 in the representation (2). 
One may ask whether the factorization (2) can be preserved if the analyticity 
condition on .3?(x) is relaxed. It is indeed known, for example, that if 3?(x) is 
only required to be analytic in a sector with vertex at the origin and is repre- 
sentable there by an asymptotic power series, then a factorization (2) holds 
in the asymptotic sense. (See Wasow [l], pp. 95-98.) In the present paper we 
extend this factorization to systems (1) f or which a’(~) is defined on a real 
interval (0, Y] for some r > 0 and is not necessarily analytic there.l We shall 
* This research was supported under Contract Number NSF GP-5882. 
1 It will evidently suffice to take &’ and a(x) real; otherwise we should just have 
to consider a real system twice as large, but of the same singularity type as (1). 
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prove that if & has property 9, then (1) has, on (0, s] for sufficiently small 
s > 0, a fundamental solution matrix Y of the form 
Y(x) = W(x) xd, (3) 
where W is real, nonsingular, and is, roughly speaking, one order of differ- 
entiability smoother than 9 on [0, s]. Of course the problem of finding such a 
W reduces in the familiar way to finding some smooth solution for the asso- 
ciated singular equation 
for which 
xw’ = dW - Wd + xiqx) w (44 
W(0) = wo, det WO f 0. (4b) 
Our method will be to Picard construct Was the solution of an appropriately 
chosen integral equation. 
PRELIMINARIES 
In what follows S will stand for either the space V, of n-tuples over the 
complex field C, or the space M, of n x n matrices over C; our meaning will 
always be evident from the context. For p a nonnegative integer and r > 0, 
let @[Y] be the space of p-times continuously differentiable S-valued func- 
tions on the closed interval [0, r], and let 
.@[Y] = (24 E P[Y] 1 u(li) = o(x-k+p), K = 0, I,...) p} 
be the subspace of functions in ‘%P whose derivatives up to order p vanish at 
x = 0.2 
Now, we shall be shopping for a smooth solution of (4a) and indeed, one 
might expect from (4a) itself that if, say, 29 E 59 for some integer p 3 0, then 
there exist solutions W E @+l. The situation is not, however, quite so nice. 
We shall need to assume epsilon-hypothesis more: viz., a Holder condition 
on the p-th derivative of a at x = 0. This restriction is not just technical: 
it is not difficult to construct examples of systems (4) in dimensions 1z > 3 
for which a E U[r], but which, for every s E (0, T], have no solutions 
w E P[s]. 
ForO<u<l,let 
%?“P[Y] = (24 E v?[Y] 1 u(P) - d*)(O) = O(xy)} 
2 Here and in what follows we shall make use of standard o and 0 notation. 
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and 
.9”qf] = (24 E9P[Y] j u(k) = O(X-k+*+g, h = 0, I)..., p} 
be, respectively, the subspaces of functions of VP and L@ whose p-th deriva- 
tives satisfy a Holder condition at x = 0 with exponent V. 
It is customary to formally view (4a) as a differential equation for a V,,- 
valued function. That is, let A!,++ V,s be a vector space isomorphism, 
hereafter fixed. Then with the identification IV+-+ w, (4) becomes 
xw’ = (A + xB(x)) w (54 
w(0) = wo (det IV0 f 0) (5b) 
where A, B(x) E M,, are determined according to 
Aw t--t dzzw - ml? 
Bw+-+2fW. 
Under this isomorphism, property P for A?‘, goes over into 
PROPERTY P FOR A; no characteristic value of A is a positive integer 
as follows from the well-known algebraic 
LEMMA. If d has characteristic values yi , then A has characteristic values 
Yi - Yi . 
SOLUTIONS FOR THE CANONICAL SYSTEM AND THE FACTORIZATION THEOREM 
For r > 0, 0 < v < 1, and p a nonnegative integer, let B E gvp[r]. Then B 
has the Taylor expansion 
where 
B(x) = 5 Bixi + R(x), (6) 
i=O 
Bi = f B”‘(0) and R E Bv”[~]. 
Similarly, if w E Vz+‘[s] for some TV E (0, V] and s E (0, Y], then 
?I+1 
w(x) = 1 wixi + D(X), 
i=O 
(7) 
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where 
and v E Lq”[s]. 
It follows from (5) by a straightforward computation and order argument that 
1s a solution of (5) if and only if 
wp+l satisfy the algebraic relations 
and 
AwO=O (84 
(KI- A)w” = 1 Bjwh k = l,...,~ + 1 @b) 
j+h=k-1 
and (ii) v satisfies the differential equation 
xv’ = (A + d(x)) v +f(x) (94 
where 
f(x) = R(r) $1 wI;a+-+1 ) + AY2 (i+;kpl B’wh) .@-l* WI 
The important consequence of property P is that the algebraic relations (8b) 
constitute a finite recursive scheme for the unique determination of ml,..., 
wpfl, given any solution w” E V,* of (8a). Moreover, a solution of (8a) for 
which det W” + 0 always exists, e.g., W” = I. We are left, therefore, with the 
purely analytic problem of finding solutions of (9) in gE+l. 
Remark. If A and B are real, and w” is chosen real, then we can find real 
solutions of (5) ‘f 1 we can find any solutions of (9). For, from (8b) and (9b), 
WI,..., wp+1 and f are real as well, and clearly if v is any complex-valued 
solution of (9), then so is ti, and therefore so is Re v. 
Now, since the SB:+l solution set of (9) is isomorphically invariant under 
similarity transformations on (9), we may assume that A is in Jordan normal 
form 
A= 
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with elementary Jordan blocks 
Ak 
x a 0 
h a 
= A ... 
i .*I 
. OL 
0 h 
where the positive constant LX will subsequently be chosen conveniently small. 
With A as above, and 
w = ("i , w2 )..., w,J E 9+1, 
u 
the component-wise description of (9) is 
Jcz’k’ = hv, + WJkfl + -q(x) V)k +f&) k = I,..., ?z2, (9)k 
where h is a characteristic value for A and 0~~ is either 0 or 01. After multiplica- 
tion by .+-l and an integration, making appropriate use of the behavior near 
x = 0 of v E S~+‘[S], (9)1, becomes 
x1 
s 7 w~lc+dE) + 5(W) 4% + f&Y E+W 0 
Vk(X> = 
for Reh<p+I 
.rcAs%(s) - xA I l [cvk+1(4) + W(E) 4th +h(5)1 t-“-l dE 
(Wk 
for Reh>p+l. 
This suggests defining, for arbitrary [ E V,,s , the integral operator 
ZC : B:+r -+ ,;+I according to 
Fwl)k (0) = 0 
and, for 0 < x < s, (ll)k 
(X,[V])~ (x) = right hand side of (lo), , with v~(s) replaced by 1, . 
Then solutions in Bf+l of the integral equation 
v = .x,[w] (12) 
are solutions of (9). In fact, there exist solutions of (12) for all 1 E V+; but 
it will suffice to take [ = 0, since we need only one such solution.3 
s This luxury costs us nothing, in respect to the deeper investigation of the solution 
space, as a comparison with Remark 1 follow Theorem 2 below makes clear. 
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Define 
fFp+l[s] = {v E $qs] 1 v = u O(XP+‘+~ )I* 
It will suffice to find solutions of (12) in c?‘:+‘, in view of the following 
LEMMA. Ifv E &r’[s] is a solution of (12), then v E S,“+‘[s] and satisfies (9), 
and conversely. 
A straightforward induction based on differentiation of (12) and repeated 
differentiation of (9), making use of the fact that R E gV*, establishes the 
first part of the lemma. The converse is evident. 
THEOREM 1 (Existence). For B E %?““[r], there exists a unique solution of 
v = TO[v] in &:+‘[s], for appropriate p E (0, V] and s E (0, r]. 
For proof, equip &f+‘[s] with the norm 
where 
I V(x)1 = my I vj(.y>l -
Although b$+‘[ ] s is itself not complete, the K-ball (for fixed K > 0) 
S,“:‘K’[sI = iv E e+ys1 I II ‘u II < w 
is a complete metric space. Our claim is that for K sufficiently large, and ~1 
and s sufficiently small, then X0 is a contracting self-map of cC’~);~K~[S], and 
therefore the theorem is established by Picard iteration. 
To see this, let b > 0 be a bound for all n2 1 Bij(x)j and ( fk(x)[ on [0, r]. 
According to (6), (8), and (9b) this bound depends only on w”, A, and B(x). 
Let v E &:$s]; ~1, K and s to be chosen. If p E (0, v], Y the Holder exponent 
for B, then elementary estimation on (1 l)k implies 
[(a + sb) K + 4 
1 p + 1 + p - Re X ] XP+lfU 
for Reh<p+l 
I %J[vl (4 d [(a + sb) K + 4 , p + 1 + lI _ Re h , XReAIS-ReA+P+l+u + X-ReA+P+l+u] 
for Reh >p + 1. 
Put u = min,,,,,, (Re h -p - 1). Then for any choice of p such that 
0 < p < u, s-~~~+P+I+u < x-~~“+*+I+U (X < s) for X such that Re h > p + 1. 
It follows that, altogether, 
1 Xo[v] (x)1 < $ [(a + sb) K + b] xp+l+u for OQx<s, 
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where we have put y = min(p, (u - ~)/2). In the same way we have for 
u, ‘LI E q!&l, 
1 x,[u] (.y) - xo[v] (x)1 d +- (a + sb) x~+~+~ /I z4 - v /I for O<x<s. 
Now for p as above, choose 
1 
a=--, 
4 
s = min r, 5 , 
( 1 
and K=4b 
Y - 
Then 
II JGIFIII < 4 K and II xx4 - %ivlll G 4 II f.4 - v II 9 
and the theorem is proved. We have also, therefore 
THEOREM 2 (Factorization). Let S? have property 9. If ?+? E %TV~[r], then 
xy’ = (d + x23(x)) y 
has, on (0, s] for some s E (0, Y], a fundamental solution matrix 
E-(x) = W(x) xd 
where W(0) = I and W E ?TFl[s] f or some p E (0, ,,I. If S? and 93 are real, then 
W may be chosen real. 
Remark 1. The subspaces of “nice” (e.g. W) solutions of (1) can be 
read off directly from (3). Hence there was no loss of generality in taking 
5 = 0 in (12). 
Remark 2. It is clear from our development that for p sufficiently large, 
say p > Re h for every characteristic value of A, then B E@’ implies 
W E %P+l, i.e. the Holder condition for B at x = 0 can be dropped. In partic- 
ular, we have the 
COROLLARY. If B E V”, then WE 2F. 
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