Abstract: This study investigates an invariant three-torus (IT 3 ) and related quasi-periodic bifurcations generated in a three-coupled delayed logistic map. The IT 3 generated in this map corresponds to a four-dimensional torus in vector fields. First, to numerically calculate a clear Lyapunov diagram for quasi-periodic oscillations, we demonstrate that it is necessary that the number of iterations deleted as a transient state is large and similar to the number of iterations to be averaged as a stationary state. For example, it is necessary to delete 10,000,000 transient iterations to appropriately evaluate the Lyapunov exponents if they are averaged for 10,000,000 stationary state iterations in this higher-dimensional discrete-time dynamical system even if the parameter values are not chosen near the bifurcation boundaries. Second, by analyzing a graph of the Lyapunov exponents, we show that the local bifurcation transition from an invariant two-torus (IT 2 ) to an IT 3 is caused by a Neimark-Sacker bifurcation, which can be a onedimension-higher quasi-periodic Hopf (QH) bifurcation. In addition, we confirm that another bifurcation route from an IT 2 to an IT 3 can be generated by a saddle-node bifurcation, which can be denoted as a one-dimension-higher quasi-periodic saddle-node bifurcation. Furthermore, we find a codimension-two bifurcation point at which the curves of a QH bifurcation and a quasi-periodic saddle-node bifurcation intersect.
Introduction
Quasi-periodic oscillations are widely observed phenomena in nonlinear dynamics, such as in driven oscillators [1] [2] [3] , coupled oscillators [4] , and autonomous oscillators [5, 6] , and have attracted substantial research interest. In the last three decades, bifurcations of two-dimensional tori that consist of two independent oscillation frequencies have been extensively studied, and the infinitely many synchronization regions of two-dimensional tori are denoted as Arnol'd tongues.
In contrast, higher-dimensional tori generated in higher-dimensional dynamics have also been the subjects of intensive research in recent years [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In our previous study, serious difficulties were encountered during the numerical analysis of a high-dimensional oscillator [18] . In general, numerical errors must be addressed cautiously because tori and chaos are sensitive phenomena [19] [20] [21] [22] . Therefore, in [18] , we employed a piecewise linear technique to evaluate the precise numerical sensitivity when investigating quasi-periodic oscillations and chaos generated in a four-LC resonant circuit. In piecewise linear dynamics, explicit solutions are obtained in each piecewise linear branch. However, we asserted that the solution often does not arrive at a stationary state even if 100,000 iterations of the Poincaré map are deleted as a transient state. According to our numerical results, at least 500,000 iterations of the Poincaré map must be deleted as a transient state. Furthermore, Lyapunov exponents must be averaged for more than 1,000,000 iterations of the Poincaré map to exactly evaluate the Lyapunov exponents for the stationary states.
In a recent study, Kuznetsov and Sedova [7] analyzed discrete dynamics that generate up to invariant four-tori, and determined that the tendency for the computational time required for regime definition at each point in the parameter space to increase with an increasing number of oscillators can be mitigated using a simplified model. However, the authors did not clearly discuss the difficulty associated with deriving an appropriate Lyapunov diagram in higher-dimensional dynamics.
In the present study, we analyze a three-coupled delayed logistic map in the following form.
Here, ε 1 , ε 2 , ε 3 , ε 4 , ε 5 , and ε 6 are coupling parameters. We employ Eq. (1) because it is one of the simplest diffeomorphisms. According to the numerical results discussed in the present study, we demonstrate that both deleting a large number of iterations as a transient state and averaging a large number of iterations for stationary states are of great importance in evaluating the stationary state. Deleting 300 iterations as a transient state is sufficient when the objective dynamics are simple one-dimensional maps such as the logistic map [23] or the sine-circle map. However, from the standpoint of our present numerical results, 10,000,000 transient iterations (M ) and 10,000,000 stationary state iterations (N ) are necessary to obtain clear two-parameter bifurcation diagrams for quasi-periodic oscillations when the threshold value to evaluate the exact zero Lyapunov exponents from numerically calculated Lyapunov exponents is set to 10/N . At first glance, N appears to be the crucial variable that must be sufficiently large. However, our numerical results clearly establish that M = 1, 000, 000 is insufficient if N = 10, 000, 000; therefore, M must also be as large as N . In 1980, Collet and Eckmann [23] calculated one-parameter bifurcation diagrams and the corresponding graphs of the Lyapunov exponent of the logistic map using M = 300 and N = 125. The difference between these widely accepted numerical results obtained for one-dimensional maps and the computational complexity required by the six-dimensional map currently under study is extremely noteworthy. In addition, we investigate a local bifurcation transition from an invariant two-torus (IT 2 ) to an invariant three-torus (IT 3 ). Vitolo et al. [12] identified the two possible bifurcation routes from an invariant one-torus (IT 1 , often called an invariant closed curve) to an IT 2 [12] , and denoted the first as a quasi-periodic Hopf (QH) bifurcation, and the second as a quasi-periodic saddle-node (QSN) bifurcation. A QH bifurcation is also denoted as a quasi-periodic Neimark-Sacker (QNS) bifurcation [14, 15] because Hopf did not analyze maps. The complex entrainment structures denoted as Arnol'd resonance webs [10] are generated by QSN bifurcations. By analyzing the higher-dimensional map described in Eq. (1) that can generate an IT 3 , one-dimension-higher bifurcation scenarios emerge. The local transition from an IT 2 to an IT 3 analyzed in the present study may be a one-dimension-higher QH (or QNS) bifurcation of an IT 2 (denoted herein as the QH of IT 2 ). In addition, we suggest that another type of transition from an IT 2 to an IT 3 exists, which may be a one-dimension-higher QSN bifurcation of an IT 2 (denoted herein as the QH of IT 2 ). Furthermore, near a one-dimension-higher QH (or QNS) bifurcation boundary, we discovered a bifurcation structure in which an Arnol'd tongue is surrounded by a region generating an IT 0 (periodic), where the IT 0 -generating region is surrounded by a region generating an IT 1 and the IT 1 -generating region is itself surrounded by a region generating an IT 2 , and all three regions are observed to, respectively, transit to an IT 1 , IT 2 , and IT 3 . In addition, there exists a codimension-two bifurcation point at which the curves of a QSN bifurcation of an IT 2 , a QH bifurcation of an IT 2 , a QSN bifurcation, and a QH bifurcation intersect. In addition, each bifurcation curve appears to be smooth near the codimension-two bifurcation points.
Fundamental properties of bifurcations generated in a single delayed logistic map
We recall the fundamental properties of a delayed logistic map. The delayed logistic map is expressed by the following form:
where B is a bifurcation parameter. The one-parameter bifurcation diagram and the associated graph of the Lyapunov exponents are illustrated in Figs. 1(a) and (b) , respectively. The delayed logistic map generates a complex bifurcation from a stable fixed point to an IT 1 and chaos. Because the delayed logistic map is simple, the Neimark-Sacker (NS) bifurcation point is manually calculated, which occurs at B = 2. Note that the two Lyapunov exponents are degenerate and negative before the NS bifurcation point because the two eigenvalues are complex conjugates located inside a unit circle. After the NS bifurcation, one Lyapunov exponent remains zero whereas the other Lyapunov exponent becomes negative, and an IT 1 is generated. This distinctive behavior is a feature of NS bifurcations [14, 15] . QH (or QNS) bifurcations are of the NS type, and QSN bifurcations are of the saddle-node type [12] .
Bifurcation analysis of a three-coupled logistic map
In this study, the three-coupled delayed logistic map described in Eq. (1) is investigated by Lyapunov analysis. In the following discussion, we set ε 1 = 0.01, ε 2 = 0.002, ε 3 = 0.001, ε 4 = 0.02, ε 5 = 0.01, ε 6 = 0.01, and B 3 = 2.05. The Lyapunov exponents are calculated by the following procedure:
where λ i (i = 1, 2, 3, 4, 5, 6) are the Lyapunov exponents, DF j is a Jacobian matrix on
, and e j i (i = 1, 2, 3, 4, 5, 6) are the orthonormal bases given by the procedure presented by Shimada and Nagashima [24] . In the actual calculation, sufficiently large integers must be chosen for M and N .
In our previous study [18] , we showed that it is necessary to choose extremely large integer values for M and N when the objective dynamics are high. This previous study included the investigation of an eight-dimensional continuous-time dynamical oscillator. While, at first glance, M = 100, 000 and N = 10, 000, 000 appear to be sufficient, the results indicated that M = 100, 000 is insufficient to observe stable tori. This fact was confirmed by the careful observation of attractors projected on the state space.
In the present study, we show that defining both M and N as large integers is of equal importance. Because we analyze quasi-periodic bifurcations generated in the three-coupled delayed logistic map given in Eq. (1), λ i is regarded as zero if the following condition is satisfied:
This discriminant may be appropriate because the objective phenomenon is a torus. In addition, the objective solution is regarded as an invariant k-torus if larger k−1 Lyapunov exponents are zero. If the solution is a torus, the exact zero Lyapunov exponents are expected to be smoothed for large N . In the following discussion, we conduct Lyapunov analyses based on Eq. (4). On the basis of the presently reported numerical results, λ 4 is always negative, i.e., an IT 3 can be observed, but an invariant four-torus corresponding to a five-torus in vector fields has not been observed in this definition of discrete time dynamics. Note that the zero Lyapunov exponent that exists in autonomous ordinary differential equations does not exist in this definition because Eq. (1) is discrete. We summarize these phenomena and terminologies used in the present study in Table I . Figure 2 presents a global view of a two-parameter Lyapunov diagram. Because a single delayed logistic map generates an IT 1 via an NS bifurcation at B = 2, a three-coupled delayed logistic map can generate an IT 3 near Three-torus λ 1 = λ 2 = 0, λ 3 < 0 black Invariant three-torus (IT 3 ) Four-torus λ 1 = λ 2 = λ 3 = 0, λ 4 < 0 dark green and N = 10, 000, 000 with a grid mesh of 1, 000 × 1, 000). Fig. 2 (M = 10, 000, 000 and N = 10, 000, 000 with a grid mesh of 1, 000 × 1, 000).
Fig. 3. Magnified view of the two-parameter Lyapunov diagram presented in
B 1 2, B 2 2, and B 3 2. Figure 3 shows a magnified view of Fig. 2 near the point marked A 1 , where the bifurcation structure denoted as an Arnol'd resonance web [10] is clearly observed. Figure 4 shows a highly magnified view of a two-parameter Lyapunov diagram of Fig. 3 near the point marked A 2 . In Figs. 2-4 , we set M = 10, 000, 000 and N = 10, 000, 000, and the parameters B 1 and B 2 are allowed to vary. The numerical experiments conducted revealed an important fact. As discussed above, prior research [18] demonstrated that M = 100, 000 is insufficient to observe a stable three-torus in a four-LC resonant piecewise linear oscillator, and it was established that the phenomenon was observable when M = 500, 000. When this result was reported at a conference, the question arose: as to whether this result occurred because the parameter values were chosen near bifurcation boundaries. Evidently, the solution slowly converges to an attractor if the parameter values are chosen near a bifurcation boundary. However, we confirmed a negative answer to this question using the following numerical experiments. Figure 5 shows a two-parameter Lyapunov diagram with equivalent parameter settings and with equivalent parameter settings scale as those employed for Fig. 4 but with M = 1, 000, 000, where we have employed a continuous deformation method. The results indicate that M = 1, 000, 000 is fewer than required.
We present a magnified graph of the largest Lyapunov exponent in Fig. 6. Figures 4, 5 , and 6 reveal that the threshold defined in Eq. (4) is adequate if M = 10, 000, 000 and inadequate if M = 1, 000, 000 even though a continuous deformation method is employed. Therefore, using a large value for M is Fig. 3 near the point marked A 2 (M = 10, 000, 000 and N = 10, 000, 000 for a grid mesh of 1, 000 × 1, 000). as important as using a large number for N .
We can clearly observe a codimension-two bifurcation point marked Q 1 in Fig. 4 at which the curves of a QH bifurcation, a QSN bifurcation, a QH bifurcation of an IT 2 , and a QSN bifurcation of an IT 2 intersect. We present examples of the attractors obtained in the regions marked IT 1 , IT 2 (two attractors from the IT 2 regions), and IT 3 . Figures 7(a.1) and (a.2) present an attractor obtained at P 1 in Fig. 4 . Because it contained 20 invariant circles, it is an IT 1 . In contrast, Figs. 7(b.1) and (b.2) show an IT 2 obtained at P 2 that contained 20 invariant two-tori. It is identified as an IT 2 because λ 1 = λ 2 = 0 and λ 3 < 0.
The graph of the Lyapunov exponents is presented in Fig. 8(a) to reveal the characteristic of the bifurcation from an IT 1 in Fig. 7(a) to an IT 2 in Fig. 7(b) . Moving along L 1 in Fig. 4 from the bottom to the top, the graph of the varying exponents in Fig. 8(a) is obtained. The figure shows that λ 1 is always zero, λ 2 and λ 3 are degenerate and negative below the bifurcation boundary between the region in blue marked IT 1 and the region in black marked IT 2 , and that after approaching zero at the boundary, λ 2 remains zero and λ 3 becomes negative again after the bifurcation boundary. Hence, this bifurcation is an NS type and is identified as a QH (or a QNS) bifurcation, as defined by Vitolo et al. [12] .
The bifurcation structure shown in Fig. 4 may be typical because a codimension-two bifurcation point at which the curves of a QH bifurcation, a QH bifurcation of an IT 2 , a QSN bifurcation, and a QSN bifurcation of an IT 2 intersect is often observed. A similar bifurcation structure is observed in other regions according to our numerical study discussed below. Figure 8 (b) shows a graph of the Lyapunov exponents obtained along the line L 2 in Fig. 4 . From this figure, λ 3 and λ 4 are degenerate and negative before the bifurcation point, and after approaching zero at the boundary, λ 3 remains zero and λ 4 again becomes negative after the bifurcation point. This bifurcation is also an NS type [12] . This is a local bifurcation from an IT 2 to an IT 3 that is a one-dimension-higher QH bifurcation, denoted by QH of IT 2 in Fig. 4 .
In contrast, the bifurcation transition from an IT 1 to an IT 2 , denoted by green crosses in Fig. 4 , is not an NS type but a saddle-node type. In addition, the bifurcation transition from an IT 2 to an IT 3 labeled by yellow crosses in the figure is a saddle-node type. These bifurcations are recognized as follows. The point marked P 3 is located immediately to the left of the saddle-node bifurcation with an accuracy-10 −9 and is identified and derived by analysis of attractors. P 4 is also located immediately to the left of the saddle-node type bifurcation. The attractors obtained at P 3 and P 4 are presented in Figs. 9(a) and (b), respectively. Because these attractors are intermittent, the attractors of Figs. 9(a) and (b) can be generated by a QSN bifurcation and a one-dimension-higher QSN bifurcation, respectively. Anishchenko et al. revealed that a three-torus emerges from the saddle-node bifurcation of a stable two-torus and a saddle two-torus [25] , which is identified as a QSN bifurcation by Vitolo et al [12] . Our numerical results suggest that an IT 3 would be generated by a saddle-node bifurcation of a stable IT 2 and a saddle IT 2 . Fig. 3 . Figure 10 shows a Lyapunov diagram near point A 3 in Fig. 3 . In this figure, an Arnol'd tongue is clearly observed. The Arnol'd tongue is surrounded by a region generating an IT 1 , and furthermore, the IT 1 -generating region is surrounded by a region generating an IT 2 . There exists a codimensiontwo bifurcation point marked Q 2 at which the curves of a QSN bifurcation of an IT 2 , a QH bifurcation of an IT 2 , a QSN bifurcation, and a QH bifurcation intersect. In addition, we find a codimension-two bifurcation point Q 3 at which the curves of a QSN bifurcation, a QH bifurcation, an NS bifurcation, and a saddle-node (SN) bifurcation intersect.
Conclusion
We investigated computational sensitivity in the analysis of tori generated in six-dimensional discretetime dynamics. We determined that deleting a large number of transient iterations is of equal necessity as averaging a large number of iterations in the stationary state. Furthermore, the transition from an IT 2 to an IT 3 was caused by a local bifurcation that may be a one-dimension-higher QH bifurcation. In addition, we discovered that a one-dimension-higher QSN bifurcation causes a transition from an IT 2 to an IT 3 . In addition, we found a codimension-two bifurcation point at which the curves of a QH bifurcation, a QSN bifurcation, a QH bifurcation of an IT 2 , and a QSN bifurcation of an IT 2 intersect.
