ABSTRACT With the rapid development of big data technology and the Internet, the requirements of human activities for data are getting higher and higher, and the increasing data volume has a high demand for data processing. The paradigm of the Internet of Things (IoT) has become a key component for edge-cloud-hybrid systems. In the edge environment, multiple IoT-data-intensive services will form a service combination. Due to the data transmission between different service components, there is a huge transmission delay in the process of IoT data transmission, which will affect the performance of the entire system. Therefore, by regarding the reduction of transmission delay as our optimization goal, we put forward iDiSC: a new heuristic approach for IoT-data-intensive service component deployment in the edge-cloud-hybrid system. We also design the iDiSC model, then we optimize the model to select the optimal deployment scenario with the minimum guaranteed latency. Through a series of experiments, compared to the genetic algorithm and the simulated annealing algorithm, the experimental results show that the iDiSC algorithm has higher efficiency and performance for the problem of data-intensive service component deployment problem in the edge-cloud-hybrid environment.
I. INTRODUCTION
Nowadays, with the continuous development of network and service computing, mobile devices have become one of the fastest ever applied consumer goods, and they are highly integrated into our daily life. At the same time, the network service technology in recent years has attracted widespread The associate editor coordinating the review of this manuscript and approving it for publication was Patrick Hung.
attention from the industry and academia, and also achieved significant success. The rapid growth of data has made the storage and processing of large amounts of data become complex and intractable problems. Cloud-based storage architecture [1] has been widely accepted as the next generation solution for data growth and data dependencies. In addition, data-intensive services are constantly evolving and are being used in more and more fields. The development of cloud computing and data-intensive services has not only brought tremendous changes to the service computing technology [2] , but also brought great challenges. Due to the widespread use of cloud computing technology in the industry, most service providers focus on service deployment in the cloud computing environment without considering the deployment of services in the edge environment [3] . But as computing and storage capacity gradually move to the edge of the network, and the end users are getting closer, the deployment of services in the edge environment becomes more critical. This paper comprehensively studies the deployment of IoT-data-intensive service components in the EdgeCloud-Hybrid System. For traditional service combinations, the data transmission time between service components is negligible compared to the execution time of services. Therefore, most of the previous researches focused on how to efficiently divide a data-intensive service combination with delays, bandwidth, or service execution time, etc., and rarely consider the deployment of service components. However, because of the emergence of the big data era, there is generally a huge amount of data transmission between services components. If each service component is deployed independently, the delay of the entire service combination will be unimaginable.
Mobile edge computing [4] is a distributed open platform that is close to the network edge of the object or data source. Network, computing, storage and application core capabilities are all converged in this platform. It provides edge intelligent services to meet the industry digitalization for the key requirements of agile connection, data optimization, application intelligence, security and privacy protection. In MEC, an abstract edge tier is added between mobile devices and cloud servers. It can provide information technology service environment and cloud computing features at the edge of the mobile network. At the same time, for application developers and content providers, MEC can provide a network service environment with ultra-low latency and ultra-high bandwidth to accelerate the rapid download of various contents, services and applications in the network, so that consumers can enjoy high-quality web experience. By caching cloud services on these edge servers, MEC shifts service execution from remote cloud servers to relatively close edge servers, which brings the cloud closer to mobile users. MEC not only has the advantages of mobile cloud computing (MCC), but can further reduce the response time of service invocations. With service parameters transmitted directly between edge servers and mobile devices instead of through the Internet, both the response time and Internet risk of service invocations are significantly reduced.
The Internet of Things, which is usually referred to as IoT, describes internet-connected objects and processes such as electronics, HVAC systems, applications, web services, wearable devices and even buildings, all of which possess sensors or the capability to record and/or transmit data. IoT is the main application representative of MEC. The paradigm of IoT has become a key component for edgecloud-hybrid systems. Low-cost sensing and actuation are available to the whole world. It enables seamless information exchange and networked interactions of physical and digital objects in edge-cloud-hybrid computing [5] . The IoT is expected to improve the intelligence of edge-cloud-hybrid systems, promoting the interaction between human and the environment, to enhance reliability, resilience, operational efficiency, energy efficiency, and resource consumption. With the development of technology, more and more IoT processing requires the edge-cloud hybrid architecture.
With the advancement of technology and the development of times, the Internet of Things has gradually become a very important research field. With the emergence of IoT technology, data generated by it can be directly uploaded to the cloud server, which maximizes the integrity of the terminal information record and makes data mining based on the Internet of Things possible. At present, many studies on the basis of AWS cloud express construction of IoT applications, and there are more and more related research on IoT data processing. In the data processing of IoT, the cloud-edgehybrid system draws more and more attention.
From a technical perspective, mobile edge computing has the following advantages:
• Distributed and low-latency computing: edge computing focuses on real-time and short-cycle data analysis to better support real-time intelligent processing and execution of local services.
• High efficiency: since the edge computing server is closer to the user, the filtering and analysis of the data is implemented at the edge node, the efficiency is higher.
• Mitigating traffic pressure: by performing some simple data processing through edge nodes during cloud transmission, it can reduce system response time and decrease data traffic from device to cloud.
• Network security: in the cloud computing architecture, once an attack occurs, due to the large amount of traffic transmission in the core network, once an attack occurs, it will cause huge network security problems. But edge computing is closer to the end user, it can handle most service requirements locally and reduce security risks. There are many limitations to service deployment in the actual application scenario of mobile edge computing, such as network bandwidth, load balancing of data centers, I/O capabilities and computing power. Depending on different application scenarios, some of them are key factors that affect the deployment of service components. In the experiment scenario of this paper, the following limitations are mainly considered to solve the deployment problem of IoT-dataintensive service combinations:
• A large amount of data transmission: for a data-intensive service combination, data transmission between different data centers is inevitable, and the amount of data transmission is also very large. Therefore, to develop an optimal deployment strategy, it is necessary to comprehensively consider the network bandwidth between data centers and the size of transmitted data. VOLUME 7, 2019 • Service Dependencies: the components in a dataintensive service have two kinds of complex dependencies, including data dependency and logical dependency. Data dependencies mean that the output data of some services is just the input data of other services. Logical dependencies refer to the execution logic of each service component. That is to say, the execution path of each component service of a complete service combination. Since there are many logical relationships that are 'AND', 'OR', 'NOT' and so on between component services, there may be many execution paths. Service components with dependencies should be deployed as close as possible, which can effectively reduce the overhead of data transmission
• Service Provider Constraints: running an application requires multiple services to be coordinated. It may use a cloud service provided by a cloud service provider. The cloud service is fixed by the cloud provider somewhere in the cloud. We do not have operation permissions. The remaining service components can only be freely deployed on the edge side, but these service components also may have dependencies on cloud services. Therefore, we need to consider the cloud service separately, and we cannot ignore its impact on the remaining components.
• Storage capacity of data center: because each service component needs to store the input data needed to execute the service in the data center before the execution of each service component, the total amount of data cannot exceed the storage capacity of the deployed data center. In this paper, we translate the problem of deploying IoT-data-intensive service components into the target optimization problem based on the above constraints, and we implement a novel optimization algorithm -iDiSC, to make the optimal deployment strategy for IoT-data-intensive service components in the Edge-Cloud-Hybrid Computing Environment. The main contributions are as follows:
• We present a deployment architecture of novel data-intensive service components in an edge-cloudhybrid computing environment. And we give a formal problem description based on this architecture, including key concepts and related variables that need to be used in the deployment of data-intensive service components.
• We propose a new heuristic algorithm-iDiSC for the actual application scenario, take the data transmission delay as the optimization goal of the experiment, and find the optimal parameters through experiment to make the algorithm have a better result. On the other hand, we compare the iDiSC algorithm with the genetic algorithm and the simulated annealing algorithm respectively by doing several experiments. The result show that iDiSC has a better efficiency in solving the problem of data-intensive service deployment.
• We further analyze the remaining problems in the research process of the deployment of data-intensive service components in the Edge-Cloud-Hybrid Environment. Compared with other heuristic algorithms, iDiSC avoids local optimization problems to a large extent. And we discuss some of the limiting factors that are not considered in the experiment process, and make the detailed plans for future work. The rest of the paper is organized as follows. In Section II, we discuss related works. In Section III, we propose the new architecture, define the optimization goal and present the formal models. Then we describe the algorithm ideas and specific processes in detail in Section IV. In Section V, we show the evaluation experiments and analyze the results. Finally, we make a conclusion in Section VI.
II. RELATED WORK
The service deployment in cloud computing environment is a very hot issue, and there are many studies on it. The current cloud market is made up of many different public cloud providers, and it is highly fragmented in terms of the interfaces, pricing schemes, virtual machine provisioning, and value-added features. In this case, users often deploy virtual infrastructure across multiple clouds. However, most current cloud agents do not provide the advanced service management capabilities for automated decision making, that is how to choose the optimal cloud for a service to deploy, how to optimally distribute different service components among different clouds or when to move a service component from one cloud to another to meet certain optimization criteria. In paper [6] , Lucas-Simarro et al. proposed a new cloud agent architecture suitable for cloudy environments, which could work under different scheduling strategies for optimal deployment of virtual services across multiple clouds.
In paper [7] , Yuan et al. explored the unique characteristics of cloud workflows. The reason for the huge latency of data transmission is the limited network resources like bandwidth between data centers. In their work, the correlation between the data of the application is considered when place the application, thereby reducing data movement between data centers. They proposed a clustered data placement strategy that automatically assigned data to the data center based on the correlation between the data.
As we know, more and more mobile applications are becoming computation-intensive, while the computing capability of portable mobile devices is limited. In paper [8] , in order to predict MapReduce performance in multiple edge clouds, we have put forward IoTDeM, an extended IoT big data-oriented model based on historical job execution records and Local Weighted Linear Regression (LWLR) techniques. The IoTDeM further extends the LWLR model by extracting more representative features to represent the job and using the cluster scale as a key parameter. In the Hadoop 2 environment with Ceph as the storage system, the implementation and experiments show that the IoTDeM can effectively predict the total execution time of MapReduce applications and the average relative error is less than 10%.
At present, most of the existing researches on service deployment issues ignore the dynamic characteristics of user needs and infrastructure. In paper [9] , Zhang et al. designed a framework for dynamic service placement based on control and game theory models. They further considered the situation in which multiple service providers compete for resources in a dynamic manner and proposed a coordination mechanism.
The problem of service deployment based on user personalization preferences in the cloud environment is a huge challenge because of the diversity of user needs and their preferences in cloud environment. In paper [10] , Yang et al. proposed a classification method for service selection and deployment oriented to user preferences based on the description and analysis of user preferences, optimization goals and various scene constraints in the cloud environment.
Service deployment research in cloud computing environments is mostly based on a certain optimization criterion (such as cost optimization or performance optimization) or different environmental conditions (such as dynamic and static, instance type, service workload, etc.) to solve a single cloudy condition. For service scheduling problems, very little work has focused on the optimal deployment of service components.
With the development of edge computing, more and more researches begin to focus on service component deployment in Edge-Cloud-Hybrid Systems in order to reduce overhead. In paper [11] , Cheng and Deng have designed a new algorithm about how to optimize the interaction between deploying all service components in Edge-Cloud-Hybrid Systems. The combination of edge computing and clouding computing has become a new trend in the field of networks. On the basis of this paper, we draw on the author's related work and make great breakthroughs. A new algorithm about the IoT service deployment problem is designed and is more efficient.
In paper [12] , Kang and others pointed out the problem of collaborative deployment of multiple services in cloud computing. Their research goal is to optimally deploy multiple related services, even though their work is similar to ours, but multiple related services are not service components, and the structure of a service combination is more complicated. Because there are multiple logical dependencies and data dependencies between service components, and each component can be organized into different structures within the service combination, the most important thing is that we do not deploy services in the cloud, but incorporating the edge environment into the deployment range of service components on the premise that we use certain cloud services. Therefore, the IoT-data-intensive service component deployment problem we studied is more practical and has greater challenges and difficulties.
In paper [13] , we have put forward QaMeC, a novel QoS-driven IoVs application optimizing deployment scheme in the CDN multimedia edge clouds environment. In that paper, a unified QoS model is built and the inconsistency of QoS calculation is solved. Besides, the efficient NSGA-II algorithm is applied to search for the optimal deployment plan. The experiments verify that the QaMeC scheme can provide applications of different QoS requirements with optimal service deployment solutions efficiently.
III. PROBLEM FORMULATION
In this section, firstly, we put forward the service component deployment architecture in the Edge-Cloud-Hybrid Environment. After that, we introduce the problem on the deployment of data intensive service components in Edge-Cloud-Hybrid Systems, then we present the definitions on key concepts used in our experiment and finally we formalize the problem.
A. THE DEPLOYMENT OF DATA INTENSIVE SERVICE COMPONENTS
In Figure 1 , we propose the Service Component Deployment Architecture in the Edge-Cloud-Hybrid Environment, which consists of three layers. The first layer is the cloud server layer. Different from the traditional architecture of cloud computing system, there may be more than one cloud service provider in this layer. The cloud server can provide excellent storage capability and computing capability, but generally it is far away from users.
The second layer is the edge server layer, which is the key of service-deployment. The edge server is in the edge part of network and close to users. Therefore, it can provide VOLUME 7, 2019 a low-latency and high-quality service for users. However, compared to the cloud server, the capability of edge server is limited. Some data-intensive service combinations are very complex and cannot be implemented by just one edge server. Considering the service combination in Figure 1 , it consists of five service components from s a to s e which cannot be installed in just one edge server and seven data centers from d 0 to d 6 . There is a large amount of data transmission between service components, and the amount of data transmitted between components is different. For example, the service component s c processes data d 3 and data d 2 from s b output, and then outputs the data d 4 to the service component s e . The service provider shall make the decision that each service component shall be deployed in which edge server. Usually, the execution logic, the cost of data transmission and the cost of service interaction are considered.
The third layer is the user layer. Nowadays, many smart devices are used in our daily life, such as mobile phone, laptop, PC and Internet of Things device. They have access to local network and they can easily connect to edge servers. With the limitation of the capacity of battery, the capability of storage or the capability of computing, some application cannot run locally. Therefore, in this edge-cloud-hybrid architecture, users have the option that some tasks can be offloaded to the edge servers or the cloud servers.
In the Edge-Cloud-Hybrid System, edge deployment greatly reduces the pressure on network traffic, making application executed more efficiently, improving network security, and more in line with the research hotspot of current service computing. In addition, we fix some of service components in the cloud and then deploy the remaining service components on the edge in consideration of cloud servers.
Because of the complex dependencies between various IoT service components, the cloud service will also affect the deployment of edge-side service components, our research content face great challenges
B. PROBLEM DEFINITION AND MODELING
To discuss how to properly deploy an IoT-data-intensive service combination in the edge-cloud-hybrid environment, we first need some prerequisites. In this section, for some of the key concepts that need to be used in IoT-data-intensive service combination and its deployment issues, we cite the concept definition from paper [11] and make some extension:
Definition 1 (Data-Intensive Service Combination): we use a directed graph to represent a data-intensive service combination, represented by a triplet DSC =< S, L, D >, where:
• S is a collection of service components in a service combination. For example, in Figure 1 above, S is a combination of five service components from s a to s e .
• L = {ldep ij |s i s j ∈ S iu } is a collection of logical dependencies between service components. A logical dependency defines the order of execution between services. There can be multiple logics between service components. These logics affect the execution path of service components. Different service component execution paths generate different data transmission times.
• D = {ddep ij |s i s j ∈S iu } is a collection of data dependencies between service components. There are a large number of data transmissions between service components. These transmission data are representations of data dependencies. In addition, we need to note that the input data required to perform certain services may begin to be stored in a data center. For example, in Figure 1 , for the data from d 0 to d 6 , there may be some data stored in the corresponding data center respectively, and the others are generated by certain service components.
Definition 2 (Logical Dependency): A logical dependency defines the order of execution between service components, mapping an execution path. Currently, we mainly consider the following logical dependencies:
• Sequence: A service component is executed after another service component. For example, in Figure 2 , s 5 and s 6 are executed sequentially;
• AND-split: For this node, it divides a single process into multiple parallel processes so that multiple service components can execute simultaneously. For example, s 5 and s 7 after the AND-split node can be executed simultaneously;
• AND-join: For this node, Multiple parallel processes converge to this node;
• XOR-split: Divide a single process into multiple parallel processes, of which only one can be selected for execution, noting that OR-split is a similar logic, but on the contrast, the range of processes that OR-split can choose is 0 to the total number of processes;
• XOR-join: For this node, there are two or more optional branches that are grouped together without synchronization;
• Loop: The service component can be executed multiple times. In the experimental scenario of this paper, we assume that the number of iterations is fixed. Figure 2 is an example of a IoT-data-intensive service combination. We use directed solid lines to represent logical dependencies between service components, and directed dashed lines to represent data dependencies between service components. As an example of data dependency: s 5 data depends on s 3 and s 1 , because the execution of s 5 requires the output data of s 3 and s 1 as input.
Definition 3 (Data Dependency): ddep ij = <s i , s j , data ij >, a data dependency defined between two service components represents the output data of the service component s i as the input of s j , and the data transfer between s i and s j is data ij . The data dependency is a fundamental feature of a data-intensive service combination.
Definition 4 (Data Center):
The set of data centers that deploy the service components can be represented as DC centers is represented by a matrix BW. The element BWij of BW represents the bandwidth between dci and dcj, and the BW here has two characteristics: 1) BWij = 0, when i = j; 2) BWij = BWji.
Definition 5 (Network Bandwidth):
In the Edge-CloudHybrid System, the network bandwidth between each edge data center and the cloud server is represented by an array called NBW. NBW i that is the NBW element represents the bandwidth between the cloud server and the dc i . Because the data transfer rate between the various cloud services in the same cloud server is very fast, we believe that the time for data transfer between cloud service components is negligible.
Definition 6 (Cloud Service Component):
In order to make our research closer to the actual scenario, we fixed some components in the service combination in the cloud. Another way to describe the problem: In order to execute the application completely, we need to use both the cloud service provided by some cloud service providers and the freely deployable component services in the edge environment, where the cloud service is the cloud service component. We don't need to manage those service components that are fixed in the cloud. What we need to do is to properly deploy the remaining service components in the data center at the edge. We believe that the storage capacity of cloud servers is unlimited, but we can't add other service components to the cloud because except the cloud service provider, others do not have operational authorization.
Definition 7 (Edge-Cloud Relations): in the Edge-Cloud Hybrid System, there are interactions between the cloud service component and the edge service component. It is a possibility that several cloud servers communicate with an edge server and change data. The interaction between the cloud service component and the edge service component and the bandwidth difference between the cloud server and the data center at the edge increase the complexity of the service component deployment problem in the edge-cloudhybrid computing environment [14] . In our experiment environment, we assume that there are only one cloud server and several edge servers.
Definition 8 (Deployment Strategy): given a data-intensive service combination called DSC and a data center set called DC, a deployment strategy is expressed as: ds = ∪ i = {1, 2, . . . | dsc.S |}{s i → dc j | dc j ∈ DC}. In addition to some of the service components fixed in the cloud, for the remaining service components in the DSC, we should find a data center in the DC to deploy. Different service components can be deployed in the same data center, but the total amount of input data required to execute these service components cannot exceed the storage capacity of the deployed data center. In addition, spare data centers are allowed. We believe that there are vacant data centers in a deployment strategy indicating that the deployment strategy is highly scalable and saving a lot of storage space.
Definition 9 (Latency): the time overhead of a IoT-dataintensive service combination is the total time from accepting the request to returning the result [1] :
T data is the data transmission time between service components. If data-dependent service components are deployed in the same data center or deployed in a single cloud server, the data transfer time between them is ignored. T exec is the service execution time. T other is other times, such as request time, response time and connection time, and so on. In the experimental scenario of this paper, for an IoT-dataintensive service combination, the amount of data transmission between service components is very large, so T exec and T other can be neglected relative to T data . Then: Latency ≈T data Definition 10 (Problem definition): given a data-intensive combination called DSC and a data center set called DC, some service components are fixed in the cloud, and the remaining components are deployed to the edge data center according to a deployment strategy, and the input data required by each service component is stored in the data center where it is deployed before the service can be executed. Therefore, our goal is to find the optimal deployment strategy by considering the cost of data transmission between service components. So this actually is a goal optimization problem, and our optimization goal is to get a deployment strategy with minimum latency.
Due to the complex logical dependencies between the service components, there may be many service execution paths, and we need to find a deployment strategy with the least data transmission latency for all paths. Because there is a large data transmission rate between service components deployed in the same data center, theoretically, the service components are deployed as close as possible, but data centers have capacity limitations, and the more the capacity remaining in a data center, the more scalable the data center is.
IV. iDiSC APPROACH
In this section, we introduce our iDiSC approach. For the optimization problem, many heuristic algorithms have been put forward to solve it. The ant colony optimization (ACO) algorithm and the simulated annealing (SA) algorithm are widely used now and iDiSC approach combines these two typical heuristic algorithms to solve the service deployment problem in Edge-Cloud-Hybrid Environment.
A. iDiSC APPROACH
The Ant Colony Optimization algorithm is based on the behavior of ants seeking a path between their colony and a source of food. Ants will release pheromones to mark the path when they walk and they will choose directions based on trails of pheromones. Ideally, all ants will finally walk in the shortest path. The ant colony optimization algorithm can discover good solutions whereas sometimes it can consume tremendous time. The simulated annealing algorithm comes from annealing in metallurgy. It is useful in finding global optima in the presence of large numbers of local optima.
One reason why the ant colony optimization algorithm may take too much time is that it always considers all solution generated in every iteration. If we only accept the good solution, meaning that ants in long paths are ignored and only ants in short paths leave pheromones, the efficiency will be highly improved. However, accordingly, the result can be easily trapped into local optima.
In iDiSC, we introduce a very useful feature of the simulated annealing algorithm into the ant colony optimization algorithm. If a solution is a good one, it is always accepted. Otherwise, the algorithm makes the decision whether this solution should be accepted with some probability. By this means, we can improve the efficiency of the algorithm and avoid local optima. The specific process of the algorithm is shown in Figure 3 , and it is described as follows:
(1) At the beginning, the initialization is conducted, which will initialize a matrix to store the trails of pheromones. Set the maximum temperature T max and the minimum temperature T min . Let current temperature T = T max . Then the algorithm starts iterating to get the optimal solution.
(2) According to the current pheromones matrix, new paths from the ant nest to the source of food will be generated.
(3) According to rules, evaluate the paths and choose the optimal one.
(4) Update the matrix of pheromones with new strategies. (5) Lower the temperature T . If T is lower, and then achieve the minimum temperature T min , the algorithm ends. Otherwise, go back to step (2) .
To apply iDiSC in the service deployment problem, the paths from ant nest to the source of food correspond to the strategies of deployment, and the length of paths correspond to the latency of the whole service. Thus, the strategy with higher latency will release fewer pheromones. 
1) INITIALIZATION
iDiSC approach is based on the ant colony optimization algorithm. Trails of pheromones are the core of the algorithm. At the beginning of iDiSC, a matrix P will be initialized to represent the trails of pheromones.
The pheromone matrix P contains m rows and n columns where m denotes the quantity of service components and n denotes the quantity of data centers. The element P i,j denotes the concentration of pheromones in the path that corresponds to deploying the service component s i in the data center dc j . Initially, all elements in pheromones matrix P will be initialized as 0. As the algorithm goes, the matrix P will be updated. For each element, there will be a positive correlation between its value and the performance of its corresponding strategies. In the end, ideally, an element corresponding to the optimal strategy has the maximum value of a row.
2) GENERATION OF STRATEGIES
In the first iteration, paths of all ants are generated randomly. In the later iterations, for each ant, there are two methods which are used to choose a direction for the next step. First, a probabilistic method can help converge into the optimal solution, which is decided by pheromones and the desirability of the food. Second, a path is randomly chosen, which can help avoid local optima.
In this paper, a path means a strategy of deployment ds, and let s denote the total number of strategies to be generated in an iteration. According to the matrix P, the algorithm calculates the number of strategies which deploy service components c by the probabilistic method. Then, num(c) strategies will deploy the service component c by the probabilistic method and the rest will deploy it randomly.
If too few strategies choose the probabilistic method, the algorithm may never converge. Thus, the constant r denotes the lowest rate of the probabilistic strategy. When an element in row c of matrix P is much greater than others, it suggests that there will be a high-performance corresponding strategy to deploy service component c. Thus, in that case, num(c) will be bigger and then more strategies will choose the probabilistic method.
In the probabilistic method, the probability of service components i deployed in data center dc j is:
The desirability of food corresponds to localfitness of the data center. Localfitness(i,j) is used to evaluate the rationality of deploying service component i in data center dc j :
where data i denotes the quantity of data needed for executing service component i. data init denotes the amount of data stored in data center dc j . dc j .sc denotes the storage capacity of data center dc j . The localfitness can represent the storage redundancy of a data center. Therefore, a higher localfitness means better expansibility of a data center. Based on the dynamical probability, a data center can be chosen to deploy a service component. What's more, the whole strategy of deployment can be solved.
3) EVALUATION OF STRATEGIES
The evaluation of strategies can be used to update the pheromones matrix and help pick the optimal strategies as the result of the algorithm.
Fitness(ds) denotes the goodness of the strategy ds:
ω is a coefficient that can be adjusted. latency(ds) denotes the time-cost of the service with the deployment strategy ds. In our experiment, only the delay of data-transmission is concerned. The strategy with the highest fitness is the optimal solution in this iteration.
4) UPDATING OF THE MATRIX P
For a strategy with good performance, the elements corresponding to it in the matrix P always will be updated. When it comes to the strategy with bad performance, whether the corresponding elements will be updated depends on the probability p. Let θ denotes the set of strategies generated in this iteration. (ds) represents the latency of strategy ds.
First, the average latency of strategies in θ is calculated and denoted as (θ ). We define (ds) as: For every strategy ds, the process of update goes as Figure 4 . If (ds) < 0, it implies that the performance of strategy ds is greater than the average, then the matrix P will be updated. Otherwise, it implies that the performance of strategyds is lower than the average, then the probability will be calculated:
where k is a constant and T is the current temperature.
After that, a random number random.p is generated in (0,1). If random.p < p, the matrix will be updated. This equation guarantees that strategies with lower latency have a higher probability of being accepted and their corresponding elements in the matrix will be updated. In the early iterations, when the temperature is high, the strategies with bad performance are also likely to be accepted and then we update the matrix, which helps to avoid being easily trapped into local optima. In the later iterations, when the temperature is low, and the probability p will become low, which helps to converge into the optimal strategy and improve the efficiency of the algorithm. If a deployment strategy ds = ∪i ={1, 2, . . . |dsc.S |}{s i →dc j |dc j ∈DC} is accepted, the elements corresponding to it in the pheromone matrix P will be updated as:
where ρ is a constant which denotes the remaining proportion of pheromones after the volatilization in each iteration. The volatilization means that the value of elements in matrix P will decline before the update, which can reduce the imbalance between strategies generated in early iterations and strategies generated in later iterations. Compared to the ant colony optimization algorithm, iDiSC ignores some bad solutions in iterations and thus the efficiency is improved. Set of strategies θ ← Generate new strategies 5.
(θ ) ← Average latency of strategies in θ 6.
ods ← strategy with highest fitness in θ 7.
for each ds in θ do 8.
(ds) = (ds) − (θ ) 9.
if (ds) < 0 then 10.
update the matrix mP 11.
if random.p < p then 14.
update the matrix mP 15.
In each iteration of the algorithm, new solutions are generated according to the pheromones matrix P. After the evaluation, some solutions are accepted and the pheromones matrix is updated. Lastly, the current temperature is lowered. In the end, the algorithm will output the optimal solution ods, a deployment strategy with the lowest latency.
V. EXPERIMENT AND EVALUATION
In order to evaluate the performance of iDiSC, we conduct an experiment consisting of two parts. The first part of the experiment is mainly for parameters ρ and k. By considering a number of different data and selecting the better parameter values, we make the convergence speed of the algorithm reach the optimal result. The second part of the experiment is mainly to implement the iDiSC algorithm, genetic algorithm [15] , and simulated annealing algorithm to evaluate the efficiency of the iDiSC algorithm and the convergence of the algorithm in the same scenario.
The experiment is conducted in a medium-sized data-intensive service combination scheduling problem. Figure 5 shows the simulated experiment architecture in the Edge-Cloud-Hybrid System. There are 9 service components that we assume the data dependencies and logical dependencies among them, and we set 10 servers for scheduling, that is to say, one server is cloud server and the others are edge servers. In our experiment, we set the deployment strategy generated by each iteration to 50 groups, and the maximum number of iterations is set to 3000, and each algorithm runs 50 times independently, thus obtaining more accurate statistical results. We have implemented the algorithm in 
A. PARAMETER SELECTION EXPERIMENT
In this section, we conducted a series of experiments to evaluate and validate the proposed solution. The main goal is to select the optimal values for the parameters ρ and k, so that the two parameters have the least impact on the algorithm and the performance of the algorithm can achieve the better efficiency.
In order to evaluate the impact of two important parameters, ρ and k, furthermore, in order to avoid relative deviations, the storage capacity of each data center and the bandwidth between them and the amount of data transmission between service components are predetermined.
The parameter ρ represents the pheromone attenuation factor. In each iteration of the algorithm, if a better deployment scheme is accepted, the value of the corresponding pheromone matrix will be changed accordingly. The attenuation factor reflects the magnitude of the change in the matrix value. If the attenuation factor is too small, it may cause the algorithm to converge slowly. The parameter k is a constant parameter, and can reflect the tolerance of the algorithm to the poor deployment strategy to a certain extent. The larger the k is, the easier the algorithm can accept and retain the information of the poor deployment strategy, but it is possible that the convergence of the algorithm is poor, and the meaning of the heuristic algorithm is lost. The smaller the k is, the less likely it is to retain the poorly deployed strategy information, which may lead to the experimental results falling into a local optimum. From a theoretical perspective, k shall be appropriate to take a median value. In order to evaluate the impact of these two parameters on the experiment, we set figure 8 show the performance of the algorithm when ρ = 0.5 and ρ = 0.95 and ρ = 1, from which we can see the final convergence of these three cases. From the figure, we can see the convergence speed of the algorithm is faster when ρ is 0.95. Theoretically speaking, the smaller the attenuation coefficient factor is, the slower the convergence speed of the algorithm is. If the attenuation coefficient is too big, the algorithm may fall into the local optimal problem. From the experimental results, when ρ is 0.95, the effect on the algorithm is minimal, and the effectiveness of the algorithm is improved.
In Experiment 2, three different values of k are used to conduct related experiments, and the influence of the value of k on the convergence of the algorithm is discussed. figure 11 show the convergence results of the algorithm when k = 0.3, k = 0.5 and k = 0.7 respectively. The experimental results show that the convergence of the algorithm is optimal when k is 0.5, and the impact on the algorithm is minimal. From a theoretical point of view, in order to avoid a local optimum and to ensure the optimal convergence of the algorithm, the value of k should not be too large or too small, and the intermediate value of k is the most appropriate. The relevant experiments also validate the theoretical Correctness.
B. ALGORITHM COMPARISION EXPERIMENT
In this part of the experiment, our goal is to examine the performance-related differences between the iDiSC algorithm and other heuristic algorithms when we solve the optimal deployment of data-intensive service components. Because in the current research work, there are relatively few researches about solutions for the problem of service component deployment, it is difficult to find the latest solutions. Therefore, this paper chooses the most typical genetic algorithm and simulated annealing algorithm. The two algorithms are often used and efficiently in solving the optimization problem. Through two algorithms, we solve the service component deployment problem we studied and compare them with the iDiSC algorithm put forward in this paper about the performance. It should be noted here that in order to avoid the storage capacity of the data center, the transmission bandwidth of the data center etc. affecting the performance of the algorithm, we set the storage capacity of all data centers at the edge, the transmission bandwidth between the data centers and the transmission bandwidth between a data center and the server in the algorithm as fixed values. The following are the implementation ideas and algorithm performance comparison of these three algorithms.
1) GENETIC ALGORITHM
An individual in a genetic algorithm refers to a deployment strategy for data-intensive service components, and a group refers to a given number of service component deployment spaces. In the algorithm, we should calculate the relative fitness value according to the value of each individual's fitness, and then select two service component deployment strategies with large fitness values for cross-operation in each round. The cross-operation is the exchange of data centers deployed by one of the two service component deployment strategies. Finally we perform the mutation operation in the genetic algorithm, randomly select one of the two parent components and then deploy it to a random data center, and then generate two new service components. If the strategies are feasible, they will be placed in the deployment strategy set until the specified number is reached. Table 2 shows the relevant parameters involved in the genetic algorithm. 
2) SIMULATED ANNEALING ALGORITHM
In the initialization phase, we use the simulated annealing algorithm to select the corresponding data center for the service component in the service component deployment strategy, and then generate a new solution through the disturbance, that is, randomly selecting a new data center for a service component in the deployment strategy. The objective function value of the generated new deployment strategy is subtracted from the function value of the original strategy to determine whether to accept the new solution or accept the new solution according to the Metropolis criteria. Table 3 shows the relevant parameter settings for the simulated annealing algorithm.
3) RESULT ANALYSIS
By implementing three different algorithms to solve the problem of data-intensive service deployment and obtaining relevant experimental results, we can compare the performance of the algorithm from the following two aspects: (1) the relevant fitness value of the algorithm output; (2) the convergence speed of getting the optimal fitness value. Since all three algorithms are optimized for the deployment scheme during the iterative process, the optimal deployment scheme and fitness value outputted by each iteration will be changed significantly during the execution of the algorithm, but for these three algorithms in each execution, the result shows a consistent convergence law, so we respectively take one execution result of these three algorithms to analyze the performance differences in the data-intensive service deployment problem.
First, we compare the fitness values of each iteration of these three algorithms. Since the fitness value is calculated by the data transmission delay time of the optimal deployment strategy during each iteration, the greater the fitness value is, the shorter the data transmission delay time of the optimal deployment strategy is. Data transmission delay time is also one of our experimental optimization goals. By observing the output results of the three algorithms, as shown in Table 4 , the iDiSC algorithm has the highest fitness value of 2777.777 in the 168th iteration. As shown in Table 5 , the genetic algorithm reaches the highest fitness value of 1923.076 in the 1153rd iteration. As shown in Table 6 , the simulated annealing algorithm reaches the highest fitness value of 565.703 in the 843rd iteration.
TABLE 4. Fitness value change (iDiSC).
Through the experimental results, it can be intuitively found that the highest fitness value of the iDiSC algorithm is the highest, and the highest fitness value is achieved with the least number of iterations. Therefore, the iDiSC algorithm is used to solve the problem of data-intensive service component deployment, and the data transmission delay time is the minimized value, and compared to genetic algorithm and simulated annealing algorithm, there is a clear gap. Therefore, from the perspective of optimization goal, the use of iDiSC algorithm to solve the problem of service component deployment has a high applicability. Then from the analysis of the number of iterations about obtaining the highest fitness value, the iDiSC algorithm can converge to the final result after 168 times, while the genetic algorithm and simulated annealing algorithm need 1153 times and 843 times respectively to converge to their final result. Therefore, it can be seen that the iDiSC algorithm has higher convergence and can get the optimal deployment solution faster, which shows that the algorithm has higher efficiency.
VI. CONCLUSION AND FUTURE WORK
In this paper, in order to handle the IoT-data-intensive service component deployment problem, the data transmission delay is minimized as the optimization goal, and a new iDiSC algorithm is designed to get the optimal deployment scenario. We consider the data transmission in the EdgeCloud-Hybrid Environment, model the service component deployment problem formally, and compare the iDiSC algorithm with the genetic algorithm and the simulated annealing algorithm. By analyzing the convergence effect and deployment results of these three algorithms, it is found that iDiSC algorithm put forward in this paper has higher efficiency and higher scalability in solving the problem of IoT-data-intensive service component deployment. This paper considers the data transmission time between service components as the optimization goal and establishes the relevant mathematical model in the process of considering the actual scenario, but there are still many limitations in the actual situation, such as network bandwidth, the queuing delay during data transmission and so on. Therefore, in the future, we will try to consider more factors when solving service deployment issues so that the new algorithm will be more beneficial and the service component deployment problem will become more practical. He has been engaged in the research of the big data application for a long time. He is a representative figure in the field of big data application in China and has many invention patents. He led the Shanghai Data Exchange Center to develop a data trading platform, to promote the interconnection and cooperation of Data Trading Institutions in the Pan-Yangtze River Delta region and even in the whole country, and to promote the circulation of commercial data assets.
