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Abstract
Let R be an o-minimal expansion of the real field. We show that the Hausdorff
dimension of an R-definable metric space is an R-definable function of the param-
eters defining the metric space. We also show that the Hausdorff dimension of an
R-definable metric space is an element of the field of powers of R. The proof uses
a basic topological dichotomy for definable metric spaces due to the second author,
and the work of the first author and Shiota on measure theory over nonarchimedean
o-minimal structures.
1 Introduction
Let R be an o-minimal expansion of R = (R, <,+,×), i.e. of the real field. Through-
out, by “definable” we mean “definable in R (possibly with parameters)”, unless stated
otherwise. If M is an expansion of an ordered abelian group, then we write M> instead
of M>0, and M≥ instead of M≥0. We let Λ be the field of powers of R, i.e. the set
of r ∈ R such that tr is a definable function of t ∈ R. Given a definable set A we let
dim(A) be the o-minimal dimension of A. This agrees with the topological dimension of
A. We use the term topological dimension here in the sense of Hieronymi, Miller [4] (see
Introduction of [4]), where it refers to small inductive dimension. A definable metric
space is a definable set X equipped with a definable metric d : X2 → R>. Some basic
facts about definable metric spaces were established in [15].
The Hausdorff dimension of a definable set agrees with its topological dimension. In
fact, it was recently shown in [4] that this holds for closed sets in any model-theoretically
tame first order expansion of the real field:
Theorem: Let M be an expansion of the real field which does not define the integers
and let X ⊆ Rn be a closed M-definable set. Then the Hausdorff dimension and the
topological dimension of X agree and equal the largest m for which there is a coordinate
projection Rn → Rm which maps X onto a set with nonempty interior.
The above theorem implies that the Hausdorff dimension of a closed M-definable set is
a natural number, and is furthermore a definable function of the parameters defining the
set. In contrast there are R-definable metric spaces with fractional Hausdorff dimension.
∗This work was partially supported by a grant from the Simons Foundation (Grant 318364 to Jana
Marˇ´ıkova´)
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Let 0 < r < 1 be an element of Λ. Then d(x, y) = |x − y|r is a definable metric on
[0, 1] with Hausdorff dimension 1
r
. Varying r produces an Rexp-definable family of metric
spaces whose elements have infinitely many distinct Hausdorff dimensions. There are
interesting examples of semialgebraic metric spaces, coming from nilpotent geometry, with
Hausdorff dimension strictly greater then topological dimension. The simplest example
is the Heisenberg group. The Heisenberg group H is the group of matrices of the form:

1 x z0 1 y
0 0 1

 for x, y, z ∈ R.
We equip H with a norm ‖‖H by declaring the norm of the matrix above to be [x
4+ y4+
z2]
1
4 . We equip H with a left-invariant metric dH by declaring dH(A,B) = ‖A
−1B‖H for
all A,B ∈ H . The Heisenberg group has topological dimension three and the Hausdorff
dimension of (H, dH) is four. The Heisenberg group is the simplest non-abelian Carnot
Group. Any Carnot group can be equipped with a left-invariant semialgebraic metric in
a manner similar to the Heisenberg group. If the Carnot group is non-abelian, then the
Hausdorff dimension of the associated metric space is strictly greater then the topological
dimension of the Carnot group. See 5.5 of [15] for more information and references.
Subriemannian metrics give more examples of interesting Ran-definable metric spaces
whose Hausdorff dimension is strictly larger then topological dimension, see 5.9 of [15].
In this paper we prove the following:
Theorem 1.1 Let X = {(Xα, dα) : α ∈ Rl} be a definable family of metric spaces. Then
the Hausdorff dimension of (Xα, dα) is a definable function of α taking values in Λ∪{∞}.
If R is polynomially bounded then the Hausdorff dimension of the elements of X takes
only finitely many values.
Theorem 1.1 implies that the Hausdorff dimension of an Ran-definable metric space is a
rational number. Theorem 1.1 was proven for Ran in Proposition 11.3.2 and Proposition
11.3.3 of [15]. That proof was an application of the theorem of Comte, Lion and Rolin [1]
on volumes of Ran-definable sets. The present proof relies on weaker but more general
facts about volumes of definable sets. Here is an outline of the proof. In Section 2 we
define Hausdorff dimension and gather some basic facts from metric geometry. The crucial
result of metric geometry that we use is the following version of the Mass Distribution
principle:
Proposition: Let (X, d) be a separable metric space and let µ be a finite Borel measure
on X which gives every open set positive measure. For p ∈ X and t ∈ R>, let B(p, t) ⊆ X
be the closed ball of radius t centered at p. Suppose that the limit
φ(p) := lim
t→0+
log[µB(p, t)]
log(t)
∈ R ∪ {∞} exists for all p ∈ X,
and that φ : X → R∪ {∞} is continuous. Then the Hausdorff dimension of (X, d) is the
supremum of the range of φ.
Let (X, d) be a definable metric space. The following basic dichotomy for definable metric
spaces, 9.0.1 of [15], will allow us to apply the previous proposition to (X, d).
Theorem: One of the following holds:
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1. There is an infinite definable subset A ⊆ X such that (A, d) is discrete.
2. There is a definable homeomorphism between (X, d) and a definable set equipped
with its euclidean topology.
If (1) holds, then the Hausdorff dimension of (X, d) is infinite. Therefore we may assume
that the d-topology on X agrees with the euclidean topology. Omitting technical details,
we prove Theorem 1.1 by applying the following proposition, a consequence of mild
extensions of results in [6], to the definable family {B(p, t) : (p, t) ∈ X × R>} of balls in
(X, d). This is Proposition 4.16 below.
Proposition: Let λ be k-dimensional Lebesgue measure. Let X be a definable set
and {Ap,t : (p, t) ∈ X × R>} be a definable family of k-dimensional sets such that
limt→0+ λ(Ap,t) = 0 for all p ∈ Rl. Then
φ(p) := lim
t→0+
log λ(Ap,t)
log t
∈ R ∪ {∞}
is a definable function of p which takes values in Λ∪{∞}. If R is polynomially bounded,
then φ takes only finitely many distinct values.
For R¯an, this is an easy consequence of the work of Comte, Lion and Rolin [1].
Notation and Conventions. By k, l,m, n we shall always denote nonnegative integers.
We let R be a big elementary extension of R. The expansion of R by the logarithm, Rlog,
is o-minimal, see [12]). By saturation we may view R as a substructure of an elementary
expansion of Rlog, and in this sense we take the logarithm of elements of R.
By O we denote the convex hull of Q in R. Then O is a convex subring of R, hence
a valuation ring. We denote its maximal ideal by m. Its residue field is R with residue
map st : O → R.
LetM be an o-minimal field, and let X, Y ⊆Mn be definable. Then we write X ⊆0 Y
iff dim(X \Y ) < n, and X =0 Y iff X ⊆0 Y and Y ⊆0 X . A property holds for almost all
elements of X if it holds for all elements of X outside of a definable subset of dimension
< n. By a box in Mn we mean a definable set of the form [a1, b1]× · · · × [an, bn] ⊆ M
n,
where ai < bi for all i. By p
n
m : M
n → Mm we denote the projection onto the first m
coordinates.
We say that a definable X ⊆ On is d-thin if dim(X) 6 d and int(st(πX)) = ∅ for
all orthogonal projections π : Rn → Rd. In the terminology of Valette [13] a thin set is
“O-thin”. If a definable X ⊆ On is not d-thin then we say that it is d-fat. Note that a
definable subset of On is n-fat if and only if int(stX) 6= ∅.
If (X, d) is a metric space and p ∈ X , t ∈ R>, then B(p, t) ⊆ X is the closed ball of
radius t centered at p.
2 Hausdorff Dimension
Throughout this section (X, d) is a metric space. In this section we gather some facts
about Hausdorff dimension. Given A ⊆ X the diameter of A is
Diamd(A) := sup{d(x, y) : x, y ∈ A} ∈ R∞.
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Fix r ∈ R>. We define the r-dimensional Hausdorff measure on X . Given δ > 0 and
A ⊆ X we declare
Hrδ(A) = inf
∑
B∈B
[Diamd(B)]
r ∈ R∞.
where the infimum is taken over all countable collections R of closed balls which cover A
and have diameter at most δ. We define
Hr(A) = lim
δ→0+
Hrδ(A).
The limit exists as Hrδ(A) decreases with δ. It is a classical fact that H
r gives a Borel
measure on X . The Hausdorff dimension of (X, d) is
dimH(X, d) := sup{r ∈ R
> : Hr(X, d) =∞} ∈ R∞.
Fact 2.1 If (X, d) is not separable then dimH(X, d) =∞
Proof: Suppose that dimH(X, d) <∞. Then for every δ > 0, (X, d) admits a countable
covering by balls of diameter at most δ. This implies that (X, d) is separable. 
The next fact follows directly from the definition of Hausdorff dimension and the fact
that Hr is a Borel measure:
Fact 2.2 Let {Ai : i ∈ N} be a countable collection of Borel sets which covers X. Then
dimH(X, d) = sup{dimH(Ai, d) : i ∈ N}.
The following proposition is a form of the Mass Distribution Principle. It is a variant
of the results in [7]. As we do not know of a proof of this exact result in the metric
geometry literature we refer to Proposition 3.3.6 of [15] for a proof.
Proposition 2.3 Suppose (X, d) is separable. Let µ be a finite Borel measure on X. Let
A ⊆ X be Borel with µ(A) > 0. Let r > 0. Suppose that for every p ∈ A
θr(p) := lim
t→0+
µ[B(p, t)]
tr
∈ R∞
exists. If θr(p) > 0 at every p ∈ A then dimH(A, d) > r. If θr(p) < ∞ at every p ∈ A
then dimH(A, d) 6 r.
We make use of the following:
Proposition 2.4 Suppose (X, d) is separable. Let µ be a finite Borel measure on X
which assigns to every open set positive measure. Suppose that for every p ∈ X, the limit
φ(p) := lim
t→0+
logµ[B(p, t)]
log t
∈ R∞
exists. If φ is continuous, then
dimH(X, d) = sup{φ(p) : p ∈ X}.
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Proof: Suppose that φ(p) < r for all p ∈ X . Then for each p ∈ X we have
lim
t→0+
µ[B(p, t)]
tr
<∞
Applying Proposition 2.3 we have dimH(X, d) 6 r. Now suppose that sup{φ(p) : p ∈
X} > r. As φ is continuous there is an open U on which φ is bounded from below by r.
For each p ∈ U we have
lim
t→0+
µ[B(p, t)]
tr
> 0
As U has positive measure, Proposition 2.3 implies dimH(U, d) > r. This shows that
dimH(X, d) > r. 
3 Miller’s Dichotomy
In this section we prove Proposition 4.16 for definable families of subsets of R. Let
A = {Ap,t : (p, t) ∈ Rl ×R>} be a definable family of subsets of R. The one-dimensional
Lebesgue measure of Ap,t is the sum of the lengths of the connected components of Ap,t and
is thus a definable function of (p, t). Corollary 4.15 for A will follow from Proposition 3.1:
Proposition 3.1 Let {fp : p ∈ Rn} be a definable family of functions R> → R>. Then
F (p) := lim
t→0+
log fp(t)
log(t)
∈ R∞
is a definable function of p which takes values in the field of powers Λ∞. If R is polyno-
mially bounded, then F takes only finitely many distinct values.
Proposition 3.1 is a corollary of two results of Miller. The first is the fundamental
dichotomy [8]:
Theorem 3.2 Exactly one of the following holds:
1. R is polynomially bounded,
2. The exponential function is definable.
The second is Proposition 5.2, p. 92, [9].
Fact 3.3 Suppose that R is polynomially bounded, and let f : Rn × R → R be definable.
Then there are r1, . . . , rk ∈ Λ such that for each p ∈ Rn, either fp is ultimately identically
0, or
lim
t→∞
fp(x)
xri
= c(p)
for some i ∈ {1, . . . , k} and definable c : Rn → R×.
Note that then, if fp : R> → R> for all p ∈ Rn, then there are r1, . . . , rk ∈ Λ such that
for each p ∈ Rn there is a i ∈ {1, . . . , k} so that:
0 < lim
x→0+
fp(x)
xri
<∞.
We now prove Proposition 3.1:
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Proof: The proposition clearly holds if the exponential function is definable. Suppose
that R is polynomially bounded. Fix p ∈ Rn. Applying Fact 3.3 we obtain λ1, λ2 ∈ R>
and r ∈ R are such that λ1tr 6 fp(t) 6 λ2tr holds for all sufficiently small t. Taking log
and dividing through by log(t) yields:
log(λ1)
log(t)
+ r >
log fp(t)
log(t)
>
log(λ2)
log(t)
+ r
for all sufficiently small t. Thus:
lim
t→0+
log fp(t)
log(t)
= r.
Let r1, . . . , rk ∈ Λ be such that for any p ∈ Rn there are λ1, λ2 ∈ R> such that for some
i ∈ {1, . . . , k}, λ1t
ri 6 fp(t) 6 λ2t
ri holds for all sufficiently small t. For all i ∈ {1, . . . , k}
the set of p ∈ Rn such that
0 < lim
t→0+
fp(t)
tri
<∞
is definable. It follows that
lim
t→0+
log fp(t)
log(t)
is a definable function of p ∈ Rn. 
4 Measures on definable sets
In this section we prove Proposition 4.16. In [6], the authors define a finitely additive
measure ν (see Definition 4.2) on the definable subsets of On which takes values in an
ordered semiring (a quotient of O≥) and agrees with the Lebesgue measure of stX in
the case when X is n-fat. When X is n-thin, the measure of an open cell X agrees
with the supremum of the measure of all boxes inscribed in a certain isomorphic image
of X (an isomorphism X → φX here is, roughly, a C1-diffeomorphism φ such that
| detJ(x)| = 1 for almost all x ∈ X). We first need to extend the definitions in [6] to
d-dimensional measure. We note that while we assume for simplicity that R is sufficiently
saturated, this assumption is not needed for the definition of ν in [6], nor is it needed for
its d-dimensional version. The only adjustment one needs to make when dropping the
saturation assumption is to replace O˜ in Definition 4.2 by its Dedekind completion.
Definitions 4.1 and 4.2 below are from [6] (stated in slightly weaker form). Lemma
4.13 is a consequence of results from [6]. It will yield the desired result on limits of families
of open sets (Corollary 4.15), which will in turn imply the result in full generality.
We shall use the following convention. Suppose M is an o-minimal field and X ⊆ Mn is
an open cell with pnkX = (fk, gk) for k = 1, . . . , n. Let x ∈ X and t ∈ (0, 1)
n be such that
xi = (1− ti)fi(x1, . . . , xi−1) + tigi(x1, . . . , xi−1).
Then τX : X → τXX ⊆M
n is the map τX(x) = y, where
yi = ti(gi(x1, . . . , xi−1)− fi(x1, . . . , xi−1)).
We define an equivalence relation ∼ on O>:
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Definition 4.1 Let x, y ∈ m>. Then x ∼ y iff yq 6 x 6 yp for all p, q ∈ Q> such that
p < 1 < q. If x, y > m, then x ∼ y iff st x = st y. We let O˜ be the quotient O≥/ ∼.
Note that R ⊆ O˜ by the saturation assumption on R. The quotient O˜ can be made into
an ordered semiring, where the ordering is induced by the ordering on O, and x˜ + y˜ =
max{x, y} if x ∈ m> or y ∈ m
>
, and x˜+ y˜ = x˜+ y otherwise.
For the remainder of this section, λX is the n-dimensional Lebesgue measure of X ⊆ Rn.
Definition 4.2 (a) Let X ⊆ On be a cell. If X is n-fat, then νX = λ st(X). If X is
n-thin, then νX = a˜, where
a = max{Πni=1(yi − xi) : [x1, y1]× · · · × [xn, yn] ⊆ cl(τXX)}.
b) Suppose X ⊆ On is a definable set. Then νX =
∑d
i=1 νCi, where {Ci} is a finite
partition of X into cells.
It is shown in [6] that the above definition is independent of the decomposition of X into
cells, and that νX > 0 iff the interior of X in Rn is nonempty.
We now define a d-dimensional measure νd on the d-thin definable subsets of O
n such that
νdX > 0 whenever dimX ≥ d. On d-fat sets one can define a d-dimensional measure as
Fornasiero, Vasquez do in [3]. While the proofs in [3] work only in a sufficiently saturated
o-minimal expansion of a real closed field, using Theorem 3.3 on p.244 in [2], the results
from [3] can be transferred to the general case.
We use the following definitions and theorem of Paw lucki [11] (with slightly modified
terminology). We state these for R, but they hold equally well for R (and we shall use
the same terminology for subsets of Rn as for subsets of Rn).
Definition 4.3 Let f : X → R, where X ⊆ Rn is open, be R-definable and C1, and let
L ∈ R>. Then we say that f is L-controlled if | ∂f
∂xi
(a)| ≤ L for all i ∈ {1, . . . , n} and
almost all a ∈ X.
Definition 4.4 An open cell C = (f, g) ⊆ Rn will be called a standard L-cell if it is
an open interval in the case n = 1 and, in the case n > 1, if pnn−1C is a standard L-cell
and whenever f or g is finite, then it is L-controlled.
Theorem 4.5 Let X ⊆ Rn be open and definable. Then there are S1, . . . , Sk ⊆ R
n such
that
X =0 S1∪˙ . . . ∪˙Sk,
where each Si is a standard L-cell after a permutation of coordinates and L ∈ R
> depends
only on n.
It is an exercise left to the reader to derive the following version of the above Theorem
for definable subsets of dimension < n:
Corollary 4.6 Let X ⊆ Rn be definable of dimension d < n. Then there are S1, . . . , Sk ⊆
Rn such that
X =0 S1∪˙ . . . ∪˙Sk,
and there are permutations of coordinates τ1, . . . , τk : R
n →Rn such that each τiSi is an
(i1, . . . , in)-cell with ij = 1 when j ≤ d and ij = 0 when j > d, and each p
n
dτiSi is a
standard L-cell and each pnmτiSi, where m > d, is the graph of an L-controlled function.
Furthermore, L ∈ O> depends only on n.
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From now on we shall always assume that L ∈ O>. We will refer to (i1, . . . , in)-cells C
such that ij = 1 for all j ≤ d and ij = 0 for j > d and such that p
n
dC is a standard L-cell
and each pnmC, where m > d is the graph of an L-function as L-cells of dimension d. For
definable X,Si ⊆ R
n (or Rn) we say that {Si} is an almost partition of X if {Si} is
finite and X =0
⋃˙
iSi.
Definition 4.7 Let X ⊆ On be R-definable and d-thin. Let {S1, . . . , Sk} be an almost
partition of X and let τ1, . . . , τk : R
n →Rn be permutations of coordinates such that each
τiSi is an L-cell. Then
νdX := max{νp
n
dτiSi : 1 6 i 6 k}.
To show that the definition of νd makes sense, we must show that it does not depend on
the choice of Si and τi. Note that if dim(X) < d then νd(X) = 0.
Below, det Jφ(x) is the Jacobian determinant of φ at x.
Definition 4.8 Let X, Y be n-dimensional definable subsets of Rn. We say that a map φ
is a weak isomorphism X → Y if φ : U → V , where U, V ⊆ Rn are open, is a definable
C1-diffeomorphism, X ⊆0 U , Y ⊆0 V , φ(X ∩ U) =0 Y , and
1
L
≤ | detJφ(x)| ≤ L for
almost all x ∈ U , where L ∈ O>. We say that X and Y are weakly isomorphic if
there is a definable weak isomorphism X → Y .
We now show that ν is invariant under weak isomorphisms on thin sets. The proof is a
slight variant of the proof of Theorem 5.4 in [6]. For the sake of completeness we outline
the argument here; see [6] for more details.
Lemma 4.9 Suppose C,D ⊆ Rn are definable, n-dimensional and n-thin. If C and D
are weakly isomorphic, then ν(C) = ν(D).
Proof: Let φ : C → D be a weak isomorphism. We assume towards a contradiction
that νC > νD. Let a ∈ m> be such that νD < a˜ < νC. We first reduce to the case when
D is an open cell and C = φ−1(D). The next reduction is to the case when C is a cell
and τD ◦ φ(C) ⊆ B, where B is a box with νB < a˜. Next, we find a box P ⊆ τCC with
νP > a˜. We define
Φ = τD ◦ φ ◦ τ
−1
C |P : P → Φ(P ) ⊆ B.
For some L ∈ O>, 1
L
6 | detJΦ(x)| 6 L for almost all x ∈ P .
Let θ : (0, 1)n → int(P ) be a C1-diffeomorphism with det Jθ(x) = b for all x ∈ (0, 1)n,
where b˜ = νP . Let θˆ : B → P ′ be a C1-diffeomorphism onto a box P ′ such that
det Jθˆ(x) = 1
b
for all x ∈ B. Then
θˆ ◦ Φ ◦ θ : (0, 1)n → θˆ ◦ Φ ◦ θ(0, 1)n ⊆ P ′
is such that
1
L
6 | det
(
J(θˆ ◦ Φ ◦ θ)(x)
)
| 6 L
for almost all x ∈ [0, 1]n. By Corollary 6.2, p.17 in [5], θˆ◦Φ◦θ induces a C1-diffeomorphism
st[0, 1]n → stP ′ outside of a subset of st[0, 1]n of dimension < n with Jacobian determi-
nant bounded by 1
stL
and by stL. But int(stP ′) = ∅, which is impossible. 
We now show that νd is well-defined.
8
Lemma 4.10 Let X ⊆ On be definable and d-thin. Let {Xi} and {Yj} be almost parti-
tions of X, and let τi, τ
′
j : R
n → Rn be permutations of coordinates such that all τiXi and
τ ′jYj are L-cells. Then
max
i
{νpndτiXi} = max
j
{νpndτ
′
jYj}.
Proof: Let Z = {Z1, . . . , Zm} be an almost partition of X containing an almost
partition of each Xi and Yj. For each i we have
νpndτiXi = max{νp
n
dτiZj : j ∈ {1, . . . , m} and Zj ⊆ Xi}.
Hence
max
i
{νpndτiXi} = max{νp
n
dτiZj : 1 6 j 6 m}
and it suffices to see that for Zk ⊆ Xi ∩ Yj of dimension d, νp
n
dτiZk = νp
n
dτ
′
jZk. But this
follows from the map φ : pndτiZk → p
n
dτ
′
jZk given by p
n
dτi(x) 7→ p
n
dτ
′
j(x), where x ∈ Zk,
being a weak isomorphism and from Lemma 4.9.

Definition 4.11 Let M be an o-minimal field and X a definable subset of Mn. Let
B = {B1, . . . , Bk} be a collection of pairwise disjoint boxes in M
n. We say that B is an
inner approximation of X if Bi ⊆ X for each i. We say that B is an outer approximation
of X if X ⊆0
⋃k
i=1Bi. The volume of B is
∑k
i=1 µBi.
The lemma below is Lemma 4.1 in [5]:
Lemma 4.12 Let X ⊆ On be definable and n-fat. Then there is a box
[a1, b1]× · · · × [an, bn] ⊆ cl(X)
with a1, b1, . . . , an, bn ∈ Q.
When dealing with R-definable families, we shall not make a notational distinction be-
tween their realization in R and in R, as which one is meant will always be clear from
the context.
Lemma 4.13 Let A = {At : t ∈ R>} be a definable family of open subsets of Rn such
that λ(At)→ 0 as t→ 0
+.
a) Then there is a definable function h : (0, a)R → R
>, where a ∈ R>, such that each
h(t) is the volume of an inner approximation of At and h˜(t) = ν(At) for all t ∈ m
>.
b) If G : R → R is definable such that νAt < G˜(t) when t ∈ m
>, then there is a
definable function H : (0, a)R → R
>, where a ∈ R>, such that each H(t) is the
volume of an outer approximation of At and
ν(At) 6 H˜(t) < G˜(t)
for all t ∈ m>.
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Proof: Without loss of generality, we may assume that At ⊆ [0, 1]
n for each t. First
note that int(stAt) = ∅ for all t ∈ m
>: Suppose towards a contradiction that t ∈ m> is
such that int(stAt) 6= ∅. By Lemma 4.12 there is a box B ⊆ At such that all vertices
have rational coordinates. For all sufficiently small s ∈ R>, B ⊆ As, contradiction with
λAt → 0 as t→ 0
+ and λB > 0.
To prove a), we let D be a decomposition of R1+n into cells that partitions A. Let
D ∈ D be such that D ⊆ A and pn+11 D = (0, a) for some a ∈ R
>. Let D1, . . . , Dk be
the open cells in D with Di ⊆ A and p
n+1
1 Di = (0, a). Then
⋃k
i=1(Di)t =0 At for all
t ∈ m>, and there is i ∈ {1, . . . , k} such that νAt = ν((Di)t) for all t ∈ m
>: Define
hi : (0, a)→ [0, 1] by
hi(t) = sup{Π
n+1
j=2 (bj − aj) : [a2, b2]× · · · × [an+1, bn+1] ⊆ cl(
(
τDiDi
)
t
)},
hence ν((Di)t) = h˜i(t) for all t ∈ m
>. Since the functions hi : (0, a) → [0, 1] are R-
definable, if hi(t) < hj(t) for some t ∈ m
>, then hi(t) < hj(t) for all t ∈ m
>. It follows
that for some i ∈ {1, . . . , k}, νAt = h˜i(t) for all t ∈ m
>. This finishes part a) of the
lemma.
To prove b), let G : [0, 1]→ [0, 1] be R-definable with νAt < G˜(t) for t ∈ m
>. Without
loss of generality, we assume that A is an open cell of the form (0, f). The proof is by
induction on n.
If A ⊆ R1+1, then At = (0, f(t)) ⊆ R for each t ∈ m
>, so part b) of the lemma is
obvious. Now suppose the lemma holds for n > 1, and let A ⊆ R1+(n+1). Let h be as in
part a) of the lemma. Let ǫ ∈ m>. Then νAǫ = h˜(ǫ). Now h˜(ǫ) < G˜(ǫ) implies that for
some p ∈ Q>, p < 1,
h˜(ǫ) < h˜(ǫ)
p
< G˜(ǫ).
By the proof of the subclaim in Case 1.1 in the proof of Theorem 4.8 in [6], there is l,
depending only on p, and there are R-definable functions y0, . . . , yl : (0, a)→ [0, 1], where
a ∈ R>, such that
0 = y0(t) < y1(t) < · · · < yl(t) = 1
and
h˜(t) 6
l∑
i=1
y˜i(t) · ν(f
−1
t [yi−1(t), yi(t)]) < h˜(t)
p
for all t ∈ m>. (In the notation of the proof of Theorem 4.8 [6], yi(t) = h(t)
(l−i−1)q3 where
i ∈ {1, . . . , l − 1}, and q3 ∈ Q> depends only on p.)
We first find, for each i, an R-definable function Hi such that
y˜i(t)νf
−1
t [yi−1, yi] ≤ H˜i(t) < h˜(t)
p
on m>, and Hi(t) is the volume of an outer approximation of f
−1
t [yi−1, yi] × [0, yi] on
(0, a), where a ∈ R>.
• Let i = l. Then for all t ∈ m>,
νf−1t [yl−1(t), yl(t)] < h˜(t)
p
.
Thus, inductively, there is an R-definable functionHi : (0, a)→ [0, 1], where a ∈ R>,
such that
νf−1t [yl−1(t), yl(t)] 6 H˜i(t) < h˜(t)
p
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for all t ∈ m>, and so that each Hi(t) is the volume of an outer approximation of
f−1t [yl−1(t), yl(t)]. Then
y˜i(t) · νf
−1
t [yi−1(t), yi(t)] 6 y˜i(t) · H˜i(t) = H˜i(t) < h˜(t)
p
for all t ∈ m>. Furthermore, yi(t) ·Hi(t) is the volume of an outer approximation
of f−1t [yl−1(t), yl(t)]× [0, yi(t)] for all t ∈ (0, a).
• Let i be such that yi(t) ∈ m
> and νf−1t [yi−1(t), yi(t)] < m˜
> for some (hence all)
t ∈ m>. Then the function assigning 1 to each t ∈ (0, 1) is the volume of an outer
approximation of f−1t [yi−1(t), yi(t)] for all t ∈ (0, 1), and Hi(t) = yi(t) is as required.
• Suppose yi(t) ∈ m
> and νf−1i [yi−1(t), yi(t)] ∈ m˜
> for t ∈ m>. Let q ∈ Q> be such
that
y˜i(t) · νf
−1
t [yi−1(t), yi(t)] < h˜
q < h˜p.
We shall find an R-definable function d with d(t) ∈ m>, νf−1t [yi−1(t), yi(t)] < d˜(t),
and
y˜i(t) · νf
−1
t [yi−1(t), yi(t)] 6 y˜i(t) · d˜(t) 6 h˜(t)
q
for all t ∈ m>.
As mentioned above, for each i ∈ {1, . . . , l − 1}, yi(t) = h(t)
r for some r ∈ Q>.
Note that either h˜(t)
q−r
∈ m> for all t ∈ m>, or h˜(t)
q−r
> m˜> for all t ∈ m>. In
the first case, we may set d(t) = h(t)q−r. In the second case, we set d(t) =
√
b(t),
where b˜(t) = νf−1t [yi−1(t), yi(t)] for all t ∈ m
>.
Inductively, we now obtain an R-definable function Hi : (0, a)→ [0, 1] such that
y˜i(t) · νf
−1
t [yi−1(t), yi(t)] 6 y˜i(t) · H˜i(t) < y˜i(t) · d˜(t) 6 h˜(t)
p
for all t ∈ m>, and so that yi(t) ·Hi(t) is an upper approximation of
f−1t [yi−1(t), yi(t)]× [yi−1(t), yi(t)]
for all t ∈ (0, a), where a ∈ R>.
Now H(t) =
∑l
i=1 yi(t) · Hi(t) is an upper approximation of At for all t ∈ (0, a),
where a ∈ R>, and
νAt 6 H˜(t) < G˜(t)
for all t ∈ m>.

Proposition 4.14 Let {At : t ∈ R>} be a definable family of open subsets of Rn such
that λAt → 0 as t→ 0
+. Let h be as in part a) of Lemma 4.13. Then
lim
t→0+
log λAt
log h(t)
= 1.
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Proof: Let p, q ∈ Q> with p < 1 < q. Then, for t ∈ m>,
h˜(t)
q
< h˜(t) < h˜(t)
p
.
By part b) of Lemma 4.13, there is a definable H : (0, a)→ [0, 1], where a ∈ R>, so that,
on m>,
h˜(t)
q
< h˜(t) 6 H˜(t) < h˜(t)
p
,
and H(t) is the volume of an upper approximation of At for all t ∈ (0, a). So, by Lemma
4.13,
h(t) 6 λAt 6 H(t)
for all t ∈ (0, a), and hence we get
h(t)q < λAt < h(t)
p
for all sufficiently small t ∈ R>. It follows that
q < lim
t→0+
log λAt
log h(t)
< p.

Corollary 4.15 Let {Ap,t : p ∈ Rl, t ∈ R>} be a definable family of open subsets of Rn
such that limt→0+ λAp,t = 0 for all p ∈ Rl. Then
F (p) := lim
t→0+
log λAp,t
log t
∈ R∞
is a definable function of p taking values in Λ∞. If R is polynomially bounded then F
takes only finitely many values.
Proof: For each p ∈ Rl, let hp be the function whose existence is guaranteed in part a)
of Lemma 4.13, considered as a function R> → R>. Note that hp is uniformly definable
in p. Proposition 4.14 shows that
lim
t→0+
log λAp,t
log hp(t)
= 1 for all p ∈ Rl.
This implies
lim
t→0+
log λAp,t
log t
= lim
t→0+
log hp(t)
log t
for all p ∈ Rl.
The Corollary now follows by an application of Proposition 3.1. 
Proposition 4.16 Let A = {Ap,t : (p, t) ∈ Rk×R>} be a definable family of d-dimensional
subsets of Rn, where d < n and µdAp,t → 0 as t→ 0+ for each p ∈ Rk. Then
lim
t→0
logµdAp,t
log t
is a definable function of p taking values in Λ∞. If R is polynomially bounded, then this
function takes only finitely many values.
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Proof: By Proposition 3.1, it suffices to find a definable function f : Rk × R> → R
such that
lim
t→0+
log νdAp,t
log t
= lim
t→0+
log f(p, t)
log t
for all p ∈ Rk.
Let L be the constant corresponding to n from Theorem 4.5. We shall say that a collection
of definable sets {Ci} and a collection of permutations of coordinates {τi} of Rn are good
for A ⊆ Rn if {Ci} is an almost partition of A and each τiCi is an L-cell of dimension d.
Corollary 4.6 yields, for each (p, t) ∈ Rk+1, collections {Ci} and {τi} good for Ap,t.
Being an almost partition of Ap,t as well as being an L-cell are first-order properties,
hence compactness and the proof of Theorem 4.5 yield finitely many collections
{C1,1(p, t), . . . , C1,l(1)}, . . . , {Cm,1(p, t), . . . , Cm,l(m)},
of finitely many families of sets Cij(p, t) ⊆ Rn defined over the same parameters as A
such that for each (p, t) ∈ Rk+1 there is i ∈ {1, . . . , m} so that {Cij(p, t)} and some set
of permutations of coordinates {τj} are good for Ap,t.
Let {τ s} be the set of all the tuples of permutations of coordinates R
n → Rn of length
max{l(1), . . . , l(m)} (note that {τ s} is finite), and let (τs)j be the j-th coordinate of τ s.
Let, for each i ∈ {1, . . . , m} and each s, his : R
k+1 → R be the definable function such
that h˜i(p, t) = maxj{νp
n
d(τ s)jCij(p, t)} and whose existence was proved in Lemma 4.13.
Then the function f : Rk+1 → R which assigns to (p, t) the value of his at (p, t), where
is is the smallest number in lexicographic order such that {Cij(p, t)} and τ s are good for
Ap,t, is as required.

5 Proof of Theorem 1.1
Let X = {(Xα, dα) : α ∈ Rl} be a definable family of metric spaces. We prove the
following:
Theorem: The Hausdorff dimension of (Xα, dα) is a definable function of α which takes
values in Λ∞. If R is polynomially bounded, then the Hausdorff dimension of the elements
of X takes only finitely many values.
Proof: Applying Corollary 9.3.4 of [15] there is a partition of Rl into definable sets A,B,
a definable family of sets {Zα : α ∈ A} and a definable family of functions {hα : α ∈ A}
such that:
1. hα is a homeomorphism (Xα, dα)→ (Zα, e) for all α ∈ A,
2. if β ∈ B, then there is an infinite definable A ⊆ Xβ such that (A, dβ) is discrete.
Any infinite definable set has cardinality |R|. Thus if β ∈ B, then (Xβ, dβ) contains a
discrete subspace of cardinality |R| and is therefore not separable. Thus Fact 2.1 implies
dimH(Xβ, dβ) =∞ for all β ∈ B. We therefore assume that B is empty. For all α ∈ Rl,
we let d′α be the metric on Zα given by
d′α(hα(x), hα(y)) = dα(x, y) for all x, y ∈ Xα.
Then (Xα, dα) is isometric to (Zα, d
′
α) for all α ∈ R
l. Note also that id : (Zα, d
′
α)→ (Zα, e)
is a homeomorphism for all α ∈ Rl. It suffices to prove the theorem for the family
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{(Zα, d
′
α) : α ∈ R
l}. We therefore prove the theorem under the assumption that the
topologies given by dα and e agree on Xα for all α ∈ Rl. Applying the Trivialization The-
orem there are a partition {F1, . . . , Fn} of Rl into definable sets, definable sets X1, . . . , Xn,
and a definable family of functions {gα : α ∈ Rl} such that gα : (Xα, e) → (Xi, e) is a
homeomorphism for all α ∈ Fi. For all 1 6 i 6 n and α ∈ Fi we let d
′
α be the metric on
Xi given by
d′α(gα(x), gα(y)) = dα(x, y) for all x, y ∈ Xα.
It suffices to prove the theorem for each definable family {(Xi, d
′
α) : α ∈ Fi} separately.
Therefore we assume that X = {(X, dα) : α ∈ Rl} for some definable set X , and suppose
the topology given by dα agrees with the usual euclidean topology on X for all α. We let
k = dim(X).
We apply induction to k. If k = 0, then X is finite and so dimH(X, dα) = 0. Suppose
k > 1. Let λ be the k-dimensional Lebesgue measure on X . We let Bα(p, t) be the open
dα-ball with center p ∈ X and radius t and let Be(p, t) be the open euclidean ball in Rl
with center p and radius t. Fix α ∈ Rl and p ∈ X . For all δ ∈ R> there is an ǫ ∈ R>
such that Bα(p, ǫ) ⊆ Be(p, δ). As λ[Be(p, t) ∩X ]→ 0 as t→ 0
+ we have λ[Bα(p, t)]→ 0
as t→ 0+. Applying Proposition 4.16 we get a definable function F : Rl×X → R∞ such
that
F (α, p) = lim
t→0+
log λ[Bα(p, t)]
log(t)
for all α ∈ Rl, p ∈ X.
For all α ∈ Rl we let Fα : X → R∞ be given by Fα(p) = F (α, p). Then F takes values
in the field of powers of R and if R is polynomially bounded, then F takes only finitely
many values. We let {Uα : α ∈ Rl} be a definable family of open subsets of X such that
for all α ∈ Rl:
1. the restriction of Fα to Uα is continuous,
2. dim(X \ Uα) < k,
3. every open subset of Uα is k-dimensional.
By Fact 2.2:
dimH(Xα, dα) = max{dimH(Uα, dα), dimH(Xα \ Uα, dα)} for all α ∈ R
l.
The inductive assumption gives the theorem for {(Xα \ Uα, dα) : α ∈ Rl}. It therefore
suffices to prove the theorem for {(Uα, dα) : α ∈ Rl}. By 2. above we have λ[Bα(p, t)] > 0
for all p ∈ Uα and t ∈ R>. Thus Proposition 2.4 implies
dimH(Uα, dα) = sup{Fα(p) : p ∈ Uα} for all α ∈ R
l.
Therefore dimH(Uα, dα) is a definable function of α. If R is polynomially bounded, then
F takes only finitely many values, all in Λ∞, and so dimH(Uα, dα) takes only finitely many
values as α varies, and each value is an element of Λ∞ 
6 Bilipschitz Equivalence
In [14] Valette considered definable sets equipped with their induced euclidean metrics,
and classified them up to bilipschitz equivalence. He proved the following:
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Theorem: There are |Λ|-many definable sets up to definable bilipschitz equivalence. If
R is polynomially bounded, then a definable family of sets has only finitely many elements
up to definable bilipschitz equivalence.
One might speculate that Theorem 1.1 is a consequence of a generalization of Valette’s
theorem to definable metric spaces. This is not the case:
Fact 6.1 There is a semialgebraic family of metric spaces which contains continuum
many elements up to bilipschitz equivalence.
The collection of Carnot metrics on Rk naturally forms a semialgebraic family of metric
spaces. Pansu [10] proved that if two Carnot groups are not isomorphic as groups, then
the associated Carnot metrics are not bilipschitz equivalent. It is known that if k > 6,
then there are continuum many pairwise non-isomorphic Carnot group operations on Rk.
See 5.5 of [15] for details and references.
References
[1] G. Comte and J.-M. Lion and J.-P. Rolin, Nature log-analytique du volume des sous-
analytiques, Illinois J. Math 44 (2000), no. 4, 884-888.
[2] C. F. Ealy, J. Marˇ´ıkova´, Model completeness of o-minimal fields with convex valua-
tions, J. Symbolic Logic 80(2015), no. 1, 234-250.
[3] A. Fornasiero and E. Vasquez, Hausdorff measure on o-minimal structures, J. Sym-
bolic Logic 77(2012), no. 3, 631-648.
[4] P.Hieronymi, C, Miller, Metric dimensions and tameness in expansions of the real
field, preprint (arXiv: 1510.00964v1).
[5] J. Marˇ´ıkova´, The structure on the real field generated by the standard part map on an
o-minimal expansion of a real closed field, Israel J. Math., 171(2009), no. 1, 175-195.
[6] J. Marˇ´ıkova´ and M. Shiota, Measuring definable sets in o-minimal structures, to
appear in Israel J. Math.
[7] P. Mattila, Geometry of sets and measures in Euclidean spaces, volume 44 of Cam-
bridge Studies in Advanced Mathematics,Cambridge University Press, Cambridge,
1995.
[8] C. Miller Exponentiation is hard to avoid, Proc. Amer. Math. Soc. 122 (1994), no.
1, 257-259.
[9] C. Miller Expansions of the real field with power functions, Ann. Pure Appl. Logic
68 (1994), no. 1, 79-94.
[10] P. Pansu, Me´triques de Carnot-Carathe´odory et quasiisome´tries des espaces
syme´triques de rang un, Ann. of Math. (2) 129 (1989), no. 1, 1-60.
[11] W. Paw lucki, Lipschitz cell decomposition in o-minimal structures I, Ilinois J. Math.,
82(2008), no. 3, 1048-1063.
15
[12] P. Speissegger, The Pfaffian closure of an o-minimal structure, J. Reinde Angew
Math., 508 (1999), 189-211.
[13] G. Valette, Vanishing homology, Sel. Math. New Series 16 (2010), 267-296.
[14] G. Valette, On metric types that are definable in an o-minimal structure, J. Symbolic
Logic 73 (2008), no.2, 439-447.
[15] E. Walsberg, Metric Geometry in a Tame Setting. UCLA Thesis, 2015. available at
math.ucla.edu/∼erikw
Department of Mathematics, Western Illinois University, Macomb, Illinois
E-mail address : j-marikova@wiu.edu
Institute of Mathematics, Hebrew University of Jerusalem, Givat Ram, Jerusalem
E-mail address : erikw@math.ucla.edu
16
