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Abstract
Consider the recovery of an unknown signal x from quantized linear measurements. In the
one-bit compressive sensing setting, one typically assumes that x is sparse, and that the mea-
surements are of the form sign(〈ai,x〉) ∈ {±1}. Since such measurements give no information
on the norm of x, recovery methods typically assume that ‖x‖2 = 1. We show that if one
allows more generally for quantized affine measurements of the form sign(〈ai,x〉 + bi), and if
the vectors ai are random, an appropriate choice of the affine shifts bi allows norm recovery
to be easily incorporated into existing methods for one-bit compressive sensing. Additionally,
we show that for arbitrary fixed x in the annulus r ≤ ‖x‖2 ≤ R, one may estimate the norm
‖x‖2 up to additive error δ from m & R4r−2δ−2 such binary measurements through a single
evaluation of the inverse Gaussian error function. Finally, all of our recovery guarantees can be
made universal over sparse vectors, in the sense that with high probability, one set of measure-
ments and thresholds can successfully estimate all sparse vectors x in a Euclidean ball of known
radius.
1 Introduction
Compressive sensing, as introduced in [9, 18, 10], concerns the approximation of a sparse (or
approximately sparse) vector x ∈ Rn from linear measurements of the form
yi = 〈ai,x〉 , i = 1, 2, . . . ,m.
To allow processing using digital computers, the measurements yi must be quantized to a finite
number of bits in practical compressive sensing architectures. In the extreme case, it is of interest
to consider the one-bit compressive sensing problem, as introduced in [7], which studies the ap-
proximation of a sparse (or almost sparse) vector x ∈ Rn from one-bit quantized measurements of
the form
yi = sign(〈ai,x〉), i = 1, 2, . . . ,m, (1)
where sign(t) = 1 when t ≥ 0 and sign(t) = −1 when t < 0. In practice a comparator (one-bit
quantizer) is easy to build, fast, and consumes relatively little power, so one-bit measurements
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may even be preferable in situations where finer quantization is expensive relative to additional
measurements. One-bit measurements may carry added benefits such as robustness to certain non-
linearities in the signal acquisition process (saturation, for example). Additionally, recent research
indicates that in some settings, recovery from one-bit measurements may even out-perform multi-
bit compressed sensing (from the point of view of total number of bits used versus reconstruction
error) [28]. We refer the reader to the webpage [1] for a list of applications of one-bit compressed
sensing.
1.1 Measurement Model and Objectives
We are interested in the measurement model
yi = sign(〈ai,x〉+ bi), i = 1, 2, . . . ,m,
where the vectors ai are Gaussian random vectors, drawn once, and fixed thereafter. Our goal is
to recover (effectively) sparse vectors x, satisfying a norm bound, say ‖x‖2 ≤ R. We consider two
models for the shifts bi. First we consider Gaussian random variables bi, again drawn once and
fixed thereafter. We also consider fixed thresholds bi = b, chosen appropriately depending on a
lower bound on the norm of our signals. In the latter case, if the goal is just to estimate the norm
‖x‖2 and not also the direction x/‖x‖2, our recovery method works for an arbitrary x in a fixed
annulus and the sparsity assumption can be dropped. In both cases our objective is to accurately
recover the vector x (i.e., both its magnitude and direction) and for each type of threshold bi we
propose a recovery technique and prove associated theoretical guarantees (in Sections 3.1 and 3.2,
respectively). Specifically, we prove decay bounds on the reconstruction error as the number of
measurements m increases. In the remainder of the introduction, we discuss relevant prior work
on one-bit compressed sensing (Section 1.2), discuss our contributions (Section 1.3), and relate our
methods to other quantization and reconstruction techniques (Section 1.4).
1.2 Prior Work
Originally introduced in [7] by Boufounos and Baraniuk, one-bit compressed sensing was studied
in detail in [22] where a lower bound on the reconstruction error was provided along with heuristic
algorithms for the recovery of the underlying signals. As one-bit quantization via (1) necessarily
loses all magnitude information, the afore-mentioned bound on the reconstruction error pertained
to approximating the magnitude-normalized signal x‖x‖2 by another unit-norm vector. In other
words, the results were on the reconstruction accuracy associated with the direction of x.
Lower bounds. Consider the set of bounded sparse signals Σ∗k = {x ∈ Rn, | supp(x)| ≤
k, ‖x‖2 ≤ 1} and denote by A the m× n matrix with ai as its rows. Let Q = sign(AΣ∗k) ⊂ {±1}m
be the quantization of Σ∗k under the one-bit compressed sensing model. Thus, for each q ∈ Q there
is a quantization cell, i.e., a set of vectors Sq ⊂ Σ∗k for which
x ∈ Sq =⇒ sign(Ax) = q.
An optimal decoder, given q, minimizes the worst case error over all x ∈ Sq, so it returns x] =
argmin
z∈Sq
max
x∈Sq
‖x− z‖2.
Thus the minimal worst-case error associated with a cell is simply the radius of the cell, and
the overall optimal error εopt is the radius of the largest cell. Taking this geometric view, it was
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shown in [22] that
εopt ≥ ck
m+ k3/2
→m Ω(k/m).
So, at best, the error decays linearly as the number of measurements m increases. This lower bound
holds regardless of the reconstruction method used (whether it is numerically efficient or not) and
is derived solely based on the geometry of the problem.
Tractable recovery with theoretical guarantees. The first computationally tractable
method (with provable error guarantees) for reconstructing effectively sparse vectors from one-bit
measurements of the form (1) was proposed by Plan and Vershynin [29] (cf. [30]). In particular,
they prove the following:
Theorem 1 (Theorem 1.1 of [29]). Let ai ∈ Rn, i = 1, ...,m, be random vectors with independent
and identically distributed standard Gaussian entries and suppose m > Cδ−5s log2(2n/s).1 With
probability exceeding 1−C exp (−cδm), the following holds for every x ∈ Rn with ‖x‖1 ≤
√
s‖x‖2:
the solution x] to the optimization problem
min
x′∈Rn
‖x′‖1 subject to
m∑
i=1
|〈ai,x′〉| = m and sign 〈ai,x′〉 = sign 〈ai,x〉, i ∈ [m] (2)
satisfies ∥∥∥∥ x‖x‖2 − x
]
‖x]‖2
∥∥∥∥
2
≤ δ.
Above, C and c are universal constants, independent of all other parameters.
As alluded to earlier, a limitation of this result and in prior results treating the one-bit com-
pressive sensing problem (e.g., [7], [6], [23], [30], [29], [33]) is that the normalization ‖x‖2 must be
known a priori to guarantee any accuracy in the reconstructed solution (we refer the reader to,
e.g., [8] for a detailed summary of prior results in the one-bit quantization setting). If one considers
only quantized linear measurements yi = sign(〈ai,x〉), then such an assumption must be made:
quantized linear measurements give no information about the magnitude of the underlying vector
x. As we will show, this problem can be resolved if one allows more generally for quantized affine
linear measurements yi = sign(〈ai,x〉+ bi).
In certain applications, the addition of such affine shifts is natural; for example, in the appli-
cation to threshold group testing [12], the statistician has some control over the threshold beyond
which the measurement maps to a one. Such control is also natural in the design of binary em-
beddings, where the goal is to find a transformation f : Rn → {0, 1}m such that the Hamming
distance between two binary codes is close to their similarity in the original space [22]. Of course,
in certain applications it is not always possible to add fixed affine shifts. For example, if used for
feature selection in classification problems, the quantization occurs naturally, (i.e., is not imposed
by the user) and it is not possible to observe or design the underlying process (e.g., see [30] for
more details).
1In [29] this bound is expressed in terms of δ, but it will be more convenient for us to state in terms of m.
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1.3 Contributions of this paper
We study the scenario where the norm of x is not known a priori, and must be estimated along
with the direction, from one-bit compressive measurements. Because measurements of the form
sign(〈ai,x〉) give no information about the norm, we consider the reconstruction of x ∈ Rn from
more general one-bit measurements of the form
yi = sign(〈ai,x〉+ bi), i = 1, 2, . . . ,m, (3)
where b = (bi)
m
i=1 is known. For reconstructing x (and ‖x‖2) from the measurements (3) we propose
and analyze two algorithms. Our main results are presented in Theorem 4, Theorem 10, Theorem
11 and Corollary 12. Below, we discuss both algorithms:
• Augmented convex programming approach. When the shifts bi are standard Gaussian
variables and the measurement vectors ai have i.i.d. standard Gaussian entries, we can re-
write the affine measurements (3) as augmented linear measurements
yi = sign(〈ai,x〉+ bi) = sign(〈a˜i, x˜〉),
where a˜i = (ai, bi) and x˜ ∈ Rn+1 is given by x˜ = (x, 1). We use a standard one-bit compressed
sensing recovery method, such as that of Plan and Vershynin (2) to give us an estimate x]
of x˜, albeit without magnitude information. Defining [n] := {1, ..., n} and denoting by xT
the restriction of x to T ⊂ [n], we note that if each ratio x]j/x˜j is roughly the same then
the ratio of the norms ‖x][n]‖2/‖x‖2 should be close to the known ratio x]n+1/x˜n+1 = x]n+1/1.
Rearranging, this gives
‖x‖2 ≈
‖x][n]‖2
x]n+1
.
In Section 3.1, we formalize this intuition and prove theoretical guarantees for this method
(see Theorem 4).
• Empirical distribution function approach. When the shifts bi are all set to a common,
non-random value τ , we propose a method based on the empirical cumulative distribution
function to estimate the norm of x. This method is motivated by the observation that 〈ai,x〉
is a Gaussian random variable with mean zero and standard deviation of ‖x‖2, which is the
quantity we wish to estimate. Thus, the fraction of the measurements sign(〈ai,x〉 − τ) that
are negative should approximate the cumulative distribution function of a N (0, ‖x‖2) random
variable evaluated at τ . The accuracy of the empirical cumulative distribution function
(empirical cdf or EDF) is guaranteed by the Dvoretzky-Kiefer-Wolfowitz (DKW) Inequality
from [19], and we use the value of the empirical cdf at τ to obtain an estimate for ‖x‖2.
In fact, for norm estimation alone, our results hold for an arbitrary fixed x in the annulus
r ≤ ‖x‖2 ≤ R. Specifically, Theorem 10 says that one may estimate the norm ‖x‖2 of such
an x up to additive error δ from m & R4r−2δ−2 quantized binary measurements through a
single evaluation of the inverse Gaussian error function, serving as a Johnson-Lindenstrauss
type embedding [24, 14] for binary measurements. Theorem 11 strengthens this result for
the class of sparse signals in the annulus by providing a uniform error guarantee. Corollary
12 shows how Theorem 10 (or Theorem 11) can be combined with standard one-bit recovery
methods (e.g., Theorem 1) to estimate both the norm and direction together. Section 3.2
presents our theoretical results on this method.
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Both methods assume a known upper bound on the norm of x and the EDF method further
assumes a known lower bound on ‖x‖2. For each method we present sufficient conditions on m
for universal sparse signal recovery to hold with high probability (to within a desired accuracy
δ > 0). We show that the performance of the augmented convex programming approach scales
like ‖x − x]‖2 . 1/m1/5, similar to the theoretical rate given in [29] in the case where ‖x‖2 = 1
is assumed. We show that the EDF method is guaranteed to do at least this well, and in certain
regimes even achieves the scaling ‖x− x]‖2 . 1/m1/2.
We include numerical experiments comparing the accuracy of each norm recovery method, and
find that empirically, the performance of both methods scales like ‖x − x]‖2 . 1/m, matching
the known lower bound for the performance for one-bit compressive sensing [23]. The numerical
experiments suggest that the EDF method is more sensitive to the choice of parameters such as the
lower and upper bounds on ‖x‖2. At the same time, for norm estimation alone, the EDF method
is much more computationally efficient than solving a convex program. For example, the cost of
the convex problem (5) grows polynomially in the dimensions of the problem whereas the EDF
method requires only a single evaluation of the inverse Gaussian error function, once the fraction
of measurements quantized to −1 is tallied. It is thus linear in the number of measurements and
does not even require knowledge of the measurement matrix A.
Finally, we note that the proposed EDF method uses constant affine shifts bi = b, and the
addition of such shifts should not incur any additional difficulties in the one-bit hardware design.
However, our theoretical results for the convex programming approach (Theorem 4) rely on the
affine shifts being independently randomly generated. The randomness in the shifts may not be
necessary, and requiring them is possibly an artifact of the proof technique (as the distribution
of the measurements should provide sufficient variability to recover the norm with a fixed dither).
Nevertheless, from a practical point of view, we comment that one need only generate the shifts
once as our result holds uniformly for all signals x, with high probability on the draw of the vectors
ai and shifts bi. Thus, when building the compressive sensors, the quantization thresholds do not
need to be generated on the fly. They can be simply stored or built into the sensors. Still, it would
be interesting to extend Theorem 4 so it also holds for constant shifts.
1.4 Related work
The effectiveness of introducing random dither into the one-bit quantization framework is well-
established (e.g., [13, 31]), albeit in non compressed sensing settings. Moreover, the application
of acquisition noise prior to quantization was recently shown to enable accurate reconstruction in
the context of one-bit matrix completion [16], but towards a different purpose. Additionally, the
paper [2] demonstrated the strong robustness of one-bit compressive sensing to random noise added
pre-quantization.
The concept of estimating a signal, including its magnitude, by changing the threshold of a
one-bit quantizer adaptively or by dithering is also well established. The vast literature on one-bit
Sigma-Delta quantization studies how adaptivity in the threshold selection can yield reconstruc-
tion errors that decay quickly as a function of the number of measurements or, depending on
the setting, as a function of the oversampling rate. We refer the reader to, e.g., [15, 21, 17], for
results in the setting of band limited functions and to, e.g., [4, 5, 26, 27] for results in the finite-
frames setting. Recently2, one-bit Sigma-Delta quantization has also been shown to be effective in
2In particular, after the initial submission of this manuscript.
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the compressed sensing context [32]. Specifically, [32] shows that certain one-bit (and multi-bit)
Sigma-Delta quantization schemes achieve polynomial (and root-exponential) error decay as a func-
tion of the number of measurements. Other recent work in the compressed sensing setting (e.g.,
[25, 3]) also uses adaptive threshold selection for one-bit quantization and [3] achieves exponential
decay of the reconstruction error as a function of the number of measurements. These different
methods for one-bit quantization (including our own) provide different trade-offs of computational
and implementation complexity against reconstruction accuracy. For example, the Sigma-Delta
approach requires memory elements to store certain state-variables (related to the thresholds) and
it sequentially quantizes incoming measurements. It requires r memory elements to achieve a re-
construction error decay of O(m−r). Moreover, if one is allowed to choose the optimal r as a
function of m, then one can even obtain reconstruction error decay of O(e−c
√
m). The scheme of [3]
achieves error decay rates of O(e−cm), but it requires a polynomial time algorithm (in the ambient
dimension n) to update the quantization thresholds. Thus, it requires the sensors collecting the
measurements to have significant computational power and it incurs delays in acquiring the mea-
surements (while the thresholds are updated). Moreover, with the approach in [3], the quantization
thresholds themselves must be transmitted as they are needed for reconstruction. In contrast, the
non-adaptive one-bit scheme that we study in this paper is more simple (hence easier to implement)
than either of the above approaches. It simply compares each incoming measurement to a fixed
(known) threshold and yields a reconstruction error decay of O(m−1/5), see Theorem 4. We con-
clude this discussion by reiterating that the choice of which one-bit (or even multi-bit) scheme to
use for quantizing compressed sensing measurements depends on the computational power, hence
implementation complexity and cost, that one is willing to expend at the sensor. It also depends
on whether one has many sensors collecting spatial data at one time (making adaptive threshold
selection difficult), or one sensor collecting data temporally (thereby enabling adaptive threshold
selection).
2 Preliminaries
Throughout, we use C, c, C1, etc. to denote absolute constants whose values may change from line
to line. For integer n we denote [n] = {1, 2, . . . , n}. Vectors are written in bold italics, e.g. x, and
their coordinates written in plain text so that the ith component of x is xi. The `1 and `2 norms of
a vector x ∈ Rn are defined as ‖x‖1 =
∑n
i=1 |xi| and ‖x‖2 = (
∑n
i=1 x
2
i )
1/2. The number of nonzero
coordinates of x is denoted by ‖x‖0 = |supp(x)|. For a Gaussian random variable X with mean µ
and variance σ2, we write X ∼ N (µ, σ2).
To prove our main results, we will need some lemmas. The first lemma is a simple geometric
inequality concerning the norm of the difference between two vectors.
Lemma 2. Consider vectors x1,x2 ∈ Rn and positive scalars t1, t2, α, η ∈ R satisfying
t1 ≥ α > η, ‖x1‖22 + t21 = 1, ‖x2‖22 + t22 ≤ 1, and ‖x1 − x2‖22 + (t1 − t2)2 ≤ η2. Then∥∥∥∥x1t1 − x2t2
∥∥∥∥2
2
≤ 4η
2
α2(α− η)2
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Proof. First, define ε = 1− ‖x2‖22 − t22. By the reverse triangle inequality,√
‖x1‖22 + t21 −
√(‖x2‖22 + t22) ≤√‖x1 − x2‖22 + (t1 − t2)2 ≤ η.
It follows that 1−√1− ε ≤ η, so (1− η)2 ≤ 1− ε and finally ε ≤ 2η− η2 ≤ 2η. Also by the reverse
triangle inequality, t2 ≥ t1 − η ≥ α− η.
Next we note that ‖x1 − x2‖2 + (t1 − t2)2 ≤ η2 implies
−2〈x1,x2〉 ≤ η2 − (t1 − t2)2 − ‖x1‖22 − ‖x2‖22
= η2 − (t21 + ‖x1‖22)− (t22 + ‖x2‖22) + 2t1t2
= η2 − 2 + ε+ 2t1t2.
Now,
∥∥∥∥x1t1 − x2t2
∥∥∥∥2
2
=
‖x1‖2
t21
+
‖x2‖2
t22
− 2〈x1,x2〉
t1t2
≤ 1− t
2
1
t21
+
1− ε− t22
t22
+
η2 − 2 + ε+ 2t1t2
t1t2
=
(t1 − t2)2 − εt21 + η2t1t2 + εt1t2
t21t
2
2
=
(t1 − t2)2
t21t
2
2
+
η2t1t2
t21t
2
2
+
εt1(t2 − t1)
t21t
2
2
≤ 4η
2
t21t
2
2
where in the final inequality we use that 0 < t1 ≤ 1, 0 < t2 ≤ 1, t2 − t1 < η, and ε < 2η. Over the
range α ≤ t1 ≤ 1, and t1 − η ≤ t2 < 1, this expression attains its maximum at t1 = α, t2 = α− η.
Substituting these values for t1 and t2 results in the bound stated in the lemma.
The next lemma gives a bound on the variation of a function with an inverse dependence on
the Gaussian error function.
Lemma 3. Let erf : R → [−1, 1] be the Gaussian error function, erf(x) = 2√
pi
∫ x
0 exp(−t2)dt, and
define h : (0, 1) → R by h(u) = 1
erf−1(2u−1) . For η > 0 and a, b ∈
[
1
2 + η,
1
2(erf(1) + 1)
)
, we have
|h(a)− h(b)| ≤ ∣∣h′(12 + η)(b− a)∣∣.
Proof. As the derivative of the inverse error function is ddu erf
−1(u) = 12
√
pi exp
((
erf−1(u)
)2)
, the
derivative of h is given by
h′(u) =
−√pi exp ([erf−1(2u− 1)]2)
[erf−1(2u− 1)]2 ,
which is negative and decreasing in absolute value on the interval
(
1
2 ,
1
2(erf(1) + 1)
)
. Thus, for any
η > 0 and a, b in
[
1
2 + η,
1
2(erf(1) + 1)
)
, we have |h(a)− h(b)| ≤ |h′(12 + η)||b− a|.
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3 Main results
Here we describe and give guarantees for two methods by which the norm of an unknown vector
x ∈ Rn can estimated, possibly along with the direction, from one-bit compressive measurements
yi = sign(〈ai,x〉+ bi). The first method augments the convex program (1) to retrieve norm as well
as directional information about the unknown vector, and inherits the error guarantees for that
approach. The second method estimates the norm directly from the measured proportion
#{i : yi = −1}/m, using the shift bi = τ and the Gaussianity of ai, to obtain a consistent estimator
for ‖x‖2 which is analyzed using the Dvoretzky-Kiefer-Wolfowitz inequality. This method is very
efficient to implement compared to the convex programming approach, requiring only a single
evaluation of the inverse Gaussian error function. At the same time, it is less robust to parameter
uncertainty, as can be seen from numerical experiments.
3.1 Augmented convex programming
Our first main result is a bound on the accuracy of approximating x ∈ Rn with assumed structural
constraint ‖x‖1/‖x‖2 ≤
√
s from affine one-bit measurements
yi = sign(〈ai,x〉+ bi), i = 1, 2, . . . ,m (4)
where bi are independent N (0, τ2) scalars. For reconstruction, we consider the following augmented
version of the convex program (2):
min
z∈Rn,u∈R
‖(z, u)‖1 subject to
{ ∑m
i=1 |〈ai, z〉+ uτ bi| = m,
sign(〈ai, z〉+ uτ bi) = sign(〈ai,x〉+ bi), i ∈ [m].
(5)
The intuition is that (5) is equivalent to running the optimization problem (2) on the augmented
vector (x, τ). Since the constraint ‖x‖1/‖x‖2 ≤
√
s implies that ‖(x, τ)‖1/‖(x, τ)‖2 ≤
√
s+ 1, the
assumptions of Theorem 1 are in force and we can use it to show that the estimate τx]/t] obtained
from the optimum (x], t]) of (5) is sufficiently close to x.
Theorem 4. Fix τ,R, and δ > 0 such that δ < min{1, τ/2}. For i = 1, ...,m, let the random vectors
ai ∈ Rn be independent and identically distributed with N (0, 1) entries and let bi be independent
N (0, τ2) scalars. If
m ≥ C
(√
R2 + τ2
δ
)5
s log2
(
2n
s
)
,
then with probability exceeding 1−C exp
(
− cδ√
R2+τ2
m
)
the following holds uniformly for all vectors
x ∈ Rn with ‖x‖1 ≤
√
s‖x‖2 and ‖x‖2 ≤ R: the estimate τx]t] obtained from the solution (x], t]) to
the optimization problem (5) satisfies
‖τx
]
t]
− x‖2 ≤ 4
√
R2 + τ2
τ
δ.
Proof. First, observe that running the optimization problem (5) with bi ∼ N (0, τ2) is equivalent to
applying the optimization problem (2) to the augmented vector (x, τ) with a˜i ∈ Rn+1 as measure-
ment vectors with i.i.d. standard Gaussian entries. Since the constraint ‖x‖1/‖x‖2 ≤
√
s implies
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that ‖(x, τ)‖1/‖(x, τ)‖2 ≤
√
s+ 1, we may then apply Theorem 1 with m ≥ Cη−5s log2 (2ns ) ≥
C ′η−5(s+ 1) log2
(2(n+1)
s+1
)
. Then∥∥∥∥∥∥ (x, τ)√‖x‖22 + τ2 − (x
], t])√
‖x]‖22 + t]2
∥∥∥∥∥∥
2
≤ η
with probability exceeding 1−C exp (−cηm), uniformly for all x satisfying the assumptions of the
theorem. To finish the proof, we apply Lemma 2. Since ‖x‖2 ≤ R and δ < τ/2 by assumption, one
easily checks that the following parameters satisfy the assumptions of Lemma 2: η = δ√
R2+τ2
,
α = τ√
R2+τ2
, t1 =
τ√
‖x‖22+τ2
, x1 =
x√
‖x‖22+τ2
, x2 =
x]√
‖x]‖2+(t])2 , and t2 =
t]√
‖x]‖2+(t])2 .
Lemma 2 gives
‖x− τx]/t]‖22 = τ2‖x/τ − x]/t]‖22 ≤ τ2
4η2
α2(α− η)2
=
4δ2(R2 + τ2)
(τ − δ)2 ≤
16δ2(R2 + τ2)
τ2
.
To obtain the last two inequalities above, we used the assumption δ < τ/2.
A few remarks are in order.
Remark 5 (Known upper bound on ‖x‖2). If an upper bound R on the norm ‖x‖2 is known
a priori, then one may set τ = R in the theorem to obtain the simplified error estimate ‖x −
Rx]/t]‖2 ≤ 4
√
2δ.
Remark 6 (Tightness). For fixed n, s, and R, the parameter λ := δ−5 plays the role of an over-
sampling parameter and appears in the rate of decay of the reconstruction error as ‖x−Rx]/t]‖2 .
λ−1/5. Compared to the known lower bound of ‖x − x]/t]‖2 & λ−1 for the one-bit compressive
sensing problem in the case ‖x‖2 = 1 and ‖x‖0 ≤ s, this rate is suboptimal [23]. On the other
hand, this rate matches the error rate achievable using the convex optimization method (2).
Remark 7 (Alternative reconstruction methods). The above theorem can be easily adapted to
alternate reconstruction methods and inherits their associated error decay rates. For example, using
the non-uniform recovery method of [30], one obtains an error of δ at number of measurements
m & δ−4R4s log n/s. This improves the dependence of the number of measurements on δ, R, and
log n at the expense of losing the uniform recovery guarantee.
3.2 Estimating ‖x‖2 using the empirical distribution function
In this section, we consider an alternate approach to one-bit compressive sensing with built-in norm
estimation, where now we estimate ‖x‖2 given measurements y = sign(Ax− b) with constant (non-
random) b = τ = (τ, ..., τ) ∈ Rm and τ 6= 0. Unlike the previous approach, the method in this
section only approximates the norm of x, and gives no information about its direction. However,
when combined with an estimate of x/‖x‖2, an estimate of x can be recovered, as we show in
Corollary 12.
We consider m measurement vectors ai ∈ Rn whose entries ai,j are i.i.d. N (0, 1). Note that
〈ai,x〉 ∼ N (0, ‖x‖22), and so ‖x‖2 is the standard deviation of 〈ai,x〉 . Since we only have access
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to the signs of the samples 〈ai,x〉 − τ , and not the samples themselves, we cannot simply estimate
‖x‖2 via the sample standard deviation of {〈ai,x〉}mi=1. Instead, we will make use of the empirical
cumulative distribution function defined by
Fm(τ) :=
]{i : yi = −1}
m
, (6)
which gives the proportion of the m measurements {〈ai,x〉}mi=1 satisfying 〈ai,x〉 ≤ τ . As m
increases, the random variable Fm(τ) will approach F (τ) =
1
2(1 + erf(
τ
‖x‖2
√
2
)), where F is the
cumulative distribution function of a Gaussian random variable with mean 0 and variance ‖x‖22.
Indeed, the empirical distribution function Fm(τ) is a consistent estimator of F (τ). We note that for
F (τ) 6= 12 , we may invert the expression for F (τ) to get ‖x‖2 = τ√2 erf−1(2F (τ)−1) , which motivates,
as an approximation of ‖x‖2, the estimator
Λ = Λm(τ) :=
τ√
2 erf−1(2Fm(τ)− 1)
. (7)
To help estimate the accuracy of Λ as an approximation to ‖x‖2, we turn to the Dvoretzky-Kiefer-
Wolfowitz Inequality [19], which gives the following quantitative bound on the difference between
a general cumulative distribution function and empirical cumulative distribution function.
Theorem 8 (Dvoretzky-Kiefer-Wolfowitz [19]). Let X1, X2, ..., Xm be i.i.d. random variables with
cumulative distribution function F (·), and let Fm(·) be the associated empirical cumulative density
function Fm(τ) :=
1
m
∑
1Xi≤τ . Then for any γ > 0,
Prob
(
sup
τ
|Fm(τ)− F (τ)| > γ
)
≤ 2 exp (−2mγ2).
The DKW inequality will allow us to bound the accuracy of Λm(τ) as an estimate of ‖x‖2 in
Theorem 10. We will first need the following lemma.
Lemma 9. Fix 0 < δ < 1/5, and let x ∈ Rn be such that r ≤ ‖x‖2 ≤ R for known positive
constants r and R. Let A ∈ Rm×n be a matrix with independent identically distributed N (0, 1)
entries. Set τ = r, set τ = (τ, τ, ..., τ), and compute Fm(τ) from y = sign(Ax− τ ) via (6). If
m ≥ pieR
2
r2
δ−2 log
2
ε
,
then with probability at least 1− ε it holds that
|F (τ)− Fm(τ)| < δ√
2pi
r
R
and
F (τ) and Fm(τ) ∈
[
1
2
(
1 + erf
(
(1− δ)r√
2R
))
,
1
2
(
1 + erf (1)
)]
.
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Proof. By Theorem 8, we have for any choice of γ > 0 , that |F (τ)− Fm(τ)| ≤ γ with probability
at least 1− 2 exp (−2mγ2). Set τ = r and note that
F (τ) =
1
2
(
1 + erf
(
τ
‖x‖2
√
2
))
∈
[
1
2
(
1 + erf
(
r√
2R
))
,
1
2
(
1 + erf
(
1√
2
))]
. (8)
For δ < 1, set
η =
1
2
erf
(
(1− δ)r√
2R
)
and
γ =
1
2
(
erf
(
r√
2R
)
− erf
(
(1− δ)r√
2R
))
.
Noting that
d erf(x)
dx
=
2√
pi
exp (−x2), (9)
we have for 0 ≤ a ≤ b
(b− a) 2√
pi
exp (−b2) ≤ erf(b)− erf(a) ≤ (b− a) 2√
pi
exp (−a2). (10)
Consequently
δ√
2pie
r
R
≤ γ ≤ δ√
2pi
r
R
.
By the DKW inequality, with probability exceeding
1− 2 exp(−2mγ2) ≥ 1− 2 exp
(
− δ
2r2
pieR2
m
)
,
we have |Fm(τ)− F (τ)| ≤ γ. Together with (8) this gives
Fm(τ) ∈
[
1
2
+ η,
1
2
+
1
2
erf
(
1√
2
)
+
1
2
(
erf
(
r√
2R
)
− erf
(
(1− δ)r√
2R
))]
.
This yields the conclusion of the lemma provided
2γ = erf
(
r√
2R
)
− erf
(
(1− δ)r√
2R
)
≤ erf (1)− erf
(
1√
2
)
,
which holds when δ ≤ 1/5, as then we have γ ≤ δr√
2piR
≤ 1
5
√
2pi
≤ 12(erf (1)− erf
(
1√
2
)
).
Theorem 10. Fix 0 < δ < 2
√
e
5 R, and let x ∈ Rn be such that r ≤ ‖x‖2 ≤ R for known strictly
positive constants r and R. Let A ∈ Rm×n be a matrix with independent identically distributed
N (0, 1) entries. Set τ = r and compute Fm(τ) and Λ = Λm(τ) from y = sign(Ax− τ ) via (6) and
(7) respectively. If
m ≥ 4pie2R
4
r2
δ−2 log
2
ε
,
then with probability at least 1− ε it holds that∣∣∣‖x‖2 − Λm(τ)∣∣∣ ≤ δ.
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Proof. Define the function h : (0, 1) → R as in Lemma 3 by h(u) = 1
erf−1(2u−1) . Then |‖x‖2 −
Λm(τ)| = τ√2 |h(F (τ))− h(Fm(τ))|. If F (τ) and Fm(τ) are in
[
1/2 + η, 12(erf(1) + 1)
)
for some
η > 0, then by Lemma 3 we have:
|‖x‖2 − Λm(τ)| = τ√
2
|h(F (τ))− h(Fm(τ))| ≤ τ√
2
|h′(1/2 + η)||F (τ)− Fm(τ)|.
Indeed, provided δ0 :=
1
2R
√
e
δ < 1/5, by Lemma 9 we have that |F (τ)− Fm(τ)| ≤ γ := δ0√2pi
r
R , and
that Fm(τ) and F (τ) do satisfy the assumptions of Lemma 3 with probability at least 1 − ε, for
η = 12 erf(
(1−δ0)r√
2R
). So using Lemma 3 and the definition of γ, and recalling τ = r, we conclude that
|‖x‖2 − Λm(τ)| = τ√
2
|h(F (τ))− h(Fm(τ))|
≤ τ√
2
|h′(1/2 + η)| δ0√
2pi
r
R
=
τ√
2
√
pi(h(1/2 + η))2 exp((1/h(1/2 + η))2)
δ0√
2pi
r
R
=
τ√
2
√
pi
 1
erf−1
(
erf( (1−δ0)r√
2R
)
)
2 exp((erf−1(erf((1− δ0)r√
2R
)
))2) δ0√
2pi
r
R
=
τ√
2
√
pi
( √
2R
(1− δ0)r
)2
exp
((
(1− δ0)r√
2R
)2) δ0√
2pi
r
R
≤ 2R√eδ0
= δ.
The second-to-last equality uses the identity erf−1(erf(x)) = x, and the final inequality uses that
δ0 < 1/5 by assumption.
The previous theorem gave a bound for norm estimation for a particular fixed x, and we assumed
no particular structural constraints on x. We now provide a universal norm estimation bound akin
to Theorem 4 for the class of s-sparse vectors: x ∈ Rn satisfying ‖x‖0 ≤ s, r ≤ ‖x‖2 ≤ R.
Theorem 11. For i = 1, . . . ,m, let the random vectors ai ∈ Rn have i.i.d. N (0, 1) entries. Fix
the positive constants r ≤ R and 0 < δ ≤ R. There exists a constant C1, such that if
m ≥ C1R
4
r2
δ−2s log
(
nR2
sδr
)
then with probability exceeding 1− 14 exp
(
− δ2r2
C1R4
m
)
, the bound
∣∣∣‖x‖2 − Λm(3r
5
) ∣∣∣ ≤ δ
holds uniformly for all vectors x ∈ Rn in the set {r ≤ ‖x‖2 ≤ R} ∩ {‖x‖0 ≤ s}. Here, Λm(3r5 ) is
the estimator computed from y = sign(Ax− τ ) via (7) with τ = 3r5 .
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Proof. The idea of the proof is to first show that the conclusions of Theorem 10 hold uniformly over
a sufficiently fine net of points contained in the set of s-sparse vectors of bounded norm. We then
show that the EDF associated with an arbitrary x is well approximated by the EDF associated
with some element of the net. This will allow us, via the function h (from Lemma 3), to obtain
a bound on the norm estimation error (which holds uniformly for the class of bounded s-sparse
vectors).
It will be helpful below to define Fm and Λ as functions of more than one argument, so
Fm(τ,z) :=
#{i:〈ai,z〉<τ}
m and Λm(τ,z) :=
τ√
2erf−1(2Fm(τ,z)−1) . Moreover, we will require the ra-
dial projector
P (q) =
q
‖q‖2 ·max{
5r
3
, ‖q‖2},
and the set of bounded sparse vectors S := {x ∈ Rn : ‖x‖2 ≤ R, ‖x‖0 ≤ s}.
Step (I) Our first goal is to prove that for a finite subset of points Q ⊆ S satisfying
min
q∈Q
‖x− q‖2 ≤ ξ
8
for each x ∈ S, (11)
we have
min
q=P (q′):q′∈Q
‖x− q‖2 ≤ ξ/4 for each x ∈ S with ‖x‖2 ≥ 5r
3
. (12)
Along the way, we will control the cardinality of Q.
In fact, by a well-known result in the literature on covering numbers (see, e.g.,[20][ Appendix
C.2]) a set Q as in (11) exists. Let Bn2 denote the unit Euclidean ball in Rn. Given a fixed s-
dimensional linear subspace T of Rn, there exists a finite set of points QT in Bn2 ∩ T such that
max
x∈Bn2 ∩T
min
q∈QT
‖x − q‖2 ≤ ξ8 , and |QT | ≤ (24/ξ)s. Picking such a set of points for each of the
(
n
s
)
≤ (nes )s s-dimensional linear subspaces T whose union is {x ∈ Rn : ‖x‖0 ≤ s}, and rescaling, we
arrive at a set of points Q in S of size
|Q| ≤
(ne
s
)s
(24R/ξ
)s
satisfying (11).
Now, note that by Theorem 9.2 of [20] there exists a constant C > 0 so that with probability
exceeding 1− ε the normalized matrix 1√
m
A ∈ Rm×n has the restricted isometry property of order
2s at level δ [11], provided m > Cδ−2(s log(n/s) + log(2ε )). That is, the normalized matrix satisfies
(1− δ)‖x‖2 ≤ 1√
m
‖Ax‖2 ≤ (1 + δ)‖x‖2 ∀x : ‖x‖0 ≤ 2s.
Henceforth we condition on the event E1 that A has this property.
For a vector x ∈ S with ‖x‖2 ≥ 5r3 , consider the point q′ ∈ Q minimizing (11). Since q′ must
then have norm ‖q′‖2 ≥ ‖x‖2 − ξ/8 ≥ 5r3 − ξ/8, the triangle inequality gives
‖x− P (q′)‖2 ≤ ‖x− q′‖2 + ‖q′ − P (q′)‖2 ≤ ξ/8 + ξ/8 = ξ/4.
It follows that
min
q=P (q′):q′∈Q
‖x− q‖2 ≤ ξ/4 for each x ∈ S with ‖x‖2 ≥ 5r
3
. (13)
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Step (II) We will now show that approximating x with q, as in (13), entails a minor distortion
in the EDF. In particular, we will show that with ξ small enough the inequalities Fm(r/3, q) ≤
Fm(r,x) ≤ Fm(5r/3, q) hold.
To that end note that x− q is 2s-sparse since each of x, q ∈ S are individually s-sparse. Let
m∗ = |{i : |〈ai,x− q〉|2 ≥ r2/4}|. We then have
m∗r2/4 ≤ ‖A(x− q)‖22
≤ m(1 + δ)2‖x− q‖22
≤ m(1 + δ)2ξ2/16.
It follows that m∗ ≤ ξ2
r2
m. Moreover,
m · Fm(r,x) = |{i : 〈ai,x〉 ≤ r}|
≥ |{i : 〈ai, q〉 ≤ r/2 and 〈ai,x− q〉 ≤ r/2}|
= m− |{i : 〈ai, q〉 ≥ r/2 or 〈ai,x− q〉 ≥ r/2}|
≥ m− (m(1− Fm(r/2, q)) +m∗)
≥ m
(
Fm(r/2, q)− ξ
2
r2
)
So, repeating this calculation for the upper bound we have
Fm(r/2, q)− ξ
2
r2
≤ Fm(r,x) ≤ Fm(3r/2, q) + ξ
2
r2
.
We will now choose ξ small enough to obtain
Fm(r/3, q) ≤ Fm(r,x) ≤ Fm(5r/3, q). (14)
In particular, for the right hand side inequality of (14) to hold we desire
ξ2/r2 ≤ Fm(5r/3, q)− Fm(3r/2, q)
=
(
Fm(5r/3, q)− F (5r/3, q)
)
+
(
F (5r/3, q)− F (3r/2, q))+ (F (3r/2, q)− Fm(3r/2, q)).
We use (8) and (10) to obtain
F (5r/3, q)− F (3r/2, q) ≥ r√
2pie6R
.
To bound the first and third terms, apply Lemma 9 with ε(ne
s
)s(24R/ξ)s in place of ε, separately to
each q. Take a union bound over all |Q| ≤ (nes )s (24R/ξ)s elements in Q to conclude that with
probability exceeding 1− 2ε the event E2, that
max
q∈Q
{|Fm(5r/3, q)− F (5r/3, q)| , |F (3r/2, q)− Fm(3r/2, q)|} ≤ δr√
2piR
, (15)
holds once the number of measurements exceeds
m ≥ pieR
2
δ2r2
(
log
(
2
ε
)
+ s log
(
24enR
sξ
))
. (16)
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The calculation for the left hand inequality of (14) is very similar to the calculation above. It
yields that with the same number of measurements as in (16) the event E3, that
max
q∈Q
{|Fm(r/3, q)− F (r/3, q)| , |F (r/2, q)− Fm(r/2, q)|} ≤ δr√
2piR
, (17)
holds with probability exceeding 1− 2ε. Conditioning on E2 and E3, we see that (14) is achieved if
ξ2/r2 ≤ 1√
2pie
r
6R
− 2δ√
2pi
r
6R
.
Imposing the condition
δ ≤ 1
5
≤ 1
3
√
e
(18)
ensures the right hand side above is greater than 1√
2pie
r
18R . Then, choosing
ξ ≤ C2r
√
r/R (19)
with C2 =
√
1
18
√
2pie
yields (14).
Step (III) We will now obtain the desired error bound and probability estimate. First, invoke
Theorem 10 with 2R
√
eδ in place of δ and ε(ne
s
)s(24R/ξ)s in place of ε, separately to each q. Take a
union bound over all elements in Q to obtain that with probability exceeding 1− 2ε,
max
q∈Q
max{|‖q‖2 − Λm(r/3, q)| , |‖q‖2 − Λm(5r/3, q)|} ≤ 2R
√
eδ (20)
for a number of measurements m as in (16). Condition on the event E4 that (20) holds. We have
by (the proof of) Lemma 3 that t→ h(t) is decreasing over the range t ∈ [Fm(r/3, q), Fm(5r/3, q)];
it follows that
|‖q‖2 − Λm(r,x)| ≤ max {|‖q‖2 − Λm(r/3, q)| , |‖q‖2 − Λm(5r/3, q)|}
and consequently
|‖x‖2 − Λm(r,x)| ≤ |‖x‖2 − ‖q‖2|+ |‖q‖2 − Λm(r,x)|
≤ |‖x‖2 − ‖q‖2|+ max{|‖q‖2 − Λm(r/3, q)| , |‖q‖2 − Λm(5r/3, q)|}
≤ ξ/4 + 2R√eδ. (21)
Finally, setting in (21)
ξ ≤ 4R√eδ (22)
we have
|‖x‖2 − Λm(r,x)| ≤ 3R
√
eδ. (23)
To obtain the probability bound in the theorem, select ξ = C2δr
√
r/R to satisfy both (19)
and (22). Then fix m ≥ C1R2r2 δ−2
(
log
(
2
ε
)
+ s log
(
nR
sδr
))
for some C1 large enough, as with this
choice the events Ei (i = 1, 2, 3, 4) hold simultaneously, with probability exceeding 1− 7ε. Finally,
set ε = 2 exp
(
− δ2r2
2C1R2
m
)
to get the condition m ≥ 2C1R2r2 δ−2s log
(
nR
sδr
)
. The full statement
of the theorem follows by replacing δ by δ/(5R) and r by 3r/5 (and adjusting C1 accordingly).
In particular, with the condition in the theorem and the substitution of δ by δ/(5R), (18) is
satisfied.
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As noted above, this method of norm estimation does not give us an estimate of the direction
x itself; it only yields an estimate of the norm. In order to recover x, we could easily combine the
estimated norm with an estimate of x/‖x‖2 recovered as in Proposition 1.
Corollary 12. Let x ∈ Rn be such that 0 < r ≤ ‖x‖2 ≤ R. Let δ > 0 and choose τ as in Theorem
10. Suppose we have m = m1 + m2 random Gaussian vectors and we collect m1 measurements of
the form yi = sign(〈ai, x〉 − τ), and m2 measurements yi = sign(〈ai, x)〉. Suppose Λ is calculated
from the m1 measurements as in Theorem 10 and let x
] be the solution to the optimization problem
in Proposition 1. If m1 ≥ C0δ−5R5
(
s log2(ns ) + log(C/ε)
)
and m2 ≥ 4pie2R4r2 δ−2 log(4/ε), then with
probability at least 1− ε it holds that ‖Λx] − x‖2 ≤ δ.
Proof. By Theorem 1, we use a convex optimization problem to obtain x] such that∥∥∥x] − x/‖x‖2∥∥∥
2
≤ δ
2
R
with probability at least 1 − ε/2, using only the first m1 ≥ Cδ−5R5(s log(2ns )) measurements.
With the remaining m2 ≥ CR,rδ−2 log(8/ε) measurements, we calculate Λ and have by Theorem
10 that with probability at least 1− ε/2, we have |‖x‖2 − Λ| ≤ δ2 . Hence, with probability at least
1− ε ≤ (1− ε/2)2, we have
‖Λx] − x‖2 ≤
∥∥∥Λx] − ‖x‖2x]∥∥∥
2
+
∥∥∥x]‖x‖2 − x∥∥∥
≤ δ/2 + δ‖x‖2/(2R)
≤ δ.
4 Numerical Experiments
Here we test the performance of the two proposed methods for one-bit compressive sensing with
norm estimation. In all experiments, we consider s-sparse vectors x ∈ Rn with n = 300 and s = 10
that are constructed by a uniform draw from the set S = {x : r < ‖x‖2 < R, ‖x‖0 < s} for
r = 10, R = 20. We estimate ‖x‖2 in two ways: (1) using the approximation ‖xˆ‖ produced as
in Theorem 4, and (2) using the Gaussian empirical cumulative distribution function (EDF) as
in Theorem 10 (Figures 1a, 2a). The first estimation method is referred to as PVaug, because it
precedes by applying an augmented version of the optimization problem (2) of Plan and Vershynin
[29] as in Theorem 4. In a second set of experiments, we estimate x itself, rather than just its norm
‖x‖2, with (1) xˆ as in Theorem 4 (PVaug), and (2) by partitioning the measurements into two sets,
estimating the norm using one set according to the EDF method described in Theorem 10, and
estimating the direction using the remaining measurements, as in Corollary 12. (Figures 1b, 2b).
In Figure 1 we plot recovery error for various values of m/n. Note that the oversampled regime
m > n, while uninteresting in classical compressive sensing setting (with no quantization), is still
potentially useful in the one-bit setting, particularly when measurements are fast or cheap relative
to finer quantization. For each value ofm/n we report the average error (over 40 trials) in estimating
each of x and ‖x‖2. The PVaug method outperforms the EDF method in the plotted regime, at
the cost of more computation time.
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Figure 1: Error of the reconstructed norm (left) and reconstructed signal (right) for values of the
number of measurements m. Here, τ is held at r. Results are averaged over 40 trials.
We also explore the effect of the choice of threshold τ on the accuracy of recovery for both
methods. In the EDF method, each measurement is quantized according to whether it is above
or below the same threshold τ . In the PVaug method, we consider for the same parameter τ the
thresholds bi ∼ N (0, τ2). In this case, the expected norm of b equals the norm of the threshold
vector τ = (τ, τ, ..., τ) used in the EDF method.
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Figure 2: Error of the reconstructed norm (left) and reconstructed signal (right), and for values of
the thresholding parameter τ relative to ‖x‖2. Here m/n=6. Results are averaged over 40 trials.
We expect reconstruction to be poor when τ is too large or too small relative to the true norm
of x. As τ goes to zero, the proportion of measurements yi that are −1, |{i:yi=−1}|m will approach 12
for either fixed τ or random N (0, τ2) thresholds. On the other hand as τ gets large |{i:yi=−1}|m will
go to 0 for the deterministically thresholded measurements, and to 12 for thresholds ∼ N (0, τ2).
The poor performance at these two extremes yields the U-shaped error graphs in Figure 2. We find
that the EDF method may slightly outperform the PVaug method at the optimal choice of τ , but
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that PVaug is more robust, its error increasing more gradually as τ is increased away from ‖x‖2.
5 Conclusions
We showed that norm recovery, while impossible from one-bit measurements sign(〈ai,x〉), is indeed
possible from one-bit measurements of the form sign(〈ai,x〉+ bi) for known nonzero bi and for ai
with i.i.d. standard Gaussian entries. We presented two methods for norm recovery, the first of
which also produces an estimate of x and uses randomly chosen bi, and the second of which uses
fixed, deterministic bi and produces estimates of ‖x‖2. In both cases, we present uniform guarantees
of accurate recovery (with high probability) given sufficient a number of measurements, provided
we have some prior upper bound (or upper and lower bound) for the norm of x.
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