In this paper, we consider a M AP/G/1 queue with MAP arrivals of negative customers, where there are two types of service times and two classes of removal rules: the RCA and RCH, as introduced in Section 2. We provide an approach for analyzing the system. This approach is based on the classical supplementary variable method, combined with the matrix-analytic method and the censoring technique. By using this approach, we are able to relate the boundary conditions of the system of differential equations to a Markov chain of GI/G/1 type or a Markov renewal process of GI/G/1 type. This leads to a solution of the boundary equations, which is crucial for solving the system of differential equations. We also provide expressions for the distributions of stationary queue length and virtual sojourn time, and the Laplace transform of the busy period. Moreover, we provide an analysis for the asymptotics of the stationary queue length of the M AP/G/1 queues with and without negative customers.
Introduction
During the last decade considerable attention has been paid to studying queueing systems with negative arrivals. When a negative customer arrives at the queue, it immediately removes one or more positive (ordinary or regular) customers if present. Since the introduction of the concept of negative customers by Gelenbe [13] , research on queueing systems with negative arrivals has been greatly motivated by some practical applications such as computer, neural networks, manufacturing systems and communication networks etc. In a computer network or a database, negative customers can represent viruses or commands to delete some transaction. In a neural network, negative and positive customers can represent inhibitory and excitatory signals, respectively. In a manufacturing system, negative customers can represent orders of demand. For a comprehensive analysis of queueing networks with negative arrivals, readers may refer to Chao, Miyazawa and Pinedo [10] and Gelenbe and Pujolle [17] . Also, Serfozo [39] provided a new approach in which negative arrivals appear under the terminology string transition which consists of a string of instantaneous subtractions or additions of units at the nodes.
Gelenbe [13] introduced negative arrivals to queueing networks and established the product form solution for an open queueing network. Subsequent papers have been published on this theme, among which, see, Gelenbe and Schassberger [18] , Henderson [24] , Gelenbe [14, 15] , Pitel [36] , Chao [9] , Gelenbe and Pujolle [17] , Artalejo and Gomez-Corral [3] , Chao, Miyazawa and Pinedo [10] , Serfozo [39] and Anisimov and Artalejo [1] . A recent review can be found in Artalejo [2] .
Harrison and Pitel [21] derived expressions for the Laplace transform of the sojourn time density in the M/M/1 queue with Poisson arrivals of negative customers. They [22] also obtained response time distributions for tandem G-networks. Other researchers considered the stationary workload for M/G/1 queues with negative arrivals. For example, Jain and Sigman [25] analyzed the case where a negative arrival removes all the customers in the system. They derived a Pollaczek-Khintchine formula. Boucherie and Boxma [8] studied a generalization in which a negative arrival removes a random amount of positive customers. Bayer and Boxma [7] discussed an M/G/1 queue in which positive customers are removed just after a service completion time.
Gelenbe, Glynn and Sigman [16] provided necessary and sufficient conditions for stability of single-server queues with negative arrivals. They illustrated that stability conditions connection makes the supplementary variable method, combined with the matrix-analytic method and the censoring technique, possible for solving a type of queueing models from which the boundary equations may be complicated to be solved connectionally. We illustrate the approach by applying the approach to a M AP/G/1 queue with negative customers. We provide expressions for the distributions of stationary queue length and virtual sojourn time, and the Laplace transform of the busy period. Moreover, we provide an analysis for the asymptotics of the stationary queue length of the M AP/G/1 queues with and without negative customers.
The rest of this paper is organized as follows. The model description is given in Section 
Model description
In this Section, we describe a M AP/G/1 queue with MAP arrivals of negative customers.
We consider a single-server FIFO queue with two types of independent arrivals, positive and negative. Positive arrivals correspond to customers who upon arrival, join the queue with the intention of being served and then leaving the system. At a negative arrival epoch, the system is affected if and only if customers are present.
Two Removing Rules: In this paper, we consider two different removal rules: i) The arrival of a negative customer removes all the customers in the system, and ii) the arrival of a negative customer removes one customer from the head of the system, including the customer being in service.
The Arrival Processes: We assume that the arrivals of both positive and negative customers are MAPs with matrix descriptors (C 1 , D 1 ) and (C 2 , D 2 ), respectively, where the infinitesimal generators C 1 +D 1 and C 2 +D 2 of sizes m 1 ×m 1 and m 2 ×m 2 , respectively, are irreducible and positive recurrent. Let θ 1 and θ 2 be the stationary probability vectors of C 1 +D 1 and C 2 +D 2 , respectively. Then λ 1 = θ 1 D 1 e and λ 2 = θ 2 D 2 e are the stationary arrival rates of positive and negative customers, respectively, where e is a column vector of ones of a suitable size.
The Service Times: We assume that the first customer to join the queue when the server is idle has the service time distribution given by B 0 (x) = 1 − exp − The model defined as above with the first removal rule (RCA) will be referred to as the RCA model/system and the model with the other removal rule (RCH) as the RCH model/system.
Remark 1
In some applications, the first customer to join the queue when the server is idle may have a different service time distribution. For example, a machine set-up time or warm-up time may be needed for starting the service, or a preparation time may be required to start a computer program after rebooting the system. [23] , the system with the RCE rule is studied by means of a different method from the models either the RCH rule or the RCA rule.
Remark 2 As shown in Harrison and Pitel
The method for analyzing the M/G/1 queue with the RCE rule is based on the Fredholm integral equations of the first kind. We believe that this is also true for the M AP/G/1 models with the RCE rule.
3 The differential equations and the solution for the RCA model In this section, we first introduce several supplementary variables to construct the differential equations for the RCA model. We then provide an approach for solving these equations. The crucial step of solving these equations is the connection of the boundary equations to a Markov chain of GI/G/1 type. The solution to the differential equations will be used to obtain interesting performance measures of the system in later sections.
Let N (t) be the number of customers in the system at time t, and let J 1 (t) and J 2 (t) be the phases of the arrivals of positive and negative customers at time t, respectively.
We define the states of the server as For t > 0, we define the random variable S (t) as follows: i) If I (t) = S, S (t) represents the elapsed service time received by a customer with the special service time up to time t. ii) If I (t) = G, S (t) represents the elapsed service time received by a customer with the regular service time up to time t. iii) If I (t) = 0, S (t) represents the elapsed time since the last service completion during a busy period up to time t. Then,
t ≥ 0} is a Markov process. Note that I (t) = 0 is equivalent to N (t) = 0, the state space of the process is expressed as
We write
It is easy to see that P 0 (x), P Sk (x) and P Gk (x) for k ≥ 1 are row vectors of size m 1 m 2 .
In this paper, it is convenient and necessary to use the Kronecker product A 1 ⊗ A 2 and Kronecker sum A 1 ⊕ A 2 of two matrices A 1 and A 2 . The following proposition will be used later and the proof was given in example 2.6 in Graham [19] .
Proposition 1 Let the sizes of the matrices A 1 and A 2 be m and n, respectively. Then
Consider the number N (t) of customers in the system at time t, the stability conditions of the system can be easily discussed in the same way as did in Jain and Sigman [25] .
In fact, since the arrival of a negative customer removes all the customers in the system, the arrival epochs of negative customers with the irreducible MAP descriptor (C 2 , D 2 ) form positive recurrent regenerative times of the system. Clearly, {N (t) , t ≥ 0} is a positive recurrent regenerative process with a unique stationary distribution. Therefore, the queueing system is stable.
If the RCA system is stable, then the system of stationary differential equations of the joint probability density {P 0 (x) , P Sk (x) , P Gk (x) , k ≥ 1} can be written as
The joint probability density {P 0 (x) , P Sk (x) , P Gk (x) , k ≥ 1} should satisfy the boundary conditions
and the normalization condition
In the remainder of this section, we provide an approach to solve the equations (1) to (10) . Throughout the rest of this paper, we denote by
It follows from (1) that
To solve the equations (2) to (5), we define
It follows from (2) and (3) that
which leads to
Similarly, it follows from (4) and (5) that
To obtain expressions of the coefficient vectors, P Sk (x) and P Gk (x) for k ≥ 1, of Q * S (z, x) and Q * G (z, x), we need to define the conditional probabilities of the MAP with matrix descriptor (C 1 , D 1 ) as
where K (t) denotes the number of arrivals of the MAP during [0, t). Let P (n, t) = (P i,j (n, t)) m 1 ×m 1 and P * (z, t) = ∞ n=0 z n P (n, t). Then it follows from Chapter 5 of Neuts [34] that
Substituting (14) into (12) and (13) gives
and
Clearly, all the probability vectors P Sj (0) = 0 for j ≥ 2 according to (8) and P S1 (0) can be determined from (11) and (7) as
Therefore
where
which is a stochastic matrix.
The equations (17) and (18) provide a solution for the system of differential equations
(1) to (5) . Furthermore, the boundary equations (6) to (9) will be used to determine the vectors P 0 (0) and P Gk (0) for k ≥ 1, which is rather complicated. To the end, we define
Then it follows from (6), (7), (16) and (18) that P G Λ = P G , where
Theorem 1
The matrix Λ is irreducible, stochastic and positive recurrent.
Proof According to the definition of
To prove that Λ is stochastic, we only need to check that
It is easy to see that
k e. By using Proposition 1, we can obtain
Note that
and the matrix L is stochastic, we obtain that
H k e = e. Similarly, we can prove that
is stochastic, H −2 e ≥ 0 and H −2 e = 0, the matrix
is strictly substochastic. Note that the matrix Λ is irreducible and stochastic, and the matrix
is strictly substochastic, thus Λ is positive recurrent (for example, see Corollary 1.3.1 of Neuts [33] ). This completes the proof.
Let (x 0 , x 1 , x 2 , · · · ) be the stationary probability vector of the matrix Λ. Then it follows from (19) that
where α is determined by (10) as α = 1
based on the censoring technique and the RG-factorization.
Note that Λ is a transition probability matrix of GI/G/1 type, the R-and G-measures play a key role in evaluating its stationary probability vector. For convenience, we restate some results about the R-and G-measures, which are needed in this paper. Readers may refer to Zhao [40] and Grassmann and Heyman [20] for details. Let
Q n . We use Q (1,1) , Q (1,·) and Q (·,1) to denote the (1, 1)st block, the first block-row and the first block-column of Q, respectively. We write
as
The sequence of matrices R 0,j and R j , j ≥ 1, referred to as the R-measure, can be expressed as
Note that the matrix Q is M/G/1 type, it follows from (17) and (18) in Li and Zhao [29] that
Remark 3 It is obvious from Neuts [34] that the matrix G is the minimal nonnegative solution to the matrix equation
i G i , which can be numerically computed. Since the matrix Φ 0 and the R-measure R j and R 0,j for j ≥ 1 can be expressed in terms of G, this illustrates that all the matrices Φ 0 , R j and R 0,j for j ≥ 1 can be numerically computed in principle.
The following lemma is useful for studying the generating function of the matrix sequence {R k }. is irreducible, and Re (µ j ) ≤ µ j 0 < 0 for j = j 0 . Since the eigenvalues of the matrix
Lemma 1 The matrix
Kronecker sum, for example, see 2.4 in Graham [19] ), the eigenvalue with largest real part of the matrix (
the eigenvalues of the matrix A * G (1) are
This implies that all the m 1 m 2 eigenvalues of the matrix
are not equal to zero, and so det (I − A * G (1)) = 0. Therefore, the matrix I − A * G (1) is invertible. This completes the proof. It follows from Theorem 11 of Zhao [40] that
is invertible according to Lemma 1, (28) 
Then it follows from (28) in Grassmann and Heyman [20] that
or
where T k * S k denotes the convolution of two matrix sequences {T k } and {S k }, and T n * k = T k * T (n−1) * k , n ≥ 2. We set T 0 * k = I. The following lemma is necessary for determining the crucial vector x 0 given in (30) .
Lemma 2
The transition probability matrix Ψ 0 of the censored Markov chain of Λ to level 0 is given by
Proof It follows from (20) in Zhao [40] that
by using (26) and the fact G i,0 = G 2,0 for i ≥ 2. It follows from (19) of Zhao [40] after correcting that
by using the fact G i,0 = G 2,0 for i ≥ 2. (32) and (33) imply
respectively, by applying (25) and (27) . Since the matrices I −
This completes the proof.
We now summarize the above discussion into the following theorem.
Theorem 2 For the stable RCA system, let π 0 be the stationary probability vector of the censored Markov chain Ψ 0 given in (31) . Then,
Remark 4 As discussed in this section, if the arrivals of positive customers are a batch Markov arrival process (BMAP) with matrix descriptor D
k , k ≥ 0 , refer to Lucantoni [30] , then the system of stationary differential equations of the RCA model can be similarly solved, while the only difference from the solving process in Section 3 is
Remark 5 For the M AP/G/1 queue with negative customers of the RCA rule, performance measures such as the queue length and the busy period (see the next section) can be numerically computed in a standard manner, once the vector sequence {x k , k ≥ 0} has been numerically obtained. We illustrate the steps for computing {x k , k ≥ 0} as follows:
Step 1 Compute the two matrix sequences {H k , k ≥ −2} and A
Step 2 Compute the minimal nonnegative solution G to the nonlinear matrix equation
using one of the available algorithms in the literature. Readers may refer to Neuts [34, 35] for details.
Step 3 Compute the R-measure {R 0,k } and {R k } according to (26) and (27), respectively.
Step 4 Compute the censored transition probability matrix Ψ 0 according to (31) , and compute the stationary probability vector π 0 by solving the system of equations π 0 Ψ 0 = π 0 and π 0 e = 1.
Step 5 Compute the vector x 0 according to (34) .
Step 6 Compute the vectors x k for k ≥ 1 according to (30) .
Performance measures of the RCA model
In this section, we consider three performance measures for the RCA model: The stationary queue length, the stationary virtual sojourn time and the busy period.
The stationary queue length
Note that N (t) is the number of customers in the system at time t, we write
Obviously,
Proof It follows from (11) that
and from (18) and (16) that
Remark 6
If the RCA model is stable and N = lim t→+∞ N (t), then
¿From (38) we can determine the moments of the stationary queue length N .
The virtual sojourn time
We denote by W (x) the stationary probability that a virtual positive customer, arriving at the queue at an arbitrary time, has to sojour at most a time x due to either its service completion or the arrival of a negative customer.
Let U and U 0 be the generic random variables of the two types of service times, or B (x) = P {U ≤ x} and B 0 (x) = P {U 0 ≤ x} .
We denote by U (E) and U (E) 0 the generic random variables for the equilibrium excess distributions with respect to U and U 0 , respectively. Then
Let T be the generic random variable of the interarrival time between two successive negative customers, and T (E) the generic random variables for the equilibrium excess distributions with respect to T . It is clear from Neuts [34] that
Let U and U k for k ≥ 2 be i.i.d. random variables. We write
and for n ≥ 1,
where we define
We denote by F (x) * G (x) the convolution of two functions F (x) and G (x) given by
We write F n * (x) = F (x) * F (n−1) * (x) for n ≥ 2 and define F 0 * (x) = 1.
Proof We only prove the first equation; the second one can be similarly proved.
it is easy to see from the above two equations that
Theorem 4
If the RCA model is stable, then
Proof A virtual positive customer finds that the system is in one of the following three states: 1) There are no positive customers in the system, 2) there are n − 1, n ≥ 2, positive customers in the system and the server is in special service, and 3) there are n − 1, n ≥ 2, positive customers in the system and the server is in regular service.
1) In this case, the positive customer that arrives receives special service immediately, hence its stationary virtual sojourn time in the system is min U 0 , T (E) .
2) In this case, the stationary virtual sojourn time has the distribution G n (x) by using the law of total probability.
3) In this case, the stationary virtual sojourn time has the distribution F n (x).
Combining the above three cases and using (39), (40) and (41), we obtain
Simple manipulations to the above equation complete the proof.
The busy period
We now provide an analysis of the busy period of the RCA model. The approach used in the analysis can be also applied to study the first passage times of other stochastic models.
To study the busy period, we introduce a new absorbing state 0 and modify the Markov process defined in Section 3 in the following way: Whenever the process visits state (0, j 1 , j 2 , x), it is absorbed into state 0. We study the absorbing time of the modified process, given that it starts from the state set {(S, 1, j 1 , j 2 , 0) :
with probability vector θ 0 of size m 1 m 2 . A similar analysis to the equations (2) to (5) and (7) to (9) can be used to obtain the following differential equations:
the boundary conditions:
and the initial conditions:
Then it follows from (42), (43) and (46) that
Hence,
It follows from (44) and (45) that
Clearly, P Sk (s, x) is explicitly expressed by the given information while P Gk (s, x) is explicitly expressed by both the given information and the vectors P Gj (s, 0) for 1 ≤ j ≤ k, where P Gj (s, 0) can be determined by the boundary condition (47). It follows from (47) that
Substituting (50) and (51) into (52) leads to
To solve equation (53), we consider a Markov renewal process of M/G/1 type whose transition probability matrix is defined by
Q n * (x). Denote by Q (1,1) (x) and Q (·,1) (x) the (1, 1)st block-entry and the first block-column of Q (x), respectively. We define
Proof (55) is obvious. We need to prove (54) and (56).
we obtain
which is (54).
It follows from the definition of R j (x) that
Hence, the right hand side of (56) is
Proof It follows from (54) and (55) that
Using (58) and (59) 
Proof We only prove (60), while (61) and (62) can be similarly proved.
Then,
Thus, we obtain
Let B be the absorbing time of the modified process, given that it starts from the state set {(S, 1, j 1 , j 2 , 0) : 1 ≤ j 1 ≤ m 1 , 1 ≤ j 2 ≤ m 2 } with probability vector θ 0 . We write
Proof By using the supplementary variable method we can obtain
we only need to compute Q * G (s, 1, 0). 
¿From (63), (64) and (65) we complete the proof.
It is easy to see from Theorem 5 that
Remark 7
The busy period of the RCA model is the absorbing time in Theorem 5 with initial probability vector
The RCH model
In this section, the approach composed of Sections 3 and 4 for analyzing the RCA model can be used to discuss the RCH model.
By means of a stochastic comparison between the RCH system and the corresponding system without negative customers, it follows from Variation 3 in Neuts [34] (pp. 3) that if ρ = λ 1 µ < 1, then the RCH system is stable. Refer to Sections 3 and 4 for details on the notation. Then, {I(t), N (t), J 1 (t) , J 2 (t) , S (t) :
t ≥ 0} is a Markov process with state space Ω. When the RCH model is stable, the differential equations of the joint probability density {P 0 (x) , P Sk (x) , P Gk (x) , k ≥ 1} are the same equations as given in (1) to (5). The difference from the RCA model lies in the boundary conditions, which are given by
The normalization condition is given by
Remark 8 In (66) to (69), the terms
for k ≥ 1 correspond to the event in which the arrival of a negative customer removes the customer being in service.
Based on the equations (1) to (5), we can obtain the same expressions for P 0 (x), P Sk (x) and P Gk (x) as given in (11), (15) and (16) . Substituting (11), (15) and (16) into the boundary equations (66) to (69) leads to P SG ∆ = P SG , where
Theorem 6 The matrix ∆ is irreducible and stochastic. If ρ < 1, then ∆ is positive recurrent.
Proof It is clear that ∆ is irreducible. We need to prove that i) ∆ is stochastic, and ii) ∆ is positive recurrent under the assumptions ρ < 1. Since the proof is similar to that of Theorem 1, we omit some details here.
A k e = e and ∞
k=0
A k e = e.
Since Le = e, it is obvious that H 1 e = e. Note that
A k e, we show that
The proof is completed by noting that
ii) Simple computations lead to
be the stationary probability vector of the matrix A. Then π 1 = 0 and π 2 = π, where π is the stationary probability vector of the matrix kA k e, hence,
which is equivalent to ρ < 1.
Let (x 0 , x S1 , x G1 , x S2 , x G2 , x S3 , x G3 , · · · ) be the stationary probability vector of the matrix ∆. Then it follows from the equation P SG ∆ = P SG that
where α is determined by (70) as α = 1
Now, we express (x 0 , x S1 , x G1 , x S2 , x G2 , x S3 , x G3 , · · · ) in terms of the matrix G, which is the minimal nonnegative solution to the matrix equation
Note that ∆ is a transition probability matrix of M/G/1 type, we can express the Rand G-measures in terms of the matrix G as follows. Let
Q n . We denote by Q (1,1) the (1, 1)st block of Q. We define
the G-measure, consisting of the sequence of matrices G, G i,0 for i ≥ 1, is given by
and the R-measure, consisting of the sequence of matrices R 0,j and R j for j ≥ 1, is given by
Since the transition probability matrix of the censored Markov chain of ∆ to level 0 is given by
the vector x 0 can be determined by means of (34) . The generating function of the row
It follows from (73) that
We summarize the above discussion by the following theorem.
Theorem 7
If the RCH model is stable, then the distribution of the stationary queue length is given by
Remark 9 For the RCH model, the busy period can be obtained similarly to Theorem 5.
However, the stationary virtual sojourn time is more complicated than that in Theorem 4.
Remark 10 Harrison and Pitel [23] provided an effective method of equivalently modifying service time distribution for dealing with the RCH model with Poisson arrivals of positive and negative customers. However, this method seems not suitable for the RCH model studied in this paper, since the memoryless property of Poisson arrivals is no longer true for the MAP arrivals of negative customers here.
Comparison of tails
In this section, we show that the stationary queue length of the RCA model is light-tailed while that of the same model without negative customers may be heavy-tailed. We provide a necessary and sufficient condition to guarantee the heavy tail.
To discuss the light and heavy tails, according to Embrechts, Klüppelberg and Mikosch [12] we first give the following definition. C k is irreducible, based on Theorem 6.1 in Seneta [38] a simple method for classifying the tail of the sequence {C k } of nonnegative matrices is as follows: {C k } is light-tailed if and only if φ C > 1, and therefore, {C k } is heavy-tailed if and only if φ C = 1, where φ C is the convergence radius of the matrix generating function
The following lemma is useful for analyzing the tail of the stationary queue length in this section.
Lemma 7
Suppose that for j = 1, 2, the matrices C j have strictly negative diagonal entries and nonnegative off-diagonal entries, C j are invertible,
and C j + D j are irreducible.
i) If φ is the convergence radius of the matrix function
, where F (x) is a probability distribution function, then φ > 1.
ii) Let φ be the convergence radius of the matrix function
where F (x) is a probability distribution function, then φ = 1 if and only if F (x) is heavy-tailed, .
Proof Let γ (z) be the eigenvalue with largest real part of the matrix C 1 + zD 1 .
Under the assumptions on the matrices C 1 and D 1 , we first prove that γ (z) is strictly increasing for z ≥ 0.
Let ξ = max
is the ith diagonal entry of C 1 . Then, ξ > 0.
We write P = I + i) We first prove the first part of this lemma. Note that
and M 0 exp {(C 1 + zD 1 ) ⊕ C 2 x} dF (x) < +∞ for any given M ∈ (0, +∞) and z ∈ (0, +∞), we only need to study the convergence radius of the function
for the asympototics of the matrix function exp {C 2 x} we need to discuss two following cases:
For the matrix C 2 , there exists an invertible matrix S such that
which is the Jordan canonical form of the matrix C 2 . We denote by n i the size of the Jordan submatrix J i for 1 ≤ i ≤ r. It is clear that n 1 + n 2 + · · · + n r = m 2 .
Subcase I The geometric multiplicity of the eigenvalue −λ with largest real part of the matrix C 2 is equal to one. In this case, there exists an ε > 0 such that as x → +∞,
where −λ < 0 and
with w n 1 +n 2 +···+n k = 1 if J k = −λ for 1 ≤ k ≤ r, and w i = 0 otherwise. It is clear that the matrix W is not equal to zero. Therefore, we obtain that as x → +∞ and M → +∞,
Clearly, f (z) = −λ + γ (z) is the eigenvalue with largest real part of the matrix −λI + C 1 + zD 1 . Since f (1) = −λ < 0 and f (z) is continuous and strictly increasing for z ≥ 0, there always exists a point z 0 > 1 such that f (z 0 ) = −λ + γ (z 0 ) < 0. Hence,
Therefore, φ ≥ z 0 > 1.
Subcase II The geometric multiplicity of the eigenvalue −λ with largest real part of the matrix C 2 is equal to κ with κ ≥ 2. In this case, Since the geometric multiplicity of the eigenvalue −λ with largest real part of the matrix C 2 is equal to κ, there exists a Jordan submatrix J i 0 of size κ × κ whose diagonal elements are all −λ. Note that
Therefore, we obtain
Then the matrix W is finite and non-zero according to that
if either the diagonal elements of the Jordan submatrix J i are not equal to −λ or the size of the Jordan submatrix J i is smaller than κ, and that lim x→+∞ exp {J i x}
for an arbitrary given a > 0, there exists a sufficiently small positive number δ < λ such that x κ ≤ exp {δx} for x > M , where M is large enough. Therefore, for z ≥ 0 and
Then we obtain φ δ > 1 by using a similar analysis to Subcase I. It is easy to see that (74) implies φ ≥ φ δ , thus φ > 1.
ii) We now prove the second part of this lemma. Since
it follows from a standard result in complex analysis (for example, see Theorem 17.13 in
Markushevich [32] ) that z = φ is a singular point of
since γ (z) is continuous and strictly increasing for z ≥ 0. Let u (z 0 ) be the left PerronFrobenius eigenvector of the nonnegative matrix ξP
is heavy-tailed, we would obtain
Hence, there would exist at least one entry of exp {γ (z 0 ) x} dF (x) < +∞. By using the Perron-Frobenius theorem we would obtain
It is clear that φ ≥ z 0 > 1. This leads to a contradiction to the assumption φ = 1.
Therefore, F (x) is heavy-tailed. This completes the proof.
Based on the lemma, we now prove that the stationary queue length of the RCA model is light-tailed, no matter whether two types of service times are light-tailed or heavy-tailed.
We denote by φ A , φ H , φ R and φ R 0 the convergence radii of the matrices A * G (z), H * (z), R * (z) and R * 0 (z), respectively. Then, we have the following relations among the convergence radii.
Proof It is obvious from (28) that φ R = φ A . We need to prove φ R 0 = φ H .
To prove φ R 0 = φ H , we need a Wiener-Hopf equation as in Zhao [40] . For the RCA model, the Wiener-Hopf equation is given by
Hence, we obtain
We now consider the following two cases:
In this case, since I − Φ 0 and zI − G are invertible for z > 1, it is obvious
ii) φ H = 1. In this case, H * (1 + δ) is infinite for any δ > 0. Suppose that φ R 0 > 1. This leads to a contradiction. Hence, φ R 0 ≤ φ H = 1. On the other hand, since R * 0 (1) is finite, φ R 0 ≥ φ H = 1. Therefore, we obtain that φ R 0 = φ H = 1. 
we obtain φ T G = φ A > 1. Similarly φ T S = φ H > 1. As a summary, we have all φ R 0 > 1, φ R > 1, φ T G > 1, φ T S > 1 and η > 1. Hence, φ N = min {φ R 0 , φ R , φ T S , φ T G , η} > 1.
Therefore, the stationary queue length {q k } is light-tailed.
In what follows we discuss the tail of the stationary queue length for the RCA model without negative customers, that is, C 2 = D 2 = 0. Clearly, this model becomes the M AP/G/1 queue with two types of service times. We provide a necessary and sufficient condition under which this system is heavy-tailed.
If C 2 = D 2 = 0, then by using the results of Sections 3 we obtain P 0 (x) = P 0 (0) exp {C 1 x} ,
P Gj (0) P (k − j, x) B (x) , k ≥ 1.
Let P G = (P 0 (0) , P G1 (0) , P G2 (0) , P G3 (0) , · · · ) . It is easy to see that
where φ 0 and φ are the convergence radii of 
Remark 11
Readers may refer to Asmussen, Klüppelberg and Sigman [5] and Asmussen and Møller [6] for information about a counterpart of Theorem 9 for the classical M/G/1 queue.
