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Abstract. We use point processes theory to describe the asymp-
totic distribution of all upper order statistics for observations col-
lected at renewal times. As a corollary, we obtain limiting theorems
for corresponding extremal processes.
1. Introduction
The maximum of a random number of random variables has been
studied for decades. The basic problem is to understand the distribu-
tion of
M(t) = max
i=1,...,τ(t)
Xi ,
for an iid sequence (Xn) and random variables τ(t), t ≥ 0, which are
typically modeled by a renewal process. The earliest references are
[10, 4, 3], see also [17, 2] for extensions and applications in engineering.
More recently, [12] and [13] studied the convergence of the process
(M(t)) towards an appropriate extremal process. A general treatment
of extremal processes with random sample size can be found in [18, 19].
From practical perspective, it is frequently important to understand
the distribution of all the extreme observations and not merely the
maximum. Thus, we aim to explain the limiting behaviour of all large
values in the sequence (Xn), which arrive before a given time t. To do
that, we rely on the theory of point processes. Such an approach seems
to be entirely new in this context. It does not only yield more general
results, but we believe, it provides a better insight into why previously
established results actually hold.
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Throughout (τ(t)) represents the renewal process generated by an
iid sequence of nonnegative random variables (Yn), i.e.
(1) τ(t) = inf{k : Y1 + · · ·+ Yk > t} , for t ≥ 0 .
Moreover, we assume that the distribution of X1 belongs to the maxi-
mum domain of attraction (MDA for short) of one of the three extreme
value distributions, denoted by G. Because of the correspondence be-
tween MDA’s of Fre´chet and Weibull distributions, we discuss only
Gumbel and Fre´chet MDA’s in detail (see subsection 3.3.2 in [6]). Re-
call that X1 ∈ MDA(G) means that for some sequences (an) and (bn)
nP (X1 > anx+ bn)→ − logG(x) ,
as n → ∞, for each real x such that G(x) ∈ (0, 1). This is further
equivalent to (Mn − bn)/an
d
−→ G , as n→∞, where Mn = max{Xi :
1 ≤ i ≤ n} denotes the partial maxima of the iid sequence (Xn).
Typically, one also assumes that (τ(t)) is independent from sequence
of observations (Xn).
The partial maximum of (Xn) governed by τ(t) is defined as
M τ (t) = sup{Xi : i ≤ τ(t)} .
If the steps of the renewal process have finite mean, that is, if µ =
EY ∈ (0,∞), for iid Xn’s, we know that the partial maxima governed
by the renewal process behave as if they were observed at deterministic
times. In other words
(2)
M τ (t)− b⌊t/µ⌋
a⌊t/µ⌋
d
−→ G ,
as t → ∞. Intuitively, one could say that M τ (t) behaves as M⌊t/µ⌋.
Moreover, this holds irrespective of dependence between (τ(t)) and the
observations. For the renewal process with infinite mean, but with
regularly varying steps, one can still determine the asymptotic distri-
bution of the maximum, see [4]. In such a setting, the convergence of
(M τ (t)) was shown at the level of stochastic processes, see [12, 13]. In
the rest of the paper we show how one can move beyond the maxima
and extend those results to all upper order statistic in both finite and
infinite mean case.
The paper is organised as follows: notation and auxiliary results are
introduced in section 2. In section 3, we consider the finite mean case
in detail, while the problem when interarrival times have infinite mean
and are independent of observations will be studied in section 4.
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2. Auxiliary point processes
As already mentioned in the introduction, we assume that the dis-
tribution of X1 belongs to the MDA(G) where G is Gumbel (G = Λ)
or Fre´chet (G = Φβ, for β > 0) distribution. In particular, there exist
functions a(t) and b(t) such that
(3) tP (X1 > a(t)x+ b(t))→ − logG(x) ,
as t→∞ (cf. [15]). Throughout the article we consider point processes
of the form
(4) Nt =
∑
i≥1
δ(i/g(t),Xt,i) ,
for a nondecreasing function g : (0,∞) → (0,∞) tending to +∞ as
x→∞, with
(5) Xt,i =
Xi − b(g(t))
a(g(t))
,
where scaling and centering functions a(t) and b(t) are given in (3).
In the sequel we will allow the function g to depend on the tail of
the step size distribution. However, for iid observations (Xn), it is
well known that X1 ∈ MDA(G) is both necessary and sufficient for
weak convergence of (Nt). Moreover, the limiting point process, N
say, is a Poisson random measure (PRM) with mean measure λ × µG
(PRM(λ × µG) for short), where λ denotes the Lebesgue measure
and µG represents the measure induced by the nondecreasing func-
tion logG. Observe that Nt take value in the space of Radon point
measures Mp([0,∞) × E), with E depending on G. For instance, in
the Gumbel MDA, with G = Λ, E = (−∞,∞] and the measure µG
satisfies µG(x,∞] = e
−x for x ∈ R. In the Fre´chet MDA, with G = Φα,
E = (0,∞] and the measure µG satisfies µG(x,+∞] = x
−α for every
x > 0. For the Weibull case and the definition of vague topology on
the space of point measures Mp([0,∞)× E) we refer to [15].
Since the distribution of point processes Nt contains the information
about all upper order statistics in the sequence (Xn), our plan is to
show the convergence of point processes Nt restricted to time intervals
determined by a renewal process. An application of the continuous
mapping theorem together with Proposition 3.13 in [15] yields the fol-
lowing simple result, which plays an important role in the sequel.
Lemma 1. Assume that N, (Nt)t≥0 are point processes with values in
Mp([0,∞)× E), for a measurable subset E of R
d. Assume further that
Z, (Zt)t≥0 are R+-valued random variables. If P (N({Z}×E) > 0) = 0
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and
(6) (Nt, Zt)
d
−→ (N,Z) ,
as t→∞, then
Nt
∣∣∣
[0,Zt]×E
d
−→ N
∣∣∣
[0,Z]×E
,
as t→∞.
By m|A above we denote the restriction of a point measure m on a
set A, i.e. m|A(B) = m(A ∩ B).
Clearly, the joint convergence in (6) follows at once from Nt
d
→ N
and Zt
d
→ Z if the limit Z is a constant or if Nt and Zt are independent.
In the sequel we consider Zt as a passage time of a renewal process, that
is Zt will be determined by the suitably normalised random variable
τ(t). In such a setting, the treatment of the joint convergence in (6)
depends on the mean of interarrival times. In the finite mean case the
convergence follows easily, while in the infinite mean case things get
more complicated. However, if the steps (Yn) are regularly varying with
index α ∈ (0, 1) (cf. [2, 11, 13]) and independent of the observations,
the limiting distribution of the upper order statistics can be determined
precisely as we show below.
3. Observations governed by a finite mean renewal
process
The finite mean case is well understood, still Theorem 2 below rep-
resents a generalization of the previously published results to the point
processes setting, which allows one to describe the joint limiting distri-
bution of all the upper order statistics.
Recall that (τ(t)) is the renewal process generated by an iid sequence
of nonnegative random variables (Yn). In this section we assume that
µ = EY1 < ∞. By the strong law of large numbers (SLLN) it follows
that for every c ≥ 0,
(7)
µ τ(tc)
t
a.s.
−→ c ,
as t → ∞ (see [8]). In this setting, the normalizing function g in the
definition of point process Nt (see (4)) is simply g(t) = t/µ, that is we
set
Nt =
∑
i≥1
δ( i
t/µ
,Xt,i)
,
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with Xt,i defined as in (5). Applying Lemma 1 to Nt and Zt = µτ(tc)/t,
one can show the following theorem which describes asymptotic be-
haviour of all the upper order statistics in the sequence (Xn) until the
passage time τ(t). In particular, the statement (2) is its immediate
consequence.
Theorem 2. Suppose (Xn) is an iid sequence such that X1 ∈ MDA(G).
If µ = EY1 <∞, then, for every c ≥ 0,
Nt
∣∣∣
[0,µτ(tc)t ]×E
d
−→ N
∣∣∣
[0,c]×E
,
as t → ∞, where N is PRM(λ × µG) and the measure µG and set E
correspond to G as described in section 2.
Proof. The assumption X1 ∈ MDA(G) is equivalent to Nt
d
−→ N as
t→∞, where N is PRM(λ×µG). Due to the assumption µ <∞, using
(7) and Slutsky’s theorem (see Theorem 3.9 in [5]), one can conclude
that (
Nt,
µ τ(tc)
t
)
d
−→ (N, c) ,
as t→∞, for every c ≥ 0. The convergence takes place inMp([0,∞)×
E) × R+ endowed with the product topology i.e. topology of vague
convergence of point measures and standard topology on R+ generated
by the open intervals. At the end, an application of Lemma 1 to Zt =
µτ(tc)/t yields the desired result. 
Note that Theorem 2 makes no restriction on dependence between
the sequences (Xn) and (Yn). One consequence of Theorem 2 is the
joint limiting distribution of all upper order statistics. As an example
we derive the joint distribution for the largest and the second largest
observation. Let M τk (t), for k ∈ N and t > 0, represents the k-th upper
order statistics in a sample of observations {X1 . . . , Xτ(t)}. Clearly, for
real x1 > x2 and c > 0, it holds
P (M τ1 (tc) ≤ a(t/µ)x1 + b(t/µ),M
τ
2 (tc) ≤ a(t/µ)x2 + b(t/µ))
= P
(
Nt
([
0,
τ(tc)
t/µ
]
× (x1,∞]
)
= 0, Nt
([
0,
τ(tc)
t/µ
]
× (x2,∞]
)
≤ 1
)
.
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Therefore, by Theorem 2, as t→∞, we get
P (M τ1 (tc) ≤ a(t/µ)x1 + b(t/µ),M
τ
2 (tc) ≤ a(t/µ)x2 + b(t/µ))
→ P
(
N([0, c]× (x2,∞]) = 0
)
+P
(
N([0, c]× (x1,∞]) = 0, N([0, c]× (x2, x1]) = 1
)
= e−cµ(x2,∞] + cµ(x2, x1]e
−cµ(x2,∞] .
Another direct consequence of Theorem 2 and (7) is the functional
limit theorem for corresponding extremal processes. A partial results
in this direction appears in [13] where only the convergence of the one–
dimensional distributions is proved. For t > 0, consider the random
time changed extremal process
(8) ξt(s) =
M τ (ts)− b(t/µ)
a(t/µ)
, s > 0 .
Recall that an extremal process (see [15]) generated by an extreme
value distribution function G (G-extremal process, for short) is a con-
tinuous time stochastic process {ξ(s), s > 0} with finite dimensional
distributions Gs1,...,sk satisfying
Gs1,...,sk(x1, . . . , xk) = G
s1(∧ki=1xi)G
s2−s1(∧ki=2xi) · · ·G
sk−sk−1(xk) ,
for all choices of k ≥ 1, 0 < s1 < · · · < sk, xi ∈ R, i = 1, . . . , k. In
the proofs of Corollaries 3 and 5 we will use the functional which maps
point measures to the space of ca`dla`g functions and is given by
(9) T1
(∑
k
δ(τk ,yk)
)
(t) =
∨
τk≤t
yk .
Nice thing is that T1 is a.s. continuous with respect to the distribution
of N in Theorem 2 (see [15, p.214] for more details).
Corollary 3. Assume that the assumptions of Theorem 2 hold. Then,
as t→∞, we have
(ξt(s))s>0
d
−→ (ξ(s))s>0 ,
in D((0,∞),R) with J1 topology, where (ξt(s))s>0 is defined in (8) and
(ξ(s))s>0 is G-extremal process.
Proof. Observe that by Theorem 2.15 and Proposition 1.17 in [9, Ch.
VI], from (7), we get (µ τ(tc)/t)c>0
a.s.
−→ (c)c>0 , as t→∞, in the local
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uniform topology. Therefore, under the assumptions of Theorem 2, by
Slutsky’s theorem, we obtain the following joint convergence(
Nt,
(
µ τ(tc)
t
)
c>0
)
d
−→ (N, (c)c>0) ,
as t → ∞. This convergence takes place in the space Mp([0,∞) ×
E) × D(0,∞) endowed with the product topology of vague and local
uniform topology. From here, an application of functional T1 given
by (9) to the first coordinate and then Theorem 4 from [18] yields the
statement. 
4. Observations governed by an infinite mean renewal
process independent of observations
Throughout this section, we suppose that the renewal steps Y have
regularly varying distribution of infinite mean with index α ∈ (0, 1). In
such a case, it is well known (see [7]) that there exists a strictly positive
sequence (dn) such that
d−1n (Y1 + · · ·+ Yn)
d
−→ Sα ,
where random variable Sα has the stable law with the index α, scale
parameter σ = 1, skewness parameter β = 1 and shift parameter µ = 0.
In particular, Sα is strictly positive a.s. The sequence (dn) can be
chosen such that
(10) n(1− FY (dn))→ 1 ,
as n → ∞, where FY denotes cdf of Y1. If we denote d(t) = d⌊t⌋, for
t ≥ 0, with d0 = 0 and T (t) =
∑⌊t⌋
i=1 Yi , then the function d is regularly
varying with index 1/α and
(11)
(
T (tc)
d(t)
)
c≥0
d
−→ (Sα(c))c≥0 ,
as t → ∞, in a space of ca`dla`g functions D[0,∞) endowed with Sko-
rohod J1 topology (see [20] or [14]). The limiting process (Sα(c))c≥0 is
an α–stable process with strictly increasing sample paths.
Recall that for a function z ∈ D([0,∞), [0,∞)) the right continuous
generalised inverse is defined by the relation
z←(u) = inf{s ∈ [0,∞) : z(s) > u} , u ≥ 0 .
According to [16], there exists a function d˜ which is an asymptotic
inverse of d, that is
(12) d(d˜(t)) ∼ d˜(d(t)) ∼ t ,
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as t → ∞. Moreover, d˜ is regularly varying function with index α.
From (10) one can show d(t) ∼ (1/(1− FY ))
← (t) , therefore
(13) d˜(t) ∼
1
1− FY
(t) .
Denote by
Wα(c) = inf{x : Sα(x) > c} = S
←
α (c) , c ≥ 0 ,
the first hitting-time process of the process (Sα(t))t≥0. Now, Theorem
7.2 in [21] (cf. [14, p. 266]) together with (11) and (12) implies
(14)
(
τ(tc)
d˜(t)
)
c≥0
d
−→ (Wα(c))c≥0 ,
in D([0,∞), [0,∞)) endowed with J1 topology, where τ(c) = T
←(c)
(see (1)). For an α–stable process Sα and a fixed c ≥ 0, the hitting-
time Wα(c) has the Mittag-Leffler distribution (see e.g. [2])
If we assume independence between sequences (Xn) and (Yn), the
application of Lemma 1 becomes relatively straightforward. In this
subsection, the definition of point process Nt induced by the sequence
(Xn) is changed, since different normalization of the process (τ(c)) is
needed in (14). Namely, for t > 0 we define
Nt =
∑
i≥1
δ( i
d˜(t)
,X˜t,i
) ,
where X˜t,i is defined by
(15) X˜t,i =
Xi − b˜(t)
a˜(t)
,
with a˜(t) := a(d˜(t)), b˜(t) := b(d˜(t)) and a(t), b(t), d˜(t) defined in (3)
and (13). The following theorem describes the asymptotic behaviour of
all upper order statistics in the sequence of observations (Xn) separated
by regularly varying waiting times of infinite mean and independent of
observations (Xn).
Theorem 4. Suppose that (Xn) and (Yn) are independent iid sequences
such that X1 ∈ MDA(G), Y1 ∼ RegVar(α) with 0 < α < 1. Then, for
every c ≥ 0
(16) Nt
∣∣∣[
0, τ(tc)
d˜(t)
]
×E
d
−→ N
∣∣∣
[0,Wα(c)]×E
,
as t → ∞, where N is PRM(λ × µG) independent of the process
(Wα(c))c≥0 distributed as in (14).
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Proof. Since X1 ∈ MDA(G) and d˜(t)ր∞ as t→∞, (3) is equivalent
to Nt
d
−→ N as t → ∞, where N is PRM(λ × µG) (see Proposition
3.21 in [15]). Using (14) and the assumption of independence between
processes (Nt) and (τ(t))t≥0, we obtain
(17)
(
Nt,
(
τ(tc)
d˜(t)
)
c≥0
)
d
−→ (N, (Wα(c))c≥0) ,
as t→∞. Hence, for fixed c ≥ 0, we have(
Nt,
τ(tc)
d˜(t)
)
d
−→ (N,Wα(c)) ,
and, application of Lemma 1 yields the desired result. 
Direct consequence of Theorem 4 is the asymptotic behaviour of
the k-th upper order statistics in a sample indexed by the renewal
process (τ(t)). Recall thatM τk (t), t ≥ 0 represent the k-th upper order
statistics in a sample of observations {X1 . . . , Xτ(t)}, where (τ(t))t≥0 is
the renewal process. Since{
M τk (t)− b˜(t)
a˜(t)
≤ x
}
=
{
Nt
([
0,
τ(t)
d˜(t)
]
× (x,∞]
)
≤ k − 1
}
,
from (16) we obtain
P
(
M τk (t) ≤ a˜(t)x+ b˜(t)
)
→ P
(
N
(
[0,Wα(1)]× (x,∞]
)
≤ k − 1
)
= E
(
Γ(k,Wα(1)µG(x,∞])
Γ(k)
)
,
as t → ∞, where Γ(k, x) is an incomplete gamma function (see [1]).
For k = 1, i.e. for the partial maxima of the first τ(t) observations, the
result first appears in [4] (cf. Theorems 2.1, 2.2 and 2.3 in [4]).
Using the approach presented in this section we can easily recover the
functional limit theorem for a random time changed extremal processes
derived in [12]. For a fixed t > 0, we consider the following extremal
process
(18) ξ˜t(s) =
M τ (ts)− b˜(t)
a˜(t)
, s > 0 ,
where a˜(t) and b˜(t) are defined in (15). Clearly, the process (Wα(c))c>0
has nondecreasing sample paths. Thus, for aG-extremal process (ξ(s))s>0
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independent of the process (Wα(c))c>0, a subordinated process
(19) (ξ˜W (s))s>0 = (ξ(Wα(s)))s>0 ,
is well defined and nondecreasing as well. Once again, an application
of T1 functional (see (9)) to (17) and Theorem 4 from [18] yields the
following result.
Corollary 5. Under the assumptions in this section, as t → ∞, we
have
(ξ˜t(s))s>0
d
−→ (ξ˜W (s))s>0 ,
in D((0,∞),R) with J1 topology, where ξ˜t(·) and ξ˜W (·) are defined in
(18) and (19), respectively.
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