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Resumen
El proyecto de investigacio´n Agentes inte-
ligentes en ambientes dina´micos que esta´ fi-
nanciado por la Universidad Nacional del Co-
mahue, tiene como objetivo general el estudio
y desarrollo de te´cnicas de Inteligencia Artifi-
cial para dotar de inteligencia y conocimiento
a agentes inmersos en mundos virtuales, in-
teractivos y dina´micos.
El proyecto tiene diferentes l´ıneas de in-
vestigacio´n entre las que se encuentran pla-
nificacio´n, tecnolog´ıas del lenguaje humano,
ingenier´ıa de conocimiento y juegos.
El presente trabajo se enmarca en la l´ınea
planificacio´n. El objetivo final es desarrollar
un mo´dulo de tratamiento y gestio´n de me-
tas para maximizar las caracter´ısticas de au-
tonomı´a de un agente planificador en un am-
biente dina´mico.
Palabras Clave: Agentes Inteligentes,
Planeamiento, Planificacio´n Continua,
Tratamiento de Metas.
Contexto
Este trabajo esta´ parcialmente financiado
por la Universidad Nacional del Comahue,
en el contexto del proyecto de investigacio´n
Agentes inteligentes en ambientes dina´micos
(04/F006).
El proyecto de investigacio´n tiene prevista
una duracio´n de cuatro an˜os, desde enero del
2013 hasta diciembre de 2016.
1. Introduccio´n
En todo ambiente relevante, el dinamis-
mo del entorno provoca, usualmente, que los
agentes deban adaptarse a nuevas situacio-
nes y resolver problemas impredecibles para
poder alcanzar los objetivos finales. Por otra
parte, los agentes suelen tener restricciones
de tiempo para adecuarse a los cambios cons-
tantes en el entorno en el que actu´an.
Por esta razo´n, se requiere el estudio de di-
ferentes te´cnicas para desarrollar agentes in-
teligentes planificadores, a fin de determinar
cua´les se adaptan de manera ma´s adecuada
a ambientes dina´micos, donde el tiempo de
respuesta es cr´ıtico.
Un agente planificador en un ambiente to-
talmente observable o determin´ıstico puede
establecer con anticipacio´n el orden de las
acciones a ejecutar para alcanzar las me-
tas deseadas. Sin embargo, en los ambientes
dina´micos suelen presentarse situaciones que
afecten a la meta u objetivo perseguido por
el agente. Ante estas situaciones imprevistas,
por ejemplo si la meta se vuelve obsoleta, el
agente podr´ıa intentar realizar algu´n tipo de
tratamiento sobre el objetivo o meta original.
La Planificacio´n Continua[10] es considera-
da una alternativa para trabajar en ambien-
tes no determin´ısticos o cambiantes. Bajo es-
ta alternativa, el agente se encuentra en un
entorno dina´mico formulando nuevas metas,
planificando y actuando de manera constan-
te. Un planificador continuo como el propues-
to en [7] brinda al agente un comportamiento
tanto deliberativo como reactivo, dependien-
do de la situacio´n.
El estudio de estrategias de tratamiento de
metas para agentes planificadores en ambien-
tes dina´micos resulta de particular intere´s.
El objetivo que se persigue es optimizar la
respuesta del agente frente a eventos inespe-
rados y, de esta manera, maximizar las ca-
racter´ısticas de autonomı´a del agente y de
adaptacio´n al ambiente en que interactu´a.
La mayor parte de los mecanismos para el
tratamiento de metas en ambientes dina´mi-
cos plantean que existen restricciones y con-
diciones sobre las metas que el agente de-
be evaluar[6, 9, 4]. El agente debe tener au-
tonomı´a para saber co´mo actuar ante estos
eventos inesperados[12]. Por ejemplo, consi-
deremos un agente que entrega paquetes. Si
la direccio´n donde debe entregar el paquete
no existe ma´s, entonces el agente deber´ıa ser
capaz de buscar alguna alternativa.
La Transformacio´n de Metas[2, 11] estable-
ce que en un ambiente dina´mico, a menudo,
ocurren cambios en el ambiente que pueden
provocar que el agente siga pretendiendo al-
canzar metas que ya no son (ma´s) alcanza-
bles. Este enfoque propone aplicar una trans-
formacio´n sobre la meta logrando una nueva
meta similar a la primera y cuya utilidad sea
equivalente para el agente. Una implementa-
cio´n de Transformacio´n de Metas es aplicada
en GTrans[11].
Otro mecanismo de tratamiento de metas
es propuesto en [3] y se denomina Genera-
cio´n de Metas. Principalmente, este enfoque
determina cua´ndo adoptar o no una meta
considerando la confiabilidad del origen de
la informacio´n. A su vez, asocia a cada me-
ta o deseo a ser considerado una prioridad
relacionada con la utilidad que tiene para el
agente.
Finalmente, la Gestio´n de Metas[5, 1] brin-
da la posibilidad de administrar el orden de
ejecucio´n de las metas, as´ı como tambie´n la
capacidad de filtrar aquellas metas que no
son relevantes para el agente. Las metas se-
leccionadas se denominan emergentes. Este
enfoque asocia, a cada meta, atributos de ur-
gencia e importancia que var´ıan de acuerdo a
las condiciones actuales del ambiente y a las
necesidades del agente. La definicio´n de cua´l
es el conjunto de metas ma´s factible que el
agente pueda llevar adelante esta´ determina-
do por medio del ana´lisis de los atributos de
las metas.
2. L´ıneas de Investigacio´n
y Desarrollo
Actualmente estamos realizando un ana´li-
sis detallado de los diferentes enfoques para
el tratamiento de metas. El objetivo es de-
terminar aquellos que sean ma´s adecuados y
aplicables para agentes planificadores en am-
bientes dina´micos, mediante la utilizacio´n de
Planificacio´n Continua.
El agente que implementa el Planificador
Continuo se encuentra detallado en [8]. La in-
vestigacio´n actual trata de dotar a este agen-
te de caracter´ısticas que le permitan compor-
tarse de una manera ma´s real o convenien-
te ante situaciones imposibles de anticipar y
que lo obligen a alterar el objetivo original-
mente perseguido.
Espec´ıficamente, ya se esta´ trabajando en
integrar, al planificador existente, un mo´dulo
que implementa el mecanismo de Gestio´n de
Metas. El mismo esta´ siendo implementado
en el lenguaje Java.
El mo´dulo tiene dos modos de funciona-
miento: conservador y arriesgado. En el mo-
do conservador, para determinar si una meta
es emergente se utiliza principalmente la me-
dida de urgencia asociada. Adema´s, se con-
sideran las medidas de importancia para re-
solver los posibles conflictos. Por otro lado,
en el modo arriesgado se considera en pri-
mer lugar la importancia asociada a la meta,
para resolver si la misma se transforma en
emergente.
3. Resultados Esperados
El resultado de esta l´ınea de investiga-
cio´n intenta mejorar el comportamiento de
un agente planificador. Un tratamiento de
metas adecuado y el consecuente aumento
de autonomı´a y adaptacio´n, permitira´ que el
agente planificador pueda actuar de manera
superior frente a los eventos inesperados que
pueden ocurrir en el ambiente en el que se
desempen˜a.
Si bien en un principio se plantea comen-
zar con la implementacio´n de un enfoque de
Gestio´n de Metas, en el futuro se espera esta-
blecer alguna combinacio´n con los restantes
enfoques analizados. Todo esto forma parte
de una tesis de Licenciatura que esta´ en desa-
rrollo.
4. Formacio´n de Recursos
Humanos
Antes de la finalizacio´n del proyecto de in-
vestigacio´n se espera la culminacio´n del pos-
grado de dos de los miembros.
En septiembre de 2013, obtuvo su t´ıtulo de
grado el miembro alumno del proyecto, desa-
rrollando su tesis de Licenciatura en temas
del proyecto y bajo la direccio´n de uno de los
miembros del grupo de investigacio´n.
En el transcurso del proyecto, se espera la
finalizacio´n de cuatro tesis de grado dirigi-
das y/o co-dirigidas por los integrantes del
proyecto.
Finalmente, se espera la consolidacio´n co-
mo investigadores de los miembros ma´s re-
cientes del grupo de investigacio´n.
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