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Abstract—With the huge expansion of internet and trillions 
of gigabytes of data generated every single day, the needs for the 
development of various tools has become mandatory in order to 
maintain system adaptability to rapid changes. One of these tools 
is known as Image Captioning. Every entity in internet must be 
properly identified and managed and therefore in the case of 
image data, automatic captioning for identification is required. 
Similarly, content generation for missing labels, image 
classification and artificial languages all requires the process of 
Image Captioning. This paper discusses an efficient and unique 
way to perform automatic image captioning on individual image 
and discusses strategies to improve its performances and 
functionalities. 
 
Index Terms— VGG16, Progressive Loading, Merge Model, 
BLEU. 
I. INTRODUCTION 
Computers are known for their capability to conducthigh 
speed computations as compared to human beings. With the 
development of better processing powers, computers have 
also gained the power to compute complex mathematics to 
perform tasks just like the human mind. For examples, 
computers have the ability to use algorithms that can 
differentiate objects, perform speech recognition, face 
recognition, emotion recognition and much more. Proper 
combination and coordination between these algorithms 
have the ability to mimic the subconscious human mind with 
better performance than the normal human brain. 
One such important algorithm or ability is to recognize 
an image entity and automatically generate a caption for it. 
This ability is called ‘Automatic Image Captioning’. Image 
captioning is not new to the world of computer science. 
Multiple approaches has been made to conduct automatic 
image captioning, but the performance has been highly 
compromised due to the lack of computer resources and 
improper approach and optimization to the algorithm. Some 
models tend to use up more resources, which is a major 
drawback whereas some tends to use up more space. 
However, with proper combination of deep learning 
methodologies and optimization, these problems can be 
thwarted. Hence, the goal of this paper is to describe an 
efficient method to automatically generate caption for an 
image using deep neural network approach. 
2. LITERATURE REVIEW 
It is worth mentioning that intuition and development of 
image captioning technology is not new. Multiple corporates, 
research communities and open source communities have 
predicting image features from images and classifying 
the features. Since we are not classifying features but only 
been constantly striving to achieve higher performance and 
resilience in the technology. Since the advent of deep neural 
networks the race for a better performance has increased 
exponentially. Researchers developed multiple neural 
networks each with better performances and features than its 
predecessor. 
Krizhevsky et al. [1] developed a neural network powered 
by GPU training procedures. The model was successful in 
drastically reducing the input dimension to produce (None, 
1000) output without model overfitting. It uses 5 convolution 
layers backed by Maxpooling layers and proper 
implementation of dropout regularization which enhanced its 
performance. Karpathy and FeiFei [2][9] were the first to 
process image datasets and their corresponding sentence 
descriptions to enable computers generate image 
descriptions. It introduces a Multimodal Recurrent Neural 
Network (m-RNN) that uses the co-linear arrangement of 
features in order to carry out the task. Vinyals et al. [3] 
developed a generative model that consisted of an RNN 
which boosted machine translation and computer vision for 
image captioning by ensuring better probability of the 
generated sentence to accurately describe the target image. 
Xu et al. [4][11] developed an attention-based model that has 
the ability to automatically learn and describe an image. The 
model was trained using a standard backpropagation 
technique and it was able to identify object entities in image 
and simultaneously generate an accurate caption. 
Using the bits of knowledge from the above mentioned 
works, we shall proceed with developing the proposed 
model. Every time we use a deep neural network, the model 
needs to be trained and tested using relevant dataset made for 
that particular purpose. The approach begins with the 
preprocessing of data. The preprocessing steps include 
feature extraction from image data, cleaning and tokenization 
of text data (if available) and make the entire data readable 
and compatible for the deep neural network model. Next task 
is to create a model that produces efficient state of the art 
performance on outcomes and minimize loss. A neural 
network might require huge number of optimization. This 
includes configuring the learning rate, the decay parameters, 
number of hidden layers etc. It may even include changing 
the whole architecture. For this paper, it is note mentioning 
that we will be using VGG16 neural network architecture for 
feature extraction from images and ‘merge model’ neural 
network architecture for training the entire image captioning 
system. 
The VGG16 model for feature extraction must need re- 
configuration as the default model is used for 
extracting the features for processing through the merge 
model, the removal of the last layer (classification layer) 
from the VGG16 model is required. The architecture of the 
VGG16 model is given below: 
 
Figure 1: VGG16 Architecture 
 
Following this, we will be designing a merge model 
neural network [5] and fitting the model with the 
preprocessed data and perform the model training and also 
subsequently keep track of the loss function output. Since 
training of merge model requires huge amount of RAM, and 
our goal is to reduce the consumption of resources, the 
training needs to be done through ‘Progressive Loading’ 
technique. Once the training is completed with minimum loss 
outcome, we proceed with model evaluation by calculating 
the BLEU performance of the model. Upon getting the 
desired performance, the model can be used to generate 
desirable captions for any individual image data the computer 
needs to identify. 
3. DATA PREPARATION 
We begin by preprocessing the data required for giving 
our model the ability to identify image. For this, we are 
using the Flickr8K dataset available in Kaggle [14]. The 
dataset is a collection of training, validation and test 
images all stored in JPEG format. The dataset is divided 
into two sub-parts. Flickr8_Dataset and Flickr8k_text. 
Flickr8_Dataset contains all the image data that is required 
for training, validation and testing and the Flickr8_text 
contains all the meta-data that determines the category of 
images and tokens for training the model in captioning. 
The structure of the dataset is given below: 
Table I: Flickr8k Dataset 
 
 
 
 
 
 
 
 
 
 
 
 
 
First the content of each image should be interpreted by 
the computer. Hence the features of each and every images 
must be extracted to form feature vectors. To do this, we 
make use of the VGG16 Neural Network Architecture [6]. 
Like any other neural networks, VGG16 requires training to 
gain valuable insights from the image data. However since 
this consumes huge amount of time, it is suggested to 
import a pre-trained model to pre-compute the image 
features from the image data. It is note mentioning that the 
last layer of the neural network must be removed as it is 
used for classification of predicted features. 
Following this, we have to preprocess the text data 
available as Flickr8k.token.txt. This file contains all the text 
data which the model shall use to understand the language 
for image captioning. Using natural language processing 
techniques, the text data are tokenized and separated into 
image id and description. The description are then cleaned. 
The cleaning procedure mostly involves conversion to 
lower case, removing numbers from text, apostrophe ‘s’, ‘a’ 
and punctuation. These cleaned descriptions along with 
their image id are then stored as a text file for further use. 
This storage file consisting of the processed text data is 
known as text embeddings file. 
4. NEURAL NETWORK ARCHITECTURE 
In the data preparation section, we have preprocessed 
two entities of data. Image data and text (caption) data to 
produce encoded image feature vectors and encoded text 
embeddings respectively. Both the preprocessed data 
should be able to fit in the neural network. However, image 
feature vectors and text embeddings together cannot be 
fitted to the same input layer of a single neural network. 
Therefore, it is necessary that there are separate input layers 
for the two input types of data. Henceforth the concept of 
‘merge model’ comes into play. 
1. Merge Model 
In a merge model, two neural networks combine the two 
types of encoded data input which is then used by a simpler 
decoder network to generate the next word in the sequence 
of words in the caption. The preprocessed text needs to be 
passed through an embedding layer followed by a recurrent 
neural network known as LSTM (Long Short Term 
Memory)[8]. The image feature vectors on the other hand 
passes through a densely connected neural network layer 
followed by feed forward network ending with a softmax 
layer. It is in this second dense layer that the encoded 
outputs from the LSTM in first neural network merges with 
the encoded image embeddings output from the second 
neural network and decodes to predict the next word in the 
sequence of words of caption. 
 
Figure 2: Merge Model 
 
 
 
 
2. Long Short Term Memory (LSTM) 
Since in the first network we are processing textual 
data, we are performing Natural Language Processing 
(NLP) and for NLP, the most favourable neural network is 
considered to be a Recurrent Neural Network (RNN) [12]. 
And from the group of RNN, due to the advantages of 
overcoming vanishing and exploding gradient problem, it 
is favourable to use the Long Short Term Memory (LSTM) 
network [7]. LSTM has the ability to back-propagate the 
error through unlimited number of time steps. It has three 
Flickr8k Image Dataset (Flickr8k_Dataset) 
Total Images 8092 
Training Data (images) 6000 
Validation Data (images) 1000 
Testing Data (images) 1000 
Flickr8k Text Dataset (Flickr8k_text) 
Flickr8k token (text) 40460 
Flickr8k lemmatized token (text) 40460 
 
gates: input, forget and output gates. These gates calculate 
the hidden state by taking their combination according to 
the equations given below[7]: 
 
 
3. Model Designing 
Putting all the elements together in the merge model, 
we shall now descriptively design the neural network 
architecture. 
The image feature processing neural network inputs 1D 
image embeddings of dimension 4096 followed by a 
regularization layer with 50% dropout to prevent 
overfitting of the model during training due to rapid 
learning procedure. Following this, it is passed through a 
dense layer which reduces the 1D vector dimension from 
4096 to 256 and then into the addition layer. 
The text processing neural network handles the 1D text 
input vector of dimension 34 and passes it through an 
embedding layer which converts the words into word 
embeddings and again perform regularization with 50% 
dropout to counter overfitting while training. Following 
this, it is passed through an LSTM network of same 
dimension to help generate semantically rich and 
descriptive sentence for a given image. 
Upon receiving the outcomes from the two neural 
networks, we create the merging and decoding section of 
the neural network. This layer includes the addition layer 
which merges the two outcomes, followed by a dense 1D 
layer of dimension 256 having ‘relu’ activation and 
another dense layer (or output layer) of same dimension 
with ‘softmax’ activation. 
 
Figure 3: Merge Model Network 
 
 
 
 
5. MODEL TRAINING 
After designing of the model and preparing and 
preprocessing of the data, the next step is to fit the data with 
the model and iteratively run it on the training data. The 
training procedure requires a lot of computer resources as it 
involves iterating across the entire training dataset multiple 
times and calculating the loss function. Therefore rather than 
loading the entire dataset all at once, we have devised a new 
method that gradually loads the data by means of a generator 
function. This is known as Progressive Loading. 
We know that the size of a dataset is always proportional 
to the memory requirement. But as we are designing an 
efficient method, in order to overcome this, we create a 
generator function called data generator. This generator 
function converts an input array consisting of image 
embeddings and encoded word sequences to sequentially 
yield one-hot encoded words. These one-hot encoded words 
along with the image embeddings are progressively fed into 
the two sets of neural networks and sequentially trained to 
generate the desirable weights. Hence the name Progressive 
Loading. 
Following loading of data, we proceed with the model 
training. Here we are using 20 epochs, each epochs 
consisting of 6000 training images. It is note mentioning that 
the number of epochs has been taken on an intuitive basis 
and fortunately these number of epochs has shown to 
drastically reduce the model loss, also preventing 
underfitting and overfitting of the model. Also, since model 
training traditionally takes a certain amount of time, it is 
worth advisable to use model checkpoints which periodically 
saves the model after completion of each epoch. 
6. MODEL EVALUATION 
Once the model fitting and training has been 
completed, a model evaluation procedure ensures the 
integrity of its prediction. For model evaluation the model 
is run using the validation dataset and the performance is 
monitored by the ability of the model to generate a caption 
word-by-word after proper mapping with the trained image 
feature vectors. Once the caption generation is done, we 
need to compare and evaluate the difference between the 
actual output and the predicted output over the validation 
dataset. For the evaluation of predicted caption output, 
there is a need to use an evaluation metric relevant for 
textual data evaluation. In the context of this paper we shall 
be using BLEU evaluation metric for the same [8]. 
Bilingual Evaluation Understudy Score (BLEU) is one 
of the most commonly used evaluation metric system for 
evaluating generated textual data with a given textual data 
[10]. Its range lies from 0 to 100, representing perfect 
mismatch and perfect match respectively. The metric has 
the advantage of comparing n-grams of the predicted text 
output with the n- grams of the reference data and can 
return the number of matches found. Hence higher the 
number of matches, better the model performance. The 
mathematics involved in the derivation of the BLEU 
formula is out of the scope of this paper, however 
following is an abstract glimpse of the derivation as 
described in Papineni K. et al [8]. 
We compute the length of the predicted (candidate) 
data and the validation (reference) data (denoted by c and 
r respectively) to determine the brevity penalty (BP). 
 
 
Then using the computed geometric average of the 
modified n-gram precisions, pn, uniform weights wn, 
and Brevity Penalty (BP), we compute the BLEU 
using the formula, 
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For the context of this paper, we are using 4-gram 
scores each with different weights. 
 
 
7. RESULTS 
The primary focus while training the data is to ensure that 
the value of the loss function does not increase rapidly or 
remain stagnant with each epoch but display a gradual 
decrease. In order to monitor the performance, we specially 
monitor the training loss. 
A) Training Loss 
We have trained the model using 6000 image data with 
20 epochs. For each epoch, we noted the corresponding loss 
value and it was found to reduce with each epoch. The plot 
for model loss with each epoch is given below: 
 
 
Figure 5: Epoch vs Loss Curve 
 
 
B) BLEU Performance 
Following the model training we determine the accuracy 
of the model to generate the respective caption. As discussed 
in the section, we are using BLEU metric to determine the 
accuracy of word generation. We are testing the text 
generation procedure using 4-gram scores. Each gram 
corresponds to different weights. Following are the 
observations made on performing BLEU evaluation. 
Table 2: BLEU Score Analysis 
 
N-GRAM WEIGHTS SCORE 
BLEU-1 1.0, 1.0, 1.0, 1.0 79.0190 
BLEU-2 0.5, 0.5, 0, 0 52.8925 
BLEU-3 0.3, 0.3, 0.3, 0 37.4354 
BLEU-4 0.25, 0.25, 0.25, 0.25 18.3087 
 
 
C) Testing on a random image 
Once the model has been trained and evaluated, we ran the 
model on a random .PNG image. The model has been found 
to efficiently identify the image and caption it accordingly. 
These captions are stored as text data. However it should be 
noted that the model is not trained to identify people, landmark 
and signboards. However with customization of the model, the 
model can be made to identify various entities. 
 
 
 
 
Figure 7: Test Image 1 
 
Figure 8: Test Image 2 
 
Figure 9: Test Image 3 
 
 
Figure 10: Model Outputs 
8. CONCLUSION 
In this paper, we have introduced a new and efficient 
method for carrying out automatic caption generation. We 
have used Flickr8k dataset for extracting image features 
using VGG16 neural network, preprocessed textual 
caption data, designed a merge model neural network that 
merged the extracted image features with text data together 
to sequentially generate probable words for captioning the 
images. We have trained the merge model on 6000 training 
data. Furthermore, in order to reduce computational load 
while loading the data into the model, we have introduced 
a new loading method known as Progressive Loading, 
which makes use of a generator function to step by step 
yield data into the model. To monitor the performance of 
the caption generation and generated loss of the model 
while training, we have used a BLEU evaluation method 
and categorical cross entropy loss function respectively. 
After following every procedures, the model was tested 
using a random picture and was found to generate the 
caption with a perfect BLEU score. 
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