We study the problem of estimating an unknown function from ergodic samples corrupted by additive noise. It is shown that one can consistently recover an unknown measurable function in this setting if the one dimensional distribution of the samples is comparable to a known reference distribution, and the noise is independent of the samples and has known mixing rates. The estimates are applied to deterministic sampling schemes, in which successive samples are obtained by repeatedly applying a fixed map to a given initial vector, and it is then shown how the estimates can be used to reconstruct an ergodic transformation from one of its trajectories.
I Introduction
The subject of this paper is the estimation of an unknown irregular function from stationary ergodic samples that are corrupted by additive noise. Let S be a family of stationary ergodic processes {X i : i ≥ 1} with X i ∈ IR d , let N be a family of zero mean dependent processes {Z i : i ≥ 1} with Z i ∈ IR, and assume that the families S and N are independent. Suppose that the values of an unknown measurable function f : IR d → IR are sampled according to a process {X i } ∈ S, in the presence of additive noise {Z i } ∈ N , resulting in observations of the form
We are interested in estimating f from these noisy samples.
Let (X, Y, Z) denote a random triple, independent of {(X i , Y i , Z i )}, with the same distribution as (X 1 , Y 1 , Z 1 ). Our goal is to define an estimation scheme {f n : n ≥ 1} with the following property: for each {X i } ∈ S, each {Z i } ∈ N , and every measurable function f with Ef (X) 2 < ∞, the estimatef n produced from n observations of the form (1) is such that E(f (X) −f n (X)) 2 → 0 with probability one. In particular, the consistency of the scheme should not depend on the mixing rates of the sampling processes, or on the regularity of the sampled functions. Our conclusion is that consistent estimation is possible under these conditions if (i) the one-dimensional distribution of each sampling process is comparable to a known reference distribution, and (ii) the correlations of the noise processes tend to zero at a known rate. Since the sampling and noise processes are independent, the function f (x) is a version of the regression function E(Y |X = x), and therefore estimating f is a special case of regression estimation from ergodic processes.
A Statement of Results
A family of sampling processes. Let µ 0 be a fixed, reference probability distribution on the Borel subsets B of IR d , and let α ∈ (0, 1). Define S(µ 0 , α) to be the family of all stationary ergodic processes X 1 , X 2 , . . . ∈ IR d such that the distribution µ of X 1 satisfies the inequality
Here β ∈ (0, ∞) is a constant that may depend on µ. The condition (2) implies in particular that µ and µ 0 have common support, and that the derivative dµ 0 /dµ is well-defined.
Membership in S(µ 0 , α) depends only on the distribution of X 1 ; no conditions are imposed on the joint distributions of (X 1 , . . . , X k ) for k ≥ 2.
Examples: If the reference distribution µ 0 has a density h 0 with respect to d-dimensional
Lebesgue measure then S(µ 0 , α) contains every ergodic process whose marginal density h is such that αh 0 ≤ h ≤ βh 0 . for some β < ∞. A family of noise processes. A real-valued stationary process {Z i } is said to be weakly mixing (in the ergodic theory sense) if for every k ≥ 1 and every pair A, B of k-dimensional
This mild mixing condition is slightly stronger than ergodicity (which is obtained by removing the absolute values). Fix a function κ : {0, 1, 2, . . .} → [0, ∞) such that κ(s) tends monotonically to zero as s tends to infinity, and let N (κ) be the family of all weakly mixing stationary processes {Z i } such that EZ i = 0, EZ 2 i < ∞, and
for each i, j ≥ 1. The covariance condition (4) controls the rate at which the noise process "forgets" its past values. The function κ will be called a covariance envelope. Note that, for each envelope κ, the family N (κ) contains every zero mean i.i.d. process with finite variance.
Theorem 1 Given a reference distribution µ 0 , constant α, and covariance envelope κ there exist estimates {f n } such that for each sampling process {X i } ∈ S(µ 0 , α), each noise process {Z i } ∈ N (κ) independent of {X i }, and every measurable function f : IR d → IR with Ef 2 (X) < ∞, the estimatesf n derived from the noisy samples (
with probability one.
The estimatesf n of Theorem 1 are histograms constructed from a fixed sequence of nested partitions. As choosing a partition appropriate for a given sample is rather complicated, the estimates are not readily implementable. An explicit description of the estimates is given in Section II below.
The principal assumptions of the theorem concern the one dimensional distribution of the sampling process. No conditions are imposed on the regularity of the sampled function f , or on the mixing rates of the sampling process, and minimal conditions are placed on the moments of f (X) and Z i . When L 1 -consistent estimates of dµ/dµ 0 are available and f is bounded, the comparability assumption (2) can be dropped: see Section IV for more details.
The estimates of Theorem 1 are evidently consistent for any subfamilies S ⊆ S(µ 0 , α) and
Concerning the proof of Theorem 1, the key feature of the additive noise model (1) is that one can estimate the expected squared error
from the available observations (see Section A below). In fact, the same proof shows that one can consistently estimate E(Y |X = x) from any stationary ergodic process {(X i , Y i )} with {X i } ∈ S(µ 0 , α) and EY 2 < ∞ if the error σ 2 is known or can be consistently estimated from the available observations.
The assumption that {Z i } is weakly mixing (in the ergodic theory sense) and independent of {X i } ensures that the joint process {(X i , Z i )} is ergodic. (For a proof of an analogous result for transformations, see [30] .) Ergodicity of the joint process {(X i , Y i )} follows immediately from that of {(X i , Z i )}.
B Connection to Previous Work
As noted above, the problem considered here is a special case of regression estimation from ergodic processes. The existence of regression estimates that are weakly L 2 -consistent for any i.i.d. process was first established by Stone [35] using nearest neighbor methods.
Beginning with the papers [33, 34, 31] there has been a great deal of work on regression estimation from stationary, weakly dependent processes satisfying α, β, ρ, and related mixing conditions. The majority of this work is devoted to central limit theorems and rates of convergence for kernel and histogram type estimates. See the monographs [15, 32, 4] for further references and discussion. Local polynomial regression from weakly dependent processes is considered in [23] . There is also a substantial body of work on regression estimation from stationary processes exhibiting long range (also called strong) dependence.
For an overview of these results and additional references, see [3] .
Concerning the general setting of interest here, it has recently been shown [2, 27, 40] that no sequence of regression estimates is consistent for every stationary ergodic process [15] show that one can consistently estimate the k-step autoregression function of an ergodic process if the conditional density of X 1 , . . . , X r given X 0 , X −1 , . . . exists and is continuous for every r ≥ 1. Similar results are also obtained in [9] .
Yakowitz [37, 38] establishes the consistency of kernel and nearest neighbor autoregression estimates for Markov chains under a variety of regularity conditions.
Yakowitz, Györfi, Kieffer and Morvai [39] propose truncated histogram estimates for Lipschitz continuous regression functions. For each constant L > 0 they exhibit a sequence of estimates that is almost surely pointwise consistent for every ergodic process {(X i , Y i )} with regression function f satisfying |f (x)− f (y)| ≤ L||x− y||. Morvai, Kulkarni, and Nobel [26] proposed adaptive histogram regression estimates for processes with one dimensional covariates X. Given constants α 1 , α 2 , . . ., they define estimatesf n that are strongly L 2 consistent for every ergodic process {(X i , Y i )} such that X is non-atomic and the variation of the regression function f on [−k, k] is at most α k for each k ≥ 1. Kulkarni and Posner [20] consider nearest neighbor regression for general sampling schemes.
Existing work on consistent regression estimation from dependent processes places assumptions on the dependence of the observations, or the regularity of the regression function, or both. By contrast, Theorem 1 shows that, in exchange for prior knowledge about the one dimensional distribution of the sampling process, one may, at a level sufficient for consistency, adapt simultaneously to both the regularity of the sampled function and the mixing rate of the sampling process.
C Outline
The estimates {f n } of Theorem 1 are defined in the next section. Section III is devoted to deterministic sampling schemes. It is shown there how the results of Theorem 1 can be used to estimate a measure preserving, ergodic transformation from one of its trajectories.
Alternative estimates, similar to those defined in the next section, are briefly discussed in Section IV, where it is shown that the comparability condition (2) can be replaced by the assumption that f is bounded, and that L 1 -consistent estimates of dµ/dµ 0 are available.
Proofs of the principle results are given in Section V.
II Description of the Estimates
Fix a nested sequence π 0 , π 1 , . . . of finite partitions of IR d such that π 0 = {IR d }, and such
Here 
A Estimates of Noise Variance
Let {Z i } be a stationary, zero mean noise process with covariance envelope κ. The condition (4) yields bounds on the probability that weighted averages of the noise sequence deviate from zero. In particular, for every c > 0, every s ≥ 1, every sequence of integers 1 ≤ k 1 < k 2 < · · · < k s , and every sequence α 1 , . . . , α s ∈ [−1, 1], Chebyshev's inequality and (4) imply that
The third inequality follows from monotonicity of κ the fact that |k i − k j | ≥ |i − j|. Note that for each c > 0, the quantity R(c, s) → 0 as s → ∞.
Suppose now that {X i } is stationary and ergodic, and that 
Thus l(u) is the first time l > l(u − 1) that each cell of π u is either empty or contains at least s u of the samples X i . For each n ≥ 1 define the random partition and time indices
both of which depend only on X 1 , . . . , X n Finally, define the histogram
and the corresponding error estimatê
Note thatΓ n depends only on (X 1 , Y 1 ), . . . , (X n , Y n ). The following result is proved in Section V.
is independent of {X i } and Ef (X) 2 < ∞, thenΓ n → EZ 2 with probability one.
B Definition of the Estimates
Suppose that a reference distribution µ 0 , constant α, and envelope κ have been fixed, and that the partitions π 0 , π 1 , . . . are defined as above. Given observations (
of the form (1), define candidate histograms
If no vector X i lies in some cell
be the empirical loss of φ k,n . Both φ k,n and ∆ k,n depend only on the available observations.
The estimatef n is chosen from among the candidates {φ k,n : k ≥ 1} by selecting a suitable partition index, based on the available data, and on µ 0 , α and κ.
Fix a sequence ǫ 1 , ǫ 2 , · · · of positive numbers tending monotonically to zero. Let s n be the largest s ≥ 1 such that
and definef n (x) = φ sn,n (x). Here ||f
Γ n is the variance estimate defined in (8) above. Each of the quantities appearing in (11) is either known in advance of the observations, or may be evaluated once the observations are obtained. Thus the estimate is well defined. In general, the partition index s n will not increase monotonically with the sample size n, nor will it grow at any prespecified rate.
Related estimates for the noiseless setting Z i ≡ 0 are defined in [1] , and used there to estimate a measure preserving transformation from a suitable reconstruction sequence. See Section B for more details. The definition off n via (11) is similar to the construction of minimax adaptive regression estimates given by Lepskii [21] in a different context. The two estimates differ, however, as we seek the most complex candidate compatible with the available data, while Lepskii seeks the simplest.
The proof of Theorem 1 is carried out in three steps. In the first step it is shown that the partition index s n tends to infinity as the sample size n increases. Then it is shown that the estimatesf n form a Cauchy sequence in L 2 (µ 0 ), and that their limit is the sampled function f .
III Deterministic Sampling
Deterministic samples are generated by repeatedly applying a fixed, non-linear map F :
In this case the successive sampling points are given by the trajectory
of F starting at x, where 
A Estimation from Deterministic Samples
To place deterministic sampling in the context of ergodic processes, note that if
is µ-preserving and ergodic, and if X ∈ IR d is a random vector with distribution µ, then X = {X, F X, F 2 X, . . .} is a stationary ergodic process with one-dimensional distribution µ.
The process X evolves in a deterministic fashion, with uncertainty entering only through choice of the initial vector X. In particular, X exhibits very long range dependence and fails to satisfy most standard mixing assumptions.
Consider again the estimation problem discussed in the introduction. Let regression estimates {f n } be defined as in (11) , in terms of a reference distribution µ 0 , constant α, and covariance envelope κ. Suppose that F : IR d → IR d is a µ-preserving ergodic map, where µ satisfies α ≤ dµ/dµ 0 < β for some β < ∞. The following result is an immediate corollary of Theorem 1.
Proposition 1 For µ 0 -almost every x ∈ IR d , each noise process {Z i } ∈ N (κ) independent of the choice of x, and every measurable function f : IR d → IR with f 2 dµ < ∞, the estimatesf n produced from the deterministic samples
are such that (f n − f ) 2 dµ → 0 with probability one. In particular, the estimates are consistent for any i.i.d. noise sequence with finite second moment.
B Estimating an Ergodic Map
The results of Theorem 1 can be applied to the problem of estimating an ergodic µ- 
which is based solely on x, F x, . . . , F n x. Let ||u|| denote the ordinary Euclidean norm of a
Proposition 2 For every distribution µ such that α ≤ dµ/dµ 0 ≤ β for some β < ∞, and every µ-preserving ergodic map F :
Proof: If the initial value of the trajectory is selected according to a random vector X with distribution µ then the paired process (X, F X), (F X, F 2 X), . . . is stationary and ergodic.
These are noiseless measurements of F generated by deterministic sampling according to F .
Note that one can express the estimateF n as a vector of estimates (ψ 1 n,wn , . . . , ψ d n,wn ), where the j'th coordinate is the univariate histogram ψ j n,wn based on (x i , y j i ). As shown in the proof of Theorem 1, each of the partition indices s j n → ∞ as n → ∞ with µ-probability one, and therefore w n → ∞ with µ-probability one as well. Arguments analogous to those in the proof of Theorem 1 show that ψ j n,wn converges in L 2 (µ) to the j'th component function of F with µ-probability one, and the result follows.
The problem of estimating an iterated map has previously been studied primarily in the context of smooth dynamical systems, with the ultimate goal of prediction, estimating Lyapunov exponents, or estimating the dimension of an attractor. Representative work and additional references can be found in [12, 6, 7, 19, 29, 22, 36] , and the surveys [11, 18, 17] .
In most of this work it is assumed that the map under study is differentiable, and that successive iterates of the map are perturbed by observational or dynamical noise. Central limit theorems for U-statistics and smooth functionals of noiseless dynamical systems generated by piecewise-monotone maps are studied in [16, 24, 10] .
In the noiseless setting considered here, Bosq and Guégan [5] studied the estimation of uniform mixing continuous maps F using kernel density estimators. Aside from the integrability condition ||F || 2 dµ < ∞, the assumptions of Proposition 2 concern only the measure preserved by F ; no conditions are placed on the regularity of F or on its mixing properties.
An extension of Proposition 2 can be found in [1] where estimates like those in Section II are defined for noiseless samples, and used to estimate a measure preserving (not necessarily ergodic) transformation of a Polish space X from a suitable reconstruction sequence. The estimates constructed in [1] are consistent in the stronger sense that µ(F −1 n A∆F −1 A) → 0 for every Borel subset A of X . 
IV Related Estimates
Modifications of the estimatesf n proposed above can recover functions under general conditions somewhat different than those considered in Theorem 1. In particular, when consistent estimates of the density dµ/dµ 0 of the sampling process are available, the comparability assumption (2) can be dropped.
Suppose now that µ 0 is d-dimensional Lebesgue measure, and that a covariance envelope κ, and sequence {ĥ n : n ≥ 1} of d-variate density estimates have been fixed. Consider as before observations
generated by sampling an unknown measurable function f according to an ergodic process {X i } whose marginal distribution µ has density h = dµ/dx with respect to Lebesgue measure. Letĥ n =ĥ n (X 1 , . . . , X n ) be an estimate of dµ/dµ 0 based on the first n sampling points. With φ j,n , ∆ j,n , andΓ n defined as in Section B, let t n be the largest t ≥ 1 such that
and define the estimatef n (x) = φ tn,n (x). By arguments analogous to those in the proof of Theorem 1 one may establish the following result.
Theorem 2 If |ĥ n − h| dx → 0 with probability one, then for every bounded measurable function f and every bounded noise process {Z i } ∈ N (κ) independent of {X i }, (f n − f ) 2 dµ → 0 with probability one.
Remark: If n is replaced by m n and t n is replaced by min{t n , u n }, with m n and u n defined as in (6), the resulting estimates are consistent under the weaker assumption that EZ 2 < ∞.
One choice of candidate density estimates {ĥ n } are the recursive kernel estimates proposed by Györfi and Masry [14] , which they show to be strongly L 1 consistent for every ergodic process such that the conditional distribution of X 0 given the infinite past
. . is absolutely continuous with probability one. The regression estimatesf n defined via (14) using the recursive kernel estimates will be consistent for every ergodic sampling process satisfying the absolute continuity condition. Another choice of candidate estimates are the univariate histograms studied in [28] , which are L 1 consistent for every univariate ergodic process whose one-dimensional marginal density has variation less than a known constant. This includes processes with monotone and multi-modal densities, where both the number of modes and the value of the density are bounded by known constants.
V Derivations
Fix a probability distribution µ on IR Lemma 2 If φ k,n and ∆ k,n are defined as in equations (9) and (10) b. With probability one, max
c. With probability one,
Proof: Fix ǫ > 0 and let f ′ be a bounded, continuous function such that ||f − f ′ || µ ≤ ǫ.
By an obvious upper bound,
The continuity of f ′ and the shrinking cell condition (5) 
for each x ∈ IR d . It then follows from the dominated convergence theorem and the last inequality above that lim sup
As ǫ > 0 was arbitrary, ||f − f k || µ → 0. For any set A ⊆ IR d with µ(A) > 0 the integral
Therefore, among all those functions g that are constant on the cells of π k+1 , the integral |f −g| 2 dµ is minimized by g = f k+1 . This establishes assertion a.
Fix k ≥ 1 for the moment and let A be a cell of π k . The ergodic theorem implies that with probability one
As π k has finitely many cells, and k ranges over a countable index set, (b) is immedi-
which tends to zero with probability one as n → ∞. On the other hand, the ergodic theorem
µ with probability one as n → ∞, and the proof is complete. ♣
A Proof of Lemma 1
Let θ n andΓ n be defined as in (7) and (8), respectively. Note that θ n (x) = U n (x) + V n (x), where
Expanding the square in the definition ofΓ n and collecting terms, one finds that
where the quantities Θ i,n are defined as follows:
The ergodic theorem ensures that m n and r n tend to infinite along almost every sample sequence of {X i }. In particular, m −1
1 with probability one, as {Z i } is ergodic and independent of {X i }. It is therefore enough to show that Θ j,n → 0 with probability one for j = 1, . . . , 5.
Consider first Θ 1,n , which depends only on the sampling process {X i }. For fixed u and each n ≥ 1 define the histograms
By arguments like those in the proof of Lemma 2 one may show that
when u n ≥ u, and that max
with probability one for each u ≥ 1. Letting u tend to infinity shows that Θ 1,n → 0. By the Cauchy-Schwartz inequality,
As n tends to infinity, the first term on the right hand side tends to a finite limit, while the second term tends to zero. Thus Θ 2,n → 0.
In order to evaluate the remaining terms, we investigate the conditional behavior of U n (·) given the sampling process. Suppose that the sampling points X ∞ 1 = X 1 , X 2 , . . . are fixed. Then u n and m n are fixed, and as {Z i } is independent of {X i }, the collection {Z i : X i ∈ A, i ≤ m n } is a fixed (non-random) subsequence of Z 1 , . . . , Z mn for each cell A ∈ π un . Now observe that
and consider each term in the sum. If no covariate X i lies in A then the corresponding probability is zero. Alternatively, if A contains at least one X i , then by the definition of m n and the assumption that {Z i } ∈ N (κ), the corresponding probability is at most c un /|π un |.
Thus the probability on the left side of (15) Integrating over X ∞ 1 shows that Θ 3,n → 0 with probability one, as desired. An argument like that used to show Θ 2,n → 0 now shows that Θ 4,n , Θ 5,n → 0 as well. A(s(δ), N ) .
Lemma 2 implies IP(A(s(δ)
, N )) → 1 as N → ∞, and therefore the estimates {f n } form a
Cauchy sequence in L 2 (µ 0 ) with probability one.
Consider a sample sequence of {(X i , Y i )} for which the estimates {f n } are Cauchy. As L 2 (µ 0 ) is complete, there is a function f * ∈ L 2 (µ 0 ) such that ||f n − f * || µ 0 → 0. For each n such that s n ≥ r, ||f − f * || µ 0 ≤ ||f − f r || µ 0 + ||f r − φ r,n || µ 0 + ||φ r,n − φ sn,n || µ 0 + ||f n − f * || µ 0 ≤ α −1/2 ||f − f r || µ + max Letting n, and then r, tend to infinity shows that ||f −f * || µ 0 = 0. By assumption, dµ/dµ 0 ≤ β for some β < ∞, and consequently ||f n − f || µ → 0. ♣
