Fluorescence fluctuation experiments are performed in single-molecule detection regime if the fluorescence of at most one molecule is registered at a time. Although the significance of such experiments for investigations of complex nonergodic systems like those met in the biosciences has been stressed out by many scientists, the quantitative and accurate determination of the single-molecule detection regime received rather little attention. In this work we present a method based on the photon counting histogram ͑PCH͒ analysis, which enables the determination of the average number N of molecules within the observation volume, for which only the fluorescence of individual molecules is detected at a time. Thus, the accurate design of fluorescence fluctuation experiments performed in single-molecule detection regime is possible. Demonstrative fluorescence fluctuation experiments based on two-photon excitation are performed on diluted solutions of coumarin 153, in order to verify the potential of the PCH analysis in experiments on the single-molecule detection level. If the mean number N of molecules within the excitation volume is larger than 0.048, the probability to simultaneously detect the fluorescence of two or more molecules is no longer negligible, i.e., no single-molecule detection regime. If the mean number N of molecules is lower than 0.0057, the detection limit of the method is reached, i.e., the fluorescence signal cannot be distinguished from the background. Consequently, the concentration of coumarin 153 characteristic for the single-molecule detection regime lies in the range 13-110 pmol/ l for the given experimental conditions. We also investigate the influence of the molecular brightness, i.e., detected photons per fluorophore molecule and sampling time, on the single-molecule detection regime.
I. INTRODUCTION
The development of fluorescence fluctuation spectroscopy ͑FFS͒ techniques based on far-field microscopy, in which the fluorescence signal of single molecules or of ensembles of few molecules is detected, has a particular significance for the biosciences, since these techniques enable a very detailed insight in complex biological systems at ambient temperature. [1] [2] [3] [4] [5] The major advantage of the FFS methods against standard macroscopic procedures is that they yield a distribution of the investigated parameter and not only its statistical average.
If the system under study is ergodic, the same averaged value of the parameter of interest is obtained in macroscopic experiments, in FFS experiments on ensembles of few molecules, as well as in FFS experiments on single molecules. However, if the investigated system is nonergodic, these values differ, since certain molecular processes can be registered only if single molecules are observed one at a time, i.e., in FFS experiments performed in single-molecule detection regime. 6 Due to the heterogeneous cellular environment and to the complex structure of biomolecules, such nonergodic systems are rather often in the biosciences. [7] [8] [9] [10] For instance, in fluorescence correlation spectroscopy ͑FCS͒ experiments, in which the conformational fluctuations of DNA fragments are monitored, Rigler et al. stress out that, since the system under study is nonergodic, the relaxation rates of the heterogeneously distributed subfractions of DNA fragments can correctly be determined only if the DNA fragments are individually detected. Thereby, they express their concern about the possibility of monitoring the fluorescence of two fragments at the same time. 11 Moreover, the theoretical models employed in FFS techniques, e.g., FCS simulation approaches, 12,13 are single-particle models, i.e., they describe the statistics of individual molecules. 6 In ergodic systems, these hypothetical single-particle models well represent the dynamics of both ensembles of molecules as well as of single molecules. In nonergodic systems, this assumption is no longer true. Only the data registered in experiments performed in single-molecule detection regime can directly be compared with the results of theoretical single-particle approaches. 6 Although the importance of single-molecule detection in the FFS techniques is obvious, 14 the quantitative determination of the single-molecule detection regime received little attention until now. Rigorously, FFS experiments are performed in single-molecule detection regime, if all the mea-surement time only the fluorescence of individual molecules is detected, i.e., if the maximum number N max of molecules, the fluorescence of which simultaneously contributes to the detected signal, is one. The parameter, which defines the single-molecule detection regime, is consequently N max .
Since N max is hardly accessible experimentally, only the average number N of molecules within the observation volume can be used as an indicator of the single-molecule detection regime. Here it is important to notice that N = 1 does not indicate the single-molecule detection regime. Even if the average number N of molecules present in the observation volume is smaller than 1, there is a probability that two, three, or more molecules are simultaneously monitored. 7, 10 To our knowledge a quantitative determination of N characteristic for the single-molecule detection regime ͑N max =1͒ has not been performed in FFS yet. Therefore, a FFS theoretical approach, in which N max and N explicitly appear as parameters, is necessary. The FFS techniques are based either on the analysis of fluorescence fluctuation dynamics, i.e., fluorescence correlation spectroscopy, 1, 10, 13, 15, 16 or on the analysis of fluorescence fluctuation amplitudes at the equilibrium, i.e., moment analysis of fluorescence intensity distribution 17, 18 ͑MAFID͒ and the very similar techniques photon counting histogram ͑PCH͒ analysis [19] [20] [21] and fluorescence intensity distribution analysis ͑FIDA͒. 22 Thereby, fluorescence can be induced either by one-photon or by two-photon excitation of the chromophore molecules. In one-photon confocal experiments even low laser intensities are sufficient to achieve a high fluorescence signal and, thus, the photodamage of the sample at the focal plane is rather low. Whereas the advantages of the two-photon microscopy in biological investigations are an excellent intrinsic three-dimensional ͑3D͒ resolution, low photodamage at the out-of-focus regions, and a large penetration depth in tissue. 23, 24 In FCS approaches, the simulation of fluorescence fluctuation dynamics results in theoretical autocorrelation functions. These functions explicitly depend only on parameters which describe the molecular dynamics and photodynamics, e.g., diffusion coefficient, photobleaching rate or triplet state rate, and on the average number N of molecules present in the excitation volume. 1, 12, 13, 16 The maximal number N max of simultaneously fluorescing molecules does not explicitly influence the shape of the autocorrelation function.
The fluorescence fluctuation amplitudes at the equilibrium are best described by the photon counting distribution of the fluorescence signal. While in MAFID the simulation of this distribution is not optimal due to the arbitrary selection of ordinary and central moments of fluorescence fluctuations, the PCH analysis and FIDA offer reliable and very similar simulation approaches, which differ only slightly in the mathematical formalism.
In the PCH analysis, i.e., a method based on the theory of photon detection, the statistics of fluorescence fluctuation amplitudes at the equilibrium is restored by a superPoissonian ͑bistochastic͒ distribution of the photon counts. 19 This photon counting distribution is theoretically defined as a convergent series of terms which describe the photon counting statistics of one, two, or more fluorescing molecules present in the observation volume. 19, 20 The parameters, which influence the distribution of a single fluorescent species, are the molecular brightness , i.e., number of photons emitted by a molecule during a sampling period, and the average number N of molecules in the observation volume. 19 This series can numerically be evaluated by summing up to the maximal number N max of molecules, the fluorescence of which simultaneously contributes to the detected signal, i.e., up to N max for which the series converges to its limit. Physically, the calculation of the series up to infinity describes the situation in which the fluorescence signal emitted by the sample is registered over an infinite time with an infinitesimal time resolution, so that there is a probability of simultaneously monitoring even an infinite number of molecules. However, under real circumstances, both the measurement time and the time resolution are finite and only the relevant fluorescence of N max molecules contribute to the detected signal. Thus, the shape of the simulated photon counting histogram in the PCH analysis is explicitly influenced by both the average number N of molecules within the observation volume and the maximal number N max of simultaneously fluorescing molecules. Consequently, the PCH analysis is the appropriate FFS technique for a quantitative determination of N in the single-molecule detection regime. We apply for the first time the photon counting histogram analysis to quantitatively determine the singlemolecule detection regime and discuss the influence of biologically relevant values of the molecular brightness on N in this regime. Thereby, the single-molecule detection limit and the detection limit ͑background͒ defined as the upper, respectively, the lower limit of the single-molecule detection regime are determined by comparing the experimental uncertainty with the deviation between the super-Poissonian fluorescence distributions calculated up to N max = 1 and N max = 2, respectively, and with the deviation between the Poissonian background distribution and the super-Poissonian fluorescence distribution calculated up to N max = 1, respectively.
In order to verify the reliability of the PCH analysis on the single-molecule detection level, we performed twophoton excitation experiments on low concentration solutions of coumarin 153, i.e., an ergodic system, and approximate the resulting photon counting histograms of the fluorescence signal with the theoretically calculated superPoissonian distributions. Moreover, the molecular brightness obtained in these experiments is exemplary employed to determine N in the single-molecule detection regime under the given experimental conditions. The quantitative determination of the single-molecule detection regime described in this work is generally valid for all FFS techniques and allows the control of the experimental parameters, i.e., chromophore concentration, laser power, and excitation wavelength, for an accurate design of singlemolecule detection experiments.
II. PHOTON COUNTING STATISTICS
Let us consider that one or few molecules, which dwell in a small region around the laser focus, i.e., in the observation volume, are excited into the first ͑S 1 ͒ or a higher ͑S n ͒ singlet state, relax into the energetically lowest vibrational state of S 1 and, by subsequent fluorescence, into the ground state S 0 . The absorption-fluorescence cycles can be interrupted by transport processes, e.g., diffusion, or by photophysical processes, e.g., photobleaching or intersystem crossing. 16 The fluctuations of the detected fluorescence signal contain information about molecular parameters, which can be extracted by means of PCH analysis as demonstrated by Chen et al. 19 and Mueller et al. 20 The photon counting statistics of the fluctuating fluorescence signal is accurately described in a semiclassical manner by Mandel's formula. 19, 20 Thereby, two random processes determine the shape of the photon counting distribution. The first process reflects the statistical independence of the photoelectric detection process for coherent electromagnetic radiation ͑the noise of the detector͒ restored by a Poissonian distribution. The second source of randomness is the fluorescence process itself. Consequently, since the Poissonian distribution of a light source, which emits a constant signal in time and space, is broadened if the emitted signal fluctuates, the photon counting histogram of the detected fluorescence signal is given by a super-Poissonian distribution, i.e., bistochastic distribution.
The fluctuations of the emitted fluorescence signal are caused by two factors.
• The spatially nonuniform illumination of the excitation volume given by the point spread function, PSF ͑r , z͒.
• The variation of the number N of molecules within the excitation volume due to transport and photoprocesses, which is restored by the Poissonian distribution Poi͑N , N͒. Here N is the number of molecules within the excitation volume averaged over the entire measurement duration.
Considering these sources of fluorescence fluctuation, the photon counting distribution of the detected fluorescence signal is given by the sum over all photon counting distributions p N ͑k ; V 0 , ͒ weighted with the corresponding Poissonian terms Poi͑N , N͒,
with N the number of molecules present at a time in the excitation volume V 0 and the molecular brightness, i.e., number of photons emitted by a molecule during a sampling period T. The function p N ͑k ; V 0 , ͒ describes the photon counting distribution of the fluorescence signal originating from N molecules and is calculated as the N-fold convolution of p I ͑k ; V 0 , ͒, i.e., the photon counting distribution of the fluorescence signal of a single molecule. 19 In the case of twophoton excitation, for which the point spread function can be approximated by a two-dimensional ͑2D͒ Gauss-Lorentz distribution, the function p I ͑k ; V 0 , ͒ is defined as in Ref. 19 . The function p I ͑k ; V 0 , ͒ calculated for the confocal onephoton fluorescence fluctuation microscopy is given in Refs. 25 and 26. The function p 0 ͑k ; V 0 ͒ represents the Poissonian distribution Poi͑k , k͒ of the background photons with k the average number of background photons detected during a sampling period T.
Concluding, the normalized distribution ⌸͑k ; N , ͒ for one fluorescing species depends only on two parameters: the molecular brightness and the average number N of molecules present in the excitation volume. 19, 20 Numerically, the function ⌸͑k ; N , ͒ cannot be calculated up to infinity. Since ⌸͑k ; N , ͒ is a convergent series, it can accurately be evaluated by summing up to a maximum number N max of molecules simultaneously present in the excitation volume, the fluorescence of which still has a significant contribution to the detected signal.
Thus, beside the molecular brightness and the average number of molecules N within the excitation volume, another parameter influences the distribution ⌸͑k͒, i.e., the maximum number N max of fluorescing molecules simultaneously present in the observation volume. N max is the quantitative indicator of the single-molecule detection regime and, thus, of particular significance. The deviation between the distribution ⌸͑k ; N , ͒ calculated up to N max = 1 and up to N max = 2, respectively, is in the case of single-molecule detection equal to 0, i.e., the series ⌸͑k ; N , , N max ͒ already converges to its limit for N max = 1. A pragmatic approach, which is essential in experimental investigations, defines that the singlemolecule detection regime is reached if the deviation between ⌸͑k ; N , , N max =1͒ and ⌸͑k ; N , , N max =2͒ does not exceed the experimental uncertainty.
III. EXPERIMENT
The basic setup used to register the fluorescence signal in the fluorescence fluctuation experiments is similar to that described by Mertz et al. 24 The characteristics of the pulsed laser beam are 200 fs pulse width and 76 MHz repetition rate. A microscopy objective Plan Neofluar ͑40ϫ, NA= 1.3, oil immersion͒ of the company Carl Zeiss is used to focus the tenfold expanded laser beam into the sample. The dimensions of the effective two-photon excitation volume are for an excitation wavelength of 800 nm: secondary axis 0 = 334 nm at the focal plane ͑x-y plane͒, principal axis z c = 1570 nm on the optical axis ͑z direction͒, and volume V 0 ϳ 0.74 fl. 27 These values were validated in experiments with fluorescent latex microbeads for the x-y resolution and with fluorescein isothiocynate ͑FITC͒ monolayers for the z resolution. 28 As detection unit we use an avalanche photodiode ͑SPCM-AQ-131, EG&G Optoelectronics Canada͒, encompassing a total detection efficiency of 3% for coumarin 153 ͑ F = 532 nm͒. The signal of the avalanche photodiode is directed to a multichannel scalar ͑MCD-2E, 7882, FAST ComTec͒ operated at 10 kHz ͑sampling period T = 100 s͒. The total number of data points M is 1.32ϫ 10 5 . For the fluorescence fluctuation experiments we used solutions ͑50, 100, 200, and 400 pmol/ l and 1 nmol/ l͒ of coumarin 153 ͑Radiant Dyes͒ in glycol p.a.
IV. DATA ANALYSIS
If the deviation between the distributions ⌸͑k ; N , , N max =1͒ and ⌸͑k ; N , , N max =2͒ is equal to or lower than the experimental uncertainty, it can be assumed that the single-molecule detection regime is reached, i.e., the probability to simultaneously detect the fluorescence of two molecules is negligible.
The
Here, M is the total number of trials ͑data points͒, k max is the maximum number of photons detected during a sampling period T , d is the number of fitting parameters ͑ and N ͒, p exp ͑k͒ is the experimental probability of detecting k photons during a sampling period T, and is the standard deviation defined as ͱ Mp exp ͑k͒͑1− p exp ͑k͒͒. In addition to the reduced 2 parameter, the normalized residuals r͑k͒ = M͑p exp ͑k͒ − ⌸͑k ; N , ͒͒ / of the fitting procedure indicate the quality of the theoretical model. 19, 20 In order to quantify the deviation between the distributions ⌸͑k ; N , , N max =1͒ and ⌸͑k ; N , , N max =2͒ we define the 2# parameter analogously to the 2 parameter, 2# = M
Here, the standard deviation Ј is defined as Ј = ͱ M⌸͑k ; , N , N max =1͒͑1−⌸͑k ; , N , N max =1͒͒.
Consequently, the single-molecule detection limit is mathematically described by the relation: 2 = 2# . The factors which influence the 2# parameter, i.e., the singlemolecule detection limit, are the average number N of molecules within the excitation volume and the molecular brightness .
The deviation between the Poissonian distribution Poi͑k , k͒ of the background photons and the distribution ⌸͑k ; N , , N max =1͒ given by the 2* parameter and defined analogously to the 2 parameter indicates the detection limit of the experimental method,
If this parameter is lower than the experimental uncertainty, the emitted fluorescence signal cannot be distinguished from the background and, thus, cannot be detected. Thus, the single-molecule detection regime is defined as the range between the upper single-molecule detection limit ͑ 2# = 2 ͒ and the lower detection limit ͑ 2* = 2 ͒.
V. RESULTS AND DISCUSSION

A. PCH analysis of experimental data
The fluorescence signal of very diluted solutions of coumarin 153 in glycol is analyzed by means of PCH analysis in order to verify the reliability of this method in evaluating fluorescence fluctuations around the single-molecule detection limit. Moreover, in this way the experimental uncertainty restored by the 2 parameter is obtained, which is necessary for the quantitative determination of the singlemolecule detection regime by means of PCH analysis.
The fluorescence signal of four solutions of coumarin 153 in glycol ͑50, 100, 200, and 400 pmol/ l͒ was registered at a mean laser power P = 22 mW and at an excitation wavelength = 800 nm. Under these conditions, no photobleaching or intersystem crossing occurs and, thus, the number of fluorescing molecules present in the excitation volume varies only due to diffusion. 27 The sampling time T = 100 s is short enough to track the fluctuations of the fluorescence signal induced by the diffusion of the fluorescing molecules through the excitation volume ͑average diffusion time determined in FCS experiments is 1.25 ms͒. 27 The mean background count rate of glycol, including a dark count rate of 200 Hz, amounts to 500 Hz. The experimental photon counting histograms of the detected fluorescence signals of the four solutions are approximated by simulated photon counting distributions ⌸͑k͒. N max is fixed to 50 molecules, a few hundred times larger than the average number N of molecules present in the excitation volume in order to assure that all molecules, which might contribute to the detected fluorescence signal, are taken into account. Figure 1 demonstrates that the experimental photon counting distributions are well approximated by the functions ⌸͑k͒ ͑ 2 amounts to approximately 2͒ and are signifi-cantly broader than the corresponding Poissonian distributions. The photon counting distribution of the background signal is accurately approximated by a Poissonian distribution ͑ 2 = 1.22͒. In all experiments the residuals r͑k͒ oscillate around 0 with a maximal amplitude smaller than 10 −5 ͑data not shown͒.
By fitting the experimental photon counting distributions with the simulated functions ⌸͑k͒ a molecular brightness of 1.21± 0.02 cpm ͑counts per molecule and sampling time T͒ was obtained for all four concentrations. A more general molecular parameter independent from the sampling time is the specific molecular brightness T = / T, which amounts in this case to 12 100 cpms ͑counts per molecule and second͒. The average number N PCH of molecules within the excitation volume obtained in the same fitting procedure is in good agreement with both the average number N of molecules within the excitation volume calculated from the bulk concentration of the solution N = cV 0 N A and with results of fluorescence correlation spectroscopy ͑FCS͒ experiments ͑see Table I͒ . In FCS experiments, the average number N FCS of molecules within the excitation volume can be acquired from the amplitude of the fluorescence autocorrelation functions. 24 As expected, the parameter N determined by means of PCH analysis and that determined from the bulk concentration N = cV 0 N A are larger than that determined by means of FCS, as shown in Table I .
The results presented in this section demonstrate the reliability of the theoretical PCH model to simulate the photon counting distribution of the fluctuating fluorescence signal around the single-molecule detection limit. Moreover, we obtain a typical experimental uncertainty 2 around 2 ͑see inset of Fig. 1͒ . 
B. Single-molecule detection regime
Rigorously defined, the single-molecule detection regime is reached if only the fluorescence of single molecules present in the excitation volume is detected at a time. In the following we will demonstrate how the single-molecule detection regime in fluorescence fluctuation experiments can quantitatively be determined by means of PCH analysis.
The photon counting histogram of the detected fluorescence signal originating from one or few molecules is restored by the series ⌸͑k ; N , , N max ͒. On the single-molecule detection level, only the fluorescence signal of individual molecules is detected and, thus, the series ⌸͑k ; N , , N max ͒ already converges to its limit for N max = 1. Consequently, the deviation between the distributions ⌸͑k ; N , , N max =1͒ and ⌸͑k ; N , , N max =2͒ quantified by the 2# parameter is negligible in the case of single-molecule detection. The other two parameters of the series ⌸͑k ; N , , N max ͒, i.e., the average number N of molecules within the excitation volume and the molecular brightness , implicitly influence the 2# parameter and, thus, the upper limit of the single-molecule detection. We will first concentrate our attention on the influence of the average number N of molecules present in the excitation volume on the 2# parameter and then on the influence of the molecular brightness on 2# . Figure 2 shows the photon counting distributions ⌸͑k ; N , , N max ͒ calculated for three different parameters N and different N max . If the average number of molecules N within the excitation volume is equal to 1, the maximum number N max of molecules which simultaneously contribute to the detected signal is significantly larger than 1 ͑up to 4 molecules͒ ͓Fig. 2͑c͔͒. Even for N = 0.48, N max is larger than 1 and the experimental photon counting distribution of the fluorescence signal of a 1 nmol/ l coumarin 153 solution cannot be approximated by ⌸͑k ; N = 0.48, , N max =1͒ ͓Fig. 2͑b͔͒. Only for N Ӷ 1, the contribution of two simultaneously fluorescing molecules to the detected signal vanishes ͓Fig. 2͑a͔͒. In this case, the theoretical function ⌸͑k ; N = 0.024, , N max =1͒ accurately approximates the experimental data ͑50 pmol/ l coumarin 153 solution͒. The molecular brightness employed in the simulation is T = 12 100 cpms.
Quantitatively, the upper single-molecule detection limit is mathematically defined by the relation 2# = 2 . Thus, the influence of the average number N of molecules present in the excitation volume on the upper single-molecule detection limit is investigated by comparing the 2# parameter dependence on N with the constant value of the experimental uncertainty 2 ͑in our experiments 2 is approximately 2͒. The function 2# ͑N ͒ is calculated for a fixed molecular brightness T = 12 100 cpms, i.e., the molecular brightness of coumarin 153 ͑C153͒ at P = 22 mW and = 800 nm.
As Fig. 3 shows, the 2# parameter tends asymptotically is lower than our experimental uncertainty 2 . Thus, below this level no detection is possible ͑see Fig. 3͒ . Up to this point, the influence of the average number N of molecules on the 2# parameter and on the 2* parameter has been discussed only for a given molecular brightness. However, the molecular properties and the instrumental factors, i.e., the molecular brightness, significantly influence the dependence of these parameters on N and on the regime of singlemolecule detection. Consequently, we investigate the functions 2# ͑N ͒ and 2* ͑N ͒ at different values of the molecular brightness T , from 1625 to 30 000 cpms. These values cover the typical range of molecular brightness met in bioscientific investigations. 3, 4, 21 The comparison of the functions 2# ͑N ͒ calculated for different values of with the experimental uncertainty 2 evidence that the mean number N , at which the upper singlemolecule detection limit is reached, increases with decreasing molecular brightness T ͑Fig. 4͒. Consequently, N , at which the upper single-molecule detection limit is reached, amounts to 0.007 molecules for a molecular brightness T = 30 000 cpms while the same parameter for ten times lower molecular brightness T = 3250 cpms amounts to 0.42 molecules. The comparison of the functions 2* ͑N ͒ calculated for the same values of T with the experimental uncertainty 2 reveals that N , at which the fluorescence signal vanishes in the background ͑i.e., the detection limit͒, also increases with decreasing molecular brightness ͑data not shown͒.
Concluding, fluorescence of individual molecules is detected only in the range given by the lower detection limit ͑ 2* = 2 ͒ and the upper single-molecule detection limit
The values of N corresponding to these limits vary with the molecular brightness, however, N at the lower detection limit is always smaller than N at the upper singlemolecule detection limit. Thus, experiments in singlemolecule ͑SM͒ detection regime can generally be performed for all values of the molecular brightness, i.e., independent from the fluorescing species and under arbitrary instrumental conditions. However, since biological investigations should be carried out at low mean laser powers P in order to avoid photodamage at the sample and since the molecular brightness quadratically scales with P , relevant experiments are possible only for T up to a maximal value determined by the maximal noninvasive mean laser power. On the other side the concentration of the fluorescing species ͑directly proportional to N ͒ in the single-molecule detection regime is very large for low values of T . A too large concentration of fluorescing species constitutes a significant disadvantage in biological studies, i.e., in labeling experiments, since this may lead to modifications of the natural environment and, thus, to alterated results. The quantitative determination of the single-molecule detection regime by means of PCH analysis is generally valid for all fluorescence fluctuation techniques. However, the SM regime is influenced by experiment specific factors like the experimental uncertainty and, thus, may slightly vary for different setups.
VI. SUMMARY
We presented a novel application of the photon counting histogram ͑PCH͒ analysis, which enables the accurate design of fluorescence fluctuation experiments in single-molecule detection regime.
In the single-molecule detection regime the maximal number N max of molecules simultaneously fluorescing in the observation volume is equal to 1. Under these conditions, the photon counting histogram of the fluctuating fluorescence signal mathematically described by the function ⌸͑k ; N , , N max ͒, i.e., a convergent series in N max , already converges to its limit for N max = 1. The upper limit of the singlemolecule detection level is practically reached if the deviation between ⌸͑k ; N , , N max =1͒ and ⌸͑k ; N , , N max =2͒ is equal to the experimental uncertainty. The lower limit of the single-molecule detection level is reached if the deviation between the photon counting distribution Poi͑k , k͒ of the background signal and ⌸͑k ; N , , N max =1͒ equals the experimental uncertainty. For instance, the lower detection limit is reached at N = 0.0057 molecules ͑c = 13 pmol/ l͒ while the upper single-molecule detection limit is reached at N = 0.048 molecules ͑c = 110 pmol/ l͒ for C153 excited at = 800 nm and P =22 mW ͑ T = 12 100 cpms͒. Furthermore, we studied the influence of the molecular brightness on the lower and on the upper detection limit.
ACKNOWLEDGMENT
This research was supported by the Bundesministerium für Bildung und Forschung ͑BMBF͒ under Grant No. 13N7927.
