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概要 : 画像内の前景領域を抽出する手法として, GrabCut[1]
がある. この手法ではユーザ入力により対象物体を含む矩
形領域を大まかに指定し, その外側を背景領域, 内側を前景
候補領域として学習する. 前景と背景それぞれの色分布を
混合正規分布モデル (Gaussian Mixture Model, GMM) を
用いてモデル化し, グラフカットを行うことで正確な前景領
域の抽出を可能にしているが, ユーザ入力が必須であるため
処理を行うのに必要な手間が増えてしまう. そこで, 本研究
ではユーザ入力による矩形領域の選択操作を必要としない
GMMの構築方法を提案し, 実験により有効性を評価した.
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1 はじめに
画像における領域分割とは, 一枚の画像から特徴量
(色, テクスチャなど) を用いて対象となる前景領域を
抽出することであり, 一般物体認識や画像合成など画
像処理技術の前処理として利用されている.
領域分割問題をエネルギー最小化問題と捉えて解を
求める手法が多く提案されており, その手法の一つと
してグラフカットによる領域分割が挙げられる. グラ
フカットでは, 各領域からエネルギー関数を定義し, 大
域最小解を求めることが可能であり, 領域と境界の両
方の特性を用いた領域分割が実現する.
グラフカットを用いた手法として, Rotherらにより
GrabCut[1]が提案されている. この手法ではユーザ入
力により対象物体を含む矩形領域を大まかに指定し,
その外側を背景領域, 内側を前景候補領域として学習
する. 前景と背景それぞれの色分布を混合正規分布モ
デル (Gaussian Mixture Model, GMM)を用いてモデ
ル化し, グラフカットを行う. 領域分割の結果を再学
習し, グラフカットを繰り返し行うことで正確な前景
領域の抽出を可能にしているが, ユーザ入力が必須で
あるため処理を行うのに必要な手間が増えてしまう.
そこで, 本研究ではユーザ入力による矩形領域の選択
操作を必要としない GMMの構築方法を提案する.
2 グラフカットによる領域分割
2.1 エネルギー最小化
コンピュータビジョンや画像処理の多くの問題を,エ
ネルギー最小化という枠組みで捉えることができる.
エネルギー E(X)を以下のように定義し, これを最小
化することを考える.
E(X) =
X
v2V
gv(Xv) +
X
(u;v)2E
huv(Xu; Xv) (1)
ここで, V はピクセルなど「場所」(サイトと呼ぶ) を
表す集合, E  V  V は, サイト間の隣接関係を表
す集合で, (u; v) 2 E のときサイト uと vは隣接して
いると考える. 問題は, V の各サイトにラベルを一つ
ずつ割り振ることである. ラベルの集合を Lとして,
この割り振り方を (V;L)の配置と呼ぶことにする. つ
まり, (V; L)の配置 X とは V の各サイト v にラベル
Xv 2 Lを与える写像である.
式 (1)の最初の和は, V の各サイトについて, その
サイトとそこに割り当てられたラベルにのみ依存する
もので, データ項 (data term) と呼ばれる. これは, 画
像などのデータから来る直接的な影響が, gv を通して
この和に現れるからである. これに対して第二の和は,
隣接するサイト間で X に与えられるラベルがどのよ
うな関係にあるべきかについての, 事前知識を反映す
る. 普通はこれが隣接サイト間のラベルの変化を少な
くするものであるため, この項は平滑化項 (smoothing
term) と呼ばれる.
2.2 グラフとその最小カット
Boykov らは minimum cut/maximum ow algo-
rithms を利用してエネルギーを最小化する方法 [2] を
提案している. この手法では, 問題設定に合うように
グラフを作成し, そのグラフの最小カットを求めるこ
とでエネルギーの最小化を行う. 最小カットは最大フ
ローを求めるアルゴリズムを用いることで効率的に計
算することができる. また, このようにして最適解を
求める手法をグラフカット (Graph Cuts) と呼ぶ. グ
ラフカットで使用するグラフと, その最小カットにつ
いて説明する.
 グラフ
画像グラフ G0 = (V 0; E0)を重み付き有向グラフと
する. G0 の各頂点 v 2 V 0 は, 画像 P の各ピクセル p
に対応し, 各辺 (p; q) 2 E0 は, P の隣接するピクセル
の組 fp; qgに対応する. G0の各辺 (p; q)を n-linkと呼
び, n-linkの持つ重みは隣接するピクセルの組 fp; qg
の輝度値の差により決まる.
グラフカットで扱うグラフG = (V;E)は, 画像グラ
フ G0 に二つのターミナル頂点, ソース (source) sと
シンク (sink) tを追加し, s; tと各ピクセルに対応す
る頂点 v 2 V 0を辺で接続したグラフである. したがっ
て, V = V 0 [ fs; tg, E = E0 [ f(s; u); (v; t)jv 2 V 0g
である. ターミナル頂点 s; tと各ピクセルに対応する
頂点 v 2 V 0 を結ぶ辺 (s; v); (v; t)を t-linkと呼ぶ.
 最小カット
グラフ Gの 2頂点 s; tを選んだとき, Gの s; tにつ
いてのカット (このカットを (S; T )で表す) とは, 頂
点の集合 V を二つの部分集合 S  V と T = V nSに,
s 2 S; t 2 T となるように分割することである. この
とき, (S; T )のコストとは, S 側から T 側へまたがる
辺の重みの総和である. 逆向き, つまり T 側から S側
へまたがる辺の重みは可算しない. 最小カット問題と
は, s; tについてのカットのうち, コストが最小のもの
を見つける問題である.
最小カット問題は, 最大フロー問題の線形計画法に
おける双対問題であり, 最大フロー最小カット定理に
より, 最小カットと最大フローは一致する.
2.3 モデル化と領域分割
グラフカットを用いて領域分割を行う. 画像 P の各
ピクセル pに対し,ラベルの集合L = (L0; : : : ; Lp; : : : ;
LjP j)を定義する. このときのラベルとして, 物体を示
す \obj"または背景を示す \bkg"が与えられる. また,
ピクセル pの隣接ピクセルを qとし, 全ての隣接ピク
セルの組の集合をN とする. Boykovらの Interactive
Graph Cuts[3]に倣い, 作成するグラフに用いるモデ
ルを以下のように定義する.
E(L) =  R(L) +B(L) (2)
R(L) =
X
p2P
Rp(Lp) (3)
B(L) =
X
fp;qg2N
Bfp;qg  (Lp; Lq) (4)
(Lp; Lq) =
(
1 if Lp 6= Lq
0 otherwise
(5)
R(L)は領域に関するペナルティ関数であり, 各ピク
セルが物体または背景のモデルにどれだけ適合するか
を示す. B(L)は境界に関するペナルティ関数であり,
pと q の輝度値が似ているほど大きい値を返す. は
R(L)のパラメータ係数である.
節 2.2で定義したグラフ Gの各辺に重みを設定す
る. 表 1に示す.
入力画像に対し, ユーザはマウスで線を引くことに
より, 確実に物体であるピクセルと確実に背景である
ピクセルを seed として指定する. O と B をそれぞ
れユーザが選択した \物体 seed"と \背景 seed"であ
るピクセルの集合とする. Ip はピクセル pの輝度値,
dist(p; q)はピクセル p; qそれぞれの座標のユークリッ
ド距離を表す. seed である頂点の t-link には, カット
に含まれないように, 接続する n-linkの容量の和より
も大きい値 K を設定する. また, seedでない頂点の
t-linkには式 (6, 7)より, seed情報を用いてピクセル
pの「前景らしさ」, 「背景らしさ」を対数尤度によ
り設定する. n-linkには, 式 (8)より隣接ピクセルが
似ていると大きい値を, 似てないと小さい値を設定す
る. は t-linkと n-linkの強さを調整するパラメータ
であり, ユーザが経験的に決定する.
表 1 辺に与える重み
edge weight (cost) for
fp; qg Bfp;qg fp; qg 2 N
 Rp(\bkg") p 2 P; p =2 O [ B
fp; Sg K p 2 O
0 p 2 B
 Rp(\obj") p 2 P; p =2 O [ B
fp; Tg 0 p 2 O
K p 2 B
Rp(\obj") =   ln Pr(IpjO) (6)
Rp(\bkg") =   ln Pr(IpjB) (7)
Bfp;qg / exp

  (Ip   Iq)
2
22

 1
dist(p; q)
(8)
K = 1 +max
p2P
X
q:fp;qg2N
Bfp;qg (9)
このようにして構成したグラフ Gの最小カットを最
大フローを見つけることで求め, ソース sと接続する
頂点のラベルを \obj", シンク tと接続する頂点のラ
ベルを \bkg"とすることで, 式 (2)のエネルギーを最
小化でき, 画像の領域分割が実現できる.
3 提案手法
以下に提案手法の流れを示す.
(i) 入力画像に対し, k-means clusteringを用いてラ
ベリングを行う.
(ii) ラベリングされた画像を格子状に分割する.
(iii) 分割されてできた各小領域に対して, 再ラベリ
ングを行う.
(iv) 割り当てられたラベルをもとに, 背景候補領域
と前景候補領域を設定し, GMMを構築する.
(v) 構築したGMMをもとにグラフカットを行い,出
力画像を得る.
(i)から (iv)までが本研究での主とするところであり,
ユーザ入力に代わって自動的に処理を行っている. (i)
は節 3.1, (ii)から (iv)は節 3.2で説明する.
3.1 k-means clusteringによるラベリング
入力画像の全ピクセルに対して, 0または 1でラベ
リングを行う. 特徴量として, ピクセルの RGB色空
間を利用している.
 k-means clustering
k-means clustering[4]は幅広い分野で使われている
クラスタリングを行うアルゴリズムである. kはクラ
スタ数を表している. 以下に処理の流れを簡潔に示す.
(i) 各データにランダムにクラスを割り当てる.
(ii) 各クラスの重心をそれぞれ計算する.
(iii) 各データと各重心との距離を計算し, 最も近い
重心のクラスに分類し直す.
(iv) クラスの割り当てが変化しなかった場合, もしく
は変化量が事前に設定した一定の閾値を下回っ
た場合に, 収束したと判断して処理を終了する.
3.2 小領域への分割と再ラベリング
まず, 縦の分割数と横の分割数を設定する. それら
の値をもとに節 3.1で得られたラベリングされた画像
を幅が等間隔になるように格子状に分割する. つま
り, 小領域の数は縦の分割数と横の分割数の積と等し
くなる.
次に, 各小領域に含まれるピクセルに割り当てられ
たラベルの 0と 1の数を調べ, 多いほうのラベルでそ
の小領域に含まれる全てのピクセルを再ラベリングす
る. 各小領域に対して一つのラベルが割り当てられる
ことになる.
割り当てられたラベルのうち, 「背景らしい」ほう
を背景候補領域として, もう一つを前景候補領域とし
て学習を行い, GMMを構築する. ここで,「背景らし
い」とは, 節 3.1で得られたラベリングされた画像の
最も外側 (枠部分) のラベルを集計し, 多いほうのラベ
ルのことである.
入力画像と再ラベリング後の画像を図 1に示す. 黒
い部分が背景候補領域, それ以外が前景候補領域を表
している. 縦の分割数を 10, 横の分割数を 8 として
いる.
入力画像 再ラベリング後の画像
図 1 入力画像と再ラベリング後の画像
4 実験
4.1 実験概要
23 枚の画像に対して, 提案手法と従来手法である
GrabCutの比較実験を行った. 従来手法ではユーザの
入力として矩形領域の指定のみを行うものとし, 繰り
返し回数は 5回とする. なお, 従来手法との比較では,
提案手法のグラフカット処理は 1回のみ行う.
実験で使う画像及び従来手法の入力は全てMicroSoft
Research CambridgeのGrabCutデータセット yを利
用する. このデータセットには領域分割をした際の結
果の画像も含まれている. その画像を正解とし, 各手
法のそれぞれの画像に対する誤検出率を求めた. 以下
に誤検出率を求める式を示す.
誤検出率 [%] = NB +NF
N
 100 (10)
ここで, NB は背景領域の誤検出ピクセル数, NF は前
景領域の誤検出ピクセル数, N は全ピクセル数を表す.
提案手法の誤検出率は縦の分割数及び横の分割数を
2から 10まで動かしたときの, 最も値が低いものを選
択している.
4.2 実験結果
各画像において, 従来手法で誤検出率が 2%以下の
ものをグループ 1, 2%より大きい値のものをグループ
2に分類し, それぞれの誤検出率を調べた結果を図 2,
図 3に示す. 横軸が画像を示す番号, 縦軸が誤検出率
を表している. それぞれのグループにおいて, 従来手
法より大幅に誤検出率が小さいものもあれば, 反対に
大きく上がってしまったものもある. 提案手法ではピ
クセルの色情報をもとに GMMを構築しているため,
背景領域と前景領域で色が大きく異なっている画像に
対しては強いが, 似たような色の場合に良い結果にな
りにくいと考えられる.
図 2 グループ 1の各画像に対する誤検出率
従来手法よりも大幅に誤検出率が小さかったグルー
プ 2, 11番の画像の領域分割の結果を図 4に示す.
このように背景に複雑なエッジが含まれている画像の
場合, 従来手法では背景と前景の境界がわからず, 前
yhttp://research.microsoft.com/en-us/um/cambridge/
projects/visionimagevideoediting/segmentation/grabcut.htm
図 3 グループ 2の各画像に対する誤検出率
提案手法 従来手法
図 4 グループ 2, 11番の画像の領域分割の結果
景部分を大きく残してしまうことがある. それに対し,
提案手法では背景の複雑なエッジに惑わされずに領域
分割できている. しかし, 前景領域に大きく異なった
色を複数含むため, それぞれに別のラベルが割り当て
られてしまい, その結果, 一部分が欠けてしまったと
考えられる.
従来手法よりも大幅に誤検出率が大きかった 5枚の
画像について, グラフカットの繰り返し回数を増やし
た場合の誤検出率の変化を図 5に示す. 横軸の括弧内
の数字はグループ番号を表している.
図 5 繰り返し回数を変化させたときの誤検出率
繰り返し回数を増やしても誤検出率の大きな変化は見
られなかった. これは, 再ラベリングの結果が正解の
ラベルとかけ離れており, それに大きく影響されグラ
フカットがうまく機能しなかったためだと考えられる.
提案手法と従来手法の処理時間の計測を行った. 表 2
に示す. 計測には,サイズが398x284, 371x513, 600x450
の 3 種類の画像を用いる. 使用した PC の性能は,
プロセッサが 2.5GHz Intel Core i5, メモリが 8GB
1600MHz DDR3 である.
表 2 処理時間 [s]
提案手法 GrabCut
398x284 1.17 2.54
371x513 3.88 4.08
600x450 5.06 5.98
3種類の画像全ての場合で提案手法の方が速いという
結果になった. これは, 単純に従来手法ではグラフカッ
トの繰り返し回数が 5回であるのに対し, 提案手法で
は 1回だけであるということと, 再ラベリングにより
GMMの構築にかかる時間や最小カットを計算する時
間を短縮しているためだと考えられる.
5 おわりに
本研究では, 画像を小領域に分割し, k-means clus-
tering を用いて各小領域にラベリングを行うことに
よって, ユーザ入力による矩形領域の選択操作を必要
としない領域分割の手法を提案した. また, 実験によ
りその有効性を評価した.
今回の実験では, 縦の分割数と横の分割数を適当に
選択したが, その値によって誤検出率が大きく変わる
ことがある. 今後の課題として, 分割数を自動的に決
定したり, GMMを構築する際にラベリングによる結
果を詳細に反映させるなどの工夫を行い, より精度の
高い結果が得られる手法を検討したいと考えている.
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