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Abstract
Sharkzor is a web application for machine-
learning assisted image sort and summary. Deep
learning algorithms are leveraged to infer, aug-
ment, and automate the user’s mental model. Ini-
tially, images uploaded by the user are spread out
on a canvas. The user then interacts with the im-
ages to impute their mental model into the appli-
cations algorithmic underpinnings. Methods of
interaction within Sharkzor’s user interface and
user experience support three primary user tasks;
triage, organize and automate. The user triages
the large pile of overlapping images by moving
images of interest into proximity. The user then
organizes said images into meaningful groups.
After interacting with the images and groups,
deep learning helps to automate the user’s inter-
actions. The loop of interaction, automation, and
response by the user allows the system to quickly
make sense of large amounts of data.
1. Introduction
On their own, state-of-the-art deep learning systems are
typically capable of achieving accuracies between 80% and
99% for tasks such as image classification, given sufficient
training data. While satisfactory for research purposes,
these accuracies may not suffice for using deep learning
in everyday tools. For example, 99% accuracy in a self-
driving car would lead to unacceptable deaths. In the case
of self-driving cars, whenever the deep learning system has
low confidence in its next course of action, operation of the
vehicle would be turned over to a human. Facebook’s fa-
cial recognition provides another example of how a human
in the loop supplements a deep learning system. While
Facebook’s deep learning-based facial recognition system
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can achieve some 97% accuracy (Taigman, 2014), Face-
book will still call upon its users to help verify a given face
whenever the deep learning classifier has low confidence
in its prediction. Thus, human in the loop centric design
enables deep learning’s ubiquity in every-day applications.
The image organization task requires human in the loop
design – only the human analyzing the photos knows the
optimal organization of images for their particular task.
Machines may be good at grouping images in ways that
make sense to machines, but not to humans, unless ex-
plicitly primed with some notion of what the algorithm
should group by (eg. color or shape) (Hodas & Endert,
2016). Sharkzor supports human-machine interaction by
using physical proximity on the canvas and grouping as in-
formation for the system. The essence of Sharkzor is the
power to embed an images high dimensionality into a two-
dimensional space. In the Sharkzor system we aim to keep
the human at the center of the task, rather than as a simple
and tedious algorithm trainer.
Users move images around on a 2D web-based canvas, ar-
ranging things freeform or into groups. Upon request, the
Sharkzor system repositions images or regroups them to
reflect its assessment of the user’s mental model. The user
may then refine the system’s suggestions. In this way, the
user may retrain the system, and the user may understand
Sharkzor’s deep learning models by assessing the system’s
organization of images in comparison to the user’s mental
model. Thus, Sharkzor enables dynamic human in the loop
machine learning to enable image sort and summary.
1.1. Related Work
Some of the earliest and contemporarily relevant research
dealing with human-automation interaction can be traced
back to (Parasuraman et al., 2000) and (Cummings, 2004).
In (Cummings, 2004), research concentrated on Navy
weapons operators who had to synthesize instant messag-
ing data from multiple sources to make supervisory deci-
sions on how to control Tomahawk missiles. In (Yu et al.,
2015), an iterative loop consisting of humans and deep
learning is used to generate a dataset containing some one
million labeled images of ten scene categories and twenty
object categories. Finally, in (Wang et al., 2016) the re-
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searchers were able to utilize a human-in the loop system to
train a convolutional neural network to segment foreground
moving objects in surveillance videos. The performance
of the classifier rivaled that of humans while reducing the
manual labor involved in ground truthing the videos by up
to forty times. Recently, (Hodas & Endert, 2016) presented
a system for using the two-dimensional arrangements of
images to capture mental model of the user and position
images accordingly. However,this system required the user
to touch every image.1 Sharkzor leverages deep learning to
learn the user’s mental model and apply it to images it has
not seen before.
2. Human-In the Loop Design
Though many applications of machine learning to human
in the loop tasks utilize the human as a fall-back when the
algorithm is unsure, we instead focus on using machine
learning algorithms to augment the user’s own organiza-
tional methodology. Our user-centered approach, which fo-
cuses primarily on optimizing the user and their task, also
support users with different and unexpected workflows.
The Sharkzor system works more similarly to a recom-
mender system like Netflix or Amazon. Sharkzor requires
few training examples (as few as 2, initially), and instead
integrates the training process seamlessly into the user’s
normal workflow. Sharkzor also provides feedback and in-
sight into the machine learning process by way of confi-
dence visualization and image heatmap overlay.
2.1. User-Centered Design
The User-Centered Design Cycle (Norman & Draper,
1986) describes a method for designing and developing
systems that focus, as the name suggests, on the user. We
utilized this method for researching, designing, developing
the Sharkzor software.
During the research phase of the cycle, we inventoried fea-
tures of other machine learning image organization tools
(Farbman) and general image organization tools (Stefaner;
piv). We then refined and elaborated on the supported tasks
to support the intended Sharkzor user. We created a task
taxonomy, grouping the lower level tasks and relevant in-
teractions into three primary system tasks: triage, orga-
nize and automate.
The Sharkzor interface is designed to be a flexible sys-
tem that allows users to complete their tasks in non-
predetermined ways. We provide a system where how and
when to utilize the machine learning augmentation is up to
the user throughout their workflow.
1See (Hodas & Endert, 2016) for a review of other systems
that automate 2D arrangements of images.
Figure 1. Sharkzor interface canvas view. (A) The Sharkzor can-
vas on which the user can organize images and groups. (B) A
user created group with images that have been auto-grouped via
machine learning functionality, indicated by the plus badge. (C)
Images that have been repositioned near visually similar images
after the user has created a group and moved images into its prox-
imity.
2.1.1. USER TASKS
We identified user tasks and interactions throughout our
research phase, then prioritized and organized the inter-
actions using our task taxonomy based around the main
triage, organize and automate task families.
The Triage task involves taking the users initial query re-
sult image pile and turning it into an accurate visual rep-
resentation of the users mental model. Functionality sup-
porting this task includes pre-clustering and image inter-
act modes. With images pre-clustered by visual similarity,
the user can quickly grab groups of similar images from
the canvas (Figure 1A) and then organize them into groups
(Figure 1B) using grid view mode. The grid view mode
(Figure 2A) was designed specifically to support the triage
task where on the initial canvas many images may be hid-
den behind others.
The Organize task revolves around user interaction with
the canvas to create a visual model of image organization.
Key functionality includes machine feedback via proximity
(Figure 1C) and grouping (Figure 1B).
Once the other tasks have been completed within the user’s
workflow, Sharkzor can then expedite the user’s workflow
by automating common tasks. Sharkzor uses deep neu-
ral networks to automatically populate the visual represen-
tation of the users mental model. Functionality support-
ing this task includes auto-positioning and auto-grouping
of images.
Sharkzor
Figure 2. Sharkzor interface grid view. (A) The Sharkzor grid
which supports the user’s triage task. (B) Auto-grouped images.
(C) Auto-group confidence visualization.
2.2. Toward Understandable Machine Learning
The Sharkzor system has affordances which provide trans-
parency and increase trust in the underlying machine learn-
ing algorithms. These affordances are a step in the direc-
tion of making machine learning results less of a black box
and more understandable to humans. These features in-
clude the (1) auto-group feedback, that images similar to
those already grouped are added to existing groups (Figure
2B) and (2) the confidence visualization (Figure 2C) which
provides a qualitative view of the algorithm’s confidence in
group assignment.
3. Deep Learning
Sharkzor leverages multiple deep learning techniques to
facilitate image identification and organization, includ-
ing size-agnostic classification, pre-clustering and few-shot
learning. These algorithms and methods are deployed into
flexible and modular micro-services.
3.1. Pre-Clustering
Pre-clustering provides users with a starting arrangement
of images from which to begin interacting. A widely
used algorithm exists precisely for this task in t-distributed
stochastic neighbor embedding (tSNE) (Maaten & Hinton,
2008). Unfortunately, tSNE becomes computationally pro-
hibitive when the number of starting dimensions is greater
than O(10), as the case for image data. To this end, for
Sharkzor a series of steps are taken to reduce an image’s
dimensionality before being passed to tSNE. The first step
utilizes an autoencoder to compress images to 256 dimen-
sions. The autoencoder is pre-trained on ImageNet im-
ages (Deng et al., 2009). After feature extraction using the
autoencoder, principal component analysis is used to fur-
ther reduce an image’s dimensionality to eight dimensions.
Finally, tSNE takes the image’s eight dimensional repre-
sentation and yields the desired two-dimensional embed-
ding. The coordinates of the tSNE output are then utilized
by the canvas for the initial image placement when the user
starts Sharkzor.
3.2. Few-Shot Learning
To address the requirement of users being able to create
arbitrary image-related mental models, we aren’t able to
use traditional multi-label classification techniques. This
is because the user may be interested in clustering images
into arbitrarily complex arrangements. To make a robust
system that can adapt to user supplied groups, we leverage
learning techniques requiring few trainging examples.
Few-shot learning techniques (Koch, 2015; Vinyals et al.,
2016) overcome the issue of requiring many hundreds of la-
beled examples as they classify images in relation to other
images. We accomplish this specifically by having our net-
work learn a binary classification task to learn the probabil-
ity that a reference image belongs in a class, where a class
is a single image or a collection of images tagged by the
user.
This provides key benefits in being flexible with respect to
the number of groups. If, for instance, we applied a final
n-way classification layer on the few-shot model, such as
in (Vinyals et al., 2016), we would be locked into a fixed
number of groups. To support multi-group classification of
images, we collect all of the output probabilities from com-
paring each ungrouped image to each user-provided group
and then take the argmax over the set of probabilities. To
allow pictures to remain ungrouped, we only assign a im-
age to a group if certainty exceeds a threshold.
3.3. Training the neural networks
Sharkzor leverages standard image datasets for training
and performance assessment. These datasets include Cal-
Tech 256 (Griffin et al., 2007), CIFAR10 & CIFAR100
(Krizhevsky & Hinton, 2009), Visual Genome (Krishna
et al., 2016), and Omniglot (Lake et al., 2015).
It should be noted that the Sharkzor networks are trained to
be explicitly class and data agnostic. Training the few-shot
learning technique using common datasets ensures that the
system functions as expected. We can visually confirm re-
sults, and quickly experiment to benchmark things like per-
formance versus class sizes.
3.4. Machine & Deep Learning Service
The machine & deep learning micro-services are responsi-
ble for providing all functionality to requestors via the im-
Sharkzor
age service. To operate, we initially leverage transfer learn-
ing by extracting features from ResNet (He et al., 2015) for
all of our images. These features are then used for every-
thing from training our exemplar regression model to train-
ing the few-shot model.
4. Conclusion
In this work we describe our approach to accomplishing
a deep learning assisted platform for visual triage, sort
and summary of images, which encodes a user’s men-
tal model through human-in-the-loop interaction. We de-
signed Sharkzor using a micro-services philosophy that
aids users in instilling their mental model into the appli-
cation through methods for pre-clustering, auto-grouping,
and repositioning images using traditional machine learn-
ing, transfer learning and few-shot learning.
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