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Despite the extensive deployment of smart-meters (SMs) at the low-voltage (LV) level, which 
are either fully operational or will be in the near future, distribution network operators (DNOs) 
are still relying on a limited number of permanently installed monitoring devices at primary 
and secondary medium-voltage (MV) substations, for purposes of network operation and 
control, as well as to inform and facilitate trading interactions between generators, distributors 
and suppliers.  
Accordingly, improved and sufficiently developed models for the analysis of aggregate 
demands at the MV-level are required for the correct assessment of load variability, 
composition and time-dependent evolution, necessary for: addressing issues of robustness, 
security and reliability; accomplishing higher penetration levels from renewable/distributed 
generation; implementing demand-side-management (DSM) schemes and incorporating new 
technologies; decreasing environmental and economic costs and aiding towards the realisation 
of automated and proactive ''smart-grid'' networks. The analysis of MV-demand measurements 
provides an independent source of information that can capture network characteristics that do 
not manifest in the data collected at the LV-level, or when such data is restricted or altogether 
unavailable. This information describes the supply/demand interactions at the mid-level 
between high-voltage (HV) transmission and LV end-user consumption and opens 
possibilities for validation of existing bottom-up aggregation approaches, while addressing 
issues of reliance on survey-based data for technical and economic power system studies. 
This thesis presents improved and novel methodologies for the analysis of aggregate demands, 
measured at MV-substations, aimed at more accurate and detailed load profiling, temporal 
decomposition and identification of the drivers of demand variability, classification of grid-
supply-points (GSPs) according to consumption patterns, disaggregation with respect to 
customer-classes and load-types and load forecasting. The developed models are based on a 
number of traditional and modern analytical and statistical techniques, including: data mining, 
correlational and regression analysis, Fourier analysis, clustering and pattern recognition, etc. 
The approaches are demonstrated on demand datasets from UK and European based DNOs, 
thus providing specific information for the demand characteristics, the dependencies to 
external parameters and to socio-behavioural factors and the most likely load composition at 
the corresponding geographical locations, while the approaches are also intendent to be easily 






This work would not have been possible without the support of my supervisor Dr Sasa Djokic. 
His help and guidance throughout the course of my studies have been essential and for that I 
am ever so grateful. I would also like to extend my gratitude to Dr Adam Collin for his help 
and advice, particularly during the earlier stages of my studies, to Dr Ioannis Papastathopoulos 
from the School of Mathematics, for his useful inputs on some of the methodological aspects 
of this thesis and to Mr Alastair Ferguson from Scottish Power Energy Networks, for the 
provision of data and his collaboration on published work. Thanks are also extended to Dr 
Daniel Friedrich and Prof Matti Lehtonen, who acted as my thesis examiners and who 
provided valuable and insightful feedback.     
Special thanks to my mother, father and brother, who have always been there for me and who 
are always in my mind, despite the distances that separate us. Special thanks to Maria, who 
has shared this experience with me and who has always been beautiful, kind and 
understanding. 
To Camilla, Damilola, James and Wei, your advice and encouragement, particularly during 
the last few stressful months is appreciated beyond words. I wish you all the best. To all my 
colleagues, staff and students at the Institute for Energy Systems and in King's Buildings, 
thank you for providing such a friendly working environment.   
To all the great people that I have met during my time in Edinburgh, you have enriched my 
life and I will always remember this period with the warmest of emotions. To all my friends 
back home, our shared memories of sunny summer afternoons have kept me going. 















I declare that this thesis was composed by myself, that the work contained herein is my own 
except where explicitly stated otherwise in the text, and that this work has not been 































ABSTRACT .................................................................................................................................... I 
ACKNOWLEDGEMENTS ........................................................................................................... II 
DECLARATION ......................................................................................................................... III 
LIST OF FIGURES .................................................................................................................... VII 
LIST OF TABLES ...................................................................................................................... XV 
ACRONYMS AND ABBREVIATIONS ................................................................................... XVI 
NOMENCLATURE ................................................................................................................ XVIII 
CHAPTER 1:  INTRODUCTION .................................................................................................. 1 
1.1 BACKGROUND .................................................................................................................. 2 
1.2 THESIS SCOPE AND STRUCTURE ........................................................................................ 7 
1.3 THESIS CONTRIBUTIONS .................................................................................................... 8 
1.4 TERMINOLOGY ............................................................................................................... 10 
CHAPTER 2:  LITERATURE REVIEW .................................................................................... 12 
2.1 LOAD MODELLING AND PROFILING ................................................................................. 12 
2.2 DRIVERS OF DEMAND VARIABILITY ................................................................................ 16 
2.3 GSP-CLASSIFICATION AND CUSTOMER-CLASS DISAGGREGATION .................................... 18 
2.4 LOAD DISAGGREGATION ................................................................................................. 20 
2.5 LOAD FORECASTING ....................................................................................................... 24 
2.6 STATISTICAL APPROACHES ............................................................................................. 25 
CHAPTER 3:  PROFILING OF AGGREGATE DEMANDS ..................................................... 28 
3.1 DESCRIPTION OF AVAILABLE DEMAND DATA .................................................................. 28 
3.2 PRE-PROCESSING: NORMALISATION, STANDARDISATION AND SCALING ............................ 32 
3.3 TEMPORAL DECOMPOSITION AND PERIODICITIES ............................................................. 34 
3.3.1 Active Power.............................................................................................................. 37 
3.3.2 Reactive Power .......................................................................................................... 40 
3.3.3 Voltage ...................................................................................................................... 43 
3.4 WEEKLY PROFILING ....................................................................................................... 46 
3.5 DIURNAL PROFILING ....................................................................................................... 53 
3.6 SEASONAL PROFILING ..................................................................................................... 59 




3.8 PROFILING THE RATE OF CHANGE OF DEMANDS............................................................... 68 
3.9 CHAPTER CONCLUSIONS ................................................................................................. 71 
CHAPTER 4:  CORRELATIONS AND DEPENDENCIES OF AGGREGATE DEMANDS .... 74 
4.1 DATA DESCRIPTION ........................................................................................................ 75 
4.2 THE SOLAR ANALEMMA VARIABLES ............................................................................... 76 
4.3 OVERVIEW OF APPLIED STATISTICAL APPROACHES.......................................................... 78 
4.3.1 Definitions ................................................................................................................. 78 
4.3.2 Metrics of Correlation and Regression Analysis ......................................................... 79 
4.3.3 Multicollinearity ........................................................................................................ 81 
4.3.4 Filtering of Samples ................................................................................................... 83 
4.3.5 Moving-Window Regression ....................................................................................... 85 
4.3.6 Further Considerations .............................................................................................. 86 
4.4 DIURNAL CORRELATIONS ............................................................................................... 87 
4.5 SEASONAL CORRELATIONS ............................................................................................. 92 
4.6 SEASONAL CORRELATIONS PER DIURNAL PERIODS .......................................................... 97 
4.6.1 Active Power Regression Analysis .............................................................................. 98 
4.6.2 Reactive Power Regression Analysis ........................................................................ 107 
4.7 ANALYSIS OF RESIDUALS AND MULTIPLE REGRESSION .................................................. 110 
4.8 MOVING-WINDOW REGRESSION AND SEASONAL SENSITIVITIES ..................................... 118 
4.9 CHAPTER CONCLUSIONS ............................................................................................... 122 
CHAPTER 5:  CUSTOMER-CLASS DISAGGREGATION .................................................... 125 
5.1 METRICS USED FOR THE ANALYSIS ............................................................................... 126 
5.2 GSP-CLUSTERING ........................................................................................................ 128 
5.3 CUSTOMER-CLASS DISAGGREGATION............................................................................ 134 
5.3.1 Overview of Approach.............................................................................................. 134 
5.3.2 Target Datasets........................................................................................................ 135 
5.3.3 Model Training and Optimal Models ........................................................................ 138 
5.3.4 Customer-Class Disaggregation Results ................................................................... 144 
5.4 CHAPTER CONCLUSIONS ............................................................................................... 149 
CHAPTER 6:  LOAD DISAGGREGATION ............................................................................. 152 
6.1 CONSTANT AND VARIABLE LOADS ................................................................................ 153 
6.1.1 Annual and Daily Base Loads .................................................................................. 153 
6.1.2 Base Loads Per Diurnal Periods .............................................................................. 156 
6.1.3 Base Temperatures .................................................................................................. 159 
6.1.4 Base Solar Irradiance and Base Elevation Angle ...................................................... 161 




6.3 MULTIPLE-REGRESSION DISAGGREGATION .................................................................... 167 
6.3.1 Thermal Heating Loads ............................................................................................ 170 
6.3.2 Thermal Cooling Loads ............................................................................................ 173 
6.3.3 Lighting Loads ......................................................................................................... 174 
6.4 DATA TRANSFORMATIONS AND POWER FACTOR ANALYSIS ............................................ 180 
6.5 VALIDATION OF THERMAL-HEATING LOAD DISAGGREGATION ....................................... 188 
6.6 CHAPTER CONCLUSIONS ............................................................................................... 192 
CHAPTER 7:  LOAD FORECASTING .................................................................................... 194 
7.1 METHODOLOGY ............................................................................................................ 194 
7.2 MODEL SELECTION ....................................................................................................... 198 
7.3 FORECASTING PERFORMANCE ....................................................................................... 200 
7.4 CORRECTION FACTOR AND SHORT-TERM FORECASTING ................................................ 204 
7.5 CHAPTER CONCLUSIONS ............................................................................................... 205 
CHAPTER 8:  THESIS CONCLUSIONS .................................................................................. 206 
8.1 THESIS SYNOPSIS AND IMPLICATIONS ............................................................................ 206 
8.2 RESEARCH LIMITATIONS ............................................................................................... 213 
8.3 FURTHER WORK ........................................................................................................... 214 
















List of Figures 
 
Figure 3.1: Basic descriptive statistics for the available measurements ................................31 
Figure 3.2: Example of FFT results for GSP-57 for active power: a) original signal, b) 
normalised magnitudes at corresponding frequencies .................................................35 
Figure 3.3: First four frequency components of FFT: a) daily, b) yearly, c) half-daily and d) 
weekly. ......................................................................................................................36 
Figure 3.4: Original and reconstructed active power demand, for GSP-57, using: a) the first 10 
FFT components and b) the first 1000 FFT components .............................................36 
Figure 3.5: Probability of different cycles being present in the: a) first, b) second, c) third and 
d) fourth components for active power, for 98 GSPs ..................................................37 
Figure 3.6: Normalised magnitudes (ratio to mean demand) of different frequency components 
for active power, for 98 GSPs ....................................................................................37 
Figure 3.7: GSP-93 which shows ''extreme'' daily variations compared to the mean demand
 ..................................................................................................................................39 
Figure 3.8: Correlations between the original and reconstructed signals for active power, for 
98 GSPs .....................................................................................................................39 
Figure 3.9: Probability of different cycles being present in the: a) first, b) second, c) third and 
d) fourth components for reactive power, for 77 GSPs ...............................................40 
Figure 3.10: Normalised magnitudes (ratio to mean demand) of different frequency 
components for reactive power, for 77 GSPs ..............................................................41 
Figure 3.11: GSP-68 which shows ''extreme'' seasonal variations compared to the mean 
demand ......................................................................................................................42 
Figure 3.12: Correlations between original and reconstructed signals for reactive power 
demand, for 77 GSPs .................................................................................................42 
Figure 3.13: Probability of different cycles being present in the: a) first, b) second, c) third and 
d) fourth components for voltage, for 24 GSPs ...........................................................43 
Figure 3.14: Normalised magnitudes (ratio to mean demand) of different frequency 
components for voltage, for 24 GSPs .........................................................................44 
Figure 3.15: Correlations between original and reconstructed signals for voltage, for 24 GSPs
 ..................................................................................................................................44 
Figure 3.16: Groups of normalised active power for each day of the week based on 98 GSPs
 ..................................................................................................................................48 
Figure 3.17: Groups of normalised reactive power for each day of the week based on 77 GSPs
 ..................................................................................................................................49 
Figure 3.18: Groups of normalised voltage for each day of the week based on 24 GSPs ......50 
Figure 3.19: GSPs-19 and 43 which can be considered as ''atypical'' based on the weekly cycle 
analysis (as compared to the general trends) ...............................................................51 
Figure 3.20: Active power demand difference (normalised values) between weekdays and 




Figure 3.21: Basic statistical parameters for active power in the diurnal perspective for GSP-
1 ................................................................................................................................53 
Figure 3.22: Active power for 98 GSPs: a) normalised mean demand, b) range of variations, 
c) normalised range of variations, d) normalised (and z-score) range of variations ......54 
Figure 3.23: a) Normalised diurnal profiles and b) Null hypothesis test results for group 
differences in mean demand levels among the 48 half-hours of the day, using values from 
98 GSPs, for active power ..........................................................................................55 
Figure 3.24: a) Normalised diurnal profiles and b) Null hypothesis test results for group 
differences in mean demand levels among the 48 half-hours of the day, using values from 
77 GSPs, for reactive power .......................................................................................56 
Figure 3.25: a) Normalised diurnal profiles and b) Null hypothesis test results for group 
differences in mean voltage levels among the 48 half-hours of the day, using values from 
24 GSPs .....................................................................................................................56 
Figure 3.26: Weekday/weekend mean normalised demand levels for: a) active and b) reactive 
power ........................................................................................................................57 
Figure 3.27: Normalised demand differences between weekdays and weekends for all 
available GSPs: a) active power and b) reactive power ...............................................57 
Figure 3.28: Active and reactive demand differences between weekdays and weekends for 
GSPs-14 & 3..............................................................................................................58 
Figure 3.29: Basic statistical parameters, for all available GSPs for: a) active power, b) reactive 
power and c) voltage, in the seasonal perspective .......................................................59 
Figure 3.30: a) ''Smoothed'' and normalised seasonal profiles and b) Null hypothesis test results 
for group differences in mean demand levels among the weekdays of the year, using 
values from 98 GSPs, for active power .......................................................................60 
Figure 3.31: a) ''Smoothed'' and normalised seasonal profiles and b) Null hypothesis test results 
for group differences in mean demand levels among the weekdays of the year, using 
values from 77 GSPs, for reactive power ....................................................................61 
Figure 3.32: a) ‘Smoothed’ and normalised seasonal profiles and b) Null hypothesis test results 
for group differences in mean demand levels among the weekdays of the year, using 
values from 24 GSPs, for voltage ...............................................................................61 
Figure 3.33: Seasonal variations: daily mean, maximum and minimum values (weekdays only) 
for a) active power, and b) reactive power, for GSP-14 ..............................................62 
Figure 3.34: Normalised and normalised moving-average values for active power at selected 
hours of the day, for GSP-47 (weekdays only) ...........................................................62 
Figure 3.35: Combined diurnal and seasonal profiles for active power demand, GSP-53, all 
days ...........................................................................................................................63 
Figure 3.36: Probability of occurrence of maximum demand for: a) weekdays, b) weekends 
and minimum demand for c) weekdays, d) weekends, for active power ......................64 
Figure 3.37: Maximum (peak) demand occurrence per half hour of the day, per month of the 
year (weekdays only), for active power ......................................................................64 
Figure 3.38: Probability of occurrence of maximum demand for: a) weekdays, b) weekends 
and minimum demand for c) weekdays, d) weekends, for reactive power ...................65 
Figure 3.39: Maximum (peak) demand occurrence per half hour of the day, per month of the 




Figure 3.40: Probability of occurrence of maximum voltage for: a) weekdays, b) weekends 
and minimum voltage for c) weekdays, d) weekends ..................................................67 
Figure 3.41: Maximum (peak) voltage occurrence per half hour of the day, per month of the 
year (weekdays only) .................................................................................................67 
Figure 3.42: Changes in active power as a % of peak demand, GSP-5.................................69 
Figure 3.43: Changes in reactive power as a % of peak demand, GSP-5 ..............................69 
Figure 3.44:  Average changes in active power demands as a percentage of peak demand for 
selected month, GSP-5 ...............................................................................................70 
Figure 3.45: a) short-interruptions (SI) and long-interruptions (LI) form two European DNOs 
and b) rate of change of active power and average diurnal active power (form all GSP in 
the Scottish-A dataset) ...............................................................................................71 
Figure 4.1: Analemma for Edinburgh, UK, at 12:00 hours ..................................................76 
Figure 4.2: Topocentric analemma variables for one year, for Edinburgh, UK ....................77 
Figure 4.3: Example of factor-analysis results for 5 variables at 17:00 hours, GSP-14 .........81 
Figure 4.4: a) squared Pearson's coefficients for active power with temperature, for increasing 
window lengths of filtering of both variables and b) mean value of the active power 
residuals (as a % of mean active power) for increasing window-lengths of data filtering
 ..................................................................................................................................84 
Figure 4.5: Moving-window regression results for active power with temperature at 17:00 over 
one year, for four different window-lengths (10, 20, 40 and 60 days)..........................86 
Figure 4.6: Diurnal correlations over a one-year period for: a) active power with reactive 
power, b) active power with voltage and c) reactive power with voltage .....................88 
Figure 4.7: Diurnal correlations over a one-year period for: a) active power with temperature, 
b) active power with solar irradiance and c) active power with relative humidity ........89 
Figure 4.8: Diurnal correlations over a one-year period for: a) active power with solar azimuth 
angle and b) active power with solar elevation angle ..................................................90 
Figure 4.9: Three-year average of diurnal profiles for selected variables .............................91 
Figure 4.10: An example of correlations based on the mean-daily, max.-daily and min.-daily 
values, for active power with reactive power, for 77 GSPs .........................................93 
Figure 4.11: An example of correlation results based on the Pearson's and Spearman's 
coefficients, for active power with reactive power (average-daily values), for 77 GSPs
 ..................................................................................................................................94 
Figure 4.12: Seasonal correlations of average-daily values of active power (P) with: Q, V, T, 
SI, RH, AP, WS, A, E ................................................................................................94 
Figure 4.13: Seasonal correlations of average-daily values of a) reactive power (Q) with: V, 
T, SI, RH, AP, WS, A, E and of b) voltage (V) with: T, A, E......................................96 
Figure 4.14: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with reactive power: a) R2 and b) beta coefficients ...........................98 
Figure 4.15: Correlation profiles (R2 values) for GSPs with characteristic residential and 
commercial/mixture demand profiles .........................................................................99 
Figure 4.16: GSP-19 with ''atypical'' consumption characteristics and inappropriate use of the 




Figure 4.17: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with voltage – in R2 values a) using actual values and b) using smoothed 
voltage values .......................................................................................................... 101 
Figure 4.18: An example of moving-average smoothed values for voltage, at 17:00 hours, for 
GSP-58 .................................................................................................................... 101 
Figure 4.19: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with temperature: a) R2 and b) beta coefficients.............................. 102 
Figure 4.20: Coefficient of determination - R2 per half-hour of the day for active power with 
temperature and for all days, weekdays and weekends .............................................. 103 
Figure 4.21: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with relative humidity: a) R2, b) beta coefficients, c) R2 for filtered data 
and d) beta coefficients for temperature and relative humidity .................................. 104 
Figure 4.22: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with solar irradiance: a) R2 and b) beta coefficients ........................ 105 
Figure 4.23: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with solar elevation angles: a) R2 and b) beta coefficients ............... 105 
Figure 4.24: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with solar azimuth angles: a) R2 and b) beta coefficients ................ 106 
Figure 4.25: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with voltage – R2 ........................................................................ 107 
Figure 4.26: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with temperature: a) R2 and b) beta coefficients ........................... 108 
Figure 4.27: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with solar irradiance: a) R2 and b) beta coefficients ..................... 108 
Figure 4.28: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with solar elevation angles: a) R2 and b) beta coefficients ............ 109 
Figure 4.29: Average R2 values of linear regression between a) active power and temperature 
and b) reactive power and temperature, with respect to percentages of total residential 
demand .................................................................................................................... 110 
Figure 4.30: Seasonal distribution of residuals: linear regression analysis of active power with 
temperature, averaged over all GSPs, weekdays only ............................................... 111 
Figure 4.31: Residuals of linear regression analysis of active power with temperature for 3-
years at 17:00 hours: a) actual residuals (MW) and b) sample autocorrelation, (weekdays 
only) ........................................................................................................................ 111 
Figure 4.32: Moving-average filtered values of yearly: a) active power demand and 
temperature and b) solar elevation and azimuth angles, at 17:00 hours...................... 112 
Figure 4.33: Seasonal components of 3-year averaged values of active power and temperature 
and seasonal components of solar elevation/azimuth angles...................................... 113 
Figure 4.34: Correlations of the residuals of linear regression between active power and 
temperature with: reactive power, solar irradiance and solar elevation angles ........... 113 
Figure 4.35: Correlations of the residuals of various linear regression models (for active power 




Figure 4.36: Example of the correlations between the residuals of active power with 
temperature and active power with reactive power, for two characteristic GSPs........ 116 
Figure 4.37: Comparisons of linear regression of the 1st, 2nd and 3rd degree polynomial fits, for 
active power and temperature, at 17:00 hours, using a 3-year weekday data ............. 116 
Figure 4.38: Example of multiple regression analysis: active power with temperature and solar 
elevation angles, at 17:00 hours, weekdays .............................................................. 117 
Figure 4.39: Residuals of multiple-regression analysis of active power with temperature and 
solar elevation angle, for 3-years at 17:00 hours: a) actual residuals (MW) and b) sample 
autocorrelation, (weekdays only).............................................................................. 117 
Figure 4.40: PP-plot for the residuals of the moving-average filter (± 10 weekdays), single-
predictor and multiple-predictor models, with theoretical Gaussian distributions included
 ................................................................................................................................ 118 
Figure 4.41: Moving-window linear regression results for active power with reactive power at 
characteristic hours of the day: a) R2 and b) beta coefficients ................................... 119 
Figure 4.42: An example of the moving-window linear regression results for a single GSP at 
18:00 hours: a) R2 and beta coefficients and b) normalised demands for the same period
 ................................................................................................................................ 120 
Figure 4.43: Moving-window linear regression results for active power with temperature at 
characteristic hours of the day: a) R2 and b) beta coefficients ................................... 121 
Figure 4.44: Comparison of the resulting coefficients for the moving-window regression 
analysis at 13:00 hours for: a) GSP-36 (residential) and b) GSP-54 (commercial/mixture)
 ................................................................................................................................ 121 
Figure 4.45: Moving-window linear regression results for active power with solar elevation 
angles at characteristic hours of the day: a) R2 and b) beta coefficients ..................... 122 
Figure 4.46: Standard deviations of power-factor (PF): a) through the year at particular half-
hours and b) within each day, for all days of the year ............................................... 122 
Figure 5.1: Example for GSP-14: a) original measurements (in MW), b) 7-metrics based on 
normalised values (3.3) and c) 7-metrics further normalised according to the z-score 
values (3.1) .............................................................................................................. 127 
Figure 5.2: Diurnal profiles of 98 GSPs for a) 𝑴𝒆𝒂𝒏𝒕 and b) z-score (𝑴𝒆𝒂𝒏𝒕) ............... 128 
Figure 5.3: Number of resulting clusters per similarity cut-off values 𝒓𝒄𝒐, for mean diurnal 
demand profiles based on a) Metrics-1&2 and b) Metrics-2,6,8,10,12,14 .................. 130 
Figure 5.4: Cluster-4 mean diurnal profile and corresponding GSPs: a) for normalised values 
and b) for z-score normalised values ........................................................................ 131 
Figure 5.5: Mean diurnal profiles of the first 7 clusters, for a similarity cut-off level of 0.95
 ................................................................................................................................ 132 
Figure 5.6: Clustering algorithm ....................................................................................... 133 
Figure 5.7: GSP-14 and corresponding supplied areas ...................................................... 136 
Figure 5.8: a) IGZ-codes and b) corresponding domestic consumption (kWh) .................. 136 
Figure 5.9: a) Estimated consumption from IGZ-data vs consumption calculated from active 
power demands and b) percentage error ................................................................... 137 
Figure 5.10: Distribution of successful metrics among the half-hours of the day for: a) TR and 




Figure 5.11: Successful metrics for: a) TR and I&C, b) OR and c) E7 ............................... 139 
Figure 5.12: Variability of metrics (in standard deviation) among 98 GSPs and the four 
selected diurnal-blocks............................................................................................. 141 
Figure 5.13: Distribution of successful metrics among the four diurnal-blocks for: a) TR and 
I&C, b) OR and c) E7 .............................................................................................. 142 
Figure 5.14: Successful metrics for: a) TR and I&C, b) OR and c) E7, for the diurnal-blocks 
analysis.................................................................................................................... 143 
Figure 5.15: a) % of TR consumption for 98 GSPs based on the best 6 CoMs, 3 per half-hour 
and 3 per diurnal-blocks and b) GSPs with inconsistent results among the 6 estimations
 ................................................................................................................................ 145 
Figure 5.16: CDF for the mean-absolute-deviations in the CoM-estimations, based on the half-
hour analysis, the diurnal-blocks analysis and both for a) TR (and I&C), b) OR and c) 
E7 ............................................................................................................................ 146 
Figure 5.17: Percentages from total residential (TR) and economy-7 (E7) consumption .... 147 
Figure 5.18: CDF of the % difference between OR+E7 and TR estimated % contributions149 
Figure 5.19: a) modelled diurnal profiles for various TR contributions and b) correlation of 
estimated and modelled TR percentages ................................................................... 150 
Figure 6.1: Examples of a) the annual base load in daily profiles and b) the annual base load 
and the daily base loads in half-hourly seasonal profiles ........................................... 153 
Figure 6.2: Relationship between annual active power base and annual reactive power base for 
a) normalised values and b) actual values ................................................................. 154 
Figure 6.3: Relationship between: a) mean active power and annual base active power and b) 
mean reactive power and annual base reactive power ............................................... 155 
Figure 6.4: An example of the estimation of per half-hour base active power, seasonal range 
and temperature threshold, for GSP-14 at 11:00 hours (weekdays only) – Methods 1157 
Figure 6.5: An example of the estimation of per half-hour base active power, seasonal range 
and temperature threshold for GSP-14 at 11:00 hours (weekdays only) – Methods 2&3
 ................................................................................................................................ 158 
Figure 6.6: Estimated per half-hour and mean base (threshold) temperatures .................... 160 
Figure 6.7: An example of the estimation of per half-hour base (threshold) solar irradiance for 
GSP-14 at 17:00 hours (weekdays only) ................................................................... 162 
Figure 6.8: An example of the estimation of per half-hour base (threshold) solar irradiance at 
constant temperature levels, for GSP-14 (weekdays only) ........................................ 162 
Figure 6.9: Resulting estimations for base (threshold) solar irradiance and elevation angles
 ................................................................................................................................ 163 
Figure 6.10: Resulting load distinctions in the diurnal perspective, for GSP-14 ................. 164 
Figure 6.11: Resulting load distinctions for GSPs-14, 15, 3 and 52, for active power ........ 165 
Figure 6.12: CDF of normalised active power and corresponding Areas-A to D ................ 166 
Figure 6.13: Model performances in coefficients of determination - R2 for 77 GSPs, for P-QT
 ................................................................................................................................ 168 
Figure 6.14: Model performances in coefficients of determination - R2 for 77 GSPs, for P-QTE




Figure 6.15: Model performance in coefficients of determination - R2 for 77 GSPs, for P-TE
 ................................................................................................................................ 170 
Figure 6.16: An example of the disaggregated thermal heating loads for GSP-14: a) P-QT and 
b) P-QTE ................................................................................................................. 171 
Figure 6.17: An example of the disaggregated thermal heating loads using model P-QTE for 
a) GSP-33 and b) GSP-3 .......................................................................................... 171 
Figure 6.18: Estimated contributions from thermal heating loads based on the analysis of 77 
GSPs, for models: P-QT and P-QTE ........................................................................ 172 
Figure 6.19: Consistency of estimations between models P-TQ and P-TQE: a) CDF of mean 
% difference, b) R2 of diurnal profiles and c) diurnal distribution of the differences.. 173 
Figure 6.20: An example of the disaggregated thermal cooling loads using P-TE model for 
GSP-11: a) diurnal and b) seasonal perspectives ....................................................... 174 
Figure 6.21: Estimated contributions from thermal cooling loads based on the analysis of 77 
GSPs, using the P-TE model .................................................................................... 174 
Figure 6.22: An example of disaggregated lighting loads using Model-A for: a) GSP-14 and 
b) GSP-3.................................................................................................................. 176 
Figure 6.23: Estimated contributions from lighting loads (seasonally variable) based on P-TE, 
Model-A .................................................................................................................. 177 
Figure 6.24: An example of disaggregated lighting loads using Model-B for: a) GSP-14 and 
b) GSP-3.................................................................................................................. 177 
Figure 6.25: Estimated contributions from lighting loads (seasonally variable) based on P-TE 
Model-B .................................................................................................................. 178 
Figure 6.26: Mean lighting load contributions to total active power demand, for GSPs 14 and 
3 .............................................................................................................................. 179 
Figure 6.27: Illustration of the approach for determining the PE and PD portions of total active 
power, for GSP-14 at 16:00 hours ............................................................................ 181 
Figure 6.28: Examples of the resulting 𝑷𝑫 correlations with: a) reactive power - Q and b) 
temperature - T, for 48 half-hours, GSP-31 .............................................................. 182 
Figure 6.29: Resulting reference power factors - PFR, for 48 half-hours, GSP-31 .............. 182 
Figure 6.30: a) Correlation coefficients – r and b) mean absolute error – MAE, between the 
estimated Qmin and Tmax reference power factors - PFR, for 77 GSPs ......................... 183 
Figure 6.31: Correlations of measured and estimated loads (P, PTH and PNTH) with measured 
reactive power - Q and temperature - T .................................................................... 185 
Figure 6.32: Examples of estimated loads for a winter day (day of peak demand), GSP-14, for: 
a) PTH and b) PNTH loads ........................................................................................... 185 
Figure 6.33: Examples of estimated loads PTH and PNTH, for GSP-14 at a) 17:00 hours and b) 
03:00 hours .............................................................................................................. 186 
Figure 6.34: Estimated PNTH loads for: a) GSP-14 and b) GSP-3 ....................................... 187 
Figure 6.35: Estimated PTH loads for: a) GSP-14 and b) GSP-3 ......................................... 187 
Figure 6.36: Estimated percentage contributions from: a) PNTH and b) PTH loads, for 77 GSPs




Figure 6.37: Scatter plots of IGZ consumption data compared to 𝑷𝑻𝑯 estimates form the PF-
method in a) and the MR-method in b) and % error with respect to the IGZ data, for both 
methods, for 11 GSPs in c)....................................................................................... 189 
Figure 6.38: Mean normalised thermal-heating demand, per GSP, for the PF and MR methods: 
a) all hours of the day and b) night-hours only.......................................................... 191 
Figure 7.1: Average model performances (over all half-hours, days and GSPs) for: a) active 
power and b) reactive power (excluding P from predictors) ...................................... 199 
Figure 7.2: a) average model performance (over all half-hours, days and GSPs) for reactive 
power (including P in predictors) and b) performance of best-models for reactive power, 
per day of the week and half-hour of the day ............................................................ 199 
Figure 7.3: Average mape (%) from seven GSPs per: a) half-hour of the day and b) day of the 
week, for active power forecasting ........................................................................... 201 
Figure 7.4: Resulting mape (%) per GSP, for active power forecasting ............................. 202 
Figure 7.5: Example of forecasted demand, for GSP-1 (one week), for active power ......... 203 
Figure 7.6: Resulting mape (%) per GSP, for reactive power forecasting .......................... 203 
Figure 7.7: Short-term forecast results for: a) active power and b) reactive power (excluding 




















List of Tables 
 
Table 3.1: Summary of available measurements .................................................................29 
Table 3.2: GSP-groups according to the order of: daily (D), yearly (Y), weekly (W) and half-
daily (HD) normalised magnitudes (for active power) ................................................38 
Table 3.3: GSP-groups according to the order of: daily (D), yearly (Y), weekly (W) and half-
daily (HD) normalised magnitudes (for reactive power) .............................................41 
Table 3.4: GSP-groups according to the order of: daily (D), yearly (Y), weekly (W) and half-
daily (HD) normalised magnitudes (for voltage) .........................................................44 
Table 3.5: Mean (and standard deviation) percentages to total range of variations for selected 
periodicities for: active power, reactive power and voltage .........................................45 
Table 3.6: One-way analysis of variance (ANOVA) and Kruskal-Wallis tests results, for group 
differences between active power demand for the 7 days of the week .........................48 
Table 3.7: One-way analysis of variance (ANOVA) and Kruskal-Wallis tests results, for group 
differences between reactive power demand for the 7 days of the week ......................50 
Table 3.8: One-way analysis of variance (ANOVA) and Kruskal-Wallis tests results, for group 
differences between voltage levels for the 7 days of the week.....................................51 
Table 4.1: Summary of meteorological explanatory variables .............................................75 
Table 4.2: Example of zero-order and partial correlation results ..........................................82 
Table 5.1: Metrics used for clustering and customer-class disaggregation ......................... 126 
Table 5.2: GSPs per cluster, for a similarly cut-off level of 𝒓𝒄𝒐 = 𝟎. 𝟗𝟓........................... 131 
Table 5.3: Optimal CoMs for the per half-hour analysis .................................................... 140 
Table 5.4: Optimal CoMs for the diurnal-blocks analysis .................................................. 144 
Table 5.5: Estimated % to total consumption from TR and E7 customer-classes (nearest integer 
approximation) ........................................................................................................ 148 
Table 7.1: Estimated % contributions from total residential (TR) and economy-7 (E7) demands
 ................................................................................................................................ 195 
Table 7.2: Model specifications (P-active power, Q-reactive power, T-temperature, S-solar 
irradiance, E-elevation angle, A-azimuth angle) ....................................................... 195 









Acronyms and Abbreviations 
 
AC Air Conditioning 
ANN Artificial Neural Networks 
ANOVA Analysis of Variance 
ARIMA Autoregressive Integrated Moving Average 
ARMA Autoregressive Moving Average 
BSC Balancing & Settlement Code 
CDD Colling Degree Days 
CDF  Cumulative Distribution Function 
CFL Compact Fluorescent Lamp 
DFT Discrete Fourier Transform 
DG Distributed Generation 
DNO Distribution Network Operator 
DSM Demand Side Management 
DTM Dynamically Teleswitched Meter 
E10 Economy-10 
E7 Economy-7 
EU European Union 
FA Factor Analysis 
FFT Fast Fourier Transform 
GB Great Britain 
GSP Grid Supply Point 
HDD Heating Degree Days 
HV High Voltage 
HVAC Heating, Ventilation & Air Conditioning 
I&C Industrial & Commercial 
ICT Information & Communication Technology  
IFFT Inverse Fast Fourier Transform 
IGZ Intermediate Geography Zone 
K-W Kruskal-Wallis Test 




LED Light Emitting Diode 
LI Long Interruptions 
LOESS Local Regression 
LSOA Lower-Layer Super Output Area 
LV Low Voltage 
MA Moving Average 
MAD Mean Absolute Deviation 
MAE Mean Absolute Error 
MAPE Mean Absolute Percentage Error 
MPAN Meter Point Administration Number 
MSOA Medium-Layer Super Output Area 
MV Medium Voltage 
NIALM Non-Intrusive Appliance Load Monitoring 
NILM Non-Intrusive Load Monitoring 
Ofgem Office of Gas and Electricity Markets 
OLS Ordinary Least Squares 
OR Ordinary Residential 
PCA Principal Components Analysis 
RLOESS Robust Local Regression 
RTP Real Time Pricing 
SI Short Interruptions 
SM Smart Meter 
SPEN  Scottish Power Energy Networks 
SSE Sum of Square Errors 
SSG Sum of Square Group Errors 
SSL Shiftable Static Loads 
SST Total Sum of Squares 
ToU Time of Use 
TR Total Residential 








A Solar Azimuth Angle 
AP Atmospheric Pressure 
Co Degrees Celsius 
d Day of the Week 
E Solar Elevation Angle 
m Meter (distance) 
mb Millibars (pressure) 
o Degrees (angle) 
P Active Power 
PB Base Active Power 
PD Active Power Difference 
PE Expected Active Power 
pf Power Factor 
PFR Reference Power Factor 
PNTH Non-Thermal Demand 
PSR Active Power Seasonal Range 
PTH Thermal Demand 
Q Reactive Power 
R2 Coefficient of Determination 
rco Cut-Off Correlation Level 
RH Relative Humidity 
rxy Pearson's Coefficient 
rxy
' Spearman's Coefficient 
s Second (time) 
SI Solar Irradiance 
T Temperature 
t Time (half-hour timestamp) 






Chapter 1: Introduction 
The environmental and socio-economic challenges imposed by climate change and fossil-fuel 
depletion are driving changes in various systems of human function and organisation. 
Inevitably, in the centre of this evolution lies energy and more specifically, in the context of 
this study, electrical energy.  
Modern electric power systems are characterised by increasing levels of complexity, regarding 
both the actual setup of the electricity grids and their components, as well as the multi-
parametric interactions between networks, consumers, economic agents, technological 
innovations and, in general, the physical and social environments in which these systems 
function. One of the central attributes of complex systems is the emergence of new properties 
and relationships that are not always accounted for or anticipated by prior knowledge and 
existing theory about their individual components [1].  
The deployment and proliferation of automated control, monitoring and communication 
infrastructure, supply and demand side interventions, the significant increase in the use of 
renewable energy sources and the decentralisation of power production through distributed 
generation, are some of the modern developments from which increasing complexity arises. 
Therefore, as mentioned in [2]: 
''… it will be important to design simulation systems that can accurately represent both the 
grid and the reaction of consumers, in order to predict the emergent properties of the system 
under a range of different conditions…'' 
In such circumstances, an inductive approach to research, based on the wealth of data 
generated at various domains of the electricity grid and relying on the actual-measured system 
responses, can be used in order to inform the formulation of adequate models.  
This thesis presents methodologies for the analysis of electricity demands, as measured at the 
medium-voltage distribution level, and formulated for the specific purposes of: 1) profiling 
and decomposition with respect to all relevant temporal-scales exhibiting significant demand 
variability, 2) determining the extent of demand dependencies to exogenous variables and 
people's daily schedules at the corresponding scales, 3) disaggregation of demands according 
to customer-sectors and load-types and 4) forecasting medium and short-term demand 
variability. Despite the fact that the methodologies are demonstrated on particular datasets, 
these are intendent to be easily adaptable for studies at equivalent aggregation levels and can 
be considered computationally efficient and parsimonious.  
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1.1 Background  
An electrical power system is most commonly expressed as the sum of four distinctive 
components: generation, transmission, distribution and end-user consumption. The first three 
components represent the supply-side infrastructure, which is developed for the purpose of 
meeting end-user demand. The general distinction between transmission and distribution 
networks regards the complexity of the systems, in terms of the number of connected nodes 
and their corresponding voltage levels. The prescribed voltages vary according to the network 
setup and operating conditions with no internationally agreed standards. 
In Great Britain (GB), the transmission network consists of the high-voltage (HV) 
interconnections at 400 kV, 275 kV and 132 kV1 [3], enabling movement of bulk electrical 
energy from the generation sides to the main demand centres. The HV transmission system is 
interfaced to the medium-voltage (MV) distribution networks through transformer substations 
at: 400:132 kV and 275:132 kV in England and Wales and 275:33 kV and 132:33 kV in 
Scotland [3], [4]. Then, primary distribution substations at 132:33 kV, 132:11 kV and 33:11 
kV [5] and secondary distribution substations at 11:0.4 kV [6], provide the necessary voltage 
reduction and system expansion for delivery to end-users2. 
The traditional setup of electricity grids positions the distribution networks and network 
operators (DNOs in GB) in the mid-point between generation and consumption and the MV-
substations as the physical hubs facilitating the high-to-medium and medium-to-low voltage 
level transformation and the subsequent distribution of electricity to customers. It is therefore 
not surprising that despite the control of generation and bulk supply at the HV-level and the 
increased proliferation of automated control systems at the LV-level, much of the system's 
operation, resource allocation and stability is a responsibility of agents at the distribution level. 
This responsibility extends to issues of continuity and reliability3, while further pressures are 
added to the distribution networks from increasing demands for decentralisation, due to the 
fact that the traditional hierarchical topology of electrical grids is now considered to be 
outdated [7] [8]. Thermal efficiency of centralised power plants is between one third to one 
half [9]; losses from transmission accounts for 2 % (in GB) [10] and 8 % (world average) [11]; 
generation capacity generally exceeds real-time demand in order to accommodate the, less 
                                                   
1 The 132 kV level is considered as distribution in England and Wales and as transmission is Scotland.  
2 A small number of large customers, e.g. heavy industry, are connected to the HV and MV networks 
3 In GB, reliability is shown to be exceedingly high at the HV-level, with the vast majority of faults and 
interruptions being located at the distribution MV and LV levels [4], [7], [8]. 
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frequently occurring, peak demands [12]; while supply interruptions originating at the HV-
levels result in domino-effect failures (although these are infrequent in GB) [13].  
In addition, the challenges arising from climate change and fossil-fuel depletion mean that 
decentralisation through distributed generation (DG) is typically associated with renewable 
energy sources. This coupling creates further challenges, including: the intermittency of 
renewable energy sources and technical considerations of power quality (e.g. voltage raise, 
transients, harmonic distortions and frequency instability); economic viability (e.g. power 
price competition) and security of operation, as outlined in [14], [15] and [16]. This is 
particularly the case since the distribution networks were initially developed as passive 
systems with no anticipated bilateral flows [17] and therefore considerable effort is put 
towards grid modernisation. A detailed report on the progress to date and future plans to meet 
the 2050 goal of: '' reduction of carbon dioxide emissions by at least 80 % from their 1990 
baseline'', as presented to the House of Commons, in the UK, can be found in [18]. The 
corresponding grid modernisation multi-year plan for the US can be found in [19]. It is 
therefore recognised that adaptation to the new operating conditions is not only an option, but 
rather a desirable path towards energy security and sustainability.  
To this end, much of academic, industrial, legislative, market and social interest is focused on 
what has come to be known as the ''smart-grid''. This refers to the next-generation electricity 
grid, which can be broadly defined as: an automated power network, with decentralised modes 
of generation and control, enabled by bidirectional information and communication 
technologies (ICTs), facilitating real-time demand and supply balancing, while maintaining 
high levels of resilience and protection against faults, disturbances and cyber-attacks [13], 
[20], [21]. This ambitious project requires changes to the current systems, not only in 
generation and grid architecture, but also for enabling direct/indirect and dynamic consumer 
participation. Such measures are collectively referred to as demand-side-management (DSM) 
and although DSM initiatives have been proposed and implemented since the 1970s and 1980s 
[22], they have been restricted and discouraged due to technological limitations. The recent 
advances in ICTs have positioned the concepts of smart-grid and DSM in the same realm and 
the two are usually discussed together.  
The central proposition of DSM states that it is more energy efficient and economically viable 
to influence suitable changes in electricity demand, than to constantly adapt supply levels to 
meet customers' requirements [23].  This can be accomplished, in the long-term, by 
introducing and popularising energy-efficient consumption habits and the corresponding use 
of energy-efficient appliances (e.g. LED-lighting [24]) and standards have been developed and 
Chapter 1: Introduction 
4 
 
adopted in many regions, with perhaps the most familiar example being the EU ''standards and 
energy labels for appliances'' [25]. Concerns regarding systemic responses within the 
economy, such as the rebound effect, have also been raised, in some cases questioning the 
actual long-term benefits of some of the proposed measures, as discussed in [26], [27] and 
[28]. 
Apart from the long-term schemes, within a modernised smart-grid, DSM usually refers to 
short-term and preferably real-time demand modifications. Traditionally, these approaches 
have been restricted to large deferrable industrial loads which can, if necessary, be 
disconnected from the grid to restore supply-demand balance, as opposed to increasing supply 
using spinning generation reserves [29]. The requirements for such reserves can be reduced 
by properly shifting loads to off-peak periods thus increasing utilisation of generation [30] 
and, for the desired scale of impact, these flexibilities need to extent to the residential and 
commercial sectors [29]. DSM interventions are therefore aimed at modifying demand to 
produce load profiles that maintain a stable supply-demand balance [31] and will, ideally, be 
able to minimize electrical disturbances (e.g. maintain proper system frequency [32] such as 
+/- 1 % of nominal for the UK [33]).  
The short-term and real-time DSM schemes can be broadly categorized as direct and indirect 
as well as market and non-market based, although there are extensive intersections between 
these categories, particularly when the proposed applications can be implemented only within 
a smart-grid enabled network. For example, static time-of-use (ToU) tariffs for encouraging 
load shifting of specific load-types (e.g. economy-7 night-time tariffs for electric storage 
heating in the UK [34]), can be considered as indirect (and non-intrusive). With the installation 
of smart-meters (SMs) however, these approaches are extended to flexible or real-time pricing 
(RTP), that enables tailored load-shifting according to customer and network needs [35]. Since 
load-shifting can be accomplished via price and tariff variations, these approaches involve 
market participation [36], while supply-demand balancing mechanisms are already determined 
through the interactions of generators, distributors, suppliers and consumers (e.g. UK 
settlement periods, outlined in [37]). Considerable effort is put for the operational optimisation 
of the interactions between all of these agents; based on constraint, heuristic, game-theory and 
otherwise formulated approaches, as in [23], [38], [39] and [40].  
These automated and responsive power networks [41], based on the use of smart-metering and 
real-time DSM, have the potential benefits of: increased reliability and faster recovery after 
faults [2], improved integration of intermittent renewable energy sources [42] [43] [44], more 
appropriate conditions for real-time market transactions [45], incentives for network 
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investments, reduced costs for individual consumers and the economy, as well as the 
environmental and social benefits of decarbonisation. SMs are also considered a vital element 
for the widespread adoption of electric-vehicles, due to the limitations of the current 
distribution infrastructure. This is due to the anticipated increase in requirements for charging, 
which can be accommodated by an automated system that enables real-time electricity 
allocation, thus decreasing total stresses on the system [46] [47].  
There is however an ongoing discussion about the realistic benefits, risks and challenges 
regarding a number of proposed or partly-implemented developments. For example, it has 
been argued that the massive SM deployment (e.g. plan for 50 million gas and electricity 
meters and full domestic SM coverage by 2020 in GB [48] and an estimated €51 billion cost 
for full SM installation in the EU [49]) is not justified by the projected environmental, 
economic and operational benefits and that the anticipated changes in customer consumption 
patterns are better enabled only with sufficiently developed time-of-day and real-time pricing 
[50]. The UK government, in the official online SM guide [51], describe the benefits of SM 
installation in terms of: 1) real-time information on consumption habits and therefore 
improved management of energy use by the consumers, 2) billing based on actual-
consumption in contrast with traditional estimated consumption and 3) easier switching 
between suppliers. Therefore, apart from the increased flexibility of customer-supplier 
communication, the benefits presented are limited to customers altering their behaviour based 
on SM information about their consumption patterns.  
This seems to present a gap between the ''vision'' of smart-grid networks, as discussed by 
academia and industry, i.e. in the context of technological modernisation of the grid that allows 
DG, renewable integration and a real-time proactive network, and the one discussed by 
governmental institutions. Assuming that networks and markets adjust to facilitate DSM 
interventions only, the benefits will be a result of ''social-engineering'', i.e. changes in customer 
behaviour responding to price/tariff variations and not a result of technical-engineering that 
can accommodate the projected increases in energy requirements4 [52]. Furthermore, cost-
benefit analysis suggests that improvements in network operation and power quality control 
requires a critical mass of SMs to be installed [53].  
                                                   
4 Although decreasing electricity demand trends can be shown in some cases, e.g. recent decreasing 
trends for the UK  [54]. Analysis of economic development and electricity consumption produces 
varying results, from conservation and neutrality to positive correlation and support of the growth 
hypothesis [55]. 
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Most of the concern and criticism is, however, concentrated on issues related to data privacy 
and security. High-frequency metering offers a high-resolution view of people's schedules and 
habits and can be used to determine occupancy and energy use patterns for individual 
households. This increases the vulnerability against illegal activities in cases where the 
information is leaked or hacked (i.e. criminal activity by intersection of communications), 
discussed in [56] and [57]. Consumer groups have also raised concerns about the uses of SM 
data by commercial entities, for purposes of advertisement, insurance adjustment and targeted 
marketing [58] . Similarly, SM-data availability can potentially be exploited by governments 
and law-enforcement agencies, or by other parties for legal purposes. Cyber-security is of main 
concern since the ICTs can be borne to attacks for purposes of electricity theft and meter-
manipulation, or malicious attacks on the electricity grid infrastructure by foreign or domestic 
adversaries [59] [60]. Furthermore, the growing body of research dedicated to the software-
engineering side of LV-metering (e.g. optimization algorithms, communication and real-time 
response algorithms, development of protocols and standards, etc. [35], [38], [61], [62], [63] 
and [64]) implies a large-scale increase in complexity [65] [66] and thus an important 
challenge from a technical point of view.  
It should be noted however, that despite the extensive research regarding, or aimed to address, 
the challenges of SM technologies and their integration to the economy, there appears to be 
limited academic-literature that can be considered as a direct criticism of the altogether 
deployment of these technologies. There appears to be a general consensus among the 
scientific community regarding the validity of arguments for the installation of SM devices 
and a recognition of the long-term opportunities it offers for grid-modernisation.  
This thesis does not take a stance for or against any of the proposed developments but it is 
rather based on the assumption that grid modernisation is necessary even if only to meet 
increasing energy requirements and that it is inevitable, with or without ICTs at every level of 
the grid. The methodologies presented are therefore aimed at the retrieval of valuable 
information from already existing metering devices, installed at the distribution level of the 
grid. Feedback data from MV-substations corresponds to a degree of system aggregation that 
can be considered informative of the supply-demand interactions, yet not too complex as to be 
ambiguous, or too specific to individual consumers. It is descriptive of consumption 
characteristics at certain locations, sectors and temporal periods, less bound by privacy 
concerns and more accessible by statistical analysis due to the aggregation of data; and 
positioned at the centre of some of the ongoing and anticipated changes in power networks. 
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1.2 Thesis Scope and Structure 
This thesis concentrates on methods for the analysis of measurements (i.e. active power - P, 
reactive power - Q and voltage - V) from, generally, already available metering apparatus at 
the MV-level and investigates the possibilities for retrieving useful information that can 
facilitate improved system operation and control, implementation of DSM interventions and 
inform planning and development considerations. Each chapter is dedicated to particular 
aspects of the analysis and the thesis is organised so that more basic results (e.g. load-profiles) 
precede more complex and involved methodologies (e.g. load-disaggregation). However, the 
results and conclusions of earlier chapters are often used for the analysis in subsequent 
chapters. The thesis structure can be summarised as follows: 
In Chapter 2, a review of existing literature is presented, putting the current study into context. 
This is structured in sections discussing existing literature relative to specific aspects of the 
thesis, corresponding to the analysis and results presented in Chapters 3 to 7. A brief overview 
of the statistical approaches used is also presented, although more detailed discussions are 
included in the following chapters, when these methods are explicitly used. 
In Chapter 3, the demand datasets used in this thesis are presented. The variabilities of 
parameters P, Q and V are investigated through Fourier decomposition. Detailed profiling is 
presented with respect to the daily, weekly and yearly cycles and analysis of variance is used 
to determine periods of similar and dissimilar demand levels. The probability of occurrence of 
maximum (peak) and minimum demand levels and the benefits from profiling the rate-of-
change of demands are also investigated.  
In Chapter 4, the main meteorological drivers of short and medium term demand variability 
are determined through correlation and regression analysis, conducted for different temporal-
scales. The analemma variables (solar azimuth and elevation angles) are introduced and 
evaluated as explanatory variables. For the same temporal scales, the statistical relationships 
between the P, Q and V parameters are also investigated. A detailed discussion is provided 
based on the analysis of residuals for the purposes of explaining certain features of seasonal 
demand variability, as well as for justifying the use of multiple-regression in the following 
chapters and the sensitivity of demand to weather conditions, throughout the year, is evaluated, 
based on a moving-window regression approach.  
In Chapter 5, MV-substations are clustered according to average demand patterns. Then, 
based on a number of selected metrics and data retrieved from official consumption statistics, 
a methodology is presented for estimating percentages of contributions from different 
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customer-classes. The consistency of the resulting percentages as estimated from different 
metric-combinations is evaluated and the results are compared to the clustering classification. 
Initial results based on a model developed for generating diurnal demand profiles according 
to selected contributions from the domestic sector are also presented.  
In Chapter 6, loads are initially decomposed into base, intermediate and peak demands, 
defined in terms of: annual base, daily base, daily variable but seasonally constant, and 
seasonally variable portions. Approaches are presented for determining temperature and solar 
irradiance threshold values, marking the periods when electrical heating, cooling and lighting 
loads are switched on. Two disaggregation approaches are investigated, relying on multiple-
regression analysis and data-transformations according to the P-Q relationship (i.e. power 
factor), and results are presented for the diurnal and seasonal contributions of generic and 
specific load-types to the total measured demand.  
In Chapter 7, a dynamic multiple-regression approach for forecasting short-term and medium-
term active and reactive power demands is presented. The method does not rely on specifying 
predictors prior to the analysis, but rather on evaluating the modelling performance of various 
combinations of predictors before applying the selected pairs for forecasting. The use of the 
analemma variables for active and reactive power demand forecasting is also explored, as an 
alternative (or complementary) to the use of meteorological data.  
Finally, Chapter 8 presents a summary of the main findings and discusses the challenges, 
limitations, as well as proposed directions for further research.  
1.3 Thesis Contributions 
The work presented in this PhD thesis is indented to aid and inform further studies, either 
through the reproduction of the developed methodologies, or by direct consultation of the 
results, as presented. An effort has been made to combine demand datasets which correspond 
to shared or similar consumption characteristics and, in particular, results and approaches 
based on P-Q and P-Q-V records are specific to UK distribution networks (i.e. north of 
England and south/central Scotland). The main contributions can be summarised as:   
 An investigation of the statistical characteristics and temporal variabilities of active power, 
reactive power and voltage, through detailed decomposition and profiling. As most of the 
existing literature is concentrated on either total-system or individual/aggregated LV-
profiles (or composite and nationwide survey-based profiles) the current study presents 
demand profiles as derived from a large data-sample of MV-substations. The results are 
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therefore representative of actual aggregate consumption characteristics, specific to 
locations and DNOs and with realistic and diverse customer-class mixtures. 
 An investigation of the medium-term and short-term dependencies of electricity demands 
to external parameters, at the diurnal and seasonal time-scales. These results can inform 
the variable selection process for subsequent studies, particularly when these are specific 
to locations of similar climate characteristics. The analysis also demonstrates the 
temporal-scales at which causal relationships between demands and external parameters 
can be established, as well as the different possibilities that arise from analysis at each of 
these temporal-scales, with respect to generality or granularity.  
 The introduction and an investigation of the applicability of the solar analemma variables 
(solar azimuth and solar elevation angles), for purposes of demand profiling and load 
disaggregation and forecasting. The use of these parameters shows improved demand 
modelling performances, while being directly related to seasonal/weather changes and can 
be used for the described purposes in the absence of meteorological data. (Publication 
from this research: [67]). 
 The development of a methodology for the classification of MV-GSPs and the subsequent 
disaggregation of total measured demands into percentage-contributions from various 
customer-classes. The results are based on consumption patterns accessible directly from 
the MV-measurements and can be used for the assessment of proposed DSM interventions, 
or to inform system planning, expansion and DG-integration considerations, as different 
customer-classes exhibit particular demand characteristics. 
 The development of methodologies for the disaggregation of total measured aggregate 
demands into generic as well as specific load-type categories. This work also presents 
results for balance-point temperature and solar irradiance levels and estimations of base, 
intermediate and peak demands, according to constant and variable portions of total 
consumption. The results can inform DSM interventions, through determining deferrable 
portions of the load, or for studies of the efficiency of thermal load consumption through 
the disaggregation of total demands into heating/cooling components, as well as for 
balancing variable demand and generation from renewable/DG sources. (Publications 
from this research: [68], [69]5). 
                                                   
5 [68] was selected from conference papers and invited to be published as a book-section. This resulted 
in the revised version in [69], which includes additional results. Both publications include demand-
profiling analysis, but the primary focus, in both cases, is on load decomposition/disaggregation. 
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 The development of a dynamic multiple-regression model for short-term and medium-
term active power and reactive power demand forecasting, based on meteorological and 
analemma parameters, flexible and adaptable according to the data availability of predictor 
variables. (Publication from this research: [67]). 
1.4 Terminology 
For the purposes of this study and throughout this text, several terms are used interchangeably. 
In particular:  
 Load, demand and consumption are used to refer to the measured or estimated parameters: 
active power – P and reactive power – Q. Load is also used to denote power consumption 
from specific devices or types of equipment (e.g. thermal-resistive loads, in load 
disaggregation) and in the same context, this load corresponds to portions of the total 
measured demand.  
 Diurnal and daily refer to the period of 24-hours of one day, which, based on the resolution 
of the available datasets, is represented by 48 half-hourly timestamps. The terms seasonal, 
yearly and annual correspond to one calendar year (365 days), from 1st of January to 31st 
of December, unless stated otherwise, e.g. when only weekdays are used, or when holiday 
periods are excluded. Weekdays and weekends have the conventional meaning; Mondays 
to Fridays for the former, Saturdays and Sundays for the latter. Additional days from leap-
years (i.e. 29th of February) have been deleted for consistency between subsequent years.  
 Grid-supply-points (GSPs), buses and substations are also used interchangeably, and 
correspond to the points in the distribution networks at which data are recorded. The 
nominal voltage levels are not the same for all datasets and the appropriate clarifications 
are made in Chapter 3.  
 Customer-sectors, customer-classes and customer-categories correspond to the portions of 
the total aggregate demands that can be attributed (known or estimated) to groups of end-
users with similar activities and consumption patterns, e.g. from the residential, 
commercial and industrial sectors. Measured demands at the MV-level are usually 
constituted from different combinations of percentage-contributions from these classes 
and the total is therefore a customer-mixture. In the same context, domestic corresponds 
to residential and non-domestic to commercial and industrial. In Chapter 5, further 
clarifications are made, with respect to the presented methodology and data availability.  
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System Used: All results presented in this thesis are based on computations conducted on an 
Intel i7-2630 QM CPU at 2 GHz, operating with 64-bit Windows-7 and implemented in 




Chapter 2: Literature Review 
The literature review is divided into six sections. The first five correspond to the work 
presented through Chapters 3 to 7, while the sixth section discusses the literature relative to 
the statistical approaches used in this thesis.  
2.1 Load Modelling and Profiling 
Power system models are used in a number of studies related to all parts and voltage levels of 
the grid, from generation, through transmission and distribution, to end-user consumption. 
Load models at the MV and LV distribution networks are important for planning, operation 
and market analysis, as well as for addressing issues of stability and control and for predicting 
future grid characteristics, particularly important due to the introduction of new technologies 
in appliances and the integration of DG. Load models are also important for the success of 
DSM schemes, since they provide crucial information about consumption patterns and the 
availability of deferrable loads. A number of different definitions are found in literature for 
the description of load models and their uses.  
First distinctions are usually made between static and dynamic load models. These correspond 
to the mathematical representations of electrical load parameters, appropriate to specific load-
categories due to their shared characteristics (e.g. resistive loads, CFLs, LCD-displays, 
rectifiers, etc.). Static (or steady-state) load models describe active and reactive power demand 
dependencies on voltage and frequency changes, at specific time instances, as instantaneous 
step-changes with no transient characteristics. Dynamic load models are more appropriate for 
the analysis of dynamic (transient) system responses and load disturbances and do not assume 
instantaneous transfer from one state to the next [71]. Some common mathematical models 
used are the: constant power - PQ, constant impedance - Z, exponential, polynomial - ZIP and 
many others [72]. Based on the selected methods and used analytical/mathematical 
descriptions, two main approaches can be distinguished for providing the data-values 
necessary to build these models: the component based (bottom-up) and the measurement based 
(top-down).  
Bottom-up based approaches are formulated from the combination and aggregation of 
individual load components, usually corresponding to specific appliances or load-categories. 
The primary source of information regarding load characteristics for these components is taken 
from experimental results, such as in [73], [74] and [75]. Individual components are frequently 
categorised into larger sets, a process which simplifies the methodologies and reduces 
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unnecessary complexity, in the sense that these categories correspond to similar-purpose 
appliances, e.g. ''power-electronics'' includes laptops and ICT loads, lighting includes 
incandescent lamps and CFLs, etc. [76]. The total load is a function of selected percentages 
for the individual load categories, according to the desired model specifications, i.e. 
aggregation for domestic consumption would correspond to different percentage-contributions 
from the same load categories as compared to the aggregation of load categories in commercial 
consumption. Aggregation aimed at representing bulk-supply-point loads includes 
specification of percentages according to load categories, as well as according to sector 
combinations, also known as customer-classes, typically: residential, industrial and 
commercial. This information is usually derived from survey-based socio-economic data, i.e. 
patterns for occupancy levels, time-varying probability of use for different appliances, sector-
mixtures at different locations, etc. [77]. Examples of approaches for generating composite 
models can be found in [76], [78], [79], [80] and [81].   
Top-down or measurement-based load modelling, relies on deriving load parameters from data 
recorded by different monitoring devices installed in the grid. These can measure the system-
states under normal operating conditions, or they can be used for recording disturbances, 
typically regarding power quality and fault-events' detection [82], [83]. For power-flow quality 
and stability studies, transient states, regarding the changes in voltage/frequency and 
active/reactive power demands, are modelled as in [84], [85]. When the measuring point 
corresponds to higher levels of system aggregation, the parameters for individual loads are 
estimated based on various optimisation methods, such as in [86] and [87].  
Measurements from individual customers and from various grid aggregation levels, can also 
be analysed statistically, e.g. to model the variability of demands, for purposes of determining 
the influence of external parameters and for demand forecasting, as well as for estimating 
availability of loads for DSM. This can be done for specific locations and can correspond to 
particular load sectors and/or load-categories. The resulting patterns are also used for 
electricity trading in the scheme of settlement periods. In this context, load models are more 
frequently described as load profiles (also referred to as consumption or demand profiles). 
These are the numerical and/or graphical representations of electricity demands, over selected 
time-scales and corresponding to aggregated or specified loads. There is no clearly defined 
distinction between load models and load profiles but, generally, load models consider the 
mathematical expressions describing the static or dynamic states of electrical parameters that 
can provide information on P/Q demands as a function of, typically, voltage and frequency 
changes, whereas load profiles aim to describe the variability of demands as a time-series 
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evolution, with less consideration given on the interactions between these parameters. The 
distinction is, therefore, between approaches of analytical and of statistical nature. The 
variability can be presented over different temporal-scales (i.e. daily, weekly, monthly, 
seasonally, annually and over-annually) and can correspond to different levels of load 
aggregation such as: LV-consumption from individual households, loads from MV-
distribution feeders or as recorded from the HV-transmission networks. 
In GB, Elexon [88] defines eight different load profiles [89], two of which are 
residential/domestic (unrestricted and economy-7) and six which are non-domestic 
(unrestricted, economy-7 and four more categorised according to peak-load factors, from <20 
% to >40 %). The daily load profiles are constituted of 48 half-hourly settlement periods and 
these can be used to form settlement-days and settlement-years, corresponding to the average 
customer in each profile. The profiles are build form half-hourly measurements of individual 
customers and based on a sample selection process that takes into account population 
distributions per consumption range and within stratums according to GSP-groups in England, 
Wales and Scotland. The data analysis involves weighting per stratum and per GSP-group and 
averaging based on the population in each group. Regression analysis is used to determine 
coefficients for temperature and sunset-times and dummy variables are used for the days of 
the week. Evaluating the estimated relationships gives load profiles that correspond to the 
consumption of an average customer, in each profile-class, under the specified conditions and 
it is therefore possible to estimate loads in the absence of continuous half-hourly metering. A 
detailed description of the methodology is given in [89].  
Electricity suppliers need to assess customer demand for electricity in advance for trading 
according to settlement periods, a process in which contracts can be made up to an hour before 
the actual dispatch. Imbalances between estimated and actual demands are handled by the 
system operator, i.e. National Grid in GB, in accordance with the balancing and settlement 
code (BSC). Imbalances have economic costs on suppliers/generators and therefore accurate 
forecasting is essential. A detailed description of the trading and balancing arrangements and 
the interactions between the various agents involved is given in [37]. In the above scheme and 
due to the balancing requirements, the necessity for producing accurate end-user profiles is 
central.  
However, operation and control of the distribution networks, which is a responsibility of 
DNOs, requires load profiles at an aggregate level and preferably at the various levels at which 
DNOs function. Furthermore, while tariff arrangements for individual customers are 
determined through the eight Elexon profiles (in the absence of smart-metering), electricity 
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suppliers trade in bulk and with respect to the locations in which they operate. Distribution 
networks are therefore obliged to allow non-discriminatory access to all parties wishing to use 
information about their networks in order to facilitate their trades, including suppliers, as well 
as generators and within the regulatory frame set by the BSC. Sufficiently developed load 
profiles, derived from aggregated datasets, are therefore important for technical and 
operational decision making processes. In [90], authors compare the aggregate demands from 
a particular GSP with the estimated aggregated demands based on the number of customers 
(in the corresponding area) and according to the Elexon profiles; and find an imbalance 
between the two, discussing the possibility that the profiles might be considered outdated due 
to the introduction of DG and of new appliance-types. Therefore, detailed profiling of demands 
at the distribution level also opens possibilities for validation and improved formulation of 
existing customer profiles.  
Chapter 3 presents a detailed load profiling approach based on data acquired from four 
different distribution networks and the respective geographical locations in which they 
operate. Fourier analysis is utilised to determine the various modes of temporal variability (i.e. 
time-series frequency decomposition) for active power, reactive power and voltage. Fourier 
transforms for load modelling and harmonic analysis are outside the scope of this thesis and 
the discussion is concentrated on the applications with respect to load profiling. Fourier 
analysis has been used before in this context, but primarily for purposes of demand forecasting 
as in [91] and [92]; and based on analysis of total-system demands. In [93], Fourier analysis 
is used to characterise electricity demands, but limited to the domestic sector, based on 
aggregate measurements from individual dwellings. In [94], Fourier decomposition is used to 
characterised daily, intra-daily and yearly demand cycles and it is subsequently combined with 
regression and autoregressive models, in order to generate synthetic profiles. The analysis is, 
however, concentrated on active power only and it is based on aggregate system demands. In 
[95] Fourier analysis is used for disaggregating HVAC (heating, ventilation and air-
conditioning) consumption in individual commercial buildings.  
In this thesis, no prior assumptions are made about expected periodicities and the inputs are 
raw datasets with no preliminary filtering applied. Furthermore, the data comes from a diverse 
set of GSPs corresponding to residential, commercial and industrial consumptions and 
discussions are provided regarding the different modes of temporal variability according to 
customer-mixtures. The success of reconstructing (synthesising) electrical parameters is also 
presented and shows distinctions according to the modelled parameters (i.e. P, Q and V). While 
it is generally assumed that different demand levels exist as a function of the hour of the day, 
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day of the week and day of the year, the analysis offers a detailed profiling of the periods of 
similar and dissimilar demand levels, determined through hypothesis-testing and based on 
analysis-of-variance models. Furthermore, and as discussed in [96], there are significant 
differences between the load profiles and the corresponding DSM availability between 
individual households and aggregate demands. The analysis in this study is based on a large 
sample of MV-substations and occurrence of peak/minimum demands is presented for the 
corresponding aggregation level. Variability in the occurrence of peak demands is shown with 
respect to the diurnal and seasonal components, which is important for the development of 
dynamic approaches to DSM.  Such differences have been discussed before, but regarding 
specific customer-classes such as in [97], for the domestic sector and in [98], for the non-
domestic sectors. In reality however, the majority of MV-substations supply diverse mixtures 
of these customer-classes.  
2.2 Drivers of Demand Variability  
The analysis of correlations and dependencies (Chapter 4) builds on the results of profiling 
(Chapter 3) in the sense that, while profiling determines the principal modes of variability, 
analysis of dependencies aims to determine the causes of this variability. This is one of the 
most extensively studied areas in power systems as the results are, primarily, utilised to build 
successful forecasting models, necessary for optimal operation and planning. In this context, 
a forecasting model based on a multiple-regression approach is presented in Chapter 7. In 
addition, the results of the dependency analysis are used for purposes of classification and 
disaggregation in Chapters 5 and 6. 
In the long-term, economic development and fuel-prices, socio-political conditions, 
demographic trends and population distributions, technological advancements and climate 
change, have been demonstrated to have the most significant effects on electricity demand, as 
discussed in [99], [100], [101], [102], [103], [104] and [105]. This thesis is concentrated on 
drivers of medium-term and short-term demand variability, which can be defined within the 
range of one calendar year, from seasonal changes and down to the frequency of available 
data, i.e. half-hourly resolution.  
Meteorological conditions have been shown to have the most significant effect on seasonal 
demand variability (i.e. medium-term), as discussed in [106], [107], [108] and [109]; 
particularly due to changes in temperature and solar irradiance levels. This is confirmed by the 
results of the current study. Other weather parameters such as relative humidity show only 
weak correlations and it is assumed that this is due to the climate characteristics corresponding 
Chapter 2: Literature Review 
17 
 
to the locations from which demand data is retrieved. However, authors in [108] demonstrate 
improved modelling performance when humidity is included, for UK data, and based on a 
monthly resolution. A detailed discussion on the effects of relative humidity is provided in 
Chapter 4. Other authors discuss the effects of wind speed, such as in [110], in terms of 
increased ventilation during warm periods, or in [111] and [112], in the context of increased 
wind power output.  In this study, wind speed has been shown to have little to no effect on 
demand variability, although the effects of renewable-DG have not been investigated. The 
seasonally-constant portions of demand are discussed in Chapters 5 and 6, as these are shown 
to be primarily determined by customer-class and load-type compositions. 
The non-linearity in the relationships between electricity demand and external variables 
(particularly temperature) have been identified and discussed by many authors, e.g. in [113], 
[114] and [115]. In [115], a comparison of the electricity demand-temperature relationship is 
presented among 15 European countries, indicating significant differences according to 
geographical location, a result which is attributed to higher demand for air-conditioning in 
southern European countries and similarly, higher demand for heating in northern Europe. 
Such distinctions in the demand-temperature relationship are further discussed in the context 
of disaggregation and for defining threshold temperatures in Chapter 6. The effects of multiple 
parameters are also recognised, as in [116], [117] and [118], including weather and socio-
economic variables. In the context of multiple-regression, this thesis presents a detailed 
analysis of the particular aspects of the relationships between weather variables and electricity-
demand, utilising data-filtering and analysis of residuals and discusses the possibility that 
some of these effects are psychological in nature (Chapter 4). The improved performance of 
models with more than one predictors is, nevertheless, widely recognised. 
The use of the solar analemma parameters as explanatory variables in correlation and 
regression analysis with electricity demand is also explored (Chapter 4) and subsequently 
included in the forecasting models (Chapter 7). Closely related variables, such as the 
sunrise/sunset times have been used before, e.g. in regression analysis for determining the 
Elexon profiles in [89], but to the best of the author's knowledge, solar elevation and solar 
azimuth angles have not been used in the same way as in this thesis. Analemma variables are, 
however, frequently used in evaluating solar energy potentials, as in [119] and [120]. Further 
information is provided in Chapter 4.   
The time-dependent sensitivities of electricity demand to external parameters are determined 
based on a moving-window (or rolling-window) regression (Chapter 4), an approach that can 
be considered as an alternative to determining regression coefficients per month of the year, 
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or per season, as it is the common practice. This seasonal segmentation is based on the 
demonstrated differences between demands during various periods of the year, both for the 
domestic and non-domestic sectors, and the results are reflected in profiling studies, e.g. in 
[97] and [98]. However, a continues parameter estimator provides information on the changes 
in the relationships throughout the year. A moving-window approach is used by authors in 
[121] and [122] for purposes of short-term electricity forecasting and based on a 2-dimensional 
window of length of up to 2-days and 2-hours before. A time-varying regression model for 
forecasting is also used in [123], demonstrating the efficiency of allowing regression 
coefficients to vary according to seasonal changes. The authors also discuss the importance of 
separating the models according to days of the week and hours of the day, an approach that is 
adopted in this thesis as well.   
As discussed in Section 2.1 and within the context of load modelling, the relationships between 
load parameters have been extensively studied and usually expressed as analytical equations 
in static/dynamic load models. In contrast, this thesis presents a statistical analysis of load 
parameters (P, Q and V), based on diurnal and seasonal correlation/regression analysis. The 
resulting profiles for the time-dependent correlations between P and Q are subsequently used 
for load-disaggregation in Chapter 6. 
2.3 GSP-Classification and Customer-Class Disaggregation 
Classification of electricity load measurements according to end-user consumption patterns 
offers important information to distribution network operators and electricity suppliers. It 
facilitates demand-supply balancing and DSM schemes for specific geographical areas and 
according to particular sector-mixtures, as different customers have different seasonal and 
diurnal demand requirements and peak demands for these categories occur during different 
periods. Knowledge of the contributions of each category to the total demand can be used 
during the assessment of network DG-integration and for further planning considerations. 
Classification also enables more diverse tariff formulations and thus improved customer 
service. The technological developments in appliances and the installation of LV-DG can also 
affect load patterns and render existing profiles outdated. This area of study is therefore closely 
related to load profiling and, as in the case of load profiling, distinctions can be made between 
classification of individual customers and classification of aggregate measurements.  
Classification of individual customers is being extensively studied, particularly due to the 
availability of LV-measurements through the installation of metering and smart-metering 
devices. The results are primarily intended to aid tailored and more diverse tariff formulations, 
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as well as to enable DSM interventions specific to each customer's consumption patterns. 
Examples of these approaches can be found in [124], [125], [126] and [127]. In this thesis 
(Chapter 5), the effort is concentrated on classification and customer-class disaggregation 
based on measurements retrieved at the MV-distribution level. 
Detailed information about the load composition with respect to customer-sectors is generally 
not available to DNOs, apart from what can be found in the form of national and sub-national 
statistical data, as in [128]. This information however corresponds to regional and local-
authority levels of aggregation, such as the lower-layer-super-output-areas (LSOAs) and the 
middle-layer-super-output-areas (MSOAs) in England and Wales, or as the intermediate-
geography-zones (IGZs) in Scotland. Here, a problem arises due to the fact that there is no 
exclusive correspondence between the areas defined by the LSOAs, MSOAs or IGZs and the 
areas supplied by each MV-distribution feeder. In other words, a particular local authority area 
might be supplied by more than one MV-substation and similarly, a MV-substation might be 
positioned at the intersection of two or more local-authority areas.  
In [111] a load-identification approach is implemented based on a similar set of MV-data as 
the one used in this thesis (i.e. Scottish substations). The author however relied on assumed 
typical load curves for residential, commercial and industrial consumption and classified a set 
of MV-substations according to a goodness-of-fit measure, estimated between unknown and 
typical load-curves. In [129] authors used clustering and Euclidean distance approaches to 
determine sector percentages for five unknown MV-substation profiles, based on a training 
dataset of 54 MV-substations, relying on similarity measures between per-unitised daily 
demand curves. In [130] authors cluster MV-customers according to normalised indices, 
which are however homogenous with respect to the customer-type and therefore no 
distinctions are made between different sectors. Similarly, in [131] authors assign load profiles 
to library-types using k-means clustering and inferences are made about the typical 
consumption patterns (i.e. residential and commercial), but these are not decomposed into 
specific percentages. In a bottom-up approach, authors in [132] determine representative load 
profiles for residential, commercial and industrial customers which are subsequently used to 
construct aggregate consumption patterns.  
This thesis presents a classification of MV-substations based on average diurnal patterns, 
which is a common practice, however, the second stage of the analysis presents a customer-
class disaggregation method. A number of different metrics are used to model known 
percentage mixtures (calculated from IGZ data) and the successful combinations of metrics 
are used to determine these percentages for the complete set of available MV-substations. 
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There is, therefore, no reliance on expected load-profiles as the relationships are directly 
determined from measurements.  The diverse set of analysed metrics includes normalised 
diurnal profiles with respect to mean-demands, but also with respect to the range of seasonal 
variations and the final percentages can account for domestic and non-domestic customers, as 
well as for economy-7 residential and ordinary-residential customers.  
Regarding the classification approach, a wealth of literature is dedicated to various clustering 
and pattern recognition techniques, within the realm of electrical power systems, but also for 
studies in artificial intelligence, economics, biology, social sciences, etc. It should be noted 
that, strictly speaking, classification and clustering are not equivalent, as the first presupposes 
existing classes determined by the research objectives, while the latter refers to an 
unsupervised partitioning of data. The more widely used clustering methods include 
connectivity models, such as: hierarchical clustering, nearest-neighbour, etc. and partitioning 
models, such as: k-means and follow-the-leader. Other methods employ distribution models, 
fuzzy logic clustering, data mining techniques, self-organising maps and artificial neural 
networks (ANN). In many cases, various techniques are combined to produce clusters based 
on the strengths of the individual approaches, facilitating validation and addressing 
computational efficiency. Reviews and comparisons of clustering and classification 
approaches for electricity customer-profile studies can be found in [133] and [134]. 
The clustering algorithm presented in Chapter 5 was developed specifically for this study and 
did not rely on any pre-existing methods. However, consultation of existing literature showed 
that it can be categorised as an agglomerative (bottom-up) hierarchical clustering approach 
[135], relying on correlation coefficients as metrics of similarity. Although no comparisons 
between this algorithm and existing hierarchical algorithms in terms of performance are 
presented in this thesis, a comparison between the final clusters and the percentages 
determined through the customer-class disaggregation procedure are presented.   
2.4 Load Disaggregation 
Load disaggregation generally refers to approaches developed for the separation of total 
measured electricity consumption into distinctive components, representing either specific 
appliances or load-categories with shared electrical and/or demand characteristics. A related 
but not equivalent concept is load decomposition and describes the process by which the time-
series representation of total load can be separated into specific modes of temporal variability, 
as in [99], and [136] or as in the Fourier decomposition presented in Chapter 3, in order to give 
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some understanding of the demand structure and facilitate further studies such as load 
forecasting. 
Decomposition approaches can, however, have applications for load disaggregation since the 
variability of total demand is usually associated with specific load-categories. For example, 
authors in [137] discuss the availability of deferrable loads for DSM and make distinctions 
between shiftable-static-loads (SSL) and seasonally variable thermal loads, i.e. for heating and 
cooling. Load categories suitable for direct load-shifting are often comprised of static and 
seasonal portions, meaning that estimation of the DSM potentials needs to take into account 
both components, e.g. cold-appliances are generally considered as static but have seasonal 
variability [106]. Similarly, decomposition approaches can be used for determining base, 
intermediate and peak portions of total demand, which do not correspond to specific load-
categories, but are nevertheless useful for system operation and generation planning. This is 
usually approached through load-duration curves, as in [138], while authors in [139] present a 
statistical method based on cluster-analysis. In Chapter 6, a decomposition of total demand 
(from MV-substations) is presented in terms of the: seasonally-variable portion (which 
includes annual and daily peaks), hourly-variable portion (but seasonally-constant, which can 
be considered as the intermediate part) and two different base loads, i.e. the per-day base 
(seasonally-variable) and the global-base (minimum recorded demand).  
Regarding load disaggregation, the vast majority of approaches are concentrated on its 
applicability to LV-measurements and particularly at the individual household or building 
level.  This problem is considered to be an engineering and computational challenge, which is 
addressed in order to fully realise the benefits of SM deployment. While working models and 
advanced prototypes are available [140] and have been since the 1980s, it is an open research 
area due to the potential for improvements and the need for adaptability to the characteristics 
of new appliances. The necessity for LV-disaggregation arises from the fact that while SMs 
enable real-time consumption monitoring, the information regarding the consumption patterns 
of individual appliances is often unavailable, as it is included in the composite/metered signal. 
Disaggregation aimed at deconstructing this signal is referred to as non-intrusive-load-
monitoring (NILM), or non-intrusive-appliance-load-monitoring (NIALM). The alternative is 
a direct monitoring of individual devices, which is considered costly and inconvenient and it 
is referred to as intrusive load monitoring. The privacy concerns discussed in the context of 
smart-meters in Section 1.1 are therefore even more relevant, considering that the information 
from intrusive and NILM enables the detection of exact appliance usage within a household 
[141].  
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A number of different disaggregation methods exists for the implementation of NILM, based 
on a general premise that can be summarised in three steps: 1) a centralised sensor at the main 
circuit-breaker is installed for data acquisition (usually recording active power, reactive power, 
voltage and current – but this depends on the disaggregation approach), 2) a library of specified 
features or signatures corresponding to each appliance is selected and 3) an algorithm is used, 
able to extract the features and accordingly disaggregate the load [142]. Recent developments 
allow steps 2 & 3 to run in conjunction and newly installed metering devices can identify new 
appliances that are used by the customers. The disaggregation algorithms depend on the 
electrical parameters recorded and the measuring frequency. Lower time-resolution (1 min. – 
1 Hz) is usually associated with feature extraction based on steady-state step changes (i.e. 
event detection) while higher frequency measurements (1 Hz to 1 MHz) allow for harmonic 
analysis and identification of both transients and noise [143]. Computationally, disaggregation 
has been implemented based on a number of methods such as: statistical analysis [144], rule-
based pattern recognition and expert systems [145], support vector machines [146], artificial 
neural networks (ANN) [147], probabilistic approaches [148] and others. The success of 
disaggregation algorithms is usually evaluated experimentally, against actual data from 
appliance monitoring, or through the use of publicly available datasets [149]. The prolific 
research output of academia and industry has resulted in commercially available smart-
monitoring devices that can estimate cost of appliance usage and even warn for the possibility 
of imminent faults. Such devices are however still expensive and electricity energy suppliers 
usually provide their customers with simpler smart-metering equipment, that typically records 
only low-resolution aggregate consumption patterns. 
Despite the advances in LV-metering and disaggregation, MV-network operators still rely on 
substation data for the purposes of operation and control, for future planning considerations 
and for centralised management of supply-demand interventions, such as the scheduling of 
dynamically-teleswitched-meters (DTMs) [150]. Data privacy and data ownership issues 
restrict network operators' access to high-quality end-user data and the only available option 
is often limited to the results of survey-based analysis. In particular, the government regulator 
for gas and electricity markets (Ofgem) in the UK, sets strict criteria for the use of SM data by 
DNOs [151] and a recent open letter to DNOs and other interested parties (Sept. 2016, 
available in [152]) indicates that the privacy-concerns are not resolved and that acquiring 
aggregated SM data is not an easy, straightforward process. Due to these limitations, 
disaggregation at the MV-level can offer better understanding of the demand characteristics in 
the absence of SM data and together with temporal decomposition and customer-classification, 
it can be considered part of a more detailed and comprehensive demand profiling. The results 
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of MV-disaggregation can also be used for studies of bottom-up composite load-models, 
which often rely on customer-surveys and nation-wide statistics for validation, as in [76]. 
However, and unlike SM-data, approaches for the disaggregation of MV-demands cannot 
always rely on high resolution measurements, as recorded parameters are often (but not 
always) limited to active power and reactive power of an hourly or half-hour resolution.  
Authors in [153] present a model for the disaggregation of total demand into weather-related 
(temperature and humidity) and illumination-related loads, for the residential sector. However, 
the model does not take into account the multicollinearity effects between temperature and 
solar irradiance (correlations between the two predictors), as well as the possibility that loads 
which are not regarded as weather-related (such as cold loads or the use of electronics) might 
actually have seasonal variability. The authors also present a detailed disaggregation into 
household appliance usage, modelled by an agent-based analytical tool and relying on 
appliance-cycles (power-use) and time of use surveys for the model development. Authors in 
[154] present a multivariate polynomial model for determining load composition at the 
distribution level. Their approach is based on load-signatures for typical load-categories, but 
their use of harmonic analysis requires high resolution current-waveforms. Similarly, authors 
in [155] propose the use of ANN for determining load composition by using harmonic 
characteristics of typical load categories as inputs to the model. A detailed and comprehensive 
approach to MV-load disaggregation is proposed in [156] and [157]. The authors present an 
ANN-based method aimed at real-time load disaggregation. Datasets comprised of active 
power, reactive power and voltage are generated using Monte-Carlo simulation and used for 
ANN-training and validation. Eight load-categories are represented by static, voltage-
dependent load-models and all possible combinations of contributions from these categories 
are considered and expressed by appropriate weighting factors. Voltage and total loads are 
used as the ANN training inputs and the targets are the simulated weighting factors. The 
validation is based on the error between the simulated and ANN-estimated weighting factors, 
as well as between the estimated aggregate load (from the composite parts) and the aggregate 
load from the validation dataset. The authors further expand their methodology in [158]  and 
combine load disaggregation and load forecasting, that enables day-ahead prediction of total 
load and load composition, validated against measurement data.  
In this thesis two disaggregation approaches are presented based on the seasonal correlations 
between electricity demand and meteorological/analemma parameters, as well as on the 
active/reactive power relationship in the form of multiple-regression analysis and power factor 
transformations, on a per half-hour of the day basis, as described in Chapter 6.  These methods 
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aim to combine the effects of external conditions with the electrical-load characteristics in a 
statistical context, without relying on the instantaneous P-Q-V relationships, as expressed in 
load-modelling studies and used in previous disaggregation approaches. The disaggregated 
demands represent seasonal thermal-resistive loads, seasonal non-thermal loads associated 
with changes in the use of appliances related to occupancy-levels (e.g. electronic devices), 
cooling-loads and lighting loads. For the purposes of this analysis, it was also necessary to 
determine the base (threshold or balance-point) temperature and solar irradiance levels in order 
to determine the points of commencement (i.e. periods of switching) of electrical 
heating/cooling and lighting devices.  
The demand for heating and cooling loads is usually assessed through the use of heating-
degree-days (HDD) and cooling-degree-days (CDD), as described in [159]. The corresponding 
temperatures for HDD and CDD are, however, frequently selected arbitrarily and do not 
always correspond to the specific locations and consumption characteristics at the target study 
area. The disaggregation approach in this thesis does not rely on HDD and CDD and the 
temperature and solar irradiance threshold values are calculated directly from the weather and 
demand datasets, corresponding to the locations studied. Similar approaches for determining 
the base values have also been used in [121] and [153], for purposes of demand forecasting 
and disaggregation, but concentrated on state-wide and city-wide aggregate demands, in 
Australia and the US, respectively and in both cases indicating the significant presence of air-
conditioning loads. The current thesis presents the base temperature values, as estimated for 
the temperate (and temperate-maritime) climates of the locations corresponding to the 
available MV-substation datasets. More detailed discussions regarding the estimation and use 
of the base temperature/solar irradiance values, as well as for the disaggregation 
methodologies are provided in Chapter 6.  
2.5 Load Forecasting 
Load forecasting is recognised as one of the most important aspects of electrical power 
research and thousands of scientific papers have been published over the years. Forecasting 
approaches vary according to the forecasting period, level of load aggregation, data 
availability, location, load characteristics and other parameters. Methods can be broadly 
categorised as time-series and causal (inverse-problem formulation), although hybrid models 
do exist, as in [160]. During the last decades, improved computational capabilities have also 
enabled the use of machine-learning approaches and ANN, e.g. [161].  
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Time-series methods aim to model the trend, seasonality and stationary processes of historical 
data by means such as: exponential smoothing, autoregressive moving-average (ARMA), 
autoregressive integrated moving-average (ARIMA), Box-Jenkins, and others. The analysis 
of dependencies is usually associated with causal methods, as the inverse-problem formulation 
is used to identify the main drivers of demand variability. Once the relationships have been 
established, future values are determined according to the variability of the independent 
variables (i.e. predictors). These approaches are, therefore, mostly formulated as regression 
problems, linear or polynomial, and taking into account the effects of one or multiple 
independent variables, as in [162]. As it is recognised that the electricity demand dependencies 
are often non-linear and multi-parametric, it is common practice to decompose demands 
according to hours of the day, days of the week, etc. in order to produce smaller subsets for 
which the dependencies can be linearly expressed, as discussed in [163]. Reviews and 
comparisons on available methods can be found in [164], [165], [166] and [167]. 
 Due to the multi-parametric interactions between electricity demand and social, economic, 
weather and other components, there is no single method which can be considered as optimal 
or which can be shown to consistently perform well (and better than others) under all possible 
conditions. Similarly, performance comparisons are difficult due to the different scope of each 
individual study, although successful models' performances are, generally, considered to be 
below 10 % for long and medium term forecasts and below 5 % for short and very short term 
forecasts (in terms of the mean-absolute-percentage-error MAPE). 
In Chapter 7, a multiple regression forecasting model is presented, for medium-term and short-
term analysis. Model specifications are selected according to model-performances prior to the 
forecasting phase and a range of different combinations of predictors is considered. The 
parameter estimation is not restricted to linear relationships but allows for 2nd and 3rd degree 
polynomial expressions. The forecasting performances are also evaluated for models including 
the analemma variables only, which can be considered useful for load forecasting in the 
absence of meteorological data, or when reliable weather-forecasts are unavailable. Results 
are presented for both active power and reactive power forecasting. 
2.6 Statistical Approaches 
Chapters 3-7 provide discussions on the methodological challenges and appropriate statistical 
approaches, based on the experiences gained through the course of this PhD study. Where 
possible, the strengths and limitations of these approaches are also demonstrated and compared 
with examples. 
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Due to the diversity of applications of data analysis in electrical power studies, there is no 
generally agreed framework regarding preliminary data processing (or data pre-processing). 
Data normalisation/standardisation is discussed in Chapter 3, where the necessity for this pre-
processing arises from the fact that the large set of available data corresponds to MV-
substations with different levels of absolute demands. Previous studies have presented results 
in units of actual power and/or energy, e.g. [106], because the authors dealt with consumptions 
at comparable levels (e.g. from households with similar power requirements). In other cases, 
per-unit normalisation (i.e. with respect to maximum values) is used, as in [98] and [111], 
where the authors present consumption trends, averaged over customers with various power 
requirements; or as in [168], where voltage is normalised with respect to nominal values. In 
[124], normalisation is performed with respect to the mean values, while other normalisation 
methods such as min-max, z-score, etc. are discussed in [169], [170] and are also used in this 
study.  
In this thesis, normalisation with respect to percentiles (e.g. actual values divided by the 95th 
percentile value) is also explored. This approach reduces the effects of outliers as it is, in many 
cases, impractical to go over every single data-point that largely deviates from the mean and 
manually inspect whether it is an actual outlier. In many cases such values are valid 
observations and therefore filtering would cause unnecessary reduction in granularity. 
Nevertheless, other authors present justifications for the use of filtering as a means of 
eliminating outliers, as in [82] and [171]. These studies are however, concentrated on the pre-
processing of data indented to be used for static and dynamic load modelling, where such 
extreme data-points affect the analytical calculations. Conversely, this thesis presents pre-
processing approaches within the frame of statistical analysis where, given the large dataset 
used, inconsistencies are ''averaged-out''. It should be noted however, that the MV-data used 
comes from a larger dataset and that the selection process effectively discarded substation-
data with error-measurements, missing values or large portions of outliers.  
Normalisation is also used as a way of ''highlighting'' specific features of demand patterns that 
can be used for further analysis (e.g. Chapters 3 and 5). While processing prior to feature 
extraction is used by other authors, e.g. [170], this thesis presents different combinations of 
normalisation approaches and weighting factors, demonstrating their applicability specifically 
for the analysis of data from MV-substations and does not rely on a single approach.  
Data filtering prior to regression analysis is also discussed. Various filtering approaches are 
used in literature such as: moving-average, Kalman and Savitzky-Golay filters, local-
regression and others, particularly in the context of forecasting or, as mentioned before, for 
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reducing the effects of outliers. Examples of the use of such filters are found in [171], [172], 
[173] and [174]. Justifications for not using filtered values as inputs in the correlation and 
regression analysis, as well as examples of cases where ''smoothed'' variables are appropriate, 
are given in Chapter 4. Other issues related to the analysis of demand dependencies, such as 
non-linearity, multicollinearity, and the appropriate window-length for a moving-window 
regression approach, are discussed within the context of the corresponding methodologies, in 






















Chapter 3: Profiling of Aggregate Demands  
Profiling is defined, in the context of this thesis, as the graphical and numerical representations 
of the actual or normalised magnitudes of active power – P, reactive power – Q and voltage – 
V, with respect to different temporal-scales and statistical metrics. The purpose of this chapter 
is threefold. Firstly, to introduce the available datasets, as recorded at the MV-levels of 
distribution networks; secondly, to determine their main temporal-modes of variability; and 
thirdly, to profile the parameters, according to the most significant of these temporal-modes. 
In each stage, discussions are provided regarding the use of the results in the subsequent 
chapters and therefore, the analysis is also indented to lay the foundations for the work 
presented throughout this thesis.  
Data pre-processing and the use of different normalisation and standardisation approaches is 
discussed in Section 3.2. No prior assumptions are made about the P, Q and V variabilities and 
these are investigated using Fourier decomposition, in Section 3.3. The diversity in the 
significance of hourly, weekly, yearly and other cycles, for different GSPs, is demonstrated, 
as well as the possibility of grouping according to these distinctions and the average 
contributions of each cycle to the total range of variations is presented.  
Sections 3.4, 3.5 and 3.6 present profiles of weekly, hourly and yearly cycles. The differences 
between the normalised values within each time-scale are quantified and analysis-of-variance 
is used to determine the periods of similar and dissimilar levels, for the measures of central 
tendency. Section 3.7 presents the probability of occurrence of maximum (peak) and minimum 
demands, with respect to the diurnal as well as the seasonal perspectives and characteristic 
patterns related to customer-classes and external variables are illustrated. In Section 3.8, 
profiling of the rate of change of active/reactive power is presented and discussion is provided 
for the resulting patterns, with respect to thermal heating and lighting loads, as well as for the 
possibility of determining connections between these changes and the occurrence of faults and 
long/short interruptions in the distribution networks. 
3.1 Description of Available Demand Data 
Available measurements from 98 medium-voltage (MV) grid-supply points (GSPs) were used 
for the analysis and results presented in this thesis. The datasets were obtained from primary 
and secondary distribution substations at four different geographical locations, i.e. Scotland, 
England, Denmark and Slovenia and are summarised in Table 3.1. Sampling rates are at a 30-
minute resolution for Scottish-A, Scottish-B and Slovenian GSPs, adjusted to a 30-minute 
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resolution for the English GSPs (originally at 1s resolution) and at a 60-minute resolution for 
the Danish GSPs. The duration of measurement period is one year for all datasets, except for 
Scottish-B, for which six years of measurements were available. The corresponding sampled 
variables are: active power (for all GSPs), reactive power (for Scottish and English GSPs) and 
voltage (for English GSPs), in units of: MW, MVAr and kV, respectively. 
Table 3.1: Summary of available measurements 
The basic statistical parameters for all 98 GSPs are presented in the form of whisker-box plots 
in Figures 3.1 (a-i), for each dataset and for each variable separately. The range of variations 
is represented as the extent of whiskers, while the extent of boxes shows 25th and 75th percentile 
values; lines in boxes indicate the median values (50th percentile) and circles in boxes indicate 
the mean values. Data-points shown as crosses are considered as outliers, based on their 
deviation from measures of central tendency (mean and median values) but are nevertheless, 
in most cases, valid observations and their extent can be justified by the characteristic demand 
patterns of the GSPs at which they were obtained (e.g. GSP-93 shown in Figure 3.7). The 
selected GSPs are part of a larger collection of available measurements, from which the 
presented datasets were selected based on the absence of actual outliers, faults in the measuring 
apparatus and/or missing values.  
 
 
          a) Active Power (Scottish-A) 
                                                   
6 The Slovenian data comes from SM-measurements of customers at the LV-level, corresponding to a 
single geographical location. These are aggregated and treated, for the purposes of this study, as data at 
the MV-distribution level.   
Name/Location No. of GSPs Variables Duration Voltage (kV) Resolution 
Scottish – A 46 P, Q 01/04/2009 – 31/03/2010 11/33 30 min. 
Scottish – B 7 P, Q 01/01/2007 – 31/12/2012 11/33 30 min. 
English 24 P, Q, V 01/01/2014 – 31/12/2014 6.6/11  30 min. 
Danish 20 P 01/01/2013 – 31/12/2013 10  60 min. 
Slovenian6 1 P 01/10/2007 – 30/09/2008 *6  30 min. 











       
       c) Active Power (Scottish-B) 
 
 







           e) Active Power (English) 
 
























       i) Active Power (Slovenian) 
Figure 3.1: Basic descriptive statistics for the available measurements 
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3.2 Pre-processing: Normalisation, Standardisation and Scaling 
Within the scope of preliminary data analysis (or data pre-processing), it is important to 
consider the conversion and adjustment of available datasets to common scales. This is 
necessary when examining samples from various populations, such as in the case of MV 
measurements, where the absolute values of measured active power, reactive power and 
voltage can be incomparable between GSPs due to operating conditions (e.g. measured P 
among GSPs vary in the MW range). The terms normalisation, standardisation and scaling can 
have different meanings depending on specific applications, but are also frequently used 
interchangeably. For this discussion, normalisation is not to be confused with data 
transformations, aimed at converting non-normal data to fit a Gaussian distribution.  
One of the most commonly applied normalisation methods is the use of standardised values, 
also referred to as z-scores: 
                                                                  𝑥𝑧 =
𝑥𝑖−?̅?
𝜎𝑥
                                                                            (3.1) 
where 𝑥𝑖  is the i
th observation/value of variable x, ?̅? and 𝜎𝑥 are the mean and standard deviation 
values over all x observations and 𝑥𝑧 is the resulting z-score value for the corresponding 
observation i. The values are thus adjusted to a scale representing their difference from the 
mean, in units of standard deviation. Although this can be convenient for comparisons between 
demands from various GSPs, the new scale can be misleading when dealing with samples 
which deviate from the normal distribution. Therefore, even though standardised values can 
be used for the presentation of demand datasets, care should be taken when using these values 
as inputs for statistical and analytical methods.  
Another common approach is the scaling of measurements so that they are adjusted in a range 
[0,1], referred to as feature scaling, i.e.: 
                                                               𝑥𝑓 =
𝑥𝑖−𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
                                                                  (3.2) 
where each measurement, 𝑥𝑖, is rescaled by subtracting the minimum value of dataset x, i.e. 
𝑥𝑚𝑖𝑛 and expressing the result as a ratio to the range of measurements: 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛. Feature 
scaling produces comparable datasets with values restricted within the preassigned range, 
which is not necessarily [0,1]. However, under certain conditions this approach can also be 
misleading. Consider, for example, datasets with maximum or minimum values that largely 
deviate from the measures of central tendency (such as mean or median values) but are, 
nevertheless, ''valid'' observations (cannot be considered as outliers). In such cases the rescaled 
values will cluster around the lower/upper bounds of the new range, which will lead to false 
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conclusions when comparing with another dataset that does not have ''extreme-value'' 
observations. Similar issues can arise when rescaling measurements as ratios to maximum or 
mean values, such as:  
                                                              𝑥𝑗 =
𝑥𝑖
𝑥(𝑚𝑎𝑥,𝑚𝑒𝑎𝑛)
                                                                  (3.3) 
Possible solutions include: the normalization with respect to the Nth (e.g. 95th) percentile 
maximum value (lower sensitivity to outliers), although this will result in rescaled demand 
levels over unity (for measurements over the prescribed percentile) and scaling with respect 
to the median value (50th percentile), which is less sensitive to the skewness of distributions. 
Normalisation by the removal of the mean (or median) is also considered and relates to the z-
score approach, but without scaling over standard deviation and allows for comparisons 
between the range of variations of datasets of different absolute demands. 
                                                         𝑥𝑘 = 𝑥𝑖 − 𝑥(𝑚𝑒𝑎𝑛,𝑚𝑒𝑑𝑖𝑎𝑛)                                                    (3.4) 
Further complications regarding data normalisation arise when presenting or analysing data of 
multiple dimensions. The number of possible normalisations rapidly increases with increased 
data dimensionality, as well as with respect to the desired relationships between rescaled data-
points, which are determined by the analysis objectives. For example, when considering arrays 
of raw active power demands from a single GSP at a 30-minute resolution (i.e. 
365 days×48 half hours = 17520 data-points), data can be normalized with respect to the 
absolute maximum demand, 95th percentile maximum demand, mean demand, using 
standardised values (z-scores), by subtracting the mean value, etc. However, when 
dimensionality increases, such as when we want to examine demand variations in daily/diurnal 
profiles (demands per half-hour of the day in a diurnal perspective), normalisation is now 
possible with respect to global statistics, e.g. overall maximum demand, but also with respect 
to the newly available dimensions: 1) normalisation of demands per half-hour of the day with 
respect to the maximum value at each half-hour throughout the year, or 2) normalisation for 
each day of the year over the 48 half-hours of the day; and for all possible normalisation 
methods. When scaling the diurnal demands over the yearly/seasonal dimension, the 
normalised values capture deviations from the mean that can be useful when considering 
demand levels at particular half-hours of the day, compared with the rest of the year, e.g. for 
examining levels of heating/cooling loads. Similarly, when normalising with respect to each 
diurnal cycle, the extend of the variability between days of different absolute demands 
becomes comparable. Thus, since normalisation essentially requires operations between data-
points and statistical parameters, the selected methods and combinations of methods can 
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''highlight'' different characteristics and reveal patterns in the data that can be useful for 
different applications.  
The various normalisation methods used in this thesis are explicitly identified and their use is 
justified, including cases when the results are validated with more than one approach. In 
particular, normalisations according to (3.1) and (3.3) are most frequently used. Furthermore, 
as discussed in Chapter 1, Section 1.4, the terms ''daily'' and ''diurnal'' are used interchangeably, 
as well as the terms ''yearly'', ''annual'' and ''seasonal'', to denote variations with respect to the 
daily cycle (00:00 to 23:30 hours) and the yearly cycle (January to December). 
3.3 Temporal Decomposition and Periodicities 
The variabilities of measured electrical parameters (i.e. P, Q and V) in the time-evolution 
sequences are, essentially, functions of both deterministic and stochastic processes, in the 
sense that it is practically impossible to predict the exact demand levels at any arbitrarily 
chosen future time. However, and assuming that electricity consumers are rational agents in 
need of electrical power based on external parameters and socio-behavioural patterns, the 
deterministic components have to be the most prevalent of the two, thus the success of 
forecasting models in predicting future demand levels within acceptable error boundaries. The 
dependencies of electricity demand to exogenous variables (such as weather) are discussed in 
Chapter 4 while forecasting models are discussed in Chapter 7.  It is, however, necessary to 
initially determine the inherent characteristics of the available measurements and specifically 
the most important oscillatory temporal-modes of variability.  
For the purpose of identifying periodicities in measured demand data, discrete Fourier 
transforms (DFT) are considered and implemented using a fast Fourier transform (FFT) 
algorithm [175], applied to vectors of measurements X: 
                                                  𝑌(𝑘) = ∑ 𝑋(𝑗) 𝑊𝑛
(𝑗−1)(𝑘−1)𝑛
𝑗=1                                                    (3.5) 
                                                                𝑊𝑛 = 𝑒
(−2𝜋𝑖)
𝑛⁄                                                                    (3.6) 
where  𝑊𝑛 is the n
th root of unity, j and k are indices from 0 to 𝑛 − 1 for a vector of length 𝑛, 
i is the imaginary unit and 𝑋 takes the values of active power or reactive power or voltage, for 
the corresponding datasets described in Section 3.1. For each GSP for which these variables 
are available, 𝑌 are the resulting complex-valued data in the frequency domain.  
An example of active power demand decomposition into frequency components is shown in 
Figure. 3.2, for GSP-57. Figure 3.2 (a) shows the original active power demand measurements 
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at a 30-min. resolution for the duration of one-year (01/01/2014 – 31/12/2014) and Figure 3.2 
(b) shows the normalised magnitudes at corresponding frequencies, which are the real-parts of 
complex vectors 𝑌, normalised over the vector’s length (i.e. 17520 for half-hourly data and 
8760 for hourly data).  
The highest frequency components in Figure 3.2 (b), for this particular GSP are found at: 1, 
52, 104, 365 and 730 cycles/year and are referred to as: yearly (or seasonal), weekly, half-
weekly, daily (or diurnal) and half-daily oscillations, respectively. It should be noted, that the 
purpose of the analysis is to determine the most significant frequencies in terms of normalised 
magnitudes, i.e. the periodicities with which P, Q an V vary throughout the course of one 
calendar year. In this context, a more generalised form of harmonic analysis is outside the 
scope of the study and similarly, the discussion provided does not go into spectral-leakage 
considerations.  
 
     a) 
 
       b) 
Figure 3.2: Example of FFT results for GSP-57 for active power: a) original signal, b) 
normalised magnitudes at corresponding frequencies  
The first four components, for active power (GSP-57), are presented in detail in Figure 3.3. 
These are ordered from higher-to-lower normalised magnitudes and correspond to: the daily 
Chapter 3: Profiling of Aggregate Demands 
36 
 
variations in (a), the seasonal variations in (b), the half-daily variations in (c) and the weekly 
variations in (d). Note that the results for (a) and (c) are zoomed-in to show the cycles within 
a period of seven days.  
  
       a) 
 
        b) 
 
       c) 
 
        d) 
Figure 3.3: First four frequency components of FFT: a) daily, b) yearly, c) half-daily and d) 
weekly.  
Figure 3.4 shows the original and ''reconstructed'' active power data (signal) for the same GSP, 
where the reconstructed data is based on the identified FFT frequencies with the ten highest 
magnitudes, plus the original trend-value (i.e. mean annual active power demand). The 
reconstructed time-domain data is obtained using an inverse fast Fourier transform (IFFT) of 
the complex vector 𝑌 which converts the frequency-domain components back to the time-
domain 𝑋: 





𝑘=1                                               (3.7) 
where the terms are as defined in (3.6).  
 
      a) 
 
      b) 
Figure 3.4: Original and reconstructed active power demand, for GSP-57, using: a) the first 10 
FFT components and b) the first 1000 FFT components 
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3.3.1 Active Power  
Figure 3.5 shows the probabilities for different frequencies being present in the first four 
components (i.e. with the highest magnitudes) for active power demand, based on the analysis 
which is now performed for all 98 GSPs. As mentioned, the most common frequencies 
correspond to daily, yearly, weekly and half-daily cycles. 
 
          a) 
 
          b) 
 
         c) 
 
           d) 
Figure 3.5: Probability of different cycles being present in the: a) first, b) second, c) third and d) 
fourth components for active power, for 98 GSPs 
The relative contributions of these cycles to the overall active power demand variations are 
presented in Figure 3.6, where they are expressed as the normalised magnitudes using their 
ratio to the mean demand (per GSP). This now allows for comparisons between GSPs of 
different overall demand levels and for identification of inherently different types of GSPs.  
 
Figure 3.6: Normalised magnitudes (ratio to mean demand) of different frequency components 
for active power, for 98 GSPs 
The differences shown in Figure 3.6 can be used to group GSPs according to the significance 
of different frequencies in their overall active power demand variability. This is demonstrated 
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in Table 3.2, where GSP-groups are presented according to the order of daily (D), yearly (Y), 
weekly (W) and half-daily (HD) cycles. For example, GSP-1 has the highest magnitude for 
the daily cycle, followed by yearly, weekly and half-daily cycles. It is therefore classified in 
Group-3 (Table 3.2), as a D, Y, W, HD GSP. 
Table 3.2: GSP-groups according to the order of: daily (D), yearly (Y), weekly (W) and half-
daily (HD) normalised magnitudes (for active power) 
Almost all GSPs have either daily (~58 %) or yearly (~ 40 %) cycles as the predominant modes 
of variability and ~80 % of the GSPs have daily and yearly cycles as one of the first two 
components. Differences in the ordering and magnitudes of the dominant frequencies can be 
used for purposes of dependence analysis, as Fourier transforms can show similar periodicities 
in the predictor variables; for load type disaggregation, as the higher yearly/seasonal 
components usually correspond to weather-affected loads (e.g. electrical heating or cooling 
loads) and for the classification of GSPs into corresponding customer-classes. The 
classification approach in this thesis (Chapter 5) does not explicitly use the Fourier 
components, however, based on the results of the current section, the seasonal and diurnal 
(daily) demand patterns are used, as it is indicated that these can provide distinctions among 
GSPs. Similarly, analysis in Chapters 4 and 6 is conducted on a daily, seasonal and seasonal 
per half-hour basis.  
The results can also be used to identify GSPs with significantly different normalised 
magnitudes of dominant frequency components, which can be considered as ''atypical'' when 
compared to the vast majority of GSPs. An example is shown in Figure 3.7, corresponding to 
GSP-93 (i.e. GSP-16 of Danish dataset), which has daily variations close to 1.5 times the mean 
value and is, most probably, related to industrial consumption.  
Group No. Order of Norm. Magnitudes GSP No. (out of 98) Occurrence 
1 Y, D, HD, W 
7, 13, 14, 15, 17, 20, 21, 
22, 23, 25, 32, 35, 36, 
47, 48, 50, 71, 78, 80, 
81, 82, 83, 84, 85, 87, 
88, 90, 92, 94, 95, 96 
31.63 % 
2 D, Y, HD, W 
4, 10, 26, 33, 38, 39, 40, 
43, 45, 46, 49, 57, 58, 
59, 60, 61, 62, 64, 66, 
67, 68, 69, 73, 74, 75, 
76, 77, 86 
28.57 % 
3 D, Y, W, HD 
1, 2 , 5, 9, 11, 12, 28, 
30, 34, 41, 44, 52, 53, 
54, 55, 56, 91, 98 
18.36 % 
4 D, W, Y, HD 3, 24, 31, 51, 63, 72 6.12 % 
5 Y, D, W, HD 8, 16, 18, 27, 37 5.10 % 
6 Y, HD, D, W 70, 79, 97 3.06 % 
7 D, HD, Y, W 6, 29, 65 3.06 % 
8 D, W, HD, Y 42, 89, 93 3.06 % 
9 W, D, HD, Y 19 1.02 % 




Figure 3.7: GSP-93 which shows ''extreme'' daily variations compared to the mean demand  
Figure 3.8 shows the Pearson’s correlation coefficient - r, between the original active power 
demand measurements and the signal reconstructed from the first ten components (with the 
highest magnitudes) of the FFT analysis. The Pearson’s coefficient is defined in terms of the 
covariance of two variables x and y as: 
                                                               𝑟𝑥,𝑦 =
𝑐𝑜𝑣(𝑥,𝑦)
𝜎𝑥𝜎𝑦
                                                                   (3.8) 
where cov is the covariance between x and y and σx, σy are their standard deviations. A more 
detail description and definitions of correlation coefficients is presented in Chapter 4.  
 
Figure 3.8: Correlations between the original and reconstructed signals for active power, for 98 
GSPs 
Although a stronger correlation does not necessarily imply that the original and reconstructed 
signals have the same absolute values, it is nevertheless a good indicator of whether the first 
ten components perform well in reconstructing the signal’s variations. Furthermore, it can be 
seen that GSPs which are distinctively different in the results presented in Figure 3.6 also have 
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weaker correlations with the original signal, as shown in Figure 3.8. Apart from GSP-93, 
examples include: GSPs-91 and 19, which has zero normalised magnitudes for daily, half-
daily and yearly cycles and non-zero normalised magnitudes only for weekly cycles 
(considering the first four components as presented in Figure 3.6 and Table 3.2). 
The above results indicate that, generally, in the case of active power demand, a relatively 
small number of FFT components are able to reconstruct the original variations up to a very 
good degree, with an average correlation coefficient close to 0.9. This can be interpreted as 
lower penetration of ''stochastic'' active power demand variations, or in any case, reduced non-
periodic variability of the signals. In the following sections (Sections 3.3.2 and 3.3.3), the 
results are presented for reactive power and voltage, based on the same analysis as for active 
power. 
3.3.2 Reactive Power 
Figure 3.9 shows the probabilities for different cycles being present in the first four 
components of the FFT analysis for reactive power demand and considering a smaller subset 
of 77 GSPs, for which reactive power measurements were available. These correspond to the 
first 77 GSPs used in the active power analysis (77 out of 98) in the previous section (for 
reference see Table 3.1).  
 
           a) 
 
          b) 
 
           c) 
 
          d) 
Figure 3.9: Probability of different cycles being present in the: a) first, b) second, c) third and d) 
fourth components for reactive power, for 77 GSPs 
The daily cycles outweigh the importance of the yearly cycles (seasonality), indicating that 
variations of reactive power are more pronounced in the diurnal period. Weekly cycles are also 
present, primarily in the second component, while the third and fourth components are 
dominated by half-daily, half-weekly, weekly and yearly cycles. ''Other'' cycles are also 
present in the first four components and they correspond to frequencies of 313, 3, 7 and 4 
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cycles per year. Although these ''other'' periodicities have a high aggregate probability of 
occurrence, their individual probabilities are much lower and are not consistently present for 
all GSPs. In Figure 3.10, the normalised magnitudes of the daily, half-daily, yearly and weekly 
cycles are presented.  
 
Figure 3.10: Normalised magnitudes (ratio to mean demand) of different frequency components 
for reactive power, for 77 GSPs 
Similar to the analysis for active power, the normalised magnitudes can be used to determine 
GSPs that can be grouped together according to the ordering of these periods (excluding other 
periods shown in Figure 3.9). These are presented in Table 3.3. The vast majority of GSPs 
have daily cycles as the dominant (first) component (~80 %) and almost all of them have the 
daily component as one of the first two (~99 %). Seasonality (Y) is the dominant period for 
~10 % of the GSPs and it is included in the first two components in ~30 % of all cases.  
Table 3.3: GSP-groups according to the order of: daily (D), yearly (Y), weekly (W) and half-
daily (HD) normalised magnitudes (for reactive power) 
No. Order of Norm. Magnitudes GSP No. (out of 98) Occurrence 
1 D, W, HD, Y 
1, 2, 3, 4, 5, 10, 18, 21, 
23, 25, 26, 30, 34, 36, 
37, 39, 40, 43, 44, 50, 
52, 53, 55, 56, 64, 67, 
69, 74, 77 
37.66 % 
2 D, W, Y, HD 
8, 11, 14, 15, 17, 28, 38, 
41, 45, 46, 54, 57, 72, 
75 
18.18 % 
3 D, Y, W, HD 
7, 13, 22, 27, 32, 33, 47, 
48, 60, 63, 65 
14.28 % 
4 Y, D, W, HD 9, 16, 24, 29, 68 6.49 % 
5 D, HD, W, Y 6, 62, 70, 71 5.19 % 
6 D, Y, HD, W 35, 58, 59, 61 5.19 % 
7 Y, D, HD, W 42, 66, 73 3.89 % 
8 W, D, HD, Y 31, 49, 51 3.89 % 
9 D, HD, Y, W 20, 76 2.59 % 
10 W, D, Y, HD 12 1.12 % 
11 W, Y, D, HD 19 1.12 % 
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As in the case of active power, the results can be used to identify GSPs with demands 
characteristically different than the rest of the set and to identify potential ''outliers''. As an 
example, GSP-68 (i.e. English GSP-15) has a normalised magnitude for the yearly cycle that 
is more than 2.5 times the mean reactive power demand. The reason becomes apparent when 
considering the original signal, shown in Figure 3.11. The ''erratic'' reactive power fluctuations 
between 8000-12000 half-hours, which also extent to negative values, increase the magnitude 
of the, otherwise, weak yearly component.  
 
Figure 3.11: GSP-68 which shows ''extreme'' seasonal variations compared to the mean demand 
Figure 3.12 shows the Pearson’s correlation coefficients (3.8), between the original reactive 
power demand measurements and the signals reconstructed from the first ten components.  
 
Figure 3.12: Correlations between original and reconstructed signals for reactive power 
demand, for 77 GSPs 
The average correlation coefficient is lower than the one for active power (0.78 compared with 
0.89) and there is also a higher variability of the results among GSPs, with correlation 
coefficients ranging from 0.95 to 0.45. This implies that reactive power includes significant 
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non-periodic components and/or stochastic variations compared with active power demands. 
This is further demonstrated in the analysis of correlations and dependences in Chapter 4 and 
in the load forecasting performances, discussed in Chapter 7. 
3.3.3 Voltage 
Figure 3.13 shows the probabilities for different cycles being present in the first four 
components of the FFT analysis for voltage and considering the 24 English GSPs, for which 
voltage measurements were available. These correspond to GSPs 54 to 77 out of the total of 
98 and similarly to GSPs No. 54 to77, as presented in the FFT analysis of active and reactive 
power (for reference see Table 3.1). 
 
         a) 
 
       b) 
 
         c) 
 
         d) 
Figure 3.13: Probability of different cycles being present in the: a) first, b) second, c) third and 
d) fourth components for voltage, for 24 GSPs 
Daily cycles are the most probable with respect to the first component, yearly and daily cycles 
considering the second component, while half-daily, third-daily and ''other'' cycles are shown 
in the third and fourth components. As the in the case of reactive power, the ''other'' component 
shows high probability, particularly in Figure 3.13 (d), but this is due to aggregation. The 
individual components constituting the ''other'' group have insignificant probabilities. 
Figure 3.14 shows the normalised magnitudes of variations in the daily, half-daily, yearly and 
weekly cycles. These are at a scale of 10−3indicating that the extent of variations is very low, 
compared to the corresponding variations for active and reactive power demands, which means 
that the values do not, on average, deviate significantly from the mean (also shown in the 
descriptive statistics in Section 3.1). This does not relate to the voltage scale being in kV, but 
rather to the allowed voltage fluctuations which must be, according to UK standards, within ± 
6 % of nominal voltage levels (in MV distribution networks) [176]. 




Figure 3.14: Normalised magnitudes (ratio to mean demand) of different frequency components 
for voltage, for 24 GSPs 
Table 3.4 shows the resulting groups according to the ordering of normalised magnitudes and 
with respect to the daily (D), yearly (Y), weekly (W) and half-daily (HD) cycles. ~73 % of the 
GSPs have the daily cycle and ~24 % the yearly cycle as the dominant components.  Even 
though the same characteristic frequencies (as in the case of active and reactive power) are 
present here as well, there are much weaker correlations between actual and reconstructed 
signals, based on the first 10 components, as shown in Figure 3.15.  
Table 3.4: GSP-groups according to the order of: daily (D), yearly (Y), weekly (W) and half-
daily (HD) normalised magnitudes (for voltage) 
 
Figure 3.15: Correlations between original and reconstructed signals for voltage, for 24 GSPs 
No. Order of Norm. Magnitudes GSP No. (out of 98) Occurrence 
1 D, Y, HD, W 
57, 58, 61, 62, 66, 70, 
72, 76, 77  
37.50 % 
2 D, W, Y, HD 54, 65, 68, 74 16.67 % 
3 Y, D, HD, W 55, 63, 64, 71 16.67 % 
4 D, Y, W, HD 56, 60, 75 12.5 % 
5 D, HD, W, Y 67, 73 8.34 % 
6 Y, HD, D, W 59 4.17 % 
7 Y, D, W, HD 69 4.17 % 
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The correlation results can be improved (this applies to active and reactive power signals as 
well) with the inclusion of more components, as demonstrated in Figure 3.15 by the 
comparison of correlations between original voltage measurements and reconstructed data 
from the first 10 and first 100 components of the frequency domain. 
Voltage levels are primarily determined by the operating configuration of the corresponding 
networks, at each level (e.g. at 6.6 kV and 11 kV for the above examples). The results indicate 
that the deviations from the nominal (which are generally below ± 6 %) cannot be successfully 
reconstructed from a limited number of FFT components which means that periodicities such 
as yearly or daily cycles are only weakly correlated with the voltage fluctuations. From a 
statistical perspective, the fluctuations can be considered as stochastic. This is further 
investigated in the profiling sections (3.4 to 3.6) and also in the analysis of dependencies in 
Chapter 4. 
Table 3.5 summarises the results presented in this section, using the mean and standard 
deviation values (among all available GSPs) for the percentage-contribution of each 
component to the total range of variations (max. – min. values over a one-year period), for 
active power, reactive power and voltage. Since the results are averaged over all available 
GSPs, they are inappropriate for determining the characteristics of specific substations, which 
require individual analysis (presented in the previous sections) and thus the aggregate 
contributions from the various components can exceed 100 %, i.e. sum of values in columns 
of Table 3.5. 
Table 3.5: Mean (and standard deviation) percentages to total range of variations for selected 
periodicities for: active power, reactive power and voltage 
Integer-multiple frequencies corresponding to half-daily and third-daily cycles and similarly 
to half-weekly and half-yearly cycles, indicate intra-daily, -weekly and -yearly variabilities. 
For example, primarily residential GSPs have active power demand patterns with 
characteristic morning and evening peaks, separated by mid-day and mid-night troughs, 
resulting in stronger half-daily components, compared with primarily commercial GSPs (e.g. 
GSPs-14,15 and 52,53 in Figure 3.6). These differences in demand patterns are further 
Periodicity: 
% to Total Range of Variations 
Active Power Reactive Power Voltage 
Daily 41.43 (13.21) 36.79 (17.21) 15.21 (10.91) 
Weekly 13.34 (7.94) 17.04 (10.23) 4.59 (3.88) 
Yearly 33.23 (10.71) 13.67 (12.72) 14.81 (9.79) 
Half-Daily 16.53 (4.75) 8.72 (4.69) 6.54 (4.17) 
Third-Daily 5.45 (2.40) 3.36 (3.56) 6.70 (3.49) 
Half-Weekly 4.83 (3.91) 6.05 (5.31) 0.60 (1.67) 
Half-Yearly 0.35 (2.29) 1.63 (5.05) 2.65 (6.43) 
Other 4.10 (1.19) 5.34 (1.43) 3.78 (0.82) 
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illustrated in the context of GSP-classification and customer-sector disaggregation in Chapter 
5. However, it should be noted that the effects of interference (superposition) between these 
frequencies, have not been investigated any further and that in order to model realistic daily, 
weekly and yearly periodicities, the effects of the integer-multiple frequencies should be taken 
into consideration as well (this would also require individual GSPs analysis and the inclusion 
of the phase angles). It should also be noted that the periodicities presented in this section can 
be determined using other approaches such as autocorrelation analysis, which is related to 
Fourier transforms (Wiener-Khinchin theorem), by using wavelet-analysis or other spectral 
density estimations such as Welch’s or Bartlett’s methods and by periodograms [177], [178] 
and [179]. The following sections (3.4, 3.5 and 3.6) present profiling with respect to the most 
prevalent modes of variability, as determined through the results of the current section. 
3.4 Weekly Profiling 
The results presented in Section 3.3 indicate that there are substantial differences in demand 
levels for different days of the week, demonstrated by the presence of weekly components in 
the active power, reactive power and voltage variations, as deconstructed using the discreet 
Fourier transform analysis. To further investigate these differences, two methods are 
considered, the ANOVA test and the Kruskal-Wallis test, in order to determine whether there 
are statistically significant differences for each of the P, Q, V parameters among groups; where 
groups are defined as the different days of the week, i.e.  j=1,2, ... ,7 from Sunday to Saturday. 
The data preparation procedure is as follows:  
 For each GSP, the values are standardised according to the z-score in (3.1), in order to 
produce data comparable among GSPs of different absolute demands. 
 For each GSP, the mean value is calculated for each day of the week (i.e. for j=1,2, ... ,7). 
 A 2-D array of the days of the week and all GSPs is created, i.e. 7×98 for active 
power, 7×77 for reactive power and 7×24 for voltage, or in general 𝑗×𝑖. 
The Null hypothesis can be formulated as: 
                                                        𝐻𝑜: 𝑎1 = 𝑎2 = ⋯ = 𝑎𝑗                                                          (3.9) 
where a corresponds to each group’s mean or median (according to the selected method). The 
first method is a one-way analysis of variance model (ANOVA), of the form: 
                                                               𝑦𝑖𝑗 = 𝑎𝑗 + 𝜀𝑖𝑗                                                                  (3.10) 
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where 𝑦𝑖𝑗 is the i
th observation or in this case the mean value for the ith GSP for day j, 𝑎𝑗 is the 
mean value for day j over all GSPs and 𝜀𝑖𝑗 is the error. The total variation, or total sum of 
squares (SST) is partitioned into the intra-group variation or sum of square errors (SSE): 
                                                              ∑ ∑ (𝑦𝑖𝑗 − 𝑦?̅?)
2
𝑗𝑖                                                              (3.11) 
and the between-groups variation, or sum of squares due to group differences (SSG): 
                                                               ∑ 𝑛𝑗(𝑦𝑗 − ?̅?)
2
𝑗                                                              (3.12) 
where 𝑛𝑗  is the sample size for each j=1,2, ... ,7, 𝑦?̅? is the mean value per day j and ?̅? is the 
mean value over all days of the week. The ratio of the SSG to the SSE (i.e. F-statistic) 
determines whether the Null hypothesis can or cannot be rejected, according to the selected p-
value. The p-value can be defined as the probability of obtaining a result with a value which 
is greater than or equal to the observed value, when the Null hypothesis is true, purely by 
chance [180], [181], [182]. Therefore, small p-values indicate that it is unlikely that the 
observed effects (i.e. group differences) can be attributed to deviations of purely stochastic 
nature and, in the context of this study, they indicate different levels for the observed 
parameters P, Q and V between the given pairs (days of the week). The level of statistical 
significance is arbitrarily chosen and there is considerable controversy and often misuse 
regarding the presentation and interpretation of the p-values [183]. There is, however, a 
general ''consensus'' of using significance levels – a between 0.05 and 0.01, or 5% to 1% 
chance of rejecting the Null hypothesis when it is actually true (i.e. Type-I error, ''false-
positive''). The discussion provided for the results presented is based on a significance level 
𝑎 = 0.05. 
The one-way ANOVA approach is generally referred to as the ''means model''. The model is 
based on assumptions of normality, independence and homoscedasticity of input samples and 
normality of the residuals between group observations and group means [184]. Although 
ANOVA models can function well under slight deviations from these assumptions [185] [186], 
a second, non-parametric approach is considered with no prior assumptions for the data 
distributions, in order to increase robustness and offer further validation for the results. This 
method is the non-parametric equivalent of the one-way ANOVA, namely the Kruskal-Wallis 
(K-W) one-way analysis of variance [187]. In the Kruskal-Wallis procedure, the analysis of 
variance is based on the ranks of input data and not the actual values and the Null hypothesis 
(3.9) is, in this case, defined in terms of medians not means (thus addressing issues of non-
normality).  
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Figures 3.16, 3.17 and 3.18 show the resulting groups and Tables 3.3, 3.4 and 3.5 present the 
p-values for the Null hypothesis (3.9) (i.e. that there are no statistically significant group 
differences between the mean values for all possible pairs of the seven days of the week), for 
active power, reactive power and voltage, respectively.  The p-values shown within brackets 
are the corresponding results for the Kruskal-Wallis test, for the modified Null hypothesis as 
applied to group median values.  
 
Figure 3.16: Groups of normalised active power for each day of the week based on 98 GSPs 
Figure. 3.16 shows a clear, general tendency of higher levels of active power demand during 
the weekdays and particularly for Tuesdays, Wednesdays and Thursdays. Weekends are at a 
level of approximately -0.3 standard deviations from the mean. However, the extend of 
normalised demands is considerably higher for weekends, which indicates that there is higher 
load variability between the various GSPs for Saturdays and Sundays and also that the general 
tendency is probably violated for some GSPs. This is demonstrated and further discussed in 
Figures 3.19 and 3.20. The results for individual pairs of days are presented in Table 3.6.  
Table 3.6: One-way analysis of variance (ANOVA) and Kruskal-Wallis tests results, for group 
differences between active power demand for the 7 days of the week 
Pair: p-value: Pair: p-value: Pair: p-value: 
Sun – Mon 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖 
 (𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Wed 
𝟎. 𝟏𝟕  
(𝟎. 𝟏𝟓) 
Tue – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Sun – Tue 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Thu 
𝟎. 𝟑𝟒  
(𝟎. 𝟑𝟏) 
Wed – Thu 
𝟎. 𝟗𝟗  
(𝟎. 𝟗𝟗) 
Sun – Wed 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Fri 
𝟎. 𝟏𝟕  
(𝟎. 𝟎𝟐) 
Wed – Fri 
𝟏. 𝟓𝟏×𝟏𝟎−𝟓  
(𝟑. 𝟏𝟗× 𝟏𝟎−𝟕)  
Sun – Thu 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏×𝟏𝟎−𝟖) 
Wed – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Sun – Fri 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Tue - Wed 
𝟏  
(𝟏) 
Thu – Fri 
𝟖. 𝟗𝟕×𝟏𝟎−𝟓  
(𝟐. 𝟎𝟑× 𝟏𝟎−𝟔) 
Sun - Sat 
𝟎. 𝟗𝟗  
(𝟏) 
Tue – Thu 
𝟎. 𝟗𝟗 
(𝟏)  
Thu – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Tue 
𝟎. 𝟎𝟗  
(𝟎. 𝟎𝟔) 
Tue – Fri 
𝟑. 𝟕𝟑×𝟏𝟎−𝟔  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Fri - Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟏. 𝟒𝟏× 𝟏𝟎−𝟕) 




There are significant differences between mean (and median) active power levels for: Sundays 
with all weekdays and between Saturdays with all weekdays as well as between Fridays with 
Tuesdays, Fridays with Wednesdays and Fridays with Thursdays. The Null hypothesis cannot 
be rejected for: Sundays with Saturdays and all pairs of weekdays excluding the discrepancies 
mentioned for pairs with Fridays. There is also a very good agreement between the results 
obtained from the ANOVA and the K-W tests, except for the pair of Mondays-Fridays, for 
which the K-W test marginally rejects the Null hypothesis. 
Figure 3.17 shows the resulting groups for reactive power. These are similar to active power, 
which is reasonable based on the underlying P-Q relationship and also from a statistical 
perspective, due to the strong positive correlations between the two, discussed in more detail 
in Chapter 4. Similar to active power, higher extend of the range is shown during weekends 
and group differences are apparent for Mondays and Fridays compared with the rest of the 
weekdays. These are also the days with relatively low extent of demand levels, as compared 
between the various GSPs (i.e. intra-group variability is lower for Mondays and Fridays). 
 
Figure 3.17: Groups of normalised reactive power for each day of the week based on 77 GSPs 
The results shown in Table 3.7, indicate that Sundays and Saturdays have different reactive 
power levels with all weekdays and same mean and median levels with each other. The Null 
hypothesis is also not rejected for Tuesdays with Wednesdays, Tuesdays with Thursdays and 
Wednesdays with Thursdays. Note that unlike active power, there are more pairs of weekdays 
for which the Null Hypothesis is only marginally rejected (or not-rejected), e.g. Mondays with 
Wednesdays and Mondays with Thursdays. The overall agreement between the ANOVA and 
K-W tests is shown to be high for reactive power as well.  
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Table 3.7: One-way analysis of variance (ANOVA) and Kruskal-Wallis tests results, for group 
differences between reactive power demand for the 7 days of the week 
Figure 3.18 shows the corresponding results for voltage. In contrast with the results for active 
and reactive power, weekends are characterised by higher voltage levels than weekdays, 
despite the fact that this variability is limited (as discussed in Section 3.3). 
 
              Figure 3.18: Groups of normalised voltage for each day of the week based on 24 GSPs 
Higher voltage levels during weekends are (assumed) to be due to the decrease in both active 
and, particularly, reactive power demands. Furthermore, as most of the electrical devices and 
equipment in the residential-sector are with high power factors (generally greater than 0.95, 
which is ensured by equipment manufacturers), it is also assumed that the voltage increase 
during weekends is primarily due to the decreasing demands for reactive loads, used in the 
commercial and industrial sectors.  
The Null hypothesis results for voltage, are presented in Table 3.8 and confirm the 
observations made about the weekday/weekend distinctions in Figure 3.18. Fridays are also 
shown to ''cluster'' with weekends, regarding the mean and median voltage levels, whereas the 
Pair: p-value: Pair: p-value: Pair: p-value: 
Sun – Mon 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖 
 (𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Wed 
𝟎. 𝟎𝟐 
(𝟎. 𝟎𝟐) 
Tue – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Sun – Tue 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖 
 (𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Thu 
𝟎. 𝟎𝟒 
(𝟎. 𝟎𝟒) 
Wed – Thu 
𝟏  
(𝟏) 
Sun – Wed 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Fri 
𝟎. 𝟎𝟗  
(𝟎. 𝟎𝟒) 
Wed – Fri 
𝟕. 𝟑𝟑×𝟏𝟎−𝟖  
 (𝟒. 𝟕𝟔× 𝟏𝟎−𝟖) 
Sun – Thu 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖 
 (𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Wed – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
 (𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Sun – Fri 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟒. 𝟏𝟏× 𝟏𝟎−𝟕) 
Tue - Wed 
𝟏  
(𝟏) 
Thu – Fri 
𝟏. 𝟗𝟐×𝟏𝟎−𝟕 
  (𝟓. 𝟖𝟑× 𝟏𝟎−𝟖) 
Sun - Sat 
𝟎. 𝟗𝟕  
 (𝟗𝟗) 
Tue – Thu 
𝟏  
(𝟏) 
Thu – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
 (𝟑. 𝟕𝟏× 𝟏𝟎−𝟖) 
Mon – Tue 
𝟎. 𝟎𝟐  
(𝟎. 𝟎𝟑) 
Tue – Fri 
𝟗. 𝟖𝟒×𝟏𝟎−𝟖  
(𝟓. 𝟖𝟐× 𝟏𝟎−𝟖) 
Fri - Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
 (𝟏. 𝟓𝟗× 𝟏𝟎−𝟔) 
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Null hypothesis can be rejected between Fridays with all weekdays apart from Thursdays. The 
consistency of the resulting p-values between the ANOVA and K-W models, for all three 
parameters P, Q and V, indicates that the ANOVA assumptions are not violated, or at least, 
not violated to the extent that false-positive and false-negative errors are present.  
Table 3.8: One-way analysis of variance (ANOVA) and Kruskal-Wallis tests results, for group 
differences between voltage levels for the 7 days of the week 
Although the general trends of demand levels within weekly cycles have been discussed, it 
should be noted that the results also indicate that not all GSPs have the same ''behaviour'' when 
considering the different levels for the seven days of the week and particularly regarding the 
weekday/weekend distinction. This is demonstrated by the fact that the extent of intra-group 
variability is higher for Sundays and Saturdays compared with the weekdays, as shown in 
Figures 3.16, 3.17 and 3.18 (extent of whiskers in box-plots).  
 
Figure 3.19: GSPs-19 and 43 which can be considered as ''atypical'' based on the weekly cycle 
analysis (as compared to the general trends) 
As an example, consider Figure 3.19 which shows the mean standardised demands (P and Q) 
for GSPs-19 and 43. GSP-19 has higher demand levels during weekends for both active and 
Pair: p-value: Pair: p-value: Pair: p-value: 
Sun – Mon 
𝟕. 𝟐𝟓×𝟏𝟎−𝟓  
(𝟕. 𝟎𝟕×𝟏𝟎−𝟒) 
Mon – Wed 
𝟎. 𝟗𝟗  
(𝟎. 𝟗𝟗) 
Tue – Sat 
𝟑. 𝟕𝟏×𝟏𝟎−𝟖  
(𝟑. 𝟖𝟎×𝟏𝟎−𝟖) 
Sun – Tue 
𝟑. 𝟕𝟐×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏×𝟏𝟎−𝟖) 
Mon – Thu 
𝟎. 𝟗𝟔  
(𝟎. 𝟗𝟑) 
Wed – Thu 
𝟎. 𝟔𝟗  
(𝟎. 𝟔𝟗) 
Sun – Wed 
𝟐. 𝟔𝟗×𝟏𝟎−𝟔  
(𝟑. 𝟕𝟏×𝟏𝟎−𝟖) 
Mon – Fri 
𝟎. 𝟎𝟐  
(𝟎. 𝟎𝟎𝟕) 
Wed – Fri 
𝟎. 𝟎𝟎𝟏  
(𝟎. 𝟎𝟎𝟏) 
Sun – Thu 
𝟎. 𝟎𝟎𝟒  
(𝟎. 𝟎𝟑) 
Mon – Sat 
𝟓. 𝟑𝟎×𝟏𝟎−𝟖  
(𝟑. 𝟕𝟏×𝟏𝟎−𝟖) 
Wed – Sat 
𝟑. 𝟕𝟑×𝟏𝟎−𝟖 
 (𝟏. 𝟓𝟑×𝟏𝟎−𝟔) 
Sun – Fri 
𝟎. 𝟖𝟓  
(𝟎. 𝟗𝟗) 
Tue - Wed 
𝟎. 𝟕𝟏  
(𝟎. 𝟖𝟗) 
Thu – Fri 
𝟎. 𝟏𝟗  
(𝟎. 𝟏𝟕) 
Sun - Sat 
𝟎. 𝟕𝟒  
(𝟎. 𝟗𝟖) 
Tue – Thu 
𝟎. 𝟎𝟑  
(𝟎. 𝟎𝟖) 
Thu – Sat 
𝟑. 𝟖𝟕×𝟏𝟎−𝟔  
(𝟎. 𝟎𝟎𝟐) 
Mon – Tue 
𝟎. 𝟐𝟗  
(𝟎. 𝟔𝟐)  
Tue – Fri 
𝟔. 𝟗𝟏×𝟏𝟎−𝟕  
(𝟑. 𝟓𝟖×𝟏𝟎−𝟔) 
Fri - Sat 
𝟎. 𝟎𝟕  
(𝟎. 𝟎𝟖) 
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reactive power, while GSP-43 has higher reactive power levels during the weekends but lower 
active power levels, which is unusual considering the positive correlations between the two 
parameters. In fact, it can be shown, that the relative difference in normalised active power 
demand levels between weekdays and weekends, is a predictor of the percentage-contribution 
of domestic to total demand, for different GSPs. This is illustrated in Figure 3.20. TR (y-axis) 
corresponds to the total residential demand per GSP (which is constituted of ordinary and 
economy-7 consumptions). These percentages are estimated based on the customer-class 
disaggregation approach and are therefore discussed in more detail in Chapter 5.  
 
Figure 3.20: Active power demand difference (normalised values) between weekdays and 
weekends and percentage of total residential demand – TR (%) 
Figure 3.20 shows that GSPs with higher (estimated) residential demand, as a percentage to 
total measured demand, have increased active power levels during the weekends, as expressed 
by the difference in normalised values (x-axis).  Furthermore, GSPs with positive difference 
(i.e. higher demands during weekends), correspond to 11 out of 20 Danish GSPs and the 
Slovenian GSP (which is an aggregation of LV residential demands, as discussed in Section 
3.1) and these are the GSPs with the highest percentages of total residential contributions. A 
possible explanation is that higher penetration of residential loads (at particular GSPs), causes 
demand levels to increase during the weekends because people spend more hours at home than 
during working-days. These trends have also been reported, based on the analysis of individual 
household consumptions, as in [106]. For primarily commercial, industrial and mixture GSPs, 
weekends are characterised by decreasing industrial and commercial loads and this decrease 
is disproportionally larger than the smaller weekend increase from residential customers, thus 
a total decrease in demands is observed during weekends. 
The results presented in this section are taken into consideration for various purposes 
throughout this thesis. In particular, analysis of correlations and dependencies and customer-
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class and load disaggregation approaches (Chapters 4 to 6) make distinctions between 
weekdays and weekends. In Chapter 7, and on order to improve forecasting performance, 
demand models are formulated for the seven days of the week separately and a discussion is 
provided for the corresponding distribution of errors. The results are also further investigated 
in the next section, with respect to the diurnal profiles.   
3.5 Diurnal Profiling 
For the analysis of diurnal (daily) profiles, statistical parameters are estimated on a per half-
hour of the day basis, or for the appropriate time-scale based on the resolution of available 
measurements. Figure 3.21 shows basic metrics, i.e. range of variations, 25th and 75th 
percentiles, mean and median values, for GSP-1. These statistics essentially represent central 
tendencies and dispersions in demand values over the course of one calendar year, as 
calculated form the data measured at each half-hour of the day and are therefore indicative of 
the diurnal as well as the seasonal demand variabilities. 
 
Figure 3.21: Basic statistical parameters for active power in the diurnal perspective for GSP-1  
These parameters can be combined together and with various normalisation techniques in 
order to highlight certain features of measured demands and thus reveal patterns that can be 
useful for further analysis. As an example, Figure 3.22 shows four diurnal plots of active power 
from all 98 GSPs, each plot enhancing different characteristics of active power demand 
variability. Figure 3.22 (a) shows the mean values of normalised (over maximum - (3.3)) active 
power, which gives the characteristic mean diurnal patterns for each GSP. Figure 3.22 (b) 
shows the range of variations (maximum – minimum, per half hour), which is the total demand 
available for seasonally affected loads (such as heating/cooling and lighting loads), while 
Figure 3.22 (c) shows the same range normalised over the maximum demand value for the 
year, at each half-hour of the day (i.e. as described in Section 3.2, not global maximum, but 
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rather per half-hour maximum), which makes the range of variations comparable among the 
various GSPs but also ''highlights'' the variability at periods of relatively low peak demand 
(such as during night hours), which is useful for the classification of GSPs according to 
demand-percentages from economy-7 customers. 
 
      a) 
 
        b) 
 
        c) 
 
          d) 
Figure 3.22: Active power for 98 GSPs: a) normalised mean demand, b) range of variations, c) 
normalised range of variations, d) normalised (and z-score) range of variations 
Figure 3.22 (d) shows the same normalised range as in Figure 3.22 (c), but further normalised 
as z-scores (3.1) over the diurnal periods, to determine the relative range of variations at each 
half-hour with respect to the rest of the half-hours. This further highlights periods of high 
variability but also shows more clearly the diurnal ''turning-points'' for seasonal variations, e.g. 
around 08:00 hours at which point demand varies the most through the year (with respect to 
maximum demand at that period), followed by a period of lower seasonal variability before 
increasing again from afternoon to evening hours, between 16:00 and 22:00. These periods of 
''shifting'' demand levels are further discussed in Section 3.8, in terms of the rate-of-change of 
demand, as well as in Chapter 4 in the context of seasonal sensitivities to weather conditions. 
The various normalisation approaches are also used as ''metrics'', for identifying patterns in 
demands, useful for customer classification in Chapter 5, as well as in Chapter 6, for 
determining contributions from different load-categories.  
The periods of the day exhibiting similar demand levels can be determined using the non-
parametric Kruskal-Wallis one-way analysis of variance test, as presented in Section 3.4. The 
analysis is conducted on weekdays only, based on the distinctions provided in the previous 
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section. Differences in diurnal demand patterns between weekdays and weekends are 
discussed later in this section. The data preparation procedure is as follows: 
 Mean diurnal profiles (weekdays) are estimated for each GSP. These correspond to the 
mean values as shown in the example for GSP-1, in Figure 3.21 (i.e. circles in boxes). 
 For each GSP, the mean diurnal profiles are normalised according to their z-scores (3.1), 
to create comparable values for GSPs of different absolute demand levels. 
 A 2-D array of half-hours and all GSPs is created, i.e. 48×98 for active power, 48×77 
for reactive power and 48×24 for voltage. 
The Null hypothesis is formulated as in (3.9), but now groups correspond to the 48 half-hours 
of the day, i.e. 𝑗 = 1,2, … ,48 and lower p-values indicate that there are substantial group 
differences between demand levels for the corresponding pairs of half-hours.  
Figures 3.23 (a), 3.24 (a) and 3.25 (a) show the diurnal profiles for active power, reactive 
power and voltage, normalised using the approach discussed above. Figures 3.23 (b), 3.24 (b) 




) = 1128, the p-values are represented graphically, instead of using tables as in 
Section 3.4. These are illustrated using a colour-scale, where dark blue represents p-values 
closer to zero (Null hypothesis can be rejected) and bright yellow for p-values closer to 1 (Null 
hypothesis cannot be rejected).  
The results for active power indicate that there are similar normalised demand levels during 
the night, i.e. from 01:00 to 07:00 hours and for periods between 09:00 and 17:00 hours. For 
the period between 19:00 and 23:30 hours, the demand levels are not similar with the adjacent 
half-hours but rather with demand levels ranging from 07:00 to 17:00 hours (e.g. mean demand 
at 21:00 is similar with mean demand at 10:00).  
 
      a) 
 
b) 
Figure 3.23: a) Normalised diurnal profiles and b) Null hypothesis test results for group 
differences in mean demand levels among the 48 half-hours of the day, using values from 98 
GSPs, for active power 
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For reactive power, Figure 3.24, normalised demands are at approximately the same level for 
night periods between 01:00 to 07:00 hours (as in the case of active power) and between 10:00 
and 20:00 hours (this period extends further than in the case of active power). Similarities also 
exist between the evening hours from 18:00 to 23:30 and the morning hours from 06:00 to 
10:00. 
 
      a) 
 
b) 
Figure 3.24: a) Normalised diurnal profiles and b) Null hypothesis test results for group 
differences in mean demand levels among the 48 half-hours of the day, using values from 77 
GSPs, for reactive power 
Voltages are shown in Figure 3.25 and are generally at similar (normalised) levels for periods 
of the day between 18:00 and 04:00 hours, between 05:00 to 12:00 hours and between 12:00 
to 18:00 hours. There are also similarities between non-adjacent periods such as between night 
hours and afternoon hours. The results in Figure 3.25 (a) also show that voltage levels reach 
minimum values during early morning hours (between 05:00-08:00) with a second trough at 
around 16:00 hours and maximum levels during evening and night periods. 
 
       a) 
 
b) 
Figure 3.25: a) Normalised diurnal profiles and b) Null hypothesis test results for group 
differences in mean voltage levels among the 48 half-hours of the day, using values from 24 
GSPs 
The presented analysis takes into account demands from all available GSPs, which are, 
however, expected to vary for single GSPs or for specific groups of GSPs (such as GSPs 
supplying commercial and/or industrial demands). Normalised diurnal profiles with respect to 
customer-sectors are presented and discussed in Chapter 5.  
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The group differences between demand levels for weekdays and weekends (Section 3.4) can 
be further investigated using the diurnal profiles, as shown in an example in Figure 3.26 (a) 
and (b), for active power and reactive power respectively, for GSP-20. Normalisation for this 
analysis is performed with respect to the maximum value per dataset (3.3). 
 
         a) 
 
         b) 
Figure 3.26: Weekday/weekend mean normalised demand levels for: a) active and b) reactive 
power  
The differences can be quantified for all GSP, by subtracting the mean-normalised demand for 
weekends from the mean-normalised demand for weekdays, as shown in Figures 3.27 (a) and 
(b) for active power and reactive power. This approach allows to determine the exact periods 
of the day, responsible for the weekday/weekend group differences discussed in Section 3.4, 
as well as to quantify their extent in terms of normalised values.  
 
         a) 
   
          b) 
Figure 3.27: Normalised demand differences between weekdays and weekends for all available 
GSPs: a) active power and b) reactive power 
The higher levels of normalised differences for reactive power compared with active power 
(between weekdays and weekends), as show in Figure 3.27, can be explained by the stronger 
weekly components of reactive power as demonstrated in Section 3.3, Table 3.5. The current 
results show the diurnal periods for which this weekly component is stronger, i.e. between 
08:00 to 17:00 hours, for the majority of GSPs. For active power, higher differences are found 
during morning hours and particularly between 07:00 to 10:00, which is also reflected in the 
particular normalisation approach presented in Figure 3.22 (d). There are also GSPs with 
higher levels of active power demand on the weekends (as mentioned in Section 3.4, for more 
than half of the Danish GSPs) and the differences are concentrated between 08:00 and 17:00 
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hours. This further supports the hypothesis that these GSPs are supplying predominantly 
residential customers and that the reason for increased demands during weekends, at these 
particular diurnal periods (i.e. morning to afternoon hours), is that customers are at work 
during weekdays.  
Therefore, the differences in demand levels, as presented from the diurnal perspective, with 
distinctions made between weekdays and weekends, can be useful in determining daily periods 
that are primarily affected by loads related to behavioral patterns (people’s schedules) and 
occupancy levels, as opposed to seasonally affected (e.g. weather related) loads. Consider for 
example, the normalised demand differences (active and reactive) between weekdays and 
weekends, for a predominantly residential and a commercial/mixture GSP (i.e. GSP-14 and 
GSP-3, respectively), shown in Figure 3.28. 
 
Figure 3.28: Active and reactive demand differences between weekdays and weekends for GSPs-
14 & 3 
The morning peak in the weekday-weekend demand difference, comes earlier for the 
residential GSP than for the commercial GSP and it is more pronounced. Furthermore, the 
diurnal patterns of P and Q, for the commercial GSP, correlate almost perfectly, whereas for 
the residential GSP they do not and the morning and evening peaks in active power do not 
coincide with peaks of reactive power. This indicates that the portion of the load characterised 
by the morning peak (and to a lesser extent for the evening peak), corresponds to higher 
contributions from mostly-resistive loads and can include water-showers, cooking resistive-
elements, heating (programmable thermostats), etc. Patterns of use for such appliances are 
reported in literature, as in [106] and are also used for constructing component-based load 
models, as in [188]; and are in agreement with the profiles shown in Figure 3.28.  
Analysis on a per half-hour (or other available resolution) basis also enables profiling of 
seasonal components for specific diurnal periods and not as average values for each day of the 
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year and these distinctions can be used when considering the inputs for correlation and 
regression analysis. Furthermore, instead of determining group differences between individual 
half-hours (as in this section), the diurnal profiles can be used to make distinctions in 
consumption patterns among various GSPs and thus allow for the classification of 
primary/secondary substations. Diurnal profiles can also be used to make distinctions between 
peak, intermediate and base demands and have applications in the disaggregation analysis. All 
the above are therefore discussed in more detail in the subsequent chapters. 
3.6 Seasonal Profiling 
Figure 3.29 shows the basic statistical parameters for active power, reactive power and voltage, 
for each month of the year and for weekdays only, based on data from all available GSPs (i.e. 
98 for P, 77 for Q and 24 for V). 
 
        a) 
 
         b) 
 
       c) 
Figure 3.29: Basic statistical parameters, for all available GSPs for: a) active power, b) reactive 
power and c) voltage, in the seasonal perspective  
The seasonal component is mostly evident for active power, which, as presented in Section 
3.3, has the highest normalised magnitude as well as the highest percentage-contribution to 
the total range of variations, for seasonal (yearly) cycles, compared to reactive power and 
voltage. However, for individual GSPs or groups of GSPs with common characteristics (such 
as with primarily residential consumption), seasonality would also be shown for reactive 
power, but in Figure 3.29 (b) these are ''averaged-out'' by the differences in the seasonal 
periodicities from the various GSPs. This diversity in the extent of the reactive power seasonal 
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component is also shown in Table 3.5, in terms of the standard deviation of the percentage to 
total variability, which is at levels comparable to the mean.   
In Figures 3.30 (a), 3.31 (a) and 3.32 (a), the seasonal profiles of active power, reactive power 
and voltage are presented, for all available GSPs. Because seasonality includes the hourly, 
daily and weekly variations, it is necessary to apply data-filtering in order to reduce the effect 
of these components and thus more clearly represent the yearly cycle. The ''smoothed'' values 
are calculated using a moving-average filter of approximately ± 2 weeks, i.e. 20 weekdays, in 
the form of: 





                                             (3.13) 
where 𝑋𝑖 is the mean normalised (3.3) demand at weekday i and 𝑋𝑀𝐴𝑖 is the moving-average 
value at weekday i for a window length of 𝑛 = 20, including the center value of i. Values at 
the start/end-points of each array are connected (''looped''), as to not compromise the filtering 
procedure due to positive/negative biases. The resulting seasonal curves are further normalised 
with respect to the 261 weekday values (using (3.1)), to produce comparable individual curves 
among GSPs. In Figures 3.30 (b), 3.31 (b) and 3.32 (b), the results of the K-W test (Section 
3.4) regarding group differences between pairs of weekdays of the year are presented and using 
the same colour-scale as for the diurnal analysis of Section 3.5.  
For active power, Figure 3.30 (a), there is a high percentage of GSPs clustering around the 
''expected'' seasonality pattern, with decreased demand levels during the summer months and 
demand levels higher during the winter months (up to 2 standard deviations from the mean in 
both cases). 
 
      a) 
 
   b) 
Figure 3.30: a) ''Smoothed'' and normalised seasonal profiles and b) Null hypothesis test results 
for group differences in mean demand levels among the weekdays of the year, using values from 
98 GSPs, for active power 
Similar demand levels, Figure 3.30 (b), can be expected for the summer months as well as for 
the yearly periods on both sides of the minimum demand levels, demonstrated by the 
symmetrical distribution of demands, which have a central through point at around mid-July 
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to August (i.e. similar demand levels for May and October, for April and November, etc.). 
This indicates an almost exact 12-month periodicity in variations of active power demands. A 
discussion about the phase of this periodicity compared to the corresponding periodicities in 
weather parameters and the resulting effects on electricity demands, is given in Chapter 4.  
The same ''clear'' clustering of demands around a specific seasonality pattern is not evident for 
reactive power, in Figure 3.31 (a), with a number of GSPs showing no distinctive periodicities 
and with some GSPs actually having higher reactive power demand levels during the summer 
months. This is also reflected in the results for the group differences which are shown in Figure 
3.31 (b), as well as in the Fourier analysis results, as discussed in Section 3.3. 
 
       a) 
 
   b) 
Figure 3.31: a) ''Smoothed'' and normalised seasonal profiles and b) Null hypothesis test results 
for group differences in mean demand levels among the weekdays of the year, using values from 
77 GSPs, for reactive power 
For voltage, Figure 3.32 (a), about half of the available GSPs display decreased levels during 
the summer period with the rest showing more erratic patterns with no distinctive periodicities. 
Figure 3.32 (b) indicates that the Null hypothesis cannot be rejected for, almost, all pairs of 
weekdays of the year (i.e. p-values close to 1, for most periods, as in the case of reactive power 
demands), primarily due to the effects of the GSPs that display no distinctive seasonality.  
 
      a) 
 
   b) 
Figure 3.32: a) ‘Smoothed’ and normalised seasonal profiles and b) Null hypothesis test results 
for group differences in mean demand levels among the weekdays of the year, using values from 
24 GSPs, for voltage 
An analysis of the GSPs that do and do not show voltage seasonality with respect to the 
disaggregated percentages from customer-classes (Chapter 5), has revealed no association 
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between the two distinctions, i.e. the GSPs with voltage seasonality do not correspond to GSPs 
with higher or lower contributions from total residential or industrial and commercial 
demands. However most of the GSPs with available voltage measurements, have demands 
from mixtures of sectors, i.e. between ~50 % to ~70 % total residential demand, with very few 
exceptions. Further analysis is necessary to determine the reasons for the voltage seasonality, 
which is, as mentioned before, generally below ±6 % of the nominal.   
Representations of an individual GSP are shown in Figure 3.33, using the mean, maximum 
and minimum daily values (weekdays only), as well as the corresponding moving-average 
values (3.13) for GSP-14, for active (a) and reactive (b) power demands. 
 
        a) 
 
         b) 
Figure 3.33: Seasonal variations: daily mean, maximum and minimum values (weekdays only) 
for a) active power, and b) reactive power, for GSP-14  
These profiles can be considered as the ''signature'' seasonality profiles of each MV-GSP and 
are used for an initial seasonal correlation analysis (Chapter 4), which is then expanded into a 
seasonal per half-hour of the day analysis. An example of the seasonal variations, at specific 
diurnal periods, is shown in Figure 3.34 for normalised and normalised moving-average (3.12) 
active power values, for four selected hours of the day (i.e. 03:00, 09:00, 15:00 and 21:00), for 
GSP-47 and considering weekdays only. 
 
Figure 3.34: Normalised and normalised moving-average values for active power at selected 
hours of the day, for GSP-47 (weekdays only) 
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By combining the diurnal and seasonal perspectives, a ''full-scale'' demand profile is presented 
in Figure 3.35, for active power demand at GSP-53, for all days of the year. 
 
Figure 3.35: Combined diurnal and seasonal profiles for active power demand, GSP-53, all days 
As in the case of diurnal profiles, the combinations of different normalisation, averaging and 
filtering approaches produce seasonal profiles that can be used for further studies, e.g. as inputs 
for regression analysis and for clustering, classification and disaggregation purposes. 
Accordingly, the demand representations discussed in this section are used in various instances 
in the following chapters of this thesis.  
3.7 Occurrence of Maximum and Minimum Demands 
Figures 3.36, 3.38 and 3.40 present the probability of occurrence of maximum (peak) and 
minimum demands per half-hour of the day for active power, reactive power and voltage, 
respectively. Figures 3.37, 3.39 and 3.41 show the corresponding occurrences of maximum 
and minimum values, with respect to the diurnal as well as the seasonal time-frames. 
Distinctions are, again, made between weekdays and weekends due to the different demand 
levels between the two groups, as discussed in Sections 3.4 and 3.5.  
The analysis for active power (Figure 3.36), shows no distinctive differences in the time of 
occurrence of maximum and minimum demands between weekdays and weekends. Therefore, 
even though the demand levels between these two groups are different (for both mean and 
median values, as shown in Section 3.4, but this also applies for maximum and minimum 
values), the diurnal periods for which these maximum and minimum demands occur are shown 
to almost, but not fully coincide. Maximum demand occurs, primarily, between 16:00 to 22:00 
hours, as well as between 09:00 to 14:00 hours. Minimum demand values are clustered in one 
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main group between 00:00 to 06:00 hours, although this shifts to around 08:00 for weekends 
(people tend to wake-up later during weekends).  
 
         a) 
 
         b) 
 
        c) 
 
          d) 
Figure 3.36: Probability of occurrence of maximum demand for: a) weekdays, b) weekends and 
minimum demand for c) weekdays, d) weekends, for active power 
The results are based on the analysis of all available GSPs and thus no distinctions have been 
made between residential, commercial, industrial or mixed-type GSPs. The two peaks in the 
probabilities for maximum demand can therefore, at least partly, be attributed to the 
differences in the diurnal consumption patterns between GSPs supplying different customer-
sectors. Another reason for the two clusters is the change in the time of the maximum demand 
occurrence for different seasons. The influence of both time-frames is illustrated in Figure 
3.37, for the English GSPs and for weekdays only (the smaller dataset was selected to make 
the resulting patterns more distinguishable).  
 
Figure 3.37: Maximum (peak) demand occurrence per half hour of the day, per month of the 
year (weekdays only), for active power 
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The data-points in Figure 3.37 mark the time of the day, for each weekday of year, at which 
maximum demand for active power occurs.  There are two characteristic upper and lower 
clusters that are, primarily, due to peak demands from residential (upper) and industrial and 
commercial (lower) GSPs. Furthermore, there is a clear tendency of increase of the time at 
which maximum demand occurs, for the upper band, from winter to spring (until mid-May), 
followed by a drop around June, from evening hours to afternoon hours and mid-day hours 
until mid-August to September. Possible explanations include the shift of active power 
demands for heating and lighting loads to later hours of the day as the summer period 
approaches (increase in temperature and solar irradiance levels), up to the level where peak 
demand no longer occurs during evening hours because of minimum heating/lighting demand 
and therefore, the peak is now situated during the afternoon hours. As mentioned before, the 
analysis of characteristic demand patterns for GSPs supplying difference mixtures of 
customer-classes is presented in Chapter 5. The effects of external variables such as 
temperature levels and particularly, for the pattern shown in Figure 3.37, solar irradiance, are 
presented in Chapter 4. 
Figure 3.38 shows the probability of occurrence of maximum/minimum demands for reactive 
power, for weekdays and weekends. Similar to the results presented for active power, there 
are no clear distinctions between these periods when comparing the two groups.  
 
        a) 
 
         b) 
 
        c) 
 
         d) 
Figure 3.38: Probability of occurrence of maximum demand for: a) weekdays, b) weekends and 
minimum demand for c) weekdays, d) weekends, for reactive power 
Maximum reactive power demand occurs between 16:00 to 22:00 hours and 08:00 to 15:00 
hours, but unlike active power, peak demands for reactive power have a higher probability of 
occurrence during the mid-day period, comparable, or in the case of weekdays higher, than 
during the evening period. This shows a higher penetration of reactive load components in the 
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system during this period, which can be attributed to a higher percentage of commercial and 
industrial loads around mid-day. Minimum demand levels are, again, mostly concentrated 
around the night and early morning periods between 23:30 to 06:00, with a slight shift in 
minimum reactive power demand for weekends, up to 08:00 hours (as in the case of active 
power). 
In Figure 3.39 the periods of occurrence of maximum reactive power demand as a function of 
hour of the day and weekday of the year are shown. Although the upper and lower bands are 
evident, as in the case of active power, the lower band (mid-day) is far more populated during 
the summer period (possible increase of air-conditioning loads from the commercial sector 
and a general decrease in reactive power demand during evening hours from the residential 
sector).  
 
Figure 3.39: Maximum (peak) demand occurrence per half hour of the day, per month of the 
year (weekdays only), for reactive power 
Figure 3.40 shows the probability of occurrence of maximum/minimum voltage levels. No 
significant differences are again shown between weekdays and weekends, apart from a slight 
increase in the probability of maximum voltage occurrence during mid-day for weekends. The 
highest probabilities for maximum voltage levels are found at the periods between 17:00 and 
00:00 hours, although these extend to early morning hours (up to 05:00), and lower 
probabilities are shown between 11:00 to 15:00 hours (also reflected in the mean normalised 
diurnal profiles in Section 3.5). Minimum voltage levels occur primarily between 04:00 and 
12:00 hours, with lower probability peaks between 15:00 and 17:00 hours. 
Even though there is a higher dispersion of maximum voltage levels per half-hour of the day 
over a one calendar year, as shown in Figure 3.41, as in the case of active and reactive power 
demands there is a clearly identifiable pattern of shifting peak levels from early afternoon to 
evening hours (i.e. shift from 16:00 to 22:00 hours).  




        a) 
 
          b) 
 
         c) 
 
          d) 
Figure 3.40: Probability of occurrence of maximum voltage for: a) weekdays, b) weekends and 
minimum voltage for c) weekdays, d) weekends 
These patterns have strong correlations with ''markers'' of seasonality, such as the solar 
position and solar irradiance levels (further discussed in Chapter 4). For example, maximum 
voltage levels shift to later diurnal periods during summer months, with the maximum shift 
found around mid to late June, which is the period of maximum solar elevation angles (directly 
related to solar irradiance and temperature levels, i.e. summer solstice). 
 
Figure 3.41: Maximum (peak) voltage occurrence per half hour of the day, per month of the 
year (weekdays only) 
The results presented in this section are based on computational/statistical analysis that can 
easily be adjusted to accept inputs from single GSPs or groups of GSPs from particular 
locations and DNOs. Knowledge of maximum and minimum demand levels can facilitate 
demand side management schemes, but these approaches are often restricted by limited 
dimensionality with respect to temporal perspectives and are often based on conclusions drawn 
from customer-survey or household-metering analysis. Expanding maximum/minimum 
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demand profiles to diurnal and seasonal time-scales can accommodate dynamic approaches to 
peak demand shifts and by drawing conclusions directly from MV-datasets, these interventions 
could be tailored for the specific locations, customers, network characteristics and DNOs. 
3.8 Profiling the Rate of Change of Demands 
In this section, demand profiles are presented with respect to the numerical differences 
between adjacent measurements in the form of: 
                                                               ∆𝑦𝑖 = 𝑦𝑖+1 − 𝑦𝑖                                                                 (3.14) 
where ∆𝑦𝑖 is the difference in measured active power (or reactive power) between two 
consecutive values; current value, 𝑦𝑖, and the next value, 𝑦𝑖+1. This difference is therefore an 
equivalent of the numerical differentiation (or finite difference) for each measured value, 
within a time-step defined by the dataset's resolution. 
These differences are calculated for the input data (as presented in Section 3.1), normalised 
over the maximum of each dataset by (3.3), with no further filtering or increase in 
dimensionality (i.e. arrangement into matrices of diurnal and seasonal time-frames) applied 
prior to the calculation. The resulting datasets are therefore representative of the 
increase/decrease in demands from one half-hour to the next (or as it applies to datasets of 
different resolutions). The results can then be arranged in a combined seasonal and diurnal 
perspective, to illustrate these changes over a one calendar year. Differences in adjacent 
demand values are shown as a percentage to the yearly peak demand, to produce estimates 
with respect to maximum expected loads, per GSP. However, other estimations are possible, 
with respect to other parameters or more restricted time-scales, such as ∆𝑦𝑖 as a percentage of 
mean yearly demand, or as a percentage of mean demand estimated within a moving-average 
window (3.13) of ± 48 half hours, which would filter-out the seasonality in ∆𝑦𝑖 values (no 
longer based on a common scale), but would pronounce the differences within the diurnal 
cycles. The examples shown in Figures 3.42 and 3.43 are for active and reactive power and 
correspond to GSP-5. 
Increase in active power demand is noticeable as a consistent positive change throughout the 
year during morning hours, between 05:00 and 08:00, but interrupted during the weekends 
(i.e. in Figure 3.42, 52-distinctive ''bands'', separable by weekends). Lower but consistent 
positive changes are also shown throughout the year for the diurnal periods between 15:00 and 
17:00 hours. There is a third ''band'' of increasing active power demands which shifts 
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throughout the year, starting from 16:00 hours during winter months and extending up to 22:00 
hours during the summer months (with a peak in late June).  
 
Figure 3.42: Changes in active power as a % of peak demand, GSP-5 
The same components can be seen for reactive power in Figure.3.43. In particular, the upper 
increasing ''bands'' directly reflect solar irradiance levels, as the peaks coincide with the 
summer solstice and therefore increasing demand levels during these periods maybe directly 
related to lighting loads. The hypothesis is further supported by the fact that, similar upper 
''bands'' are less evident for GSPs with primarily commercial and/or industrial consumptions. 
The trends may also be related to street-lighting, for which the switch-on periods are variable 
and controlled by photo-sensitive switches, reflecting available sunlight levels throughout the 
year. 
 
Figure 3.43: Changes in reactive power as a % of peak demand, GSP-5 
In Figure 3.44, the results for active power are presented for selected months (i.e. January, 
March, May, July, September, November), where the afternoon-evening peaks in demand 
changes are highlighted. The evening peaks in active/reactive power demands (presented in 
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Section 3.7) result from a positive rate of change from around 15:00 to 16:00 hours (for the 
examples presented here), which means that during periods of maximum diurnal demand the 
trend for the rate of change is actually decreasing (i.e. maximum or turning point is reached 
and demand begins to drop). These negative changes extend through the night and up to 04:00 
hours, however, for November, January and March the increasing/decreasing demands 
balance-out and the range of change reaches a zero value between 22:30 and 23:30 hours. This 
is assumed to be related to lighting loads and possibly to the time of commencement of night 
tariffs for heating loads. The changes with respect to external variables and the presence of 
heating and lighting loads are discussed in more detail in Chapters 4 and 6. The time of 
commencement for economy-7 customers is discussed in Chapter 5.  
 
Figure 3.44:  Average changes in active power demands as a percentage of peak demand for 
selected month, GSP-5 
Profiling demands in terms of the rate of change has the potential benefit of capturing time-
intervals for which the primary sources of stresses in the distribution networks cannot be 
accounted for by the actual system loadings and may be better assessed by the rate of change 
of the loading conditions. Authors in [189] and [190] present a theoretical interruption model, 
based on recordings of short-term and long-term interruptions, from two distribution networks 
in Europe, which are presented in Figure 3.45 (a). The morning peak shown for the short- and 
long-term interruptions, between 09:00 to 11:00 hours in (a), does not coincide with the 
morning peak in the rate of change of active power, between 06:00 to 08:00 hours in (b) and 
it actually coincides with actual measured demands at the same periods, as presented in the 
diurnal profiles in Section 3.5, Figure 3.23 (i.e. morning peak for active power). However, the 
second peak in long-interruptions (black-solid line in (a)) coincides with the, positive, peak in 
the rate of change of active power in (b). 




   a) 
 
b) 
Figure 3.45: a) short-interruptions (SI) and long-interruptions (LI) form two European DNOs 
and b) rate of change of active power and average diurnal active power (form all GSP in the 
Scottish-A dataset) 
Fault and interruption analysis is outside the scope of this thesis and any hypothesised 
correlations between the profiles of interruption-probability and rate of change of demands 
needs to be investigated further, particularly since the presented figures are restricted to the 
analysis of a limited number of both interruption and demand data.  
3.9 Chapter Conclusions 
The Fourier analysis has shown that the significance of components such as the: daily, half-
daily, weekly and yearly cycles, for variables P, Q or V, is diverse and it varies for different 
GSPs, which opens the possibility for classification, as demonstrated by the GSP-groups in 
Tables 3.2, 3.3 and 3.4. For active power, daily and yearly cycles are the most significant 
modes of variability responsible for approximately 40 % and 33 % of the total range of 
variations, respectively (on average, based on 98 GSPs).  The ''reconstruction'' of the active 
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performed particularly well, with correlation coefficients, above ~0.9, indicating that active 
power is determined by regular-predictable patterns, with lower penetration of stochastic 
components. Reactive power variability is shown to be determined primarily by the daily 
component (~37 %), the weekly component (~17 %) and to a lesser extent according to the 
seasonal/yearly cycle (~13 %), as determined through the analysis of reactive power 
measurements from 77 GSPs. ''Reconstruction'' of the reactive power signals performed 
poorer, compared with active power, with an average correlation coefficient of ~0.8 indicating 
less predictability, at least based on the analysis of inherent regular patterns (and not on 
regression with independent variables). For voltage, variations are generally restricted within 
limits of ± 6 % and these have been shown to vary according to the daily cycle (~15 %) and 
the yearly cycle (~ 15 %), which means that, from a statistical perspective, voltage variations 
can be considered (mostly) stochastic, as a large portion is attributed to higher frequency 
components. This is also reflected in the poor performance of the voltage signal 
''reconstruction'', which is on average below ~0.7 (in terms of correlation coefficients), even 
with the inclusion of the first 100 Fourier components.   
Weekly profiling (Section 3.4) has shown that there are significant differences in the demand 
levels for all three variables, between weekdays and weekends, as well as differences between 
pairs of days including Friday (both with weekdays and with weekends). These group 
difference have been established based on ANOVA and Kruskal-Wallis tests, which showed 
very good levels of agreement, for all variables and for (almost) all pairs of days of the week, 
with minimal exceptions. Active power demand differences between weekdays and weekends 
have been shown to be indicative of the percentage of total residential demand in individual 
GSPs (or similarly the % of domestic and non-domestic demands), as demonstrated in Figure 
3.20. Periods of similar demand levels have been presented for the diurnal as well as the 
seasonal cycles in Sections 3.5 and 3.6. The specific diurnal periods in which the 
weekday/weekend differences are concentrated have also been presented. These profiles open 
the possibility of load identification as demonstrated in Figure 3.28, based on the assumption 
that these differences, for yearly-averaged profiles, are not attributed to weather related 
seasonal loads, but rather to loads related to occupancy levels and people's daily schedules.  
The probability of occurrence of maximum and minimum demands, in Section 3.7, shows that 
these are concentrated during night hours, for minimum, and during mid-day and afternoon 
hours for maximum (which is assumed to be primarily determined by the customer-sector 
composition at each GSP). Despite the differences in demand patterns between weekdays and 
weekends, the periods of maximum and minimum demands are, almost, identical. Combined 
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diurnal and seasonal representation of the occurrence of maximum demands revealed patterns 
which are, potentially, associated with weather parameters (particularly solar irradiance). This 
is also shown Section 3.8, based on the rate of change of active and reactive power demands.  
The profiling and normalisation methods presented in this chapter, are used in subsequent 
analysis throughout this thesis. In particular, the next chapter (Chapter 4), presents analysis of 
correlations and dependencies, based on seasonal and diurnal profiles, as well as on seasonal 























Chapter 4: Correlations and Dependencies of Aggregate Demands  
In the previous chapter, it has been demonstrated that parameters P, Q and V, exhibit variability 
with respect to the daily, weekly and seasonal scales. Distinctions have been shown for the 
significance of these temporal components among the three parameters, among groups of 
GSPs, as well as with respect to the overall presence of stochastic variations. Despite these 
differences, it has also been demonstrated that a relatively small number of FFT components 
was sufficient to reconstruct the original signals and particularly for active and reactive power 
demands, with average correlation coefficients of ~0.9 and ~0.8, respectively. A reasonable 
assumption that follows is that some common factors must exist, which affect electricity power 
demands. These factors are referred to as the ''drivers of demand variability''.  
This chapter uses a number of statistical approaches (discussed in Section 4.3), to determine 
the main drivers of demand variability, the strength with which they affect electricity demand 
and the success of the various methods in identifying, evaluating and quantifying these 
relationships. The analysis is also aimed at determining variables that can be useful in 
disaggregation and forecasting studies, without the requirement that their variabilities are 
causally linked to electricity demand variability.  
Sections 4.1 and 4.2 describe the meteorological and analemma (solar azimuth and elevation 
angle) variables used in the analysis. Sections 4.4 and 4.5 present the results with respect to 
the diurnal and the seasonal time-scales and Section 4.6 expands the seasonal analysis, on a 
per half-hour of the day basis. Section 4.7 presents an analysis of residuals, offers justification 
for the use multiple-regression in the subsequent chapters and discusses the use of linear and 
polynomial regression for modelling electricity demands. In Section 4.8, the use of a moving-
window regression approach is presented, for the assessment of the sensitivities of demands 
to external conditions, for smaller subsets of the seasonal data.  
Apart from the dependencies to exogenous variables, this chapter also presents results for the 
correlation of the electrical parameters with one-another. This is aimed to study their 
dependencies from a statistical perspective, in contrast with load modelling approaches that 
are generally concentrated on the instantaneous relationships between P, Q and V. The results 
and conclusions drawn from the analysis presented in this chapter are used for purposes of 
load identification, disaggregation and forecasting, in Chapters 5, 6 and 7. 
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4.1 Data Description 
The available meteorological parameters presented in Table 4.1 are used as explanatory 
variables in the analysis of correlations and dependencies, as well as for demonstrating the 
corresponding methodologies discussed in the following sections of this chapter. These 
measurements have been obtained at the same geographical locations as the five MV-datasets 
presented in Chapter 3, Section 3.1, and for the same time periods. In cases where resolutions 
of measured data differed, the same resolution (e.g. 30-min. timestamps) has been adjusted.  
Table 4.1: Summary of meteorological explanatory variables 
Temperature (in degrees Celsius -  Co) represents surface-air temperature, measured at a height 
of 1.25 to 2 meters from land surface and according to standardised procedures. Solar 
irradiance (in watts per meter squared - Wm-2) consists of components of direct, diffused and 
ground reflected solar irradiance and it is therefore usually referred to as global solar 
irradiance. Relative humidity (in %) is defined as the percentage of actual vapour density with 
respect to the saturation vapour density (or pressure exerted by actual vapour to the saturation 
vapour pressure), where saturation levels are reached when air cannot hold any more water, at 
a given temperature. Atmospheric pressure (in millibars - mb) is the pressure exerted by the 
atmospheric weight due to the mass of air directly overhead the measuring apparatus, while 
wind speed (in meters per second - ms-1) measures the motion of air mass with respect to the 
surface of the earth at a given location [191], [192]. 
The data from these five variables represents the mean values within the resolution windows, 
e.g. at a 30-minute resolution, temperature values correspond to the average temperature over 
the 30-minute period. Solar azimuth and solar elevation angles (in degrees - o) are also used 
and are defined in Section 4.2. Considerations of normalisation, standardisation and scaling, 




Scottish - A Scottish - B English Danish Slovenian 
Temperature Co  ✔ ✔ ✔ ✔ ✔ 
Solar Irradiance W·m-2 ✔ ✔ ✘ ✔ ✔ 
Relative Humidity % ✘ ✔ ✘ ✘ ✘ 
Atm. Pressure mb ✘ ✔ ✘ ✘ ✘ 
Wind Speed m·s-1 ✘ ✔ ✘ ✘ ✘ 
Solar Azimuth Angle o ✔ ✔ ✔ ✔ ✔ 
Solar Elevation Angle o ✔ ✔ ✔ ✔ ✔ 
Chapter 4: Correlations and Dependencies of Aggregate Demands 
76 
 
4.2 The Solar Analemma Variables 
Analemma diagrams are used to describe the apparent (relative) position between two celestial 
bodies from the point of reference of observers fixed at a certain position on one of them. 
Specifically, for the Sun-Earth system, the solar analemma diagrams mark the relative position 
of the Sun in the sky, as observed from a fixed position on the Earth’s surface at constant time 
intervals, i.e. observations at a fixed time each day, throughout the course of (but not limited 
to) one calendar year [193]. The resulting observations are usually expressed in terms of 
horizontal and vertical deviations known as azimuth and elevation (or altitude) angles. The 
horizontal deviations are a result of the differences between true solar time and apparent local 
time, also referred to as the ''equation of time'', which is a function of the Earth’s obliquity, i.e. 
axial tilt and orbital eccentricity, i.e. deviations from a perfectly circular orbit. The apparent 
vertical motion (elevation angle) is a result of the inclination of the Earth’s axis relative to its 
plane of revolution around the Sun [193]. An example of an analemma diagram is shown in 
Figure 4.1, for Edinburgh city, UK, at 12:00 hours.  
 
Figure 4.1: Analemma for Edinburgh, UK, at 12:00 hours 
Marked on Figure 4.1 are the summer and winter solstices, i.e. the days of maximum and 
minimum excursion relative to the Earth's equator which correspond to the longest (summer) 
and shortest (winter) days of the year with respect to sunlight hours (in the Northern 
hemisphere - the reverse is true in the Southern hemisphere) and the vernal and autumnal 
equinoxes, when the centre of the Sun passes directly above the plane of the Earth's equator 
and correspond to days of, approximately, equal duration between night and day hours. 
Summer and winter solstices occur around the 21st of June and 21st of December, while vernal 
and autumnal equinoxes around the 21st of March and 21st of September. The exact dates 
however vary from one year to another. 
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The analemma variables are usually restricted to the diurnal periods when the Sun is directly 
observable in the sky (irrespective of atmospheric effects such as cloud coverage) and 
therefore during night hours the corresponding values are represented as constant zero 
measurements. This is compensated by the use of the ''topocentric'' azimuth and elevation 
angles, which allows the observed path of the Sun to extend to hours of the day when it is 
below the horizon, as shown in Figure 4.2, for all 48 half-hours of the day through the course 
of one year for Edinburgh, UK.  
 
Figure 4.2: Topocentric analemma variables for one year, for Edinburgh, UK 
Azimuth angles are set between 0o to 360o, with the 180o point at midday (12:00 hours), as in 
Figure 4.2, or otherwise between -180o to 180o with the midpoint at 0o. The horizon can be, 
conventionally, set at 0o (dashed horizontal line) in the elevation axis, but in reality, sunlight 
periods extend beyond this point due to atmospheric refraction effects. A more detailed 
description and information regarding the calculation of the analemma variables can be found 
in [193], [194] and [195]. 
Analemma diagrams are primarily used in astronomy, but knowledge of the relative position 
of the Sun in the sky has applications that extend to meteorology, climatology and agriculture 
as well as in the energy industry and particularly for solar energy (e.g. Sun tracking) 
technologies, as discussed in Chapter 2. Within the context of electricity supply and demand 
interactions, these variables can offer new approaches for the analysis of seasonal 
dependencies that have further applications for load profiling, demand forecasting and load 
identification and disaggregation studies. The relative position of the Sun in the sky has the 
benefit of simultaneously capturing seasonal and diurnal cycles, while it is also directly related 
to weather variables such as solar irradiance and temperature levels. However, unlike weather 
conditions, the solar analemma is unaffected by atmospheric phenomena. The underlying 
processes are relatively stable and deterministic (at least for up to several decades) and the 
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analemma variables can be calculated to a high precision for any location on the Earth's surface 
and for any desired period of time. This is particularly useful for the analysis of dependencies 
in demand variability in the absence of meteorological variables. In previous publications, e.g. 
[89], some variables closely related to the solar analemma variables have been used, such as 
the sunrise and sunset times, daylight-hours and daylight-duration variables, but to the best of 
the author's knowledge the solar analemma variables have not been used for the assessment of 
electricity demand variations in the manner presented in this thesis (by the author: [67]). 
4.3 Overview of Applied Statistical Approaches 
4.3.1 Definitions 
In the context of statistical analysis, the terms correlation and dependence are used to describe 
the existence and when quantified, the extent of associativity between two random variables 
or, more specifically, the extent to which these variables change (fluctuate) together. In the 
same context, a random variable does not refer to a variable whose function (or procedure) is 
non-deterministic, but rather to the fact that the possible values acquired by the function are 
defined by some probability distribution and then mapped onto a state-space (e.g. real 
numbers), such that: 
                                                                    𝑋: 𝛺 → 𝐸                                                                    (4.1) 
where 𝑋 is a random variable from a probability space 𝛺, mapped to a set in measurable space 
𝐸. For example, active power demand (e.g. from a single GSP) can take any value within a 
particular range of a distribution, with the probability given by the integral of the probability 
density function, within the prescribed range. By determining the associations between 
dependent (e.g. active power) and independent/explanatory (e.g. temperature) variables, 
correlation analysis (and specifically regression analysis when a fitting function is calculated) 
aims to limit the range of the probability density function, so that the values of the dependent 
variable can be more accurately predicted from the known values of the independent 
variable(s). Knowledge of these associations also allows for better understanding of the 
underlying factors that determine the changes of the dependent variable (i.e. explained 
variance) and can therefore be used to draw conclusions about its characteristics, composition 
and time-dependent evolution.  
While the existence of associations between variables implies causal relationships, it cannot 
demonstrate or prove them. This problem is a well-documented one, as it penetrates all forms 
of scientific inquiry and it is therefore studied by various disciplines such as statistics, physics, 
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engineering, experimental design and medical studies, while the concepts of proof and proof 
of causality are also discussed in branches of philosophy such as epistemology. Although it is 
not within the scope of this thesis to study or discuss these issues in depth, it should be noted 
that there are some minimal conditions which, when met, can establish causal relationships 
within some acceptable limits of certainty. These include: a) the strength of the associations, 
which are quantified using various correlation coefficients, b) the consistency of the 
relationship among various data samples (or experiments), as well as its reproducibility and 
perhaps most importantly, c) the development, or support of an underlying theory that can 
explain an observed relationship. 
4.3.2 Metrics of Correlation and Regression Analysis 
The strength of the correlations between samples of two variables, 𝑥 and 𝑦, can be quantified 
using the Pearson's product-moment correlation coefficient (also used in Chapter 3), defined 
as: 









                                                       (4.2) 
where the numerator denotes the covariance between the two samples and the denominator the 
product of their standard deviations [196]. The use of the Pearson's coefficient is based on 
assumptions of a linear relationship between the two variables, as well as the use of continuous 
variables. The first can be overlooked, but if violated, it will inevitably affect the output 
coefficient, i.e. a perfectly dependent non-linear relationship will have a lower correlation 
coefficient because the estimation cannot account for the non-linearity. The correlations can 
also be quantified using the Spearman's rank correlation coefficient, defined as: 




                                                                (4.3) 
which is essentially the Pearson's correlation coefficient as applied to ranked variable values 
and while the Pearson's analysis assesses linear relationships, the Spearman's coefficient can 
account for monotonically increasing or decreasing relationships, which are not necessarily 
linear [197]. In both cases, the results are presented using coefficients within the range of [-1 
1], where -1 denotes a ''perfectly'' negative correlation and +1 a ''perfectly'' positive correlation. 
Furthermore, and in both cases, no prior assumptions are made for the distinction between the 
two variables being dependent or independent, nor does the analysis provide information about 
the direction of causation (if any) between the two variables. Other correlation coefficients can 
be found in literature, with their applicability depending on the specific analysis and type of 
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input data samples. For the analysis presented in this chapter, the Pearson's and Spearman's 
correlation coefficients are considered. 
A more involved description of a relationship between two variables is possible with the 
introduction of a ''best fit'' equation that, in the case of simple linear regression, is in the form 
of: 
                                                                 𝑦 = 𝛽1𝑥+𝛽0                                                                  (4.4) 
where 𝛽1is the gradient of the linear function, 𝛽0 is the 𝑦-intercept and 𝑦 and 𝑥 are the 
dependent and independent variables, respectively. In most situations the ''best fit'' is an 
approximation (not based on a perfect correlation) and therefore, for the actual values of 𝑦, i.e. 
𝑦𝑖, the solution is in the form of: 
                                                             𝑦𝑖 = 𝛽1𝑥𝑖+𝛽0 + 𝜀𝑖                                                            (4.5)             
with the distinction being the introduction of an error term, or residual, 𝜀𝑖, for each data-point 
i. The term ''simple'', in simple linear regression, corresponds to the use of only one 
independent or explanatory variable, 𝑥, while it is possible, as in the case of multiple linear 
regression, to predict the dependent variable based on the variations of two, or more, 
explanatory variables. The term ''linear'', in the same context, does not refer to the fact that the 
equation is of the 1st polynomial, i.e. 𝑥1 order, but rather to the linear mapping between the 
estimated parameters and the outcome, i.e. 𝛽𝑥 and not 𝑥𝛽 .  
The most commonly used approach for estimating these parameters is referred to as ordinary 
least squares (OLS) method, which achieves fitting by the minimization of the sum of squared 
residuals, between the predicted and actual values of 𝑦, [198]. The OLS method can be used 
for polynomial fitting of a higher degree, such as 2nd and 3rd, as well as for multiple regression 
with more than one explanatory variable (both discussed in Section 4.7). For the OLS 
algorithm, the two are actually equivalent and polynomial regression can be considered a 
special case of multiple regression [199].  
A main problem that arises from higher degree polynomials, as well as in the case of multiple 
regression models, is that it complicates the interpretation of the, multiple, resulting regression 
coefficients. Moreover, the ''appropriation'' of variance to the various independent variables is 
also problematic in the presence of multicollinearity (discussed in more detail in Section 
4.3.3). Higher degree polynomials are particularly useful when analysing non-linear 
relationships. An example would be the analysis of active power demands for temperature 
variations, at a geographical location where there is significant penetration of thermal heating 
loads during the winter period and AC/HVAC loads during the summer period. The simple 
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linear approach is not suitable for capturing this relationship, unless two data samples are 
created based on temperature turning-points, discussed in Chapter 6. When dealing with 
demands demonstrating such effects, the approaches presented in the following sections 
should be appropriately modified to account for the non-linear dependencies.  
The goodness-of-fit of the linear regression models is assessed by calculating the portion of 
the initial variance in the dependent variable that can be explained (or predicted) by the 
independent variable: 






                                                        (4.6) 
which is referred to as the coefficient of determination – R2 [200]. In the case of simple linear 
regression and when the y-intercept is included, as in (4.4), the coefficient of determination is 
equal to the squared Pearson's correlation coefficient.  
4.3.3 Multicollinearity  
Multicollinearity is a common problem associated with regression analysis, particularly when 
the analysis is aimed at determining the relative strength of the effect of each explanatory 
variable to the dependent variable. Multicollinearity describes the situations in which 
explanatory variables are themselves strongly correlated with one-another. While this does not 
necessarily affect the predictive power of a model, such as in multiple regression forecasting, 
the effects of each individual variable are harder to decipher. This is better illustrated in Figure 
4.3 using the results from factor analysis, for a single GSP (GSP-14) at 17:00 hours, for the 
duration of one-year and considering: active power, reactive power, temperature, solar 
irradiance and solar elevation angle. 
 
Figure 4.3: Example of factor-analysis results for 5 variables at 17:00 hours, GSP-14 
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Factor analysis is a procedure which aims to reduce the dimensionality of the variability of 
observed parameters in a way that these can be expressed in terms of reduced components, i.e. 
factors, or ''latent'' factors [201]. The vector sizes, or loadings, of each variable correspond to 
how much of their variance can be explained by each factor, i.e. component. More importantly, 
for this discussion, the angle between the variables indicates their respective collinearity or 
covariance. For example, perfectly orthogonal variables have variations that are shown to be 
independent of one another. The example presented above is restricted to two components but 
more can be added to allow for more explained variance. As it is shown in Figure 4.3, groups 
of variables change together, such as: temperature, solar irradiance and solar elevation angle, 
or active power and reactive power. Therefore, when examining the effect of e.g. solar 
irradiance on active power demand, it is possible that some of the explained variance may 
actually be attributed to the correlated changes of temperature with solar irradiance. This is 
particularly important when the analysis is aimed at determining portions of active power 
demand that can be attributed to specific load-types, such as lighting loads and heating/cooling 
loads and these effects are therefore further discussed in Chapter 6. More information about 
factor analysis and related methods such as principal component analysis (PCA) can be found 
in [201], [202] and [203]. 
Partial correlation analysis can be used to account for multicollinearity effects, by determining 
the strength of associations when the effects of the rest of the independent variables are 
controlled [204]. A comparison between the explained variance (in terms of squared 
correlation coefficients - r2), between zero-order (regular) correlation (4.2) and partial-
correlation is presented in Table 4.2, considering active power as the dependent variable and 
temperature and solar irradiance as the independent variables; for a single GSP (GSP-14) at 
17:00 hours, for the duration of one-year. 
Table 4.2: Example of zero-order and partial correlation results 
The squared correlation coefficients drop for both explanatory variables in the case of partial 
correlation analysis, due to the high degree of multicollinearity (demonstrated in Figure 4.3). 
If, in the above example, active power is represented by variable y, temperature by x and solar 
irradiance by z, then the partial correlation coefficient between active power and temperature 
is given by: 





                (4.7)                              
Independent Variables Zero Order r2 Partial r2 
Temperature 0.65 0.49 
Solar Irradiance 0.34 0.03 
Chapter 4: Correlations and Dependencies of Aggregate Demands 
83 
 
However, criticism can be found regarding the efficiency and validity of partial-correlation 
analysis, particularly in cases where the multivariate normality is violated, or when effects of 
non-linearity in the relationships are present [205], [206]. Furthermore, the results from partial 
correlation analysis vary according to the selected inputs, i.e. explanatory variables. For 
example, the inclusion of solar elevation angle in the above example (Table 4.2), would results 
in a decrease in the partial r2 values of both temperature and solar irradiance. Partial correlation 
results are therefore particularly sensitive to model specifications and the correlations between 
a dependent and an independent variable vary according to the number of selected control 
variables. The analysis presented in the following sections is based on the regular (zero-order) 
correlations because the aim is to assess the common variability that can also be used for 
predictive analysis (such as forecasting in Chapter 7). For regression, determining partial 
correlations involves the analysis of residuals and more specifically the correlations of 
residuals from the different pairs of dependent-independent and independent-independent 
variables. Discussion about the analysis of residuals, their periodicities, autocorrelations and 
how conclusions from such results can be used to expand the methodology into multiple and 
polynomial regression models is provided in Section 4.7, while more involved approaches for 
specific ''appropriation'' of variance, in the context of load disaggregation, are discussed in 
Chapter 6. 
4.3.4 Filtering of Samples 
Regarding the pre-processing phase of the analysis, the input samples can be filtered, i.e. 
smoothed, in order to be refined, e.g. by reducing ''irrelevant'' high-frequency variations, so as 
to highlight certain frequency components and therefore increase the correlations between 
demand data and exogenous parameters. 
The effects of data-smoothing on the correlations of active power with temperature are 
presented in Figure 4.4 (a), in terms of the resulting correlation coefficients (Pearson's), for 
data corresponding to one-calendar year (weekdays only), for a single GSP, at 17:00 hours and 
for increasing filtering window lengths. Filtering, in this case, is applied to reveal the seasonal 
components, by reducing the day-to-day fluctuations. A moving-average filter is used, as 
presented in Chapter 3 (3.13), as well as the ''loess'' and ''rloess'' filters, which correspond to: 
a local regression using weighted least squares and a 2nd degree polynomial model; and a 
robust version of ''loess'' that assigns lower weights to outliers in the local regression model, 
[207] and [208]. The correlations rapidly improve for the moving-average filter, for up to ~60 
days of window length, at which point a saturation level is reached and no particular change 
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in the coefficients can be shown. Saturation levels are reached for the ''loess'' and ''rloess'' 
methods as well, but these are found at a later stage, i.e. around 130 days of window length. 
 
        a) 
 
         b) 
Figure 4.4: a) squared Pearson's coefficients for active power with temperature, for increasing 
window lengths of filtering of both variables and b) mean value of the active power residuals (as 
a % of mean active power) for increasing window-lengths of data filtering 
The suitability of an adopted filtering approach can be investigated by considering the 
distribution of the residuals, defined, in this case, as the differences between the actual and 
smoothed values of the input variable(s). An example is presented in Figure 4.4 (b), showing 
the mean of the residuals of active power, for the three methods discussed above and for the 
full range of window lengths (for the same GSP and half-hour of the day as in (a)). The mean 
values of the residuals do not exceed a ±2 % threshold, with respect to the mean value of the 
actual active power inputs, and it is generally kept very close to zero for all considered window 
lengths. The slight positive bias shown for window lengths of more than ~160 days is due to 
the fact that, for a large window size, the filtering procedure determines the annual trend 
instead of removing the high-frequency random fluctuations and can be therefore considered 
as an inappropriate pre-processing approach when the aim is to capture the seasonal covariance 
of two parameters. It is generally desired that the mean value of the residuals is kept as close 
to zero as possible in order to reduce the bias of the filter towards positive/negative errors and 
to ensure that the filter removes only what can be considered as random Gaussian noise 
(Kolmogorov-Smirnov and Jarque-Bera tests of normality can also be used). In the same 
context, it is also important to ensure that the residuals have low levels of autocorrelations, so 
that it can be shown that the removed fluctuations do not include non-stochastic, periodic 
components (similar to the analysis of residuals for the regression models, presented in Section 
4.7). Despite the fact that filtering can improve the correlations between pairs of variables, 
some important issues need to be taken into consideration, to avoid reaching erroneous 
conclusions. Firstly, data filtering can result in correlated samples that are actually non-
dependent, simply by exhibiting long/short term components that, by chance, are found for 
both random variables. The phenomenon of spurious correlations is not limited to cases when 
filtering is applied, but the high correlation coefficients that often result from smoothed 
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datasets can increase the chances of false-detection of correlations.  Furthermore, if the 
application of smoothing has the general tendency of increasing the correlation coefficients 
for a given pair of variables (such as active power and temperature), the results (for the 
smoothed data) do not offer any new information since these improvements are expected to be 
common for all input data-samples, for which initial correlations can be found. Similarly, when 
conducting regression analysis, the increased coefficients of determination - R2 can be 
misrepresentative of the actual predictive/forecasting power of the models. The problem can 
be thought of as a case of ''overfitting'', in which artificially highly correlated samples are 
created.  
There are, however, cases where filtering is justified by the fact that, e.g. strong variability in 
high frequency components can actually mask overall seasonality and such cases are also 
investigated, as in Section 4.6. For the rest of the presented analysis, the input datasets are 
non-filtered and when filtering is applied, justification is provided as well as discussions based 
on the corresponding results.  
4.3.5 Moving-Window Regression 
Moving-window (or rolling-window) regression is an approach by which regression 
coefficients are calculate for smaller samples of the initial input data, corresponding to the 
data-points within a desired window length, thus assessing the correlations within a smaller 
time-frame. The final representation, for the complete duration of the input data, can be 
thought of as an alternative to determining the coefficients for various seasons of the year and 
instead the analysis can produce a continuous set of coefficients, thus also assessing the 
sensitivities of the dependent variable to the independent variable(s), throughout the year. The 
method is therefore a combination of regression analysis (4.4) and of a moving-window filter 
(3.13), but modified to evaluate linear regression coefficients. An example is the computation 
of the coefficients between active power and temperature, at a particular half-hour of the day, 
through the course of one calendar year, as presented for four different window-lengths, i.e. 
for 10, 20 ,40 and 60 days, in Figure 4.5.  
The coefficient of determination - R2 (4.6), shown in (a), as well as the gradient of the linear 
fit - b (4.5), shown in (b), tend to stabilise and present a clearer seasonal pattern for moving-
windows of length more than 20-days, i.e. better results for 40 and 60 days. The data samples 
are simply too small to account for any actual relationships for smaller window-lengths and 
therefore the resulting coefficients are ''unstable'' as shown by the more pronounced day-to-
day fluctuations, for 10-days and 20-days. The trade-off for longer window sizes is the 
reduction in resolution (i.e. finer detail dependencies are captured by smaller regression 
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windows), while the selection should also be based on an inspection of the resulting R2 values, 
so that the gradients can be accompanied by high/higher statistical significance. 
 
         a) 
 
         b) 
Figure 4.5: Moving-window regression results for active power with temperature at 17:00 over 
one year, for four different window-lengths (10, 20, 40 and 60 days) 
Similar to the use of data-filtering (Section 4.3.4), the selection of an appropriate window size 
for the moving-widow regression is not straightforward and does not rely on some well-
defined principles. In general, the decision depends on the particular application of the analysis 
and the characteristics of the input datasets and no universal agreed window size exists. In this 
chapter and for the moving-window regression analysis presented in Section 4.8, a window 
length of 41 days is used, which corresponds for ± 20 days on either side of each data-point, 
i.e. a 2-month period. This has been shown to be sensitive enough to determine the relative 
changes in the gradient of the dependencies, while also considering a sufficiently large data 
sample do ensure statistical validity.   
4.3.6 Further Considerations 
The results presented in the following sections are often expressed in terms of percentile 
values, i.e. median, 95th and 5th percentiles. The choice for this representation is based on the 
fact that the inclusion of a large number of input samples produces coefficients that have (in 
some cases) high variability among the various GSPs and do not always form normally 
distributed sets. Therefore, non-parametric statistics are more appropriate, since parametric 
statistics can often be misleading due to the skewness of distributions, or the presence of 
outliers, failing to show measures of central tendency. Furthermore, the use of the 95th and 5th 
percentiles is an intuitive representation of the range of the resulting coefficients.  
Regarding considerations of statistical significance and following the discussion provided in 
Chapter 3, Section 3.4, the current analysis is limited to the presentation of correlation 
coefficients (Pearson's and Spearman's) and of coefficients of determination - R2. The use of 
p-values, as well as the use of confidence intervals (CIs) for the resulting beta coefficients (in 
regression analysis), are both omitted for purposes of efficient and clearer presentation of the 
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results. Confidence intervals are assigned for a specific confidence level (usually at 95%) and 
are measures of uncertainty associated with the sampling technique, i.e. within the computed 
intervals, for an arbitrary number of samples, the parameters estimated by the model would be 
within the newly estimated parameters for 95 % of the samples. This means that the resulting 
coefficients and the percentile values (median, 95th and 5th) should be estimated for the upper 
and lower bounds of the corresponding confidence intervals and the resulting figures would 
require many more curves for complete representation. These metrics are of course important 
components of any detailed statistical description, particularly when the results are then used 
for further analysis but, for the purposes of presenting the general tendencies of the correlations 
between the considered variables these are deemed redundant, in the sense that their 
interpretation is almost impossible when they are averaged over all data samples. However, 
when the methodologies are applied to specific GSPs to study relationships between specific 
variables, these metrics can be added to increase the overall validity of the results.     
4.4 Diurnal Correlations  
Diurnal correlations measure the degree of associations between active power, reactive power 
and voltage as well as between these three variables and the meteorological and analemma 
parameters (Sections 4.1 and 4.2) over the diurnal period, i.e. 48 data-points, in the case of 
half-hourly measurements. The analysis is conducted for each day individually and the results 
are presented for the duration of one calendar year. The methodology can be summarised in 
the following steps: 
 For each variable, values are normalised with respect to the maximum in each dataset 
(3.3). For each pair of variables, the diurnal correlations are quantified using the Pearson's 
and Spearman's correlation coefficients (Section 4.3). As no substantial differences can be 
reported between the results of these two, only the Pearson's coefficients are presented7. 
 The resulting datasets include 365 coefficients (one per day), for each pair of variables 
and for all GSPs, depending on data availability8. The 50th (median), 95th and 5th percentile 
values are then calculated using the results from all available GSPs. The arrays of 
                                                   
7 The relationships do not deviate from the linear and the rank approach (Spearman's) gives, 
approximately, the same coefficients as the Pearson's. No consistent differences or differences greater 
than 𝑟 = ±0.1 can be reported.  
8 The number of GSPs available for the P, Q and V parameters, are as presented in Chapter 3, Table 3.1 
and the data availability for the weather and analemma variables is as presented in Table 4.1. 
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coefficients are further processed using a moving-average window filter (Section 4.3) to 
allow for clearer presentation of the yearly trends.  
The relative distances between the median, 95th percentile maximum and 5th percentile 
minimum values are indicative of the consistency of the correlations over all GSPs used, for 
each pair of variables, as well as of the consistency with respect to the day-to-day fluctuations 
of the resulting coefficients within the yearly period. As a consequence, the results are not 
descriptive of individual GSPs, but rather of the overall characteristic relationships between 
the selected variables, in the diurnal time-frame. The seasonality of the percentile metrics 
shows whether the diurnal correlations exhibit noticeable changes throughout the year. All of 
the above are better illustrated using the results presented in Figure 4.6 for: a) active power 
with reactive power, b) active power with voltage and c) reactive power with voltage.  
 
         a) 
 
        b) 
 
     c) 
Figure 4.6: Diurnal correlations over a one-year period for: a) active power with reactive power, 
b) active power with voltage and c) reactive power with voltage 
For active power and reactive power, the median and 95th maximum values are both over 0.8 
indicating that, generally, there are very strong positive correlations between active power and 
reactive power over the daily cycle, with no apparent seasonal changes and with high 
consistency among the various GSPs. However, as it can be seen from the 5th percentile 
minimum values, there are weaker correlations for some of the GSPs. In particular, the 
negative correlations correspond to GSPs-19 and 43, which have also been discussed in 
Chapter 3, for showing atypical demand cycles, for both P and Q. GSP-19 was also grouped 
in a single-GSP group in the Fourier analysis in Section 3.3.  
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For active power with voltage, in (b), as well as for reactive power and voltage, in (c), the 
median values are close to zero with the range of maximum and minimum values equally 
spaced around the median, indicating weak correlations for the two pairs of variables. The 
results demonstrate that, over the diurnal cycles, the variations of voltage levels cannot be 
statistically associated with the variations of either active power or reactive power (based on 
the samples used in this analysis, which are limited to the 24 English GSPs for which voltage 
measurements were available). These results are also supported by the findings of the Fourier 
analysis, Chapter 3, Section 3.3, which demonstrated that voltage variations are mostly 
stochastic and that the daily component cannot account for more 15 % (on average) of the total 
range of variations. 
Figure 4.7 shows the results for the diurnal correlations between active power and 
meteorological variables: a) temperature, b) solar irradiance and c) relative humidity.  
 
       a) 
 
       b) 
 
     c) 
Figure 4.7: Diurnal correlations over a one-year period for: a) active power with temperature, 
b) active power with solar irradiance and c) active power with relative humidity  
For active power with temperature, Figure 4.47 (a), the correlations are positive for the median 
and 95th percentile values while there is an apparent seasonal trend, with increasing strength 
of correlations for the summer period. The relationship is the reverse of what is expected for 
(considerably) colder climates, where a decrease in temperature is usually associated with an 
increase in active power due to increased demands for heating loads. This is also the case for 
the correlations with solar irradiance, in Figure 4.47 (b), which are at a level of ~0.5, for 
median values, with a range between -0.2 to 0.9 and with no seasonality trend shown. Relative 
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humidity, in Figure 4.7 (c), has negative correlations with active power, which tend to increase 
in strength during the summer months, a relationship that is the reverse of the one observed 
for active power with temperature. This is because as air gets warmer it can hold more water 
vapour and thus its saturation levels increase which means that relative humidity decreases 
(definition of relative humidity in Section 4.1 and further discussion in Section 4.6). The 
effects become more pronounced during the summer months and particularly for the daily 
periods when temperatures reach their maximum for the day. This is also the reason why 
correlations between active power and temperature are stronger during the summer periods, 
i.e. greater difference between night and day temperatures means that the diurnal temperature 
cycles are more pronounced and thus better correlated with the diurnal demand cycles. No 
statistically significant9 correlations can be reported for active power with atmospheric 
pressure, as well as for active power with wind speed and therefore these results are not 
presented. 
Figure 4.8 shows the results for active power with the analemma variables: with solar azimuth 
angle in (a) and with solar elevation angle in (b). The correlation coefficients are positive apart 
from the 5th percentile for elevation angles and between 0.4 to 0.7 for median values (higher 
and more consistent for active power with elevation angles). 
 
      a) 
 
       b) 
Figure 4.8: Diurnal correlations over a one-year period for: a) active power with solar azimuth 
angle and b) active power with solar elevation angle 
Despite the fact that strong correlations are shown between active power and temperature, 
solar irradiance and azimuth/elevation angles (Figures 4.7 and 4.8), these cannot be directly 
associated with changes in loads affected by the corresponding explanatory variables. The 
reason can be explained with reference to Figure 4.9. Active and reactive power demands have 
similar diurnal ''paths'', which are strongly and positively correlated with the remaining 
                                                   
9 This refers to the values of the correlation coefficients. Although there is no clearly defined threshold 
and statistical significance would require further analysis; an r value below ±0.3 is generally regarded 
as very weak to no correlation. Furthermore, since these low values were consistent for all GSPs, the 
corresponding pairs of variables are not presented.  
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variables (excluding relative humidity). Azimuth angle has an increasing trend throughout the 
day due to the constant east to west motion of the sun, which correlates with the increasing 
trends of both active power and reactive power, which reach a peak during mid-day and 
afternoon hours. Solar irradiance and solar elevation angles follow a similar diurnal pattern 
and peak during the mid-day period (although solar irradiance does not always peak during 
that period due to cloud coverage). Temperature has a daily distribution with a peak lagging 
the solar irradiance and elevation angle peaks, which can be explained by the time required to 
heat the earth's surface and atmosphere.  
 
Figure 4.9: Three-year average of diurnal profiles for selected variables 
In the diurnal time-frame, solar azimuth and solar elevation angles are determined exclusively 
by the earth's rotation, but essentially the same motion is responsible for solar irradiance levels, 
as well as for people's daily schedules (and even more so based on the ''working-hour 
schedule''), which is represented by the diurnal patterns of active and reactive power demands. 
Therefore, while these diurnal patterns are functions of the same underlying processes (i.e. 
alternation of day and night, as a result of Earth's rotation), they do not necessarily have a 
causal relationship in the sense that, e.g. active power demand does not increase because 
temperature or solar irradiance increase. In reality, the reverse is usually true, at least for 
temperate/cold climates, as it is shown in the correlation analysis from a seasonal perspective, 
in the following sections (4.5 and 4.6). The only pair of variables for which the correlations 
cannot be regarded as purely consequential of the diurnal cycle are active power and reactive 
power, because these are causally linked by the increasing demands for loads that require both 
P and Q and the correlations are therefore a result of electrical characteristics.  
Because of the strong positive correlations between active power and reactive power, Figure 
4.6 (a), the correlations between reactive power and temperature, solar irradiance, relative 
humidity and solar azimuth and elevation angles, are at similar levels, with similar yearly 
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patterns as with active power demand. Furthermore, and following the discussion provided for 
Figure 4.9, i.e. non-causally linked correlations, the results for reactive power with the 
meteorological and analemma parameters are not presented10. Regarding voltage, no 
statistically significant correlations11 can be reported with any of the meteorological or 
analemma variables, in the diurnal cycle.   
The results presented in Chapter 3, Section 3.3 show that, on average for all available GSPs, 
diurnal variations can account for ~41 % (± 13 %) and ~36 % (±17 %) of demand variability 
for active and reactive power, respectively. The analysis presented in the current section 
indicates that, while correlations between demands and meteorological/analemma variables 
exist in the diurnal time-frame, these cannot be causally linked and thus it can be concluded 
that diurnal variability is regulated, primarily, by people's daily schedules and the generally 
constant consumption patterns, at the corresponding GSPs. These conclusions do not imply 
that changes in the external parameters have absolutely no effect on electricity demand within 
the daily period. What it is rather shown, is that the diurnal demand profiles, or diurnal 
consumption patterns, are relatively fixed and that deviations of demand levels due to weather 
parameters do not, significantly, shift the diurnal patterns to a degree that would make these 
changes detectable based on a diurnal correlation analysis. In order to capture and quantify the 
sensitivities to these external conditions, it is necessary to consider the seasonal correlations 
(Section 4.5), the seasonal correlations on per half-hour of the day basis (Section 4.6), as well 
as the seasonal correlations for data sub-sets based on a moving-window regression analysis 
(Section 4.8).  
4.5 Seasonal Correlations 
The seasonal correlations between pairs of variables corresponds to the level of their 
associations throughout the course of one calendar year. These correlations are evaluated 
based on the daily-average, daily-maximum and daily-minimum values, between active 
power, reactive power and voltage, as well as between these three parameters and the 
meteorological and analemma variables presented in Sections 4.1 and 4.2. Weekdays only are 
considered, to minimize the effects of having input samples with two distinctive levels of 
                                                   
10 These are, however, almost identical to the results presented for active power in Figure 4.7, with 
slightly higher correlations between reactive power and solar irradiance and elevation angles, due to the 
fact that reactive power more frequently peaks during the mid-day period (compared with active power), 
resulting in better matching with the corresponding diurnal patterns of the two variables. 
11 These are all at levels below 𝑟 = ± 0.2 and no consistent correlations are shown among the 24 GSPs 
used for the analysis.  
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demands, i.e. due to the differences between weekdays and weekends, as demonstrated in 
Chapter 3, Section 3.4.  The approach can be summarised in the following steps: 
 Average-daily values, maximum-daily values and minimum-daily values are calculated 
for active power, reactive power and voltage, for each of the 261 weekdays of the year 
and for all available GSPs. The corresponding values are calculated for the independent 
variables (i.e. weather and analemma) and with respect to data availability for each MV-
dataset, as discussed in Section 4.1. In all cases, values normalised by (3.3) are used. 
 The seasonal correlations are then evaluated, for the three daily statistics (mean, max. and 
min.), for each combination of variables and for all available GSPs. The results are 
quantified using the Pearson's and the Spearman's coefficients. 
 Then, for each pair of variables the results from all available GSPs are summarised using 
the 50th percentile (median), 95th percentile and 5th percentile values. 
The analysis has shown that there are no consistent differences between the correlation 
coefficients, when using the average-daily values, the maximum-daily values or the minimum-
daily values as inputs. This is demonstrated in Figure 4.10, based on the analysis of the 
seasonal correlations of active power with reactive power.  
 
Figure 4.10: An example of correlations based on the mean-daily, max.-daily and min.-daily 
values, for active power with reactive power, for 77 GSPs 
Although, in general, lower coefficients are obtained for the minimum-daily values, for ~ 50 
% of the GSPs, the differences among the three daily statistics are not consistently higher or 
lower for the whole dataset and maximised correlations can be shown based on the analysis of 
all three. Therefore, for the available data, seasonal correlation of the daily extremes (i.e. max. 
and min.) does not produce results that substantially differ from the results obtained using the 
average values. Furthermore, using the Spearman's coefficient, as opposed to the Pearson's 
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coefficient, also does not produce significantly different results. An example is shown in 
Figure 4.11, based on the seasonal correlations of active power with reactive power (using 
average-daily values). It can be concluded that, on average, for all considered datasets, the 
seasonal relationships do not substantially deviate from the linear, although it can be shown 
that for individual GSPs and pairs of variables, non-linear regression can improve the 
correlation results and better estimate the underlying relationships. This is discussed in more 
detail in Sections 4.3, Section 4.7 and in Chapters 6 and 7.  
 
Figure 4.11: An example of correlation results based on the Pearson's and Spearman's 
coefficients, for active power with reactive power (average-daily values), for 77 GSPs 
Figure 4.12 shows the results for active power (P) with: a) reactive power (Q), b) voltage (V), 
c) temperature (T), d) solar irradiance (SI), e) relative humidity (RH), f) atmospheric pressure 
(AP), g) wind speed (WS), h) solar azimuth angle (A) and i) solar elevation angle (E), based 
on the analysis of the average daily values, over the course of one year.  
 
Figure 4.12: Seasonal correlations of average-daily values of active power (P) with: Q, V, T, SI, 
RH, AP, WS, A, E 
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No significant correlations are shown for active power with relative humidity, atmospheric 
pressure and wind speed. Active power is, in general, positively correlated with reactive power 
as indicated by the median and 95th percentile values, while the 5th percentile negative values 
show that the ''expected'' positive correlations are not present for a number of GSPs. This is 
also shown in more detail in Figure 4.10, where zero to negative correlations are demonstrated 
for, approximately, 25 % of the analysed sample. As shown in Chapter 3, Section 3.6, there is 
very good consistency in the seasonal profiles of active power, with decreasing demands for 
the summer period and increasing demands for the winter period. The same consistency in not 
present for reactive power (Figure 3.31) and this results in zero and negative seasonal 
correlations between P and Q. The correlations are stronger and far more consistent in the 
diurnal perspective, as shown in Section 4.4, Figure 4.6, which also shows that the strong 
diurnal correlations are relatively constant throughout the year. Furthermore, the seasonal 
correlations have a strong dependence on the selected period of the day for which the seasonal 
components are correlated, e.g. seasonal correlations at 20:00 hours are stronger than for 04:00 
hours. This is demonstrated in more detail in the following section (i.e. 4.6).  
For active power with voltage, in Figure 4.12, positive correlations are shown for the median 
and 95th percentile values (~0.3 and ~0.8), and negative correlations for the 5th percentile value 
(~-0.6). The extent of the resulting correlation coefficients indicates that similar 
inconsistencies are present, as with reactive power and that, based on the current analysis, no 
general characteristic associations can be established between the seasonal components (of 
average-daily values) of active power and voltage. It should be noted, that a more detailed 
inspection of the resulting seasonal correlations between P & Q and P & V has not revealed 
any potential groups according to customer-class percentages, i.e. the differences in these 
correlations are not suitable for GSP-classification, neither are these correlations indicative of 
particular customer sectors.  
Regarding the meteorological and analemma parameters, active power has strong negative 
correlations with temperature and solar elevation angles (median values at -0.8) and to a lesser 
extent with solar irradiance and solar azimuth angles (median values -0.6 and -0.3, 
respectively). The small deviations between the median and the 5th percentiles indicate that, in 
contrast to P & Q and P & V, active power variations are consistently correlated with T, SI, E 
and A, for the majority of the GSPs. The fact that temperature and solar elevation angles are 
the best predictors of active power demand seasonality is further demonstrated in the per half-
hour analysis (Section 4.6) and it is used in various instances in subsequent analysis.  
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Figure 4.13 (a) presents the seasonal correlations of average-daily values (average of 48 half-
hourly measurements) of reactive power (Q) with: a) voltage (V), b) temperature (T), c) solar 
irradiance (SI), d) relative humidity (RH), e) atmospheric pressure (AP), f) wind speed (WS), 
g) solar azimuth angle (A) and h) solar elevation angle (E). 
 
    a) 
 
       b) 
Figure 4.13: Seasonal correlations of average-daily values of a) reactive power (Q) with: V, T, SI, 
RH, AP, WS, A, E and of b) voltage (V) with: T, A, E 
No significant correlations can be reported for reactive power and relative humidity, 
atmospheric pressure and wind speed for neither the 95th percentile maximum nor for the 5th 
percentile minimum values, while the median values are very close to zero, for all three pairs 
of variables. Correlation coefficients for reactive power and voltage are, as in the case of active 
power and voltage, spread from moderate positive values (~0.4) to moderate negative values 
(~-0.6), which demonstrates that there are no consistent relationships between the two, over 
all GSPs. Similar results are shown for reactive power and temperature, solar irradiance, 
azimuth and elevation angles and unlike active power, no correlations with reactive power 
have median values that largely deviate from zero, either positively or negatively (excluding 
reactive power with active power, which have been presented in Figure 4.12). 
Figure 4.13 (b) shows the results for the correlations of average-daily values for voltage (V) 
with: a) temperature (T), b) solar azimuth angle (A) and c) solar elevation angle (E). Median 
values are at a level of ~-0.4 for temperature, ~0 for azimuth angle and ~-0.2 for solar elevation 
angle. The spread of the 95th and 5th percentile values and a more detailed inspection of the 
results has shown that, as in the case of reactive power, there is low consistency among the 
correlations from the various GSPs and that no strong dependencies can be established 
between the corresponding pairs of variables. 
The current section quantified the level of seasonal correlations between P, Q and V and 
between these three parameters and the available meteorological and analemma variables, in 
terms of percentile values of the resulting coefficients, over all available GSPs. The results are 
therefore indicative of the presence and strength of associations between the pairs of variables 
studied. Strong and consistent correlations, in the seasonal cycle, can be reported between 
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active power and reactive power as well as between active power and temperature, solar 
irradiance and solar elevation/azimuth angles. Parameters Q and V do not have strong and well 
defined seasonal components of the same phase angle over all available GSPs, which was also 
demonstrated in Chapter 3 and as a result they correlate weakly with weather and analemma 
parameters. In contrast, seasonal active power levels appear to be primarily determined by 
weather conditions, either directly (e.g. heating loads) or indirectly (e.g. change in occupancy 
levels), a fact with is reflected in the strong correlations with temperature, solar irradiance and 
solar elevation angles. These conclusions are used in the following section, for the selection 
of pairs of variables as inputs in regression analysis, evaluated for the seasonal variations but 
on a per half-hour of the day basis.  
4.6 Seasonal Correlations Per Diurnal Periods 
Seasonal correlations can be evaluated on per half-hour of the day basis (or according to data 
resolution), in order to determine the level of associations between dependent and independent 
variables throughout the year, for particular diurnal periods i.e. half-hours of the day, thus 
increasing the resolution of the correlation analysis. The procedure can be summarised in the 
following steps: 
 For all input variables, values are normalised with respect to the maximum of each dataset 
(3.3) and weekdays/weekends are separated (based on the results presented in Chapter 3). 
Dependent and independent variables are arranged into matrices with columns 
representing half-hours of the day and rows as the weekdays (1-261), or weekends (1-104) 
of the year. 
 For each pair of dependent-independent variables, for each GSP (depending on data 
availability from Tables 3.1 and 4.1) and for each half-hour of the day the correlations are 
calculated using simple linear regression (least-squares algorithm discussed in Section 
4.3). The resulting coefficients are: a) the coefficient of determination R2 and b) the beta 
coefficient (gradient of the best fit line). 
 For each pair of variables, the resulting coefficients from the analysis of all available GSPs 
are used to calculate mean, median, 95th percentile and 5th percentile values (for R2 and 
beta), at each half-hour of the day. 
Pairs of variables are selected based on the results from the seasonal correlations of average-
daily values, presented in Section 4.5. Results are therefore presented for active power with: 
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reactive power, voltage, temperature, relative humidity12, solar irradiance, solar azimuth angle 
and solar elevation angle, in Section 4.6.1 and for reactive power with: voltage, temperature, 
solar irradiance and solar elevation angle, in Section 4.6.2. The use of normalised values 
allows for comparable levels of the beta coefficients for all considered GSPs, as well as for an 
easier interpretation of the results. The sign of the beta coefficients corresponds to positive or 
negative correlations and the absolute normalised value is the per-unit change of the dependent 
variable with respect to the per-unit change of the independent variable. 
4.6.1 Active Power Regression Analysis 
Figure 4.14 shows the results for the linear regression analysis between active power and 
reactive power (R2 and beta coefficients) for the seasonal correlations, on a per half-hour of 
the day basis and considering weekdays only. 
 
       a) 
 
         b) 
Figure 4.14: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with reactive power: a) R2 and b) beta coefficients  
Regarding mean and median values, the correlations are positive for the duration of the whole 
day and stronger during two specific periods, i.e. early morning (07:00 to 09:00 hours) and 
afternoon to evening (16:00 to 22:00 hours). As discussed in Chapter 3, Section 3.5 (Figure 
3.22 (d)), these two periods are the ones with the highest levels of seasonal range-of-demand 
(normalised over the 48 half-hours of the day), i.e. periods of maximum seasonally variable 
demand with respect to the maximum demand at each half-hour. Another such period, for a 
number of GSPs, corresponds to the night hours (23:30 to 05:00), but weaker correlations are 
shown for active and reactive power during that period and thus it can be concluded that during 
the night the changes in active power demand cannot be (strongly) associated with changes in 
reactive power demand. Therefore, inferences about load-types can be made. For example, the 
decrease in correlations during the night indicates that the seasonally variable loads are 
                                                   
12 Although relative humidity did not show strong seasonal correlations with active power in the 
previous section, it is often discussed in literature, primarily in load forecasting and it is therefore 
selected for further analysis in the current section.  
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constituted primarily of resistive components, e.g. thermal heating demands related to 
economy-7 meters, while the morning and evening periods (of strong correlations) must 
include loads that cause high reactive power variability such as lighting loads (CFLs), 
consumer electronics, wet loads, etc. These conclusions are further supported by the fact that 
the correlation profiles (R2 values) are not the same for GSPs of characteristically different 
demand profiles, such as GSPs with primarily residential and commercial/mixture demands. 
A comparison between two such correlation profiles is presented in Figure 4.15, for GSPs 14 
& 3. The contributions from the different customer-sectors, on which this discussion is based, 
have been estimated using the methodology presented in Chapter 5. 
 
Figure 4.15: Correlation profiles (R2 values) for GSPs with characteristic residential and 
commercial/mixture demand profiles 
Weak correlations during the night as well as morning peaks are shown for both GSPs, but R2 
values are maintained relatively high for the commercial bus (GSP-3), while they drop during 
mid-day for the residential bus (GSP-14). The presence of an evening peak for GSP-3 indicates 
that, while this bus has high penetration of commercial demands during the period between 
09:00 to 17:00 hours, it also has a significant portion of residential demand, as reflected in the 
strong correlations from 17:00 onwards and in the similar drop of the correlation coefficients, 
as GSP-14, for the period between 20:30 and 23:30 hours. The correlation profiles of 
individual GSPs can therefore be used for the assessment of load-types (disaggregation), for 
purposes of identifying portions of total demand from residential and commercial customers, 
as well as for classifying GSPs according to these characteristics and are therefore used in the 
following chapters of this thesis (and are not restricted to the dependencies between active and 
reactive power demands). 
The 95th and 5th percentile values of the R2 and beta coefficients, indicate that the correlation 
profiles may significantly vary for individual GSPs and can also be used to determine GSPs 
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of significantly different demand characteristics. Examples include GSPs with beta 
coefficients higher than 1, which means that for every 1 per-unit change in reactive power 
demand, more than 1 per-unit change is predicted for active power. This is not necessarily an 
indication of an outlier but such results need further investigation.  The reasons for such 
discrepancies usually lie within the limitations of the ordinary least squares procedure. This is 
illustrated with an example in Figure 4.16, which corresponds to active/reactive power 
demands form a single GSP (GSP-19), throughout the year, at 17:00 hours.  
 
Figure 4.16: GSP-19 with ''atypical'' consumption characteristics and inappropriate use of the 
linear OLS fit 
The linear regression gives a coefficient of determination of 0.76 and a beta-coefficient over 
1. A visual inspection shows that a linear OLS fit does a poor job in estimating the underlying 
relationship. In such cases, higher degree polynomial fits are more appropriate, the 
disadvantage being that it is more difficult to interpret the (multiple) resulting beta coefficients 
(discussed in Section 4.3). 
Figure 4.17 (a) shows the seasonal correlations, on a per half-hour of the day basis, between 
active power and voltage. No statistically significant correlations can be reported, with mean 
and median coefficients of determination below 0.1, for all half-hours of the day. Furthermore, 
the relatively close range of the 95th and 5th percentile values (from 0 to 0.3) indicates that the 
weak correlations are consistent among the 24 GSPs for which voltage measurements were 
available. These results are in contrast with the results presented in Chapter 3, Section 3.6, 
which demonstrated that voltage variability exhibits seasonal trends, at least for the majority 
of considered GSPs. The reason is that even though the day-to-day fluctuation of voltage, at 
particular half-hours, are within very narrow limits with respect to the nominal, these 
fluctuations are more pronounced than the seasonal component, as discussed in Chapter 3. As 
a result, the seasonality is ''masked'' and therefore correlations can be improved when 
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considering the filtered (smoothed) voltage values. These are shown in Figure 4.17 (b), in 
terms of the coefficient of determination and are based on smoothed voltage values calculated 
using of a moving-average filter of ± 2 weeks.  
  
Figure 4.17: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with voltage – in R2 values a) using actual values and b) using smoothed voltage 
values 
The differences between the actual and smoothed values are demonstrated in the example 
shown in Figure 4.18, for GSP-58, at 17:00 hours. Despite the improved correlations in Figure 
4.17 (b), these are still, generally, below 𝑅2 = 0.3 and the results are highly inconsistent 
among the various GSP. Furthermore, and as it can be seen in Figure 4.18, this level of filtering 
produces smoothed values that largely deviate from the actual measurements and the results 
have very limited predictive value. 
 
Figure 4.18: An example of moving-average smoothed values for voltage, at 17:00 hours, for 
GSP-58 
Figure 4.19 presents the results for the seasonal correlations of active power and temperature, 
on a per half-hour of the day basis and considering weekdays only. Active power demand and 
temperature are negatively correlated with mean and median beta values between ~-0.2 to ~-
0.5 and R2 values at an average level of ~0.5 to ~0.6. The extended range of 95th and 5th 
percentile values is due to the fact that temperature dependencies are stronger for GSPs with 
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certain characteristics, such as mostly/primarily residential demands (further discussed in 
Chapters 5 and 6) and can reach levels of up to 0.8 and 0.9 (R2) for several GSPs, without the 
use of filtering, even though correlations can be significantly improved by using the smoothed 
seasonal components of the two variables. 
 
        a) 
 
         b) 
 Figure 4.19: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with temperature: a) R2 and b) beta coefficients 
The rate of change of active power demand with respect to the changes in temperature is 
increasing for the period between 16:00 to 22:00 hours, i.e. for the duration of time when 
people are at home and can be more responsive to day-to-day temperature changes. It is 
assumed that the correlations between the two variables includes components not only related 
to demand for thermal energy, i.e. temperature levels potentially affect occupancy levels and 
thus the use of home equipment, consumer electronics etc., due to the fact that during cold 
periods people tend to stay home for more prolonged periods of time. The drop in the 
correlations between 06:00 to 10:00 hours is assumed to be a result of the, relatively, fixed 
schedule of customers during the early morning period and their associated energy use, which 
is not as sensitive to temperature levels to the extent that it is during other periods of the day.  
Figure 4.20 shows the differences in R2 values between all days, weekdays and weekends. The 
period of maximum differences in active power demand between weekdays and weekends is 
concentrated around the early morning hours, but also extends up to 19:00-20:00 hours (shown 
in Chapter 3, Figure 3.27). However, temperature levels do not vary significantly between 
weekdays and weekends, which results in a disassociation of the two variables during these 
periods. The use of both datasets (denoted as All Days) compromises the linear-fit by 
increasing the residuals, due to the inconsistencies between the weekday-weekend demand 
levels.  
It should also be noted that the geographical locations from which demand and weather data 
were obtained have similar climate characteristics corresponding to temperate oceanic and 
temperate continental climates, associated with longer and colder winters and temperate 
summers. As a result, the effects of summer air-conditioning loads are significantly lower for 
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what can be expected for locations experiencing warmer summers. For the analysis of demands 
from such locations the regression approach needs to be modified to account for the increasing 
demands for AC loads. 
 
Figure 4.20: Coefficient of determination - R2 per half-hour of the day for active power with 
temperature and for all days, weekdays and weekends 
Figure 4.21 show the results for the seasonal, per half-hour correlations between active power 
demand and relative humidity (weekdays only). The coefficient of determination is below 0.2 
for all half-hours of the day, in (a). However, by applying a moving-average filter (Section 
4.3) of ± 2 weeks to both datasets, the correlations can be significantly improved reaching 
values of up to 0.5 for particular periods of the day, i.e. between 02:00 to 08:00 hours and 
between 16:00 to 20:00 hours, as shown in (c). The beta coefficients, for the non-filtered data 
in (b), alternate between negative and positive with the highest values during the same two 
periods.  
Higher percentages of relative humidity in the atmosphere indicate higher levels of partial 
pressure exerted by water vapor and can therefore reduce the rate of the evaporation process. 
One of the mechanisms for body temperature regulation, in humans, is perspiration and the 
subsequent evaporation of sweat from the skin and therefore relative humidity affects the way 
temperatures are perceived, i.e. higher relative humidity causes more apparent heat at constant 
temperatures. However, the effects of relative humidity alone become more complicated 
because it is itself a function of temperature, i.e. saturation levels increase for increasing 
temperatures and thus relative humidity drops, provided no more moisture is added to the air. 
Metrics such as the ''heat index'' are designed to account for the combined effects of air 
temperatures and humidity levels, discussed in [209], [210] and [211]. For the results presented 
in Figure 4.21 (b) the interpretation is as follows: During night hours increase in relative 
humidity is associated with an increase in temperature levels (based on the available data and 
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the regression analysis presented here), so the two weather variables are positively correlated 
during these periods, as it can be seen from the beta coefficients for temperature and relative 
humidity in Figure 4.21 (d). Because temperature is negatively correlated with active power 
demand (on the seasonal perspective), the same relationship is evident for relative humidity as 
well. However, during the day, temperature and relative humidity appear to be negatively 
correlated (negative beta coefficients in Figure 4.21 (d)) and thus active power and relative 
humidity are positively correlated. 
 
       a) 
 
       b) 
 
      c) 
 
      d) 
Figure 4.21: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with relative humidity: a) R2, b) beta coefficients, c) R2 for filtered data and d) 
beta coefficients for temperature and relative humidity 
Whether these results can be exclusively attributed to issues of collinearity between 
temperature and relative humidity needs further investigation to be established but, in any case, 
the correlation coefficients for actual measurements are not statistically significant to justify 
further analysis. The effects of relative humidity on perceived temperatures and subsequently 
on active power demand, are expected to increase when considering datasets from different 
geographical locations (e.g. from warm-humid climates). 
In Figure 4.22, the results for active power with solar irradiance are presented. The values are 
limited to the periods of the day when solar irradiance measurements are available (during 
sunlight hours) and the strength of associations is generally moderate to low, with correlation 
coefficients reaching maximum values of ~0.3 (mean/median) and ~0.5 (95th percentile) at 
around 07:30 and 19:00 hours. The correlations are negative, indicated by the values of the 
beta coefficients, which are within 0 and ~-0.4 for most periods of the day, but rabidly 
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increasing for dawn and dusk hours. These are the periods of shifting sunlight levels 
throughout the year and it is assumed that they directly affect demand for lighting loads, while 
also having effects on occupancy related loads. The hypothesis is also supported by the results 
presented in Chapter 3, Section 3.8, where it has been demonstrated that seasonal-diurnal 
profiles of the rate of change of active/reactive power demands have characteristic peaks of 
increasing demand levels from 16:00 to 22:30 hours, which mark the yearly solar irradiance 
levels during the same periods and reach maximum and minimum excursions at the times of 
the summer and winter solstices. 
 
        a) 
 
        b) 
Figure 4.22: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with solar irradiance: a) R2 and b) beta coefficients 
In Figure 4.22 (b) the beta coefficients are presented from 06:00 hours and up to 20:00 hours 
because the limited number of non-zero data-points for half-hours of the day outside these 
periods reduces the validity of the regression analysis and produces unrealistically high beta 
coefficients (with corresponding R2 values of ~0). 
The problems regarding zero or non-available solar irradiance measurements can be resolved 
by the use of the solar elevation angles, which mark the position of the sun in the sky (altitude), 
for the selected periods of the day, throughout the year (Section 4.2). The regression analysis 
results for active power demand with solar elevation angles are presented in Figure 4.23.  
 
         a) 
 
         b) 
Figure 4.23: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with solar elevation angles: a) R2 and b) beta coefficients 
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Because solar elevation data is unaffected by atmospheric phenomena, the variables capture 
seasonality as a ''smooth'' continuous variable and are therefore highly correlated with active 
power demand, comparable (or higher) to the levels of correlation with temperature 
measurements. R2 values (mean/median) range from ~0.4 to ~0.7, with a peak between 16:00 
to 22:00 hours, which is more pronounced than the corresponding peak for active power 
demand with temperature, while 95th percentile values have the same diurnal pattern and reach 
values of ~0.8. Beta coefficients are negative, indicating decreasing active power demand for 
increasing solar elevation angles, with a peak during the same period of the day as the 
coefficient of determination, as well as with the results presented for the temperature 
correlations (Figure 4.19). The beta values (mean/median) also reflect the results for solar 
irradiance, Figure 4.22 (b), for the mid-day period for which continuous solar irradiance 
measurements are available.  
Since solar elevation angles are good indicators of seasonality, the evening peak observed for 
R2 and (negative) beta-values indicates that this is the period of maximum seasonally variable 
demand, while the early morning variability in active power (Chapter 3, Figure 3.22) is mostly 
associated with the changes in demand between different days of the week and the variations 
are to a lesser extent the result of seasonal changes. This is also reflected in the rate of change 
of active power (Chapter 3, Figure 3.42) which is at constant levels and does not shift 
throughout the year, for the corresponding morning period. Conversely, the rate of change for 
the evening hours is shifting according to seasonal changes, as mentioned in the discussion for 
solar irradiance correlations. 
Figure 4.24 shows the linear regression results for the per half-hour seasonal correlations of 
active power and solar azimuth angle. As discussed in Section 4.2, solar azimuth angles mark 
the relative position of the Sun in the sky with respect to the east-west axis.  
 
           a) 
 
          b) 
Figure 4.24: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for active power with solar azimuth angles: a) R2 and b) beta coefficients 
The decrease in the strength of correlations at the mid-day period can be explained with 
reference to Section 4.2. Solar azimuth angles at selected hours of the day can be visualised as 
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the x-axis component of the individual ''8-shapes'' shown in Figure 4.2. During mid-day, the 
inclination of these ''8-shapes'' is at its minimum and therefore the corresponding variable's 
ability to mark seasonality is substantially compromised, i.e. there is minimum deviation (in 
degrees) between the extreme points (summer and winter solstices). This is also the reason for 
the shift of beta-coefficients from positive to negative, which occurs at around 12:00 hours. 
For the remaining periods of the day, correlations are between 0 and ~0.7, reaching a peak 
during the afternoon/evening hours, as in the case of temperature, solar irradiance and solar 
elevation. Because of the inconsistencies mentioned above, in subsequent analysis, the use of 
solar analemma variables is restricted to the solar elevation angles, apart from the multiple 
regression forecasting model, presented in Chapter 7. 
4.6.2 Reactive Power Regression Analysis 
Figure 4.25 shows the results for the per half-hour seasonal correlations between reactive 
power and voltage. As in the case of active power and voltage, correlations are very weak 
(generally below ~0.3) and the reasons are same as outlined in the discussion provided in 
Section 4.6.1, Figures 4.17 and 4.18. 
 
Figure 4.25: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with voltage – R2 
In Figure 4.26 the per half-hour seasonal correlations between reactive power and temperature 
are presented. R2 values are below ~0.3 for the mean and 50th percentile, however and as shown 
from the 95th percentile values, for a number of GSPs the coefficient of determination is up to 
~0.5. Beta coefficients are negative apart from the 95th percentile and the characteristic peaks 
during morning periods (07:00 to 09:00 hours) and afternoon/evening periods (16:00 to 22:00 
hours) are lower than the corresponding peaks shown for the active power-temperature 
analysis. Issues of multicollinearity (as discussed in Section 4.3) apply here as well, since the 
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moderate/strong positive correlations between active power and reactive power (Figure 4.14) 
and the strong negative correlations between active power and temperature (Figure 4.19) 
would have inevitably resulted in correlations between reactive power and temperature (based 
on simple linear regression analysis). Nevertheless, the differences in the strength of these 
correlations indicates that weather conditions primarily affect active power and the effects on 
loads requiring both active and reactive power are weaker. This is also shown based on the 
results for reactive power with solar irradiance and azimuth/elevation angles, in the following 
figures. 
    
       a) 
 
       b) 
Figure 4.26: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with temperature: a) R2 and b) beta coefficients 
Figure 4.27 shows the results for reactive power and solar irradiance. Only weak correlations 
can be reported for the mean/median values, while the 95th percentile values indicate that, for 
a number of GSPs, the correlations reach values of ~0.4 R2. The profiles for the beta-
coefficients are similar to the ones shown for active power and solar irradiance in shape, but 
with zero values throughout most of the day and with peaks for the periods during early 
morning and evening hours. The increase of the beta coefficients for the evening hours is in 
agreement with the discussion presented in Chapter 3, Section 3.8, for the rate of change of 
reactive power and the seasonality pattern which extends from 16:00 hours during winter, to 
22:00 hours during summer (similar to the correlation patterns shown for active power and 
solar irradiance). 
 
       a) 
 
       b) 
 Figure 4.27: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with solar irradiance: a) R2 and b) beta coefficients 
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The results for the seasonal correlations of reactive power demand and solar elevation angles 
are shown in Figure 4.28. Correlations are improved compared with the results obtained using 
solar irradiance, for the reasons mentioned in the discussion for active power demand and solar 
elevation angles, in Figure 4.23. Mean and median beta-coefficients are at zero level and 
increase (negatively) only for the morning and evening hours. The coefficient of 
determination, however, for mean/median values is below statistically significant limits 
(generally below 0.3), but as it can be seen from the 95th percentile values it is between ~0.4 
and ~0.7, for a number of GSPs.  
 
        a) 
 
          b) 
Figure 4.28: Linear regression results - seasonal correlations on a per half-hour of the day basis 
for reactive power with solar elevation angles: a) R2 and b) beta coefficients 
In Sections 4.6.1 and 4.6.2, the seasonal correlations between active power and reactive power, 
as well as between these parameters and available meteorological and analemma variables 
have been presented, on a per half-hour of the day basis, that allows to investigate the 
variability in the level of seasonal correlations within the day. For active power, significant 
correlations can be shown with temperature, with the analemma variables and to a lesser extent 
with solar irradiance levels. These correlations have diurnal profiles that reflect the changing 
levels in the sensitivity of customers' responses to weather condition and open the possibility 
for load disaggregation based on a per half-hour of the day analysis.  
Reactive power shows weaker correlations with the above mentioned external conditions; the 
diurnal correlation profiles do, however, show patterns and maximised correlations for specific 
periods of the day, which can be associated with seasonal changes in specific load-categories 
that affect the requirements for reactive power. In the same context, the correlation analysis 
between active and reactive power opens similar possibilities for load disaggregation, as the 
resulting diurnal patterns indicate periods of common changes in P-Q levels and periods of 
non-correlated changes. These distinctions are therefore further discussed in Chapter 6. 
The strength of active power correlations with weather variables, or other markers of 
seasonality, such as solar elevation angles, can be shown to be associated with the GSP 
Chapter 4: Correlations and Dependencies of Aggregate Demands 
110 
 
composition according to customer-class percentages13, as shown in Figure 4.29 (a). Similar 
associations are not possible based on reactive power correlations, as shown in Figure 2.29 
(b). This shows that the seasonal components of reactive power (discussed in Chapter 3), are 
not consistently in phase with markers of seasonality. 
 
     a) 
 
       b) 
Figure 4.29: Average R2 values of linear regression between a) active power and temperature 
and b) reactive power and temperature, with respect to percentages of total residential demand 
Regarding voltage, no significant correlations can be shown with neither active power, nor 
reactive power (nor with any of the meteorological and analemma parameters). The reason is 
the significant stochastic components in voltage variability and a possible solution is the use 
of smoothed values. This, however, results in correlations that are not truly representative of 
the day-to-day covariance of voltage with other parameters. 
4.7 Analysis of Residuals and Multiple Regression 
The assessment of the ''goodness-of-fit'', for the individual linear regression models presented 
for the per half-hour analysis in Section 4.6, is quantified by the coefficient of determination 
- R2, which is a function of the residual sum of squares (RSS). Analysis of the residuals 
themselves can be used to account for problems of heteroscedasticity and non-linearity and 
reveal the particular weaknesses of the linear regression models, which can then be used to 
determine different approaches to improve modelling performance, or to interpret the results 
in ways that are useful in understanding the underlying relationships between electricity 
demand and external conditions. 
Figure 4.30 shows the distribution of residuals for the linear regression analysis between active 
power and temperature. The individual lines in the plot represent the 48 half-hours of the day 
                                                   
13 These are estimated based on the approach presented in Chapter 5. While 98 GPSs are available for 
P with T, only 77 GSPs are available for Q with T and therefore, for easier comparisons between the 
two plots, only 77 GSPs are presented.  
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and correspond to the mean residual values over all analysed GSPs, for each weekday of the 
year.  
 
Figure 4.30: Seasonal distribution of residuals: linear regression analysis of active power with 
temperature, averaged over all GSPs, weekdays only 
A general trend of positive residuals for the winter months and negative residuals for the 
summer months can be observed. The large deviations from zero at the edges of the plot 
correspond to the Christmas holiday season (particularly at 25th December and 1st January), an 
indication that model performances can be improved by the removal of specific ''special days'' 
from the analysis. The input datasets are normalised with respect to the maximum values (3.3) 
and thus the residuals are presented in normalised values as well. 
A specific example of the residuals of a linear regression model (active power with 
temperature) for GSP-47, at 17:00 hours is presented over a three-year period in Figure 4.31 
(a). Figure 4.31 (b) shows the sample autocorrelation, which can be used to detect periodic 
signals in the sample, that can be, potentially, obscured due to stochastic components (also 
mentioned in Chapter 3, Section 3.3 as an alternative to Fourier analysis for detecting 
periodicities in the available MV measurements).  
 
     a) 
 
        b) 
Figure 4.31: Residuals of linear regression analysis of active power with temperature for 3-years 
at 17:00 hours: a) actual residuals (MW) and b) sample autocorrelation, (weekdays only) 
Chapter 4: Correlations and Dependencies of Aggregate Demands 
112 
 
The seasonality of the residuals has a period of approximately one calendar year with positive 
and negative peaks during the mid-winter and mid-summer periods. However, the maximum 
deviations from zero are slightly shifted with respect to the peaks of the autocorrelation 
function, i.e. higher negative residuals around March-April and higher positive residual around 
October-November.  
This is better illustrated by the use of an active power and temperature scatter-plot of weekdays 
only, at the same daily period (i.e. 17:00 hours) and using the moving-average filtered values 
of ± 2-weeks, as shown in Figure 4.32 (a). Marked on Figure 4.32 (a) is an example of the 
differences in active power demands at periods of relatively similar temperature levels.  In 
Figure 4.32 (b), the differences in solar elevation angles (reversed axis) are presented with 
respect to periods of same solar azimuth angles. Apart from the apparent similarities in the ''8-
figure'' shapes of the two plots, a useful observation is that the periods for which there are 
higher deviations between expected (from a linear fit) and actual active power demands, for 





    b) 
Figure 4.32: Moving-average filtered values of yearly: a) active power demand and temperature 
and b) solar elevation and azimuth angles, at 17:00 hours 
The characteristic ''loops'' shown for both relationships are, from a mathematical perspective, 
a result of the phase difference of the yearly time-series of the presented variables. This is 
shown in Figure 4.33 using the z-score (3.1) normalised values of active power, temperature, 
solar elevation angle and solar azimuth angle, calculated, in the case of active power and 
temperature, for the smoothed yearly values. For active power, the axis is reversed to allow 
for easier comparison with the other variables. 
The two periods marked on Figure 4.33, i.e. black-dashed lines, correspond to similar 
temperature levels (-0.5 in z-scores) and are located at mid-March and mid-November. At 
these periods, active power demand is at levels of 0 and -1.12 respectively. There is, therefore, 
higher demand in mid-November than in mid-March, even though temperature is (on average) 
the same. The corresponding solar elevation levels (which would exactly match solar 
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irradiance if it was not for atmospheric conditions) are higher for mid-March than for mid-
November and the differences with temperature are positive, in the first instance, and negative 
in the second.  These results suggest that during periods of matching temperature levels, active 
power variability can be further explained with respect to solar elevation angles, as well as 
with respect to other explanatory variables.  
 
Figure 4.33: Seasonal components of 3-year averaged values of active power and temperature 
and seasonal components of solar elevation/azimuth angles 
This hypothesis can be further supported by the resulting correlations of the residuals of active 
power demand and temperature, with reactive power, solar irradiance and solar elevation 
angles, as presented in Figure 4.34.  
 
Figure 4.34: Correlations of the residuals of linear regression between active power and 
temperature with: reactive power, solar irradiance and solar elevation angles 
The residuals from the linear regression of active power demand and temperature (3-years of 
data at all half-hours of the day) are strongly and positively correlated with reactive power, 
strongly and negatively correlated with solar elevation angles and, in the case of solar 
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irradiance, the residuals are negatively correlated with the resulting diurnal patterns matching 
the results for solar elevation angles, but with lower correlation coefficients (for the half-hours 
of the day for which solar irradiance measurements are available). These correlations suggest 
that active power demand differences at constant temperature levels are accompanied by 
changes in reactive power and by the opposite changes in solar elevation angles, i.e. 
underestimations of active power demand values based on active power-temperature linear fits 
correspond to periods of higher reactive power levels and vice-verse, while these 
underestimations correspond to periods of reduced solar elevation angles (and thus solar 
irradiance levels) and vice versa. Inferences about the types of loads responsible for these 
changes can therefore be made, based on the fact that they correlate well with solar irradiance 
levels and reactive power and may include lighting loads, consumer electronics, wet loads, 
etc.  
The above analysis is limited in the sense that the correlations between the presented variables, 
in the seasonal time-frame, have already been established (Sections 4.5 and 4.6) and are 
therefore expected, even in the absence of particular load types that can support them. For 
example, because active and reactive power demands are strongly and positively correlated, 
the residuals of active power with temperature would have been strongly correlated with 
reactive power even without any specific load-type associations. Furthermore, while for the 
referenced periods, i.e. mid-March and mid-November, the temperatures are at approximately 
the same levels, the rate of change of temperature is positive and negative, respectively. 
Therefore, the different levels of active power demands may be, at least partly, attributed to 
psychological effects that determine demand for different load-types, i.e. solar irradiance 
levels may affect the subjective perception of ambient temperature and also the ''path'' from 
summer-to-winter and winter-to-summer may affect the overall demand for heating/cooling 
loads, due to the change in temperatures (during those period) and not due to the actual 
temperature levels.  
Another way to examine these relationships and demonstrate that the changes in active power 
demands at constant temperature levels are, potentially, due to particular load types, is to 
perform correlation analysis of the residuals of three different linear regression models and 
based on all available GSPs, on a per half-hour of the day basis, i.e.: 
1. Residuals of active power and temperature with the residuals of active power and reactive 
power – (Res.-PT vs Res.-PQ) 
2. Residuals of active power and temperature with the residuals of active power and solar 
elevation angles – (Res.-PT vs Res.-PE) 
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3. Residuals of active power and reactive power with the residuals of active power and solar 
elevation angles – (Res.-PQ vs Res.-PE) 
 
      a) 
 
      b) 
Figure 4.35: Correlations of the residuals of various linear regression models (for active power 
analysis) 
The corresponding results are presented in Figure 4.35 and can be interpreted in the following 
way: the residuals of the simple linear regression models essentially represent the deviations 
of active power from what the least squares method has established the best description of the 
linear relationship to be (in terms of minimizing the sum of the squared errors). Therefore, for 
each explanatory variable (temperature, reactive power and elevation angle), the residuals 
correspond to the points which fail to be predicted, when assuming that the underlying 
relationship is linear. If the residuals of two such models correlate strongly, it is an indication 
of a commonality of errors and collinearity between the independent variables. This is related 
to approaches such as partial-correlation analysis, as applied to linear regression (discussed in 
Section 4.3). Consider Res.-PT vs Res.-PQ (blue solid line in Figure 4.35). Active power data-
points above what is expected for a given temperature level are also above what is expected at 
a given reactive power level (when the correlations of these residuals are significantly high 
and positive). When the residuals of two regression models are not strongly correlated, it is an 
indication of reduced multicollinearity and vice-versa.  
For example, Figure 4.36 shows the correlations of Res.-PT vs Res.-PQ, for two GSPs (GSPs-
14 and 3 as presented in Section 4.6, Figure 4.15) which correspond to a predominantly-
residential and a commercial/mixture GSP, respectively. The correlations of the residuals are 
higher for the commercial GSP while there are generally low for the residential GSP, with 
increased correlations only during night hours. This indicates that the portion of variance of 
active power not explained by both independent variables is shared (or common) to a higher 
degree for GSP-3 than for GSP-14. These portions drop (for both GSPs) for the periods of the 
day when demand levels are mostly determined by people's daily schedules (early morning 
period) and when the errors are not commonly shared (or correlated), such as during the 
evening period (between 17:00 and 21:00 hours). These distinctions are important not only 
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from a theoretical perspective, e.g. regarding the evaluation of multicollinearity effects, but 
also from a practical point of view, because they need to be taken into account when 
developing disaggregation approaches. The results are therefore further discussed in Chapter 
6 regarding the selected approaches for load-type identification. 
 
Figure 4.36: Example of the correlations between the residuals of active power with 
temperature and active power with reactive power, for two characteristic GSPs 
Regarding the periodicities of the residuals, as presented in Figure 4.31, it should be noted that 
these are not a result of restricting the linear regression models to a 1st degree polynomial best 
fit. These seasonal patterns are (generally) evident even when using higher degree 
polynomials, such as of the 2nd or 3rd degree, as shown in Figure 4.37. 
 
Figure 4.37: Comparisons of linear regression of the 1st, 2nd and 3rd degree polynomial fits, for 
active power and temperature, at 17:00 hours, using a 3-year weekday data 
The higher degree polynomials deviate from the linear only for the extreme data-points and 
are, for the larger mid-section of temperature values, very similar to each other. The conclusion 
that follows is that the relationships do not deviate (extensively) from the linear (also discussed 
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in Section 4.5 with reference to the use of Pearson's and Spearman's correlation coefficients) 
and thus the relative ''failure'' of such models in predicting active power demand levels is due 
to multi-parametric effects (demonstrated by the correlation of the residuals of active power 
demand and temperature with other variables), which justifies the use of multiple regression 
analysis, particularly in situations where the desired outcome is accurate forecasting of active 
power demand levels.  
Accordingly, multiple regression analysis (as discussed in Section 4.3) can be used to model 
active power demand with the use of two (or more) explanatory variables. An example with 
temperature and solar elevation angles is presented in Figure 4.38.  
 
Figure 4.38: Example of multiple regression analysis: active power with temperature and solar 
elevation angles, at 17:00 hours, weekdays 
The goodness-of-fit, compared with the simple linear regression of active power and 
temperature, for the particular half-hour of the day and for the dataset length described, 
increases from ~0.65 R2 to ~0.9 R2. It can also be demonstrated that the resulting residuals, of 
the multiple regression approach, have significantly reduced seasonal autocorrelations, shown 
for the actual values in Figure 4.39 (a) and for the sample autocorrelation in Figure 4.39 (b).  
 
      a) 
 
          b) 
Figure 4.39: Residuals of multiple-regression analysis of active power with temperature and 
solar elevation angle, for 3-years at 17:00 hours: a) actual residuals (MW) and b) sample 
autocorrelation, (weekdays only) 
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Figure 4.40 shows the empirical and theoretical (Normal-Gaussian) distribution functions for 
three sets of residuals, i.e. residuals of the moving-average filter, residuals of the single-
predictor regression model (active power with temperature) and the residuals of the multiple 
regression model (active power with temperature and solar elevation angle), all corresponding 
to the same active power dataset.  
 
Figure 4.40: PP-plot for the residuals of the moving-average filter (± 10 weekdays), single-
predictor and multiple-predictor models, with theoretical Gaussian distributions included 
The range of the residuals is higher for the simple regression model and decreases for the 
multiple regression model, but still higher compared to the moving-average filter. 
Furthermore, the distribution of the residuals better fits the theoretical normal distribution for 
the multiple-regression model, excluding the values at the 5th and 95th probability range, 
whereas in the case of simple-regression, the distribution deviates from the theoretical for 
values above and below the 75th and 25th probability range, respectively. The results further 
support the assumption that multiple-predictor variable models have improved modelling 
performances (in the context of electricity demand modelling). The analysis presented in this 
section is provided for demonstrating some of the alternatives and extensions to the simple 
linear regression or simple, single-parameter, correlation analysis and the conclusions and 
methods described are used in the following chapters of this thesis. Specifically, the benefits 
associated with multiple-regression models are used for disaggregation, modelling and 
forecasting purposes in Chapters 6 and 7. 
4.8 Moving-Window Regression and Seasonal Sensitivities 
Moving-window regression, as described in Section 4.3, is adapted for the purposes of the 
methodology presented here, on a per half-hour of the day basis in order to determine the 
sensitivities of active power demand to the independent variables for smaller samples of the 
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datasets, that correspond to correlations within a moving-window throughout the duration of 
one calendar year. The approach can be summarised in the following steps: 
 For all input variables, values are normalised with respect to the maximum of each dataset 
(3.3). Weekdays and weekends are separated, for reasons mentioned in the previous 
sections and in Chapter 3.  
 For each pair of dependent/independent variables, for each half-hour of the day and for all 
available GSPs, the linear regression coefficients (R2 and beta) are computed, for each 
weekday of the year within a moving-window of length ± 20 days. Each linear-fit is 
therefore determined using 41 data-points.  
 For each coefficient and for each GSP, the resulting datasets have dimensions of 261 
weekdays times 48 half-hours. For presentation purposes, the results shown are restricted 
to four characteristic hours of the day, i.e. 01:00, 08:00, 13:00 and 18:00 hours, for which 
the corresponding coefficients are calculated from the results from all available GSPs, in 
the form of the 50th percentile (median) values and for selected pairs of variables.  
The selection of the pairs of dependent/independent variables is based on the results of the 
previous sections, primarily on whether strong correlations on the seasonal (per half-hour) 
time-frame have been established. The analysis is therefore concentrated on active power with: 
reactive power, temperature and solar elevation angles. Results for reactive power and voltage 
are excluded due to the, generally, weak correlations of these parameters with the 
meteorological and analemma variables. The selection of the four characteristic hours is based 
on an inspection of the final results, as well as on the results previously presented in Chapters 
3 and 4, i.e. considering hours of the day with rapid rate of change in demands and periods of 
the day for which strong correlations have been established, in Sections 4.5 and 4.6.  
 
          a) 
 
           b) 
Figure 4.41: Moving-window linear regression results for active power with reactive power at 
characteristic hours of the day: a) R2 and b) beta coefficients 
Figure 4.41 shows the results of the moving-window linear regression analysis between active 
power and reactive power. Both coefficients (R2 and beta) tend to be higher during winter 
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months and lower during summer months indicating higher/lower correlations between active 
and reactive power during the corresponding periods (on the day-to-day changes at particular 
half-hours). Peaks in R2 and beta values are found, approximately, from February to the end 
of April and from October to the end of November, but values are relatively high between 
December and January as well. As discussed in Section 4.7, these two seasonal periods 
(February-April and October-November) are the ones for which the most extensive differences 
in the residuals of active power demand and temperature are found, i.e. most pronounced 
differences in demand levels for the same temperature levels. The current analysis shows that 
these are also the periods of higher common variability between active and reactive power 
demands, with respect to the day-to-day changes. Regarding the presented characteristic hours, 
the peaks are higher for 08:00 hours and 18:00 hours, with overall maximum coefficients 
shown for the latter. 
An example of the results for a single GSP (GSP-14) is presented in Figure 4.42, using the R2 
and beta coefficients, in (a), as well as the normalised demands in (b), both corresponding to 
18:00 hours. Periods with significant R2 values are slightly shifted compared to the results for 
all GSPs in Figure 4.41 and are found between March to May and between mid-September to 
mid-November. GSP-14 is a predominantly residential substation and the yearly periods of 
rapid change in demand levels are more clearly evident, than when considering the full dataset, 
which contains GSPs of various customer-sector mixtures.  
 
         a) 
 
           b) 
Figure 4.42: An example of the moving-window linear regression results for a single GSP at 
18:00 hours: a) R2 and beta coefficients and b) normalised demands for the same period 
Figure 4.43 presents the results of the moving-window regression analysis for active power 
with temperature, for the characteristic hours mentioned above. Higher coefficient values are 
again found for the periods between February to April and October to November. With 
reference to the results presented in Section 4.7, the analysis presented here further supports 
the hypothesis that while the temperature levels are the same during the two periods, the 
discrepancies in demand levels are, at least to some extent, the result of psychological effects 
due to the corresponding positive and negative change in temperature levels, as well as 
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possibly due to the differences in solar irradiance levels that can affect lighting loads and 
occupancy levels. The beta coefficients are negative for the majority of the yearly period, but 
there is a clear tendency for the relationship to turn positive during the summer months, 
indicating increasing active power demands for increasing temperatures, which could 
potentially indicate the presence of AC loads. However, these beta coefficients correspond to 
best-fits with weak correlations, as shown in (a), for the R2 values at the same yearly period.  
 
         a) 
   
           b) 
Figure 4.43: Moving-window linear regression results for active power with temperature at 
characteristic hours of the day: a) R2 and b) beta coefficients 
The change of the dependencies from positive to negative are better demonstrated by the 
comparison of the R2 and beta coefficients between two different GSPs, one which is 
considered predominantly-residential, GSP-36 in Figure 4.44 (a) and a commercial/mixture, 
GSP-54, in Figure 4.44 (b). 
 
         a) 
 
           b) 
Figure 4.44: Comparison of the resulting coefficients for the moving-window regression analysis 
at 13:00 hours for: a) GSP-36 (residential) and b) GSP-54 (commercial/mixture) 
The beta coefficients for the residential GSP are negative (or zero) throughout the year, while 
for the commercial GSP the coefficients turn positive for the summer period between mid-
June and mid-September (during the same periods, there is also an increase in the 
corresponding R2 values). 
Figure 4.45 shows the results for the moving-window linear regression analysis between active 
power demand and solar elevation angles, for the four characteristic hours of the day. Similar 
patterns are noticeable but the increasing R2 values between February-March and September-
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November are more pronounced for the solar elevation angles. This is because, as previously 
mentioned, the analemma variables do not include day-to-day fluctuations and their seasonal 
components better correlate with active power demand changes. 
 
          a) 
 
          b) 
Figure 4.45: Moving-window linear regression results for active power with solar elevation 
angles at characteristic hours of the day: a) R2 and b) beta coefficients 
The beta coefficients are negative for the duration of the year and only turn positive for a short 
period during mid-June to mid-July (and to some extent during December and January) 
however these changes are not supported by high R2 values, which indicates a very low 
goodness-of-fit for the linear-regression models calculated for the corresponding periods. 
4.9 Chapter Conclusions 
In the diurnal time-frame, correlations between active power and reactive power have been 
shown to be particularly strong; and consistently strong among the various GSPs for which P 
and Q data were available. In contrast, the seasonal and seasonal per half-hour P-Q correlations 
are relatively weak, compared to the diurnal correlations (though still moderate to strong), for 
the same datasets. This indicates that load composition changes more homogeneously, with 
respect to P and Q requirements, within single days, than through the year and it can be 
demonstrated using the standard deviations of the power factor (PF), as shown in Figure 4.46; 
based on the Scottish GSPs, for the seasonal PF variations at particular half-hours of the day, 
in (a) and for the daily PF variations within each day of the year, in (b). 
 
              a) 
 
            b) 
Figure 4.46: Standard deviations of power-factor (PF): a) through the year at particular half-
hours and b) within each day, for all days of the year 
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As shown in Figure 4.46, the yearly standard deviations, in (a), are more than twice the range 
of the daily standard deviations, in (b). Furthermore, these are particularly high during night 
hours, i.e. increase in primarily-resistive heating loads, a fact which is further discussed in 
Chapter 6. In contrast with the P-Q relationship, the diurnal correlations of demands with the 
external weather and analemma parameters have been shown to be consequential of the similar 
daily patterns and cannot be considered as causally linked to increasing load-types, associated 
with changes in the corresponding external parameters (more precisely, such changes are not 
detectable in the diurnal time-frame).  
In the seasonal perspective, active power is correlated with temperature and solar irradiance 
levels but more strongly with the analemma variables (particularly solar elevation angles), due 
to the fact that these are non-fluctuating, smooth representations of seasonality. Reactive 
power is correlated to a lesser extent with these parameters, indicating weaker dependence of 
Q to weather conditions which means that loads related to increase/decrease in reactive power 
are, mostly but not exclusively, determined by customer's schedules and seasonally fixed 
demand compositions.  
The yearly periods which correspond to the highest rate of change of active power according 
to changing weather conditions, have also been established. These can be thought of as the 
periods of highest sensitivity to external parameters, concentrated during autumn and spring 
months, which are also the periods of highest rate of change of temperature levels. These 
changes cannot be accounted for by simple linear regression models (i.e. splitting of demands 
into upper and lower bands for smoothed values as shown in Figure 4.32) and require 
extensions to multiple-regression analysis for improved modelling performances, indicated by 
the extent and distribution of the residuals between the two approaches. In the same context, 
it has been demonstrated that modelling limitations are not a result of non-linear relationships, 
even though these are not absent and are expected to be more important when analysing data 
from different geographical locations. 
Finally, regarding voltage, the analysis has failed to determine ways to usefully study 
statistical associations between voltage and active/reactive power as well as for voltage with 
external parameters. Voltage variations are shown to be, from a statistical perspective, mostly 
stochastic (also discussed in Chapter 3) and attempts to model these seasonal components 
based on filtered data result in voltage levels that can be considered ''over-smoothed'' and 
therefore not representative of the actual voltage variations.  
The methodologies discussed and the conclusions drawn in this chapter, form the basis for 
subsequent analysis and particularly for the load-disaggregation and forecasting methods 
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presented in Chapters 6 and 7. The next chapter (Chapter-5), is concentrated on load-



















Chapter 5: Customer-Class Disaggregation 
The results presented in Chapters 3 and 4 have demonstrated a diversity in the characteristic 
demand profiles, as well as in the dependency relationships between demands and external 
parameters, with respect to the total number of GSPs. The methodology presented in this 
chapter is based on the assumption that these differences are a result of load composition, 
which is primarily determined by the corresponding customer-class mixtures, at the individual 
GSPs, as expressed through demand levels in the diurnal and seasonal time-scales14. In most 
cases, aggregate demands at the MV-level correspond to contributions from the residential, 
commercial and industrial sectors (with additional loads from public areas, services and street 
lighting), each of which with its own percentage to the total measured consumption. The aim 
is, therefore, to determine these percentages for all available GSPs, based on the analysis of 
active power demand measurements. 
The approach is based on the identification of specific patterns in measured demands, through 
the use of characteristic diurnal profiles and metrics that capture annual demand variability, 
all of which are presented in more detail in Section 5.1. In Section 5.2, an agglomerative 
clustering algorithm is used for the grouping of GSPs according to mean diurnal demand 
profiles, which are then arranged in order from primarily domestic to primarily non-domestic 
consumption, based on the assumed characteristic load profiles of the corresponding sectors.  
The methodology is expanded in Section 5.3, through a more detailed customer-class 
disaggregation approach, utilising all available metrics from Section 5.1 and based on 
consumption statistics available from intermediate-geography-zone (IGZ) data. These are used 
as the training dataset, in order to identify patterns in the per half-hour metrics, that can be 
used to estimate percentages for the complete set of available GSPs. The results are presented 
according to the contributions from total residential (TR) and industrial and commercial (I&C) 
demands, as well as from sub-classes of the total residential sector corresponding to ordinary 
residential (OR) and economy-7 residential (E7) consumptions.  
Therefore, in the context of this analysis, the following simplifications have been made: a) 
total measured demand can be separated into domestic (residential) and non-domestic (non-
                                                   
14 In fact, in Chapters 3 and 4 it has been shown that load composition (according to percentages of total 
residential demand, as identified in this chapter) correlates with load profiles (e.g. differences in 
normalised demands between weekdays and weekends – Section 3.4), as well as with different strengths 
of associations with weather conditions (e.g. regression analysis between active power and temperature 
– Section 4.6). 
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residential) demands, b) due to the format of the IGZ consumption statistics, industrial and 
commercial demands (I&C) are presented in a common category (although examples of 
predominantly industrial GSPs are also presented) and c) sub-classes corresponding to 
consumption from public areas/services/buildings (e.g. schools, hospitals, street-lighting), are 
included in the TR and I&C categories and are not investigated individually.  
5.1 Metrics Used for the Analysis 
Seven basic statistical parameters are calculated and subsequently used for purposes of 
clustering and customer-type identification/disaggregation. These are computed on a per half-
hour of the day basis, using active power normalised values (3.3) and based on weekdays only. 
Therefore, for the complete diurnal period (i.e. 48 values), each parameter represents a 
particular profile, per GSP. For each of the seven statistical parameters a second normalisation 
is applied using the z-score values (3.1), resulting in a total number of 14 metrics, which are 
summarised in Table 5.1. 
Table 5.1: Metrics used for clustering and customer-class disaggregation 
𝑀𝑒𝑎𝑛𝑡 (Metric-1) is the per half-hour average measured active power over a one-year period, 
for each GSP. The z-score normalisation in Metric-2 and in all other cases, i.e. Metrics-4, 6, 
8, 10, 12 and 14, are applied so that the diurnal profiles are adjusted to a common base, to 
allow for comparisons between GSPs with different demand levels. This has the additional 
benefit of highlighting different features in the diurnal profiles, as discussed in Chapter 3, 
Section 3.5. 𝑀𝑎𝑥𝑡 and 𝑀𝑖𝑛𝑡, (Metrics-3 and 5) are calculated as the per half-hour 95
th 
percentile and 5th percentile values (of normalised demands) over a one-year period. The per 
half-hour range, 𝑅𝑎𝑛𝑔𝑒𝑡 (Metric-7), is defined as the difference between the yearly maximum 
and minimum values (i.e. 𝑀𝑎𝑥𝑡 − 𝑀𝑖𝑛𝑡), while 𝑅𝑎𝑛𝑔𝑒_𝑁𝑡 (Metric-9) corresponds to 𝑅𝑎𝑛𝑔𝑒𝑡 
divided by 𝑀𝑎𝑥𝑡. This gives more weight to values that correspond to half-hours of lower 
maximum demand, as it is, for example, the case for the seasonal range during night-hours, in 
the presence of storage heating systems (i.e. there is more seasonal variability in demands, 
despite the fact that overall demand is lower than when compared to other periods of the day). 
𝑅𝑡
2 (Metric-11) is the per half-hour coefficient of determination between active power and 
No. Metric (Norm.) No. Metric (Norm. and z-score) 
1 Meant 2 z-score (Meant) 
3 Maxt 4 z-score (Maxt) 
5 Mint 6 z-score (Mint) 
7 Ranget 8 z-score (Ranget) 
9 Range_Nt 10 z-score (Range_Nt) 
11 R2t 12 z-score (R2t) 
13 W_Range_Nt 14 z-score (W_Range_Nt) 
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temperature (as presented in Chapter 4, Section 4.6). Alternatively, R2 coefficients for active 
power with solar elevation angles can be used, as the temperature and analemma variables are 
both good indicators of seasonality, as demonstrated in Chapter 4. Finally, 𝑊_𝑅𝑎𝑛𝑔𝑒_𝑁𝑡 
(Metric-13) is equivalent to Metric-9, but further weighed by the coefficient of determination 
in Metric-11, so that more weight is given to the seasonal range of variations, when this 
corresponds to a periodicity that matches the temperature seasonality.  
The 14 metrics are illustrated in Figure 5.1, for a single GSP (GSP-14). Shown in (a) is the 
actual measured active power demand, in MW, for all weekdays of the year. In (b), the per-
unit (3.3) normalised profiles are shown, which correspond to Metrics-1, 3, 5, 7, 9, 11, 13; and 
in (c) the z-score normalised profiles are shown, which correspond to Metrics-2, 4, 6, 8, 10, 
12, 14.  
 
      a) 
 
        b) 
 
          c) 
Figure 5.1: Example for GSP-14: a) original measurements (in MW), b) 7-metrics based on 
normalised values (3.3) and c) 7-metrics further normalised according to the z-score values (3.1) 
The assumption, on which the subsequent analysis is based, is that since different customer-
sectors (classes) are expected to have different consumption patterns, the identification of 
features based on a number of metrics and metric-normalisations, can be used to estimate the 
corresponding percentage-contributions. For example, in Figure 5.1 (b), the seasonal range, 
𝑅𝑎𝑛𝑔𝑒𝑡, peaks during the morning (i.e. from 07:00 to 09:00 hours) and during the afternoon 
to evening (i.e. from 16:00 to 22:00 hours), however for the normalised range, 𝑅𝑎𝑛𝑔𝑒_𝑁𝑡, the 
highest levels extent during the night and particularly between 00:00 to 04:00 hours (this is 
also shown for 𝑊_𝑅𝑎𝑛𝑔𝑒_𝑁𝑡). High levels of seasonal range during the night, are assume to 
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be related to economy-7 consumption. Similarly, the resulting diurnal patterns based on the z-
score normalisation in Figure 5.1 (c), are more extenuated and at an equal level among the 
various GSPs and can, potentially, capture comparable differences, useful for the identification 
procedure. While the first normalisation, in Figure 5.1 (b), is sensitive to the maximum 
recorded demand at each GSP, the z-score values, in Figure 5.1 (c), will bring all profiles from 
all GSPs to the same mean level.  
The differences between the two normalisation approaches are better illustrated in Figure 5.2, 
using all 98 GSPs; in (a) for Metric-1 (𝑀𝑒𝑎𝑛𝑡) and in (b) for Metric-2 (z-score (𝑀𝑒𝑎𝑛𝑡)).  
 
        a) 
 
          b) 
Figure 5.2: Diurnal profiles of 98 GSPs for a) 𝑴𝒆𝒂𝒏𝒕 and b) z-score (𝑴𝒆𝒂𝒏𝒕) 
Although the application of maximum value and z-score value normalisations modifies the 
original demand profiles in a way that they no longer correspond to actual consumption (in 
units of active power), they are better suited for the feature identification and extraction 
procedures, presented in the following sections. 
5.2 GSP-Clustering 
The GSP-clustering approach is based on an agglomerative algorithm, developed for the 
purposes of the presented analysis15, by which the GSPs are arranged into groups according to 
their characteristic mean diurnal demand profiles (i.e. Metrics-1&2 from Section 5.1). This 
allows GSP-clustering irrespective of seasonal variability and levels of absolute demand, thus 
concentrating exclusively on the daily consumption patterns.  
The resulting clusters (presented in Figure 5.5) are arranged into a descending order from 
predominantly residential to predominantly commercial and industrial demands (i.e. domestic 
and non-domestic loads) according to the final mean diurnal profiles of each cluster. The 
                                                   
15 Although the clustering algorithm was developed for the purposes of this thesis, consultation of 
literature and of existing methods has shown that it is actually a form of agglomerative-hierarchical 
clustering, which are widely used for a number of different applications. 
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connection between profiles (or load shapes) and types of customers (i.e. sectors) is based on 
simple assumptions and available profiles from literature (e.g. Elexon profiles [89]). 
Specifically, diurnal profiles with mid-day peaks are assumed to be characteristic of non-
domestic demands (particularly commercial, such as retail/offices and generally 09:00-17:00 
working schedules), while profiles exhibiting morning and evening peaks are assumed to be 
related to domestic/residential demands. In Section 5.3 these clusters are evaluated against 
estimated percentages from contributions of: total residential (TR), industrial and commercial 
(I&C), ordinary residential (OR) and economy-7 residential (E7) demands.    
The clustering procedure is initiated by calculating the pairwise similarities of mean diurnal 
demands, for all pairs of GSPs and quantified using the Pearson's correlation coefficient (4.2). 
The total number of GSP-pairs is given by: 






                                                                   (5.1) 
where 𝑛 is the number of elements (i.e. 98 GPSs) and 𝑘 = 2 for pairs, giving a total of 4753 
correlation coefficients. Alternatively, different ''distance'' metrics can be used in order to 
quantify the pairwise similarities, including: Euclidean, cosine, Spearman's coefficient, city-
block, etc. As the analysis is concerned with the similarities regarding diurnal patterns, 
irrespective of absolute demand levels, the Pearson's correlation coefficient is selected as an 
appropriate quantification (through extensive inspection of the results from various distance-
metrics)16. The Pearson's coefficient, in contrast with the coefficient of determination R2, may 
vary between [-1 1] which is useful because negative correlations can be regarded as showing 
increased dissimilarities.  
The resulting pairwise coefficients are then arranged into a descending order and the GSPs 
belonging to the first pair (i.e. highest correlation coefficient) are assigned to a first common 
cluster. A similarity cut-off value, in terms of the Pearson's coefficient, i.e. 𝑟𝑐𝑜, is selected, in 
order to specify the level of similarity for which two GSPs are assigned to a common cluster. 
The algorithm is executed in iteration steps of increasing 𝑟𝑐𝑜 values ([0 1] in steps of 0.01) and 
a final decision on the desired level of similarity is made, after inspection of the resulting 
clusters at each level.  
                                                   
16 This is not to imply that other approaches were unsuccessful. In fact, Spearman's coefficients give, 
approximately, the same results and when using z-score normalised values, Euclidean distances also 
give very similar results.  
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In each iteration step and provided there is a non-zero number of GSPs not yet assigned to a 
cluster, the procedure continues assigning GSPs to clusters based on:  
I. the pairwise correlation coefficient and 
II. a second correlation coefficient as calculated between un-assigned GSPs and the mean 
profiles of existing clusters. 
The procedure, at each cut-off level - 𝑟𝑐𝑜, is terminated when all GSPs have been assigned to 
a specific cluster. If, for any GSP, the criteria are not met, i.e. none of the resulting correlation 
coefficients (I or II, from above) is higher than the cut-off level, then the corresponding GSP 
is assigned to its own cluster. A schematic representation of the algorithm is shown in Figure 
5.6. The number of clusters at each cut-off level are presented in Figure 5.3, as estimated using 
Metrics-1&2 in (a). For comparison, the number of clusters resulting from the use of different 
metrics (from Table 5.1) are shown in (b). 
 
       a) 
 
        b) 
Figure 5.3: Number of resulting clusters per similarity cut-off values 𝒓𝒄𝒐, for mean diurnal 
demand profiles based on a) Metrics-1&2 and b) Metrics-2,6,8,10,12,14 
Metrics-1&2, in Figure 5.3 (a), produce almost identical number of clusters for the various 
cut-off levels, with the z-score normalised profiles (Metric-2) showing slightly faster increase 
at the lower 𝑟𝑐𝑜 levels. In Figure 5.3 (b) the number of clusters for the rest of the metrics are 
presented (for convenience only the z-score normalised metrics are shown, i.e. even numbers 
from Table 5.1). These tend to increase rapidly from very low cut-off levels and particularly 
for Metrics-8, 10 ,12 and 14. The number of clusters for sufficiently high cut-off levels is 
maintained low only for Metrics-4&6, which correspond to the 𝑀𝑎𝑥𝑡 and 𝑀𝑖𝑛𝑡 diurnal 
profiles.  
Therefore, although classification is possible based on Metrics-4 to 14, for low cut-off values, 
GSPs in common clusters would include non-similar diurnal profiles (i.e. 𝑟𝑐𝑜 is very low to 
make useful distinctions between the profiles), whereas higher cut-off levels result in a large 
number of clusters. This means that the commonality of features among GSPs is considerably 
low for the corresponding metrics and thus the results can be considered as a poor clustering-
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classification (e.g. at cut-off 𝑟𝑐𝑜 = 0.9, Metric-8 gives 23 clusters which is ~25 % of the total 
number of GSPs).  
The results presented in this section are based on a similarity cut-off level of 𝑟𝑐𝑜 = 0.95 and 
for clustering performed on mean diurnal profiles, as expressed by Metric-2. This arrangement 
produces a total number of 11 clusters, which are shown in Table 5.2, with the corresponding 
GSP-numbers belonging to each cluster. These clusters are also arranged in an order of 
(assumed) change from predominantly residential (C-1) to predominantly commercial (C-6) 
GSPs, as well as characteristic demands that can be attributed to industrial (or other/atypical) 
loads, as shown for C-7 (these have diurnal profiles and peak demands that cannot be 
categorised according to the simple assumptions of mid-day and morning/afternoon peaks, 
discussed before). Furthermore, 4 out of 98 GSPs (~4 %) are assigned to unique clusters, as 
shown in Table 5.2, for Cluster No. 8, 9, 10 and 11, due to the fact that they could not be 
grouped based on the selected similarity cut-off level. 
Table 5.2: GSPs per cluster, for a similarly cut-off level of 𝒓𝒄𝒐 = 𝟎. 𝟗𝟓 
Mean diurnal cluster profiles can be calculated as the average per half-hour values of all its 
member GSPs, as shown in an example for Cluster-4, in Figure 5.4.  
 
        a) 
 
          b) 
Figure 5.4: Cluster-4 mean diurnal profile and corresponding GSPs: a) for normalised values 
and b) for z-score normalised values 
Cluster No. No. of GSPs GSPs No. 
1 11 
78, 79, 82, 83, 84, 85,  
87, 90, 92, 95, 97 
2 5 
15, 17, 47,  
48, 50 
3 10 
59, 61, 62, 64, 65, 66,  
68, 76, 81, 98 
4 33 
4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 18, 20, 21, 22, 23, 25, 27, 28, 29,  
32, 33, 35, 36, 37, 38, 39, 40, 43, 45, 46, 49, 71, 73 
5 11 
55, 56, 57, 67, 69, 72,  
74, 75, 77, 86, 88 
6 21 
1, 2, 3, 9, 16, 24, 26, 30, 31, 34, 41, 42,  
44, 51, 52, 53, 54, 58, 60, 63, 94 
7 3 
89, 91,  
93 
8,9,10,11 1 (each) 
70, 96, 80, 19  
(accord. to column 1) 
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Figure 5.4 (a) is based on the normalised mean diurnal profiles (Metric-1), while (b) is based 
on the z-score normalised profiles (Metric-2). Note that, as shown in Figure 5.3, at this 𝑟𝑐𝑜 
level, the two metrics give the same number of clusters and these clusters are in fact populated 
by the same GSPs. The mean diurnal profiles of the first seven clusters are presented in Figure 
5.5 (excluding the single-GSP clusters, i.e. C-8, 9, 10 and 11).  
 
Figure 5.5: Mean diurnal profiles of the first 7 clusters, for a similarity cut-off level of 0.95 
There are periods of the day when these profiles are very similar/close to each other, 
particularly between 00:00 to 03:00 hours. The most prominent differences in the diurnal 
features are the morning, mid-day and evening peaks, which are at different levels for the 
resulting clusters, showing extended morning and evening demands for the predominantly 
residential GSPs, in C-1 and C-2. The pattern starts to shift for C-3 and C-4 with a noticeable 
increase in mid-day consumption and for C-5 mid-day demands are at, approximately, the 
same level as the afternoon/evening peak, whereas in C-6 there is a clear mid-day peak 
between 11:00 to 12:00 hours. 
While the presented classification approach and the resulting clusters give diurnal profiles that 
can be considered as reasonable estimations of various mixes of customer-classes, it should be 
noted that the final step of the analysis is not automated, nor does it provide detailed customer-
class disaggregation. The ordering of the resulting clusters, in Table 5.2 and Figure 5.5, with 
respect to domestic (residential) and non-domestic (commercial & industrial) demands is 
performed manually and based on assumed characteristic profiles, which are not necessarily 
correct for the individual GSPs in each cluster. A more analytical procedure for customer-class 
identification and disaggregation is provided in the next section, where the classification 
performance of the current section is also illustrated. 
Note: the next page presents the clustering algorithm used in the current section. 




























Figure 5.6: Clustering algorithm 
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5.3 Customer-Class Disaggregation 
5.3.1 Overview of Approach 
The 14-metrics presented in Section 5.1 are used to construct combinations-of-metrics (CoM), 
i.e. products and ratios between metrics corresponding to different periods of the day, which 
are considered as the independent variables. The dependent variables correspond to a limited 
number of percentage-contributions, for four customer-classes, i.e. total residential (TR), 
industrial and commercial (I&C), ordinary residential (OR) and economy-7 residential (E7), 
which are estimated from available sub-national consumption information, for 11 GSPs and 
are referred to as the target dataset.  
The two datasets, i.e. independent and dependent (target) variables, are used as inputs in an 
exploratory regression analysis, based on simple linear-regression as described in Chapter 4, 
Section 4.3.2 and the goodness-of-fit is quantified using the coefficient of determination, R2. 
The purpose is to identify CoMs, with sufficiently high R2 values, that can be used to determine 
the corresponding percentage-contributions for all four customer-classes and for the full 
number of available GSPs (i.e. 98).  
Initially, the analysis is performed to the highest available data resolution (i.e. 48 half-hours) 
and therefore the total number of tested models (i.e. CoMs), is given by: 
                                 (𝑁𝑜𝑡)
2 ×(𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠)
2×𝑁𝑜𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 = 𝑁𝑜𝑀𝑜𝑑𝑒𝑙𝑠                                (5.2) 
where 𝑁𝑜𝑡 is equal to 48 half-hours, 𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠 is equal to 14 (from Section 5.1), 𝑁𝑜𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠  
is equal to 2, for multiplication and division and 𝑁𝑜𝑀𝑜𝑑𝑒𝑙𝑠 is therefore equal to 903168. In 
each case and depending on the selected operation, the independent variable 𝑋𝑖 (i.e. CoM), is 
given by: 
                                                         𝑋𝑖 = 𝑀𝐴(𝑡𝑐) ∙ 𝑀𝐵(𝑡𝑑)                                                             (5.3) 
where  𝑋𝑖 is the i
th product (or ratio) between metrics 𝑀𝐴 at half-hour 𝑡𝑐 and 𝑀𝐵  at half-hour 
𝑡𝑑 . Note that the approach allows for combinations such that MA = 𝑀𝐵, as well as for 𝑡𝑐 = 𝑡𝑑 . 
The methodology is therefore based on the assumption that products (or ratios) of metrics 
between different diurnal periods can be linearly correlated with demand percentages from 
various customer-classes and for the selected GSPs for which target data is available. The 
assumption is supported by the results in Section 5.2 which showed that the distinctions 
between clusters (Figure 5.5) are particularly pronounced at certain diurnal periods, i.e. 
morning, mid-day and evening peaks. However, considering the high number of tested models, 
i.e. 903168, and the small size of the target-dataset (described in detail in the next section), it 
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is expected that some high R2 values (indicating satisfactory model predictive power) will be 
acquired purely by chance. This is reinforced by the use of various metrics and metric-
normalisations, which may result in more spurious correlations. 
Therefore, the presented methodology does not rely on a single model (CoM) for percentage 
estimations, nor for validation, but rather on the overall occurrence of best combinations of 
metrics at specific half-hours of the day. Furthermore, and in order to address these issues, it 
is subsequently generalised into a diurnal-blocks approach, which does not consider each half-
hour of the day as an individual degree of freedom, but rather uses the resulting patterns of 
best CoM occurrence to construct four diurnal-blocks (these are described in the next section 
and are shown in Figure 5.12). The diurnal-block approach reduces the total number of models 
to 6272, according to: 
                                 (𝑁𝑜𝐵𝐿)
2 ×(𝑁𝑜𝑀𝑒𝑡𝑟𝑖𝑐𝑠)
2×𝑁𝑜𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 = 𝑁𝑜𝑀𝑜𝑑𝑒𝑙𝑠                             (5.4) 
which is equivalent to (5.2) but (Not)
2 is now substituted by (NoBL)
2, where 𝑁𝑜𝐵𝐿 = 4. In 
this case, the independent variables, i.e. CoMs, are given by: 
                                                     𝑋𝑖 = 𝑀𝐴(𝐵𝐿𝑐) ∙ 𝑀𝐵(𝐵𝐿𝑑)                                                              (5.5)                                                     
where  𝑋𝑖 is the i
th product (or ratio) between metrics 𝑀𝐴 at block 𝐵𝐿𝑐 and 𝑀𝐵  at block 𝐵𝐿𝑑 . 𝑀𝐴 
and 𝑀𝐵  are given as the average values of the corresponding metrics within the window 
defined by the half-hours in each block. The exact range of each of the four blocks within the 
diurnal-period are presented in Section 5.3.3, as these are determined based on the results of 
the per half-hour analysis. The final decision for which CoMs should be used for the estimation 
of percentages for the four customer-classes and for all GSPs is a matter of determining the 
consistency of the models of best performance, over both the per half-hour and the diurnal-
blocks approaches. This discussion and the corresponding analysis are presented in Sections 
5.3.3 and 5.3.4. The next section, Section 5.3.2, describes the process for determining the 
percentages for the target-dataset. 
5.3.2 Target Datasets 
Regarding the target percentages, i.e. dependent variables; due to the absence of available 
information on TR, I&C, OR and E7 for individual GSPs, the following procedure is used to 
calculate them, based on the domestic and non-domestic electricity estimates (2009) regarding 
intermediate-geography-zones (IGZs) in Scotland [128], [212]: 
 A number of Scottish GSPs are identified using maps provided from the corresponding 
DNO [213]  as well as using google maps. The DNO maps show the interconnections of 
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primary/secondary substations and allow for a more accurate identification of the grid 
topology, while the satellite images allow for a clearer identification of the inhabited areas, 
which are of close proximity to the corresponding substations. An example of an identified 
GSP and the relevant areas is shown in Figure 5.7, for GSP-14 (note that this is a simplified 
example of the area identification procedure, as only the satellite image is shown). 
 
Figure 5.7: GSP-14 and corresponding supplied areas 
 The selected areas are associated with their respective IGZs, for which there is available 
data regarding total consumption from TR, I&C, OR and E7 customers, based on the 
aggregated measurements from customer electricity meters or meter point administration 
numbers (MPANs). An example of the linkage between IGZ-codes and the corresponding 
areas is presented in Figure 5.8, for total residential (domestic) consumption, which is 
comprised of ordinary (OR) and economy-7 (E7) consumptions. For Scotland, the 
intermediate-geography-zones are contained within council areas, or local authorities, 
indicated by the LA-name in Figure 5.8 (b) and the IGZ-codes, in Figure 5.8 (a), are 





Figure 5.8: a) IGZ-codes and b) corresponding domestic consumption (kWh)  
 The total consumption, per selected GSP, is calculated by adding all yearly consumptions 
from the corresponding/identified areas from all customer-classes. Then, total 
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consumption for each of the four customer-classes is used to calculate their individual 
percentage-contributions. 
Note, that due to the format of the available sub-national statistics, total consumption consists 
of total residential (TR) and industrial and commercial (I&C) percentages, such that: 
                                    𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (%) = 𝑇𝑅 (%) + 𝐼&𝐶 (%)                                  (5.6) 
and, similarly, total residential (TR) consumption consists of percentages of ordinary 
residential (OR) and ecnomy-7 (E7) residential, i.e.: 
                                                    𝑇𝑅 (%) = 𝑂𝑅 (%) + 𝐸7 (%)                                                   (5.7) 
It should be noted that (5.6) and (5.7) are necessary simplifications. In reality, the 
methodology, as described by the authors (Department for Business, Energy & Industrial 
Strategy in [212]), has limitations and there are portion of unallocated consumption. However, 
these are given for the LA-areas and not for the IGZ-areas and therefore they could not be 
included in the current analysis.  
The accuracy of the target-datasets can be investigated by comparing the total consumption, 
as estimated from the IGZ data, with the total consumption as calculated from the active power 
demand data, per GSP. The results are presented in Figure 5.9. Figure 5.9 (a) shows the linear 
fit between the two consumption estimations and Figure 5.9 (b) shows the percentage error 
(with respect to the measured, active power demands). There is, generally, a very good 
agreement between the two, with the error being kept below 16 % for all GSPs and below 5 
% for 5 out of 11 of the GSPs. 
 
         a) 
 
         b) 
Figure 5.9: a) Estimated consumption from IGZ-data vs consumption calculated from active 
power demands and b) percentage error 
The procedure for the target data estimations cannot be used as a generalised approach for 
customer-class disaggregation for a number or reasons. Firstly, each IGZ is not explicitly 
associated with a specific GSP and determining which areas are supplied by which GSP was, 
for the results presented here, a matter of manual inspection of the area maps. Furthermore, 
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each GSP does not necessarily supply a single IGZ and vice-versa. There is, therefore, a large 
number of intersections and the interconnected nature of the distribution grid means that there 
are no clear boundaries for determining the exact demands from single GSPs at individual 
IGZs. This is the reason why the target dataset is limited to 11 out of 98 GSPs (or ~10 % of 
the sample). The target dataset is also limited to Scottish GSPs only, which means that the 
resulting estimations may not be representative of the demand composition from different 
geographical locations with different grid and consumption characteristics.  
5.3.3 Model Training and Optimal Models 
Figure 5.10 shows the distribution of successful CoMs (5.3) over the 48 half-hours of the day 
for the operations of division and multiplication. Figure 5.10 (a) shows the results for (TR) 
and (I&C), which are equivalent for the occurrence of successful CoMs, as described by (5.6). 
The periods of occurrence of successful CoMs for the OR and E7 classes are presented in 
Figures 5.10 (b) and (c), respectively. Occurrence (y-axis), is relative to the number of linear-
fits with an R2 value above some arbitrarily chosen limit. For the analysis presented here, the 
limits are set to: 𝑅2 ≥ 0.9 for TR/I&C and OR and 𝑅2 ≥ 0.8 for the E7 (due to the poorer 
overall performance of the E7 models). 
 
        a) 
 
       b) 
 
      c) 
Figure 5.10: Distribution of successful metrics among the half-hours of the day for: a) TR and 
I&C, b) OR and c) E7 
There is, generally, a lower number of successful combinations-of-metrics for the operation 
of multiplication, compared to division, indicating that ratios of metrics at different half-hours 
of the day are more suitable. For TR consumption, values of 𝑡𝑐  and 𝑡𝑑  (5.3) are concentrated 
during the mid-day period, i.e. between 10:00 to 13:00 hours, as well as between 19:00 to 
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00:30 hours. Similar results are shown for OR consumption, but for a lower number of 
successful CoMs and with a distinctive peak at 23:30 hours. This is also the only period with 
a high number of successful CoMs for E7, as shown in Figure 5.10 (c). The results are in 
agreement with the basic assumption that mid-day and evening peaks are good predictors of 
TR (and therefore I&C) consumption. The 23:30 peaks for OR and E7 are also justifiable 
based on the fact that this is, approximately, the period that signifies the start of night-hour 
tariffs for the economy-7 meters and it is therefore the period when demand features are more 
suitable for identifying the differences between the two customer-classes.  
Figure 5.11 shows the corresponding successful metrics 𝑀𝐴 and 𝑀𝐵 , for TR (and I&C) in (a), 
OR in (b) and E7 in (c). This, as in Figure 5.10, corresponds to the frequency of occurrence of 





≥ 0.8 ). While Figure 5.10 showed the periods for which the metrics correspond to, 
Figure 5.11 shows the frequency of occurrence of the metrics themselves, in the set of best 




        a) 
 
        b) 
 
      c) 
Figure 5.11: Successful metrics for: a) TR and I&C, b) OR and c) E7 
For TR, predictability is higher for the first five metrics and particularly for Metrics-1 and 5, 
i.e. mean and minimum diurnal profiles. Metric-5 is also the peak for OR, followed by Metric-
4 (z-score normalised maximum) and Metric-11 (per half-hour R2 between active power and 
temperature, from Chapter 4). Predictability for the E7 peaks for Metrics-7 and 8, i.e. 
normalised and z-score normalised range of variations. This is also justifiable based on the 
assumption that seasonal variations for GSPs with a significant number of E7 meters can be 
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associated with thermal heating demand, particularly during night hours, or, as shown in 
Figure 5.10, at the period of commencement of economy-7 night tariffs. 
Table 5.3 presents the optimal (highest R2 values) CoMs, at specific half-hours of the day. The 
three combinations with the best performances are shown, for each customer-class and for 
each operation (i.e. multiplication and division). The total number of ''successful'' 
combinations, with respect to the selected limits (i.e. 𝑅
2
≥ 0.9 and 𝑅
2
≥ 0.8) are: 274 and 1435 
for TR/I&C, 56 and 170 for OR and 146 and 292 for E7. In the case of multiplication, the 
duplicate values have been discarded (these result from the fact that multiplication is a 
commutative operator, i.e. 𝑎×𝑏 = 𝑏×𝑎).  
Table 5.3: Optimal CoMs for the per half-hour analysis 
Table 5.3 shows better consistency for the OR and E7 combinations with respect to the number 
of metrics used and the corresponding half-hours. TR includes a larger variety of metrics 
(Metric-3, 6, 8, 14, 4, 1, 2 and 5) indicating that the estimation of total residential consumtpion 
is possible through the distinctions of more diurnal features, than for the rest of the customer-
classes. This is also reflected in Figures 5.10 and 5.11, which showed more diversity in the 
distribution of metrics among half-hours, as well as among the succesful metrics, for TR 
demands. 
The limitations previously discussed, regarding the small number of GSPs in the target dataset 
are represented by the very high coefficients for the optimal combinations (above 0.9 in all 
cases). It is expected that a similar analysis with a larger target dataset would result in an 
overall decrease in the goodness-of-fit for the corresponding models, due to the increased 






3 6 23:30 06:00 0.97 
8 14 10:30 11:00 0.96 
4 6 05:30 05:00 0.96 
÷ 
1 1 10:30 23:30 0.97 
2 5 10:30 04:00 0.97 
2 5 10:00 04:00 0.97 
OR 
× 
6 6 01:30 05:00 0.95 
5 7 23:30 20:00 0.95 
5 7 23:00 18:00 0.94 
÷ 
5 5 12:00 23:30 0.97 
5 5 11:30 23:30 0.96 
5 5 12:30 23:30 0.96 
E7 
× 
8 12 12:30 17:00 0.92 
8 12 12:30 16:30 0.91 
8 12 13:00 16:30 0.91 
÷ 
9 7 23:30 15:00 0.94 
7 9 15:00 23:30 0.93 
7 9 12:30 23:30 0.92 
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probability for the presence of GSPs that to not adhere to the similar demand patterns17. In the 
same context, since the analysis is flexible up to the highest diurnal resolution (48 half-hours), 
the optimal results of Table 5.3 may be considered too specific for the input data and therefore 
more prone to erroneous estimations for GSPs of different consumption characterstics17. It is, 
however, possible that for the OR and particularly for the E7 categories, metric combinations 
at individual half-hours the day are more appropriate (than the diurnal-block analysis, which 
is presented in the following pages) because these can capture finer, detailed demand patterns 
and produce more accurate estimations. The large number of models in (5.2) also increases the 
computation time, although this does not exceed ~30 minutes, based on processing 
implemented on the PC-desktop system described in Chapter 1. 
As mentioned in Section 5.3.1, and in an attempt to address some of the issues discussed, the 
methodology is modified so that  𝑁𝑜𝑡 (5.2 and 5.3) is replaced by 𝑁𝑜𝐵𝐿 (5.4 and 5.5), where 
BL corresponds to four diurnal-blocks and the total number of models is reduced to 6272. The 
diurnal-blocks are determined after examination of the results in Figure 5.10, i.e. by 
considering sets of half-hours of the day (periods) for which model performance is increased, 
as well as from inspection of the results in Table 5.3, so that tc and td are not included as 
elements of the same block. To improve the block selection process, the variance of the metrics 
among all 98 GSPs is also considered, on a per half-hour of the day basis and quantified as the 
standard deviation, shown in Figure 5.12. 
 
Figure 5.12: Variability of metrics (in standard deviation) among 98 GSPs and the 4-selected 
diurnal-blocks 
                                                   
17 This is not intended to imply that the results are considered inaccurate. In fact, the resulting 
combinations of metrics and their periods of occurrence make sense from a theoretical perspective, i.e. 
the expected patterns are the ones providing best model performances (e.g. range of variations for E7; 
mid-day demands for TR; etc.). However, a larger data-sample would be able to train the models for a 
larger variate of consumption characteristics and would also add more statistical validity.  
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The results in Figure 5.12 are based on the analysis of the z-score normalised metrics, so that 
the per half-hour variability among GSPs is restricted to differences in diurnal patterns and not 
to differences in actual demand levels (as discussed for Figure 5.2). The selected diurnal blocks 
are: a) Block-A between 22:00 to 04:00 hours, b) Block-B between 04:00 to 09:00 hours, c) 
Block-C between 09:00 to 16:00 hours and d) Block-D between 16:00 to 22:00 hours. The 
combinations-of-metrics, i.e. independent variables, previously given by (5.3), are now 
modified in terms of blocks and calculated according to (5.5). 
Figure 5.13 shows the distribution of the successful CoMs over the four diurnal blocks for a) 
TR (and I&C), b) OR and c) E7 consumption. In the diurnal-blocks analysis, the limits of what 
is considered a satisfactory linear fit are reduced and the new thresholds are defined as: 𝑅
2
≥
0.8 for TR/I&C and OR and 𝑅
2
≥ 0.7 for the E7.  
 
        a) 
 
       b) 
 
     c) 
Figure 5.13: Distribution of successful metrics among the four diurnal-blocks for: a) TR and 
I&C, b) OR and c) E7 
Interestingly, Block-B which shows the highest variability of metrics among the 98-GSPs 
(Figure 5.12), has only a limited number of occurrences in the successful CoMs. This is also 
reflected in the occurrence of successful metrics as presented in Figure 5.10 and it implies that 
demand variability (among GSPs), during the early morning hours cannot be associated with 
percentages from different customer-classes. A possible explanation is that during that period, 
both domestic and non-domestic sectors experience and increase in electricity demands and 
therefore the features are not suitable for distinguishing between the two (unless if done with 
respect to weekday/weekend distinctions, as demonstrated in Chapter 3, Figure 3.28). For TR 
and OR consumption, the estimations most frequently include Blocks-A, C and D while for 
the E7 consumption, combinations of metrics are shown for Blocks-A and C. The total number 
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of successful combinations is very low for the E7 consumption (i.e. 16) even at the reduced R2 
threshold value of 0.7.  
Figure 5.14 shows the corresponding successful metrics 𝑀𝐴 and 𝑀𝐵 , for TR (and I&C) in (a), 
OR in (b) and E7 in (c). As in the case of the per half-hour analysis, while the previous figure 
presented the periods of occurrence of successful CoMs, Figure 5.14, shows the metrics that 
constitute the successful CoMs. 
 
       a) 
 
       b) 
 
   c) 
Figure 5.14: Successful metrics for: a) TR and I&C, b) OR and c) E7, for the diurnal-blocks 
analysis 
For TR, the results are similar to the per half-hour analysis (Figure 5.11), there is however an 
increase in the occurrence of CoMs including Metric-6, while the peaks shown in Figure 5.11 
for Metrics-1 and 5 are not as distinctive for the diurnal-blocks analysis (in fact, peaks are now 
shown for Metrics-1 and 4). There is also an increase in the variety of successful metrics for 
the OR estimations, which include Metrics-1 to 6, as in the case of TR. These results indicate 
that the block generalisation produces more combinations that have potential applicability, at 
least for the TR and OR categories. For E7, peaks are shown for Metrics-3 and 4 and only a 
marginal success for Metrics-1, 8, 9 and 12. The overall success of the E7 models is reduced, 
thus the adjustment of the threshold values to 𝑅2 ≥ 0.7. This implies that, as mentioned before, 
for the E7 estimations, the initial higher resolution models, defined by (5.2), might be more 
appropriate. 
Table 5.4 presents the optimal CoMs, 𝑀𝐴 ∙ 𝑀𝐵 , at specific diurnal blocks 𝐵𝐿𝑐 and 𝐵𝐿𝑑 , that 
have the best performances (i.e. highest R2 values). The three best models for each customer-
class are shown, irrespective of whether these are given as products or rations of metrics 
(however the corresponding operations are shown in Table 5.4, in the 2nd column). For TR 
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(and I&C), the three best CoMs include Metrics-2, 5 and a single occurrence of Metric-1, i.e. 
normalised and z-score normalised mean values and normalised minimum values. In all three 
cases the diurnal-block pairs include Block-C, which indicates the importance of the mid-day 
demand-levels for distinguishing between domestic and non-domestic consumption, also 
discussed in the per half-hour analysis. 
Table 5.4: Optimal CoMs for the diurnal-blocks analysis 
For the estimation of OR and E7 percentages, a more diverse set of metrics is shown, including 
Metric-1 (normalised mean), Metric-4 (z-score normalised maximum), Metric-6 (z-score 
normalised minimum) and to a lesser extent Metrics-11, 5, 10 and 12.  These correspond, 
primarily, to Blocks-A and D, i.e. night and evening periods, which is, again, justifiable based 
on the assumption that E7 customers can be more accurately differentiated based on electricity 
demands during night-hours. 
5.3.4 Customer-Class Disaggregation Results 
The multiplicity of resulting estimators (i.e. successful CoMs) can be used to detect GSPs that 
can be considered as ''outliers'' of the analysis, such as GSPs with demands from the industrial 
sector (not I&C, but predominantly-industrial), for which the customer-class identification 
method has limited success. Examples of such GSPs are not included in the target-dataset and 
therefore the resulting models cannot account for their atypical consumption profiles, in terms 
of accurate percentage-contribution estimations (since the predefined customer-classes do not 
include a predominantly industrial-sector).  
An example of the estimated percentages from different CoMs is shown in Figure 5.15 (a), for 
TR consumption. These results are based on the six metric-combinations with the highest R2 
values, i.e. the three best from the per half-hour analysis and the three best from the diurnal-











𝑴𝟐 ÷ 𝑴𝟏 Block-C Block-A 0.93 
𝑴𝟐 ÷ 𝑴𝟓 Block-C Block-A 0.92 
𝑴𝟓 ÷ 𝑴𝟓 Block-C Block-D 0.92 
OR 
𝑴𝟏𝟏 ÷ 𝑴𝟒 Block-A Block-D 0.92 
𝑴𝟔 ÷ 𝑴𝟏 Block-A Block-A 0.90 
𝑴𝟒×𝑴𝟓 Block-D Block-A 0.89 
E7 
𝑴𝟒 ÷ 𝑴𝟔 Block-A Block-A 0.75 
 𝑴𝟏𝟎×𝑴𝟏𝟐 Block-A Block-D 0.74 
𝑴𝟏 ÷ 𝑴𝟒 Block-C Block-A 0.74 
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                                                      𝑀𝐴𝐷 =
1
𝑛
∑ |𝑥𝑖 − 𝑚(𝑋)|
𝑛
𝑖=1                                                      (5.8) 
where 𝑛 = 6 for the six estimations and 𝑚(𝑋) is their mean value. MAD is therefore given as 
a quantification of the inconsistencies between the presented estimations. 
  
Figure 5.15: a) % of TR consumption for 98 GSPs based on the best 6 CoMs, 3 per half-hour 
and 3 per diurnal-blocks and b) GSPs with inconsistent results among the 6 estimations 
Significant deviations from the mean (i.e. high MAD values) are shown for GSPs-19, 89, 91 
and 93 which are above 30 % (and to a lesser extent for GSPs-78, 79, 94 and 96). The mean 
diurnal profiles of these four GSPs are shown in Figure 5.15 (b), in normalised values (3.3). 
These GSPs have also been identified in various instances in Chapter 3, due to their atypical 
demand patterns, in the diurnal and seasonal profiling analysis. GSPs-89, 91 and 93 are also 
the only three members of cluster-7 (C7), as presented in the clustering classification results 
in Section 5.2. They are in fact labelled as ''factory-consumption'' in the initial datasets, as 
provided from the corresponding DNO and can be considered as predominantly/exclusively 
industrial GSPs18. 
Apart from determining ''outliers'', the process of comparing the results from various 
estimations is used for the selection of the final set of CoMs from which the percentages for 
TR (and I&C), OR and E7 are calculated. Agreement between estimated percentages from 
various CoMs indicates that the same demand characteristics are determined even though 
different metrics are used. If the opposite is true, i.e. the resulting estimations show high levels 
of inconsistency, it implies that the various combinations are only successful at modelling the 
target percentages but fail when applied to the total number of GSPs. These results are 
presented in Figure 5.16, for TR (and I&C) in (a), for OR in (b) and for E7 in (c). Each plot 
shows the empirical cumulative distribution function (CDF) for the quantified inconsistencies 
                                                   
18 They are not included in the target-dataset because the exact percentages from the industrial-sector 
are not known. Furthermore, demand patterns from the industrial-sector are assumed to be specific to 
each particular industry and generalised characteristics (similar to the morning/evening peaks for the 
residential-sector) are not available. 
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(in MAD values) among the 98 GPSs, when relying on the 5 best CoMs from the diurnal-
blocks analysis, the 5 best CoMs from the per half-hour analysis and when considering both 
(i.e. for 10 CoMs, 5 from each method). 
 
     a) 
 
       b) 
 
       c) 
Figure 5.16: CDF for the mean-absolute-deviations in the CoM-estimations, based on the half-
hour analysis, the diurnal-blocks analysis and both for a) TR (and I&C), b) OR and c) E7 
For TR, plot (a), better consistency is shown for the blocks approach, with MAD below 10 % 
for more than 90 % of the sample, while only for ~50 % of the sample for the per half-hour 
analysis. For OR, very high consistency is shown for the per half-hour analysis, with 100 % 
of the sample below 10 % MAD, while the same performance is shown for ~70 % of the 
sample for the blocks analysis. Better consistency is also shown for the per half-hour analysis 
in the E7 case, plot (c), however both the per half-hour and the blocks analysis show MAD 
values below 10 % for ~90 % of the sample.  
Therefore, the generalisation of the analysis, from individual half-hours to diurnal-blocks, 
produces resulting estimations of improved consistency for the TR customer-class and reduced 
consistency for the OR and E7 customer-classes. It should be noted that these results quantify 
the consistency of estimations but do not guarantee that the estimations are themselves 
accurate with respect to the actual consumption percentages. They are therefore measures of 
precision and not measures of accuracy. If systematic errors (biases) are included in the 
methodology, then it is possible that these will be included in a number of estimations. 
However, higher consistency shows that the resulting combinations-of-metrics are able to 
identify the same features. In all three cases (i.e. TR, OR and E7), more accurate estimations 
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with respect to the target-dataset are given from the per half-hour analysis, as indicated from 
the R2 values in the previous section, as well as from the error between the target percentages 
and the estimated percentages, which is, on average, higher for the blocks approach than for 
the per half-hour approach.  
Based on the above discussion, the final estimations for the percentage-contributions from TR 
(and I&C), OR and E7 consumptions are given according to the average values of: the 5 best 
CoMs from the diurnal-blocks analysis for the TR (and I&C); and the 5 best CoMs from the 
per half-hour analysis, for both the OR and E7. The resulting percentages for TR and E7, with 
respect to the first 6 clusters from Section 5.2 (excluding C-7 and single-GSP clusters-8, 9 ,10 
and 11) are presented in Figure 5.17.  
 
Figure 5.17: Percentages from total residential (TR) and economy-7 (E7) consumption 
Clusters 1 to 6 are in the correct order from decreasing TR contributions to increasing I&C 
contributions, as in the predicted ordering discussed in Section 5.2. There is, however, a 
significant level of overlapping and the clusters are not clearly separable in the final results, 
particularly for TR consumption between 50 % to 80 %. A higher cut-off threshold level in 
the clustering procedure can produce a larger number of clusters with less overlapping, but 
this would also result in more single-GSP clusters with very specific consumption patterns.  
The results are presented in more detail in Table 5.5, for all GSPs and their corresponding 
clusters from Section 5.2, excluding C7 and single-GSP clusters-8, 9 ,10 and 11. Table 5.5 
also presents the mean TR percentages per cluster, as well as the standard deviations for GSP 
percentages within each cluster (mean values are shown under the individual cluster numbers 
and standard deviations are shown in brackets). Ordinary residential (OR) percentages are not 
presented, but similar to the I&C percentages, these can be calculated from the results 
according to (5.6) and (5.7). 
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Table 5.5: Estimated % to total consumption from TR and E7 customer-classes (nearest integer 
approximation) 
While the limited number of GSPs with known percentage-contributions does not allow for 
direct validation, indirect validation can be offered based on previous analysis. The results are 
in agreement with the discussion provided in Chapter 3, Section 3.4, for GSPs with increased 
consumption during the weekends, compared with the general trend of increased consumption 
during the weekdays. It was hypothesised that these GSPs (approximately half of the Danish 
GSPs) are predominantly residential and that for the corresponding load composition, 
consumption is reduced for the days when people are at work and, therefore, spend less time 
at home. The current analysis shows that, indeed, these GSPs have some of the highest 
percentages of TR consumption and belong to cluster 1 (the corresponding correlation between 
estimated TR percentages and weekday/weekend demand differences has been presented in 
Chapter 3, Section 3.4). Higher TR consumption is also shown for the GSPs with increased 
seasonal variability compared to the daily and weekly variabilities, which was also assumed 
























78 92 16 
C4 
70 (6) 
4 64 16 
C5 
58 (5) 
55 62 20 
79 85 14 5 61 13 56 57 14 
82 95 16 6 77 14 57 63 15 
83 94 19 7 76 21 67 60 14 
84 85 21 8 67 22 69 55 15 
85 84 17 10 74 13 72 58 5 
87 92 14 11 58 15 74 57 13 
90 91 24 12 75 28 75 68 18 
92 85 12 13 76 14 77 57 18 
95 96 18 14 78 21 86 53 18 
97 100 20 18 70 11 88 48 22 
C2 
86 (7) 
15 92 22 20 81 17 
C6 
49 (11) 
1 54 23 
17 80 20 21 63 20 2 55 15 
47 81 21 22 67 11 3 50 11 
48 82 14 23 75 18 9 43 13 
50 95 20 25 71 20 16 60 8 
C3 
74 (6) 
59 75 31 27 70 26 24 40 14 
61 65 36 28 65 14 26 54 11 
62 73 32 29 70 10 30 57 13 
64 67 23 32 67 16 31 61 11 
65 66 22 33 62 14 34 36 11 
66 78 23 35 71 23 41 51 13 
68 77 25 36 73 16 42 50 17 
76 77 18 37 71 22 44 60 17 
81 74 9 38 62 2 51 61 18 
98 83 36 39 73 10 52 51 16 
 
40 72 19 53 40 9 
43 66 18 54 52 11 
45 71 17 58 48 23 
46 64 21 60 40 19 
49 81 26 63 51 11 
71 65 17 94 14 20 
73 74 21 
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as for GSPs with stronger seasonal (per half-hour) correlations with temperature, as presented 
in Chapter 4, Section 4.6 (similarly, the resulting correlation between TR percentages and the 
P-T relationship have been presented in Section 4.6).  
Furthermore, and according to (5.7), that the total percentage-contributions from the OR and 
E7 customer-classes sum up to the total residential percentages. This provides another form of 
validation since OR and E7 categories are estimated independently from the TR percentages 
and therefore high deviations with respect to (5.7) can indicate poor performance of the 
models.  
 
Figure 5.18: CDF of the % difference between OR+E7 and TR estimated % contributions 
These results are presented in Figure 5.18 for all GSPs excluding clusters 7 to 11, as previously 
discussed. The error is below 5 % for approximately 65 % of the GSPs and below 10 % for 
approximately 90 % of the GSPs, indicating an overall satisfactory performance for the 
customer-class disaggregation. 
5.4 Chapter Conclusions 
Load composition, with respect to percentage contributions from different customer-classes, 
is in fact a determining factor of the characteristic diurnal consumption patterns (load profiles), 
as well as for the seasonal demand variability. The first is demonstrated by the ability of 
clustering algorithms and other feature-extraction procedures to group together electricity 
substations according to diurnal demand profiles. The second is shown by the inclusion of 
metrics such as the seasonal range of variations and the coefficient of determination (R2 for 
seasonal P-T correlations) as identifiers of the corresponding percentages. However, and as 
demonstrated through the comparison of the clustering-classification (Section 5.2) and the 
more detailed customer-class disaggregation (Section 5.3), care should be taken when relying 
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solely on clustering for GSP-classification. These clusters show intersections and a, relatively, 
wide range of variability for the decomposed percentages (Figure 5.17 and Table 5.5), which 
indicates that accurate estimations require the identification of more fine/detailed differences 
among the considered GSPs. These patterns, as presented in Section 5.3 and particularly in the 
per half-hour analysis, are in good agreement with theoretical/expected markers of load 
composition, such as: demand levels during the mid-day period (associated with commercial 
consumption), morning and evening peaks (associated with residential consumption) and the 
seasonal range of demands during evening and night hours (associated with economy-7 
residential demands).  
It is assumed that the analysis is more accurate for the Scottish GSPs, due to the fact that the 
target (training) dataset was comprised exclusively of Scottish consumption statistics. This is 
supported by the fact that a relatively higher level of inconsistencies has been shown for the 
remaining number of GSPs, in Figure 5.15 (a). However, the methodology presented was 
sufficient to identify GSPs that largely deviate from common demand characteristics and it is 
expected that with a larger training dataset the approach can be improved and extended in 
order to account for a larger set of customer-classes. In the same context, OR and E7 customer-
classes are expected to contain more inaccuracies than the corresponding TR percentages, 
since these groups have characteristics more specific to the Scottish dataset.  
 
      a) 
 
       b) 
Figure 5.19: a) modelled diurnal profiles for various TR contributions and b) correlation of 
estimated and modelled TR percentages 
The relationships established between the various metrics (Table 5.1) and the percentages from 
different customer-classes, can be used for the development of models, able to generate diurnal 
(or seasonal) demand profiles according to selected percentages, in order to be used as inputs 
for subsequent studies (and in cases where actual data is limited or unavailable). Initial results 
from this approach are shown in Figure 5.19 (a). The 6 curves are based on the resulting 
estimations for total residential demands, which are used to produce diurnal demand profiles, 
for specified percentages from the TR customer-class. Figure 5.19 (b) shows the relationship 
(and strong correlation) between the TR percentages for 91 GSPs, as estimated from Section 
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5.3, and the corresponding TR percentages from the modelled diurnal patterns. Modelled 
diurnal profiles are generated for a range of TR [0 100] in steps of 1 %. Then, each profile is 
correlated with the actual mean diurnal profiles of individual GSPs. The TR-level at which the 
correlations are maximized is what is shown as the x-axis in Figure 5.19 (b). The approach can 
be expanded to include the seasonal components, as well as metrics defining the range of 
variations and therefore be able to reconstruct demands according to a more diverse set of 
consumption characteristic.  
Classification and disaggregation of demand measurement according to end-user sector and 
consumption characteristics is important for network operators as well as for electricity 
suppliers. Possible applications include more informed tariff formulations, inputs for the 
development and evaluation of demand-side interventions, assessment for proposed DG-
integration and planning considerations. Customer-class disaggregation based on the analysis 
of direct consumption/demand datasets allows for the development of models that are more 
specific to locations, DNOs and the corresponding customer mixtures, with less reliance on 
survey-based data or the necessity of installing measuring devices at the LV-level (individual 
households, businesses, industries, etc.).   














Chapter 6: Load Disaggregation 
This chapter presents methodologies for the disaggregation of total active power demands into 
generic and specific load components. In the first instance, these are defined according to their 
contributions to the total demand variability whereas, in the second case, two approaches are 
presented for the disaggregation of demands into heating, cooling, lighting and seasonally 
variable non-thermal loads. The results are demonstrated on selected GSPs, that have been 
shown to have distinctively different load compositions, according to the customer-class 
disaggregation approach discussed in the previous chapter, and the final estimations, which 
correspond to the seasonal percentage contributions, are presented based on percentile values 
for a total number of 77 GPS.  
Section 6.1 presents the decomposition of loads according to the seasonal and diurnal 
variabilities. Annual and daily base loads are discussed in Section 6.1.1, which are the 
minimum recorded demands per GSP, throughout the duration of one calendar year and for 
each day of the year separately. Base loads are also determined at each diurnal period (i.e. 
half-hour) in Section 6.1.2, using three different approaches and the results are then utilised 
for the estimation of base temperature values (i.e. threshold or balance-point temperatures), 
which mark thermal-comfort levels and are therefore used in the subsequent sections for 
disaggregation. Similarly, Section 6.1.4 presents two different approaches for the estimation 
of solar irradiance (and solar elevation angle) base levels. The temperature and solar bases are 
specific to the weather-demand interaction for the UK, as only the English and Scottish 
datasets have been used. In Section 6.2, the diurnal, seasonal and seasonal per half-hour base 
active power estimations are used for the decomposition of demands into four different 
portions, which are then expressed in terms of base, intermediate and peak load contributions.  
Section 6.3 introduces three multiple regression models, using active power as the dependent 
variable and various combinations of reactive power, temperature and solar 
irradiance/elevation angle as the sets of independent variables. These are accordingly adjusted 
for the disaggregation of different load types and the results are presented in Sections 6.3.1, 
6.3.2 and 6.3.3, for thermal heating, thermal cooling and lighting loads, respectively. In 
Section 6.4, a novel approach is presented, for the disaggregation of total demand into 
seasonally variable loads, corresponding to thermally-related and non-thermally related 
demands, based on the active power reactive power relationship and relying on power-factor 
data transformations.   
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6.1 Constant and Variable Loads 
An intuitive and logical starting point of the load disaggregation procedure is making the 
distinctions between the variable and constant (base) portions of the aggregated demand 
envelopes. In this context, base loads can be defined as the minimum required active/reactive 
power demands and can be calculated for individual GSPs in a number of ways, depending on 
the selected time-frame, target application or indented use for further analysis. Section 6.1.1 
presents the annual and daily base loads, while the per half-hour base and variable portions of 
the load are further decomposed with respect to the diurnal and seasonal cycles, as presented 
in Section 6.1.2. The results are combined and used to estimate base (i.e. threshold or balance-
point) temperature levels, presented in Section 6.1.3, while Section 6.1.4 presents the 
corresponding solar irradiance and elevation angle bases. Specific definitions, estimation 
approaches and discussions are provided in the subsequent sections. 
6.1.1 Annual and Daily Base Loads 
The annual base load refers to the overall minimum measured demand from a particular GSP 
within the period of one calendar year. An example of the annual base load is shown in Figure 
6.1 (a), in the diurnal perspective, i.e. all daily profiles from a one-year period and in (b), in a 
seasonal perspective, i.e. all half-hourly profiles throughout a one-year period. The annual 
base is calculated as the minimum recorded demand or, alternatively, as the 1st or otherwise 
percentile of recorded demands (indicated in Figures 6.1 (a) and (b) as the black-dotted and 
black-dashed lines, respectively). 
 
         a) 
 
           b) 
Figure 6.1: Examples of a) the annual base load in daily profiles and b) the annual base load and 
the daily base loads in half-hourly seasonal profiles 
Large deviations between the minimum and percentile-minimum values can be indicative of 
outliers in the measured demands (e.g. zero values) and the difference between the two metrics 
can be used to identify them. When no outliers are present the final estimated annual base can 
be expressed as the average of the two. Confidence intervals and error margins can also be 
calculated, based on the two estimates but, generally, these tend to converge within narrow 
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limits, i.e. annual base loads are clearly evident from the demand profiles and are well defined. 
Annual base values have also been discussed in Chapter 3, Section 3.7, in the context of 
demand profiling and for determining the probability of occurrence of maximum and 
minimum demands within different time-frames. In Figure 6.1 (b), the daily-base loads are 
also shown (blue-solid line). These are the minimum required loads for each day of the year, 
also discussed in Chapter 4 Section 4.5, as the minimum-daily demands used in the correlation 
analysis. The minimum of the daily-base loads, in a one-year period, is equivalent to the annual 
base, as shown by the intersection of the blue-solid and black-dashed (and dotted) lines is 
Figure 6.1 (b). 
Figure 6.2 (a) shows the resulting active and reactive power annual bases for 77 GSPs, 
normalised with respect to peak demands per GSP (3.3), and Figure 6.2 (b) shows the 
corresponding bases in terms of actual (non-normalised) demand values. No significant 
correlation can be reported in the first case; however, the correlations can be improved by 
using the actual values, as shown in (b). 
 
     a) 
 
     b) 
Figure 6.2: Relationship between annual active power base and annual reactive power base for 
a) normalised values and b) actual values 
The differences in the distributions of data-points between (a) and (b) are due to the relative 
''distances'' between demands and peak demands connected to issues of normalisation, as 
discussed in Chapter 3, Section 3.2. When the effects of normalisation are removed, the 
correlations are improved, but still below R2 = 0.4, as shown in (b).  While there is a general 
tendency of increasing base reactive power for increasing base active power, the relationship 
shows exceptions and high variability, i.e. between base reactive powers of 0 ≤ 𝑀𝑉𝐴𝑟 ≤ 1, 
there are base active powers of 0 ≤ 𝑀𝑊 ≤ 20. The negative reactive power base values are 
most probably associated with reactive power flows from distributed/renewable generation 
and/or an increase in capacitive loads, at the corresponding GSPs. 
Figure 6.3 (a) shows the relationship between mean active power and base active power and 
Figure 6.3 (b) the relationship between mean reactive power and base reactive power, for 77 
GSPs, in both cases. Actual (non-normalised) values are presented, following the discussion 
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provided for Figure 6.2. The results show strong correlations between mean active power and 
base active power (R2 ~ 0.9) and moderate/strong correlations between mean reactive power 
and base reactive power (R2 ~ 0.65). This demonstrates that, at least in the case of active power, 
the annual bases can be estimated with high accuracy based on mean demands (and vice-
versa), following the equations provided in Figures 6.3 and based on the analysis of the 
available datasets. 
 
    a) 
 
    b) 
Figure 6.3: Relationship between: a) mean active power and annual base active power and b) 
mean reactive power and annual base reactive power  
Aggregate base-loads or system (grid) base-loads are of interest for electricity generation and 
demand/supply balancing, as they are used to define the minimum power required to be 
delivered by the system. In the same context, distinctions are made for the intermediate loads 
and peak loads, in terms of modes of generation and dispatch periods. For the purposes of load 
disaggregation, base demand is useful because it includes loads that remain relatively constant 
for the whole year and irrespective of the hour of the day (Figure 6.1), such as stand-by 
consumption from electronic devices, wet loads and cold appliances (although some seasonal 
variability exists), etc. In reality however and for aggregated demands, such as from MV-
GSPs, the base includes a larger variety of loads that remain relatively constant due to their 
aggregation, i.e. it cannot be assumed that the base loads are homogeneous with respect to load 
type nor that variability is absent from the individual load types. This can be seen from Figure 
6.2 (a) where base loads are within 0.2 to 0.4 (in per unit) of peak demand and from Figure 
6.3 (a) that shows a beta-coefficient of ~0.5 for the base-to-mean relationship. Base-loads 
representative of individual household consumption, such as from data acquired from smart-
metering devices, shows that the ratio of base to peak/mean demand is lower than the one 
shown from this analysis, as it is possible for individual households to reach levels of very low 
power consumption (e.g. during night hours)19. Due to these high ratios with respect to 
                                                   
19 Analysis has also shown a moderate negative correlation (𝑟~ − 0.4) between the ratio of base-to-
mean and the estimated percentage-contributions from total residential demands (TR), from Chapter 5. 
Predominantly residential GSPs (i.e. TR > 90 %) have base-to-mean ratios between 0.3 and 04. 
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peak/mean demands, base loads in MV-GSPs can define the overall minimum requirements, 
however the constituent load categories that make-up base loads are not necessarily stationary 
nor is their range necessarily restricted to the base levels.  This is also supported by Figure 6.1 
(b), which shows the daily-base load for each day throughout one calendar year, were 
distinctive seasonality is evident. The overall constant levels of annual base loads (per GSP) 
present a particular problem for disaggregation because the absence of apparent variability (of 
active and reactive power) limits the suitable approaches that can be used to disaggregate this 
portion of measured demand.  
6.1.2 Base Loads Per Diurnal Periods 
The base loads presented in Section 6.1.1, both annual and daily, make no distinctions between 
the different levels of demands within the diurnal period. An extension of the analysis therefore 
includes determining base loads at each half-hour of the day, or according to available sub-
daily data resolution. The benefit is threefold:  
1) per half-hour base loads can be used to determine the seasonally-constant portion of the 
load for each diurnal period, which is by definition higher than the annual base and the 
difference of the two shows the portion of demand that is constant throughout the year but 
varies from one half-hour to the next. Annual and per half-hour base loads are equal only 
at the half-hour at which annual base is found, as shown in Section 6.1.1, Figure 6.1 (a). 
2) for each half-hour, the difference between the half-hour base load and the half-hour peak 
load, inherently includes the seasonally variable portion of the load, which can be 
associated with demand variations of particular load types (expected) to be used at specific 
period(s) of the day.  
3) the results can be used to determine the base/threshold temperature values, which can be 
defined as the levels at which any further increase/decrease in temperatures results in an 
increase of overall active power demand, due to (but not exclusively) cooling/heating 
loads being switched on (although there exists a latency temperature range, i.e. 
conformable temperatures, and therefore bases can be defined separately for cooling and 
heating loads). 
Accordingly, three different approaches are considered and combined to give the final 
estimations for the quantities discussed above.  
Base Load/Temperature Estimations – Method 1: The first method involves a 3rd degree 
polynomial best fit, for active power and temperature, for each GSP, at each half-hour of the 
day and using weekdays only. The regression approach is similar to that discussed in Chapter 
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4, Section 4.3, but includes the additional 𝑥3 and 𝑥2 terms with their corresponding β - 
coefficients, for 𝑥 – temperature and 𝑓(𝑥) – estimated active power: 
                                                 𝑓(𝑥) = 𝛽1𝑥
3+𝛽2𝑥
2 + 𝛽3𝑥 + 𝛽0                                          (6.1) 
The regression model is also adjusted to minimize the sum of absolute residuals (LAR model), 
in contrast with the conventional least squares method (OLS model) which minimizes the sum 
of squared residuals. The result is a robust version of regression that assigns less weights to 
the data-outliers [214]. An example of the analysis is shown in Figure 6.4, for GSP-14, at 
11:00 hours. 
 
Figure 6.4: An example of the estimation of per half-hour base active power, seasonal range and 
temperature threshold, for GSP-14 at 11:00 hours (weekdays only) – Methods 1 
When the LAR regression is computed, the best fit function (6.1) is retrieved and used to 
estimate the corresponding base demand and temperature threshold values such that: 
                                                       𝑃𝐵(𝑡) = 𝑚𝑖𝑛
 𝑎𝑡 ≤ 𝑥 ≤ 𝑏𝑡 
𝑓(𝑥)𝑡                                                          (6.2) 
                                                      𝑇𝑡ℎ𝑟𝑒.(𝑡) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑎𝑡 ≤ 𝑥 ≤ 𝑏𝑡
𝑓(𝑥)𝑡                                                            (6.3) 
where 𝑃𝐵(𝑡) and 𝑇𝑡ℎ𝑟𝑒.(𝑡) are the base demand and temperature threshold values at half-hour 
𝑡, 𝑓(𝑥)𝑡  is the polynomial best fit as calculated at each half-hour using (6.1) and 𝑎𝑡  ≤  𝑥 ≤
 𝑏𝑡 is the range of temperature values at each half-hour throughout the year. The range of 
seasonal variations, i.e. 𝑃𝑆𝑅(𝑡), is calculated as the difference between the base demand and 
the 95th percentile (maximum) demand, as shown in Figure 6.4, i.e.: 
                                                      𝑃𝑆𝑅(𝑡) = 𝑃95𝑡ℎ(𝑡) − 𝑃𝐵(𝑡)                                                        (6.4) 
This approach performs well in cases where there is a moderate to strong correlation between 
active power and temperature and particularly when the relationship is non-linear, such as in 
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the presence of significant levels of both heating and cooling loads. The geographical locations 
corresponding to the available datasets are characterised by cold/temperate climates and 
therefore do not have cooling demands comparable to heating demands, however the desired 
''turning points'', at the temperature threshold values, can be correctly estimated for 
approximately 75 % of the total number of analysed GSPs. In the cases where this method 
fails, the errors are identifiable from the resulting active power and temperature threshold 
estimations being ''unrealistic'', i.e. outside the excepted range of threshold values. To account 
for these cases and to automate the selection process, a constraint is set so that the active power 
base must correspond to the first derivative of the polynomial fit being equal to zero, such that 
(6.2) and (6.3) are valid only when: 
                                            𝑓(𝑥𝑖)𝑡
′ = 0  and 𝑚𝑖𝑛
 𝑎𝑡 ≤ 𝑥 ≤ 𝑏𝑡 
𝑓(𝑥)𝑡 = 𝑓(𝑥𝑗)𝑡   
                                                               𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑖 = 𝑗                                                               (6.5) 
Base Load/Temperature Estimations – Methods 2 & 3: The second and third methods make 
no use of the active power-temperature relationships and instead rely on the seasonal, per half-
hour profiles of active power demands, using actual and smoothed values as shown in Figure 
6.5, for the same GSP and at the same time, i.e. GSP-14 at 11:00 hours.  
 
Figure 6.5: An example of the estimation of per half-hour base active power, seasonal range and 
temperature threshold for GSP-14 at 11:00 hours (weekdays only) – Methods 2&3 
Base active power demands for each half-hour of the day are calculated from the minimum 
demands; in the first case using the actual normalised demand values (Method-2) and in the 
second case using the ''smoothed'' demand values, as calculated using a moving-average filter, 
given by (3.13), of window length ±20 weekdays (Method-3). The range is defined as the 
difference between any of the two base estimations and the 95th percentile maximum values, 
as in (6.4). For the majority of the GSPs, the two base estimations are at, approximately, the 
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same levels. However, the use of filtered active power values produces base estimates that are 
less sensitive to data outliers, similar to the percentile base values used in Section 6.1.1. 
Marked on Figure 6.5 is also the period from which the corresponding temperature values are 
selected, in order to estimate the per half-hour temperature thresholds, i.e. average value of the 
temperatures within the window defined by the ten lowest active power demands. 
6.1.3 Base Temperatures 
Base (i.e. threshold or balance-point) temperature values have been used in previous studies, 
particularly in the context of estimating heating and cooling degree days (HDD & CDD), as 
in [215] and [216], which can then be used for estimating demands for heating and cooling 
loads. A range of base temperatures is typically chosen from which the corresponding HDD 
and CDD are calculated, at each particular base. In other studies, the bases have been 
calculated from the demand-temperature relationships, with approaches similar to the ones 
used in this thesis (e.g. in [217] for Spain, but not up to a half-hourly resolution). There is no 
single universally agreed temperature threshold value and the choice depends on various 
factors including: the effects of other meteorological conditions such as relative humidity (as 
discussed in Chapter 4), the efficiency of a building's insulation (for more specific studies) and 
the familiarization (of customers) with particular weather conditions, which also relates to the 
geographical location of interest. In the UK, base temperatures are usually defined at around 
15.5 Co for HDD and around 22 Co for CDD [218], although these can vary according to each 
specific study.  
The approaches presented in Section 6.1.2 can be used to provide estimates for base 
temperatures that are derived directly from demand measurements and from demand-
temperature relationships that are tailored to specific locations, populations, building types, 
perceived comfortable temperature levels, etc. Unlike conventionally used base temperatures, 
these estimates are also allowed to vary within the diurnal cycle, accounting in this way for 
changes with respect to the daily periods. Figure 6.6 shows the results for the estimated 
temperature threshold values, based on analysis conducted for the UK-GSPs20 and for the three 
methods discussed in Section 6.1.2.  
For all three methods, there is a distinctive daily pattern with lower base temperatures during 
night and early morning hours that is gradually increasing through the day, reaching a peak at 
                                                   
20 Only the UK GSPs are used in order to give more climate/location specific estimations for the 
threshold temperature values and also because these are the datasets that are used subsequently for 
thermal heating/cooling load disaggregation. As discussed in Chapter 3, the UK data corresponds to the 
North of England and South/Central Scotland. 
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around 16:00 to 19:00 hours and then decreasing again. As the threshold is increasing through 
the day until the evening hours, this implies that heating equipment is turned on at higher 
temperatures than during the night or early morning. If the resulting base temperatures are 
indeed representative of perceived comfort levels, the diurnal patterns could be a result of 
people's daily schedules, in a sense that during periods when people are active at home, their 
response is also more sensitive to decreasing outdoor temperatures.  
 
Figure 6.6: Estimated per half-hour and mean base (threshold) temperatures  
Concerning the relative ''heights'' of the curves; method-1 is probably an overestimation of the 
threshold values, resulting from the application of a 3rd degree polynomial fit (Figure 6.4). 
Although it more closely matches the 15.5 Co mentioned in literature during the night and early 
morning hours (than the other methods during the same period), the values increase up to 21 
Co for afternoon and evening hours, which can be considered unrealistic, at least for heating 
base temperatures (the values are closer to threshold limits that correspond to demand for 
cooling). Methods-2&3 produce similar results, indicating that using the minimum values of 
either actual or smoothed active power has no significant impact on the temperature threshold 
estimations, since in most cases both of these sets of minimum values correspond to the same 
yearly periods (as shown in Figure 6.5). Marked on Figure 6.6 is also the curve for the per 
half-hour mean values, as calculated from all three methods, ranging from ~ 12 Co during early 
morning hours (05:30) to ~18 Co during afternoon hours (17:00), as well as the ''global mean'', 
calculated as a single value from all half-hourly estimations, of all three methods. This is at a 
level of 15.05 Co. 
Since the study of relative comfort temperatures includes psychological, physiological and 
behavioural considerations, the validation process is not straight-forward. The only conclusion 
that can be confidently stated is that the results are based on the analysis of actual demand 
responses and are therefore representative of the recorded changes in demands at MV GSPs. 
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The results are also in agreement with heating base values mentioned in literature. A possible 
systemic error in the presented analysis relates to the fact that for GSPs corresponding to 
customer/households of higher percentages of gas-based heating systems (or other 
technologies, including DG-renewable energy systems), the active power responses are 
compromised and can be less representative of the actual electric heating load responses. It 
should also be noted that although no distinctions are made between heating and cooling base 
temperatures, the range of the results shown in Figure 6.6 indicates that they both have effects 
on the estimations, primarily regarding Method-1, which reaches levels of up to ~21 Co.  
6.1.4 Base Solar Irradiance and Base Elevation Angle  
Estimating ambient solar irradiance levels which correspond to the commencement of artificial 
lighting (i.e. periods at which lights are switched on/off), directly from demand/solar 
irradiance measurements, is more complicated than the estimation of temperature threshold 
levels. As demonstrated in Chapter 4, solar irradiance is not as strongly correlated with active 
power as temperature is, while there are strong dependencies between the two explanatory 
variables, particularly when the solar irradiance levels are replaced and represented by the 
''smooth'' continues measurements of the solar elevation angle. Furthermore, and related to the 
correlation levels, there is a noticeable ''inertia'' with respect to people's responses when it 
comes to adjusting artificial lighting due to changes in ambient light, e.g. an increase in solar 
irradiance due to changes in cloud coverage is not immediately followed by switching-off 
artificial lighting, at least in the absence of automatically controlled lighting equipment. 
Although this assumption is generally and primarily based on personal experience, if the 
reverse was true, it would have probably been evident by stronger correlations between active 
power and solar irradiance (particularly when the effects of temperature are controlled for, as 
it is shown in Figure 6.8). These limitations are better illustrated in Figure 6.7, following a 
similar approach for the determination of base solar irradiance levels as the one presented for 
temperature (Figure 6.4), but this time for 17:00 hours. 
While the polynomial best fit is successful in capturing the base active power demand, the 
solar irradiance base levels range from ~0 to ~0.7, in normalised values (x-axis) and therefore 
there is no clear ''turning point'' solar irradiance, similar to the one that has been shown for 
temperature. Furthermore, and in contrast with the base temperature determination, a 2nd 
degree polynomial fit is applied here. This choice is based on a comparison between various 
fitting functions, from which the selected one demonstrated better consistency over the 48 
diurnal periods and available GSPs, in a sense that it better defines minimum turning points 
that are in agreement with constraints similar to (6.5). 




Figure 6.7: An example of the estimation of per half-hour base (threshold) solar irradiance for 
GSP-14 at 17:00 hours (weekdays only) 
As it is shown in Figure 6.7, the resulting base (solar threshold) is an overestimation, since 
more noticeable increases in active power demands are shown for lower solar irradiance 
values, i.e. between ~0.2 and ~0.3, where it would be more appropriate to select the base.  
 
Figure 6.8: An example of the estimation of per half-hour base (threshold) solar irradiance at 
constant temperature levels, for GSP-14 (weekdays only) 
A second approach is considered in which case the base solar irradiance levels are estimated 
at constant temperatures, in an attempt to mitigate the effects of the dependencies between the 
two explanatory variables. Since active power demand is primarily determined by temperature 
(in the seasonal perspective and for the majority of available GSPs), controlling for 
temperature differences by constraining the temperature levels within narrow limits (i.e. 
blocks) of ± 0.05 per unit, produces a wider range of base solar irradiance estimates. An 
example of the results is presented in Figure 6.8 for GSP-14, showing a tendency of increasing 
solar threshold values for increasing temperatures, particularly between 0 to 0.5 per unit, with 
peaks coinciding with the majority of the temperature data-points, i.e. within 0.5 and 0.8. 
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The final estimations are based on both methods (polynomial and blocks-analysis) and for 
solar irradiance as well as for solar elevation angles, thus giving a total of four diurnal profiles. 
Both variables are normalised with respect to the maximum overall measurement in each 
dataset (per-unit), to allow for comparisons and to produce final base values that are applicable 
for further analysis, irrespectively of which of the two is selected as the input variable. The 
results are presented in Figure 6.9. 
 
Figure 6.9: Resulting estimations for base (threshold) solar irradiance and elevation angles 
While the controlled temperature-blocks approach (Figure 6.8) produces estimates that are 
significantly lower than the corresponding estimates from the polynomial method (Figure 6.7), 
in both cases the characteristic diurnal pattern results in values that can be considered 
overestimations of solar thresholds (this includes the mean per half-hour results from all four 
estimations, shown as the blue-solid line in Figure 6.9). A more reasonable base value is 
calculated by taking the average of all four estimations and over all half-hours of the day. This 
is represented by the black-dotted line in Figure 6.9, which is at a level of ~0.27 per unit.  
These results are of course rough estimations and based on some necessary simplifications. In 
particular, although solar irradiance and solar elevation angles are primarily determined by the 
same underlying process, they are neither equivalent nor perfectly correlated, as solar 
irradiance is affected by atmospheric phenomena (e.g. cloud coverage) and includes 
components of direct, ground-reflected and diffused irradiation. Furthermore, these 
measurements are unavailable (by definition) for night-hours, and the diurnal patterns in 
Figure 6.10 cannot be considered representative of the sunlight-artificial lighting relationship, 
in the same way the patterns in Figure 6.6 (i.e. temperature thresholds) can. Nevertheless, and 
due to the absence of solar irradiance threshold values from literature, the results are used in 
the subsequent lighting-load disaggregation procedures. 
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6.2 ''Naïve'' Disaggregation  
The results presented in the previous sections can be used to summarise distinctions among 
loads, as shown in the example in Figure 6.10, concerning weekdays only, for GSP-14. This 
form of disaggregation does not separate total demand into particular load-types, but it is rather 
an extension of profiling that aims to decompose total demand into constant and variable 
portions, according to the estimated bases and the extent of seasonal load variability.  
 
Figure 6.10: Resulting load distinctions in the diurnal perspective, for GSP-14 
Marked on Figure 6.10 are the annual base and the maximum of the daily-bases, as discussed 
in Section 6.1.1 (Figure 6.1), as well as the half-hourly base values and the half-hourly peak 
values, from Section 6.1.2. The portion (area) of the load marked as A corresponds to the 
annual base, i.e. the minimum required and constant active power demand throughout the year. 
Area-B is the difference between the annual base and the individual per half-hour bases. The 
aggregated loads in Area-B are therefore unchanged with respect to the seasonal variations, 
but variability exists within the diurnal cycle. Area-C is the difference between the maximum 
of the daily-bases and the half-hourly bases and Area-D is the portion of demands with 
seasonal variability, as defined by the loads above the maximum of the daily-bases.  
Therefore, the total of Areas A and B corresponds to demands up to the minimum measured 
active power at each half-hour of the day, i.e. a characteristic day which has half-hourly 
demands that are the minimum recorded throughout the year. The total of Areas B and C 
corresponds to the seasonal range of minimum daily demands and the total of Areas C and D 
corresponds to the range of seasonal variations, above the minimum recorded demands at each 
half-hour of the day.  
These distinctions are illustrated in Figure 6.11, with respect to four different GSPs, i.e. GSPs-
14, 15, 3 and 52. According to the customer-class disaggregation results, presented in Chapter 
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5 Section 5.3, GSPs-14 and 15 can be characterised as primarily residential (approximately 80 
% and 90 % TR consumption, respectively), while GSPs-3 and 52 are considered mixture 
buses with higher percentages of commercial and industrial loads (approximately 50 % I&C 
consumption each). The y-axis in Figure 6.11 is the percentage of the corresponding areas with 
respect to the area defined by the maximum per half-hour demands (i.e. peak demands 
throughout the year, red-dotted curve in Figure 6.10). 
 
Figure 6.11: Resulting load distinctions for GSPs-14, 15, 3 and 52, for active power 
Figure 6.11 shows that the residential GSPs have a higher percentage of loads corresponding 
to the sum of Areas C and D, i.e. the total seasonally variable portion of the load, which can 
be attributed (at least partly) to higher contributions from electric thermal loads, compared to 
the commercial GSPs. This conclusion is further supported by the estimated percentages of 
economy-7 (E7) residential consumption (Chapter 5, Section 5.3), which shows that residential 
GSPs-14 and 15 have approximately 20 % E7 contributions, compared to approximately 10 % 
and 15 % for GSPs-3 and 52.  
It should be noted however, that these distinctions are not strong predictors of the relative 
contributions from the various customer-classes, which requires a more detailed pattern 
identification, as discussed in Chapter 5. Nevertheless, there are general tendencies, for 
example: increased total residential contributions (TR) are associated with increasing 
percentages (to total demand) from Areas C and D, i.e. seasonal variability correlates with 
domestic consumption; and decreasing contributions from TR are associated with increasing 
annual and half-hourly bases, i.e. Areas A and B. This is an indication of a, relatively, more 
constant load composition from the non-domestic sector. These results are supported by the 
analysis presented in Chapter 3, Section 3.3 (Figure 3.6 – Fourier analysis), which showed 
that, for the corresponding GSPs (14, 15, 3 and 52), the diurnal modes of variability had more 
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''weight'' for the commercial GSPs, while the seasonal variability was more important for the 
residential GSPs.  
The extension of the analysis presented here was therefore developed to allow for the 
decomposition of the variable and non-variable portions of active power demand and for 
expressing them as percentages to total demand. The approach can be used to determine the 
base, intermediate and peak portions of active power, for individual GSPs, or for groups of 
GSPs of the same network and depending on the selected definitions for these three load 
categories. For example, the peak demand, for each day of the year, is always included in 
Area-D and, similarly, daily-base loads are always included in Areas A, B and C, while the 
absolute minimum requirements are determined by Area-A. The cumulative distribution 
function (CDF) for demands measured at GSP-14, are presented in Figure 6.12, together with 
the four areas. In this context, Area-A can be considered the base load, Areas-B and C as the 
intermediate load and Area-D as the peak load. 
 
Figure 6.12: CDF of normalised active power and corresponding Areas-A to D 
This approach can be modified to account for shorter periods of time, i.e. within months or 
seasons of the year, in order to more accurately define the corresponding areas for short and 
medium-term expectations from base, intermediate and peak requirements. This will also limit 
the range of peak demands (shown as Area-D in Figure 6.12), to more appropriate levels for 
the corresponding periods, as it is shown to be an overestimation when considering the whole 
year and accounts for ~30 % of the total load, i.e. short-term generation planning will not 
benefit from peak load expectations for the whole year. The results in Figure 6.12 are, 
nevertheless, valid representations of load distributions according to the distinctions made, for 
one-year's measurements. Results for reactive power are not presented due to the low-
significance of the seasonal component and weak correlations with temperature levels, as well 
as low regularity in reactive power demands patterns, as discussed in Chapters 3 and 4. 
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Distinctions between base, intermediate and peak reactive power demands are, nevertheless, 
possible, but due to these irregularities, these loads are not as well defined as in the case of 
active power. Other considerations include the fact that variability is not necessarily seasonal, 
i.e. the difference between base loads and peak loads is not always distributed according to 
temperature-related and yearly-related cycles. This has also been discussed in Chapter 5, for 
purposes of GSP classification and customer-class disaggregation, where the variable portion 
of total demand was weighted against a ''seasonality-metric'' (e.g. R2 of the P-T seasonal 
correlations, presented as Metrics 11&12 in Table 5.1). 
6.3 Multiple-Regression Disaggregation 
An obvious limitation of the ''naïve'' disaggregation approach presented in Section 6.2, is the 
fact that the resulting portions of the total demand are expressed as single or aggregate 
components, e.g. Areas C and D as shown in Figure 6.11, and not as disaggregated loads of 
particular load categories. Procedures aimed at a more detailed disaggregation are presented 
in the current section, based on multiple-regression analysis (also discussed in Chapter 4, 
Section 4.7), for which the generic model (for linear relationships) is in the form of: 
                                              𝑦 = 𝛽0 + (∑ 𝑥𝑖𝛽𝑖
𝑛
𝑖=1 ) + 𝜀 ≈ 𝑓(𝑋, 𝛽)                                                (6.6)                     
where 𝑦 is the measured active power demand, 𝑓(𝑋, 𝛽) is the estimated active power from the 
best fitted surface, 𝑋 is a vector of independent variables 𝑥𝑖, for 𝑖 = 1,2. . 𝑛, where 𝑛 is the 
selected number of independent variables, 𝛽𝑖 are the corresponding beta-coefficients, 𝛽0 is the 
y-intercept and 𝜀 are the error terms, or residuals. The analysis is performed on a per half-hour 
of the day basis, where the data-points are the weekdays of the year, excluding a 10-day period 
during Christmas which includes significant demand deviations due to the holiday season, as 
discussed in Chapter 4, Section 4.7. When the best fit functions are computed the beta-
coefficients are retrieved and then, the estimated loads are in the form of: 
                                                           𝑦𝑖
𝐸 = 𝛽𝑖 ∙ (𝑥𝑖 − 𝑥𝑖𝐵)                                                              (6.7) 
where  𝑦𝑖
𝐸 is the estimated load contribution attributed to explanatory variable - 𝑥𝑖, 𝛽𝑖 is the 
corresponding beta-coefficient or gradient of independent variable 𝑥𝑖 and 𝑥𝑖𝐵 is the base value 
of variable 𝑥𝑖. The selected independent variable(s) bases, as presented in Section 6.1, are 
discussed in the following subsections due to their dependence on the particular load 
categories which are targeted by the corresponding disaggregation models.  
This approach is based on the assumption that within the context of multiple regression 
analysis, the individual beta-coefficients - 𝛽𝑖 can be considered as partial, i.e. the 
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increase/decrease in active power corresponding to gradient 𝛽𝑖 can be attributed to explanatory 
variable 𝑥𝑖, because the effects of the remaining explanatory variables are held constant [219]. 
Furthermore, and for each model, the resulting coefficients of determination (R2) are presented 
in order to demonstrate that there is a satisfactory goodness-of-fit between the dependent and 
independent variables. In the instances when this assumption fails, there are considerably high 
levels of residuals and therefore the disaggregated loads can be considered as less accurate 
estimations of the specific load categories, i.e. (6.7) does not account for the errors and 
therefore the best-fit surfaces must have good modelling performances. All model inputs are 
in normalised values with respect to the maximum value in each dataset (3.3), so that the 
resulting gradients and base values are comparable and within limits of [0 1]. Three different 
models are considered: 
Multiple Regression Model-1: Active power with reactive power and temperature, denoted 
as P-QT. This model is used for the disaggregation of total demand into thermal heating loads 
and based on the fact that electrical heating elements can be considered as primarily/purely 
resistive in terms of their electrical characteristics and with unity power factor [220], [221].  
 
Figure 6.13: Model performances in coefficients of determination - R2 for 77 GSPs, for P-QT 
The model is aimed to account for the seasonal changes in active power demands that can be 
attributed to the corresponding changes in temperature, at constant reactive power levels. The 
overall model performances, as applied to measurements from 77 GSPs, are presented in 
Figure 6.13, in terms of the coefficients of determination - R2.  
Multiple Regression Model-2: Active power with reactive power, temperature and solar 
elevation angles, denoted as P-QTE. The model is used for the disaggregation of total demand 
into thermal heating loads, as Model-1, but in this case the variations of solar elevation angles 
are also taken into account, thus allowing for a portion of the variability to be attributed to the 
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effects of illumination levels. The model performances for 77 GSPs are shown in Figure 6.14. 
The P-QTE model has better overall performance than the P-QT model, with an average R2 of 
~0.75 compared with an average value of ~0.65 for Model-1, as expected due to the inclusion 
of the additional explanatory variable (i.e. solar elevation angle). In both cases the goodness-
of-fit varies among GSPs form ~0.2 to more than ~0.9. There is also an evident tendency of 
relatively higher R2 values for the Scottish datasets (first 53 GSPs), compared with the English 
datasets (GSPs 54-77). 
 
Figure 6.14: Model performances in coefficients of determination - R2 for 77 GSPs, for P-QTE 
Multiple Regression Model-3: Active power with temperature and solar elevation angles, 
denoted as P-TE. This model is used for the disaggregation of total demand into lighting loads, 
based on the assumption that the portion of seasonal variations that is not associated with 
temperature can, at least to some extent, be attributed to the variability of lighting loads. Note 
that reactive power cannot be used in this case to enhance model performance, due to the fact 
that lighting appliances have varied electrical characteristics and therefore it cannot be 
assumed that the aggregated lighting loads operate at a single characteristic power factor 
level21 [222]. The model is also used for the disaggregation of total demand into thermal 
cooling loads, for which reactive power also cannot be assumed to be kept constant during the 
operation of air conditioning systems [221]. The P-TE model performances are shown in 
Figure 6.15, with an average R2 of ~0.65.  
                                                   
21 Although it can be assumed that incandescent lamps have been used prior to 2009-2010, at least in 
the residential sector, the available demand datasets come from various sector-mixtures and from the 
period between 2007 to 2014. 




Figure 6.15: Model performance in coefficients of determination - R2 for 77 GSPs, for P-TE 
For each model and each disaggregated load-type, the estimated contributions are given as 
percentages of total measured demand, i.e.: 
                                                      𝑦𝑖




×100                                                      (6.8) 
where (𝑑, 𝑡) is the particular data-point at weekday – d and half-hour – t. All disaggregated 
loads are based on the analysis of 77 GSPs (for which data for P, Q, T and E were available) 
and the final percentages-contributions are represented by the 50th (median), 95th and 5th 
percentile values. Examples are also provided for particular GSPs, in terms of the seasonal and 
diurnal profiles of the disaggregated loads, to highlight the differences among the different 
models, as well as the differences between buses with different customer-class mixtures. 
6.3.1 Thermal Heating Loads 
For the disaggregation of total demand into thermal heating loads, models P-QT and P-QTE 
are used, following the previous discussion. Regarding the temperature base, i.e. 𝑥𝑖𝐵 as 
described in (6.7), the value of 15 Co is selected. The choice is based on a comparison between 
temperature base values mentioned in literature (~15.5 Co) and the results presented in Section 
6.1.3, which showed lower thresholds, as least for certain periods of the day. Alternatively, 
and based on the same analysis, the threshold temperatures can be allowed to vary throughout 
the diurnal cycle according to Figure 6.6, however analysis has shown that the variable bases 
produce estimations that are, on average over all GSPs, approximately equal to the constant 
base estimations.  
Figure 6.16 shows an example of the resulting thermal heating components as percentages of 
measured demand (6.8), for GSP-14, for all weekdays of the year in the diurnal perspective 
and for models P-QT in Figure 6.16 (a) and P-QTE in Figure 6.16 (b). The results indicate a 
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high presence of economy-7 type customers with thermal heating demands during night hours, 
reaching ~40 % to 45 % of total measured load, for the winter months. This is in agreement 
with results presented in Chapter 5, which showed high E7 percentages for GSP-14 at ~20 % 
of total consumption. 
 
        a) 
 
         b) 
Figure 6.16: An example of the disaggregated thermal heating loads for GSP-14: a) P-QT and b) 
P-QTE 
The inclusion of solar elevation angles in the model brings the overall percentages down, 
throughout the day, apart for the night period between 23:30 to 04:00 hours, as shown in Figure 
6.16 (b). This shows that a portion of the variability is now accounted by loads relating to solar 
irradiance levels (i.e. lighting loads) and particularly for the periods between 04:00 to 08:00 
hours as well as during the mid-day period.  
The flexibility of the disaggregation approach is further demonstrated in Figure 6.17 using the 
results from the P-QTE model, for GSPs-33 and 3.  
 
        a) 
 
         b) 
Figure 6.17: An example of the disaggregated thermal heating loads using model P-QTE for a) 
GSP-33 and b) GSP-3 
GSP-33 (~62 % TR), can be assumed to have a higher percentage of direct electric heating, 
rather than economy-7 storage heating, indicated by the distinctive peak during the 
afternoon/evening period, i.e. between 17:00 to 22:30 hours. This could also be a result of 
increased demands from economy-10 customers, as E10 has reduced tariffs for the evening 
period, as well as for the night period. GSP-3, corresponds to mixture/commercial 
consumption (~50 % TR) and has lower overall percentages of thermal heating loads, with 
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peaks during the night period that can be attributed to the lower percentages of residential 
economy-7 customers (as a percentage to total measured demand – the actual consumption is 
not lower than that shown for GSP-33). The results are in agreement with the results presented 
in Chapter 5, which show relatively low E7 contributions of ~10-15 % for GSPs-3 and 33. 
Figure 6.18 presents the synoptic results for the thermal heating contributions, in the seasonal 
perspective and considering the results from all 77 GSPs, based on the P-QT and P-QTE 
models. The maximum range, for the winter period, is between ~15 % to ~25 %, for both 
methods, while minimum contributions are concentrated in the period between mid-June and 
mid-September at levels between approximately 0 % to 5 %. 
 
Figure 6.18: Estimated contributions from thermal heating loads based on the analysis of 77 
GSPs, for models: P-QT and P-QTE 
Differences between the two models are evident for the median and 5th percentile values, with 
lower estimations for the P-QTE approach, indicating as mention above, that a portion of the 
overall variability is now attributed to loads associated with solar irradiance levels. Note that 
for individual GSPs the percentages can be outside the limits shown in Figure 6.18, as it is the 
case for primarily residential GSPs, an example of which was presented in Figure 6.16.  
Figure 6.19 presents the consistency of the two models among the 77 GSPs used in the 
analysis. Figure 6.19 (a) shows the empirical CDF for the mean difference between P-TQ and 
P-TQE, as a percentage to total active power demand. This is shown to be below 6 % for all 
GSPs and below 3 % for 90 % of the GSPs. Figure 6.19 (b) shows the correlation (in terms of 
R2 values), for the mean diurnal thermal heating contributions for each GSP between the two 
models, i.e. correlations of resulting daily profiles, which is at levels above 0.9 for 
approximately 60 % of the sample and above 0.8 for approximately 80 % of the sample. The 
diurnal distribution of the differences between the two models is shown in Figure 6.19 (c), as 
percentages of total active power. These are the averaged per half-hour differences from all 
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analysed GSPs. Note that the difference is positive as the results from model P-TQE are 
subtracted from the results of model P-TQ. The differences are concentrated during the 
morning period, i.e. between 04:00 to 10:00 hours, with a smaller peak during the period 
between 16:00 to 19:00 hours and are below 1 % of total demand for night hours. 
 
       a) 
 
        b) 
 
   c) 
Figure 6.19: Consistency of estimations between models P-TQ and P-TQE: a) CDF of mean % 
difference, b) R2 of diurnal profiles and c) diurnal distribution of the differences 
6.3.2 Thermal Cooling Loads 
Thermal cooling load estimations are computed based on model P-TE, for the reasons 
discussed in the introduction of Section 6.3. No significant cooling loads can be reported for 
cooling base temperatures of 22, 20, and 18 Co, while any further adjustment of the 
corresponding base below these temperatures can be considered unrealistic, i.e. demands for 
thermal cooling loads (fans and air-conditioners) are not expected at lower temperatures. This 
assumption is supported by the cooling base reported for the UK, which is at levels above 20 
Co. The results are in agreement with the moving-window regression analysis presented in 
Chapter 4, Section 4.8, which showed that although, for some GSPs, positive beta-coefficients 
for the active power-temperature relationship were estimated during the summer period 
(indicating increase in active power demands with an increase in temperature levels), these 
had low statistical-significance, as quantified by the low coefficients of determination for the 
corresponding periods.  
There are, however, some minimum cooling load contributions for a number of GSPs and for 
restricted diurnal and seasonal periods, an example of which is presented in Figure 6.20, for 
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GSP-11. These are concentrated primarily during the summer months (as expected) and during 
the diurnal period between 10:00 to 20:00 hours, peaking during mid-day and early afternoon 
hours, indicating that they are most likely related to the commercial sector (e.g. retail shops, 
offices, etc.). For the example GSP presented in Figure 6.20, contributions from the industrial 
and commercial sectors have been estimated at ~ 40 % of the total consumption (as presented 
in Chapter 5).   
 
       a) 
 
        b) 
Figure 6.20: An example of the disaggregated thermal cooling loads using P-TE model for GSP-
11: a) diurnal and b) seasonal perspectives 
The synoptic results for all analysed GSPs are presented in Figure 6.21, showing maximum 
thermal cooling loads below 2 % of the total measured load for the period. With respect to the 
total annual demands, analysis has shown that the contributions from thermal cooling loads 
does not exceed 1 %, for all 77 GSPs. 
 
Figure 6.21: Estimated contributions from thermal cooling loads based on the analysis of 77 
GSPs, using the P-TE model 
6.3.3 Lighting Loads 
As discussed in Section 6.1.4 and unlike thermal (heating and cooling) loads, the active power-
solar irradiance relationship is weak and non-linear and does not have clear identifiable 
threshold values, or ''turning-points'', which can be used to determine contributions from 
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lighting loads. Unlike thermal demand, demand for electrical lighting is always present 
throughout the year and for all hours of the day (e.g. indoor spaces with no natural-lighting) 
and particularly when considering aggregated demands from MV-GSPs, in which case it is 
impossible to determine periods of zero (or near-zero) lighting loads in the system. The variety 
of lighting appliances with different electrical characteristics means that reactive power 
variations cannot be taken into account in the same fashion as for thermal heating loads, i.e. 
in order to determine changes due to mostly/purely resistive loads (demanding only P, not Q). 
Another important limitation is the absence of detailed validation data in the seasonal and 
diurnal perspectives that can be compared against the results presented in this section, so that 
the procedures can be calibrated against targeted estimations. Available percentages from 
literature are concentrated on household consumption and on total national and sub-national 
consumptions but, as shown in Chapter 5, the majority of MV-substations include demands 
from various customer-classes. In the same context, there are also no detailed load profiles 
regarding public street lighting.  
The presented methodologies are based on the P-TE multiple regression model as presented 
in the introduction of Section 6.3. However, and due to the complications discussed above, the 
disaggregation approach is further divided into two sub-models, each of which includes further 
modifications to the original P-TE procedure and are denoted as Models A and B. The results, 
as in the case of thermal loads, are presented in the seasonal and diurnal perspectives for 
example GSPs and as final estimations of the seasonal percentages, based on the analysis of 
77 GSPs, using percentile values. 
Model-A: a constant solar threshold value is used, at a normalised level of 0.27, denoted by 
the black-dotted line in Section 6.1.4, Figure 6.9. The topocentric solar elevation angle is used 
as the second explanatory variable, the first being temperature. This is allowed to vary during 
night hours (as discussed in Chapter 4, Section 4.2) so that the regression models are not 
compromised by the presence of zero values during early morning and evening hours, when 
solar elevation angles are non-zero only for short periods of the year, a fact that results in poor 
regression models at the corresponding half-hours. However, during the load estimation phase, 
i.e. (6.7), a constraint is set so that: 
                                                   𝑥𝑖(𝑑, 𝑡) = 0  𝑓𝑜𝑟  𝑥𝑖(𝑑, 𝑡) < 0                                                   (6.9) 
and therefore lighting load estimations are not allowed to vary for half-hours - t at weekdays - 
d that have negative solar elevation angles, i.e. the regression models are evaluated on the 
topocentric elevation angles (allowed to vary during night hours), but the lighting load 
estimations are constraint during those periods, according to (6.9). Removing this constraint 
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would allow a large portion of load variability during night hours to be attributed to lighting 
demand, which would then produce unrealistic results for the corresponding periods, i.e. 
lighting loads are relatively constant during the night, throughout the year, but the collinearity 
between temperature and solar elevation would result in higher lighting load contributions 
during the corresponding periods. Another consideration regards the fact that the estimated 
loads can be negative when (𝑥𝑖 − 𝑥𝑖𝐵) is positive, i.e. when solar elevation angles are above 
the selected threshold value. In this case the negative estimations are set to zero, as it is 
assumed that no lighting loads are required for solar elevation levels above the threshold.  
An example of the results is shown in Figure 6.22, for GSP-14 and GSP-3. The presence of 
zero values is due to the fact that the procedure can only account for the seasonally variable 
loads and not for the seasonally constant loads. Furthermore, and as previously mentioned, the 
approach is based on the assumption/simplification that above the threshold values no lighting 
loads are required. 
 
       a) 
 
        b) 
Figure 6.22: An example of disaggregated lighting loads using Model-A for: a) GSP-14 and b) 
GSP-3 
The shifts in the peaks during the evening hours (and particularly for the residential GSP-14) 
are in agreement with the result for the rate of change of active/reactive power, as illustrated 
in Chapter 3, Section 3.8, which showed that during the late evening, demands increase later 
during the summer months (highest excursion during June) and earlier during the winter 
months (in December). This seasonality was also demonstrated in Chapter 3, Section 3.7, by 
the periods of occurrence of peak demands in the system, which also showed seasonal 
variability. There are however, for both GSPs, unrealistic load patterns, including the 
decreasing trends for several weekdays of the year between 04:00 to 10:00 hours, a period at 
which increasing demand for lighting is expected throughout the year, as well as the night peak 
shown for GSP-14, between 01:00 to 02:00 hours. There are also distinctively low 
contributions (close to zero) during the mid-day period, i.e. working/office/retail hours, which 
may indicate low seasonal variability of lighting loads during this time. 
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The final seasonal estimations, based on the analysis of 77 GSPs are presented in Figure 6.23, 
in median, 95th and 5th percentile values. The results vary between ~ 5 % to ~14 % for 
December and January and between 0 % and ~ 10 % for mid to late June, coinciding with the 
summer solstice, as expected. 
 
Figure 6.23: Estimated contributions from lighting loads (seasonally variable) based on P-TE, 
Model-A 
Model-B: is based on the same approach as Model-A, modified by using a variable solar 
elevation base that is allowed to change with respect to the half-hour of the day, as presented 
in Section 6.1.4, Figure 6.9 (denoted by the blue-solid line), but which is not allow to vary 
below the mean threshold level of 0.27, in order to account for lighting loads during the night 
hours. Examples are shown in Figure 6.24, for GSPs-14 and 3, in the diurnal perspective.  
 
        a) 
 
         b) 
Figure 6.24: An example of disaggregated lighting loads using Model-B for: a) GSP-14 and b) 
GSP-3 
The results for Model-B better match the assumed diurnal patterns of lighting load 
consumption, also found in literature (e.g. from household consumption statistics in [106]), 
with distinctive peaks during morning and afternoon to evening hours for the residential GSP, 
in Figure 6.24 (a), and higher contributions during mid-day for the commercial GSP, in Figure 
6.24 (b). The results therefore indicate that using a variable solar base produces estimations 
that better resemble the inherent characteristic profiles of the corresponding GSPs. 
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However, as with Model-A, the approach cannot account for portions of lighting load that are 
below the seasonal variations limit (as described in Section 6.2). While the range of 
percentages appears excessive for lighting loads, when considering the seasonal component 
only (i.e. percentages in literature vary between 5-20 % for the total contributions in the 
residential sector [106]), it should be noted that the presented percentages are with respect to 
measured demands at the corresponding weekdays and half-hours, i.e. percentages tend to 
increase for periods of lower overall demand. When the synoptic results are considered, based 
on the percentile contributions from all available GSPs, the estimations fall within more 
reasonable limits. These values are presented in Figure 6.25.  
 
Figure 6.25: Estimated contributions from lighting loads (seasonally variable) based on P-TE 
Model-B 
Both models performed well in capturing the (assumed) seasonal variability of lighting loads, 
with the minimum and maximum contributions estimated during the summer and winter 
solstices, respectively (shown in Figures 6.23 and 6.25). These correspond to the periods of 
maximum and minimum available ambient sunlight. Furthermore, minimum lighting loads do 
not coincide with minimum thermal heating loads, as presented in Figure 6.18, with the latter 
found approximately one month later, at the end of July - beginning of August. This 
observation is in agreement with the seasonal patterns of temperature and elevation angles, as 
presented in Chapter 4, Figure 4.33, which showed that the two parameters are out of phase 
by approximately 1.5 months, and thus a similar difference in the minimum disaggregated 
heating/lighting loads was expected.  
As Model-B produces realistic/expected consumption patterns, i.e. morning and evening peaks 
for the residential GSP and midday peaks for the commercial/mixture GSP, a base lighting 
demand can be added to the results in order to produce estimations of the total lighting load. 
The added base needs to be constant with respect to the seasons (as the seasonal variability is 
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captured by Model-B), but variable according to the hours of the day, as demand for lighting 
is sensitive to the different diurnal periods, as well as with respect to customer-sectors (i.e. 
consumption profiles). For example, for the residential GSP, a 5 % base can be added and 
similarly a 15 % base can be added for the commercial/mixture GSP (as higher, seasonally-
constant lighting demands are expected from the non-domestic sector), [71], [106] and [111]. 
Examples, for GSPs 14 and 3 are presented in Figure 6.26. The results are calculated by adding 
the mean contributions to total demand from Model-B (Figure 6.24) to the, assumed, base 
lighting load demands. The bases correspond to the selected percentages, i.e. 5 % for GSP-14 
and 15 % for GSP-3, multiplied by the mean demand per half-hour of the day.  
 
Figure 6.26: Mean lighting load contributions to total active power demand, for GSPs 14 and 3 
These final adjustments are based on some reasonable but nevertheless precarious 
assumptions. In particular, the percentages of the added base-contributions are chosen to match 
assumed total demands for lighting, which might not be accurate and are not tailored for the 
specific customer-classes supplied by the corresponding GSPs. Furthermore, these 
percentages are added according to the mean demands per half-hour, e.g. for GSP-14, a 5 % 
increase during the evening corresponds to more load than a 5 % increase during mid-day, and 
the adjustment is therefore based on the assumption that lighting load demands are linearly 
correlated with total demand per half-hour. The estimations can be improved by informing the 
final base adjustments with known disaggregated percentages from SM-data, corresponding 
to specific customer-classes and to the same locations as the MV-data.  
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6.4 Data Transformations and Power Factor Analysis 
This section introduces a novel methodology developed for the disaggregation of active power 
into components of seasonally-variable thermal and non-thermal loads. The approach is based 
on the analysis of the active power - apparent power relationship, or power factor (PF), which 
can be expressed as: 






                                                (6.10) 
where P and Q are the measured active and reactive power demands and S is the corresponding 
apparent power, at half-hour - t and weekday – d, excluding a 10-day period during the 
Christmas holidays, as in the previous section. By rearranging (6.10) it is possible to construct 
(counterfactual) active power values, at constant power factor levels - pf, that correspond to 
the actual/measured reactive power, in the form of: 
                                                 𝑃𝐸(𝑑, 𝑡, 𝑝𝑓) =
𝑝𝑓
√1−𝑝𝑓2
×𝑄(𝑑, 𝑡)                                                 (6.11) 
where pf is then allowed to vary between [0 1] in iterative steps of 0.01 (or otherwise), so that 
for each half-hour of the day arrays of ''expected'' active power values - 𝑃𝐸 are calculated at 




), they are perfectly correlated with 𝑄(𝑡)  and thus the remainder between 
actual measured active power and 𝑃𝐸 is assumed to be related to electrical resistive loads (i.e. 
the variations of 𝑄(𝑡) are assigned to the corresponding 𝑃𝐸(𝑡, 𝑝𝑓)). The difference is given 
by: 
                                                   𝑃𝐷(𝑡, 𝑝𝑓) = 𝑃(𝑡) − 𝑃𝐸(𝑡, 𝑝𝑓)                                                  (6.12) 
where 𝑃𝐷(𝑡, 𝑝𝑓), 𝑃(𝑡) and 𝑃𝐸(𝑡, 𝑝𝑓) are arrays with weekdays of the year as data-points. 
Single axis transformations are essentially considered in the form of x-axis rotations, so that 
the remainder 𝑃𝐷 gradually decreases for increasing power factor levels -  pf. However, due to 
the inherent variability of the actual active power demand and the gradients of the 
transformation axes, the gradual decrease in active power values is not uniform among the 
weekdays of the year, at constant half-hours. As a result, the corresponding seasonality of the 
𝑃𝐷 datasets changes for different pf levels and this is exploited in the second step of this 
analysis, where these values are correlated with measured temperature and reactive power.  
While the analysis is presented in terms of power factor levels, from a mathematical 
perspective the described transformations may not be necessarily restricted to pf changes and 
can be expressed as functions of simple gradient ascents, such that: 
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                                                          𝑃𝐸(𝑡, 𝑏) = 𝑏×𝑄(𝑡)                                                            (6.13) 
for variable values of b within some chosen range, as in the case of pf. In fact, due to the 
denominator term in (6.11), i.e. √1 − 𝑝𝑓2, there is an increasing ''gap'' between the 
transformed axes for increasing pf values, as it can be seen in Figure 6.27. This means that, for 
constant iteration steps, the resolution of the analysis decreases as the reference power factors 
approach unity. For very small iteration steps (e.g. ∆𝑏 or ∆𝑝𝑓 of 0.005 or smaller) and for 
relatively small pf (or 𝑏) levels, the two methods produce similar results, however, the two 
quickly diverge for higher values. Because actual demand levels are usually restricted within 
power factors of ~0.95 to 1 and because the 𝑃𝐷values of interest correspond to demand 
differences which are measured below the lower limits (i.e. 𝑃𝐸 lines below measured demand), 
the use of power-factor transformations is considered acceptable. Note that there is also an 
infinite number of possible functions that can determine 𝑃𝐸 (6.11) and thus 𝑃𝐷(6.12) which 
may be non-linear, i.e. these are not restricted to linear-polynomial functions, nor to 
polynomial functions for that matter. In fact, it is reasonable to assume that other 
transformation functions maybe proven more appropriate for the proposed analysis.  
The procedure, as described so far, is illustrated in Figure 6.27, using P-Q measurements (non-
normalised) from GSP-14 at 16:00 hours. An example of the estimated quantities is shown for 
a particular weekday of the year (intersections of red-dashed lines). 
 
 Figure 6.27: Illustration of the approach for determining the PE and PD portions of total active 
power, for GSP-14 at 16:00 hours 
Marked on Figure 6.27 is also a specific power factor level of 0.953, denoted as reference 
power factor - PFR. This corresponds to the power factor which produces a 𝑃𝐷 dataset that 
minimizes the correlations with the measured reactive power Q or alternatively the reference 
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power factor can be selected at the point at which 𝑃𝐷 maximizes the correlations with measured 
temperature - T. Ideally, the corresponding maximization/minimization transformations will 
coincide, so that the resulting 𝑃𝐷 at reference power factor PFR (or reference gradient - bR) will 
simultaneously do both, thus correctly representing thermally-dependent resistive types of 
loads. Examples of the resulting correlations in squared correlation coefficients (4.3), for 48 
half-hourly periods are shown in Figure 6.28 (a) for 𝑃𝐷 with reactive power and in Figure 6.28 
(b) for 𝑃𝐷 with temperature, for GSP-31. 
 
         a) 
 
          b) 
Figure 6.28: Examples of the resulting 𝑷𝑫 correlations with: a) reactive power - Q and b) 
temperature - T, for 48 half-hours, GSP-31 
There is a general tendency of decreasing correlations of 𝑃𝐷with reactive power for increasing 
reference power factors and similarly, a tendency of increasing correlations with temperature. 
For this particular GSP, there is a very good ''agreement'' between the points of 
minimization/maximization, as it is shown in Figure 6.29, for all 48 half-hours of the day.  
 
          Figure 6.29: Resulting reference power factors - PFR, for 48 half-hours, GSP-31 
Marked on Figure 6.29 are also the mean PFR of the minimization/maximization power 
factors, as well as the mean power factor values calculated directly from the measured P-Q 
values, in order to demonstrate that the transformations do not exceed the limits of actual 
active/reactive power levels, i.e. 𝑃𝐸 is not larger than P and thus 𝑃𝐷 is positive. These 
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conditions are not always met and the ''ideal'' scenario shown in Figure 6.29 is not 
representative of all GSPs, at all half hours of the day. In particular, for a number of GSPs, 
there is a low correlation and high deviation between the 𝑇𝑚𝑎𝑥 and 𝑄𝑚𝑖𝑛 reference power 
factors, for the 48 diurnal periods. When the minimization/maximization reference power 
factors do coincide, the estimated loads 𝑃𝐷 have improved correlations with temperature and 
decreased correlations with reactive power and thus the assumption that follows is that the 
portion of active power given by 𝑃𝐷 is temperature related (to a higher degree than the original 
P) and is also mostly/purely resistive (without Q demand), which can be considered as the 
characteristic ''signature'' of thermal electrical heating loads. 
The results for 77 GSPs are shown in Figure 6.30 using: a) the Pearson's correlation coefficient 
(4.3) that quantifies the covariance of the diurnal patterns of the two reference power factors 
and in b) the mean absolute error to quantify their differences, i.e. sum of absolute differences 
averaged over the 48 half-hours of the day, per GSP: 
                                    𝑀𝐴𝐸 =
1
48
∑ |𝑃𝐹𝑅(𝑄𝑚𝑖𝑛(𝑡)) − 𝑃𝐹𝑅(𝑇𝑚𝑎𝑥(𝑡))|
48
𝑡=1                                (6.14) 
Agreement between moderate/strong correlations and low MAE is shown for approximately 
30 % of the total number of GSPs. This is based on (arbitrarily) chosen correlation levels of 
0.6 (satisfied by ~40 % of the GSPs) and MAE levels below 0.3 (satisfied by ~60% of the 
GSPs).  
 
      a) 
 
         b) 
Figure 6.30: a) Correlation coefficients – r and b) mean absolute error – MAE, between the 
estimated Qmin and Tmax reference power factors - PFR, for 77 GSPs 
In the instances where the PFR for 𝑇𝑚𝑎𝑥 and 𝑄𝑚𝑖𝑛 don not follow similar diurnal patterns 
and/or when their values largely deviate, the following justification can be given: at a specific 
t, if PFR of 𝑄𝑚𝑖𝑛 is higher than PFR of 𝑇𝑚𝑎𝑥, more load can be attributed to the total 
temperature related portion, however not all of it can be assumed to be mostly/purely resistive. 
This is particularly true during afternoon to evening hours for residential GSPs when 
occupancy related loads, lighting load, etc. are present. These loads are not mostly/purely 
resistive, but typically have seasonally variable components. This can be seen in Figure 6.29, 
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between 17:00 to 21:00 hours. Similarly, a primarily commercial GSP potentially includes a 
larger percentage of inductive/capacitive loads during the mid-day period (e.g. motors, power 
electronic, lighting loads, etc.) and thus the reference power factor for 𝑄𝑚𝑖𝑛 would be higher 
(during those half-hours) than 𝑇𝑚𝑎𝑥. Note that in all cases, and as it can be seen in Figure 6.27, 
the higher the PFR the lower the percentage of the resulting 𝑃𝐷 (with respect to total measured 
aggregate P) and thus less load is assigned to the corresponding load categories. 
In the final step, the seasonal variations of active power demands are separated between the 
thermal (heating) components and the non-thermal components, denoted respectively as 𝑃𝑇𝐻 
and 𝑃𝑁𝑇𝐻 and calculated using: 
                                             𝑃𝑇𝐻(𝑡) = (
𝑃(𝑡)−𝑃𝐵(𝑡)
𝑃(𝑡)
) ×𝑃𝐷(𝑡, 𝑃𝐹𝑅)                                             (6.15) 
                                            𝑃𝑁𝑇𝐻(𝑡) = 𝑃(𝑡) − (𝑃𝐵(𝑡) + 𝑃𝑇𝐻(𝑡))                                            (6.16) 
where 𝑃(𝑡) is the measured active power and 𝑃𝐵(𝑡) is the per half-hour seasonal base load, as 
calculated in Section 6.2 and illustrated in Figure 6.10 by the green-solid line. Equations (6.15) 
and (6.16) are based on simple assumptions relating to the presented axis transformations as 
well as on a heuristic approach after examination of the resulting  𝑃𝐷 datasets. The  𝑃𝐷 datasets 
are essentially overestimations for the diurnal periods when most of the seasonal variability 
can be attributed to thermal heating loads, because Q and T correlations can be 
minimized/maximized at low reference power factors. Similarly, for periods of low 
contributions of thermal-resistive loads the results are underestimations and often include 
negative values. In both cases the seasonal periodicity of the resulting 𝑃𝐷 (per half-hour) is 
shown to be reasonable for heating demand and the problem is the overall level of these 
estimations. In the same context, simply removing the base - 𝑃𝐵 produces underestimations 
and in many cases, non-zero results only for the diurnal periods of high heating demand. The 
proposed adjustment in (6.15) estimates thermal heating loads as the product of 𝑃𝐷values and 
the ratio of the seasonally variable load (Section 6.2) to the total load.  It therefore restricts the 
values of 𝑃𝑇𝐻 within the limits defined by the actual recorded demand and the minimum 
recorded demand, at the specific half-hour of the day (over all weekdays). This adjusts both 
overestimations and underestimations and, assuming that the seasonality defined by 𝑃𝐷 is 
correct, the results properly represent the desired load category. The remaining portion of the 
seasonal demand is then attributed to the non-thermal loads 𝑃𝑁𝑇𝐻, using (6.16).  
An example of the correlations of the estimated loads with measured reactive power and 
temperature are shown in Figure 6.31, in order to demonstrate that these have improved 
correlations with temperature and decreased correlations with reactive power, in the case of 
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𝑃𝑇𝐻. Conversely, the analysis shows improved correlations for 𝑃𝑁𝑇𝐻 with reactive power and 
decreased correlations with temperature. Since the analysis is based on transformations of P-
Q, the changes in correlations are more pronounced for reactive power than for temperature. 
For reference, the initial P-Q and P-T correlations are also shown. 
 
Figure 6.31: Correlations of measured and estimated loads (P, PTH and PNTH) with measured 
reactive power - Q and temperature - T 
The choice of a reference power factor - PFR in (6.15) is also not straight-forward and the 
considerations previously discussed regarding the correlations and deviations of 𝑇𝑚𝑎𝑥 and 
𝑄𝑚𝑖𝑛 should be taken into account, especially when the interest is concentrated on demands 
from individual GSPs and not on overall grid characteristics, as each individual GSPs 
generally have different levels and diurnal patterns for the resulting 𝑇𝑚𝑎𝑥 and 𝑄𝑚𝑖𝑛 reference 
power factors.  
 
        a) 
 
         b) 
Figure 6.32: Examples of estimated loads for a winter day (day of peak demand), GSP-14, for: 
a) PTH and b) PNTH loads  
An example of the differences in estimated loads is shown in Figure 6.32, for 𝑃𝑇𝐻 in (a) and 
𝑃𝑁𝑇𝐻 in (b), for a single winter day in normalised values (3.3), for GSP-14. In each plot, the 
estimations based on 𝑇𝑚𝑎𝑥 and 𝑄𝑚𝑖𝑛 are presented, as well as an estimation based on the 
average of the two. The resulting loads from 𝑇𝑚𝑎𝑥 and 𝑄𝑚𝑖𝑛 converge during the night between 
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02:00 to 06:00 hours, when the seasonal portion of the load can be mostly attributed to resistive 
thermal heating loads (for this specific GSP, also presented in the disaggregation approach of 
Section 6.3). During the same period, the corresponding 𝑃𝑁𝑇𝐻 load drops close to zero and 
peaks during the morning between 07:00 to 10:00 hours and during the evening between 17:00 
to 20:00 hours. 
Figure 6.33 shows the results for the same GSP, in the seasonal perspective and for two 
characteristic hours of the day, i.e. at 17:00 hours in (a) and at 03:00 hours in (b). The loads 
presented in this figure are calculated with respect to the 𝑄𝑚𝑖𝑛 and therefore the disaggregation 
is based on minimizing the correlations with reactive power.  
 
          a) 
 
          b) 
Figure 6.33: Examples of estimated loads PTH and PNTH, for GSP-14 at a) 17:00 hours and b) 
03:00 hours 
𝑃𝑁𝑇𝐻 loads are higher than 𝑃𝑇𝐻 loads during the afternoon, shown in Figure 6.33 (a), when 
there is a higher percentage of seasonally-variable demand that cannot be attributed to space 
heating, as discussed before. The reverse is true during night hours, in Figure 6.33 (b), when 
the 𝑃𝑁𝑇𝐻 loads drop to zero and the demand for heating accounts for (almost) 100 % of the 
seasonal variability of active power. Since 𝑃𝑁𝑇𝐻 loads are more strongly correlated with the 
variations of reactive power (Figure 6.31), inferences can be made about the load categories 
which they represent. These are assumed to include the seasonally variable portions of lighting 
loads, loads related to the use of electronic devices such as audio-visual equipment and ICT 
(PCs, monitors, networking, etc.) and in general non-unity power factor loads that can be 
affected by weather related changes (temperature and solar irradiance) and changes in 
occupancy levels.  
Percentages for 𝑃𝑁𝑇𝐻 loads are presented in Figure 6.34, for two characteristic GSPs, i.e. GSP-
14 and GSP-3, as in Section 6.3. The corresponding results for the thermal heating - 𝑃𝑇𝐻 loads 
are presented in Figure 6.35, for the same GSPs. All percentages are calculated using (6.8) and 
based on the 𝑄𝑚𝑖𝑛 reference power factor.  




      a) 
 
       b) 
Figure 6.34: Estimated PNTH loads for: a) GSP-14 and b) GSP-3 
Estimated participation of 𝑃𝑁𝑇𝐻 loads (Figure 6.34) peaks during the morning and afternoon 
to evening periods between 06:00 to 10:00 hours and 17:00 to 22:00 hours respectively, while 
participation of 𝑃𝑇𝐻 loads (Figure 6.35) is maximized during the night. In both cases, the 
results are more pronounced for the predominantly residential than for the commercial/mixture 
GSP. This is due to the higher percentage of seasonally variable loads for the residential GSPs, 
as presented in Section 6.1.5. Moreover, 𝑃𝑇𝐻 results, based on the current approach, are 
comparable with the results presented in Section 6.3 based on the multiple-regression 
disaggregation, in Figures 6.16 and 6.17. 
 
        a) 
 
       b) 
Figure 6.35: Estimated PTH loads for: a) GSP-14 and b) GSP-3 
The synoptic results from 77-GSPs, regarding the percentage contributions from 𝑃𝑁𝑇𝐻 loads 
are presented in Figure 6.36 (a). 𝑃𝑁𝑇𝐻 loads are shown to reach peak levels of ~ 15% during 
winter for the 95th percentile values with a median at ~8 % and the 5th percentile values at ~4 
%. The seasonal minimum is found during mid-July when loads range between 0 to ~5% of 
total measured active power among all analysed GSPs. Figure 6.36 (b) shows the 
corresponding synoptic results for the 𝑃𝑇𝐻 loads. These have maximum values during winter 
between ~15 % to 30 % and ~20 % for the median values and minimums during mid-July, 
ranging between 0 % to ~5 %. Compared with the results presented in Section 6.3, the current 
methodology produces estimations that are approximately 5 % higher during the winter period, 
i.e. ~20 % for the current median value, compared with ~ 15 %, for both the P-QT and P-QTE 
models. Similarly, there is an approximately 5 % difference for the 5th as well as for the 95th 
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percentiles, with higher estimations shown, in each case, for the current methodology. The 
seasonality patterns and periods of maximum and minimum thermal-heating demands 
coincide for the two methods.   
 
        a) 
 
        b) 
Figure 6.36: Estimated percentage contributions from: a) PNTH and b) PTH loads, for 77 GSPs 
The results presented based on the power factor axis-transformation approach demonstrate that 
it is possible to decompose the variable portion of the load in portions that differentiate not 
only according to weather sensitivities but also according to (assumed) electrical 
characteristics. The distinctions made between 𝑃𝑇𝐻 and 𝑃𝑁𝑇𝐻 loads show that there are 
regular/consistent seasonal changes in demands that are not only related to changes in thermal 
heating loads. The range of 𝑃𝑁𝑇𝐻 loads is comparable with the results presented for lighting 
load disaggregation in Section 6.2, which indicates that both methods produce results that 
include demand variability that includes, but is not necessarily fully related to lighting loads. 
This is confirmed, for example in [106], where smart meter and survey based results show that 
seasonal variability exists for cold loads and wet loads, but to a lesser extent than for thermal 
and lighting loads. A reasonable assumption, based on the current analysis, is that such 
variability also exists for the use of electronics such as audio-visual and computer devices, 
related to variable occupancy levels and particularly when considering primarily residential 
GSPs. 
6.5 Validation of Thermal-Heating Load Disaggregation 
Precise and direct validation of the presented disaggregation methodologies would require 
knowledge of the specific disaggregated load contributions from the individual load categories 
discussed in the previous sections, which would also need to correspond to specific 
aggregation points, i.e. GSPs. Such data is, however, unavailable and therefore the validation 
approach presented in the current section relies on the approximate agreement between the 
IGZ consumption estimates, discussed in Chapter 5, Section 5.3.2 and the disaggregated loads 
of Sections 6.3.1 and 6.4. Validation is thus presented for the disaggregated thermal heating 
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load contributions, as these are the only loads for which validation data is directly accessible 
through the total economy-7 energy consumption statistics.    
The procedure is based on the assumption that the total sum of the disaggregated thermal 
heating loads, i.e. 𝑃𝑇𝐻 (converted into units of energy - kWh), should be, approximately, equal 
to the portion of the economy-7 (E7) consumption which is of excess to the ordinary-
residential (OR) consumption, as derived for the IGZ data and for each individual GSP under 
consideration. As the difference between the E7 and OR consumption is assumed to be directly 
related to night-hour economy-7 tariffs (used for space and water heating) the calculations are 
concentrated on the period between approximately 11:30 and 07:00 hours (performed in 
iteration-steps of increasing night period duration), which is denoted as NH in (6.17), i.e.: 
                                                 𝑁𝑜. 𝐸7(𝐸7̅̅̅̅  − 𝑂𝑅̅̅ ̅̅ )   ≈   ∑ 𝑃𝑇𝐻𝑁𝐻                                          (6.17) 
where  𝑁𝑜. 𝐸7 corresponds to the number of economy-7 meters, at each GSP, 𝐸7̅̅̅̅  and 𝑂𝑅̅̅ ̅̅  
correspond to the mean economy-7 and ordinary-residential energy consumptions (annual), 
per meter (at each GSP), while the right-hand-side summation corresponds to the total energy 
consumption, during night-hours (i.e. NH), as estimated from the either the multiple-regression 
(Section 6.3.1) or the power-factor (Section 6.4) disaggregation methods (converted from units 
of power to units of energy, i.e. total annual consumption in kWh). The validation results are 
presented for the 11 GSPs for which IGZ data was retrieved, as discussed in Chapter 5. 
 
       a) 
 
       b) 
 
        c) 
Figure 6.37: Scatter plots of IGZ consumption data compared to 𝑷𝑻𝑯 estimates form the PF-
method in a) and the MR-method in b) and % error with respect to the IGZ data, for both 
methods, for 11 GSPs in c) 
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Figures 6.37 (a) and (b) are scatter plots of total annual energy consumption, where, in both 
plots, the y-axes correspond to the left-hand-side of (6.17), for each of the 11 GSPs and the x-
axes correspond to the 𝑃𝑇𝐻 night-period energy consumption from the PF-method, in (a) and 
the MR-method in (b). Figure 6.37 (c) shows the percentage error between the two estimated 
consumptions, for both methods, with respect to the IGZ estimates, and for each GSP. The 
error is shown to be below 10 %, for both methods, for 9 out of 11 GSPs, with the highest 
errors found for GSPs 9 and 10 and, in particular, for the MR-method, reaching a maximum 
error of ~25 %. 
Despite the fact that the results indicate good/satisfactory model performances (error below 
10 %), there are a few important considerations regarding the validation methodology which 
should be discussed. Firstly, and as previously mentioned, the analysis is performed in iteration 
steps, where in each step the window of night-hour period is increased from 11:30-12:00 (i.e. 
smaller window of a 30-minute duration) up to 11:30-07:00 hours (i.e. largest widow of 7.5 
hours' duration). In each iteration step the total energy consumption (as calculated from the 
RHS of (6.17)) is compared to the total IGZ energy consumption (as calculated from the LHS 
of (6.17)). The results presented in Figure 6.37 correspond, for each GSP, to the window length 
which minimises the error between the two thermal heating consumption estimates and it 
therefore represents the best possible agreement between disaggregated loads and validation 
data. These ''error-minimisation'' periods are, however, not equal in length among GSPs and 
particularly among the two disaggregation methods.   On average, over all 11 GSPs, the error 
is minimised for a window length which spans from 11:30 to 04:00-05:00 hours, for the PF-
method, while the period of error minimisation shifts to approximately 06:00-07:00 hours for 
the MR-method. This means that the PF-method (Section 6.4) produces higher estimates (and 
higher night-period estimates) for the total thermal demand, compared with the MR-method 
(Section 6.3.1). This differences have also been discussed with respect to the results presented 
in Figure 6.36, in the previous section. Since the extent of the night-period window is less than 
the corresponding duration of economy-7 tariffs (which, as the name suggests, covers a 7-hour 
period) for the PF-method, it can be assumed that the disaggregated loads may include non-
thermal/heating demands, whereas, in the case of the MR-method, the window extends (for a 
number of GSPs) over the prescribed E7 tariff period, which may suggest an underestimation 
of the corresponding loads. However, it is also possible that requirements for heat storage and 
water heating applications are met before the completion of the 7-hour period, in which case 
the results would suggest a more accurate representation of the corresponding load categories 
from the PF-method. It should also be mentioned that, while the analysis presented in Sections 
6.3 and 6.4 is demonstrated on weekdays only (and excluding Christmas holidays), the 
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validation results required the inclusion of all 365 days of the year. This, in turn, required a 
separate analysis of weekends and the inclusion of days with atypical consumption patterns 
(i.e. holidays) which may have potentially decreased the overall accuracy of the described 
methods.  
Furthermore, although the two methods produce comparable results (which was also 
demonstrated for the average seasonal contributions of thermal heating loads in Figures 6.18 
and 6.36), the two are not equivalent regarding the resulting estimations per GSP. A 
comparison is presented in Figure 6.38 based on the analysis of all GSPs for which active and 
reactive demand data were available. Figure 6.38 (a) shows the average thermal-heating loads 
considering all hours of the day, per GSP, for the PF-method (x-axis) and for the MR-method 
(y-axis), i.e. scatter-plots show average thermal loads for the two methods for each of the 77 
GSPs used in the analysis. The correlations can be improved, as shown in Figure 6.38 (b), by 
considering the average load contributions for the night hours only, i.e. between 23:30 to 07:00 
hours (since during this period the seasonal changes have been shown to be mostly associated 
with heating demands). The correlation coefficients are ~0.5 in (a) and ~0.7 in (b), indicating 
improved consistency between the two approaches for the night hours (and also more 
consistent results with respect to actual consumption). 
 
         a) 
 
            b) 
Figure 6.38: Mean normalised thermal-heating demand, per GSP, for the PF and MR methods: 
a) all hours of the day and b) night-hours only 
Finally, it should be mentioned that the per half-hour correlations can be further improved, 
with correlation coefficients above 0.85, when the residuals are included in the resulting load 
estimations in the MR-method, i.e. by adding the residuals of the multiple regression surface 
fits to (6.7). This was a particularly interesting result which indicates that, although the two 
methods do not produce equal estimates, the inclusion of the residuals in the MR-method 
produces estimates that closely match the seasonal variabilities of the PF-method. Although 
these observations are not further investigated in the current work, it is speculated that the 
power-factor transformation methodology presented in Section 6.4, is, in fact, very closely 
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related to multiple-regression in the sense that it is based on similar error/residual minimisation 
criteria, but performed as an iterative optimisation process.  
6.6 Chapter Conclusions 
The initial decomposition approaches (Sections 6.1 and 6.2) showed that it is possible to make 
distinctions in the measured active power demand envelopes, based on the annual, daily and 
half-hourly base values. These distinctions can be used for determining the expected base, 
intermediate and peak loads in the system, as well as to define temperature and, to a lesser 
extent, solar irradiance balance-point values.  Distinctions in active power levels can be used 
for generation and in particular distributed/renewable generation planning, as these are 
connected to the distribution networks and therefore demand expectations must be assessed 
for the corresponding locations and characteristic consumptions of connected customers. In 
this context, demand expectations can be estimated for smaller subsets of the annual data to 
represent the portions of total demand for specific periods of the year. In contrast with 
forecasting, peak demands, as presented in this chapter, do not correspond to single-value 
maximum demand expectations, but rather to portions (e.g. percentages) of the loads with 
specific characteristics, such as seasonal variability. Similarly, knowledge of the base and 
intermediate (and seasonally constant) portions of total demand can also be used to calculate 
consumption profiles that are more representative of the diurnal consumptions, i.e. excluding 
the influence of seasonal loads and therefore study the demands and, possibly, the efficiency 
of base-load appliances, e.g. cold loads and stand-by loads, or loads that vary through the 
diurnal cycle, e.g. consumer electronics, wet-loads, etc. These profiles can also be used to 
estimate the availability of shiftable-static-loads (SSL), discussed in Chapter 2. 
Regarding thermal loads, the necessity for more sophisticated disaggregation approaches 
arises from the fact that the seasonal demand difference, i.e. measured demand minus balance-
point demand, cannot be regarded as being used exclusively for heating/cooling purposes. In 
other words, the seasonally variable portion of active power is known to be comprised of 
several load categories. Accordingly, the multiple-regression (Section 6.3) and PF and data-
transformation (Section 3.4) approaches have been developed, in order to account for the 
effects of multicollinearity between the available explanatory variables, as well as to capture 
loads with specific electrical characteristics (and based on necessary assumptions).  
A proposed expansion for the presented methodologies is the inclusion of more detailed 
component based load-models, e.g. exponential, polynomial, etc. (discussed in Chapter 2), for 
selected load-categories and therefore modify the analysis to account for variations in voltage 
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levels. With the addition of load models, it is possible to implement disaggregation on the total 
measured demand values, as opposed to the variable portion, and therefore produce accurate 
estimates for a more diverse set of load-types. In the same context, the inclusion of more 
explanatory variables can potentially reduce some of the necessary assumption and help 
distinguish between load-types that, in the current approaches, are limited to being represented 
in common groups (e.g. thermal heating loads probably include percentages of water-heating 
loads).  
Information on the relative contributions from disaggregated load-types can be used in 
subsequent studies for several purposes. Seasonally variable demands for particular loads are 
potentially more suitable as deferrable loads, as these are determined by sensitivities to 
external parameters and are not as closely linked to behavioural patterns as other load types 
are (and therefore can be more manageable). In the same context, thermal efficiency for 
selected locations can be studied through the heating/cooling disaggregation approaches and 
with additional socio-economic data, these can be used to assess the efficiency of electricity, 
gas or other fuel types for thermal energy. The per half-hour granularity of the analysis offers 
better resolution and allows to determine the concentration of the disaggregated loads for 
specific diurnal periods, thus enabling more specific DSM interventions, e.g. incentives for 
off-peak tariffs or for tele-switched loads can be formulated for specific locations and 
customer-classes based on the information for disaggregated loads. The results can also be 
used for the validation of bottom-up aggregation models, as these are usually compared to 
survey-based information or depend on large scale and costly data retrieval from metering 
devices at the individual household level (and SM-data limited by privacy related concerns). 
The current analysis can also provide information on the probability of occupancy, derived 
directly from the demand measurements, i.e. the per half-hour ratios of seasonal demands to 









Chapter 7: Load Forecasting 
The forecasting methodology presented in this chapter is based on multiple-regression and 
follows from the results presented in Chapter 4, Section 4.7, which demonstrated that multiple-
predictor variables can produce more accurate demand models, with higher coefficients of 
determination (R2) and reduced seasonal autocorrelations of the residuals, compared to single-
predictor variable models. The analysis presented in Chapter 4 also showed strong correlations 
between the electricity demands (primarily active power) and the analemma parameters, i.e. 
solar elevation and solar azimuth angles, and these are therefore included in the sets of 
predictor variables. The approach is ''dynamic'', in the sense that all possible pair-combinations 
of available predictors are considered and the final models are selected automatically 
according to their performance on the training datasets, which are comprised of data-subsets, 
i.e. days of the week and half-hours of the day, for which different demand patterns have been 
established in Chapter 3.  
Section 7.1 discusses the models' specifications, the number of predictor-variable 
combinations, the separation of demand and predictors into matrices of half-hours and days-
of-the-week and the active and reactive power training and validation datasets. Section 7.2 
describes the model selection process, which is based on goodness-of-fit indices and Section 
7.3 presents the results for the medium-term demand forecasting of active and reactive power, 
for individual GSPs, as well as for the distribution of errors according to the diurnal and weekly 
time frames. Finally, Section 7.4, describes a simple modification in terms of a residual 
correction-factor, that can be used to adjust the presented models for short-term load 
forecasting, demonstrating improved performance from one and up to several half-hours 
ahead.  
7.1 Methodology 
The analysis is concentrated on the Scottish-B dataset, i.e. seven GSPs as presented in Chapter 
3, for which more than one year of measurements were available. The seven GSPs are 
presented in Table 7.1, according to their percentage-contributions from total residential and 
economy-7 residential demands, as estimated in Chapter 5 based on the customer-class 
disaggregation approach. The GSP numbers given in parentheses correspond to the overall 
data availability (i.e. out of 98 GSPs), but for convenience, GSP-numbers from 1 to 7 are used 
in this chapter. The percentages are provided in order to demonstrate that the forecasting 
methodology can be applied to GSPs of diverse customer-class mixtures, which range from 
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approximately 35 % to 90 % residential demands (thus 65 % to 10 % industrial and commercial 
demands), as well as from various mixtures of ordinary residential and economy-7 residential 
demands.  
Table 7.1: Estimated % contributions from total residential (TR) and economy-7 (E7) demands  
For active power, all possible combinations of two predictor variables are considered 
including: temperature -T, solar irradiance - S, solar elevation angle - E and solar azimuth 
angle - A. For reactive power, poor modelling accuracy and thus forecasting performance can 
be shown when considering only meteorological and analemma parameters and therefore 
active power - P is included in the set of predictors. The weak correlations between reactive 
power and meteorological/analemma parameters have been demonstrated in Chapter 4 and are 
also discussed in the context of modelling accuracies in Section 7.2. 
Table 7.2: Model specifications (P-active power, Q-reactive power, T-temperature, S-solar 
irradiance, E-elevation angle, A-azimuth angle) 
For both variables, model flexibility is further increased by the inclusion of 1st, 2nd and 3rd 
degree polynomials for each X degree of freedom, i.e. for each predictor variable, and therefore 
the total number of combinations is given by: 
                                                                  
𝑛!
𝑘!(𝑛−𝑘)!
×𝑑2                                                                      (7.1) 
where n denotes the number of predictor variables, i.e. 𝑛 = 4 for active power and 𝑛 = 5 for 
reactive power, 𝑘 = 2 for pairs of predictor variables (i.e. two per model) and 𝑑 = 3 for the 
maximum allowed polynomial degree, giving a total of 54 and 90 models, for active and 
reactive power respectively. These specifications are summarised in Table 7.2. 
GSP No. % TR % E7 
1 (47) ~80 ~20 
2 (48) ~80 ~15 
3 (49) ~80 ~25 
4 (50) ~95 ~20 
5 (51) ~60 ~20 
6 (52) ~50 ~15 
7 (53) ~40 ~10 
Pairs/Combinations of 
Two-Predictors: 
(xA and xB) 
Polynomial Degree: 
(nA and nB) 
for Active Power (P): for Reactive Power (Q): applies to both: 
T & S; T & E; T & A 
S & E; S & A; E & A 
(6 combinations) 
P & T; P & S; P & E; P & A;  
T & S; T & E; T & A; S & E;  
S & A; E & A; 
(10 combinations) 
1st & 1st; 1st & 2nd; 1st & 3rd 
2nd& 1st; 2nd& 2nd; 2nd& 3rd 
3rd& 1st; 3rd& 2nd; 3rd& 3rd 
(9 combinations) 
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All models are evaluated for the data-points corresponding to days of the week – d, at specific 
half-hours of the day – t and therefore dimensionality is increased so that active and reactive 
power demands per GSP are represented by matrices of size 𝑑×𝑡 = 336, for 𝑑 = 1, . . ,7 and 
𝑡 = 1, . . ,48. Each matrix element is a set of demand measurements at a particular d and t, thus 
including 52 data-points per calendar year. The same data preparation is applied to the 
corresponding measurements of the independent/predictor variables. This ''separation'' of 
measurements is implemented in order to increase forecasting performance and it is based on 
the results presented in Chapter 3, which showed significant differences in demand levels and 
in seasonal variability, for different half-hours of the day and different days of the week (more 
pronounced between weekdays and weekends). Similarly, and based on the results presented 
in Chapter 4, the sensitivity of the regression coefficients on d and t has also been shown, for 
the seasonal and seasonal per half-hour correlations between active/reactive power and 
meteorological and analemma parameters.  
The fitted surfaces, with predictor variables xA and xB and polynomial degrees nA and nB are 
given, for each unique d and t combination, per GSP by: 








                                       𝑘 = {
 0, 𝑖 + 𝑗 >  𝑧
1,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  ,  𝑧 = {
 𝑛𝐴 , 𝑛𝐴 >  𝑛𝐵
𝑛𝐵 ,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                       (7.2)                                               
where y is the estimated active (or reactive) power and 𝛽 are the model coefficients. Note that 
the interaction terms between xA and xB cannot have a total polynomial degree greater than the 
maximum of set {nA, nB}, thus the constraint set by k. For example, for a model with nA = nB = 
3, the 𝛽-coefficients will have indices: 𝛽00, 𝛽10 , 𝛽01, 𝛽20, 𝛽02 , 𝛽30, 𝛽03, 𝛽11 , 𝛽12, 𝛽21 , 
where 𝛽00 is the y-intercept.  
The models described in Table 7.2, are evaluated for the all 𝑑×𝑡 datasets, thus giving a total 
of 18144 and 30240 multiple regression surface-fits per GSP, i.e. 54×7×48 for active power 
and 90×7×48 for reactive power. The multiple-regression models are estimated based on an 
OLS algorithm, as discussed in Chapter 4, Section 4.3. The computation time is approximately 
30-minutes per GSP and based on processing performed on the PC-desktop described in 
Chapter 1.  
Model performances are evaluated on the training datasets and are expressed in terms of R2 
values. The training datasets are constituted of demand measurements from 1st January 2007 
to 31st December 2008. The selection process for the best-models, which are subsequently 
used for forecasting, is described in Section 7.2 and is based on an R2 maximization criterion; 
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and the final set of best-models, per GSP and per dependent variable (for active and reactive 
power) is of dimensions 𝑑×𝑡. For comparison, the best-models including only analemma 
variables as predictors are also selected, but for active power forecasting only (low modelling 
performance in the case of reactive power). An important advantage of the analemma variables 
is that these can be accurately calculated for any period and geographical location, whereas 
meteorological parameters need to be forecasted themselves and therefore, in practice, 
forecasting performances can be compromised when meteorological inputs contain inaccurate 
predictions.  
Forecasting is implemented for the period between 1st January 2009 to 31st December 2009 
and the measured active and reactive power demands of the same period are used to evaluate 
and quantify the forecasting performances (this is discussed in Section 7.3). A description of 
the training and validation datasets is given in Table 7.3. 
Table 7.3: Description of training and validation datasets 
The forecasting results are computed based on the actual/measured meteorological inputs, 
corresponding to the validation data period. This can be considered unrealistic since forecasted 
weather conditions will not always match actual weather, particularly in the long-term and 
thus the weather forecast errors will have an impact on the model performances. However, 
average temperatures and solar irradiance levels are not expected to largely deviate from the 
mean (moving-average), at least when considering average daily values throughout one 
calendar year. Alternatively, forecasted meteorological data or data corresponding to the 
training datasets could be used for the final evaluation. As previously mentioned, these 
considerations do not apply for solar elevation and solar azimuth angles.  
For reactive power forecasting, the validation data is as described above, except when models 
include active power as an independent variable. In these cases, forecasted active power, which 
corresponds to the validation period is used, instead of actual active power measurements. This 
implies that active power is forecasted first, for the 2009 year, and the results are then used as 
inputs for reactive power forecasting.   
Training Data Validation Data 
for P for Q for P for Q 
X Dates X Dates X Dates X Dates 
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While the initial Scottish-B dataset includes six years of available records, a smaller subset is 
chosen for model-training, forecasting and validation, as described above. This choice is based 
on an inspection of the consistency of demand measurements over the 6-year period, as well 
as on issues of computation time.  Issues of consistency are mostly related to reactive power 
measurements, which show more erratic changes from one-year to the next, for a number of 
GSPs. Problems in reactive power modelling have also been discussed in Chapter 3, Section 
3.3, i.e. Fourier signal reconstruction, and are also reflected in the model selection process in 
Section 7.2, as well as in the final results presented in Section 7.3. Inconsistencies due to trend-
elements, i.e. regular increase or decrease of active/reactive power demands from one year to 
the next, have not been found within the 6-years of available measurements. Over-yearly 
trends have been shown to have significant impact in long-term forecasting studies (as 
discussed in Chapter 2), when social, economic and technological changes affect overall 
demand levels and in such cases, it is necessary that these parameters are taken into 
consideration. The models discussed in this section can therefore be regarded as effective for 
medium-term demand forecasting. 
In Section 7.4, a modification is applied that enables short-term load forecasting, by the 
inclusion of a correction factor with which the predictions for the next time-steps are adjusted 
to new levels according to the residuals between actual and forecasted demands in the previous 
time-steps. This method is therefore suitable when real-time forecasting evaluation is possible 
and similarly, it can be expanded to include inputs from short-term weather forecasts. 
7.2 Model Selection 
According to (7.1), there are 54 models for active power and 90 models for reactive power (36 
of which include active power as an additional predictor). The performance22 of each of these 
models is evaluated, in terms of the coefficient of determination (R2), for each unique 
combination of d and t (day of the week and half-hour of the day), thus producing 7×48 =
336 R2 values per model, per GSP. Therefore, a summary of the performance of each model 
can be calculated based on the average R2 value over all GSPs, i.e. average of 336×7 = 2352 
values. These results are presented in Figure 7.1 (a) for active power and in Figure 7.1 (b) for 
reactive power. For reactive power, only the models based on the meteorological/analemma 
parameters are presented. In the case of active power, poorer overall performance is shown for 
                                                   
22 Performance, in the current section, corresponds to the goodness-of-fit with respect to the training 
data and not to the forecasting performance as evaluated on the validation data, which is discussed in 
the next section.  
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the models including solar irradiance, primarily due to the absence of measurements during 
night-hours, as the results are averaged over all half-hours of the day. Best overall performance 
is shown for E&A models, i.e. solar elevation and solar azimuth angles as the two predictor 
variables and using 3rd degree polynomial surfaces (i.e. nA = nB = 3), with an average coefficient 
of determination of ~0.8. Second and third best model performances are shown for T&E 
models, i.e. temperature and solar elevation angle and T&A models, i.e. temperature and solar 





    b) 
 Figure 7.1: Average model performances (over all half-hours, days and GSPs) for: a) active 
power and b) reactive power (excluding P from predictors) 
For reactive power, poor performance can be shown for all models, with average R2 values 
below ~0.4, in all cases. The general tendency of higher R2 values for increasing polynomials 
is shown for reactive power as well, with E&A models of nA = nB = 3 maximizing the goodness-
of -fit, which is however still below ~0.4. 
Reactive power model performances can be improved by the inclusion of active power as one 
of the predictor variables, as discussed in Section 7.1. Marginally higher R2 values are given 
for P&T, P&E and P&A models, but still below an average value of ~0.6, as shown in Figure 
7.2 (a).  
 
   a) 
 
         b) 
Figure 7.2: a) average model performance (over all half-hours, days and GSPs) for reactive 
power (including P in predictors) and b) performance of best-models for reactive power, per 
day of the week and half-hour of the day 
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The poor performances are not, however, homogeneously distributed among different days of 
the week and diurnal periods, as it is shown for GSP-1 (47), for the R2 values of all selected 
best-models, per d and t. Despite the fact that the goodness-of-fit is above ~0.8 for certain 
periods of the day, e.g. morning and evening hours for weekdays, overall forecasting 
performance for reactive power is expected to be low, or at least lower than for active power, 
for all GSPs. 
While Figures 7.1 and 7.2 indicate the overall/average performance of each model, the results 
vary according to the specific d and t combination, e.g. the best model for 12:00 hours on a 
Sunday might be different form the best model at 23:00 hours on a Monday and, similarly, the 
best models can vary among GSPs. Accordingly, a unique set of models (i.e. best-models) is 
selected for each GSP, where each set is comprised of 𝑑×𝑡 = 336 models, where each element 
of the set corresponds to the model with the highest R2 value among the 54 tested for active 
power and the 90 tested for reactive power (and therefore each set is not made-up from 336 
unique models). For active power, the best-models are, primarily, of the 3rd polynomial degree 
(i.e. nA = nB = 3) and more specifically, considering all seven GSPs: E&A model (~55 %), T&E 
model (~25 %) and T&A model (~15 %), given as percentages over all selected best models 
from all GSPs. Similarly, for reactive power, the sets of best models are comprised of:  P&T 
model (~40 %), P&E model (~30 %) and P&A model (~18 %). 
Considering the selected terminology, it should be noted that the use of the phrase best-models 
is based on the model performances prior to the forecasting analysis. Conversely, optimal-
models is used to denote the best models, based on their performance on the validation datasets. 
These correspond to the models that give the lowest forecasting error, but which are not 
necessarily the ones that satisfied the R2 maximization criterion as discussed in the current 
section, i.e. they can only be determined post-validation and are therefore discussed in the 
following section.  
7.3 Forecasting Performance 
Active and reactive power demands are forecasted for the validation year, form 1st January 
2009 to 31st December 2009, using the corresponding pairs of xA and xB predictor variables as 
inputs to the best-models specified by the R2 maximization criterion, discussed in Section 7.2.  
Forecasting performance is quantified using the mean absolute percentage error, or mape, 
given by: 






|𝑛𝑖=1                                                      (7.3) 
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where n is the total number of observations, 𝐴𝑖  is the actual/measured active (or reactive) 
power and 𝑦𝑖 is the forecasted value i, where 𝑖 = 1,2 … ,17520 for the total number of half-
hour measurements within the one calendar year period. The forecasting performance can also 
be evaluated per day of the week, per half-hour of the day, or seasonally, by evaluating (7.3) 
for the selected subsets of the validation dataset.  
Figure 7.3 presents the mape values for active power, for the 48 half-hourly periods in (a) and 
for the seven days of the week in (b). The range of mape is represented by the extent of 
whiskers, extent of boxes shows 25th and 75th percentile values, lines in boxes indicate the 
median values (50th percentile) and circles in boxes indicate the mean values. These results are 
for the average mape over the seven GSPs used in the analysis.  
 
        a) 
 
        b) 
Figure 7.3: Average mape (%) from seven GSPs per: a) half-hour of the day and b) day of the 
week, for active power forecasting 
Overall performance is between 3 % to 11 % error and generally below 7 % for the mean and 
median values. Slightly poorer performance is shown for the night, i.e. for the period between 
01:00 to 06:00 hours, while no significant performance differences can be reported between 
the days of the week, as shown in Figure 7.3 (b), neither for the average results nor for the 
results from individual GSPs.  
Figure 7.4 shows the resulting mape per GSP, for active power and for best-model selection 
according to the R2 maximization criterion (Section 7.2), as well as for the same criterion but 
restricted to the solar azimuth and solar elevation angle models (E&A), i.e. excluding models 
with meteorological parameters. Figure 7.4 also shows the mape performance for the optimal-
models, which is the potential performance assuming that the models with the lowest mape 
can be selected post-validation. This is therefore the resulting forecasting performance per 
GSP when mape is calculated for all available models (54 for active power from Table 7.2) 
and selection is performed afterwards, according to the best results per d and t. As a 
consequence, these combination of models shows better performance for all GSPs, but only 
marginally, with a maximum deviation for GSP-2 at approximately 1 % from the actual 
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forecasts. The results clearly indicate that performance of the models including only analemma 
variables is close to that of the combination of best-models, with noticeably poorer 
performance only for GSP-6. In two out of seven cases (GSPs 5 and 7), the analemma variables 
performed marginally better. 
 
Figure 7.4: Resulting mape (%) per GSP, for active power forecasting  
Since the analemma parameters are not subject to atmospheric phenomena and they are 
constant markers of diurnal and seasonal cycles they are more stable than the meteorological 
parameters in terms of the extent of variations (day-to-day fluctuations). This can be a 
disadvantage in cases when weather changes, such as a decrease in temperature levels, are 
associated with subsequent changes in active power demand, but as the extreme conditions are 
rare and demand does not always adjust to the extremes (e.g. saturation of demand response 
at very low temperatures, as discussed in Chapter 4), the analemma variables can perform 
better, on average. Moreover, as demonstrated by the post-validation model selection, the 
combination of models selected according to the maximum R2 values is not necessarily the 
combination of models that can perform better in the validation phase and therefore while the 
initial selection (Section 7.2) produces sets of models primarily comprised of 3rd polynomial 
E&A, T&E and T&A combinations, the post-validation selection includes a wider variety of 
best models. Examples include: T&E with nA = nB = 1, T&E with nA = 1 and nB = 3, E&A with 
nA = 3 and nB = 1 and E&A with nA = 3 and nB = 2.  
Figure 7.5 shows an example of active power demand forecasting for a one-week period during 
winter, for GSP-1. Actual measured values are shown together with forecasted values based 
on the combination of best-models, the combination of best-models with elevation and 
azimuth angles only and the combination of optimal models as selected post-validation.  
 




Figure 7.5: Example of forecasted demand, for GSP-1 (one week), for active power 
Reactive power forecasting can be considered unsuccessful, even with the inclusion of active 
power demand in the models, with mape values generally above a 10 % error and very high 
inaccuracies for GSP-2 (~80 %) and GSP-3 (~40 %), as presented in Figure 7.6. The 
particularly high errors shown for these GSPs are attributed to their actual/measured reactive 
power demands. These include a high percentage of zero measurements during night hours, 
for GSP-2 and differences in demand levels between the training and validation datasets in the 
case of GSP-3.  
 
Figure 7.6: Resulting mape (%) per GSP, for reactive power forecasting 
When excluding GSPs 2 and 3 from the final performance evaluation, the mean absolute 
percentage error is still moderate-to-high and within 10 % to 20 %. Mape values are also 
moderate-to-high for the post-validation model selection, indicating a general failure of the 
methodology for accurate sub-daily resolution forecasting for reactive power. 
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7.4 Correction Factor and Short-Term Forecasting 
Forecasting performances can be considerably improved for half-hour ahead predictions by 
the addition of a correction factor for each forecasted value, in the form of the residual/error 
of the forecasted demand of the previous time-step, such that: 
                                                              𝑦𝑗
𝐴 = 𝑦𝑗 + 𝜀𝑗−1                                                                        (7.4) 
where 𝑦𝑗 is the initial forecast, as estimated in Section 7.3, 𝜀𝑗−1 is the residual between the 
initial forecast and the actual demand (of the previous time-step) and 𝑦𝑗
𝐴 is the new/adjusted 
forecast at time j, for 𝑗 = 1,2, … ,17520, for all half-hours the year (365 days).  
The approach can be modified to account for more than one half-hour ahead predictions such 
that 𝜀𝑗−1 is replaced by 𝜀𝑗−𝑖, where i is allowed to vary accordingly. The results, for active 
power and reactive power, for up to 10 half-hours ahead, are presented in Figure 7.7 (a) and 
(b). In both cases, the original/initial forecasts were estimated based on the combination of 
best models, as described in Section 7.2. 
 
   a) 
 
    b) 
Figure 7.7: Short-term forecast results for: a) active power and b) reactive power (excluding 
GSPs 2&3) 
The approach is of course restricted to when actual demand measurements from the previous 
half-hours are available, in order to be able to estimate the corresponding residuals. For active 
power, the error drops to less than 3 % for half-hour ahead forecasts, which is for all GSPs, at 
least as twice as good as the forecasts presented in the previous section. The errors steadily 
increase, but for up to five-hour ahead predictions, these are still below the levels presented in 
Section 7.3, apart from GSP-4. For reactive power, Figure 7.7 (b), GSPs 2 and 3 are not 
presented, following the discussion provided for the results in Figure 7.6. The error for the 
remaining GSPs drops below 10 % for half-hour ahead predictions and it converges to the 
levels of the medium-term forecasts, for more than five-hours ahead predictions.   
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7.5 Chapter Conclusions 
The analysis showed that by not restricting the forecasting models to a specific set of 
predictors, higher flexibility is achieved and different inputs are selected according to the day 
of the week and half-hour of the day. These combinations are therefore more appropriate to 
the demand characteristics at the corresponding time-frames and for the consumption patterns 
of individual GSPs. Training of the models requires, however, at least one-years' worth of 
demand measurements.  
The results also demonstrated that, in the case of active power, satisfactory medium-term 
forecasts can be achieved by relying on the analemma variables alone. The average 
performance, for one year's forecasts, was below 10 % error and only marginally worse than 
the performance of the optimal-models selected post-validation. This indicates that the 
selection process and the use of a simple goodness-of-fit maximisation criterion in Section 7.2 
was successful. The introduction of a correction factor, i.e. residual of previous time-step(s) 
in Section 7.4, demonstrated short-term forecasting performances with less than 3 % mape, 
for all GSPs. This is of course provided that there is available real-time, or close to real-time 
forecast evaluation, while the performances are below the medium-term levels, for up to five-
hours-ahead predictions.  
Significantly lower forecasting performances have been shown for reactive power demands. 
These results are however in agreement with the analysis presented in Chapters 3 and 4, and 
support the previous conclusions about the reactive power irregularities and weaker 
dependency on external parameters. Medium-term forecasting performance is shown to be 
below 20 % (excluding GSPs 2 and 3), while the correction factor adjustment in Section 7.4, 
results in half-hour ahead prediction with mape below 10 %, which can (marginally) be 











Chapter 8: Thesis Conclusions  
This thesis has investigated the proposition that aggregate demands, measured at MV-network 
buses, contain not only quantitative information, but also substantial, qualitative and useful 
information on the specific characteristics of demand variability, evolution and composition. 
Accordingly, the presented work has demonstrated that, at least to a certain extent, this ''useful 
information'' is accessible through appropriate statistical analysis. In particular, the 
methodologies presented have been developed/adapted and applied for the purposes of: load-
profiling and decomposition; determining the effects of medium/short term drives of demand 
variability; quantifying the statistical associations between electrical parameters; customer-
class and load-type disaggregation; and medium/short term load forecasting. The main 
intention has been to present a top-down approach, starting with a very limited number of prior 
assumptions, where each chapter in the thesis builds on the results and conclusions of the 
preceding chapters, therefore increasing the level of detail while expanding the scope of the 
analysis.  
8.1 Thesis Synopsis and Implications 
After two introductory and background chapters (Chapter 1 and Chapter 2), measurements of 
active power, reactive power and voltage have been decomposed according to the most 
significant temporal-modes of variability, in Chapter 3. These have been shown to be 
primarily comprised of the seasonal (i.e. yearly and sub-yearly), the weekly and the daily (i.e. 
diurnal) cycles and the contributions of these cycles to the total range of variations have been 
quantified, for individual substations, as well as for the complete dataset used for the analysis. 
This resulted in two main conclusions. Firstly, the significance and order/rank of significance 
of these components is different for different electrical parameters (i.e. P, Q and V). Secondly, 
the periodicities of the same parameter are also diverse among GSPs, but not ambiguous, i.e. 
GSPs fall within a limited number of groups with respect to the modes of variability. The first 
result has implications regarding the factors determining P, Q and V variability, as well as their 
inter-dependencies, which is also related to load composition. The second result indicates that 
variability is determined by specific demand characteristics, e.g. contributions from different 
customer-classes, and that these results can therefore be used for further load modelling and 
load disaggregation studies.   
For active power, daily and yearly cycles are the most significant modes of variability, 
responsible for approximately (on average), 40 % and 33 % of the total range of variations, 
Chapter 8: Thesis Conclusions 
207 
 
respectively. ''Reconstructing'' active power based on a small number of Fourier components 
performed particularly well, demonstrating regularity in P variability and lower penetration 
of, statistically, stochastic components. Reactive power variability is shown to be determined 
primarily by the daily component, at approximately 37 %, and to a lesser extent by the weekly 
and yearly cycles, at approximately 17 % and 13 %, respectively. Here, reconstruction based 
on a limited number of Fourier components performed poorer, indicating decreased 
predictability of the variations and higher irregularity in the reactive power demand patterns. 
The fact that the same periodicities are not equally responsible for both active and reactive 
power variability, has implications about load composition (i.e. changes in the contributions 
from different load types are more significant seasonally, rather than daily – also shown from 
the correlational analysis in Chapter 4). Regarding voltage, grid-code regulations restrict 
variability within limits of ± 6 % of the nominal. The analysis has shown that these 
fluctuations can be considered to be, mostly, stochastic (from a statistical perspective), a fact 
that is reflected in the poor modelling performance of voltage signal reconstruction from the 
first 100 Fourier components. Nevertheless, subsequent analysis has shown clearer diurnal and 
seasonal voltage level distributions, but for smoothed and/or averaged values (i.e. voltage 
fluctuations at the distribution level of the grid, which correspond to aggregate P and Q 
demands, have been shown to be, mostly, unpredictable).  
Apart from demand modelling possibilities, the results from the Fourier analysis can also 
inform decisions for the implementation of demand-side interventions. For example, the 
variable portion of the load (from some selected base value), was shown to be distributed 
throughout the year and, to a lesser extent, from day-to-day cycles, for consumption in the 
residential load sector, while the reverse was shown for primarily non-residential load sectors 
(Chapters 3 and 5). These portions of the total demand have been shown to be associated with 
particular load categories and, as a result, targeting of specific deferrable (demand-
manageable) loads will benefits from the identified distributions with respect to different time-
scales. 
Significant differences in P, Q and V levels in the considered datasets have been found with 
respect to different days of the week. Most prominent variability was, as expected, between 
weekdays and weekends, but different levels were also shown for Fridays and, to a lesser 
extent, for Mondays. The weekday/weekend distinction was shown to be sensitive to load 
composition with respect to customer-classes (i.e. load sectors), with higher P levels for 
residential consumption during weekends. Higher voltage levels have been shown for 
weekends (in contrast with the aggregate P and Q tendencies), which also coincide with the 
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maximum deviations from the nominal voltage and can, therefore, inform power studies 
related to optimal voltage control and, possibly, voltage stability. The differences in demand 
levels between weekdays and weekends have also been presented with respect to the diurnal 
time-frame, which allowed to identify the particular daily periods when load composition is 
primarily affected by socio-behavioural patterns (e.g. working schedules), as opposed to 
periods more sensitive to seasonal and therefore weather related loads (also discussed in the 
context of correlations and dependencies).  
Aggregate demand and voltage profiles have been presented in the diurnal and seasonal 
perspectives and levels of similar and dissimilar consumptions have been identified. For the 
same time-scales, the probability of occurrence of maximum and minimum demands has been 
quantified, indicating concentration of maximum and minimum system loadings that varies 
according to customer-class composition, as well as throughout the year, i.e. occurrence of 
peak demands was shown to shift from afternoon to evening hours, according to a seasonal 
cycle. Although not explicitly demonstrated, these changes are shown to be associated with 
changes in weather conditions (primarily solar irradiance levels). Despite the differences in 
demand patterns between weekdays and weekends, the periods of maximum and minimum 
demands have been shown to be almost identical between the two groups, which indicates that 
peak-shifting DSM interventions can be applied without distinctions between the two groups. 
However, and as previously mentioned, the actual timing of these periods varies according to 
the seasonal perspective. As the analysis was based on demands measured in four European 
distribution networks (with the biggest portion of the dataset corresponding to DNOs operating 
in the UK), including substations of various customer-class mixtures, the resulting profiles can 
be regarded as descriptive of demand variability for networks at similar geographical locations 
and with similar climate characteristics (this also applies to the results from the analysis of 
dependencies to meteorological conditions).   
Combined diurnal-seasonal demand profiles have also been presented with respect to the rate-
of-change of active power and reactive power, clearly capturing the periods of maximum 
changes in the system loading conditions. This analysis also identified the variable portion that 
correlates with seasonal changes in weather parameters, but remains relatively constant for 
other periods of the day (i.e. the seasonal shift in the rate of change of demands corresponds 
to the afternoon and evening periods, while the rate of change remains constant for the morning 
period). This section of the thesis also postulated a connection between the higher rates of 
change of demands and the higher probabilities of occurrence of network faults (resulting in 
short and long supply interruptions), although this has not been investigated in depth. 
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Chapter 4 presented results based on correlation and regression analysis between parameters 
P, Q and V, as well as between these three parameters and meteorological and analemma 
variables. In the diurnal time-frame, correlations between active power and reactive power 
have been shown to be particularly strong for the majority of GSPs (for which the 
corresponding P-Q data were available). In contrast, weaker correlations between the two 
variables have been demonstrated in the seasonal analysis, as well as in the seasonal analysis 
for particular daily periods, indicating more homogeneous load composition changes, with 
respect to P and Q demands, within single days, than throughout the year. This was also 
illustrated by the power factor variability over the two time-frames and it is also supported by 
the results of the Fourier analysis in Chapter 3. Seasonal P-Q correlations are significant only 
at particular periods of the day, which are mostly concentrated in the morning and afternoon 
to evening hours, for residential demands, and during mid-day for non-residential demands, 
which is, again, a useful indicator for both disaggregation and for DSM implementation, as it 
allows to distinguish specific load compositions, according to both load-types and customer-
sectors.  
Diurnal correlations of demands with meteorological and analemma variables have been 
shown to be consequential of the diurnal cycle (i.e. day/night alternation), indicating that, 
within each day, electricity consumption is determined primarily by relatively stable socio-
behavioural patterns and that the changes due to external conditions are detectable only with 
respect to the yearly cycles. In the seasonal time-scale, active power has been shown to be 
strongly correlated with temperature and solar irradiance. The strength of these correlations 
has been shown to be associated with load composition related to different customer-classes, 
indicated by the increased contributions from the residential-sector, where active power 
demands correlate strongly with the seasonal variability of temperature. This showed that 
commercial and/or industrial consumption is to a lesser extent affected by the changes in 
weather conditions. Seasonal regression analysis has also demonstrated strong active power 
correlations with the analemma variables (i.e. solar azimuth and solar elevation angles) and, 
as a result, these have been used in the subsequent analysis aimed at load-disaggregation and 
load-forecasting. Reactive power showed to be moderately-to-weakly correlated with 
meteorological and analemma parameters, indicating that reactive power requirements are 
primarily determined by load-categories that are to a lesser extent affected by weather 
conditions (compared to the seasonal variability of active power demand).  
Correlation and regression analysis has shown no statistically significant associations between 
voltage fluctuations and active or reactive power demands, as well as between voltage and 
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external meteorological parameters, apart when filtered (i.e. smoothed) voltage values were 
used in the seasonal time-scale. However, and as shown by the Fourier decomposition, the 
seasonal and day-to-day voltage fluctuations are at comparable levels, which means that 
smoothing has the effect of over-fitting and therefore it does not reveal any meaningful 
statistical associations between the variables (although, and as mentioned in the Chapter 3, 
averaged/smoothed voltage levels reveal general tendencies of increased/decreased voltages 
through the diurnal and yearly cycles). 
The sensitivity of demands to changes in weather conditions throughout the year has also been 
investigated, based on a moving-window regression approach. These results indicate the 
periods of maximised rate of change in electricity demand, as a result or coinciding with the 
corresponding changes in temperature and solar irradiance (or solar elevation angle), which 
are concentrated during the autumn and spring months. It was also shown that these changes 
could not be accounted for by simple linear regression models and require extensions to 
multiple-regression analysis for improved modelling performances, indicated by the extent 
and distribution of residuals between the two approaches. In the same context, it has been 
demonstrated that modelling limitations are not a result of non-linear relationships, even 
though these are not absent and are expected to be more important when analysing data from 
different geographical locations. Although not explicitly demonstrated, these results also 
suggest that some portion of the differences in electricity consumption during periods of 
similar temperature levels are, potentially, associated with psychological phenomena resulting 
from the passage from winter-to-summer months and, similarly, from summer-to-winter 
months. This observation may also be related to differences in solar irradiance levels, which 
can affect the perception of ambient temperature (apart from direct effects on the demand for 
artificial lighting). The assumption is that the proliferation of automatically switched or DSM-
controlled heating/lighting equipment will result in a general decrease of such effects. Again, 
from the point of view of DSM and regardless of the actual cause, these results provide 
important additional information for the implementation of temperature-based DSM schemes. 
Chapter 5 presented a classification of MV-substations based on the clustering of mean 
diurnal demand profiles. This was expanded into a more detailed customer-class 
disaggregation model, using metrics that quantified daily, as well as seasonal active power 
demand variability, where the results were presented according to four different customer-
classes. This part of the analysis has demonstrated that load composition with respect to 
contributions from various customer-classes is a determining factor of daily and seasonal 
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demand profiles and therefore, identifying the variability of these patterns among different 
GSPs was sufficient for their classification. 
Comparison of the clustering-based classification and customer-class disaggregation results 
has shown that simple clustering is both less effective and less accurate in predicting 
contributions from the various classes, and that more detailed feature extraction is required for 
that application. This indicates that simple assumptions regarding specific patterns and 
customer-classes (e.g. mid-day peak for the commercial sector), are inadequate for assessing 
contributions when dealing with aggregate measurements that are, in the majority of cases, 
mixtures of different percentages of various customer-classes. Examples of initial results have 
also been presented, demonstrating the possibility of modelling demand profiles according to 
selected percentages from different customer-classes and based on the relationships between 
particular demand characteristics and specific sectors, as established from the disaggregation 
method.  
The methodology has possible applications that include: the validation and/or update of 
existing load/demand profiles that are used in tariff formulations, generating synthetic profiles 
that can be used for load-modelling studies, for the evaluations of demand-side interventions 
(i.e. different peak periods for different percentages of residential and non-residential loads), 
for the assessment of proposed DG-integration and for planning considerations. Importantly, 
assuming that a sufficiently diverse dataset is developed, the presented analysis relies on direct 
demand/consumption characteristics and not on survey based and socio-economic estimates 
(or the necessity for extensive LV-monitoring) and therefore the resulting models are more 
accurately representing specific locations, DNOs and the corresponding customer-mixtures 
under consideration.  
Chapter 6 presented approaches for the decomposition of electricity demand according to 
different ''levels'', determined by constant and variable portions of measured active power. It 
was demonstrated that these distinctions can be used to define base, intermediate and peak 
portions of the total active power demand for the whole year, an approach which can be easily 
expanded to a short-term analysis and provide estimations for peak load requirements that can 
facilitate generation planning and, particularly DG, regarding specific locations, customers 
and GSPs. In this context, the peak load does not refer to a single-value estimation of 
maximum expected demand, but rather to the peak portion (e.g. percentage) of the load, that 
is distinguishable according to specific characteristics (e.g. seasonal variability). Similarly, the 
intermediate portion of the total load can be defined as seasonally constant, but variable within 
the diurnal cycle and it is therefore related to socio-behavioural consumption habits, specific 
Chapter 8: Thesis Conclusions 
212 
 
to customer-class mixtures. The remaining, which has been defined as the base, corresponds 
to the minimum system/GSP requirements and it is therefore representative of seasonally and 
diurnally constant portions of the load (thus related to e.g. stand-by electronics, etc.) 
Two different approaches have been presented for the disaggregation of the total demand into 
generic and specific load-categories, primarily concentrating on thermal heating, thermal 
cooling and lighting loads, as well as on non-thermal loads that exhibit seasonal variability, 
such as loads related to occupancy levels (e.g. use of electronic devices). The disaggregation 
results can have various applications. As mentioned, various studies, as well as network 
operators, rely on survey-based estimations of contributions from different load-categories. 
The presented approaches however, can be used to determine these loads directly from the 
demand measurements. The results can inform DSM interventions, through determining 
deferrable portions of the load, or for studies of the efficiency of thermal load consumption, 
through the disaggregation of total demand into heating/cooling components, as well as for 
balancing variable demand and generation from renewable/DG sources. This chapter also 
presented results for base (i.e. threshold or balance-point) temperature and solar irradiance 
levels, which are specific to the UK (and particularly to the north of England and south/central 
Scotland) and are flexible up to a half-hourly resolution. 
In Chapter 7, meteorological and analemma variables were used as predictor-variables in a 
multiple-regression based approach, for forecasting active and reactive power demands. The 
modelling performance of all possible pair-combinations of these predictors represented with 
both linear and polynomial fitting functions has been evaluated and the best combinations have 
been used for medium-term and short-term electricity demand forecasting. This analysis has 
revealed that the analemma variables performed only marginally worse (or in some cases 
equally well) than combinations of predictors including meteorological parameters. 
Effectively, this allows to develop regression-based forecasting models in the full absence of 
available historical weather data. The analysis has also shown that the models performed 
poorer for reactive power forecasting, a result that was expected based on the conclusions of 
Chapters 3 and 4, which indicated reduced periodicity-based reconstruction performance for 
reactive power (Fourier analysis), as well as weaker correlations between reactive power and 
meteorological and analemma variables. Furthermore, a simple modification in the form of a 
residual ''correction-factor'', has allowed short-term forecasting with performances of less than 
3 % (mean-absolute-percentage-error), and improved results, compared to the medium-term 
analysis, for up to 5 hours-ahead predictions.  
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8.2 Research Limitations 
In the customer-class disaggregation methodology, described in Chapter 5, the target-dataset 
has been limited to 11-substations, which correspond to a single DNO operating at particular 
geographical location. This limitation resulted in no available data to be used exclusively for 
validation, implying that the results are, potentially, more appropriate for the specific grid and 
consumption characteristics of the Scottish-GSPs (although the methodology included an 
analysis of the consistency of the resulting estimations, when applied to all GSPs). 
Furthermore, the format of the available consumption statistics did not include any distinctions 
between industrial and commercial (I&C) demands and, as a result, the corresponding 
estimations are with respect to a common I&C category (although the analysis showed that 
substations that are primarily-industrial could be identified as ''outliers''). A more diverse 
sample of GSPs with known customer-class mixtures would have allowed for a more flexible 
disaggregation approach, as the methodology itself has been shown to perform well and 
produce consistent results among GSPs of different demand characteristics.   
Similarly, the disaggregation results presented in Chapter 6 could not be explicitly validated, 
as these contributions are not available for the corresponding GSPs (apart from the 
approximate validation data, based on the IGZ consumption statistics, which was presented in 
Section 6.5). In the same context, while the presented thermal-heating disaggregation methods 
demonstrated similar (but not identical) results, in terms of seasonal percentage-contributions; 
differences were also shown for the estimations for individual GSPs. Which of these 
approaches performed better and what additional load-types can be identified based on their 
differences is, therefore, an open question. The presented methodologies were also 
implemented based on some necessary assumptions, e.g. relating seasonal resistive loads to 
electrical heating elements, where in reality, smaller percentages from seasonally variable 
water-heating, cooking, wet-loads (heating-elements), etc. cannot be explicitly shown to be 
excluded from the final estimations. Similar assumptions have been made for the correlations 
of solar irradiance/elevation angle levels and electrical lighting. It should also be noted that 
voltage measurements were not acquired until the latter stages of this PhD study and that the 
methodologies could have included voltage variability, which can be used to account for more 
specific load-categories, i.e. by the inclusion of component-based load models in the statistical 
analysis, as targets for the disaggregation. This can, potentially, render some of the 
assumptions mentioned above as unnecessary, as more detailed load models can differentiate 
between load-types that were included in common categories. 
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Finally, in the medium-term forecasting approach, actual meteorological measurements were 
used for the implementation of the forecasting models, i.e. actual weather measurements were 
used in the validation datasets. This can be considered unrealistic, since for practical 
applications the weather parameters need to be forecasted themselves and this will have an 
impact on the forecasting performances. Nevertheless, the analysis has shown that the models 
performed marginally worse, or equally well in some cases, when the analemma variables 
were used as the only predictors (thus minimising the need for accurate weather forecasts). 
8.3 Further Work 
 The analysis of electricity demand measurements based on discreet Fourier transforms has 
shown that this can be expanded into a more comprehensive and detailed 
modelling/disaggregating approach. For example, the specific ''harmonic content 
signature'', reflecting the presence and strength of particular periodic-modes, might be 
used for the identification and modelling of different customer-classes in the total demand. 
 Investigation of the combined diurnal and seasonal distributions and load compositions, 
with respect to the ratio of active/reactive power, can be used for various power quality 
(e.g. volt/var control) and voltage stability (e.g. voltage-dependency of demands) studies. 
 Investigation of the possible connection between the rate of change of demands and daily 
and seasonal probability distributions of faults and short/long system interruptions can be 
used for devising reliability-based DSM, i.e. to perform suitable load/demand changes 
which will reduce occurrence of faults. 
 Development of a methodology for generating electricity demand profiles, based on the 
identified consumption patterns from substations supplying varying percentage-
contributions of various customer-classes. Initial results from Chapter 5 indicate very good 
agreement between modelled and estimated percentages. This approach can be developed 
to account for diurnal, as well as for seasonal demand variability, and can potentially 
include reactive power demand, thus generating dynamic profiles that can be used for a 
number of load modelling studies.    
 The presented load profiling approaches can be expanded with more representative sets of 
measured demands in order to update some of the commonly used, but now outdated (e.g. 
due to changes in end-use electrical equipment) load profiles of different customer classes. 
 Development of the load-disaggregation approach that can take into account voltage 
variations, therefore allowing for the expansion of the presented statistical analysis to 
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include static and dynamic load models, with correctly represented voltage-dependency 
of active/reactive power demands for different load types. 
 Development of more comprehensive and more flexible load forecasting methodologies, 
that can take into account the results from the two load disaggregation chapters. From the 
DSM point of view, it would be particularly beneficial to investigate the potential for 
forecasting demands of specific load-types, rather than total aggregate demands and 
similarly for determining expected demands from different customer-classes at a sub-daily 
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