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One sentence summary: Non-normal networks spread information eiciently in the face of interference between
consecutive transmissions and readout noise.
Abstract: In both natural and engineered systems, communication oen occurs dynamically over networks ranging
from highly structured grids to largely disordered graphs. To use, or comprehend the use of, networks as eicient
communication media requires understanding of how they propagate and transform information in the face of noise.
Here, we develop a framework that enables us to examine how network structure, noise, and interference between
consecutive packets jointly determine transmission performance in networks with linear dynamics at single nodes
and arbitrary topologies. Mathematically normal networks, which can be decomposed into separate low-dimensional
information channels, suer greatly from readout and interference noise. Interestingly, most details of their wiring
have no impact on transmission quality. Non-normal networks, however, can largely cancel the eect of noise by
transiently amplifying select input dimensions while ignoring others, resulting in higher net information throughput.
Our theory could inform the design of new communication networks, as well as the optimal use of existing ones.
Introduction
Reliable propagation of information through networks with
unreliable nodes is a fundamental problem facing many en-
gineered and natural systems. This includes social networks
(1,2), peer-to-peer networks (3), gene regulatory networks (4,5),
power grids (6), and brain networks (7, 8), to cite only a few.
In order to engineer beer communication networks, make
beer use of existing ones, or understand how natural (e.g.,
biological) networked systems function, a theory is needed
that relates the network’s connectivity and dynamics to its
performance in transmiing information.
Previous work at the interface of network science and informa-
tion theory has been largely restricted to static, feedforward
networks, in which packets of activity travel one aer the other
through layers of memoryless nodes, with no interference. Ex-
amples include classic connectionist work where feedforward
“neural” networks are optimized so their outputs retain as
much information as possible about their inputs (9, 10). These
works have influenced how neuroscientists think about sen-
sory pathways, which resemble layered networks of noisy
neurons receiving input packets from body senses (11). In
particular, the neural representations of visual stimuli that
are found along the primate ventral stream are strikingly sim-
ilar to those that emerge in deep networks trained on object
∗Corresponding author: sandro.zampieri@unipd.it.
†Equal contributions.
recognition tasks (12). More recent work (13) has drawn a link
between deep learning (14) and the information boleneck
method (15), a principled approach to compressive communi-
cation. Beyond feedforward networks, the eect of recurrent
topologies on information transmission was studied in the
context of virtual electrical circuits (16), but this was restricted
to steady states and therefore disregarded any potential en-
coding of information in activity transients.
In most real-world scenarios, however, information does
not propagate statically (or instantaneously), but dynami-
cally within complex recurrent networks composed of non-
memoryless nodes. The inherent dynamics of the network
can greatly aect communication performance in ways that
remain poorly understood. In (17), the authors proposed an
analytical framework based atop standard notions of time-
delayed mutual information and transfer entropy, to quantify
the routing of small activity fluctuations propagating on top
of oscillatory reference dynamics. While their framework
allowed them to identify a generic mechanism capable of
generating flexible information-routing paerns in the net-
work, it is based on a small-noise approximation and therefore
cannot fully capture the impact of noise on network commu-
nication. Moreover, the authors did not systematically study
the role of network topology. The authors of (18) investigated
the interplay between the network topology and its dynam-
ics. They found that paerns of information are governed
by universal laws that depend only on a few relevant param-
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Figure 1 | Channel description. A sequence of to-be-transmied
packets of information is encoded in a sequence of random vec-
tors uk ∈ Rm independently drawn from an identical encoding
probability distribution p(u). Each uk excites the input nodes (red)
of a complex dynamical network (Equation 1). The dynamics of
this network act as a “modulator”, producing activation trajectories
y(t) =
∑
k yk (t), with yk (t) = Ce
A(t−kT )Buk1(t − kT ) being the “mod-
ulated” waveform corresponding to the input vector uk , in some
output nodes (blue). These are further corrupted by independent
Gaussian noise n(t) before reaching the receiver. Importantly, the
modulator is not memoryless. In fact, due to first-order dynamics
in each node of the network, paerns of network activity elicited by
previously transmied packets linger and interfere with the current
communication, thus eectively contributing an intrinsic source of
structured noise that adds up to the readout noise.
eters of the network dynamics. However, the analysis was
carried out in a deterministic seing, and the proposed in-
formation transfer metric — which quantifies the sensitivity
of a dynamical system to local perturbations — lacks an ex-
plicit information-theoretic interpretation. The work (19) used
Fisher information theory to quantify the short-term memory
storage capacity of networks governed by linear dynamics. In
investigating this memory problem, which is a form of net-
work communication through time, the authors were led to
study the interactions between single-node dynamics, connec-
tivity, and input statistics, similar to the theory we develop
here. However, the network received a one-dimensional input,
and temporal correlations were neglected.
Here, we study the role of graph topology on the quality of
information transmission in noisy networks with otherwise
simple, linear single-node dynamics. We establish a novel
framework for quantifying the maximum amount of informa-
tion about high-dimensional inputs that can be transmied
reliably through such networks. We apply our framework
to various network architectures, ranging from simple, struc-
tured networks amenable to analytical derivations, to more
complex, disordered, and real networks that we investigate
numerically. Critically, all the networks we consider here
have memory, from which interference arises between the
network’s response to multiple packets transmied in close
succession, and constitutes a source of internal, structured
noise. We show that when the amount of noise present in
the information channel is large, anisotropic (mathematically
“non-normal”, (20, 21)) networks that embed directed feedfor-
ward pathways perform beer than isotropic (“normal”) ones.1
Moreover, we find that such non-normal networks can even
entirely overcome the eect of noise in some limit. Our results
provide estimates for the amount of information that a net-
work can propagate, and insights into how the propagation of
information depends on key network properties. Additionally,
we discuss how information propagation can be optimized by
using specific distributions of input packets. We expect our
theory to contribute to understanding the behaviour of natural
networked systems, which are oen found to be strongly non-
normal (22). Further dissection of the mechanisms at work
in natural networks (e.g., single-node dynamics, graph struc-
ture, adaptive wiring, . . . ) may also suggest beer engineered
1A network is said to be normal if its connectivity matrix A is normal, i.e.,
if it satifies AA† = A†A, where ·† denotes the conjugate transpose. Otherwise,
the network is said to be non-normal (21).
solutions to network communication.
Results
Modelling framework
Communication through networks
We consider the following model of a communication channel,
whereby a sequence of to-be-transmied packets of informa-
tion is probabilistically encoded in a sequence of input vectors
(Figure 1). Information transmission occurs via propagation
of the inputs through a dynamical network. In order to obtain
analytical, interpretable results that hold for arbitrarily com-
plex graph topologies, we assume minimalistic dynamics for
single network nodes: first-order, linear responses to inputs.
Specifically, we consider continuous-time linear dynamical
systems of the form
dx(t)
dt
= Ax(t) + B
∑
k
uk δ(t − kT ),
y(t) = Cx(t),
(1)
where x(t) ∈ Rn denotes the state vector and A ∈ Rn×n is the
state matrix. We restrict our analysis to the case of “stable”
network dynamics, whereby responses to transient inputs do
not grow unbounded (which would be physically unfeasible)
but fade away aer some time. Mathematically, this means
we require all eigenvalues of A to have negative real part.
Each input vector uk ∈ Rm, independently drawn from an
identical encoding probability distribution p(u), contains the
information carried by the k-th transmied packet. Each of
these inputs is then delivered as an impulse (here modelled
as a Dirac’s delta δ(·)) that excites the network dynamics in
Equation 1. Transmission of successive packets occurs every
T units of time. The columns of the matrix B ∈ Rn×m define
“input nodes” (red circles in Figure 1), which are the only ones
aected by the impulse. Likewise, a readout matrix C ∈ Rp×n
singles out specific output nodes (blue circles) whose activa-
tions y(t) are transmied to the receiver, further corrupted by
independent Gaussian noise of variance σ2. This results in
corrupted trajectories y˜(t) which the receiver could use to re-
construct the corresponding input packets. In our assessment
2
of communication performance, we will consider Shannon’s
mutual information as a proxy for reconstruction quality (see
below), instead of considering explicit decoding algorithms.
By reducing the complexity of single node dynamics to simple
first-order evolution, Equation 1 allows us to focus on the
eect of network architecture on the quality of information
transmission. For example, Equation 1 is known as a “rate
equation” in computational neuroscience, whereby it has been
shown to capture key aspects of the dynamics of neuronal
networks around fixed points (23). Indeed, single neurons are
oen characterized by input/output functions that remain
approximately linear over their relevant dynamic range (24).
In that case, A represents the matrix of synaptic connection
weights, and x(t) is interpreted as momentary deviations from
steady-state firing rates.
Importantly, since each network node is governed by first-
order dynamics, the network is not memoryless: activity tra-
jectories elicited by previous communications interfere with
(in fact, add linearly to) the network trajectory carrying in-
formation about the current input. Thus, for the transmis-
sion of a packet at time t = 0 (assuming many packets have
already been transmied), interference contributes an addi-
tional source of noise i(t), given by
i(t) =
∞∑
k=1
CeA(t+kT )B u−k1(t + kT ), (2)
where 1(·) denotes the unit-step function, defined as 1(x) = 0,
if x < 0, and 1(x) = 1, otherwise. This phenomenon, known
as inter-symbol interference in communications (25), arises
in any communication medium that has some form of mem-
ory, including networks with node dynamics described by
dierential equations.
In the following, we study the combined eects of the net-
work architecture (matrix A), communication time window
(T ), noise level (σ2), and encoding of input packets under this
communication paradigm. We begin by establishing an ana-
lytical framework to characterize the quality of information
transmission through the network, and highlight the trade-o
that arises between sending packets of information at a high
temporal rate and the ability for the receiver to accurately
reconstruct them. We then summarize our analytical results,
and illustrate them using appropriate network architectures.
Information transmission metrics
To quantify the amount of information that can be propagated
through the network channel described above, we use the
notion of Shannon’s mutual information between the input
packet uk and the corresponding noisy network output y˜(t)
observed over the subsequent time interval kT ≤ t < (k +
1)T . Denoting by Y˜k this output function (on which inter-
symbol interference acts as an additional source of noise), and
assuming stationarity to drop the k subscripts, we can write
the mutual information (in bits) between u and Y˜ as
IT (u, Y˜ ) =
∫
p(u) du
∫
pT (Y˜ |u) log2
pT (Y˜ |u)
pT (Y˜ )
dY˜ , (3)
where the ·T notation emphasises the dependence of mutual
information on the transmission window (a more formal defi-
nition of the integral over functions Y˜ in Equation 3 is given
in Supplementary Note 2). To beer utilise the channel, the
sender can use the encoding distribution p(u) that maximizes
the mutual information; this optimum defines an information
metric which is independent of the encoding distribution,
CT = max
p(u)
IT (u, Y˜ ). (4)
With a slight abuse of terminology, we will refer to this metric
as information capacity, or, simply, capacity.2
In Equation 4, the maximization over the encoding distribution
p(u) must be performed with an additional constraint on input
power (input covariance). Theoretically, this is required so
that the capacity remains finite (the signal-to-noise ratio can
be made arbitrarily large if inputs can be arbitrarily large
too). In practice, the nodes of any physical network have
limited dynamic range, and therefore network inputs must
be power-limited. Here, we consider Gaussian encoding
distributions with zero mean and covariance Σ < 0, and
input power constraint of the form tr(Σ) ≤ 1 (without loss of
generality; cf. Supplementary Note 3).
An expression for the information capacity
Our main theoretical result is the following expression for the
information capacity (Supplementary Note 2):
CT = 12 maxΣ<0,trΣ=1 log2
det
(
σ2I +OW)
det
(
σ2I +O(W − BΣB>)) , (5)
where σ2 is the variance of the noise at the receiver, O de-
notes the observability Gramian over the interval [0, T ] of the
system in Equation 1, andW is the infinite-horizon controlla-
bility Gramian of the dynamics in Equation 1 discretized with
sampling time T and input matrix BΣ1/2 (27). The formal defi-
nition of these matrices is reported in Materials and Methods
and their properties discussed in our Supplementary Note 1.
Note that Equation 5 still involves a (diicult) maximization
over the input distribution (via its covariance matrix Σ); in the
following, we perform this optimization analytically where
possible, but otherwise numerically using eicient algorithms
(Materials and Methods).
The information capacity aords a few intuitive properties
(cf. Supplementary Note 3). First, CT always grows with in-
creasing SNR = 1/σ2. Second, CT is a bounded function of T
that aains its maximum as T grows to infinity. This is be-
cause, for increasing T , (i) network activations le over from
previous transmissions have more time to decay away, lead-
ing to weaker interference, and (ii) longer stretches of signal
are available for decoding, allowing for beer estimation of
the input signal via additional filtering/de-noising. Third, CT
cannot decrease if nodes are added to either the set of input
nodes, or the set of output nodes.
2Our choice of terminology is motivated by the fact that this metric
coincides with the standard capacity of a digital communication channel,
when the channel is memoryless, see, e.g., (26). We refer to Supplementary
Note 2 for further details on the relation between the channel capacity and
our metric in Equation 4.
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We also note that, in our framework, propagation of informa-
tion through the network occurs over a finite time window T ,
and packets of information can only be transmied one at a
time. Thus, a more relevant measure of information transmis-
sion performance is number of bits of information about u
contained in Y˜ per unit time, i.e.,
RT = 1T CT . (6)
We term this metric information rate. Since the information
capacity is bounded (due to output noise and inter-symbol
interference),RT always decreases with T for large enough T .
However, we will see that there oen exists a non-zero optimal
transmission window T , at whichRT reaches a maximum.
The limitations of normal networks
As we will see later, many high-dimensional networks can
be conveniently decomposed as a set of parallel, independent
communication channels each transmiing information about
a one-dimensional, scalar quantity. We therefore begin our
analysis of the role of connectivity in network communication
by an in-depth look at a simple case, that of a single isolated
node (Figure 2A). With B = C = Σ = 1, and A = −a < 0
(where 1/a > 0 is the node’s decay time constant), Equation 5
simplifies considerably, yielding the following capacity:
CT = 12 log2
2aσ2 + 1
2aσ2 + e−2aT
. (7)
This expression illuminates some additional properties of the
information capacity and its dependence on network parame-
ters. To begin with, CT grows with the alloed transmission
window T (Figure 2B and C, le). Intuitively, this is because
increasing the transmission window reduces inter-symbol in-
terference, as the node’s activity has more time to decay away
before the next packet is transmied. However, while CT grows
linearly with T for small increasing T , it eventually saturates
at a maximum value ∝ log2
(
1 + 12aσ2
)
that grows both with
the node’s decay time constant (1/a; Figure 2B, le) and with
the SNR (1/σ2; Figure 2C, le). Indeed, for large enough T ,
the output noise becomes the main factor limiting the capac-
ity, and grows increasingly dominant during the transmission
of a packet as the node’s activity (the “signal”) decays expo-
nentially over time. Thus, increasing the observation time T
cannot indefinitely increase the ability of an ideal observer to
reconstruct the input packet.
Next, as T increases with diminishing returns on the capacity
(cf. above), the rate (information per unit time, Equation 6) is
bound to decrease (Figure 2B and C, right). Thus, keeping the
transmission window very short is the most eective way for
a single node to transmit information under time pressure. In
this limit,Rmax = 1ln 2 a1+2aσ2 bits/s can be transmied.
In practice though, transmission windows cannot be made
arbitrarily small. For example, visual information conveyed
to the brain via the optic nerve fluctuates on a timescale
that is limited “at the source” by the rate at which objects
move in the scene, and by the frequency and speed of sac-
cadic eye movements which determine an eective sampling
frequency (28). Thus, we now assume a finite transmission
window T > 0. In this case, there exists an optimal value of
the decay time constant 1/a for bothRT (Figure 2D, le) and
CT (not shown). This reflects a trade-o between the noise
and inter-symbol interference, mathematically evident from
Equation 7, where CT can be seen to go to zero when a is either
very small or very large. Intuitively, for small decay time con-
stants 1/a, inter-symbol interference becomes irrelevant, and
the information capacity is limited by the eective signal to
noise ratio (1/a)/σ2, which in turn decreases with decreasing
1/a. Similarly, for long decay times (increasing 1/a), inter-
symbol interference dominates, and ruins the information
capacity by leing the summed activities of many previous
transmissions pollute the component relevant to the current
packet. Thus, the rate (and capacity) is expected to achieve a
maximum for some intermediate, optimal value of the decay
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time constant. Numerically, we find that this optimal time
constant scales near-linearly with the transmission window
T (Figure 2D, right).
The case of a single-node “network” is, in fact, characteristic
of the broader class of so-called “normal” networks, which
include symmetric, skew-symmetric, and translation-invariant
graphs to name only a few examples. Indeed, when B =
C = I,3 any normal network composed of n nodes can be
shown to behave like a set of n independent scalar information
channels (Supplementary Note 5), each corresponding to a
specific spatial “mode” of activity at the network level that
decays at a specific rate between consecutive transmission
events. For example, for a translation-invariant architecture,
these channels correspond to Fourier modes of varying spatial
frequencies with decay rates that depend on the strength and
spatial smoothness of the recurrent interactions (19, 29).
Our mathematical analysis of normal networks shows that,
despite their appealing interpretation as sets of parallel com-
munication sub-channels, these networks might not be opti-
mally suited for transmiing information. First, as expected
from an ensemble of independent scalar sub-channels whose
ratesRT each decrease with T (recall Figure 2B and C, right;
further examples are given below), multidimensional normal
networks with B = C = I too are best exploited in the limit of
very small transmission windows (T → 0). As discussed previ-
ously, this limit is irrelevant in most applications (where T is
finite), implying that normal networks would always be sub-
optimally exploited in practice. Second, and more importantly,
we could show that the maximum achievable performance of
a normal network does not depend on the fine details of its
architecture (e.g., the detailed couplings between nodes) but
only on the average decay rate of its nodes (the trace of A).
Indeed, for any choice of B and C, the information rate of a
normal network can never exceed (Supplementary Note 5)
Rmax = 1ln 2
tr(A)
2σ2tr(A)− 1 . (8)
In particular, the above limit is aained with equality when
all nodes are transmiing and receiving packets of informa-
tion, that is, when B = C = I. Critically, there are infinitely
many network architectures that share the same tr(A) but
have otherwise very dierent geometries. Thus, it would
be somewhat surprising if, among the very large set of all
(i.e., normal and non-normal) networks with the same trace,
the restricted subset of normal networks achieved the best
performance. What is more, Equation 8 also implies that the
maximum rate of any normal network in the low SNR regime
is simply Rmax ≈ 12 ln 2σ2 , which no longer depends on the
connectivity matrix A. In other words, no amount of clever
structuring of a normal architecture can ever rescue the drop
in information rate incurred by a decrease in SNR. These con-
siderations prompted us to study information transmission
through more general, non-normal networks.
3We recall that the case B = C = I represents the most favorable commu-
nication scenario, since any other choice of B and C provably yields a smaller
value of the information capacity and rate (cf. Supplementary Note 3).
Role of non-normality in information transfer
A “non-normal” network is any network whose connectivity
matrix A is not normal (20, 21). Thus, given the equivalence
of normal networks with independent parallel channels dis-
cussed above, a non-normal network is one that cannot be
so decomposed. This implies the existence of eective feed-
forward pathways, embedded either explicitly at the level of
network nodes (i.e., an “anisotropic” tree-like structure that
one would notice by looking at the connection graph; (30))
or implicitly at the level of orthogonal activity modes that
involve many nodes simultaneously (“hidden” feedforward
pathways; (31–33)). Mathematically, explicit and implicit tree-
like structures can both be identified via the Schur decompo-
sition A = U∆U†. If A is normal, this decomposition returns
a diagonal matrix ∆, with the Schur modes (columns of U)
interpreted as separate information channels with decay rates
given by the diagonal of ∆. For a non-normal matrix A, the
Schur decomposition returns a triangular ∆, the o-diagonal
elements of which reveal hidden feedforward connections
between the Schur modes.
While it is straightforward to classify a matrix as normal or
non-normal, the extent or “degree” to which a matrix departs
from normality, and how such departure aects the dynamics
of the network and communication performance, are more
diicult to assess. Indeed, although several non-normality
metrics of either “dynamical” or “algebraic” nature have been
proposed in the literature (Supplementary Note 6), there does
not exist a unique scalar parameter quantifying the amount
of non-normality of general matrices. To address this, we
begin with a class of linear graphs whose departure from
normality is parameterized by two characteristics that we can
choose independently and arbitrarily: the length of the chains
embedded in the graph, and the directionality of these chains
(Figure 3A).4 The connectivity matrix of these networks reads
A =

γ β/α 0 · · · 0
αβ γ β/α
. . .
...
0 αβ
. . .
. . . 0
...
. . .
. . .
. . . β/α
0 · · · 0 αβ γ

∈ Rn×n, (9)
where α, β > 0, and γ < −2β to enforce stability. The simplic-
ity of this architecture allows us to conveniently decouple the
eects of (i) the eigenvalues of A, and (ii) its departure from
normality, on the network dynamics (see below). We show
later that the insights obtained from this simple structured
example topology, especially concerning the role of network
non-normality, carry over to higher-dimensional and heteroge-
neous networks. In particular, analogous considerations apply
to the family of “layered” networks described in our Supple-
mentary Note 7. This class consists of networks with arbitrary
“baseline topology” made increasingly non-normal through
a process of “directed stratification”. In addition, for these
4More generally, it can be shown that structural indicators of network non-
normality are: (i) absence of cycles, (ii) low reciprocity of directed edges, and
(iii) presence of hierarchical organization (see (22)). However, if the network is
stable, the strength and length of directional paths in the networks represent
eective indicators of non-normality (cf. Supplementary Note 6 and (30)).
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Figure 3 | Information rate for chain net-
work. (A) Chain network schematics, with pa-
rameter values γ = −2.5, β = 1, σ2 = 1, B = I, and
C = I. (B) Plot ofRT as a function of T for four
dierent values of α (for ` = 8), and ` (for α = 7).
(C) Matrix plot of Σ˜?, the optimal input covari-
ance expressed in the eigenbasis of A, for various
values of T , ` = 8 and α = 1 (normal case). The
eigenmodes of A are ordered by increasing decay
time constants. (D) Matrix plot of the optimal
input covariance Σ? for various values of T , ` = 8,
and α = 7 (strongly non-normal case).
networks, one can define parameters α and ` that represent
the directionality strength between adjacent layers and depth
of connected layers, respectively. As in the chain network (9),
these parameters regulate departure from normality.
Mathematically normal versions of this chain architecture are
obtained either when there eectively is no chain (set of iso-
lated nodes), or when there is no specific directionality in the
connectivity (α = 1, symmetric graph). In either case, the infor-
mation rate decreases with increasing transmission window T
(Figure 3B, lowest curves), consistent with the formal theory
developed above. To understand this behaviour, and as a pre-
liminary to our analysis of non-normal networks, we examine
the optimal allocation of input power, or the spatial structure
of the optimal input distribution. In Figure 3C, we plot the
optimal input covarianceΣ? (calculated as part of deriving the
capacity; recall Equation 5), expressed in the eigenbasis of the
connectivity matrix A, with eigenvectors sorted by decreasing
values of their decay rate. For long transmission windows,
more of the input variance is funnelled through slow-decaying
modes than through fast-decaying ones (right, T ≥ 0.5). This
allows more of the input signal to survive the natural decay
of activity in the network, thereby sustaining the signal-to-
noise ratio at the receiver. For shorter transmission windows,
this strategy no longer pays o: much of what is “signal” for
the current transmission is eectively “noise” for the next
transmission epoch, and prolonging its decay adds further
inter-symbol interference. Accordingly, the optimal allocation
strategy for short T is the opposite of that for large T : each
sub-channel is now allocated power proportional to its decay
rate (Supplementary Note 5). Finally, while achieving the in-
formation capacity requires careful selection of sub-channels
according to their decay rates (as just discussed), concentrat-
ing the input power on too few channels comes at a cost, as
communication no longer exploits all the network’s degrees
of freedom. This is best illustrated in a set of n independent
nodes with identical time constants, for which the best strat-
egy is provably to give each node an equal share P/n of the
total available power (Supplementary Note 5). This amounts
to maximizing the entropy of the input distribution. The co-
variances matrices of Figure 3C represent the optimal way
of resolving the above trade-os, for the chain architecture
considered here.
We next show that large gains in information rate can be ob-
tained by making the network connectivity non-normal. The
degree of non-normality of the chain’s connectivity matrix
(` = 8) can be increased, without altering its eigenvalues, by
increasing a single parameter α reflecting the graph’s direc-
tionality (Figure 3A). As the network is made increasingly
non-normal in this way, its information rate grows to even-
tually exceed the normal networks’ optimal rate by a large
margin. Moreover, the optimal rate is now aained at some
realistic, finite transmission window T (Figure 3B, le).
To understand the mechanism through which non-normality
improves information transmission, we repeat our inspection
of optimal power allocation, now for a non-normal network
withα = 7. In Figure 3D, we plot the optimal input covariances
(no longer expressed in the eigenbasis of A, but in the standard
basis of the network’s nodes) for various transmission window
lengths. For large transmission windows, including the one
that leads to the largest rateRmax, input power concentrates
on the “source” nodes (le-most nodes in Figure 3A, boom).
This optimal strategy exploits the network’s ability to amplify
signals as they propagate down the chain towards the “sink”
(the last node). Thus, the SNR at the receiver can display large
transient increases, whereas its decay could at best be slowed
down in normal networks. For short transmission windows,
such a strategy no longer pays o, due to the same tradeos
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Figure 4 |Maximum information rate vs. noise level for chain
network. (A) Plot ofRmax := maxT≥0RT versus the output noise
variance for the network of Figure 3A with B = C = I, γ = −2.5,
` = 8, and three dierent values of α. (B) Plot ofRmax versus the
output noise variance for the network of Figure 3A with B = C = I,
γ = −2.5, α = 5, and three dierent values of `. (C) Plot of Rmax
versus the output noise variance for the network of Figure 3A with
B = C = I, α = 1, ` = 8, and three dierent values of γ.
as uncovered above for normal networks. First, the signal
transiently builds up into the next transmission epoch, where
it no longer is signal but instead contributes noise. Second,
distributing input power unevenly across the n network nodes
by favouring the “source” nodes reduces the entropy of the
input distribution, which fundamentally limits the informa-
tion rate. Together, these drawbacks explain why the source
nodes are not particularly favoured over sink nodes when T is
small (Figure 3D, le), and why, in general, the input power
does not concentrate entirely on the first node in the chain,
but is generally distributed among the first few.
To further substantiate that non-normality benefits the infor-
mation capacity, we manipulate the degree of non-normality
of the chain network discussed above, this time not by increas-
ingα, but through a complementary modification. Specifically,
we morph the non-normal chain discussed above back into a
normal network, by chopping the original chain of length ` = 8
into sets of shorter chains (Figure 3A, top to boom). Shorter
chains consistently yield smaller information capacity (Fig-
ure 3B, right), confirming that network non-normality has a
positive impact on information transmission. We found a sim-
ilar correlation for the more general class of layered topologies
described in our Supplementary Note 7. More precisely, for
these networks increasing the depth of connected layers has a
provably beneficial eect on the communication performance.
How noise shapes the optimal architecture
The results presented so far show that non-normal architec-
tures can, in principle, outperform normal networks as infor-
mation transmission media. These results were obtained for
fixed input SNR, and we now show that non-normality is all
the more beneficial as the SNR is poor. To show this, we re-
visit the chain architecture of the previous section (Figure 3A)
and systematically vary σ2, the amplitude of the noise at the
receiver (Figure 4).
In the low-noise regime, non-normality has lile impact on
information transmission, whether the network is made non-
normal by increasing its directionality (Figure 4A) or by in-
creasing the length of its chains (Figure 4B). In fact, for any
A, when σ2 is small we have (cf. Supplementary Note 4)
RT ≈ − 1ln 2 tr(A), (10)
which shows that in the low-noise regime the rate depends on
the spectrum of A only. For the chain network, Equation 10
reduces to RT ≈ γnln 2 , which is independent of α and `. For
large enough σ2, however, increasing α or ` has pronounced
benefits on the maximum information rateRmax (Figure 4A-B).
In contrast, modifications of the parameters of the normal
network (α = 1) that aect the eigenvalues without causing
any departure from normality have close to no impact on the
information rate. Specifically, changing the decay rate γ of
the single nodes is only beneficial in the low-noise regime (Fig-
ure 4C), corroborating the conclusions drawn from Equation 8
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Figure 5 | Role of non-normality in high-dimensional, heterogeneous networks. (A) Information rate as function of the transmission
window T for n = 20, σ2 = 1, B = C = I, and A drawn according to Equation 12. (B) Maximum information rate Rmax := maxT≥0RT as
function of the readout noise variance σ2. (C) Eective dimensionality (quantified using the “participation ratio”, see (34) and Materials
and Methods) of the input distribution that defines the optimal allocation of input power as function of the output noise variance σ2. In all
panels, colors indicate the degree of non-normality (σS) of the network. Light-colored regions denote 95% c.i. around the mean, estimated
from 50 independent realizations of the 20× 20 random matrix A, drawn according to Equation 12.
above. The same equation also predicts that changing the
overall coupling strength β (while keeping the directionality
α constant) have no eect onRmax (not shown).
From our analysis of this simple architecture, we conclude
that network non-normality can greatly enhance information
transmission in the low SNR regime. In fact, we were able to
show that non-normality can (in theory) cancel the eect of
noise altogether (Supplementary Note 7). Specifically, it holds
lim
α→∞RT = −
1
ln 2
tr(A) = − γn
ln 2
. (11)
Equation 11 implies that, no maer how poor the SNR is,
by increasing the degree of non-normality of the network
via the directionality strength α we get arbitrarily close to
the maximum information rate achievable in the noiseless
regime (by any network with identical value of tr(A); Figure 4A,
horizontal dashed red line).
Intriguingly, this result does not only hold for the simple line
architecture described above, but also for more complex class
of “layered” with the free parameter α summarising departure
from normality in terms of directionality strength between
layers (Supplementary Note 7). In this family of models, as
in the linear chain, the detrimental eect of output noise
(however large) can be annihilated entirely by making the
network suiciently non-normal (by increasingα). In this limit
of strong non-normality, the network eectively behaves as a
one-dimensional channel with decay rate |tr(A)|, and indeed
achieves an information rate equal to that of any network with
the same tr(A) in the absence of output noise (Equation 10).
Finally, we investigated how the noise level shapes the optimal
architecture via an optimization approach. More precisely, we
numerically computed the network architecture optimizing
the maximum information rateRmax with 10 nodes, bounded
network weights and dierent values of the noise variance σ2
(Supplementary Note 8). From our numerical analysis, it turns
out that as σ2 grows optimal networks become increasingly
similar to a purely (hidden or eective) feedforward chain of
maximal length, with approximately all of the input power
allocated to the first nodes of the chain. This further corrob-
orates our claim that non-normality is crucial for enhancing
the communication performance of a network in the high-
noise regime.
Generalization to heterogeneous topologies
Although the formulae we have derived regarding the infor-
mation capacity of linear networks hold for arbitrary topology,
most of the results presented so far were based either on highly
simplified, small, and structured architectures (Figure 3A), or
on networks that deviated from normality in a highly struc-
tured way (Supplementary Note 7). To assess the generality
of our results, we now study larger and more heterogeneous
networks whose departure from normality we can also con-
trol. Specifically, we generate random connectivity matrices
A following (35) as:
A = (−I + S)P . (12)
Here P is a random positive definite matrix drawn from the
inverse Wishart distribution (Materials and Methods), and S
is a random skew-symmetric matrix whose (upper-triangular)
elements are drawn independently from a normal distribu-
tion with zero mean and variance σ2S . It is easily shown that
any state matrix A drawn according to Equation 12 implies
stable network dynamics, despite the network graph show-
ing apparent disorder with connections of arbitrary average
magnitude (e.g. there is no limit to the norm of P and S). The
degree of network non-normality is set by the parameter σS :
when σS = 0, A is symmetric, hence normal; as σS increases,
A departs further from normality (cf. Materials and Methods
and Supplementary Note 6). We calculated the maximum
rate of such networks for various degrees of non-normality,
and found a similar interplay between network non-normality,
transmission window, and input SNR as in the simplified archi-
tecture of Figures 3 and 4. Specifically, non-normality results
in greater maximum rates realized by non-zero optimal trans-
mission windows (Figure 5A). Moreover, these benefits over
8
normal networks only arise in the low SNR regime (Figure 5B).
Finally, enhanced transmission performance at low SNR relies
on a low-dimensional allocation of input power (Figure 5C).
The role of non-normality in information transmission is
further illuminated by considering the limit of poor SNR
(σ2 → ∞): for any transmission window length T > 0, the
rate decays with growing σ2 as (cf. Supplementary Note 4)
RT ≈ 12 ln 2 T
‖B>OB‖
σ2
, (13)
where ‖B>OB‖ represents the maximum total energy that the
network can autonomously generate over a time window T ,
for an appropriate encoding of the input packet u0. While the
momentary magnitude of activity in normal networks can only
decay in time (leading to sublinear growth of ‖B>OB‖ with T ,
i.e. decreasingRT in Equation 13), non-normal networks have
the capacity to transiently amplify certain input codes before
the eventual decay of signals implied by collective stability.
This leads to superlinear growth of ‖B>OB‖ with T , which
in turn results in transiently increasingRT peaking at some
finite value of T (Equation 13).
Finally, in deriving Equation 13, we could also prove that in the
limit of large noise σ2, the rateRT is realized by eectively one-
dimensional inputs, whose distribution lies entirely along the
most sensitive input direction (i.e. along the initial condition
that evokes the largest energy in the window T ; Supplemen-
tary Note 4). In other words, the best way for the network
to counteract a large amount of noise is to map every input
packet onto a single, maximally amplified input paern, thus
eectively giving up on most of its degrees of freedom. This
corroborates and strengthens the generality of our findings of
Figure 3D and Figure 5C regarding the eective dimensionality
of the input distribution in the high-noise regime.
Discussion
In this paper we have proposed a novel framework to model
information propagation through networks with arbitrary
topology and nodes governed by linear dynamics. These
dynamics imply a form of memory in single nodes, giving
rise to interference between the activity transient initiated by
the presentation of a given input packet, and the activity le
over from previous transmissions. We have used the notion
of Shannon’s mutual information to quantify communication
performance, and study how the laer depends on the net-
work architecture. Our analysis has shown that the qualitative
eects of graph connectivity on communication are largely
determined by a property that is oen overlooked: the de-
gree of non-normality of the network’s (weighted) adjacency
matrix. In particular, we have shown that normal networks
perform poorly in the presence of large readout noise at the
receiver. In contrast, non-normal networks exhibit more fa-
vorable communication properties, including the ability to en-
tirely cancel out the eect of readout noise provided the input
packets are appropriately encoded, and the adjacency matrix
is suiciently non-normal. Interestingly, non-normal networks
appear ubiquitous, with strong non-normality having been
found in foodwebs, transport, biological, social, communica-
tion, and citation networks (22). In addition, we mention that,
besides information transfer, non-normality turns out to be
the key to explaining and understanding a variety of other
equally important phenomena. For instance, the process of
paern formation in natural and biological systems (21, 36),
the selective amplification of cortical activity paerns in the
brain (32), and the emergence of giant oscillations in noise-
driven dynamical systems (37–39).
To further highlight the impact and potential practical rele-
vance of our findings, we have used our framework to analyze
the communication performance of the neuronal network
of the nematode Caenorhabditis elegans. We focused on the
(weighted and directed) chemical synapse network described
in (40,41), and examined the linearized and stabilized network
dynamics of the neuronal membrane potentials (Materials
and Methods). The network, which is illustrated in Figure 6A,
comprises 279 neurons (divided into 88 sensory neurons, 82
interneurons, and 107 motor neurons) recurrently coupled
through 2194 inhibitory/excitatory synaptic connections. We
first wondered whether the non-normality of this directed
biological connectome had the beneficial impact on communi-
cation that we have documented here for artificial networks.
We thus compared its information rateRT (as a function of
the transmission window T ) with that of a symmetrized ver-
sion (implying normal A), as well as a randomized ensemble
wherein the direction of each existing coupling in the connec-
tome is reversed with probability 1/2. Both manipulations in-
duce a significant drop inRT from the real network (Figure 6B),
indicating that the C. elegans connectome is non-normal in
a way that benefits information transmission as shown in
this paper. We next wondered if the network’s non-normal
structure is likely to be exploited for communication by these
organisms. We reasoned that communication would naturally
flow from sensory neurons to motor neurons, and that the
network should therefore display good communication (in our
framework) if, and only if, the input matrix B were to select
sensory neurons while the output matrix C were to read out
motor neurons. We found that this is indeed the case (compare
Figure 6C green and blue). Strikingly, also, the symmetrized
version of the connectome is almost unable to communicate in-
formation from sensory to motor nodes (Figure Figure 6B, red).
Although preliminary, these numerical findings could shed
light on the actual functioning of the C. elegans neuronal cir-
cuit and behavioural responsiveness to external stimuli. More
generally, we expect that our theoretical framework could
be used to understand and explain the emergence of certain
topological structures in biological networks, and to identify
their intrinsic communication pathways.
In the paper we focused on weighted networks, and regarded
the weights (and, precisely, their directionality and magni-
tude) as the main factors influencing network non-normality.
However, non-normal architectures can also emerge in un-
weighted networks, e.g., in networks with heterogeneous out-
degree/indegree distributions. It would therefore be interest-
ing to investigate what the most relevant features impacting
non-normality in unweighted networks are, and to what extent
these features aect communication performance. Further,
in our framework, noise is modelled as the combined eect
9
Asensory neuron interneuron motor neuron
B full communication (B = C = I )
0 0.5 1 1.5 2
1
2
3
T
R
T
real symmetrized randomized
C partial communication (B = Isensory, C = Imotor)
0 0.5 1 1.5 2
0
0.5
1
1.5
T
R
T
Figure 6 | Information rate of C. elegans network. (A) Schematic of the chemical synapse network of the Caenorhabditis elegans
nematode. The connectivity data and soma position of the neurons are taken from (40, 41). (B) Plot of the information rate RT versus
transmission time T in the full communication seing (matrices B = C = I) for the chemical synapse network A of the C. elegans (green curve),
its symmetrized version (A + A>)/2 (red curve), and a randomized version in which each pair of entries (Aij ,Aji) has been swapped with
probability 1/2 (blue curve). (C) Plot of the information rateRT versus transmission time T in a partial communication seing (matrices
B 6= I,C 6= I). The green curve is the rate of the real network A, with B and C selecting the 88 sensory and 107 motor neurons, respectively.
The red curve is the rate of the symmetrized network described by matrix (A + A>)/2, with matrices B and C as above. The blue curve
is the rate of the real network described by matrix A, with matrices B and C randomly selecting 88 input nodes and 107 output nodes,
respectively. The sets of input and output nodes are chosen to be non-overlapping. In all plots, the networks have been stabilized, by shiing
their spectrum by a scalar matrix γI, γ ∈ R, so that the real part of the largest eigenvalue is −0.1, and the variance of the output noise
is set to σ2 = 1. In the randomized scenarios, the dash-doed curves represent the mean over 100 realizations and the light-blue regions
denote 95% c.i. around the mean.
of readout noise and an internal, structured source of noise
arising from inter-symbol interference. Investigating how dif-
ferent noise models could aect our analysis and results rep-
resents a compelling direction of future research. Also, noise
could play an active role in the information transfer process as
the input source of the communication channel. This change
of perspective could lead to an information-theoretic interpre-
tation of the findings of (37–39), wherein non-normality has
been linked with the emergence of amplified oscillations in
noise-driven interconnected non-linear systems.
As is well known in the theory of non-normal matrices and
operators (20), strong departure from normality oen implies
heightened sensitivity to structural perturbations — for ex-
ample, the random addition/deletion of nodes or edges in a
graph. This suggest a generic trade-o between communica-
tion performance and resilience, which would be interesting
to study further. For example, we note that in the low-noise
regime where normal networks can perform just as well as
non-normal ones, constraints on robustness would favour nor-
mal networks. A similar trade-o has been identified recently
in (42) where network resilience was shown to be generically
at odds with network controllability.
Our work may also oer new perspectives on memory and in-
formation storage. Information transmission and storage are
very similar problems: communication is transmission through
space, while memory is transmission through time. Indeed,
these two problems admit very similar models, are oen both
approached using the tools of information theory (19, 43, 44),
and may interact in the context of network in ways that would
be interesting to investigate further. Preliminary intuitions
suggest that they may benefit each other: in our communica-
tion model, for example, inter-symbol interference could be
reduced if one could keep a memory of decoded past packets,
and subtract their individual contributions to the momentary
network activity at any time. Conversely, communication may
improve memory. An obvious example is the oral tradition in
human communities, where transmission of information from
generation to generation emerges as a way to overcome the
finite memory- (and indeed, life-) span of individuals.
Materials and Methods
Gramian matrices and numerical computation of infor-
mation capacity and rate. The observability Gramian over the
interval [0, T ] of the system in Equation 1 is defined as
O =
∫ T
0
eA
>tC>CeAt dt , (14)
and can be numerically evaluated via numerical integration of the
matrix-valued dierential equation:
X˙ (t) = A>X (t) + X (t)A + C>C, (15)
subject to the initial condition X (0) = 0 (27). The infinite-horizon
controllability Gramian of the dynamics in Equation 1 discretized
with sampling time T as
W =
∞∑
k=0
eAkTBΣB>eA
>kT . (16)
and can be computed as the solution of the discrete-time algebraic
Lyapunov equation:
X − eATXeA>T = BΣB>. (17)
In the numerical evaluation of the capacity and rate, the Gramians
(14) and (16) has been computed via (15) and (17), respectively. For
vector-valued inputs (m ≥ 2), the solution of the optimization prob-
lem in Equations 5 and 6 has been numerically carried out in Python
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using optimization routines from the Pymanopt library (45), together
with automatic dierentiation techniques provided by Autograd (46).
If B = C = I and A is normal, the solution is unique and admits a
closed-form expression in terms of eigenvalues of A (Supplementary
Note 5). More generally, if C>C < eA>TC>CeAT , then the optimiza-
tion in Equations 5 and 6 is convex (Supplementary Note 3), and
so convergence to the maximum is always guaranteed using trust-
region or steepest descent methods. Otherwise, the problem turns
out to be, in general, non-convex, and, in order to avoid local max-
ima, we ran the laer routines several times (102-103), starting from
dierent random initializations, and selected the largest outcome.
Generation of random non-normal matrices and par-
ticipation ratio. In Equation 12, the skew-symmetric matrix
S ∈ Rn×n has been generated as S = L− L>, with Lij ∼ N (0,σ2S) for
i < j, and Lij = 0 otherwise. The positive definite matrix P ∈ Rn×n
has been drawn from the inverse Wishart distribution with scale
matrix ω−2I and ν degrees of freedom. We chose ω−2 = ν − n− 1,
ν = 24 +n, in order to guarantee suicient heterogeneity in the eigen-
values of P (35). With this choice, it can be shown that σ2S correlates
well with standard measures of matrix non-normality (Supplemen-
tary Note 6). Following (34), given a positive definite matrix A ∈ Rn×n
with eigenvalues {λi}ni=1, we define the participation ratio
ne =
(∑n
i=1 λi
)2∑n
i=1 λ
2
i
. (18)
When applied to the covariance matrix, the participation ratio pro-
vides a measure of the eective dimensionality of the underlying
random vector.
Caenorhabditis elegans dataset and network dynamics.
The C. elegans connectivity data of (40, 41) comprise two datasets:
the gap junction and chemical synapse wiring diagrams. Since the
gap junction dataset does not include link directionality, in our study
we focus on the chemical synapse network which possesses clear
directionality extracted from electron micrographs. This network
consists of 279 neurons. These neurons are categorized in 88 sensory
neurons (neurons known to respond to specific environmental condi-
tions), 107 motor neurons (neurons characterized by the presence of
neuromuscular junctions), and 82 interneurons (the remainder). The
network comprises 2194 synaptic connections. As in (40), we make
the common assumption that GABAergic neurons (26 neurons) make
inhibitory synapses, whereas the rest of the neurons form excitatory
synapses. We describe the autonomous dynamics of the chemical
synapse network by the following linear system
τ x˙(t) = (A− γI)x(t), (19)
where x is the vector containing the membrane potentials of all
neurons around an equilibrium, A is the adjacency matrix of the
chemical synapse network, τ = C/g, and γ = gm/g. Here, the
parameters C, g, and gm represent the (average) neuronal membrane
capacitance, synaptic conductance, and membrane conductance,
respectively (see (40, 47) for further details). In our numerical study,
we set τ = 0.5 and tune γ in order to stabilize the network dynamics
(19). Specifically, we set the largest real part of the eigenvalues to
−0.1. This yields γ ≈ 20, a value within the physiological range of
gm and g (48). However, profiles ofRT qualitatively similar to those
in Figure 6A, B have been obtained for a wide range of values of
parameters γ < 0, τ > 0, and noise variance σ2.
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1 Controllability and observability Gramians
Consider the continuous-time linear time-invariant system
dx(t)
dt
= Ax(t) + Bu(t),
y(t) = Cx(t),
(S1)
where t ≥ 0 and x(0) = x0 ∈ Rn. Here, x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp denote the state, input, and output of the system at
time t , respectively, and A, B, and C are matrices of suitable dimensions. The controllability Gramian of the system over the
interval [0, T ], T > 0, is defined as
W =
∫ T
0
eAtBB>eA
>t dt , (S2)
whereas the observability Gramian of the system over the interval [0, T ], T > 0, as
O =
∫ T
0
eA
>tC>CeAt dt . (S3)
The above-defined Gramians matricesW andO are always positive semidefinite, and they are related to the controllability and
observability properties of the linear system in Equation S1. In particular, the system is controllable if and only ifW is positive
definite, and observable if and only if O is positive definite (see e.g. (27) for further details). Furthermore, if A is Hurwitz stable
(that is, all the eigenvalues of A have negative real part), thenW and O are well-defined for T →∞, and they correspond to
the (unique) positive semidefinite solution of the continuous-time Lyapunov equations AX + XA> = −BB> (controllability
Gramian) and A>X + XA = −C>C (observability Gramian). From an intuitive viewpoint,W is related to the energy needed to
steer the system from an initial state x0 to a desired target state xf at time T , i.e. x(T ) = xf , whereas O to the energy of the
system’s free response evoked by a certain initial state x0 in the interval [0, T ], see e.g. (49, 50, 51).
Similar definitions/interpretations hold for systems governed by discrete-time dynamics
x(k + 1) = Ax(k) + Bu(k),
y(k) = Cx(k),
(S4)
where k ∈ N>0 and x(0) = x0 ∈ Rn. In this case, the controllability and observability Gramians over the interval [0, T ], T ∈ N,
are given, respectively, by
W =
T−1∑
k=0
AkBB>(A>)k and O =
T−1∑
k=0
(A>)kC>CAk . (S5)
If A is Schur stable (all the eigenvalues of A have modulus strictly less than one), then the infinite-horizon (T → ∞)
controllability and observability Gramians coincide with the positive semidefinite solution of the discrete-time Lyapunov
equation AXA> − X = −BB> and A>XA− X = −C>C, respectively.
2 Derivation of the information capacity formula
Here and throughout the paper, we indicate with det(X ) and tr(X ) the determinant and trace of matrix X , respectively, and
X < 0 (X  0) means that X is positive semidefinite (positive definite, respectively). Further, given two continuous random
variables x and y , we let h(x) and h(x|y) denote, respectively, the dierential entropy of x and the conditional dierential entropy
of x given y . The mutual information between two continuous random variable x and y is given by I(x ; y) = h(x)− h(x|y) (26).
We remark that the mutual information between the input and output messages of a communication channel, further optimized
over all power-limited input distributions, coincides with the maximum achievable rate of reliable information transmission
(Shannon’s channel capacity) when the channel is memoryless, i.e., when past inputs do not aect the currently transmied
message (26). This is not, however, the case in our scenario because of inter-symbol interference. Moreover, even in the
memoryless case, to achieve Shannon’s capacity the encoder and the decoder must keep memory of previous transmissions. In
most applications of network transmission (as those mentioned in the main text), instead, memory is not available, and so
reconstruction has to be performed on a packet-by-packet basis.
To derive the capacity formula in Equation 5 of the main text, we first address the case B = I, and then we show how to extend
the argument to the general case of rectangular B’s. With reference to the communication channel described in the main text,
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we focus, without any loss of generality, on the transmission delivered at time t = 0. The total information signal in the time
window [0, T ] will be the superposition of the signals yk (t)’s in the same window, namely
∑
k∈Z yk (t), 0 ≤ t ≤ T . In the laer
summation, the signal that contains the “useful” information is given by y0(t), 0 ≤ t ≤ T . Let Lp2[0, T ] be the Hilbert space of
square integrable functions over the interval [0, T ] equipped with the inner product 〈f , g〉L2 =
∫ T
0 f (t)g(t) dt , and note that
y0(t), 0 ≤ t ≤ T , belongs to the finite-dimensional subspace Q of Lp2[0, T ] generated by the functions {CeAtei , t ∈ [0, T ]}ni=1,
where {ei}ni=1 denotes the canonical basis vectors of Rn. Thus, y0(t) can be wrien as
y0(t) =
M∑
i=1
yifi(t), (S6)
where {fi(t)}Mi=1 is any orthonormal basis in Q and
yi := 〈fi(t), y0(t)〉L2 =
∫ T
0
f >i (t)y0(t) dt =
∫ T
0
f >i (t)Ce
At dt︸ ︷︷ ︸
=: F>i
u0. (S7)
Let us define F := [F1, … , FM]> and Y0 := [y1, … , yM]>. For all u0 ∈ Rn, it holds
〈y0(t), y0(t)〉L2 = u>0
∫ T
0
eA
>tC>CeAt dt u0 = Y>0 Y0 = u
>
0 F
>Fu0. (S8)
The laer equation implies that F>F = O where O = ∫ T0 eA>tC>CeAt dt is the observability Gramian of the pair (A,C) over the
interval [0, T ]. The covariance between two components yh and y`, h, ` = 1, 2, … ,M, is given by E[yhy`] = E
[
F>h u0u
>
0 F`
]
=
F>h ΣF`, where Σ := E[u0u>0 ]. From this fact, it follows that the covariance of the useful signal y0(t) is
Σy0 := E
[
Y0Y>0
]
= FΣF>. (S9)
The overall channel noise, here denoted by r(t), is modelled as the sum of two contributions, namely:
(i) the additive Gaussian white noise n(t), and
(ii) the interference term i(t) due to inter-symbol interference.
The noise term r(t) = n(t) + i(t) can be wrien as, w.r.t. the previously introduced orthonormal basis {fi(t)}Mi=1 of Q,
r(t) =
M∑
i=1
rifi(t) + r⊥(t), (S10)
where r⊥(t) belongs to the orthogonal complement of Q and
ri := 〈fi(t), r(t)〉L2 =
∫ T
0
f >i (t)
(
CeAt
∞∑
k=1
eAkTu−k + n(t)
)
dt = F>i
∞∑
k=1
eAkTu−k + ni , (S11)
with ni :=
∫ T
0 fi(t)
>n(t) dt . The covariance between two noise components rh, r`, h, ` = 1, 2, … ,M, is given by
E[rhr`] = F>h
∞∑
k=1
eAkTE[u−ku>−k]eA
>kTF` + σ2
∫ T
0
∫ T
0
f >h (t)f`(τ )δ(t − τ ) dt dτ = F>h
∞∑
k=1
eAkTΣeA
>kTF` + σ2δh,`, (S12)
where δh,` denotes the Kronecker delta function and we implicitly used the fact that {uk} are i.i.d. random variables, and uk and
ni are independent for all k and i. Therefore, by defining R := [r1, … , rM]>, we have that the covariance of the noise component
in Q is given by
Σr := E
[
RR>
]
= F
∞∑
k=1
eAkTΣeA
>kTF> + σ2I = F (W − Σ)F> + σ2I, (S13)
whereW := ∑∞k=0 eAkTΣeA>kT is the infinite-horizon controllability Gramian of the discretized pair (eAT ,Σ1/2).
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By exploiting the above finite-dimensional representation of the output signal and noise term and the covariance expressions
in Equations S9 and S13, we can now compute the mutual information (as measured in bits) between the channel input u0 and
the corrupted output trajectory over the window [0, T ], Y˜0,
IT (u0, Y˜0) = h(Y˜0)− h(Y˜0|u0) = h(Y0 + R)− h(Y0 + R|u0) = h(Y0 + R)− h(R)
=
1
2
log2
det(Σy0 + Σr )
detΣr
=
1
2
log2
det(σ2I +OW)
det(σ2I +O(W − Σ)) , (S14)
where we used the properties of the dierential entropy, the fact that Y0 and R are independent Gaussian random variables (26,
Ch. 8), and, in the last step, the similarity invariance of the determinant and the fact that F>F = O. Finally, the previous
expression yields the expression of the information capacity with power constraint P ,
CT = 12 maxΣ<0,trΣ≤P IT (u0, Y˜0) =
1
2
max
Σ<0,trΣ≤P
log2
det(σ2I +OW)
det(σ2I +O(W − Σ)) . (S15)
This concludes the proof for the case B = I.
For general input matrices B ∈ Rn×m, the search space {Σ ∈ Rn×n, Σ < 0, tr Σ ≤ P} in the maximization of the previously
derived formula should be replaced by {BΣB> : Σ ∈ Rm×m, Σ < 0, tr Σ ≤ P}. Hence, it holds
CT = 12 maxΣ<0,tr Σ≤P log2
det(σ2I +OW)
det(σ2I +O(W − BΣB>)) , (S16)
whereW := ∑∞k=0 eAkTBΣB>eA>kT is the infinite-horizon controllability Gramian of the discretized pair (eAT ,BΣ1/2).
To conclude, we show that the constraint tr Σ ≤ P in Equation S16 can be replaced by tr Σ = P . To this end, Let us define
fT (Σ) := log2
det(σ2I +OW)
det(σ2I +O(W − BΣB>)) . (S17)
We will show that fT (αΣ) is a monotonically increasing function of α ≥ 0, that is, for any α1, α2 ≥ 0 such that α1 ≤ α2, it
holds fT (α1Σ) ≤ fT (α2Σ). The laer fact clearly implies that the optimal Σ maximizing fT (Σ) under the constraint tr Σ ≤ P ,
must satisfy the laer constraint with equality. We have
fT (αΣ) = log2
det(σ2I + αOW)
det(σ2IαO(W − BΣB>))
= log2
det(αO1/2WO1/2 + σ2I)
det(αO1/2(W − BΣB>)O1/2 + σ2I)
=
N∑
i=1
log2(αλi + σ
2)−
N∑
i=1
log2(αµi + σ
2
r ), (S18)
where {λi}ni=1 and {µi}ni=1 denotes the ordered eigenvalues of O1/2WO1/2 and O1/2(W − BΣB>)O1/2, respectively. Taking the
derivative w.r.t. α of the previous expression, we get
dfT (αΣ)
dα
=
1
ln 2
N∑
i=1
λi
αλi + σ2
− 1
ln 2
N∑
i=1
µi
αµi + σ2
. (S19)
Since O1/2WO1/2 < O1/2(W − BΣB>)O1/2, then λi ≥ µi , i = 1, 2, … , n. This yields
dfT (αΣ)
dα
=
1
ln 2
N∑
i=1
λi − µi
(λiα + σ2)(µiα + σ2)
≥ 0, (S20)
which, in turn, implies that fT (αΣ) is a monotonically increasing function of α ≥ 0, as required.
3 Properties of the information capacity and rate
In this Supplementary Note, we collect and discuss some key properties of the information capacity CT and information rate
RT . The first result asserts that CT (and, therefore,RT ) does not independently depend on the available power P and readout
noise variance σ2, but on the “signal-to-noise” ratio P/σ2 only.
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Proposition 1 (Scaling invariance of CT w.r.t. P and σ2). For all α > 0, it holds
CT (P ,σ2) = CT (αP ,ασ2), (S21)
where we made explicit the dependence of CT on P and σ2.
Proof. First observe that if we replace Σ and σ2 with αΣ and ασ2, respectively, thenW is replaced with αW . This in turn
implies that the value of
fT (Σ,σ2) := log2
det(σ2I +OW)
det(σ2I +O(W − BΣB>)) (S22)
is not aected by this change of variables. If Σ? is the input covariance maximizing fT (Σ,σ2) under the constraint tr Σ = P , it
holds
CT (αP ,ασ2) ≥ fT (αΣ?,ασ2) = fT (Σ?,σ2) = CT (P ,σ2). (S23)
On the other hand, let Σ? < 0 now denote the input covariance maximizing fT (Σ,ασ2) under the constraint tr Σ = αP . It holds
CT (P ,σ2) ≥ fT
(
1
α
Σ?,σ2
)
= fT (Σ?,ασ2) = CT (αP ,ασ2). (S24)
Therefore, it must be CT (αP ,ασ2) = CT (P ,σ2).
We now investigate the convexity properties of the maximizing function in Equation S16, namely
fT ,σ2 (Σ) :=
1
2
log2
det
(
σ2I +OW)
det
(
σ2I +O(W − BΣB>)) , (S25)
where we used the subscripts T and σ2 to make explicit the dependence of f on the transmission time window and output
noise variance, respectively. The following result provides a suicient condition under which the fT ,σ2 (Σ) is a concave function
of Σ < 0.
Proposition 2 (Concavity of fT ,σ2 (Σ)). Assume that the pair (A,C) is observable. If the following condition is satisfied
C>C < eA>TC>CeAT , (S26)
then fT ,σ2 (Σ) is a concave function of Σ < 0.
Proof. Since (A,C) is observable, O is positive definite, and hence invertible. This implies thatW + σ2O−1 is positive definite
for every Σ < 0. Aer some algebraic manipulations, we can rewrite fT ,σ2 (Σ) as
fT ,σ2 (Σ) =
1
2
log2
det(σ2O−1 +W)
det(σ2O−1 + eATWeA>T )
=
1
2
log2
det(σ2O−1 +W)
det e2AT det(σ2e−ATO−1e−A>T +W)
=
1
2
log2 det
[
(σ2O−1 +W)(σ2e−ATO−1e−A>T +W)−1
]
+
1
2
log2 det e
−2AT
= −1
2
log2 det
[
(σ2O−1 +W)−1(σ2e−ATO−1e−A>T +W)
]
+
1
2
log2 det e
−2AT
= − 1
2 ln 2
ln det
(
I + X−1K
)− T
ln 2
tr(A), (S27)
where we have defined X := σ2O−1 +W and K := σ2e−ATO−1e−A>T − σ2O−1. Next, since
(i) X  0 is a linear function of Σ, and
(ii) from (52), ln det
(
I + X−1K
)
is a convex function of X if K < 0,
5
it follows that fT ,σ2 (Σ) is concave if K < 0. To conclude we notice that the laer condition is satisfied if
K < 0 ⇔ σ2e−ATO−1e−A>T − σ2O−1 < 0
⇔ e−ATO−1e−A>T −O−1 < 0
⇔ −eA>TOeAT +O < 0
⇔
∫ T
0
eA
>t (−eA>TC>CeAT + C>C)eATdt < 0
⇔ −eA>TC>CeAT + C>C < 0. (S28)
This completes the proof.
As a side remark, it is worth pointing out that the condition in Proposition 2 always holds if A is stable and normal and C = I,
since ‖eX‖ = λmax(eX (eX )>) < 1 for normal and stable X ’s, where λmax(·) denotes the largest eigenvalue of a symmetric matrix.
Next, we focus on the monotonicity properties of fT ,σ2 (Σ) with respect to σ2.
Proposition 3 (Monotonicity of fT ,σ2 (Σ) w.r.t. σ2). For all σ22 ≥ σ21 > 0 and Σ < 0, it holds
fT ,σ21 (Σ) ≥ fT ,σ22 (Σ), (S29)
σ21fT ,σ21 (Σ) ≤ σ22fT ,σ22 (Σ). (S30)
Proof. Given σ2 > 0, by using the properties of logarithms, fT ,σ2 (Σ) can be rewrien as
fT ,σ2 (Σ) =
n∑
i=1
log2
(
1 + λi/σ2
1 + µi/σ2
)
, (S31)
where {λi}ni=1, λ1 ≥ · · · ≥ λn, and {µi}ni=1, µ1 ≥ · · · ≥ µn, are the eigenvalues of the positive (semi)definite matricesO1/2WO1/2
and O1/2(W − BΣB>)O1/2, respectively. By virtue of Weyl’s Monotonicity Theorem (53, Corollary III.2.3), it holds λi ≥ µi for
all i = 1, 2, … , n. It is now a maer of direct computation to show that if λ > µ > 0,
d
dx
log2
(
1 + λ/x
1 + µ/x
)
> 0, x > 0, (S32)
d
dx
x log2
(
1 + λ/x
1 + µ/x
)
< 0, x > 0. (S33)
In view of the laer inequalities, it follows that each term in the sum defining fT ,σ2 (Σ) is a monotonically decreasing function
of σ2 > 0, whereas each term in the sum defining σ2fT ,σ2 (Σ) is monotonically increasing function of σ2 > 0.
Proposition 4 (Monotonicity of fT ,σ2 (Σ) w.r.t. T ). Suppose that the pair (A,C) is observable and σ2 > 0. For all T1 > 0, T2 = hT1,
h ∈ N>0, and Σ < 0, it holds
fT2 ,σ2 (Σ) ≥ fT1 ,σ2 (Σ). (S34)
Proof. Since T2 ≥ T1, we have
OT2 :=
∫ T2
0
eA
>tC>CeAtdt <
∫ T1
0
eA
>tC>CeAtdt =: OT1  0, (S35)
where positive definiteness follows from observability of the pair (A,C). Furthermore, since T2 = hT1, h ∈ N>0,
WT1 :=
∞∑
k=0
eAkT1BΣB>eA
>kT1 <
∞∑
k=0
eAkhT1BΣB>eA
>khT1 =:WT2 . (S36)
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Next, we can rewrite fT ,σ2 (Σ) as
fT ,σ2 (Σ) =
1
2
log2 det
[ (
σ2I +OW) (σ2I +O(W − BΣB>))−1 ]
=
1
2
log2 det
[
I +OBΣB> (σ2I +O(W − BΣB>))−1 ]
=
1
2
log2 det
[
I + BΣB>
(
σ2I +O(W − BΣB>))−1O]
=
1
2
log2 det
[
I + BΣB>((W − BΣB>) + σ2O−1)−1
]
=
1
2
log2 det
[
I + (BΣB>)1/2(eATWeA>T + σ2O−1)−1(BΣB>)1/2
]
, (S37)
In view of Equations S35 and S36, we have O−1T2 4 O−1T1 , and
WT1 + σ2O−1T1 <WT2 + σ2O−1T2
⇒ (WT1 + σ2O−1T1 )−1 4 (WT2 + σ2O−1T2 )−1
⇒ (BΣB>)1/2 (WT1 + σ2O−1T1 )−1 (BΣB>)1/2 4 (BΣB>)1/2 (WT2 + σ2O−1T2 )−1 (BΣB>)1/2
⇒ I + (BΣB>)1/2 (WT1 + σ2O−1T1 )−1 (BΣB>)1/2 4 I + (BΣB>)1/2 (WT2 + σ2O−1T2 )−1 (BΣB>)1/2. (S38)
Finally, from Equation S37, the laer inequality implies fT2 ,σ2 (Σ) ≥ fT1 ,σ2 (Σ).
We note that, in the limit T →∞,W → BΣB> and O → ∫ T0 eA>tC>CeAt dt = O∞, which are both finite matrices since A is
stable. Hence, it follows that
lim
T→∞
fT ,σ2 (Σ) = log2 det
(
I +
1
σ2
O∞BΣB>
)
, (S39)
which is finite. From Proposition 4, this in turn implies that fT ,σ2 (Σ) aains its maximum for T →∞.
To conclude, we establish a monotonicity property of the capacity with respect to a particular choice of the input and output
matrices B and C.
Proposition 5 (Monotonicity of CT w.r.t. B and C). Assume that the pair (A,C) is observable, and let
B1 =
[
Im1
0
]
, C1 =
[
0 Ip1
]
, (S40)
B2 =
[
Im2
0
]
, C2 =
[
0 Ip2
]
, (S41)
be two pairs of input and output matrices. If m2 ≥ m1 and p2 ≥ p1, then
CT (B1,C1) ≤ CT (B2,C2), (S42)
where we made explicit the dependence of CT on the input matrix B and output matrix C.
Proof. First, as in the proof of Proposition 4, we have that Equation S25 can be rewrien as
fT ,σ2 (Σ) =
1
2
log2 det
[
I + (BΣB>)1/2(eATWeA>T + σ2O−1)−1(BΣB>)1/2
]
, (S43)
Next, since p2 ≥ p1, we have
O1 :=
∫ T
0
eA
>tC>1 C1e
At dt 4
∫ T
0
eA
>tC>2 C2e
At dt =: O2. (S44)
From the previous inequality and the observability of (A,C), we have O−11 < O−12 . This in turn implies that
W + σ2O−11 <W + σ2O−12
⇒ (W + σ2O−11 )−1 4 (W + σ2O−12 )−1
⇒ (BΣB>)1/2 (W + σ2O−11 )−1 (BΣB>)1/2 4 (BΣB>)1/2 (W + σ2O−12 )−1 (BΣB>)1/2
⇒ I − (BΣB>)1/2 (W + σ2O−11 )−1 (BΣB>)1/2 4 I − (BΣB>)1/2 (W + σ2O−12 )−1 (BΣB>)1/2 (S45)
7
which in view of Equation S37 yields
fT ,σ2 (Σ,B,C2) ≥ fT ,σ2 (Σ,B,C1), (S46)
for any B ∈ Rn×m and Σ < 0, where we made explicit the dependence of fT ,σ2 (·) on the input matrix B and output matrix C.
From the previous inequality, it follows that
CT (B,C1) = max
Σ<0,trΣ=P
fT ,σ2 (Σ,B,C1) ≤ max
Σ<0,trΣ=P
fT ,σ2 (Σ,B,C2) = CT (B,C2). (S47)
Now, let us define
S1 := {B1Σ1B1 : Σ1 < 0, tr Σ1 = P}, S2 := {B2Σ2B2 : Σ2 < 0, tr Σ2 = P}. (S48)
Since m2 ≥ m1, we have S1 ⊆ S2. This in turn implies that
CT (B1,C) = max
Σ<0,trΣ=P
fT ,σ2 (Σ,B1,C) = max
Σ∈S1
fT ,σ2 (Σ, I,C) ≤ max
Σ∈S2
fT ,σ2 (Σ, I,C) = max
Σ<0,trΣ=P
fT ,σ2 (Σ,B2,C) = CT (B2,C). (S49)
Finally, a combination of Equations S47 and S49 yields the thesis.
Proposition 5 in particular implies that the maximum capacity is always aained by picking B = C = I, that is, by selecting all
nodes in the network as input/output nodes.
4 Information rate in the low and high noise regime
Here, we analyze the behavior of the information rateRT in the limit cases where σ2 tends to either zero or infinity.
Theorem 1 (Behavior of RT in the low noise regime). Let A ∈ Rn×n be a stable matrix and assume that the pair (A,C) is
observable. For all T > 0, it holds
lim
σ2→0
RT = − 1ln 2 tr(A). (S50)
Further, as σ2 → 0, the optimal Σ in Equation S16 is any positive semidefinite unit-trace matrix such that (A,BΣ1/2) is controllable.
Proof. Consider fT ,σ2 (Σ) as defined in Equation S25. Since fT ,σ2 (Σ) and max
Σ<0,trΣ=1
fT ,σ2 (Σ) are monotonically decreasing functions
of σ2 (Proposition 3, Equation S29), we have that
lim
σ2→0
max
Σ<0,trΣ=1
fT ,σ2 (Σ) = sup
σ2≥0
max
Σ<0,trΣ=1
fT ,σ2 (Σ) = max
Σ<0,trΣ=1
sup
σ2≥0
fT ,σ2 (Σ) = max
Σ<0,trΣ=1
lim
σ2→0
fT ,σ2 (Σ). (S51)
If Σ maximizing lim
σ2→0
fT ,σ2 (Σ) is such that (eAT ,BΣ1/2) is a controllable pair, thenW > 0, and we have
1
T
lim
σ2→0
fT ,σ2 (Σ) =
1
2T
log2
det(OW)
det(OeATWeA>T )
= − 1
2T
log2 det(e
AT )2 = − 1
T ln 2
ln det(eAT )
= − 1
T ln 2
tr(AT ) = − 1
ln 2
tr(A), (S52)
where in the second equation we used the fact that O is invertible, in view of the observability of (A,C). If the maximizing Σ
is such that (eAT ,BΣ1/2) is not controllable, then, via a suitable similarity transformation Q, we can bring eAT and BΣ1/2 in
Kalman canonical form (27, Chapter 16), namely
A := Q−1eATQ =
[
A11 A12
0 A22
]
, B := Q−1BΣ1/2 =
[
B1
0
]
, (S53)
where (A11,B1) forms a controllable pair. By partitioning O conformably to the block partition of A, namely,
O := Q−>OQ−1 =
[O11 O12
O21 O22
]
, O11 > 0, (S54)
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it follows that,
1
T
lim
σ2→0
fT ,σ2 (Σ) = − 1T log2 det(A11) < −
1
T
log2 det(e
AT ), (S55)
since the eigenvalues of A11 are a subset of eigenvalues of eAT . This in turn implies that the maximum of limσ2→0 fT ,σ2 (Σ)
cannot be achieved by any Σ that renders (eAT ,BΣ1/2) not controllable and, therefore, its value is given by Equation S52.
Theorem 2 (Behavior ofRT in the high noise regime). Let A ∈ Rn×n be a stable matrix. For all T > 0, it holds
lim
σ2→∞
σ2RT = 12 ln 2T ‖BOB
>‖. (S56)
Further, as σ2 →∞, the optimal Σ in Equation S16 is given by Σ? = vv>/(v>v), where v ∈ Rm is the eigenvector corresponding to
the maximum eigenvalue of BOB>.
Proof. Since σ2fT ,σ2 (Σ) and max
Σ<0,trΣ=1
σ2fT ,σ2 (Σ) are monotonically increasing functions of σ2 (Proposition 3, Equation S30),
lim
σ2→∞
max
Σ<0,trΣ=1
σ2fT ,σ2 (Σ) = sup
σ2≥0
max
Σ<0,trΣ=1
σ2fT ,σ2 (Σ) = max
Σ<0,trΣ=1
sup
σ2≥0
σ2fT ,σ2 (Σ) = max
Σ<0,trΣ=1
lim
σ2→∞
σ2fT ,σ2 (Σ). (S57)
Using the Taylor expansion of the natural logarithm ln(1 + x) = x + h.o.t. as x → 0, it holds
ln det(I +OW/σ2) = tr(OW)/σ2 + h.o.t. as σ2 →∞, (S58)
ln det(I +O(W − B>ΣB)/σ2) = tr(O(W − B>ΣB))/σ2 + h.o.t. as σ2 →∞, (S59)
so that
lim
σ2→∞
σ2fT ,σ2 (Σ) =
1
2 ln 2
lim
σ2→∞
σ2 ln
det(I +OW/σ2)
det(I +O(W − B>ΣB)/σ2)
=
1
2 ln 2
lim
σ2→∞
σ2
(
ln det(I +OW/σ2)− ln det(I +O(W − B>ΣB)/σ2))
=
1
2 ln 2
tr(OB>ΣB). (S60)
Next, we note that the following inequality holds (54)
tr(OB>ΣB) = tr(BOB>Σ) ≤ ‖BOB>‖ tr(Σ). (S61)
On the other hand, by picking Σ? = vv>/(v>v), with v ∈ Rn being the eigenvector corresponding to the maximum eigenvalue
of BOB>, we have tr(BOB>Σ?) = ‖BOB>‖ tr(Σ?) = ‖BOB>‖. Hence,
max
Σ<0,trΣ=1
tr(BOB>Σ) = ‖BOB>‖, (S62)
from which Equation S56 follows using Equation S57.
5 Information rate of normal networks
We derive here an explicit expression for the information information rate of networks described by a normal adjacency matrix
with B = C = I. To this end, we first establish an instrumental lemma. In what follows, diag(X ) will denote the diagonal matrix
with the diagonal entries of X , if X is a matrix, or the entries of X along the diagonal, if X is a vector.
Lemma 1. Let P ∈ Cn×n be a positive definite Hermitian matrix. It holds diag(P−1) < (diag P)−1.
Proof. Let {ei}ni=1 be the canonical basis in Rn, by Cauchy–Schwarz inequality (e>i Pei)(e>i P−1ei) = ‖P1/2ei‖2‖P−1/2ei‖2 ≥
(e>i P
1/2P−1/2ei)2 = 1, so that e>i P
−1ei ≥ (e>i Pei)−1 for all i = 1, … , n.
Theorem 3 (information rate of normal networks). If B = C = I and A ∈ Rn×n is a normal and stable matrix with eigenvalues
{λi}ni=1, then
RT = max{Pi}ni=1 ,Pi≥0
s.t.
∑n
i=1 Pi=P
n∑
i=1
RT (Pi ,λi), (S63)
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with
RT (P ,λ) := 12T log2
P
σ2 − 2Reλ
P
σ2 e
2TReλ − 2Reλ . (S64)
Proof. Consider the function fT ,σ2 as previously defined in Equation S25. We will show that the matrix Σ < 0, tr(Σ) = 1,
maximizing fT ,σ2 (Σ) is diagonal w.r.t. the same basis diagonalizing A. Along the lines of the proof of Proposition 2, we first note
that fT ,σ2 can be equivalently rewrien as
fT ,σ2 (Σ) =
1
2 ln 2
ln det
(
I − σ2KX−1)− T
ln 2
tr(A), (S65)
where X := W + σ2e−ATO−1e−A>T and K := e−ATO−1e−A>T − O−1. Next, if A is stable and normal, it can be unitarily
diagonalized in the form A = −U†ΛU, where U is a unitary matrix and Λ is diagonal with diagonal entries {λi}ni=1 having
positive real part. Since C = I, we can rewrite O as
O = U†
[
1
2
Re(Λ)−1
(
I − e−2Re(Λ)T)]U, (S66)
where Re(·) denotes element-wise real part when applied to matrices, so that Equation S65 can be rewrien as
fT ,σ2 (Σ) =
1
2 ln 2
ln det
(
I − σ2K 1/2X−1K 1/2
)
− T
ln 2
tr(A), (S67)
where X := UWU† + σ22 Re(Λ)
(
e2Re(Λ)T − I)−1 and K := 12 Re(Λ)e2Re(Λ)T  0. Now assume, by contradiction, that the optimal Σ?,
tr(Σ?) = 1, maximizing fT ,σ2 (Σ) yields a matrix Σ¯? := UΣ?U† which is not diagonal. This implies that Z? := K
1/2
X
−1
K
1/2
is not
diagonal, since
(i) UWU† = ∑∞k=0 e−ΛkT Σ¯e−Λ†kT is not diagonal,
(ii) σ
2
2 Re(Λ)
(
e2Re(Λ)T − I)−1 and K are diagonal matrices, and
(iii) the inverse of a non-singular, non-diagonal matrix cannot be diagonal.
Let Σ¯d := diag(Σ¯?) and consider the corresponding diagonal matrix Zd := K 1/2X
−1
d K
1/2, where
X d := UWdU† + σ
2
2
Re(Λ)
(
e2Re(Λ)T − I)−1 , (S68)
andWd :=
∑∞
k=0 e
−ΛkT Σ¯de−Λ
†kT . Since for every positive definite matrix P  0 it holds diag(P−1) < (diag P)−1 (Lemma 1), we
have that
diag(Z?) = K
1/2
diag(X
−1
)K
1/2 < K 1/2X¯d−1K
1/2
= Zd . (S69)
Eventually, we argue that
det(I − Z?) < det(I − diag(Z?))
eq. S69
≤ det(I − Zd ), (S70)
where the first inequality follows from the fact that I − Z?  0 and from Hadamard’s inequality det P ≤ det diag(P), for a
positive definite P  0 (with equality aained if and only if P is diagonal, cf. (55, p. 505)). The inequality in Equation S70
contradicts the optimality of Σ? and therefore the matrix UΣ?U† must be diagonal. In view of this fact, the desired expression
in Equation S63 follows by direct computation.
From the above result we have the following interesting corollary.
Corollary 1 (Optimal power allocation for normal networks). If B = C = I and A is normal, thenRmax := maxT≥0RT is achieved
for T → 0 and the optimal power allocation is
Pi =
Reλi
trA
P , (S71)
which yields
Rmax = 1ln 2
P trA
2σ2 trA− P . (S72)
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Proof. Since RT is the sum of n terms of the form in Equation S64 and each of these terms is a monotonically decreasing
function of T , it follows that the maximum ofRT is achieved for T → 0. For T → 0, the expression ofRT becomes
RT = 1ln 2 max{Pi}ni=1 ,Pi≥0
s.t.
∑n
i=1 Pi=P
n∑
i=1
Pi
σ2 Reλi
2Reλi − Piσ2
. (S73)
Consider the Lagrangian of the above constrained optimization problem
L(P1, … , Pn,µ) =
n∑
i=1
Pi
σ2 Reλi
2Reλi − Piσ2
+ µ
(
P −
n∑
i=1
Pi
)
, (S74)
where µ ∈ R is the Lagrangian multiplier. By equating ∂L/∂Pi to zero, we have
∂L
∂Pi
=
2(Reλi)2(−2Reλi + Piσ2 )2 − µ = 0⇒
Pi
σ2
=
(
2±
√
2
µ
)
Reλi , i = 1, 2, … , n. (S75)
In view of the laer equation,
P
σ2
=
n∑
i=1
Pi
σ2
=
(
2±
√
2
µ
) n∑
i=1
Reλi =
(
2±
√
2
µ
)
trA⇒ Pi
σ2
=
P
trA
Reλi . (S76)
Eventually, by substituting the above optimal signal-to-noise ratios Pi/σ2 into Equation S73, we obtain
Rmax = 1ln 2
P trA
2σ2 trA− P . (S77)
which ends the proof.
It is worth pointing out that, from Proposition 5, Equation S63 provides an upper bound to the achievable rate of any normal
network for any choice of input and output node subsets. Furthermore, the expression ofRmax in Equation S72 corresponds to
the maximum information rate that can be aained by a network described by a normal matrix A for a fixed noise level.
6 Measures ofmatrix non-normality and network indicators of non-normality
Mathematically speaking, matrix non-normality is not easy to measure and there does not exist a unique scalar parameter that
quantifies it. However, several scalar estimates of matrix non-normality have been proposed and studied in the literature, see (?),
or Chapter 48 of (20) for a complete survey. There are two general approaches for quantifying the “degree” of non-normality of
a matrix A ∈ Rn×n. The first and classic approach is to measure non-normality in terms of departure from some algebraic
properties characterizing the set of normal matrices. In particular, metrics that fall into this category are zero when evaluated
at normal matrices. Examples include:
• the distance from commutativity, c(A) = ‖AA> − A>A‖F , where ‖ · ‖F is the Frobenius norm;
• the Henrici’s departure from normality, h(A) = (‖A‖2F −
∑
z∈λ(A) |z|2)1/2, where λ(·) denotes the set of eigenvalues (or
spectrum) of a matrix.
Alternatively, one can consider the linear dynamical system governed by A, and quantify non-normality in terms of the ability
of this system to transiently amplify its trajectories. This ability is, in turn, related to the sensitivity of the spectrum of A to
perturbations of the entries of A (20). Some standard measures of non-normality that carry such a “dynamical” interpretation are:
• the numerical abscissa, ω(A) = maxz∈λ((A+A>)/2) z ;
• the condition number of the eigenvector matrix of A, κ(A) = ‖V‖‖V−1‖, where the columns of V are the eigenvectors of A.1
1Here, we assume that A is diagonalizable. Note that, if A is normal, then κ(A) = 1.
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In the network considered in our paper, the above-listed non-normality metrics correlate with some scalar network parameters.
These parameters can thus be thought of as knobs regulating the “degree” of non-normality of the network. Specifically, for the
chain network in Equation (9) of the main text, as α (directionality strength) grows, then all of the above-listed measures of
non-normality increase as well (Supplementary Figure S1, le plot). For α 6= 1, h(A), κ(A), and ω(A) are positively correlated
with the chain length `, whereas c(A) is independent of ` (Supplementary Figure S1, right plot). A similar correlation behavior
is found when considering the more general layered topologies described in Supplementary Note 6 (not shown). Finally,
for heterogeneous topologies generated via Equation (11) of the main text, the parameter σS (st. dev. of the entries of the
skew-symmetric matrix S) and the network dimension n are highly correlated with the non-normality metrics h(A) and ω(A),
whereas they do not exhibit a clear correlation w.r.t. c(A) and κ(A) (Supplementary Figure S2).
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Supplementary Figure S1 | Non-normality metrics and parameters of chain network. Correlation between standard non-normality
metrics and parameters α and ` of the chain network described in Equation (9) of the main text with γ = −3 and β = 1. For beer visualization,
κ(A) is ploed in logarithmic scale. Le plot: ` = n = 8. Right plot: ` = n, α = 2.
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Supplementary Figure S2 | Non-normality metrics and parameters of heterogeneous network. Correlation between standard non-
normality metrics and parameter σS and dimension n of heterogenous topologies. The curves are the average over 500 realizations of the
random model in Equation (11) of the main text with scale parameter ω−2 = ν − n− 1 and ν = 24 + n degrees of freedom. Le plot: n = 10.
Right plot: σS = 2.
If matrix A represents the adjacency matrix of a network, then it can be shown that non-normality is related to (i) absence of
cycles in the network, (ii) low reciprocity of directed edges, and (iii) presence of hierarchical organization (see (22) for further
details). With reference to our examples of chain and layered topologies, these networks are clearly acyclic, with reciprocity
inversely proportional to α, and number of “hierarchical levels” equal to `.
Finally, we mention that, although for general networks the presence of long directed paths does not necessarily imply (strong)
non-normality2, if the network is stable (a standing assumption in our paper) the connection between strong non-normality
(here interpreted in a dynamical sense) and presence of strongly directional network paths can be made more precise. We next
provide a simple example of this fact by illustrating what happens to a directed chain in which we add one edge to form a
directed ring, while we refer to (30) for a more rigorous characterization of the aforementioned connection for general networks
with non-negative weights (self-loops excluded). In the example, we consider as non-normality measure the numerical abscissa.
2An example is a directed ring topology, which is always normal regardless of the directionality strength.
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Consider the directed chain described by the following adjacency matrix
A =

γ 0 0
α γ 0
. . .
. . .
. . .
. . . 0
. . . γ 0
α γ

∈ Rn×n, (S78)
with γ ∈ R and α > 0. It can be shown that the numerical abscissa is
ω(A) = γ + α cos
( pi
n + 1
)
which, for large n, is approximately equal to
ω(A) ≈ γ + α.
The system described by A exhibits transient amplification if and only if ω(A) > 0 (20). If A is stable, then γ < 0 and the
previous condition implies that α should be suiciently large (strong directionality) for the network to feature a high “degree”
of non-normality. If we add an edge so that the directed chain becomes a directed ring, matrix A becomes
A′ =

γ 0 0 α
α γ 0
. . .
. . .
. . .
. . . 0
. . . γ 0
α γ

, (S79)
which is indeed a normal matrix with the same trace of A. However, when α + γ > 0 the largest eigenvalue of A′ (which equals
its numerical abscissa) is unstable. Thus in the case of strong directionality, the matrix A′ becomes unstable, so that the stability
assumption is violated.
7 Information rate of a class of non-normal networks
Let S ∈ Rn×n be the adjacency matrix of a weighted graph G = (V , E), where V and E denote the set of nodes and edges of G,
respectively, and consider the following matrix
A := DSD−1, (S80)
where D := diag(d1, d2, … , dn), di > 0, i = 1, 2, … , n. Note that the graph with adjacency matrix A has the same connectivity
of G but, in general, dierent weights. Additionally, A has the same eigenvalues of S, but, typically, a dierent “degree”
of non-normality. The following result characterizes the information rate of the network with adjacency matrix A as in
Equation S80.
Theorem 4 (information rate of networks with adjacency matrix A = DSD−1). Let S ∈ Rn×n be the stable adjacency matrix
of a weighted graph G = (V , E), and consider A := DSD−1, where D1 := diag(d1, d2, … , dn), di > 0, i = 1, 2, … , n, is a positive
diagonal matrix. Let B = [ek1 , … , ekm] and C = [et1 , … , etp]
> be the input matrix and the output matrix respectively and let
dmin := min{dk1 , … , dkm} and dmax = max{dt1 , … , dtp}. Then,
RT (A,σ2) ≥ RT
(
S,
(
dmin
dmax
σ
)2)
, (S81)
where we made explicit the dependence ofRT on the network adjacency matrix and noise variance.
Proof. Let r := arg min{dk1 , … , dkm} and q := arg max{dt1 , … , dtp}. Consider first the special case where C = eq and B = er . In
view of the definition of A, we have De>q eqD = d
2
maxe
>
q eq . This in turn implies that
O =
∫ T
0
eA
>tC>CeAtdt =
∫ T
0
D−1eS
>tDe>q eqDe
StD−1dt = d2maxD
−1
∫ T
0
eS
>te>q eqe
Stdt︸ ︷︷ ︸
=:Ô
D−1. (S82)
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Similarly, we have D−1ere>r D
−1 = 1d2min ere
>
r , so that we can rewriteW as
W =
∞∑
k=0
eAkTBΣB>eA
>kT =
∞∑
k=0
DeSkTD−1ere>r D
−1eS
>kTD =
1
d2min
D
∞∑
k=0
eSkT ere>r e
S>kT
︸ ︷︷ ︸
=:Ŵ
D. (S83)
By substituting Equations S82 and S83 in the expression ofRT , we have
RT (A,σ2) = 12T maxΣ<0, trΣ=P log2
det(σ2I +OW)
det(σ2I +O(W − BΣB>)) =
1
2T
max
Σ<0, trΣ=P
log2
det(σ2I +OW)
det(σ2I +OeATWeA>T )
=
1
2T
max
Σ<0, trΣ=P
log2
det(σ2I +
(
dmax
dmin
)2
D−1ÔD−1DŴD)
det(σ2I +
(
dmax
dmin
)2
D−1ÔD−1DeSTD−1DŴDD−1eS>TD)
=
1
2T
max
Σ<0, trΣ=P
log2
det
((
dmin
dmax
σ
)2
I + ÔŴ
)
det
((
dmin
dmax
σ
)2
I + ÔeSTŴeS>T
) = RT(S,( dmindmaxσ
)2)
. (S84)
Finally, for the general case where B = [ek1 , … , ekm] is such that r ∈ {k1, … , km}, and C = [et1 , … , etp]> is such that q ∈ {t1, … , tp},
the inequality in Equation S85 directly follows from Proposition 5.
Theorem 4 in particular implies that, as the heterogeneity of the elements of D grows unbounded, we recover the same value of
information rate of the noiseless case.
Corollary 2 (Limiting behavior of information rate for strongly non-normal networks). Let B, C and A be as in Theorem 4, and
assume that the pair (S, eq), with q := arg max{dt1 , … , dtp}, is observable. Then,
lim
dmin
dmax
→0
RT = − 1ln 2 tr(A). (S85)
Proof. From Theorem 4, decreasing the ratio dmin/dmax is equivalent to decreasing the noise variance σ2 for a network with
adjacency matrix S. Then, Equation S85 directly follows from Theorem 1, noting that tr(A) = tr(S).
From the above analysis, it follows that increasing the non-normality of the network by diminishing the ratio dmin/dmax is
always beneficial to the information rateRT , in that it reduces the detrimental eect of output noise. Indeed, for the class
of networks in Equation S80, the ratio dmin/dmax, can be thought of regulating the “degree” of non-normality of the network.
To clarify this claim, assume that Sij 6= 0 and consider two diagonal entries di , dj with di 6= dj , in this case the (i, j)-th entry
and (j, i)-th entry of A take the form Aij = didj Sij and Aji =
dj
di
Sij , respectively. As the ratio di/dj tends either to zero or to infinity,
matrix A departs from symmetry because the entries Aij and Aji becomes very heterogenous in magnitude. As a concrete
example of this, consider the chain network described in our paper (Equation 9 of the main text). The adjacency matrix of this
network (here reported for convenience) reads as
A =

γ β/α 0 · · · 0
αβ γ β/α
. . .
...
0 αβ
. . .
. . . 0
...
. . .
. . .
. . . β/α
0 · · · 0 αβ γ

∈ Rn×n, (S86)
with β,α > 0 and γ < −2β. As described in our paper and in Supplementary Note 6, the parameter α (directionality
strength) regulates the “degree” of non-normality of the network. Notice that the matrix in Equation S86 can be rewrien as in
Equation S80 with D = diag(1,α, … ,αn−1) and
S =

γ β 0 · · · 0
β γ β
. . .
...
0 β
. . .
. . . 0
...
. . .
. . .
. . . β
0 · · · 0 β γ

. (S87)
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Assume that α > 1. Then, Corollary 2 yields that, as dmin/dmax = 1/αn−1 tends to zero, the information rate RT tends to
− 1ln 2 tr(A) = − γnln 2 , which corresponds to the information rate of the network in the noiseless case. In other words, as α as
grows unbounded (large directionality strength, and, therefore, strong non-normality), the information rate approaches the one
achieved in the noiseless case.
Finally, we stress that a small value of dmin/dmax would typically correspond to a large magnitude of some entries of A, which is
not desirable in many scenarios. However, we also observe that, in the above example of the chain network, dmin/dmax depends
on the chain length n, and for large n the ratio dmin/dmax can be made small regardless of the value of α (provided that α > 1).
Inspired by this example, we therefore propose an alternative procedure that leads to a decrease of the ratio dmin/dmax, while
keeping the entries A bounded in magnitude. We term this procedure “directed stratification” as it partitions the network in
dierent “directed” layers, according to the length of the paths from a given subset of nodes to all the other network’s nodes.
A
S0
B
S0
S1
C
S0
S1
S2
α
1/α
Supplementary Figure S3 | Construction of “layered” non-normal networks. Example of construction of a “layered” non-normal
network with n = 12 nodes. (A) A subset S0 of nodes in a weights graph G with homogeneous weights is selected. (B) Each node of the
network is assigned to a dierent layers according to its distance from S0. (C) The parameter α > 0 is used to generate a directional structure
between adjacent layers. The thickness of each edge in the network is proportional to their weight.
To this end, given any two nodes k, t ∈ V , we denote by d(k, t) the length of a shortest path from the node k to the node t .
GivenK ⊆ V and t ∈ V , we denote by d(K, t) the minimum length of a shortest path from the nodes inK to the node t , namely
d(K, t) = min { d(k, t) : k ∈ K} . (S88)
Further, let smin and smax denote the smallest and largest (in magnitude) non-zero entries of S, respectively, and consider the
matrix A := DSD−1 as in Equation S80. We select any subset of nodes in the network, say S0 , and define the following sets
S` = {v ∈ V : d(K, v) = `} , ` = 1, 2, … , `max, (S89)
where `max is the maximum length of a shortest path from subset S0 to any other node in V . Next, we set di = α`, α > 0, for
each node i ∈ S`. Then, for every edge (i, j) ∈ E , we distinguish three cases:
(i) if i, j ∈ S`, then Aij = djdi Sij = α
`
α`
Sij = Sij ;
(ii) if i ∈ S`−1 and j ∈ S`, then Aij = α`−1α` Sij = 1αSij ;
(iii) if i ∈ S` and j ∈ S`−1, then Aij = α`α`−1 Sij = αSij .
From the above equations, we observe the magnitude of the entries of A in Equation S80 is bounded in the interval [smin/α,αsmax].
In graphical terms, the above-described procedure corresponds to a “directed stratification” of G, as illustrated in Supplementary
Figure S3.
Finally, if we consider a matrix A generated as above, an input matrix B = [ek1 , … , ekm], such that there exists r ∈ {k1, … , km}
with r ∈ S0, and an output matrix C = [et1 , … , etp]>, such that there exists q ∈ {k1, … , km} with q ∈ S`max , in view of Theorem 4,
RT (A,σ2) ≥ RT
(
S,
(
α`max−1σ
)2)
. (S90)
The laer equation shows that it is possible to reduce the eect of noise in the rate either by increasing α or, for a fixed α > 1,
by increasing `max. In particular, via a proper tuning of these two parameters, it is possible to increase the rate while keeping the
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entries of A bounded in magnitude in a desired interval. Remarkably, this oers a viable way to enhance the communication
performance of real-world networks.
8 Optimal communication architectures
Optimal communication networks can be computed by solving the following optimization problem:3
max
A∈S
RT (A), (S91)
where S denotes the set of real stable matrices, and we made explicit the dependence ofRT on A. This problem is non-convex
and computationally expensive. In fact, it requires solving two (typically non-convex) optimization problems: one for computing
the information rate, and one for finding the optimal A. However this problem can be made more tractable by introducing
some mild assumptions and using the properties of the information rate, as we describe next.
In what follows, we restrict the aention to the subset Sr ⊂ S consisting of stable matrices with real eigenvalues and we
consider B = C = I. For C = I, it is not diicult to see that RT is invariant under unitary similarity transformation of A. In
view of this fact, we can consider the Schur form of the matrices in Sr and reduce the original problem to an optimization
problem over the set of lower triangular matrices with negative diagonal entries. We denote the laer set with S∆,r . The new
“simplified” optimization problem reads as
max
A∈S∆,r
RT (A)− ε‖A‖F , (S92)
where we added a regularization term ε‖A‖F , ε > 0, to the objective functionRT (A) to bound the magnitude of the entries of
A. Recall that the computation of the information rate RT requires solving a constrained optimization problem over input
covariances Σ. Consequently, in order to numerically solve the problem in Equation S92, we exploited a coordinate gradient
ascent strategy (56, Ch. 9) over unit-trace covariance matrices Σ, and connectivity matrices A ∈ S∆,r . Numerical solutions
of the optimization problem in Equation S92 are shown in Supplementary Figure S4, for a network of 10 nodes, σ2 = 1, and
dierent values of T > 0.
From these plots, we observe that:
1. for small values of T , the optimal structure A? is diagonal and, therefore, normal. In this case, the corresponding optimal
input covariance Σ? is also diagonal.
2. as T increases, the strictly lower triangular entries of A? becomes dierent from zero, yielding a non-normal optimal
network structure. In particular, for T large enough, the entries of the subdiagonal of A? are greater than the other lower
triangular entries, resulting in an optimal structure similar to a purely feedforward chain. In this case, the non-zero
entries of the corresponding optimal input covariances are localized around the upper diagonal entries (source nodes).
To investigate the eect of noise on the optimal matrix, we further optimized the cost function in Equation S92 over the
transmission window T ≥ 0. Namely, we considered the following regularized optimization problem:
max
A∈S∆,r ,T≥0
RT (A)− ε‖A‖F , (S93)
As before, we exploited a coordinate gradient ascent method to solve the laer problem. In this case, gradient ascent need
to be jointly performed w.r.t. unit-trace covariances Σ, lower triangular connectivity matrices A ∈ S∆,r , and non-negative
transmission windows T ≥ 0. Supplementary Figure S5 shows the numerical results obtained via this optimization strategy, for
dierent values of σ2. We notice that, for small values of σ2, the optimal transmission window equals zero, and the optimal
connectivity matrix and covariance are both diagonal. For larger values of σ2 the optimal transmission window becomes strictly
positive, and grows as σ2 increases. Further, the resulting A? is non-normal and resembles a feedforward chain, while Σ? has
non-zero diagonal entries concentrated around the upper diagonal entries.
3Here, we considered optimality w.r.t. the information rateRT . Similar considerations and results apply when considering the information capacity CT .
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Supplementary Figure S4 |Optimal networks and input covariances as a function of the transmissionwindow T . Optimal network
architecture A? and input covariance Σ? obtained by solving the optimization problem in Equation S93 for n = 10, σ2 = 1, ε = 2.5× 10−3. The
solution of the optimization problem has been computed via unconstrained coordinate gradient ascent over unit-trace positive definite Σ and
lower triangular A ∈ S∆,r . The simulations have been carried out in Python using Autograd (46).
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Supplementary Figure S5 | Optimal networks and input covariances as a function of the noise covariance σ2. Optimal network
architecture A?, input covariance Σ?, and transmission window T? obtained by solving the problem in Equation S93 for n = 10 nodes,
ε = 2.5× 10−3, and dierent values of σ2. The solution of the problem in Equation S93 has been computed via unconstrained coordinate
gradient ascent over unit-trace positive definite Σ’s, lower triangular A ∈ S∆,r , and non-negative T .
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