Abstract. We describe the set of all locally nilpotent derivations of the quotient ring
Introduction
The term Danielewski surface usually refers to surfaces given by an equation of the form X n Z = P (Y ), with n ∈ N and certain polynomials P (Y ) ∈ C[Y ], because such surfaces were studied by Danielewski in connection with the famous Cancellation Problem (see [11] ). Its generalizations continue to be a source of interest for current research.
For certain authors, a Danielewski surface is an affine surface which is algebraically isomorphic to a surface defined by an equation of the form X n Z − P (Y ) = 0, for (specific choice of) P (Y ) ∈ C[Y ], or even a surface defined by the equation X n Z −Q(X, Y ) = 0, where Q(X, Y )is a polynomial satisfying certain properties. Over the past 30 years, many works on surfaces given by this type of equation were published under algebraic and algebraic-geometric approach (see [5, 3] ). Following we trace some papers in the same direction which we are interested:
• L. Makar-Limanov in [9, 11] computed automorphism groups of surfaces in C 3 defined by equation with the form X n Z − P (Y ) = 0, where n ≥ 1 and P (Y ) is a nonzero polynomial. The M L-invariant is used in [11] to find the group of K-automorphisms of the ring K[X, Y, Z]/(X n Z − P (Y )), where n > 1 and deg P ≥ 2.
• D. Daigle in [2] studied the locally nilpotent derivations of the ring R = K[X, Y, Z]/(XY − ϕ(Z)) and showed that certain subgroups of K-automorphisms of R act transitively on the kernels of the nontrivial locally nilpotent derivations on R.
• A. Crachiola in [1] obtained similar results for slightly different surfaces defined by the equations X n Z − Y 2 − σ(X)Y = 0, where n ≥ 2 and σ(0) = 0, defined over arbitrary base field.
• A. Dubouloz and P-M Poloni [7] considered more general surfaces defined by equations X n Z − Q(X, Y ) = 0, where n ≥ 2 and Q(X, Y ) is a polynomial with coefficients in an arbitrary base field such that Q(0, Y ) splits with r ≥ 2 simple roots. This class contains most of the surfaces considered by L. Makar-Limanov, D. Daigle, and A. Crachiola.
In this paper we obtain some similar results for a class of Danielewski surfaces given by the equation f (X)Y − ϕ(X, Z) = 0, that means we study the ring
where X, Y and Z are indeterminates over We show that the M L-invariant of B is K[x] (cf. Theorem 7) and, by using this result, we describe all locally nilpotent derivations of B (cf. Corollary 8) and its Derksen invariant (cf. Theorem 12). Further we determine a set of generators for the group of K-automorphisms of B (cf. Theorem 15), when ϕ(X, Z) ∈ K[Z] and f (X) has at least one nonzero root which is the case not covered by any of the previously mentioned papers. For all these results we are specially motivated by [3, 11] .
The material is organized as follows: Section 1 gathers the basic definitions, notations, and results used in this paper. In Section 2 we discuss several properties of the ring B. The set of locally nilpotent K[x]-derivations of B is described in Section 3. The M L-invariant and the Derksen invariant of B are calculated in Section 4. Finally, Section 5 describes a set of generators for the group of K-automorphisms of B with the assumption that f (X) has at least one nonzero root and ϕ(X, Z) ∈ K[Z].
In a forthcoming paper we will deal with a generalization including more than three variables.
1. Preliminaries 1.1. Some generalities. From now on, word "ring" means a commutative ring with unity and characteristic zero. We denote the group of units of a ring A by A * . In the case that a ring A is a domain, we denote by Frac(A) its fraction field; when B is a subring of a ring A and A is an integral domain, we denote by trdeg B (A) the transcendence degree of Frac(A) over Frac(B). We reserve capital letters X, Y, Z to denote indeterminates over a field A and we denote the polynomial ring in X, Y, Z over A by A[X, Y, Z]. The polynomial ring in n-indeterminates over A is also denoted by A [n] . We reserve the symbol K to indicate a field.
Locally nilpotent derivations. Let A be a ring. A derivation D :
A → A is called locally nilpotent if for each a ∈ A there exist n ∈ N (depending on a) such that D n (a) = 0. In the case of polynomial rings, the basic example of locally nilpotent derivations are the partial derivatives. Given a polynomial G ∈ K[X 1 , . . . , X n ], we may write G Xi to denote the partial derivative
∂Xi . Let us also use the following notations:
Following we collect some well known results which will be used throughout the text. For the next three lemmas, details can be found in [4, 8] .
Lemma 2. Let A be a domain and D ∈ LND(A).
Recall that a derivation D ∈ Der(A) is irreducible if the unique principal ideal of A which contains D(A) is A.
Lemma 3. Let R be a domain of characteristic zero satisfying the ascending chain condition for principal ideals, and A ∈ KLND(R). Consider the set S = {D ∈ LND A (R) | D is irreducible }. Then S = ∅ and LND A (R) = {aD | a ∈ A and D ∈ S}.
1.3. Gradation and filtration. Let A be a K-algebra.
We say that A is Z-graded if there exists a family {B i } i∈Z of linear subspaces of A such that B i B j ⊆ B i+j for all i, j ∈ Z and A = ⊕ i∈Z B i . Similarly, we say that A has a Z-filtration if there exists a family {A i } i∈Z of linear subspaces of A such that
Notice that we also can write B = K[x, y, z], where x, y and z are the images of X, Y and Z under the canonical epimorphism K[X, Y, Z] → B. We now state some basic properties of the ring B.
Lemma 4.
(1) The ring B is a domain and trdeg
and the statement is true. To show (4),
, and then [1] . Finally, for item (5), let a, b ∈ B such that ab ∈ S = K[x] \ {0}. Then ab is an unity of S −1 B = K(x) [1] and, thus, a, b are unities of
is factorially closed in B and B * = K * .
The set LND K[x] (B).
Let d a derivation on the polynomial ring
It follows that d is locally nilpotent, since it is easy to see that d is triangular. Moreover, note that d(F (X, Y, Z)) = 0 and, thus, d induces a locally nilpotent derivation D on B given by
Theorem 5. Let D ∈ LND(B) as constructed above. Then,
Proof. 
. Therefore, from Lemmas 4(5) and 2(2), we get
Now, from Lemma 4(2), we know that
As we have
Thus, by Equation (1) 
The ML-invariant and the Derksen invariant of B
We start this section recalling the definition of the M L-invariant introduced by Makar-Limanov (some authors refer to this invariant as AK-invariant; we follow G. Freudenburg conform [8] ). Definition 6. Let A be a ring. The M L-invariant of A, or the ring of absolute constants, is defined as the intersection of the kernels of all locally nilpotent derivation of A and it will be denoted by M L(A).
Next is the main result of this Section:
This Theorem implies that K[x] ⊆ ker D for all D ∈ LND(B) and, by Theorem 5, there exists
. In particular, we have:
Remember that B = K[x, y, z], where f (x)y = ϕ(x, z), with r = deg X f (X) > 1 and d = deg Z ϕ(X, Z) > 1.
Note that B is a subring of T = K[x, f (x) −1 , z], since we have y = f (x) −1 ϕ(x, z) ∈ T . Following the strategies of [9] , we will construct a so called weight Z-filtration in T and then we use it to induce a Z-filtration in B. It will be done because it is possible to obtain some information on a locally nilpotent derivation by passing to its corresponding homogeneous locally nilpotent derivations induced by different filtrations on the ring.
In order to that, first we define a filtration on R = K[x, f (x) −1 ] as follows: for each n ∈ Z define the linear subspace C n of R by setting
Notice that, in general, C n C m C n+m for n, m ∈ Z. Define R k = i≤k C i , for each k ∈ Z. We have the following:
(ii) If α ∈ C n \ {0} and β ∈ C m \ {0}, then αβ ∈ R n+m \ R n+m−1 , for all n, m ∈ Z. In particular, R n R m ⊆ R n+m and R n ⊂ R n+1 for all n, m ∈ Z, R = R n , and n R n = {0}, that means {R n | n ∈ Z} is a proper Z-filtration of R.
Proof. (i) Note that every element α ∈ R is of the form α = 
ni . (ii) If m, n ≥ 0, the claim is immediate. We will treat the case m ≥ 0 and n < 0, and the case m, n < 0 is analogous. We have n = −jr + i, where j ≥ 1 and 0 ≤ i ≤ r − 1. We want to see if x
and the result follows. Now, let us suppose that m + i ≥ r. We know that x m+i is uniquely written in the form
By looking at each term
We now introduce a weight Z-filtration in the ring
since each element of T is a finite sum of elements of the form c i z j , where j ∈ N and c i ∈ C i for i ∈ Z, to define a such filtration, it suffices to give integer weights µ ≥ 1 to x and ν to z. In this case, the weight of a monomial c i z j is iµ + jν and the weight of an element w ∈ T is the maximal weight of the monomials which appear in w. By setting T n = span K {c i z j | iµ + jν ≤ n} we obtain a Z-filtration in T , which induces one in B given by B n = T n ∩ B. Additionally, we can extend it to a weight Z-filtration in K(x, z) by defining the weight of p q ∈ K(x, z) as the difference between the weights of p and q. It is well known that the associated graded algebra Gr(K(x, z)) is isomorphic to the subalgebra of K(x, z) consisting of fractions with homogeneous denominators.
The proof of Theorem 7. Let D ∈ LND(B). By Lemma 1 parts (1) and (2), there exist l ∈ ker(D) \ K and h ∈ K(x, z) such that D(g) = hJ(l, g) for all g ∈ B, where J is the Jacobian relative to x and z. To conclude this proof, it suffices to show that l ∈ K[x] (it will be done in the next lemma). In fact, in this case D(l) = 0 and, since we have ker D factorially closed in B, we conclude that x ∈ ker D. Therefore, K[x] ⊆ ker D and the proof is completed by Theorem 5.
Proof. First we will show that l ∈ K[x, z]. Recall that already have l ∈ ker(D) \ K. By Lemma 4 we can uniquely write l = l m (x, z)y m + · · · + l 1 (x, z)y + l 0 (x, z), where m ≥ 0, l m (x, z) = 0, and
Suppose that m ≥ 1. Once we have deg z (l s (x, z)) ≤ d − 1 and y = f (x) −1 ϕ(x, z), we can assign weight 1 to x and a sufficiently large weight ν to z such that gr(l) = x k z t gr(y) m ∈ Gr(B) and gr(h) = x c z d ∈ Gr(K(x, z)) for some c, d ∈ Z, after identifying x and z with gr(x) and gr(z), respectively.
Remember that D(g) = hJ(l, g) for h ∈ K(x, z) and that B = B n , where {B n } is a Zfiltration of B induced by the Z-filtration {T n } of T . We will see that
, since each summand of this last equality lies in B n+k , we conclude that D(B n ) ⊂ B n+k for all n ∈ Z.
Let D ∈ LND(Gr(B)) the derivation induced by Section 1) , i.e., given g ∈ B,
Since D(g) = hJ(l, g), we have D(gr(g)) = gr(h)J(gr(l), gr(g)). If gr(l) = x v z w gr(y) m we get v = 0 = w, since D(gr(l)) = 0 and x, z, gr(y) generate the Gr(B). Thus, gr(l) = gr(y) m and D(gr(g)) =
. From Lemma 5 we know that B is generated as K-vector space by
Defining the derivationḊ ∈ LND(Gr(B)) byḊ(g) =
), where a, b ∈ Z and g ∈ Gr(B), we getḊ(
From these equalities we obtain:
r . Now using the fact thatḊ is locally nilpotent and denoting degḊ(x) = p and degḊ(z) = q we have rp and µ = 1, ν = N with N sufficiently large such that gr(l) and gr(h) have the same degree in z that l and h have, respectively. We saw that D(gr(g)) = gr(h)J(gr(l), gr(g)). Since l ∈ K[x], we have gr(l) = αx i z j with j > 0. So, z divides gr(l) and, hence, z ∈ ker(Ḋ). Finally, as f (x)gr(y) = z d , we get gr(y) ∈ ker(Ḋ) and we conclude thatḊ is identically zero. However,Ḋ(x) = jx i z j−1 = 0, which is a contradiction. Hence, l ∈ K[x], as we desired to proof.
To conclude this section, we recall the definition of the invariant introduced by Derksen (see [6] ).
Definition 11. Let A be a K-algebra. The Derksen invariant of A is the K-algebra generated by the union of the kernels of all nontrivial locally nilpotent derivation of A and it will be denoted by HD(A). There is a complete description of Aut(B) when f (X) = X r , with r ≥ 1, in [2, 11] . For this reason, we assume that f (X) has at least one nonzero root.
As we are interested in K-automorphisms of B, notice that we can assume, without loss of generality, that the coefficient of the term with degree d − 1 of ϕ(Z) and the coefficient of the term with degree r − 1 of f (X) are equals to zero (to see that, just change Z by Z − a and X by X − b for a convenient choice of a, b ∈ K).
