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In this paper we study the strict localization for the p-Laplacian
equation with strongly nonlinear source term. Let u := u(x, t) be a
solution of the Cauchy problem
ut = div
(|∇u|p−2∇u)+ uq, u(x,0) = u0(x),
where (x, t) ∈ RN × (0, T ), N  1 and p > 2. When q p − 1, we
prove that if the initial data u0(x) has a compact support, then
the solution u(·, t) has also compactly support. Moreover, when
1< q < p − 1, we show that the solution of the Cauchy problem
blows up at any point of RN to arbitrary compactly supported
initial data.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider the following Cauchy problem for the evolution p-Laplacian equation
with a source term {
ut = div
(|∇u|p−2∇u)+ uq, (x, t) ∈ RN × (0, T ),
u(x,0) = u0(x), x ∈ RN ,
(1.1)
where N  1, p > 2, q 1 and T > 0.
Eq. (1.1)1 appears in the theory of non-Newtonian ﬂuids, and it is a nonlinear form of heat equa-
tion. It has been widely used as a model for nonlinear propagation in reactive medium (cf. [7]). The
main purpose of the present paper is to study the localization property of solution for the Cauchy
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392 Z. Liang, J. Zhao / J. Differential Equations 246 (2009) 391–407problem (1.1). As usual, we assume that the initial data u0(x) is not identical zero and satisﬁes the
following condition:
u0(x) 0 for all x ∈ RN and u0 ∈ L1loc
(
R
N). (1.2)
The deﬁnition of weak solution for problem (1.1) reads as follows.
Deﬁnition 1.1. A nonnegative function u := u(x, t) ∈ Cloc(RN × (0, T ))∩ Lp(0, T ;W 1,ploc (RN )) is called a
weak solution of (1.1), if for any φ ∈ C∞0 (RN × [0, T )),
T∫
0
∫
RN
(
uφt − |∇u|p−2∇u∇φ + uqφ
)
dxdt +
∫
RN
u0(x)φ(x,0)dx = 0. (1.3)
The global/local-in-time existence, uniqueness and regularity of weak solution to the Cauchy prob-
lem (1.1) have been extensively investigated by many authors, see, for example, [2,7,8] and among
others. It is well known (see, e.g., [8]) that when p > 2 and 1< q p − 1+ p/N , the solution of (1.1)
always blows up in ﬁnite time; while for q > p − 1+ p/N the blow-up occurs if the initial data u0(x)
is large enough. In the latter case there also exists global-in-time solution with small initial data. By
ﬁnite time blow-up, we means there is a ﬁnite time T ∈ (0,∞) such that ‖u(·, t)‖L∞ < ∞ for all
t ∈ [0, T ), but
limsup
t→T−
∥∥u(·, t)∥∥L∞ = ∞.
Similar to the porous medium equation, the p-Laplacian equation ut = div(|∇u|p−2∇u) describes
the process with ﬁnite propagation speed of disturbance, i.e., if the initial data u0(x) has compact
support, then for all t ∈ (0,∞),
suppu(·, t) = {x ∈ RN ∣∣ u(x, t) > 0}
is a bounded set (cf. [7]). The ﬁnite speed propagation phenomenon is due to the degeneracy of
p-Laplacian equation at the interface ∇u = 0, which is one of the most important facts about p-
Laplacian equation.
To state the main results, we ﬁrst introduce the concept of strict localization.
Deﬁnition 1.2. An unbounded solution u := u(x, t) of the Cauchy problem (1.1) is said to be strictly
localized, if
S =
{
x ∈ RN
∣∣∣ limsup
t→T−
u(x, t) > 0
}
is bounded.
For the one-dimensional porous medium equation, ut = um + uq with N = 1, the strict localiza-
tion of solution with compactly supported initial data was demonstrated in [6], hence the blow-up
points are at most in a bounded set. The proof of strictly localization for N > 1 is diﬃcult, which is
proved by Gui and Kang (cf. [4]). It is interested whether the ﬁnite speed propagation phenomenon
holds to the solution of p-Laplacian equation with nonlinear source.
It is clear that there are many differences between the p-Laplacian equation and the porous
medium equation. One of reason is that the example of solution with compact support for q = p − 1
is not known, which plays an important role in the Gui–Kang’s method. Moreover the eigenfunction
technique for Laplacian equation used in [4] cannot be extended to the p-Laplacian equation.
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data if q  p − 1. Our approach is to use iteration technique and some ideas in [4]. Main results are
the following theorems.
Theorem 1.1. Let q p−1 and (1.2) be satisﬁed. Assume that u(x, t), deﬁned overRN ×[0, T ), is the solution
of the Cauchy problem (1.1) with compactly supported initial data u0(x), where 0 < T < ∞ is the blow-up
time. Then there exists a positive constant R∗ , depending only on p, q, N, T and u0 , such that
suppu(x, t) ⊂ B(0, R∗) for each t ∈ (0, T ). (1.4)
Theorem 1.2. Let 1< q < p − 1. Suppose that u(x, t) is the solution of (1.1) with compactly supported initial
data u0(x), and that T is the blow-up time. Then
lim
t→T−
u(x, t) = ∞ for any x ∈ RN .
The paper is organized as follows. In Section 2, we prove some auxiliary lemmas and introduce
the similar representation for u. The proofs of Theorems 1.1 and 1.2 are given in Section 3.
2. Auxiliary lemmas
To begin with, for each ﬁxed x0 ∈ RN and r > 0 we set
B(x0, r) =
{
x ∈ RN : |x− x0| < r
}
.
Let u := u(x, t) be a weak solution of (1.1) in the sense of Deﬁnition 1.1. Then we have
Lemma 2.1. Let q p−1. Assume that u is a solution of (1.1) and that suppu0 ⊂ B(0, K ) for some positive K .
Then for any ﬁxed x0 ∈ RN satisfying |x0| > K + 2, there is a positive time t0 , depending on p, q, N and
‖u‖L∞(B(x0,1)×(0,t0)) , such that
u(x, t) = 0 a.e. on B(x0,1) × (0, t0).
Proof. For each n ∈ Z+ , let
Bn := B
(
x0,1+ 2−n
)
, |x0| > K + 2;
ηn ∈ C10(Bn), 0 ηn  1, ηn ≡ 1 for x ∈ Bn+1, |∇ηn| C2n.
Taking φ(x, t) = u(x, t)ηpn (x) in (1.3), we can get
sup
0<s<t
∫
Bn
u2ηpn dx+
t∫
0
∫
Bn
|∇u|pηpn dxds C
t∫
0
∫
Bn
|∇ηn|pup dxds + 2
t∫
0
∫
Bn
uq+1ηpn dxds

(
C2pn + 2‖u‖q−p+1L∞(Bn×(0,T ))
) t∫
0
∫
Bn
up dxds. (2.1)
In view of Gagliardo–Nirenberg–Sobolev inequality,
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0
∫
Bn+1
u
p(N+2)
N dxds C
{ t∫
0
∫
Bn
η
p
n |∇u|p dxds + 2pn
t∫
0
∫
Bn
up dxds
}{
sup
0<s<t
∫
Bn
u2ηpn dx
} p
N
 C
{
sup
0<s<t
∫
Bn
η
p
n u
2 dx+
t∫
0
∫
Bn
|∇u|pηpn dxds + 2pn
t∫
0
∫
Bn
up dxds
} N+p
N
. (2.2)
Notice that
t∫
0
∫
Bn+1
up dxds
{ t∫
0
∫
Bn+1
u
p(N+2)
N dxds
} N
N+2{ t∫
0
∫
Bn+1
dxds
} 2
N+2
= t 2N+2 |Bn+1| 2N+2
{ t∫
0
∫
Bn+1
u
p(N+2)
N dxds
} N
N+2
. (2.3)
Summing up (2.1)–(2.3), we arrive at
yn+1  Ct
2
N+2 b(n)
N+p
N+2 y
N+p
N+2
n , (2.4)
where
yn =
t∫
0
∫
Bn
up dxds, b(n) = |Bn+1|
2
N+p
(
2pn + ‖u‖q−p+1L∞(Bn×(0,T ))
)
.
Hence, by virtue of Lemma 5.6 in [5], if
y1 =
t∫
0
∫
B1
up dxds Ct−
2
p−2 b(1)−(
N+2
p−2 )2 , ∀t ∈ [0, t0], (2.5)
then yn → 0 as n → ∞, that is,
y∞ =
t∫
0
∫
B(x0,1)
up dxds = 0.
Clearly, there is a t0 = t0(p,q,N,‖u‖L∞(B1×(0,t0))) > 0 such that (2.5) holds for 0 t < t0. 
According to Lemma 2.1, to prove Theorem 1.1, it suﬃces to show that for suﬃciently large |x|, the
solution u(x, t) of (1.1) can be uniformly bounded in t ∈ (0, T ). To this end, we introduce the similar
representation of the solution of (1.1). Set
v(ξ, τ ) = (T − t) 1q−1 u(x, t), (2.6)
where
ξ = x
m
∈ RN , τ = − ln T − t ∈ [0,∞), m = q − p + 1 > 0, q > p − 1.
(T − t) T p(q − 1)
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ξ = T−meτmx and T − t = T e−τ .
By a direct calculation, we ﬁnd that v = v(ξ, τ ) solves the following Cauchy problem
⎧⎪⎨
⎪⎩
vτ = div
(|∇v|p−2∇v)−mξ · ∇v − 1
q − 1 v + v
q, (ξ, τ ) ∈ RN × (0,∞),
v(ξ,0) = T 1q−1 u0
(
Tmξ
)
, ξ ∈ RN .
(2.7)
Furthermore, if v(ξ, τ ) is independent of τ , i.e., v(ξ, τ ) = θ(ξ), then θ(ξ) satisﬁes
div
(∣∣∇θ(ξ)∣∣p−2∇θ(ξ))−mξ · ∇θ(ξ) − 1
q − 1 θ(ξ) + θ
q(ξ) = 0. (2.8)
In the one-dimensional case, Eq. (2.8) with N = 1 was studied in [3], and the following lemma is
proved.
Lemma 2.2. For q > p − 1, N = 1, there is a positive function θs = θs(ξ) such that
(∣∣θ ′s(ξ)∣∣p−2θ ′s(ξ))′ −mξθ ′s(ξ) − 1q − 1 θs(ξ) + θqs (ξ) = 0,
θs(0) = θ0 > θH :=
(
1
q − 1
) 1
q−1
, θ ′s(0) = 0, lim
ξ→∞ θs(ξ) = 0. (2.9)
Moreover, there exists a positive constant Cs = C(p,q) such that
θs(ξ) = Cs|ξ |
−p
q−p+1
(
1+ ρ(ξ)),
where ρ(ξ) → 0 as |ξ | → ∞.
In the next, we shall utilize θ in Lemma 2.2 to construct a supersolution of u when |x| is large
enough. Let
us := us(x, t) = us(x1, t) = (T − t)−
1
q−1 θ(ξ), ξ = x1
(T − t)m ,
then by virtue of Lemma 2.2, it is easy to see that
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tus = div
(|∇us|p−2∇us)+ uqs , (x1, x′, t) ∈ R × RN−1 × (0, T ),
us(0, x
′; t) = (T − t)− 1q−1 θ0, (x′, t) ∈ RN−1 × (0, T ),
us(x1, x
′,0) = T− 1q−1 θ
(
x1
Tm
)
 0, (x1, x′) ∈ R × RN−1.
(2.10)
Lemma 2.3. Assume that suppu0 ⊂ B(0, K ) for some K > 0. Then for all r > 0 one has
sup
x∈∂B(0,r+2K )
u(x, t) inf
x∈B(0,r)u(x, t), ∀t ∈ [0, T ), (2.11)
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sup
ξ∈∂B(0,(r+2K )T−meτm)
v(ξ, τ ) inf
ξ∈B(0,rT−meτm)
v(ξ, τ ), ∀τ  0. (2.12)
The proof of Lemma 2.3 is based on Alexandroff’s reﬂection principle and comparison principle.
The proof is similar to that in [1]. We omit it.
Lemma 2.4. Assume that there exists R1 > 0 such that u0(x) = 0 and u(x, t) θ0(T − t)−
1
q−1 for all |x| > R1 ,
t ∈ (0, T ). Then
sup
0<t<T
u(x, t) us(xi − R1, t) as xi > R1,
sup
0<t<T
u(x, t) us(xi + R1, t) as xi < −R1,
where i = 1,2, . . . ,N, and θ0 > 0 is the constant in Lemma 2.2.
Proof. Set
w(x, t) := us(x1 − R1, t) with x = (x1, x′), x′ = (x2, . . . , xN ),
where us = (T − t)−
1
q−1 θ(ξ) is the solution of (2.10). Clearly, w(x, t) satisﬁes
⎧⎪⎨
⎪⎩
wt = div
(|∇w|p−2∇w)+ wq, {x ∈ RN ∣∣ x1 > R1}× (0, T ),
w(x,0) u0(x) ≡ 0,
{
x ∈ RN ∣∣ x1 > R1}× {t = 0},
w(R1, x
′; t) = θ0(T − t)−
1
q−1  u(x, t),
{
x ∈ RN ∣∣ x1 = R1}× (0, T ).
By comparison, it follows that
u(x, t) w(x, t) = us(x1 − R1, t), x1  R1, 0 t < T .
Similarly, we also have
u(x, t) w(x, t) = us(x1 + R1, t), x1 −R1, 0 t < T .
This proves Lemma 2.4 with i = 1. Since this argument can be repeated in every directions, Lemma 2.4
is proved. 
Next, we show that the hypothesis of Lemma 2.4 is satisﬁed.
Lemma 2.5. Let q p − 1. Then there exists R1 > 0 such that the solution of (1.1) satisﬁes
u(x, t) θ0(T − t)
−1
q−1 for all |x| > R1.
Proof. In view of (2.6), we need only to prove that there exists a positive constant R1 such that
v(ξ, τ ) θ0 for all |ξ | R1T−meτm, τ > 0. (2.13)
Z. Liang, J. Zhao / J. Differential Equations 246 (2009) 391–407 397We consider the following initial–boundary value problem
⎧⎪⎪⎨
⎪⎪⎩
v˜τ = div
(|∇ v˜|p−2∇ v˜)−mξ · ∇ v˜ − 1
q − 1 v˜ + v˜
q, (ξ, τ ) ∈ B(0,ρ) × (τ0,∞),
v˜(ξ, τ ) = 0, (ξ, τ ) ∈ ∂B(0,ρ) × (τ0,∞),
v˜(ξ, τ0) = χ
(|ξ |)Q , ξ ∈ B(0,ρ),
(2.14)
where Q is certain positive constant to be determined later (see (2.27) below), and the C1-function
χ := χ(r) satisﬁes
0 χ  1, χ ′(r) 0, χ(ρ) = 0, χ(r) ≡ 1 as r < (1− δ)ρ for some δ ∈ (0,1/2).
The proof of (2.13) is based on the following assertion.
Claim 2.1. There exists a ρ0 > 0 such that if ρ  ρ0 and
(1− δ)Q > Q ∗(ρ) := θH + θ0
2
(
1
1− Cρp
) 1
q−1
, (2.15)
then the solution of (2.14) blows up in ﬁnite time. Here, θ0 , θH are the constants in Lemma 2.2, and C is a
positive constant.
Let us accept for the moment the validity of Claim 2.1, and proceed to complete the proof of
Lemma 2.5. First, by virtue of Claim 2.1 we have
inf
ξ∈B(0,ρ) v(ξ, τ0) Q for all τ0 > 0. (2.16)
Indeed, if (2.16) is not valid, it is easy to see that v = v(ξ, τ ) is a supersolution of (2.14). Since the
solution of (2.14) blows up in ﬁnite time by the claim, so does v . This contradict the deﬁnition (2.6)
of v .
Notice that
Q ∗(ρ) → θH + θ0
2
< θ0 as ρ → ∞.
There exist ρ1  ρ0 > 0 and an appropriately small δ > 0, such that
inf
ξ∈B(0,ρ1)
v(ξ, τ0) θ0. (2.17)
Hence, letting r = ρ1Tm in (2.12), it follows from (2.17) that
sup
ξ∈∂B(0,(ρ1Tm+2K )T−meτ0m)
v(ξ, τ0) inf
ξ∈B(0,ρ1eτ0m)
v(ξ, τ0) inf
ξ∈B(0,ρ1)
v(ξ, τ0) θ0,
which in particular implies that for any τ0 > 0,
sup
|ξ |(ρ1Tm+2K )T−meτ0m
v(ξ, τ0) θ0,
i.e.,
v(ξ, τ0) θ0 as |ξ |
(
ρ1T
m + 2K )T−meτ0m.
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is proved. 
We now turn to the proof of Claim 2.1. Since the solution of (2.14) is symmetric, it follows that
v˜(ξ, τ ) = v˜(r, τ ) where r = |ξ | < ρ , τ > τ0. We ﬁrst prove v˜r  0. By uniqueness, we see that the
solution of (2.14) is indeed the limit function of the solutions of the following problem
⎧⎪⎪⎨
⎪⎪⎩
v˜τ = div
((|∇ v˜|2 + ) p−22 ∇ v˜)−mξ · ∇ v˜ − 1
q − 1 v˜ + v˜
q, (ξ, τ ) ∈ B(0,ρ) × (τ0,∞),
v˜(ξ, τ ) = 0, (ξ, τ ) ∈ ∂B(0,ρ) × (τ0,∞),
v˜(ξ, τ0) = χ Q , ξ ∈ B(0,ρ),
which can be rewritten as, using the symmetry of v˜ ,
v˜τ =
((|v˜ ′|2 + ) p−22 v˜ ′)′ + N − 1
r
((|v˜ ′|2 + ) p−22 v˜ ′)−mrv˜ ′ − v˜
q − 1 + v˜
q (2.18)
and v˜ ′(0, τ ) = 0 for all τ  τ0.
Putting w(r, τ ) := v˜r(r, τ ), then we have from (2.18) that
w(0, τ ) = 0, w(ρ, τ ) 0, w(r, τ0) 0 for r ∈ (0,ρ)
and
wτ =
((
w2 + ) p−22 w)′′ − N − 1
r2
(
w2 + ) p−22 w + N − 1
r
((
w2 + ) p−22 w)′
−mw −mrw ′ − w
q − 1 − qv˜
q−1w.
Using the maximum principle, we get v˜r(r, τ ) = w(r, τ ) 0 for all r ∈ (0,ρ) and τ > τ0.
To be continued, let ψ ∈ C10(B(0,ρ)) satisfy
0ψ(ξ) 1, suppψ ⊂ B(0, (1− δ)ρ), ψ(ξ) = 1 if ξ ∈ B(0, 1
2
ρ
)
, |∇ψ | C
ρ
.
Multiplying (2.14)1 by v˜ s−1ψb with 0< s < 1, b > 0, we obtain after integrating by parts that
1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ ) + (s − 1)
τ∫
τ0
∫
B(0,ρ)
v˜ s−2|∇ v˜|pψb
+ b
τ∫
τ0
∫
B(0,ρ)
v˜ s−1|∇ v˜|p−2∇ v˜ · ∇ψψb−1
= −m
τ∫
τ0
∫
B(0,ρ)
v˜ s−1ψbξ · ∇ v˜ − 1
q − 1
τ∫
τ0
∫
B(0,ρ)
v˜ sψb
+
τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb + 1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ0). (2.19)
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Case 1. q > p − 1. Notice that
b
τ∫
τ0
∫
B(0,ρ)
v˜ s−1|∇ v˜|p−2∇ v˜ · ∇ψψb−1
 ε
τ∫
τ0
∫
B(0,ρ)
v˜ s−2|∇ v˜|pψb + C()
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p|∇ψ |p, (2.20)
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p |∇ψ |p  C
ρ p
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p
 C
ρ p
{ τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb +
τ∫
τ0
∫
B(0,ρ)
ψ
b− p(q+s−1)q−p+1
}
(2.21)
and
−m
τ∫
τ0
∫
B(0,ρ)
v˜ s−1ψbξ · ∇ v˜ = −m
τ∫
τ0
dt
∫
∂B(0,ρ)
dω
ρ∫
0
v˜ s−1ψbr ∂ v˜
∂r
rN−1 dr  0. (2.22)
Summing up (2.19)–(2.22) and using Hölder’s inequality, we get
1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ )− 1
q − 1
τ∫
τ0
∫
B(0,ρ)
v˜ sψb − C
ρ p
τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb
− C
ρ p
τ∫
τ0
∫
B(0,ρ)
ψ
b− p(q+s−1)q−p+1 +
τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb + 1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ0)
− 1
q − 1
τ∫
τ0
∫
B(0,ρ)
v˜ sψb + 1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ0)
+
(
1− C
ρ p
)( ∫
B(0,ρ)
ψb
) 1−q
s
τ∫
τ0
( ∫
B(0,ρ)
v˜ sψb
) q+s−1
s
− C
ρ p
(τ − τ0)
∫
B(0,ρ)
ψ
b− p(q+s−1)q−p+1 . (2.23)
Set
z(τ ,ρ) =
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ ),
then (2.23) can be rewritten as
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z(τ ,ρ)− 1
q − 1
τ∫
τ0
z(·,ρ) +
(
1− C
ρ p
)( ∫
B(0,ρ)
ψb
) 1−q
s
τ∫
τ0
z(·,ρ) q+s−1s
+ 1− ε0
s
z(τ0,ρ) + ε0
s
z(τ0,ρ) − C
ρ p
(τ − τ0)
∫
B(0,ρ)
ψ
b− p(q+s−1)q−p+1 (2.24)
with
ε0 := 1−
(
2θH
θH + θ0
)s
∈ (0,1),
where 0< s < 1, and θ0, θH are the constants in Lemma 2.2.
By a direct calculation, we ﬁnd that the function y := y(τ ), deﬁned by
y(τ ) = exp
{
− s
q − 1 (τ − τ0)
}{[
(1− ε0)z(τ0,ρ)
] 1−q
s − (q − 1)
(
1− C
ρ p
)( ∫
B(0,ρ)
ψb
) 1−q
s
+ (q − 1)
(
1− C
ρ p
)( ∫
B(0,ρ)
ψb
) 1−q
s
eτ0−τ
}− sq−1
, (2.25)
is a solution of the following ODE problem:
⎧⎪⎪⎨
⎪⎪⎩
y′(τ )
s
= − y(τ )
q − 1 +
(
1− C
ρ p
)( ∫
B(0,ρ)
ψb
) 1−q
s
y(τ )
q+s−1
s , τ > τ0,
y(τ0) = (1− ε0)z(τ0,ρ).
(2.26)
Clearly, if
[
(1− ε0)z(τ0,ρ)
] 1−q
s − (q − 1)
(
1− C
ρ p
)( ∫
B(0,ρ)
ψb
) 1−q
s
< 0,
i.e.
Q >
(
1
q − 1
) 1
q−1( 1
1− Cρp
) 1
q−1
(1− ε0) 1s = θH + θ0
2
(
1
1− Cρp
) 1
q−1
, (2.27)
then
y(τ ) → ∞ as τ → τ0 + ln
{
(q − 1)(1− Cρp )
(q − 1)(1− Cρp ) − ( θH+θ02Q θH )q−1
}
≡ τ1.
Notice that there exists ρ0 > 0 such that if ρ > ρ0
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s
z(τ0,ρ) − C
ρ p
(τ − τ0)
∫
B(0,ρ)
ψ
b− p(q+s−1)q−p+1
 ε0
s
Q s
∫
B(0,ρ)
ψb − C
ρ p
ln
{
(q − 1)(1− Cρp )
(q − 1)(1− Cρp ) − ( θH+θ02Q θH )q−1
} ∫
B(0,ρ)
ψ
b− p(q+s−1)q−p+1  0. (2.28)
Combining (2.24), (2.25), (2.26) and (2.28), we get if ρ > ρ0 and (2.27) holds
y(τ ) z(τ ,ρ) for all τ0  τ  τ1.
Thus if q > p − 1
lim
τ→τ1
z(τ ,ρ) = ∞ for ∀ρ > ρ0
and Claim 2.1 is proved for the case q > p − 1.
Case 2. q = p − 1. Notice that
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p|∇ψ |p  C
ρ p
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p . (2.29)
From v˜r  0 and ψ ≡ 1 in B(0, 12ρ), we ﬁnd that
1
2
τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb − C
ρ p
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p
 1
2
τ∫
τ0
∫
B(0,ρ/2)
v˜q+s−1 − C
ρ p
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2

(
1
4
− C
ρ p
) τ∫
τ0
∫
B(0,ρ/2)
v˜ p+s−2 + 1
4
τ∫
τ0
∫
B(0,ρ/2)
v˜q+s−1 − C
ρ p
τ∫
τ0
∫
B(0,ρ)\B(0,ρ/2)
v˜ p+s−2

(
1
4
− C
ρ p
) τ∫
τ0
∫
B(0,ρ/2)
v˜ p+s−2
+
{
1
4
mes B
(
0,
ρ
2
)
− C
ρ p
mes
[
B(0,ρ) \ B
(
0,
ρ
2
)]} τ∫
τ0
v˜q+s−1
(
ρ
2
, t
)
dt, q = p − 1.
Thus if ρ is chosen to be appropriately large, one gets
1
2
τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb − C
ρ p
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p  0,
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τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb − C
ρ p
τ∫
τ0
∫
B(0,ρ)
v˜ p+s−2ψb−p  1
2
τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb. (2.30)
By virtue of (2.20), (2.29), (2.30), and Hölder’s inequality, we deduce from (2.19) that for large enough
ρ > 0
1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ )− 1
q − 1
τ∫
τ0
∫
B(0,ρ)
v˜ sψb + 1
2
τ∫
τ0
∫
B(0,ρ)
v˜q+s−1ψb + 1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ0)
− 1
q − 1
τ∫
τ0
∫
B(0,ρ)
v˜ sψb + 1
s
∫
B(0,ρ)
(
v˜ sψb
)
(ξ, τ0)
+ 1
2
( ∫
B(0,ρ)
ψb
) 1−q
s
τ∫
τ0
( ∫
B(0,ρ)
v˜ sψb
) q+s−1
s
. (2.31)
Using the similar argument as q > p − 1, we obtain from (2.31) that the solution of (2.14) blows
up in ﬁnite time when q = p − 1.
3. Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. We ﬁrst consider the case q > p − 1. Observing that m = q−p+1p(q−1) > 0, for any
|x1| > R1 we have
ξ = x1
(T − t)m → ∞ as t → T−.
Moreover, it follows from (2.6) and Lemma 2.2 that for |x| R1,
lim
t→T−
us(x1, t) = lim
t→T−
(T − t)− 1q−1 θ(ξ)
= lim
t→T−
Cs(T − t)−
1
q−1 |ξ | −pq−p+1 (1+ ρ(ξ))= Cs|x1| −pq−p+1 .
Clearly, the above limit is uniform in |x1| > R1. So, there are a positive time t∗ < T and a positive
constant M > 0 depending only on x1, such that
sup
|x1|>R1
∣∣us(x1, t)∣∣< M for all t∗ < t < T .
By virtue of Lemma 2.2,
us(x1, t) = (T − t)−
1
q−1 θ(ξ) = Cs(T − t)−
1
q−1 |ξ | −pq−p+1 (1+ ρ(ξ))
→ Cs|x1|
−p
q−p+1 as ξ1 → ∞,
Z. Liang, J. Zhao / J. Differential Equations 246 (2009) 391–407 403which implies that there exists some positive constant M > 0 such that
sup
|x1|>R1
∣∣us(x1, t)∣∣< M for all 0 t  t∗.
Thus, us(x, t) is uniformly bounded on {|x1| > R1} × (0, T ). Using Lemmas 2.4 and 2.5, u(x, t) is also
bounded on {|x| > R1} × (0, T ). Hence, according to Lemma 2.1, there exists a t0 > 0 such that
u(x, t) ≡ 0 for all |x| > R1 + 1, 0 t  t0.
Since t0 > 0 depends only on ‖u‖∞ , p, q and N , one can apply Lemma 2.1 repeatedly to deduce that
there exists an R∗ > 0 such that
u(x, t) ≡ 0 for all (x, t) ∈ {|x| > R∗}× (0, T ).
This proves Theorem 1.1 in the case q > p − 1.
Next we consider the case q = p − 1. To do so, we need the following lemma.
Lemma 3.1. There exists a positive constant L < ∞ such that the following problem:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(|ϑ ′|p−2ϑ ′)′ − 1
p − 2ϑ + ϑ
p−1 = 0, |x1| L,
ϑ(0) =
(
p
2(p − 2)
) 1
p−2
, ϑ ′(0) = 0,
ϑ(±L) = 0, ϑ ′(±L) = 0,
(3.1)
has a unique nonnegative solution ϑ := ϑ(x1).
Let us accept this lemma for the moment and proceed to prove Theorem 1.1. Set
u˜s(x1, t) :=
{
(T − t)− 1p−2 ϑ(x1), |x1| L, t ∈ (0, T ),
0, |x1| > L, t ∈ (0, T ),
(3.2)
where ϑ := ϑ(x1) is the unique solution of (3.1). Clearly the support of u˜s := u˜(x1, t) is contained in
[−L, L] and u˜s solves the following equation:
∂t u˜s = div
(|∇u˜s|p−2∇u˜s)+ u˜p−1s , (x1, t) ∈ R1 × (0, T ).
Let
v := v(x, t) = u˜s(x1 − R1, t), x = (x1, x′), x′ = (x2, . . . , xN ) ∈ RN−1,
then v satisﬁes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vt = div
(|∇v|p−2∇v)+ vp−1, (x, t) ∈ {x ∈ RN ∣∣ x1  R1}× (0, T ),
v(R1, x
′, t) = u˜(0, t) = (T − t)− 1p−2
(
p
2(p − 2)
) 1
p−2
> (T − t)− 1p−2 θH , (3.3)v(x,0) u(x,0) = 0, x1  R1,
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theorem yields that
u(x, t) v(x, t) = u˜s(x1 − R1, t),
for all (x, t) ∈ {x ∈ RN | x1  R1} × (0, T ). So, one has
suppu(·, t) ⊂ {x | x1  R1 + L} with x1 > R1.
In the same manner, we can also show that for all (x, t) ∈ {x ∈ RN | x1 −R1} × (0, T ),
u(x, t) v(x, t) = u˜s(x1 + R1, t),
and
suppu(·, t) ⊂ {x | x1 −R1 − L} with x1 < −R1.
Note that the similar argument can be used to other N − 1 directions, we conclude thus that
suppu(·, t) ⊂ {x ∈ RN ∣∣−R1 − L < xi < R1 + L, i = 1,2, . . . ,N}.
This completes the proof of Theorem 1.1. 
Proof of Lemma 3.1. We shall construct a solution ϑ := ϑ(s) of problem (3.1) on certain interval
[−L, L], satisfying
ϑ(s) 0; ϑ ′(L) = 0, ϑ ′(s) 0 if s ∈ (0, L);
ϑ ′(−L) = 0, ϑ ′(s) 0 if s ∈ (−L,0). (3.4)
Multiplying (3.1) by ϑ ′ and integrating over (0, x), we obtain after a straightforward computation that
p − 1
p
[
(−ϑ ′)p](x) + H(ϑ(x))= H(ϑ(0)), (3.5)
where (0, x) ⊂ {x | ϑ(x) 0, ϑ ′(x) 0} and H(s) = − 12(p−2) s2 + 1p sp .
Thanks to ϑ(0) = ( p2(p−2) )
1
p−2 , Eq. (3.5) is equivalent to
p − 1
p
[
(−ϑ ′)p](x) + H(ϑ(x))= H(ϑ(0))= 0, (3.6)
that is,
(−ϑ ′)(x) =
(
− p
p − 1 H
(
ϑ(x)
)) 1p
, (3.7)
which immediately gives
x= −
x∫
0
(
− p
p − 1 H
(
ϑ(y)
))− 1p
dϑ(y) =
ϑ(0)∫
ϑ(x)
(
− p
p − 1 H(s)
)− 1p
ds. (3.8)
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letting x = L in (3.6), we obtain ϑ ′(L) = 0. It is easy to verify that ϑ(x) satisﬁes the ﬁrst part of (3.4),
and thus, Lemma 3.1 is valid on the half-interval [0, L].
Similarly, we can also prove the existence of ϑ for problem (3.1) on the interval [−L,0], which
satisﬁes ϑ(−L) = 0, ϑ ′(−L) = 0. Therefore, Lemma 3.1 is proved. 
The proof of Theorem 1.2 needs the following lemma.
Lemma 3.2. The solution U := U (r) of the following ODE problem:
1
rN−1
(
rN−1|U ′|p−2U ′)′ + Uq = 0, (3.9)
U (0) = A > 0, U ′(0) = 0, (3.10)
satisﬁes
U (r) A
[
1− p − 1
p
(
1
N
) 1
p−1
A
q−p+1
p−1 r
p
p−1
]
, U ′(r) 0, (3.11)
where
r  L(A) :=
(
p
p − 1
) p−1
p
N
1
p A
p−1−q
p .
Proof. It is well known that the ODE problem (3.9)–(3.10) has a solution U (r). Let
r∗ := sup{r ∣∣ U (r) > 0, r > 0}.
Integrating (3.9) over (0, r), r ∈ (0, r∗), yields
rN−1|U ′|p−2U ′ = −
r∫
0
sN−1Uq(s)ds.
This implies
U ′(r) 0 for all 0 r  r∗ (3.12)
and
rN−1(−U ′)p−1 =
r∫
0
sN−1Uq ds Aq
r∫
0
sN−1 ds = 1
N
AqrN , ∀r ∈ [0, r∗]. (3.13)
Integration of (3.13) over (0, r) leads to
U (r) − U (0) =
r∫
U ′ ds−
(
1
N
) 1
p−1
A
q
p−1
r∫
s
1
p−1 ds = − p − 1
p
(
1
N
) 1
p−1
A
q
p−1 r
p
p−1 .0 0
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U (r) A − p − 1
p
(
1
N
) 1
p−1
A
q
p−1 r
p
p−1 = A
[
1− p − 1
p
(
1
N
) 1
p−1
A
q−p+1
p−1 r
p
p−1
]
. (3.14)
Moreover, from (3.14) we also see that
L(A) :=
(
p
p − 1
) p−1
p
N
1
p A
p−1−q
p  r∗.
Lemma 3.2 is thus proved. 
Proof of Theorem 1.2. The proof is based on the application of Lemma 3.2 and the following contra-
diction argument. Assume that the statement of Theorem 1.2 is false, then there exist at least one
point x0 ∈ RN and a positive constant M such that
u(x0, t) M for ∀t ∈ (0, T ).
Using Lemma 2.3, we have
sup
x∈∂B(0,r+2K )
u(x, t) inf
x∈B(0,r)u(x, t),
so that
u(x, t) M for t ∈ (0, T ), x ∈ {x: |x| 2K + |x0|}, (3.15)
where K is some positive constant such that suppu0 ⊂ B(0, K ).
Set
U (x) = U(|x|)= U (r) with r = |x|,
where U (r) is the solution of (3.9), (3.10). It is easy to check that U (x) satisﬁes (1.1)1. By virtue
of Lemma 3.2, (3.15) and q < p − 1, we ﬁnd that one can choose A > 0 large enough such that
L(A) > |x0| + 2K and
u0(x) U (x) for x ∈ B
(
0, L(A)
)
,
u(x, t) M  U (x) for (x, t) ∈ ∂B(0, L(A))× (0, T ). (3.16)
It follows that
u(x, t) U (x) for all (x, t) ∈ B(0, L(A))× (0, T ) (3.17)
according to comparison principle. Since L(A) → ∞ as A → ∞, (3.17) implies that T is not the blow-
up time, and the solution u(x, t) of (1.1) is a global solution. Notice that if 1< q < p − 1, (1.1) has no
global solution (see [8]). So this is a contradiction. Theorem 1.2 is proved. 
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