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INTRODUÇAO 
Esta dissertação é dedicada ao estudo de entropías fuzzy e seu principal objetivo é 
propor u11m nova. clmu;c de eutropías, as IHu!Liavaliatl<u~, c e~;tuJar suaH priucipaiH ]H'<JjJf'Í" 
edades. 
O trabalho constitui-se de três partes distintas: 
A primeira parte, desenvolvida no Capílulo 1, é dedicada a alguns preliminares e 
resultados básicos encontrados em [01] , [30] e [43], onde a ênfase é dada sobre a Teoria de 
Integração de multiaplicaçõcs, medida e integração fuzzy e integração de variávei." fuzzy 
aleatórias, respectivamente. 
No segundo Capítulo, aplicamos os resultados anteriores à construção de entropías 
multiavaliadas. Desenvolvemos teoremas de existência de entropías a valores nas partes 
de IRn construídas a partir da integral de Aumann. Extendemos posteriormente tais re-
sultados a uma classe mais ampla de entropías a valores nas partes fuzzy de IRn e cuja 
construção é feita via integral de variáveis fuzzy aleatórias. São mostradas algumas pro-
priedades importantes para entropías, uma delas é que sejam valorizações do reticulado 
:F( X). 
No Capítulo II, estudamos o problema de convergência de entropías e obtivemos a 
equivalência da continuidade destas, definidas por integrais, em relação a alguns tipos de 
convergência, com a continuidade das funções normalizadoras. 
Observamos finalmente que F( X) pode ser um espaço munido, de modo natural, de 
uma estrutura de Espaço de Possibilidade e sob esta perspectiva o estudo das entropías 
têm um significado especiaL 
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' CAPITULO I 
~ 
NOÇOES PRELIMINARES SOBRE MEDIDAS 
EINTEGRAÇAO 
Neste capítulo, abordaremos os resultados principais necessários no desenvolvimento 
do nosso trabalho. 
No §1, seguindo as idéias gerais dos trabalhos de Sugeno [38], Ralescu [33[, [34], 
[28] e [29], Wang [41] e [42], consideramos as ferramentas básicas da teoria de medida e 
integração fuzzy. 
No §2, seguindo as idéias de Aumann [01], Klein-Thompson [25] e Hiai-Umegaki 
[21], introduzimos os elementos essenciais de integração de multiaplicações. 
Finalmente, no §3, são dados os conceitos básicos de integração de variáveis fuzzy 
aleatórias, seguindo as idéias de Puri-Ralescu [29], [30]. 
Procuramos, na medida do possível, sistematizar este Capítulo de maneira a tornar 
nosso trabalho auto-suficiente. Modificamos algumas demonstrações e inserimos vários 
exemplos ilustrativos. 
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1. Medidas e Integração Fuzzy 
Introdução 
O objetivo deste pa.r;Í.grafo é dtLr as dcliHições c re:whados !Jcísicos da teoria da rrw-
dida e integração fuzzy. Em relação a esta última, mostramos que, ainda na ausência da 
aditividade no sentido usual, é possível obter excelentes resultados de convergência. 
Definição 1.1.1. Sejam X um coujunto não vazto (X i- <P) e A uma a-álgebra de 
subconjuntos de X. Uma medida fuzzy sobre X é uma aplicação fJ : A ---. ffl+ tal que 
i)tt(</>)=0 
ii) Se A,B E A são tais que A Ç B então I'( A)~ !'(B) (monotonia) 
iii) Se (An) é uma seqüência em A tal que An ~ An+l , 'rln E IN, então 
00 
I'( limAn) = 11( UAn) = limi'(An) 
n--+<X> n--+oo 
n=l 
(continuidade superior) 
iv) Se (An) é uma seqüência em A tal que An+I Ç An , Vn E IN , e p;(An0 ) < ex, 
para algum n0 , entã.o 
00 
I'( lim An) =I'( n An) = lirn I'(An) 
n--+oo n-+oo 
(continuidade inferior) 
n=I 
Neste caso o trio (X,A,~) será chamado um espaço de medidafuzzy. 
Observação: Esta definição é dada por Ralescu, em [33]. Sugeno, em [38], propôs ori-
ginalmente uma versão finita de medida fuzzy como sendo uma aplicação f-l: A-------+ (O, 1] 
qué verifica as propriedades ii), iii) e iv) e, além disso, com p.(r/J) =O e J.t(X) = 1. 
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Exemplo 1.1.2. a) É claro que qualquer medida positiva a-aditiva é uma medida fuzzy. 
Em particular, a medida de Lebesgue em IR é uma medida fuzzy. 
b) Cou:.;iJcrewol:) X utU coujuuto Iiuito c x 0 E X, fixo. 
A aplicação I': P(X)-+ (0, !] definida por 
{ 
I, se Xo E A 
!'(A)= 
O, se x0 rf- A 
, \IA E P(X) 
é uma medida fuzzy, chamada medida de Dirac concentrada em x 0 • 
Mais detalhes sobre a classificação de medidas fuzzy sobre conjuntos finitos podem 
ser vis.tos em Banon [02]. 
Definição 1.1.3. Sejam (X,A,,u) um espaço de medida fuzzy e f: X -)o m+ uma 
função .u-mensurável. Definimos a integral fuzzy (no sentido de Sugeno) de f sobre A, em 
relação a medida fuzzy JL, como sendo 
(A E A) 
onde V e 1\ denotam o supremo e o ínfimo, respectivamente, e 
{!:::a)= {x E X: f(x)::: o}. 
Observação: Em [33], Ralescu-Adams introduziram as seguintes definições de integral 
fuzzy: 
n 
a) Consideremos uma função mensurável, positiva e simples s = LniXA,, onde 
i==t 
A-nA-
' 3 - 1> \li ~ j e XA, denota a função característica de Ai E A, isto é, 
r se X E A; XAJx) = o, se X rf- A, 
3 
n 
Para cada A E A dcliniwos QA(s) = V[<>i 1\ !'(A n Ai)]. 
i=l 
Se f ~ X ---+ ]fl+ é urna função mensurável então sua integral fu7.7.Y (no scnt.ido d~ 
Ralescu) é dada por: 
(Jl)jfdt< = BllJ>(JA(8) 
8$.1 
b) Também, em [33] encontra-se uma outra definição de integral fuzzy (no sentido 
de Ralescu-Adams) como sendo: 
(R- A) }fd!' = sup[I'(A) 1\ inf f(x)]. 
AEA xEA 
O principal resultado em [33] é, justamente, provar a equivalência entre as três definições 
de integral fuzzy dadas anteriormente. 
No seguinte resultado apresentamos algumas propriedades da integral fuzzy. 
Proposição 1.1.4. (Propriedades da. Integral Fuzzy) 
é a função característica de A) 
P2) t kdl' = k 1\ !'(A) , k qualquer constante não negativa. 
P3) (i) Se A Ç B então }.fdl' < hfd!' 
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P4) (i) Se p(A) =O então tfdl' =O 
P6) Seja a 2: O, se lf1 - J,l :S: a sobre A então 
Den1onstração: 
Ver Wang [41 J. 
Notaremos com L 1(Jt) o espaço de todas as funções positivas, p-mensuráveis tais que 
I fdp < oo. Tx 
Proposição 1.1.5. (Caracterização de L1 (~-t)). Seja f : X ~ JR+ uma função p-
mensurável. Então, f E L1(p,) se, e somente se, o conjunto 
M = {a 2 O : p( {f 2 a}) = oo} é limitado. 
Demonstração: 
Pode-se ver em H.alcscu-Adams [3:JJ c Wu-Ma [46]. 
Observação: Note que se J.l(X) < oo então qualquer função positiva e J-t-rnensurável é 
integrável. De fato, nesse caso acontece que o conjunto {a 2: O: 11-({f 2: a:}) = oo} é 
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vazio e, como conseqüência, limitado. 
No qut' St' sC'gU(' dar<'! nos tHlla cokçào de resultados relativos aos principais tcon~rn;t .. ~ 
de convergência da integral no contexto fuzzy. 
Definição 1.1.6. Sejam (X,A,p) um espaço de medida fuzzy, f uma função p-
mensurável e (Jk) uma seqiiência de funções tt-mensuráveis. Dizemos que: 
"' a) fk converge a f quase scmprv; ( deuotaclo por fk -----1- f) se 
p({x E X: f,(x) f-> f(x))) =O 
b) fk converge a f em medida f..l (fk ~ f) se para cada E > O, se tem 
lim l<({x E X: lf,(x)- f(x)l2 c}= O 
k-oo 
) f f 'd' (f v-média c Para p > O, k converge a em p-mc w k ----+ f) se 
lim jllk- fi'' di'= O k-oo 
d) fk converge a f uniformemente sobre A (fk ~ f) se Vê > O, existir k0 E fl'.i tal 
que lf,(x)- f(x)i <e Vk 2 ku , Vx E A. 
(e) /k converge a f quase-uni/onnemente (/k ~ !) se 'r/t > O existir A E A ta! 
que i<( A)< t: e f, ..'!E., f sobre A'. 
Definição 1.1.7. Sejam A uma a-álgebra de subconjuntos de X e tt: A----+ JU+ uma 
aplicação. Dizemos que: 
(a) I' é o-aditiva se Jt(A U B) = lt(B) , VA,B E A com p(A) =O. 
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(b) i) pé supcriomente autocontínua se \IA E A c (Bn) C A com A n Hn = 1 e 
t<(B,.)--. O tem-se ~(A U B,.) ~ J<(A) 
(ii) Jl é é infcriorm,ruü anloronlinua ,-;e \IA E A c (/Jn) C A COitl /J" C A (~ 
I'(B .. )--. O tem-se !'(A- B,.) ~~(A). 
(iii) 11 é- auloron!Íima Rt' cl<l. é ~npcrior c inferiormente a.utocontÍniHJ.. 
(c)l'ésubaditivase !'(AUB)Si<(A)+~(B), VA,BEA. 
Observação: Se fl é uma medida fuzzy então pode-se provar que J.l é autocontínua se, e 
somente se Jl satisfaz a coudiçào: 
lim Jl(At.Bk) =!'(A) , 'IA E A, (B,) c A tais que lim ~(Bk} =O 
k-+oo k-+oo 
(Vide Wang [41), onde C. denota a diferença simétrica: At.B, =(A- B,) U (B,- A)). 
Um resultado simples de provar é o seguinte: 
Proposição 1.1.8. (i) A subaditividadc implica a autocontinuidade. 
(ii) A autocontinuidade implica a o-aditividade. 
Observação: Em [33] Ralescu consegue mostrar o Teorema da Convergência 1\Jonótona 
e o Teorema de Convergência Dominada no contexto fuzzy. Para o segundo resultado ele 
usa o conceito de subaditividade. 
Os resultados contidos uo Teorema seguinte foram obtidos por Wang [41J. Eles mos-
tram condições sob as quais a integral fuzzy é contínua em relação à convergência qs e à 
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convergência em medida. 
Teorema 1.1.9. Seja (X,A,Jt) 11111 espaço de nJCdida ru:;:?-y finita. s(~ f e !k ddi11id;,s 
em X com valores em IR.+ (k 2: 1), são funções ,u-mensuráveis então, tem-se: 
(1) J-l é o-aditiva. se, e somente se, a convergência fk ~ f implica a convergência 
(2) ,ué autocontínua se, e somente se, a convergência fk ~ f implica a convergência 
f j,dl' ~f fdlt. 
Observação: Como uma aplicação direta da propriedade P6, (Proposição 1.1.4). temos 
o seguinte resultado: Se fk ~ f sobre A então tfkdJ-l ---+ tJ dp, isto é, a integral 
fuzzy é contínua em relação à convergência uniforme. 
Doravante, os nossos resultados serão restritos a espaços de medida finita. Neste 
contexto, Greco-Bassanezi [18] introduzem um conceito interessante para uma função de 
conjuntos, a saber, a F-continuidade. 
Definição 1.1.10. Seja A uma o--álgebra de subconjuntos X. Urna aplicação monótona 
p :A---+ [O, 1] tal que ft(fj>) =O e p(X) == 1 é chamada uma medida fuzzy fraca ou 
w-fuzzy medida. 
Uma w-fuzzy medida ,ué dita F-contínua se VA,An E A com p(A.0..An) ---+ O 
tem-se que !•(An) ~I'( A). 
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Conforme mostra o exemplo a seguir, nem toda w-fuzzy medida F-contíuua é 
contínua por seqüências monótonas. Em particular, nem toda w-fuzzy medida F-contínua 
é uma medida fuzzy (no Sl'nt.ido de Sugeno, [381). 
Exemplo 1.1.11. Se ll: P(IN)---+ [0, I] é a aplicação definida por 
se A é finito 
se A é infinito 
cntào é cla.ro que ft é uma w-fuzzy medida. Afirmamos que Jl é F-contínua. 
De fato, seja (B,) C P(IN) tal que limJL(BC.B,) =O. Neste caso, existe k0 E IN k-+oo 
tal que I'( BC.B,) =O , Vk e> k0 (i.e. BC.B, é finito Vk e> ku). 
Daí lt(B- Bk} =O e p(Bk- B) =O , Vk 2: k0 • Mostraremos que 
lirn p(Bk) = i<(B). 
k-= 
Caso p(B) = 0: Neste caso B é finito. Como Bk - B é finito Vk > ko então, 
necessariamente, Bk é finito Vk ;;::: k0 e, portanto, 
lim Jt(Bk) =O= p(B). ,_00 
Caso p(B) =: 1: Neste caso B é infinito. Mas (B- Bk) é finito Vk > k0 logo, 
necessariamente, Bk é infinito Vk ~ k0 e, em conseqüência, 
lim ft.(B,) =I= p(B). 
k-oo 
Agora, se consideramos a scqiiêucia monótona Ak = {1, 2, ... , k} ( k > l) então 
U A,= IN e p(Ak) =O Vk 2 I. Assim 
k~I 
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Portanto Jl uào é contínua por scqiiêucias monótonas. 
Exemplo 1.1.12. Uma w-fuz7.y mNiida. 11 sobre X é dita fuzzy-aditiva se \f A, lJ E A 
com A n B = </> tem-se p(A U B) = I'( A) V I'(B). Seja p uma w-fuzzy medida tal 
que Jl é fuz::y-adihva.EnUi..o 11 (~ F-nmt.ínua. Com efeito, sejam A, 11" E A tais que 
p(All.A .. ) __, O . EntãD 
p(A- A .. ) V 1t(An- A)= p((A- A,.) U (A,.- A))__, O , po1s (A- A .. ) n (A .. - A)=</>. 
de onde 
I'( A- A .. )__, O e p(A .. - A)__, O 
Sendo que A= (A- A,.) U (AnA,.) com (A- A .. )= </J então, 
!'(A)= p(A- A .. ) V I'( AnA .. ) 
Vejamos que p(A,.) __, ft(A). 
Caso p(A) = 0: Neste caso, por(**) I'( AnA,.)= O Vn, logo de 
A,.= (A,.-A)U(A,.nA) com (A,.-A)n(A,.nA) =</> 
tem-se que 
ft(A,.) = tt(A,.- A) V tt(A,. nA)= p(A .. - A) 
Segue de (•) que p(A .. ) = ft(,4 .. - A)__, O= p(A) 
Caso p(A) = 1: Neste caso p(A- A,.) V p(A nA .. ) = 1 Vn (por ( •• )). 
(*) 
(") 
Ma.s, existe no E IN tal que tt( A - A") .:::: O 'r/n ~ no (por ( *)), e11tão 
!'(A n A .. ) = 1 Vn 2 n0 . Sendo que !'(A n A .. ) :<:; p(A,.) :<:; 1 Vn, então 
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Caso p(A) E (0, 1): Por(*) !.('tnO,'I {jllC dado é> O cxist.~ n0 E IN tal q1w 
p(A- An) <é , Vn 2 no ( +) 
Se consideramos é< ~--t(A) e as relações(**) e(+) temos que 
Jt(A) = J<(A nA,.) , \In 2: n0 (++) 
então, se usamos mais uma vez o fato que, para todo n, 
An=(An-A)U(AnnA), com (An~A)n(AnnA)=</J 
obtemos que 
Jt(An) = p(An- A) V Jt(An nA) 
= p(An- A) V p(A) \In 2: no (por(++)) 
Disto, e do fato que dado ê >O com e< p(A), existe m0 E IN tal que 
p(An- A)< E < Jt(A) \In 2: mo (por(')) 
temos que 
Jt(A,.) = Jr(A) \In 2: n1 = max{n0 ,m0}, 
isto é, p(A,.) -----+ Jt(A) o que• completa. o. provo. da F-conLinuidade de jl,, 
Seguindo Zadch [51], Puri-Halcscu [28] c Kauia [24], definimos urna medida de po.s-
sibilidade sobre X como sendo uma. aplicação 7r: 'P(X)--+ [0, 1], satisfazendo: 
li 
(a.) rr(~) =li 
(b) Se A C:: E C:: X então rr(A) :S rr(B) 
(c) rr(UA;) = sup rr(A;) , \l(!l;);EI C P(X). 
itl iO 
Ex('mplo 1.1.13. Pa.m qua.lqucr fun<,;<iü f 
rr1(A): P(X) ___, [0, !] definida pm· 
{ 
sup J(x), se 
xEA 
"J(A) = 
O, se 
é uma rnedidada de possibilidade sobre X. 
Observação: (a) Se supf(x) =I então "f é uma w-fuzzy medida. 
xEX 
( b) f é chamada funçào ri e densidade associada a Ir 1. 
(c) Toda w-fuzzy medida de possibilidade é fuzzy-aditiva e, como consequência é 
F-contínua. Em particular, a medida de Dirac concentrada num ponto x0 , é F-contínua. 
De fato, sendo que 
{ 
sup X{xo}• se 
1l'J(A) = xEA 
O, se 
(isto é, Jl = 1fJ, com f= X{xo}) então J.l é uma w-fuzzy medida de possibilidade. 
O seguinte resultado relaciona a autocontinuidade com a F-continuidade. 
Proposição 1.1.14. Seja Jl uma w-fuzzy medida sobre X. Se 11 é autocontínua então p. 
é F-contínua. 
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Demonstração: 
Seja I'(AL'>A.)---> O, isto é, !'((A- A.) U (A.- A))---> O. Segue da monotonia de 
J1 que 
Jt(A- ;!,.) --->O e JI(A,.- A)---> O I') 
Se para cada n 2 1 fazemos Bn = (A- An) então é claro que Bn Ç A e ft(Bn) ~O. 
Assim pela autoconlinuidade inferior de J1 temos que 
p(A- B.)--. !'(A), isto é ,Jt(A nA.)--. I'( A) I'*) 
Por outro lado, se para cada n fazemos Cn ;;; An-A então Cn nA;;; if; e segue de(*) 
que Jt(Cn) --+O logo, pela autocontinuidade superior de ft, temos que 
p(A U C.)--. I'( A) => Jt(A U A.) --->!'(A) ( ***) 
Finalmente, porque Jt(AU A 11 ) 2 p(A) 2 p(A n An) concluimos, usando(**) e(***) 
que p(An) --+ p(A), o que prova que pé F-conLínua. 
Proposição 1.1.15. Seja Jl uma medida fuzzy. Então, Jl é autocontínua se, c somente 
se Jl é F -contínua. 
Demonstração: 
I=) Proposição 1.1.14. 
( {:::::=::) Como lt é uma medida fuzzy então a autocontinuidade de I" equivale à condição 
!'(AL'>B.) ---> Jt(A) sempre que Jt(Bn) --->O (ver observação depois da Definição 1.1.7). 
Considerando (Bn) tal que I'(Bn) --. O, isto é, I'(AL'>(AL'>B.)) ---> O. Como I' é 
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P-cout.íuua, entào JL(A~JJ .. )--+ Jt(A) c portanto 11 é autocoutínua. 
A definição de integral fuzzy (no sent~do de Sugeno, [38]) em relação a uma medida 
fuzzy pode-se estender, sem problemas, para uma w-fuzzy medida. Mais ainda, temos o 
seguinte resultado. 
Proposição 1.1.16. Sejam A uma a-álgebra de subconjuntos de X e p. : A --+ [0, 1] 
uma w-fuzzy medida. A integral fuzzy associada a Jl satisfaz as seguintes propriedades: 
1'1') tfdJt = fxJxAd/t (XA, função característica de A) 
P2•) t kdl' = k A I'( A) , k qualquer constante não negativa. 
P3•) (i) Se A Ç B então tfdl' ~ tfdl' 
P4') (i) Se I'( A)= O então tfdl' =O 
(ii) Se tfdl' =O e I' é contínua superiornente, então I'( A n {f> O})= O. 
Demonstração~ 
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ToJos os resullttdos, mcuos Pif•-(ii), são,conscquêucias da definição de integral fm:zy 
e da monotonia de Jl· 
Afim de provar p,t•)-ii) tonmnlos {fi> O}= U{.f ~ 1/n}. Se para. nula. n;::: l 
n::::l 
definimos An = {f 2: 1/n} então temos que (An) é uma seqüência crescente. Seudo 11 
contínua superiomente temos: 
Suponhamos que a0 = Jt(A n {/ ~ O}) > O. Nesse caso, dado e > O, existe n0 E IN tal 
que Jl(A nA,.)> "o- E , 'In?_ n,. 
Logo 
que é uma contradição. Assim a0 = Jt(A n {f> O})= O. 
Observação: Pode--se provar que ainda continuam sendo verdadeiras as respectivas equi-
valências entre as integrais fuzzy no sentido de Sugeno, Ralescu e Ralescu-Adams, para 
as w-fuzzy medidas. 
O seguinte resultado generaliza um dos resultados de Wang, [41). 
Teorema 1.1.17. Sejam [O, l]x = {f I f: X ---+ [0, 1]} e J.l uma w-fuzzy medida sobre 
X. São equivalentes: 
(1) Se f,.~ f então f fndlt---> f f di' (onde f,J,. E [0, !]X) Tx Tx 
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(2) JL é F-contínua. 
Demonstração: 
Suponhamos que lim J.L(Anó.A) 
n-oo 
(!) "" (2): u. É claro que 
{lü,(.r)- \A(.r)l :2 E} C::: A .. L;A, Vn :2 1. Enl.ào, 
e portanto Jl( {)x.4 ..(:r)- XA(x));;::: ê} --+O. Assim XAn ~ XA , portanto fxxAndfl ----+ 
r XAdJ.l (hipótese). Disto e usando a Proposição 1.1.16 partes Pl*) e P2*) obtemos que IX 
~t(A 11 )--+ Jl(A), isto é Jl é F-contínua. 
(2) =? (1) Reciprocamente, seja p F-contínua. Se fn ~f então 
[{f :2 a} U {1/n- /I :2 e}]L;{f :2 a} C::: {1/n- /I :2 e} 
com l'({lfn- /I :2 e})___, O. Segue da F-continuidade de I' que 
!'({f 2: a} U {l.fn- /12: ê}) ___,!'({f 2: a}) 
Por outro lado, para E > O, arbitrário, temos que 
então, disto e usando o fato (1), temos que 3n0 E IN tal que 
Se a > f !di< eu\àc I'({! 2: a}) +E <; f f di' + E, logo podemos afirmar que 
I'( Un :2 a + E}) <; f f d1r + é , \In :2 n0 e, a > f f di'. 
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(I) 
Disto obtemos qtw 
(2) 
Agora, considerando que 
{J?c.) -{ifn-fi ?E} Ç lfn ?<>-E) (3) 
Sendo que 
({f? o}- {lfn- fi? e})L'.((J >a))~ (f?<>} n {i.fn- fi? E} ç {ifn- fi? E} 
C f ,, .r '1'' ' omo ,. ---+ e p e '~contmua, tctnos: 
p.({J? o}- {ifn- fi? E})__, p({f? <>}) 
De (3) e (4) segue que, dado E> O, existe n1 E IN tal que 
p.((f? <>-E})? Jt({if? <>})-E ,\In? n,. 
entã.o, para a< jfdlt deduzimos que 
e, portanto 
(5) 
Considerando (2) e (5) (com n 2: max{n0 ,nt}) obtemos 
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então, pela arbitrariedade de é concluimos que liR"I f fnd!-l = J fdf-l. 
Observação: O teorema anterior garante a continuidade da integral fuzzy em relação a 
qualqtwr w-fu:;,·.ty mcJiJa F-couUnua.. E111 particular, a wediJa em cou~idcnv;ão porh~ :wr 
uma w-fuzzy medida de possibilidad-e ou uma medida w-fuzzy-aditiva. 
§2. Sobre a Integral de Aumann 
Introdução 
Nesta seção, introduzimos rapidamente alguns dos conceitos fundamentais em relação 
a integração de multiaplicações. As referências básicas são R. Aumann [OlJ, Hiai-Umegaki 
[21] e Klein-Thompson [25]. 
Definição 1.2.1. Seja (X,d) um espaço métrico e (An)nEN uma seqüência de subcon-
juntos de X. 
a) Um ponto Xo E X é um ponto limite de (An) se para toda vizinhança V de x0 
existe um n E IN tal que para todo rn ~ n, Am n V '# 4J. 
b) Um ponto x0 E X é um ponto aderente de (An) se para todo n E IN e para toda 
vizinhança V de x 0 , existe um rn ~ n tal que Am n V i- ,P. 
c) liminf An = {x E X I x ponto limite de (An)} 
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d) limsupA. = {x E X I x ponto aderente de (An)) 
e) Se liminf An = limsup An = A, então diz~se que A é o limite (no sentido de 
1\ura.towski) da seqüência (A,.),.eN· N<•st.c Cfi.Ro mH:rcvcnJos, simplesmente, lim An = 11 
r (ou A. __c_, A). 
Observação: Pode-se provar que lirn in f A11 e limsup An são conjuntos fechados. Ainda 
tna1s: 
i) lim in f A .. Ç lim sup A, 
i i) lim inf An = lim inf An e lim sup An = lim sup A11 , onde An denota o fecho de An 
no espaço métrico X. 
Definição 1.2.2. Seja (X, d) um espaço métrico e sejam /{1 e /(2 subconjuntos compactos 
não-vazios de X. 
A distância de Hausdorff entre J\1 e !(2 é dada por: 
H(K1 ,K2 ) = inf{e >O I K 1 s; B,(J(2 ),J(2 s; B,(J{1 )) 
onde B,(A) = {x E X I d(x,A) ~e}.' 
Pode-se provar que JJ(J\.'1 , 1\2 ) = max{ sup d(x, K 2 ), sup d(y, Kt)}. 
xEKt yEK2 
É bem conhecido que H é uma métrica sobre a família [((X) dos subconjuntos com-
pactos não vazios de X. 
A demonstração do fato pode ser vista em [25]. 
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Teorema 1.2.3. Uma scqiiêuci<t (A11 ) 11 de.compactos não vazios de X couveJgc a um 
conjunto compacto f( -=f:- <P, com respeito a métrica de .Hausdorff se, e somente se, os 
conjuntos compactos I<11 estão contidos num mesmo compacto ]("' de X e 
liminf I<n = limsupi<11 =f{ 
Definição 1.2.4. Sejam X, Y conjuntos nào vazios. Uma correspondência de X a y· é 
uma aplicação Ç: X~ P(Y) tal que Ç(x) # <P , 'lx E X. 
{ lhmrcmos <t not;tçcio: 9 : X ==! Y"). 
Definição 1.2.5. Se Ç: X=:::! Y então o gráfico de 9, é definido por: 
GrÇ = {(x,y) E X x Y fy E Ç(x)} 
Definição 1.2.6. Sejam (X,A,p) um espaço de medida e Y um espaço métrico. Se 
9 : X =:! Y então dizemos que 9 é A-mensurável quando: 
çw(B)={xEX[Ç(x)nB#</J)EA, 'IBÇY,B fechado. 
O seguinte resultado é dado em (251): 
Proposição 1.2.7. Seja (X, A,~) um espaço de medida completo (i.e. A E A, B Ç A 
e p(A) =O=?- B E A), Y um espaço métrico completo e separável e Çj: X ==; Y tal 
que 9(:r) é fechado para todo :v E X. 
Então são equivalentes: 
i) 9 é A-mensurável 
(ii) gw(A) E A para todo A aberto em Y 
(iii) G,-ç E A08(Y) (onde B(Y) denota a a-álgebra gerada pelos aberto' de Y 
e A08(Y) denota a a-álgebra gerada pelos conjuntos da forma A X E com A E A e 
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lJ E Ll(l")). 
Daqui por diante, indicaremos (X, A, f..l) um espaço de medida completo. 
Definição 1.2.8. Seja (X,A,f-l) um espaço de medida e Y um espaço métrico. Se 
9: X::::::::: l? cntào dizemos f: X---+ Y i-. lllll<t seleção de Ç se f(x) E Ç(x) , V:r: E X. 
Teorema 1.2.9. Sejam (X,A,p) um espaço de medida i Y um espaço métrico separável 
e~~:.\ ==! }·'uma corrc::~poudêucia fechada (i.c. Ç(x) fechado Vx E X). 
Se Ç é A-mensurável, então existe uma seleção A-mensurável de Ç. 
Prova: Seja (y,.)neN uma seqüência densa. em Y. Para k,n E IN seja B(y,11 1/k) a 
bola fechada com centro em Yn é raio 1/k. Vamos definir por indução uma seqüêucia de 
correspondências como segue: 
onde k(m,x) = rnin{i E IN I 9m-1(x) n B(y;, 1/m) i ,P}. 
Por hipótese, 9 é A-mensurável, logo Ç~(B) E A para todo B fechado em Y. 
Por indução, vamos provar que cada Çm é mensurável. 
Suponha que 9m-I seja mensurável. Precisamos provar que Ç~(B) é mensurável 
para todo B fechado em Y. 
Pode-se escrever: 
{x E X I 9,.(x) n B,.,: ~) 
{x E X I 9m-l(x) n B(Yk(m,x)• 1/m) n B,.,: f} 
00 
U!{x E X I 9m-l(x) n B(y,, 1/m) n B ,.,: f} n {x E X I k(m, X) = i}) 
i=:1 
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urç;;;_,(B(y,,ljm) n JJ) n {.TE X I k(m,x) =i}] 
i=l 
Agora, 9,'i;_ 1 (B(y;,ljm.) n B) E A JH~la hipótese de indução. 
Por outro lado, observamos que: 
i-1 
{xEXIk(m,x)=i)- n[{xEXI9m-l(x)nB(y;,l/m)=q)} 
;=1 
n {x E X I 9m-l(x) n B(y;, 1/m) i' <P)J 
o qual p(_'rLcHce claramente a A. 
Assim, cada 9m é A-mensurável. 
Como 9m (a:) é fecha.Uo e não vazio para todo x E X e, além disso: 
i) Ç,.(x) <; Ç,._1(x) 
ii) diam(Çm(x)) ____,O quando m ~ oo (onde diam B = sup{d(y,z) I y,z E B)). 
Tem-se que n 9m(x) é um singleton (i.e. contém um ponto só) para todo X E X pois y 
m=l 
é completo. 
É claro que f(x) = n 9m(x) define uma seleção de Ç, 
m=l 
Para provar que f é ..4-mensunível notamos que se B Ç Y é fechado então, usando 
a completitude de Y: 
J-'(B) = n {x E X I Ç,(x) n B i' <P) 
k=l 
segue que .r-'(B) E A. 
Um resultado títil é o seguiu te: 
Proposição 1.2.10. Seja Ç X =:::: .Dln uma correspondência fechada. Então são 
equivalentes: 
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i) 9 é A-mensuráveL 
ii) Existe uma seqüência (gn) de seleções mensuráveis de Ç tais que 
Ç(J:) = cl{y,.(x) I u E IN), Vx E X ( cl denota fedw) 
Prova: 
i) ::::} ii) Suponhamos que Ç seja A-mensurável e (Yn)neN uma seqüência densa em 
lR:' e1 seja (B(ym, 2-n))neN a família enumerável de bolas fechadas com centro em Ym e 
raio 2-n. 
Como g é A-mensurável então Am,n = {x E X I Ç(x) nB(ym,2-") ~ <Pl pertence a 
A para todo par {m, n) E IN X IN. 
Construímos agora a seguinte família de correspondências fechadas 
se X E Am,n 
se X f/. Am,n 
Notemos que se B é qualquer fechado em IRn então 
o;;;,.(B) - {x E X I 9m,n(x) n B ~ <P} 
{x E X I Ç(x) n (B(ym,2-") n B) ~ <P} u {x E Am,n I Ç(x) n B ~ <P) 
os quais pertencem a A. 
Logo, cada 9m,n é mensurável. 
Assim, pela Teorema 1.2.9, para todo (m,n) existe uma seleção mensurável 9m,n de 
Agora vamos provar que a família enumerável {gm,n(x) (m, n) E 
IN') é densa em Ç(x) , Vx E X. 
Sejam x E X e y E Ç(x). Então, para todo n E IN existe Ym E {Ym)meN) tal que 
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Logo, pela construção de 9m,n 1 existe (m,n) tal que y E 9m,n+1(x). 
Como y E Ç(:r)nB(ym,2-(n+1)) cnLã.o :c E 11m,~<tt 1 assim 
9m,•+'(x) = 9(x) n H(y • .,2-l"+'l) e diam(9m,•+ 1(x)) :S 2-l•+'l. 
Se 9m,n+1 é sclcçiio de Ç,,,u+J então 9m,n+J(.7:) E 9m,n+J(:r:) =} 
o que prova a primeira parte do nosso teorema. 
ii) .::::} i) Agora vamos supor que exista uma sequenc1a (gn)nEN de seleções A-
mensuráveis de Ç satisfazendo (ii). 
Para todo n E IN e para todo aberto A em IRn tem-se que g;1(A) E A. 
Agora, 
çw(A) = {x E X I Ç(x)n A ;i ç!>) = {x E X I cl{g.(x)} nA ;i ç!>) = Ug;;'(AJ 
" 
Com efeito, seXo Eu g,';1(A) => :3nu tal que 91>o(xo) E A::::} cl{gn(xo} nA =f~. 
" Logo .Ug;;'(A) ç {x 1 Ç(x) nA ;i q,). 
" Reciprocamente, se cl{g.(x)) nA ;i q, o;. 3a E A tal que limg.,(x) =a. 
k-= 
Como A é aberto, existe B(a,e) C A, para algum e> O. 
Por outro lado, dado e > O , 3k0 tal que g., ( x) E B( a, e) para todo k 2 k0 . 
Assim "'E g- 1(A) Vk > k . 
' flJç ' - o 
Logo, {or lcl{g.(or)} nA ;i q,) Ç U g,~'(A). 
" Como g~ 1 (A) E A para todo n, segue que gw(J\) E A. 
Definição 1.2.11. Seja (X,A,p) um espaço de medida finita e Ç ......... X ---1- !Rn uma 
correspondência mensurável. 
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Sejam 
L1(X,JR",p) 
S(Ç) 
{g: X ---> IR" I g é 1'-integrável} 
{yEL1(X,IR".!•)Ig(x)E9(x) q.•), 
um elemento g E S{Ç) é chamado uma seleção integrável de Ç. 
A integral, no sentido de Aumann, de Ç é dada por: 
(A) j Ç = {kgdp, comg E S(Ç)} 
Ç é intcgrávc/ se (A) f Ç 'I ,P. 
Desejamos agora mostrar algumas propriedades de (A) fÇ e para isto precisamos de 
alguns resultados prévios. 
Lema 1.2.12. Seja Ç :X :::=t lRn mensurável e fedtada. Se S(Ç) -=/:- r/>, então existe uma 
seqüência (g.) contida em S(Ç) tal que 
Ç(x) = cl{g.(x)) , Vx E X. 
Prova: Pela Proposição 1.2.10 existé uma seqüência (in) de seleções A-mensuráveis de 
Ç tais que Ç(x) = cl{f.(x)) , Vx E X. 
Fazendo 
A,m = {x E X Im-I :S llf,(x)ll < rn) 
e 
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tem-se que: (9km) C S(Ç). 
Com efeito, 
{ 
j,(x) se xEAkm 
9km(x) = 
f(x) se x E X- A,,. 
Logo 9km é seleção mensurável de Ç. Além disso, é claro que 9km é integrável, portanto 
g,,. E S(Ç). 
Agora, Ç(x) = cl{g,m(x)) , Vx E X. 
Corolário 1.2.13. Sejam 9 1 , Ç2 : X =::!. IR" mensuráveis e fechadas. 
Prova: Pelo Lema 1.2.12 anterior, existem (g~) C S(ÇI) e (g~) C S(92 ) tais que 
Assim, 
Logo, 
Analogamente 
Ç1(x) = cl{g~(x)} , Vx E X 
Ç2 (x) = cl{g~(x)} , Vx E X. 
S(ÇI) = S(Ç,) => (g~) c S(Ç,) e (g~) c S(ÇI) 
g~(x) E Ç2(x) = cl{g~(x)) qs 
=> {g~(x)) Ç cl{g~(x)} qs 
=> cl{i(x)) Ç cl{g!(x)) qs 
=? Ç,(x) Ç Ç,(x) qs 
Ç,(x) Ç Ç1(x) qs 
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Lema 1.2.14. Seja Ç: X =::t JR:I uma correspondência mensurável fechada e (gn) uma 
seqi'll'twia. ('111 5(9) ta! quf' 9(:t) = cl{gn(:r)} , V:c E X. Então, para todo .rJ E S(Ç) f! 
e > O, existe uma partição mensurável finita { A1, ••• , Am} de X tal que 
Prova: Vamos supor que J(x) E Ç(x) , Vx E X. 
Seja h E L1 (X,IR,1~) estritamente positiva tal que JX hdj-t < Ej3. Então, existe 
uma partição mensurável enumerável { Bi} de X tal que: 
))g(x)- g;(x)ll < h(x) com x E B, i 2:!. 
Sejam E IN tal que 
f J, 11911 < e/6 e f J, ll9dl < e/6 
i=m+l 8; i=m+1 8; 
Definimos a seguinte partição mensurável finita {A 1, ••• , Am} como segue: 
At = B1 U (. lJ B;) e A; = Bi para 2 S j S m 
•=m+l 
Então, ternos que: 
00 
IIY- L XA.Ydl· 
i=m+l 
00 00 i=~l L. IIY- g;lldp +i=~· L; IIY- g,lldp 
00 
< L hdl' +i:~ I 2 L; IIYII + llgr/l)dp <E 
O teorema seguinte é importante para mostrar a linearidade de (A) f Ç para corres-
pondências compactas. 
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Teorema 1.2.15. Sejam {11,92 : X==: Dln menatmí.vds fechada~ e Q(x) = cl(Ç1(x) -l-
92(x)) 'lx E X. Então Ç é mensurável. 
Ainda mais, se S(Ç1 ) e S(Ç2 ) sao nao vazios então S(Ç) 
L 1(X,Hf',!t). 
cl(S(Çt) + S(Ç2 )), em 
Prova: Usando a Proposição 1.2.10 temos que existem seqüências (g~), (g~) de Q'1 e 92 
respectivamente, tais que 
Ç1(x) cl{g~(x)) 'lx E X 
Ç2(x) cl{g~(x)) 'lx E X 
Segue que 
Ç(x) = cl(Ç1(x) + Ç2(x)) = cl{g~(x) + g~(x)) 
Assim, pela Proposição 1.2.10, Ç é mensurável. 
Suponha agora que S(Ç1 ) ~ ,P e S(Ç2 ) ~ ,P. Então, pelo Lema 1.2.12, existem 
seqüência.s (g~) C S(Çt) e (g~) C S(Ç2 ) tais que 
Ç1(x) = cl({g~(x)) e Ç2(x) = cl{g~(x)}, Vx E X. 
Assim, Ç(x) = cl{g~(x) + g~(x)) , Vx E X. 
Para todo g E S(Ç) e t; >O, pelo Lema 1.2.14 existe uma partição mensurável finita 
{At, ... , Am} de X e inteiros n~, ... 1 nm tais que 
m 
llg- L:xA,(Y!, +g~.)lh <e: 
k=l 
portanto, S(Ç) Ç d(S(Çt) + S(Ç2)). 
A inclusão contrária é imediata. 
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Pode-se provar (ver [24]) que: 
Proposição 1.2.16. Se Ç 1, Ç2 : X ==::: Dl11 siio corrcspondôncias fechadas lrlCJLsllr<Í.vf'is 
então a função X._. H(91(x),92(x)) é mensurável. 
Prova: 
H(Çr(x), Ç,(x)) H(cl{g~(x)),cl{g~(x))) com (g~) C S(9J) e (g~) C 8(92) 
max{sup i~f [[g/(x)- gJ(x )[[, sup irtf[[g/ (x) - g}(x )[[} 
, J 
Isto implica que a função x ~-----+ H(Ç1 (x),Ç2 (x)) é mensurá.vc!. 
Ainda mais, pode-se provar (ver [25]) que: 
Proposição 1.2.17. Se 91, (h : X ~ iR" são correspoudências mensuráveis [ccliadas, 
então 
Definição 1.2.18. Ç : X .=::!" lR11 é integmvelmente limitada se existe h E L1 (X, lll, I'·) 
tal que: 
llvll S: h(x) , Vy E 9(x) 
É claro que se Ç é uma correspondência mensurável fechada então Ç é integravelmcnte 
limitada se, e somente, se a função x ~------+ IJÇ( x) li pertence a L 1 (X, IR, 11). 
Proposição 1.2.19. Se Ç: X =t iR"" uma correspondência mensurável fechada. Se Ç é 
integravelmente limitada então Ç é integrável. 
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Prova: Pelo T~._•oretlla l.2.U, Ç postiui Ullla seleção wcHsurávd g0, c como g é intcgrnvel-
mente limitada então g0 E 5(9). Logo, 
(A) f 9 = ifx g I g E 5(9)} -F <P 
Lembremos que se (X,A,p) é um espaço de medida então A E A é um átomo para 
a medida p, se Jl(A) > O c lJ Ç A implica Jl(B) =O ou J.t(B) = p(A). Di2cmos q1w fl ~~ 
não-atômica se não possui átomos. 
Teorema 1.2.20. Seja Ç : X ==t lRn. Se a medida p é não-atômica sobre a o--álgebra 
A de X, então (A)f9 é convexo. 
Prova: Sejam y,,y, E (A)J9. Existem g~,g2 E 5(Ç) tais que 
YI =f g,dp. e y, =f g2dp.. 
Para A E A, seja 
Então fi é uma medida vetorial não atômica. 
Um resultado devido a Liapunov estabelece que, em tais condições, o conjunto 
{)I( A) I A E A} é fechado e convexo (ver [25]). 
Como )I(</>)= (0,0) e )I(X) = (y1 ,y2), para todo.\ E [0,1] existe E E A tal que 
)I= (.\y1 , .\y2 ). Segue que p.(X- E)= ((1- .\)y~, (I- .\)y2 ). 
Agora definimos: 
{ 
g1 (X) se X E E 
g(x) = 
g2(x) se x E X- E 
É clru:o que g E 5(9) e, além disso f gdp = .\y1 +(I - .\)y2, logo, 
(A) j 9 é convexo. 
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Exemplo 1.2.21. Seja Jl a. !Hcdida. de Lcbçsguc sobre [0, J] eM: [0, l] =::::-lU definida 
por M(x) = {2,3} , Yx E [0,1]. Notemos queM não é a valores convexos. 
Se tomamos g1(:t) = 2, V:r E [0, lJ e gA:1~) = :J, V.r. E [0, 1), f!Jitiio f.. chtro rprP 
g1 ,g2 E S(M) e, além disso, suas integrais são: f g 1dp = 2 e f g2dp = 3, respectiva-
1\\('lll.c. 
Consideremos todas as partições mensuráveis de [0, IJ da forma {A h A2}. Então, fa-
zendo g = 9IXA, + g,,p" tem-se que g E S(M) e, além disso, f gd!' = 2!'(A,) + 3/t( A,) = 
2.\ + 3(1- ,\) pa.ra. O::; À::; l. Assi111, (!I )f M = [2,3). 
Exemplo 1.2.22. Sobre [0, lJ vamos considerar a medida de Lebesgue f.l com um átomo 
Ao= {1} tal que !'(Ao)= 5, isto é 
{ 
medida de Lebesgue de A 
!'(A)= 
5+!t(A-{1)) 
se 1\I'A 
se I E A 
Vamos supor que M(x) = {2,3} , V:t E X (como no exemplo anterior). Consideremos 
todas as partições de X= [O,lJ da forma {AllA2 ,{1}} eg1,g2 E S(M) também corno no 
exemplo a.ntcrior. Então, qualquer seleção de M é da forma g = 9tXA 1 +g2XA 2 +g1 X{l} 011 
g = 9tX.41 + Y2XA2 + 92X{t}· 
No primeiro caso tem-se 
f gdl' - 21'(Ai) + 3it(A2 ) +!O 
- 2À+3(1-À)+IO; osÀ::;1 
No segundo caso, 
f gdl' = 2À + 3(1 -À) + 15 ; O ::; À S I 
Assim, temos que (A) f M = [12, 13) U [17, 18) 
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Assim, a hipótese de não-atomicidadc de f.l é essencial na convexidade da integral. 
Proposição 1.2.23. Seja (M.dkeN uma seqüência de correspondências mensuráveis 
do espaço X em iR'~ e, suponhamos que cada Mk é limitada pela mesma função 
h E L'(X,/R",~) (isto é, [[y[[ $ h(x), Vy E M(x) para todo x E X). Então: 
i) limsup((A)J M,) Ç (A)J!imsup(M,) 
ii) (A)Jiiminf(M,) Ç liminf((A)J M.). 
Prova: 
(Veja [25]). 
Teorema 1.2.24. Seja (Mk)kE1V uma seqüência de correspondências mensuráveis do 
espaço IR em !Rn tal que Mk(x)--+ M(x). Se cada Mk é limitada pela mesma função 
h E L1 (X,/R",~). então lipt(A) f M, =(A) f M. 
Prova: Se !iminf(M,(x)) M(x) - limsup(Mk(x)) então, pela proposição 1.2.23, 
tem-se que 
(A) f M (A) f liminf(Mk) ç liminf((A) f M,) Ç limsup((A) f M,) 
c (A) f limsup(M,) =(A) f M. 
Observação: Este teorema é conhecido como Teorema de Convergência dominada para 
multiaplicaçõcs. 
Teorema 1.2.25. SejaM : X ==: /Rn uma correspondência mensurável, fechada e inte-
gravelmente limitada. 
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Então, (A) f M é um subcouj unto compacto não vazio de JUn. 
Prova: Proposição 1.2.19 implica que (A) f M f rf>. 
Seja M, = M , k 2: 1. 
Como M ( x) é fechado Vx, entào, 
limsup(M;(x)) = limsup(M;(x)) = limsupM(x) = M(x). 
Além disso, limsup((A) f M,) = limsup ((A) f M,) = limsup ((A) f M) = ci((A) f M), 
portanto usando a Proposição 1.2.23, temos que: 
ci((A) f M) = limsup((A) f M,) Ç (A) f limsup(M,) =(A) f M 
Logo, (A) f M é fechado. 
Por outro lado, como M é limitada por h E L1(X,JRn,p,) no sentido que 
IIYII S h(x) , Vy E M(x) , segue que II(A) f Mil S f hdp. 
Assim, (A) f M é fechado e limitado, logo compacto em IR". 
Proposição 1.2.26. Sejam M,M 1 ,M2 : X 
compactas e integravelmente limitadas. Então: 
IRn correspondências mensuráveis, 
b) Se (,\M)(x) = ,\M(x) = {,\y I y E M(x)} Vx, então (A) f ,\M =.\(A) f M 
c) (A) f(Ml + M,) =(A) f M1 +(A) f M,. 
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Prova: 
a) e b) são consequências imediatas da definição da integral de Aumann. 
c) Pelo Teorema 1.2.15, fazendo M = M1 + M 2 temos que 
' 
S(M) = cl(S(MI) + S(M,)) 
Seja y E {(A) f M 1 +(A) f M 2 ), Então existem g1 E S(M 1 ),g2 E 5(M2 ) tais que 
Como (g1 + g2 ) E S(M) tem-se que y E (A )f M, 
Assim, (A) f M 1 +(A) f M, Ç (A) f(MI + M,) =(A) f M 
Por outro lado, y0 E (A )f M implica Yo =f gdfl com g E S(M). 
Portanto, g E cl(S(MI) + S(M2)). Assim, existem seqüências (g!) C S(MI) e 
(g~) C S(M 2 ) tais que g = lim(g! + g~), 
n 
Logo Yo = f gdfl = lim(f u!dfl + f g~dlt) 
f g~dp E (A) f M,. 
Como e 
Segue que Yo E c!(( A) f M1 +(A) f M,) =(A) f M1 +(A) f M, devido à compacidade 
de M 1 e M 2, o que prova a afirmação c). 
Observação: A hipótese de compacidade na parte c) anterior é importante pois se M 1 
e M2 são compactas então Mt + M 2 é compacta e, portanto, fechada. Lembremos que, 
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em geral a soma de fcchadot'i niio é fechada. 
§3. Integração de Variáveis Fuzzy Aleatórias 
Introdução 
Nesta seção introduzimos as idéias básicas sobre a convergência de certas famílias 
distinguidas de subconjuntos fuzzy de 1/l" seguindo os trabalhos de Greco [19], Kaleva. 
[23] e Kloeden [26], e também estendemos alguns conceitos e resultados sobre integração 
de correspondência a uma classe mais geral de aplicações, usando como base os artigos 
de Puri-Ralescu [29], [30]. 
Seja :F( IR") = {f I f : Jll" ---t [0, 1]} a família de todos os subconjuntos fuzzy de 
IR". 
Se f E :F( IR") e a E [O,!] deHnimos o nível a de f por: 
Lnf = {x E IR" I f(x) 2: a} 
Considerando ainda o conjunto .Fl\(JRn) = {f : JRn ---t [0,1] I Lc.f é compacto, 
O< a :SI e Ld oJ ,P) e o supporte de f supp(f) = cl({x E IR" I f(x) > 0}). 
Definição 1.3.1. Seja (X, A,J.t) um espaço de medida finita. Uma variável fuzzy aleatória 
sobre X é uma aplicação F : X ---J. :F K(lfln) tal que cada F c. : X ==! JRn definida por 
Fc.(x) = L01 F(x) é mensurável para todo a E [O,lJ. Além disso, vamos dizer que F é 
integravelmente limitada se F01 é integravelmente limitada para todo a E (0, 1]. 
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Nosso objetivo imediato é definir a integra.! de variável fuzzy aleatória como urna 
extensão da integral de Aumann para multi aplicações. Mas antes, precisamos do seguinte 
kma.: 
Lema 1.3.2. s('.ia. (N .. ),,E[n,l] uma. família de subconjtlllLos de 1/l'' t;-Lifl que: 
i)No=IR" 
ii) a S: (3 =? Np Ç Na 
00 
iii) Ú'! ::.:; O'z::.:; ... c lim O'n =a' então Ncx = n NCXn' 
tl--->00 
n=1 
Então, a função f: /ll" ---+ [0, 1] defmida. po1· 
f(x) = sup{ a E [0, 1] I x E Na} 
é tal que Laf =Na , 'ta E [0, 1]. 
Prova: Seja ao E [O, 1]. 
Se y E Na, então f(y) = sup{ a I y E Na O> a,) => Y E La, f· 
Portanto, 
Suponha que exista 
(') 
por (ii). 
Assim, se y E N0 euLào Q < n 0 • 
Portanto, 
f(y) = sup{a I y E N,]) S: <>o=> J(y) =ao 
o 
Logo y E No. , V a < ao (por (ii) e pela definição de supremo) 
Seja o:1 < o:2 < · · · tal que lim frn = a. 
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00 
Portanto, se y E No. , \In~ y E n N •• = N. (por (iii)), contradizendo(*). 
n=l 
Assim, N,, = L.,J , o 0 E [0, 1]. 
Proposição 1.3.3. Seja F : X "'"---+ FK(JRn) uma variável aleatória integravelmente 
limitada.. Então, exüd,e um único Colljunto fuzzy r E :FK(Dr) tal que: 
L.F =(A) f F. , 'ta E [0,1]. 
Prova: Vamos provar que a família Na = (A) f Fa verifica as condições da proposição 
1.3.2 anterior. Como F(x) E FK(IR") , \fx E X, então tem-se que 
LaF(x) é compacto não vazio, qualquer que seja o: E (0, lJ. 
Assim, Fa(x) = L01 F(x) é uma correspondência compacta e integravelmente limitada 
'ta E (0, 1]. 
Logo, pela Proposição 1.2.19, tem~se que N0 f-1> , Va E (0, 1]. 
Notamos que No = (A) f F'o , onde Fo : X ==! mn é tal que 
Fo(x) = LoF(x) =IR" , x E X. 
Logo 
N0 =(A) f F0 =IR". 
Se o: ::S {3, então 
L.F(x) 2 LcF(x) , \fx E X. 
Portanto 
Fc(x) Ç F.(x) , x E X. 
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Assim 
Np =(A) f Fp <;(A) f F.= N. 
Seja finalmente a E (0, 1] c O'J S a 2 5 ... , lim On =a. É claro que 
n-oo 
Fa1 (x) 2 Fa 2 (x) ;2 ... , Vx E X e como Fa1 é integravelmente limitada tem-se que a 
seqüência (F::r .. ) é limitada por uma mesma fnnçiio h E L 1(X, .IR, fL). 
Logo, pelo Teorema 1.2.24, (A) f F •• _____, (A) f F onde 
00 
F(x) = n F • .(x) , 'lx E X. 
n=l 
é simples mostrar que 
00 n F •• (x) = F.(x) 'lx E X. 
)1.:!::} 
Assim; 
(A) f F •• ~ (A) f F. 
Como 
F.,(x) 2 F.,(x) 2 ... então (A) f F., 2 (A) f F., 2 .... 
Portanto 
Logo, 
00 
ou seJa Na= nNo-,.· 
n=l 
(A) f F',..~ n (A) f F •• 
n=l 
/l(A) f F •• = (A) f F. 
n=l 
Finalmente, é claro que a família (Na) define um único conjunto fuzzy 
f" E :Flí.(Hi") tal que 
L.j' = N. =(A) f Fa , 'la E [0,1]. 
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Observações: 
a) A nnicidadc d(' r é, f'SS('I\cià.hncntc devida ao fato de que dois conjuntos fm;zy 
f,g sào iguais se, e someule se, La f= Lag , V a E lU,lj, h;lo é, a família Ue uívei:'l ddine 
tmivocamcnte o conjunto fnzzy. 
b) f" E FI<(JR") po1s Lo f'= (A) f F" é compacto {1.2.24.) V a E {0, 1]. 
Por oulro lado, LIJ• =(A) f F1 f</> {proposição 1.2.19). 
Definição 1.3.4. Seja F: X _____, :F Ií(JR") integravelmente limitada e f' E :F K(JR") tal 
que L0J' =(A) f F0 , definimos a esperança (ou integral) de :F por: 
IE(F) =(A-R) j F=f' 
isto é, 
Observação: (A-R) f F é também denominada integral de Aumann-Ralescu. 
Sejam J,g E FK(JR"), então podemos generalizar a métrica de Hausdorff como segue: 
W{f,g) = sup H(L 0 /, Log) 
o>O 
onde H é a métrica de Hausdorff sobre a família de compactos de IR". 
Pode-se provar (ver [30]) que: 
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Proposição 1.3.5. O espa.ço mt·t.t·ico (:FI\(/17."), JI•) é completo. 
Observação: Na demonstração do resultado anterior usa-se, essencialmente, o fato de 
que o espaço métrico ( 1\ ( lll11 ), 11) das partes compactas não vazias de Jll", mutlido da 
métrica de llausdorff, é. compldo e separável. 
Definição 1.3.6. Um conjunto fuzzy f: /Rn -+[O, 1] é chamado fuzzy-convexo se L"' f 
é convexo pa.ra todo O' E [0,1]. 
Além disso, f é chamado fuzzy .. -com]Htclo se Lo f é compacto para todo a E (0, lJ. 
Obser.vação: Uma definição equivalente de fuzzy-convexidade é a seguinte: Vy1, Y2 E 
IR", H [0, 1[, 
f(!-y 1 + (1- À)y2 ) 2 rnin{!(yt), f(y,)) 
com f E :F I\ (IR"). 
Teorema 1.3.7. Seja (X,A,1t) um espaço de medida finita com lt não-atômica e 
F : X -+ :FI<(JRn) integravelmente limitada. Então (A- R) f F é fuzzy-convexo. 
Prova: Pelo Teorema 1.2.19, 
L,(A- H) f F= (A) f F, 
é convexo 'lo. E [0, 1]. 
Logo (A- R) f F é fuzzy-convexo. 
40 
Teorema 1.3.8. Seja (X, A,~) um espaço de medida finita e F: X----> :FJ((IR") inte· 
gravelmente limitada. Então (A- R) f F é fuzzy-compacto. 
' 
Prova: Pelo Teorema 1.2.25, 
Lo(A- R) f F~ (A) f Fo 
é compacto V a E (0, 1]. 
Segue que (A- R) f f é luzzy-compaclo. 
Teorema 1.3.9. Seja (X, A, p,) um espaço de medida finita com p, não-atômica e (Fk)keN 
e F va;iáveis fuzzy aleatórias integravelmente limitadas tais que Fk(x) ~ F(x) q.s., e 
existe h E L'(X,IR,~) tal que 
sup IIYII < h(x) , Vk 2 1, a> O 
yELoFk (x) 
Então, 
f 11' f (A- R) F, ____, (A- R) F 
Prova: Para todo a > O tem-se que 
li( Lo( A- R) f F,) Lo((A- R) f F))~ 11 ((A) f(F,)o, (A) f I·~) 
< f H((Fk)o.Fo)d~ (pela proposição 1.2.17) 
}H'( F,, F)dp. 
Segue que w((A-R)JF,,(A-RlfP) SJH'(F,,F)dp.. 
Agora, H'(P,(x),F(x))----> O qs, 
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Como 
W(F,(x), F(x)) S Ir(F,(x), X{õi) + H'(X{õi• F(x)) 
segue que 
sup H(LJ,(x), { õ}) 
o>O 
- sup sup \\y\\ 
o>O yEL"Fk(.r) 
S h(x) , hEL1(X,lR,p) 
f\ssim, usando o Teorema de Convergência Dominada Clássico, tem-se que 
j H'(F., F) ~ O 
Logo, }/' (A- R)J F,~ (A- R)f F. D 
Desejamos agora estudar a linearidade da integral (A-R} f F. Para isso é necessário 
definir operações adequadM de soma e produto por escalar sobre Ff\(IRn). 
Sejam J,g E :FI{(IRn). Aproveitando a estrutura vetorial de iR\ desejamos inJuzir 
' 
operações sobre :Fl{(JRn) tais que: 
'ia E [O, 1] 
'ia E [0, 1], À E JR• 
Se,\= O define-se O· f= X{ó)· 
42 
Lema 1.3.10. Sejam J,g E :F/\(/11") c À E l/l". Então, as famíli,., 
são famílias de níveis (isto é, verificam condições do Lema 1.3.2). 
Prova: 
i) No = IR" +Di" = IR" 
Alo = IR" + Di" = Di" 
ii) a :ó {3 => L~J ç L,. f e L~g Ç L,.g 
=> Np = Lpf + Lpg Ç L,. f+ L,.g = N,. 
Além disso, ÀL13g Ç ÀLaY· PorLanto Mf] Ç M0 • 
(iii) Seja a1 < a 2 < ... tal que limk ..... oo D'k = a > O . Então 
= 00 00 
a) n(L,.J+L,.,g)=(n(L,.J))+(n(L,.,g)). 
k=l k=l k=l 
00 
De fato, se y E n (Lo"' f+ Lan9) então existem seqiiências (Yk) e 
k=1 
(..Z"k) tais que Yk E Lerk!,zk E La"'Y e y = Yk + zk , Vk E IN. 
Como Lakf Ç Lcq (!) e La1 f é compacto, então existe uma subseqüência (yk,) 
tal que Yk; -----+ y0 E La1(f). Desta fonna, a subseqüência associada (zk,) é ta.l q1w 
Zk, ---+ 11 - Yo = zo. Agora , 
[[y- (yo + zo)[[ < [[y- (y,, + z,,)[[ + [[Yk, + z,,- (yu + zo)[[ 
< [[y,,- Yo[[ + [[z,, - zo[[ --->O 
isto é, y = Yo + zo. 
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= 
Por outro lado, y0 E n Lakf = Da f. 
k=l 
Com cfeiLo, suponha !Ju (/La f, 
então existe c> O tal que f(yu) <a- .s. Além disso, como CYk; ~ o:, existe i 0 E /:\' t.a.! 
que 
O'k, > a - é , Vi 2: ia 
Por outro lado J(y0 ) < a- e =? existe b > O tal que 
Como Yk; -----+ Yo , existe k~ E IN tal que Yk, E B(ya, ó) , Vi 2: i~. 
Assim, tomando ]{0 = max{ i 0 , i~} temos: 
Vi 2: Ko 
contradizendo o fato de que Y! .. ; E Lok; f , Vi. 
Analogamente prova-se que z0 E LO!g. 
= 00 
Logo, y = Yo +zoE La f+ L.g = ( n L., f= L. f)+ ( n L • .f = L.g). 
k=1 k=l 
A inclusão contrária é clara. 
= = 
b) Nào é difícil mostrar que n(>.Lakf) = >.nL"kf. 
k=l k=l 
Assim, de a) e b) segue-se que as famílias (N01 ) e (Mo) são famílias de níveis. 
Agora estamos em cow.lições de dar a seguinte definição: 
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Definição 1.3.11. Scj;uu f 1 g E :Fl\(Jil11 ) e ~.E lll\ cnlã(): 
(f+ g)(y) - sup{a E [O, 1] I y E La f+ Lag) 
(,\fl(!i) wp{a E [0, 1] I y E Haf] 
com O· f A{õ} 
Observações: 
a) Pode-se provar que a definição acima. é equivalente a: 
(f+ g)(Y) ~ sup min(f(y!),g(y2)) 
Yl +!h""Y 
{ 
J(>--ly) 
(Àf)(y) ~ 
X{õ} 
se .\>0 
se >.~o 
b) Se em :Fl\(JRn) consideramos a subfamJ1ia de conjuntos fuzzy com níveis La f 
convexos, denotada por FKc(IRn), então , usando o Teorema de RadstrOm (ver [32]) 
pode-se rnergulha.r :F Kc(lll") como cone convexo de um espaço vetorial normado rca! 
onde a norma sobre :FI<c(lR") é H~. 
Proposição 1.3.12. Sejam 1~ F11 F?. :X ---t :FH(H.ln) variáveis fuzzy aleatórias iute-
gravelmente limitadas. Então: 
a) Fi(x) Ç F,(x) q.s. =?(A- R) f F1 Ç (A- R) f F2 (contenção no sentido fuzzy). 
b)Se(>.F)(x)~>.F(x)=;o(A-R)f>.F~>.(A-R)JF, .\2:0 
c) Se (F1 + Fz)(x) ~ F1(x) + F2 (x), então 
(A-R) j(FdF'z) ~(A-R) f Fd(A-R) f F, 
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onde a soma e o produto por escalar em :FK(IRn) são no sentido da definição 1.3.1 1. 
Prova: 
Logo 
isto é 
(FI).(.r) Ç (F,).(x). 
Assim 
F1(x) Ç F,(x) q.s. =? (FI).(x) Ç (F2 ).(x) q.~. 
=? (A) f(Fl)a Ç (A) f(F,)a (pela proposição 1.2.26) 
=? La(A- R) f F1 Ç L.(A- R) f F, , \la E [O, 1] 
* (A- R) f F1 Ç (A- R) f F, 
b) Se.\> O então 
L.(A- R) f !.F= (A) f(>.F). onde (.\F)., X~ P(IIl") 
tal que 
(!.F),(x) = L.(ÀF)(x) = L.ÀF(x) = :..L.F(x) (c! proposição 1.3.11) 
isto é, ( ÀF)a = ÀF0 • 
Assim, 
L.(A- R) f ÀF =(A) f ÀF. - À(A) f F. (cf proposição 1.2.26) 
- !.L.(A- R) f F 
- L.!.(A-R) f F (c[ definição 1.3.11) 
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Portanto, 
(A- R) f >.F= >.(A- R) f F 
Para>.= O não é difícil provar C]IIC (;}.-R) f >.F= X{iíJ =..\(A- R) f F. 
c) Corno (F1 + F2 )(x) = F1(.,) + F,(x) tem-se que 
La(F,(x) + F,(x)) , \lx E X 
- LaF,(x) + LaFz(x) (cf definição 1.3.11) 
isto é, (F,+ Fz)a = (F,)a + (F2)a· 
Assim, 
La( A- R) f(F, +F,) 
Portanto 
(A) f(F, + F,)a =(A) f(F,)a + (F,)a 
(A) f(Fda +(A) f(Fz)a (cf proposição 1.2.26) 
La( A- R) f F,+ La(A- R) f F, 
(A-R) f(l'i+P2) =(A-R) f Pi+(A-R) f F2 
Observação: Nas condições anteriores as multiaplicações (F;)., são compactas e integra-
velmente linlltadas. 
Convergência em :FK(JR") 
Kaleva em [23) e, recentemente, Greco-Quelho-Moschen [19) estudam di versos ti· 
pos de convergência sobre a família de subconjuntos fuzzy de JR.n semicontínuous su-
periormente e com suportes compactos não vazios. As relações entre H*-convergência, 
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L-convergência e S-convergência são fundamentais para o estudo das convergências de 
entropía.s que fazemos no Capítulo III. 
Definição 1.3.13. Sejam fk,f,g E Fl\(JR'T Então 
a) J!"(f,g) ::::: su.pl-J(Lr-f, Lr.JJ) ·c Il"'-convcrgéucia é a induzida pela mdrica J[• 
wbre Ff{(Bl"). 
b).f<..!:....J<=>,Iimfi(D.J,,L,.f)=O, lfaE(O,l]. 
-oo 
c) Se consideramos sobre IRn X [0, 1] a métrica: 
d((y,t),(z,s)) = max{]]y- z]], ]t- s]} 
então ela induz uma distância, no sentido de Hausdorff, sobre a família de subconjuntos 
compactos não vazios de mn X [O, 1]. 
Seja 
hipo(f) = {(y,t) E Bl" X [0,1]] f(y) 2: t), \fj E FJ{(JR"). 
Definimos 
send(J) = hipo(f) n (supp(f) x [0,1]) 
Fazendo agora 
S(f,g) = If(Mnd(f),send(g)) 
tem-se que Sé uma métrica sobre :F l\(JRn). 
S-convergência refere-se a convergência induzida pela métrica S. 
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onde 
Vamos denotar por: 
:FS(IR") 
FS,(I/1") 
:FS;( IR") 
:FS1(11l") 
:FC(JR") 
i) f semicontínua superiormente 
{f : IR" --> [O, I] i i) supp(f) compacto não vazio ) 
iii) Ld 'f </> 
{f E FS(Ill") I L .. f é convexo Vn E [0, i]) 
{f E :FS,(IR") I Ld é um singleton} 
{f E :FS(lll") I L1f é um singlcton} 
{f E :FS(IR") I L,f é côncavo) 
f côncavo <==? f().y +(I- ,\)z) :0: ,\f(y) +(I- ,\)f(z) , Vy, z E supp(f), .\E [0, I] 
Kaleva em [23] prova os seguintes resultados: 
Teorema 1.3.14. 
a) H*-convergência =}L-convergência sobre :FI<c(lR") 
b) H*-convergência =? S-convergência sobre :FI<c(lll") 
Teorema 1.3.15. L-convergência o> JJ'-convergência sobre :FC(IR") n :FS,(IR" ). 
Teorema 1.3.16. H·-convergência o; L-convergência sobre :FC(lR") n :FS;(IR"). 
Teorema 1.3.17. Ji"'-convcrgência, L-convergência e S-convergência são equivalentes 
sobre :FC(JR") n FS'(JR"). 
Greco-Quelho-Moschen [19] relacionam os três tipos anteriores de convergência com 
a f-convergência num contexto mais amplo de espaços localmente compactos. 
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Definição 1.3.18. Sejam f, f, E :FS(JR•). Então, 
fk ~f~ limt>up hipo(Jk) Ç làpo(J) Ç liminf(fk) 
Em [ 19]c:-~tào os :·wg:uintcs rcsult.ados: 
Teorema 1.3.19. Sejam J,fk E :FS(JR•). Então são equivalentes: 
s 
a) f,...:.... f 
[' b) i) f,~ f 
ii) limsup(fk) c:; supp(J) 
iii) O suporte de cada fk está contido num mesmo compacto f( de JR.n. 
Definição 1.3.20. Seja f E :FS(JFC'), dizemos que y0 E lRn é um máximo local próprio 
de f se O< f(y0 ) <I e existe uma bola B(yo,é) tal que f(y) S f(Yo) , lfy E B(yo,é). 
O principal resultado de comparação entre as convergências em [19] é o seguinte: 
Teorema 1.3.21. Sejam f,fk E :FS(fll11 ) tal que f uão possui máximos locais próprios. 
Então sã.o equivalentes: 
11" (a) fk ~f 
(b) i) f, _r:_. f 
00 
ii) U supp(/k) está contido num compacto f( de IRn c limsup(supp f,) c:; .5upp(fl 
k=I 
iii) Ld c:; liminf(Ltfk) 
(c) /k...!..... f e propriedade (b)-iii) 
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(J) f,...!:.., f e proprieJa.Je (b)-ii). 
Corolário 1.3.22. Sejam f,fk E :FS(lll11 ). Se f não possui rnaxonos locais propnos f~ 
L1J é um singleton, então fk ~f se, e somente se /k ~f. 
Corolário 1.3.23. Sejam f, fk E :FS(JR"). Se 5end(Jk) é convexo Vk ~ 1 , e L 1f é um 
singleton, então: /k !!..:..... f {::::::} /k ~ f. 
DC'st.c::~tTstiltados segue--se que 11"', /,,8 c 1'-convergêucia~úí.o equival<~ntcs soiJre a f;unília 
9r = {f E FS(JR")I send(f) é convexo e Lrf é um singleton }. 
Observações; 
a) Na realidade em [19], os aut._orcs trabalham no contexto mais geral de espaços 
métricos localmentes compactos. Entretanto, nosso interesse é usar a estrutura linear d(J 
espaço para poder falar nos capítulos seguintes, por exemplo, de valo1·ização. Sendo assim 
ficamos restritos em dimensão finita pois qualquer espaço vetorial localmente compacto é 
de dimensão finita. 
Fica em aberto, por enquanto, extcnder equivalências destas convergências a Cflpaços 
normados arbitrários. 
b) Se f E Çh então f não possui máximos locais propnos, e portanto o Teorema 
1.3.21 ([191) é mais forte que o Corolário 1.3.23 (1231). 
c) Os Teorema.s 1.3.7 e 1.3.8 mostram que, sob condições adequadas, a integral de 
uma variável fuzzy aleatória pertence a :F f( ( Dl") n:F H c( DL"), isto é, tem níveis compactos 
convexos. 
Assim, podemos considerar a continuidade da integral (A- R) f F em relação às 
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convergências anteriores. 
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' CAPITULO II 
SOBRE ENTROPÍAS FUZZY A MULTIVALORES 
INTRODUÇÃO: 
O conceito de Entropía Fuzzy está associado ao grau de incerteza ou indefinição 
envolvida numn situa.çào dada .. 
Desde que Zadeh [50] introduziu, na década de 60, a noção de subconjunto fuzzy 
de um universo não vazio X, tornou-se possível desenvolver, paralelamente, o conceito 
de Entropía Fuzzy como uma medida de incerteza, juntamente com diversas aplicações 
práticas, especialmente no que se refere à manipulação de processos relacionados com 
informações e tomada de decisões [041 e [47]. 
A entropía, do ponto de vista clássico, funciona como uma medida de "quantidade 
de incerteza" ou uma "medida de diversidade", que opera sobre conjuntos de distribuições 
de probabilidade. Por exemplo, se p = (PllP2, ... ,pn) é uma distribuição de probabilidade 
n 
finita, isto é, Pk ~O , 1 :S k :S n e LPk = 1, então a entropía (no sentido de Schannon) 
k=I 
n 
é definida por H(p) = - L_pken(pk! considerando O· fn(O) ::::O. A entropía H com suas 
k=l 
respectivas interpretações tem várias propriedades interessantes [20]. Aplicações impor-
ta.ntes do opl."rador li csUi.o relaciona.das com o Princípio de Máxima Entropía o qua.l, 
como critério natural de seleção sobre conjuntos de distribuições de probabilidade, revela 
ser uma ferramenta eficáz já que, de fato, muitas distribuições de probabilidade impor-
tantes e de frequente uso, aparecem como soluções deste tipo de problemas variacionais 
[20]. 
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No §1 deste Capítulo faremos um rá.pido resumo dos trabalhos pioneiros df: alguns 
matemáticos que relacionam o significado clássico de entropía com a moderna teoria fuzzy. 
Entre os mais importantes podemos mencionar De Luca-Termini [08] que introduzem o 
conceito de cutropía fuzzy como uma medida de incerteza; Tríllas-ltiera [40] que c!as~ifi­
cam diversos tipos de entropía.s sobre conjuntos finitosj Knopfmacher [27] que estende as 
idéias anteriores e constrói entropias sobre espaços de medida finita (X, A, fl) via integral 
usual, associada à medida p; Batle-Trillas [03] que conseguem resultados análogos aqueles 
de Knopfmacher usando elementos de medida e integração fuzzy. 
No §2 propomos uma axiomática que permite introduzir o conceito de entropia fuzzy 
m·ultiavaliada (ilf-entropía). Construimos exemplos de tais entropías multiavalia.das sobre 
um conjunto finito, generalizando as idéias de Trillas-Riera [40J. Construímos também 
1\1-entropías sobre um espaço de medida finita via a integral de Aurnann [OlJ para multi-
plicações, generalizando o trabalho de Knopfmacher (27J. Além disso, mostramos algumas 
propriedades interessantes destas entropías, como por exemplo que a uma M-entropía é 
uma valorização do reticulado F( X). 
Finalmente, no §3, estendemos as idéias anteriores e propomos o conceito de eniropía 
multi-fuzzy-avaliada (M F -entropía) e construi mos exemplos de M F~entropías a partir da 
integral generalizada de Puri-Ralescu [30J para variáveis fuzzy aleatórias. Também mos-
tramos que, sob condições adequadas, as M F -entropías são valorizações do reticulado 
F( X). 
§1. Entropías Fuzzy 
Lembremos que, no contexto proposto por Zadeh [50], um subconjunto fuzzy de X 
é qualquer aplicação f: X-----> [0,1), e seu complemento f é dado por ](x) ~ 1- f(x), 
54 
Vx E~\.". Neste contexto, o conjunto fuzzy "mais raro" é dado por f(x) = 1/2 , Vx E X 
, desde que, f= f. 
Segundo estas considerações De Luca-Termini [08] introduziram os seguint.C'l axio-
mas para uma entropía fuz:;;y: 
Definição 2.i.1. Sejam X um conjunto não vazio e F(X) a classe de todos os sub-
conjuntos fuzzy de X. Uma entropía fuzzy sobre X é uma aplicação E : F(X) ~ JR+ 
verificando: 
E!) E(J) =O se, e somente se, f é clássico (i.e. f(x) E {0, I}, Vx E X). 
E2) E(f) é máximo se, e somente se f(x) = 1/2, Vx E X. 
E3) E(!') :S E(!) para qualquer f' vs f (f' "versão scharpened" de f), isto é, 
J'(x) :S f(x) se f(x) < 1/2, e J'(x) 2: f(x) se f(x) > 1/2. 
Trillas-Riera não impõem a condição de unicidade dada no axioma E2) e geram di-
versos tipos de entropías sobre conjuntos finitos, [40], conforme podemos ver no exemplo 
seguinte: 
Exemplo 2.1.2. Consideremos uma aplicação~: [O, 1]-----~" JR+ satisfa7..endo: 
I) ~(O)=~(!)= O. 
2) ~ crescente em [0, 1/2) e decrescente em {1/2]. 
3) ~ tem um máximo em t = 1/2. 
(uma tal função é chamada uma funçào normalizadora). Sejam l:-J e* operações binárias 
sobre JR+ tais que: 
i) l:!:J é associativa, comutativa e 
x l±J y = O se, e somente se, x = O e y = O 
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ii) l!J e* são isótonas Clll rclaçfí.o h ordem "S" em Jfl+, isto é 
a ::; b implica. a* c S b *c , V c E m+ 
iii) .1: * y = 0 se, C SOlllCBLe SC, :r = 0 OU y = 0. 
Se X = {:r~,.,., xk} é um conjunto flllito então a aplicação E :F( X) ---t JR+ definida 
por 
k 
E(!)= I±J[a; * L\(J(x;)] onde a;> O são fixos, 
i""l 
define uma entropía sobre X. Em particular, se considerarmos 
ltl a soma usual (~] em JR+ e * o Produto em JR+ , com 
L\(t) = -Unt- (1- t)Cn(!- t),a; = 1 , 1 ~i~ k 
obtemos: 
k k 
E(!)=- 'Lf(,;)fn(J(x;))- 'LJ(x;)Cn(J(x;)) =H(!)+ H(f) 
i=l 
onde H é, justamente, a entropía clássica de Schannon para uma distribuição de proba-
bilidade finita. 
Em [27], Knopfmacher considera um espaço de medida finita (X,A,p) e reformula 
a axiomática de Luca-Terrnini da seguinte forma: 
EJ•) E(!) = O se, e somente se, f é clássico qs (i.e. !'{x E X f(x) fc O ou 
f(.r) # l) = 0). 
E2*) E(!) é máximo se, e somente se, f(x) = l/2 qs. 
E3•) E(f•) ~ E(f) para qualquer f" vs f qs. 
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Exemplo 2.1.3. Em [27], considerando unm função normalizadora coutíuun . .6 t.fl.l rp1r~ 
ll.(t) = ll.(l- t) VI E [0, !], Knopfmachcr define 
!>(f)~;, ll.(f) , VJ E :F( X) A-nwnHunivd 
X 
Tal f'nl.ropía E verifica. os ;1.xiortta.s l·~J*)- E:~*) e, a\{~J/1 disso valent: 
E4') E(f) =E(}) (pela simetria de .6 ). 
E5*) E é contínua em relação à métrica uniforme sobre F( X). 
E6') E(J V g) + E(f 11 g) = E(J) + E(g), ou seja, 
E é uma valorização do reticulado (F( X), V= max, 1\ = min). 
Observação: Em [03], Batle-Trilla.s considerando um espaço de medida fuzzy finita, 
obtiveram um resultado essencialmente análogo ao anterior, definindo 
E (f) = t ll.(f) 
onde a integral associada à medida fuzzy é a integral fuzzy de Sugeno (ver Cap. I, [41L 
[38), [33], [34] e [45]. 
§2. Entropías Multiavaliadas (M-Entropías) 
Sendo originalmente a entropía uma medida de incerteza, achamos natural pensar 
em certos "graus de tolerância" associados a ela. Nesse sentido, ao invés de associar um 
número real a tal medida, porque nào associar, por exemplo, um subconjunto de IR? Pen-
samos então que, neste contexto, seria thil introduzir a noção de entropía rnultiavaliada .. 
O propósito destre Pará.gr.:~.fo é dar a axiomática básica para tais entropías, estabelecer 
prévias considerações que sustentam tal axiomática, e mostrar que é possível generalizar, 
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de maneira natura.!, os resultados de [10] assim como os de [27] via a iutcgral de /\IJJfl<UJil 
para multi aplicações [OlL [2.J] e [21]. Finalmente, provamos que, sob condições adcqu<J.das, 
as AI-entropia~ ~i'ío va.lori7,açõcs do n~ticulado F( X). 
11I-Entropías 
Desejamos definir uma entropía multiavaliada sobre X como sendo uma aplicação 
E: .F( X)---+ P(lR") (ou nas partes de qualquer espaço vetorial finito-dimensional) tal 
que se tenha uma relação natural entre elas c aquelas anteriormente estudadas. 
Antes de propor uma axiomátiça fazemos algumas considerações. 
Em primeiro lugar1 notamos que qualquer conjunto fuzzy sobre X tem urna "versào 
scharpcned" cl;issica. De fato, se para f E F( X) dado definimos 
{ 
O se .f(.T) s; 1/2 
J;(x)= 
I se .f(x) > 1/2 
então é claro que fc* vs f e, além disso, J; é clássico. Com isto em mente e observando 
que parece natura.! pedir que: f* vs f=> E(J*) Ç E(!), definimos: 
.f é clássico se, e somente se E(!)= {õ}, obtendo que ÕE E(!), V f E F( X). 
Por outro lado, é claro que a condição E3) implica que E(f1; 2) deve ser máxima. (onde 
f 1; 2 ::::= 1/2, 'Vx E X) pois é fácil ver que f vs f 1; 2 , 'V f E F( X). Assim resolvemos, no 
contexto de [40] considerar supérflua a. coudiçã.o E2), uma vez que não é utilizada.. 
Com estas considerações, propomos as seguintes condições para urna entropía rnu!-
tiavaliada: 
Definição 2.2.1. Seja P0 (1/ln) {A Ç IR": õ E A}. Uma entropía multiavaliada ou 
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AI· ent I'Opr'a sobre X é uma aplicação E : .F( X) ---t P0 ( mn) tal que: 
EM!) E(J) ~ {Õ} se, e somente se f é clássico 
EM2) Se g vs f então E(g) Ç E(f). 
Exemplos 2.2.2. Seja E uma entropía (usual) sobre X, então 
E!(!)~ [O, E(!)]"~ [O, E(!)] x .. · x [O, E(!)] (n vezes) 
E2(J) ~[-E(!), E(!)]" 
E3 (f) ~ /3(õ, E(!)) (a bola fechada com centro na origem e raio E(f)) 
são Ai -entropías sobre X. 
O resultado a seguir permite obter, de forma natural, entropías (no sentido usual) a 
partir das AJ-entropía.s. 
Proposição 2.2.3. Se E é uma M·entropía sobre X então I lEI I é uma entropía sobre X, 
onde I lEI I é a composição da .N/·entropía E com a norma (qualquer que seja) sobre /Rn. 
Demonstração: 
Temos que [[E(J)[[ ~O{=} E(J) ~ {õ} {=}f é clássico, e portanto vale EM!). 
Por outro lado, se r VS f então E(r) ç E(J), 
logo [[E(!')[[ s; [jE(f)jj, o que verifica. EM2). 
Podemos também gerar M ·entropías a partir de outras M -entropías dadas. 
Proposição 2.2.4. Seja <p : (P0 (J/1" ))" ~ P0 (JR") tal que 
(i) r,p é não decrescente em cada variável 
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,---,-,~:~:-!I'·--~ 
. cc·· Í 
L-~·--
(ii) tp(Ar, ... ,Ak) = {ô} se, e solllenLe se, Ai= {õ), 1 :Si :S k. 
Se Et, ... , Ek são M~entropías sobre X cntiio E = tp( Et, ... , Ek) é urna M -entropía sohr~ 
X. 
Demonstração: 
Direta a partir das propriedades de !.f· 
k k 
Exemplo 2.2.5. As aplicações cp 1 At, ... ,Ak) = LAi e l.f2(A1, ... Ak) = UAi Ratisfa.~ 
i=l i=l 
zem as condições da Proposição anterior e, portanto nos permitem gerar M -entropías. 
Definição 2.2.6. Uma função normalizadora multiavaliada ou M -normalizadora é uma 
aplicação t1: [0, 1] ~ P0(11l") tal que 
1) !1{0) = !1{1) = {õ) 
2) t1 é crescente em [0, 1/2] {no sentido que se O < i) < t, < 1/2, então 
t1(ti) Ç t1(t 2)) e t1 é decrescente em [1/2, 1]. 
Exemplo 2.2.7. A aplicação t1: [O, 1] ~ P0 (1R") definida por 
se O :S t :S 1/2 
{ 
B(õ, t), 
t1(t) = 
B(õ, 1- t), se 
é uma função Af-uorma.lizaclora. 
O Teorema seguinte e:stabclccc a existência de M-entropías sobre um conjunto finito 
X (não vazio) dado. 
Teorema 2.2.8. (Existência de M-entropías sobre um conjunto finito). 
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Se 
Scjaml:!:J e* operações binárias sobre P0 (Dl") tais que: 
i) l:J é associativa, comutativa e satisfaz: 
ii) l:J c* são isótomas sobre o rcticula.do (P0 (Dr), Ç), isto é, 
{ 
Aii~B Ç A,I!JB ,\IB E P(JR") 
A1 Ç A2 então 
A 1 •BÇA,•B ,\IBEP(IR") 
(iii) A •ll = (õ} se, e somente se A= (õj ou 1J = (õj. 
Sejam A; E Po(IR") tais que ]]Ad] >O, i :SI :S k e L> uma função M-normalizadora. 
Se X= {:r1 , ... ,xk} é um conjunto finit.o e E: F( X)--+ Po(Dln) é defmida por 
k 
E(f) = l±J[A; • L>(f(x;))] 
i=l 
então E é uma 111-entropía sobre X. 
Demonstração: 
k 
E(f) = {õj ~ l:tJ[A, • L>(J(x))] = {õ} 
i=l 
~ A;•L>(J(x;)) = {õ} , I :Si :S k 
~ L>(J(x,)) = {õ) I :Si :S k 
{:} f é clássico. 
Também, se g vs f eulào L>(g(x;)) Ç 6(!(.•;)) , I :Si :S k , logo 
A; • 6(g(a·;)) Ç A; • L>(J(x;)) VI :Si :S k por (iii). 
k k 
Segue de (ii) que l:tJ[A; * g(x;)] Ç l:tJ[A; * f(x;)], isto é E(g) Ç E(!). 
i=l 
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(por (i)) 
(por ii)J 
Exemplo 2.2.9. No Teorema. acima podemos consitlerar, por exemplo 
A* B = B(õ, IIAIIIIBIIJ c 
I:!J=I: (soma) ou I:!J=U (união). 
O seguinte resultado cst.abelccc condiçôcs Jl('ccssftrias c suficientes para que uma cn· 
tropía multiavaliada do tipo l:!:J -* provenha de uma função M-normalizadora, como no 
Teorema anterior. 
Proposição 2.2.10. Seja X um conjunto finito. Se l±J e * satisfazem as condições do 
Teorema 2.2.8 e as condições adicionais: 
a) (AI:!) E)* C= (A* C) I:!)( E* C) (DisLribuLi vidade) 
b) Se A1 </. A 2 enLão B * A1 </. B * A2 , V B, com IIBII >O 
k 
entào, E= t±:J[A; * .1(/(xi))] é uma .M-entropía se, e somente se, .1 é urna funçà(J M-
i=l 
normalizadora. 
Demonstração: (---+) Suponhamos que existam t11 l 2 tais que O < t1 < t 2 < 1/2 c 
ll(t2 ) </. ll(t1 ) então A1 * Ll(t 2 ) </. A1 • Ll(tr) . 
• 
Mas g = (t" O, ... , O) vs (t,, O, ... ,0) então A, • ll(t 1) = E(g) C:: E(f) = A1 • Ll(t 2 ), que 
é uma contradição. 
Analogamente 1/2 :S 11 :S t2 :S 1 =} Ll(t 2) C:: ll(lr). 
Isto prova a condição 2) para .1. 
Suponhamos agora que Ll(O) f { ô). Se considerarmos f o = (0, ... , O) então E(J0 ) = 
k k k 
l±J[A;•Il(O)J = (õ). Logo usando b) obtemos (l±JA,)•Ll(O) = (ô) e por (iii) l±JA, = {õ). 
i=l i=l 
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SL'guc da coudiçào i) que A;= {ü}, l :Si S: k, que condu:'. a uma contradi<;ã(). 
Assim, ~(O)= {õ}. Analogamente, considerando ft = (1, ... , 1) se tem 
k l·:u, l "" (1±1 11;) • t>.(, l ~ l "l 
•=I 
o que garante que .6.(1) = {õ} e portanto, .6. verifica a condição 1). 
( <-) Segue do Teorema 2.2.8. 
Definição 2.2.11. Uma função M-normalizadora .ó. é dita simétrica se 
b.(t) ~ 6.(1- t) 'lt E [0, I] 
Uma .AI-entropía E é dita simétrica se 
E(!)~ E(f) 'I f E F(X) 
Em relação à simetria ternos os seguintes resultados: 
Proposição 2.2.12. Se a função M-normalizadora .6. é simétrica, então a AI-entropía 
k 
E~ I±J[A; * 6.(·)] também é simét.rica. 
i=l 
Demonstração: 
Direta a partir da simetria de .6.. 
Proposição 2.2.13. Seja* canccla.Liva (i.c. A* B = A* C ::::} B = C') e clist.ri!Jutiv<t 
k 
sobre l:t). A M-entropía E = ltJ [A; * .6.( · )] é simétrica se, e somente se, a função M-
i=l 
normalizadora 6. é simétrica. 
G3 
Demonstração: 
( ----1-) Seja E simétrica. Se para l E [0, 1 J consideramos a aplicação f 1(x) = t , Vx E X, 
cnl.io E(J,) ~E(/,)~ E(.{H)· A"im 
k k 
(i±JA;) * L1(t) ~ (i±JA,) * 1'>(1- t) 
1=1 1=1 
logo ~{l) = ~(1- t). Sendo t arLitrá.rio, então~ é siwétrica. 
( ~) Segue da Proposição 2.2.12. 
No seguinte resultado estabelece-se quando as nossas l!J -*-cntropías são valori:t.ações 
do reticulado :F( X). 
Teorema 2.2.14. Sejam X um conjunto finito e EEl uma operação binária, comutatiYa 
sobre P0(IR") tal que l!J verifica a seguinte equação funcional: 
I±J(AE!l B,A' Ell IJ') ~ I±J(A,A') Elli±J(B,B'). 
Se E é uma l:!:J-*-entropía multiavaliada sobre X então E é urna E&-valorização do rcti-
culado :F( X), no sentido que E(! V 9) fJ) E(! 11 g) ~ E(!) Ell E(g) , V f, g E F( X). 
Demonstração: 
k 1 k 
E (f V g) Ell E (f 11 g) ~ I±J [A;* L'l[(J V g)(x;)]] Ell I±J [A,* L'l([(f 11 g)(x;)]] 
i=l i=l 
Agora, basta notar que: 
A;* L'.(! V g)(x,)) ~A;* L'l(.f(x;)) -A,* I'>( (f 11 g)(x;)) ~A,* L'l(y(x;)) 
Usando este fato, a comutatividade de 1:!:1 e EB e a relação funcional entre elas segue 
o resultado. 
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Exemplo 2.2.15. No Teorema autcrior podemos considerar [:!;) = ED = L: (sorna), ou 
~=ill=U (união). 
Observação: É importante salientar que os resultados anteriores generalizam o trabalho 
de Trillas-Ricra [40). 
Nosso objetivo imediato é generalizar os resultados de Knoipfmacher [27]. Para tal 
utilizaremos alguns elementos da teoria clc integração de rnultiaplicaçõcs ([01], [2.5], [21], 
[42) e [51). 
No que se segue, afim de garantir a convexidade da integral de Aumann, considera-
remos, (X, A,Jl) um espaço de medida finita não atôniica. 
Teorema 2.2.16. (Existência de M-entropías sobre um espaço de medida finita). 
Seja ó.: [0, 1] --+ Po(IR"') uma função M-normalizadora compacta e não negativa. 
Se (X, A, p) é um espaço de medida finita não atômica então 
E(!)= (A) j t>(J) , V f E F(X) 
define uma M -entropía sobre X satisfazendo: 
EM* 1) E(J) = { õ} se, e somente se, f clássico qs 
EM"2) Se g vs f qs então E(g) :S E(!). 
Demonstração: 
Seja f E F(X) tal que E(!)= {õ), isto é (A) f!>(!)= {õ). 
Se h E S(t>(f)) é qualquer seleção de!>(!) então f h= {õ), mil.'l Ll é não negativa, então 
h é não negativa qs logo h= õ qs. Como conseqüência S(t.(J)) = S (aplicação nula qs), 
logo !>(!) = õ qs (Corolãrio 1.2.13). Daí f(x) E {O, I} qs e portanto f é clássico qs. 
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Reciprocamente, se f é clássico qs então !J.(f) 
H(.()= {i)}. Assim n. proprit•da.dt> El\-,.1) (~·verificada. 
{ õ} qs o que implica que 
A propriedade EM"'2) é conscqi.lência da monotonia da integral de Aumann (i.e. se 
(A )f G1 =(A )f G2 ; ver Capítulo 1). 
Corolário 2.2.17. Nas condições do Teorema. 2.2.16 anterior, a M-cutropía b' taJn],ún 
verifica as seguintes propriedades: 
EM.3) E(f) é máximo quando f(x) = ~ qs. 
EM.4) E(f) =E(!) se ~(t) = ~(l- t) qs. 
E11*5) E é uma valorização do reticulado F( X) no sentido que 
E(!Vg)+E(fllg)=E(f)+E(g), 'lf,gEF(X) 
(onde a soma+ é a usual de subconjuntos de Dln iuduzida pela estrutura vetorial). 
Demonstração: 
E1v1*3) é conseqüência direta de EM*2), e EM*4) se deduz da simetria de ó.. 
Sejam f, g E F( X). Consideremos os conjuntos disjuntos 
A= {xl(f- g)(x) ~O} (i.e.f ~ g sobre A) 
B = {xl(f- g)(x) <O (i.e.f < g sobre B) 
É claro que X =A U B e A e B são mensuráveis se f e y o são. 
Usando a linearidade da integral de Aumann sobre compactos (Cap. I) obtemos 
(A) L ~(f 11 g) (A)!. ~(g) +(A) 1, ~(f) 
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Cl)lll isto 
E(JVg)+E(JAg) (A) L ó.(f v g) +(A) L 6.(! A g) 
(A) r ó.(f) +(A) r ó.(g) +(A) r 6(g) +(A)/, 6(f) }A Jn }A ,f! 
[(A) 16.(!) +(A) i, 6.(!)) +[(A) Ló.(g) +(A) i, 6(g)) 
(A) L 6.(!) +(A) L ó.(g) = E(f) + E(g) 
o que prova EM•5). 
Observações: ( 1) Sabemos que a soma de dois conjuntos fechados não é necessariamente 
fechado, mas a soma de dois conjuntos compactos é um conjunto compacto e portanto 
fechado. É por causa disso que achamos importante considerar, no teorema anterior, 
.6. a valores compactos pois dessa forma conseguimos garantir a linearidade da integral 
(maiores detalhes são vistos no Capítulo 1). Notemos também que, pelas propriedades da. 
integral de Aumann, a .Nf-entropía obtida, é a valores compacto-convexos. 
(2) Também é possível provar que a M-entropía construída a partir da integral de 
Aumann é H-contínua em relação à métrica uniforme quando .6. é contínua e a valores 
fechados. Este resultado é provado no Capítulo III quando se estuda o problema ref<~rente 
à continuidade das entropías. 
(3) O Teorema 2.2.16 e o Corolário 2.2.17 generalizam os resultados de Knopfmachcr 
[27). 
No que se segue, nosso objetivo será generaliza.r as M -entropías a urna classe mais 
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geral de medidas de inccrtc7,a que clntma.rcmos Uc .M F-cntropías. ColiJo ser<Í vifit.o, das 
estendem de forma natural o conceito de M-entropía. 
Particularmente, pcnsn.mos que a forma ideal de medir incerteza de um conjunto 
fuzzy é associando a este conjunto um outro conjunto fuzzy que seja, em geral, melhor 
comport.a.do (por exemplo, com nÍV('is conqHl.ct.o-conw~xos, ou com suporte coJnpad.o, 
etc.) 
MF-Entropías 
Sejam 
Fo(IR") ={!E F(IR")[f(õ) =I} e 
FK0(1R") ={f E FK(IR")[f(õ) =I} 
Definição 2.2.18. Uma função Ll : [0,1] ~ F0(1R") é chamada em multifuzzy· 
normalizadora ou .1\1 F -normalizadora se 
I) Ll(O) = Ll(l) = X{J) (a função característica de {õ}) 
2) 6. é crescente em [0, l/2] (i.e. se O .S t 1 .S t 2 ,S l/2 então Vi E l/r tem-se 
.:>(ti)( i) S tl(t 2)(i)) e decrescente em [1/2, 1[. 
Se 6. é uma função Jl.f F-normalizadora então Ll"' é M-normalizadora. Uma espécie 
de recíproca deste resultado é considerado no seguinte: 
Exemplo 2.2.19. Se Ll : [0,1] ~ P0(IR") é uma função M-normalizadora, então 
Ll: [0, I]~ F0 (1R") definida por: Ll(t) = Xa(t), é uma função M F-normalizadora. 
68 
Definição 2.2.~.,0- Uma enlmpía mulli-fuzzy-avaliada ou M F -entropía sobre X é urna 
aplicação E: F(X) ----t :F0 (1Rn) que veriftça: 
EMFl) E(!)= X{õ) se, e somente se f é clássico. 
EMF2) Se g vs f então E(g) Ç E(f). 
É importante notar que, realmente, as M -entropías são um caso particular das lvf-
entropías. Isto é o que afirma a 
Proposição 2.2.21. Seja E : F(X) ----t Po(mn) uma M-entropía sobre X. Se 
E : .F( X) --+ F0(1Rn) é definida por: E(J) = XE(f)' então E é uma M F-entropia 
sobre X. 
Demonstração: 
É conseqüência direta da definição de M-entropía e das propriedades elementares 
das funções características. 
O nosso próximo resultado no.s permitirá construir, VIa a integral de Aumann-
Ralescu generalizada, M F-entropías para variáveis fuzzy aleatórias. 
Teorema 2.2.22. (Construç.ão de _M F-cntropías v1a a integral de Aumann-Ralcscn 
generalizada). 
Seja (X, A, p,) um espaço de medida finita e seja 6. uma função M F-normalizadora 
a valores fuzzy-compactos e não negativa (no sentido que cada Ô.a é não negativa). A 
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aplicação E: F( X)~ Ff\0 (1R") dada por: 
E(f) =(A-R) f b.(f) 
define uma. 111 ~entropín. sobre X s;üi.sfa.r.endo: 
EMF*l) E(f} = X{õ} se, e somente se f clássico qs 
EMF•z) se g vs f qs , então Io'(g) Ç E (f). 
De1nonstração: 
Seja f E F( X) tal que E(.f) = X(õ1· 
Logo 
se a= O 
se cr>O 
portanto (A) f(b.(J)) .. = {õ}, V a> O. Sendo que b.a é nào negativa temos que 
(b.(f))a = {ô) qs, Va >O ,entàob.(.f) = X(õ1 qs, i.e. f é clássico qs. 
Reciprocamente, se f é cliÍ.ssico qs então .6.(1) X {O} qs. 
(b.(f))a: X~ P(IR") é tal que 
{ 
iR" 
(b.(J))o{.ê-) = {pE Dl": (b.(J))("·)(PJ 2 a}= La(b.(f))(x) = 
{ô) 
se o= O 
se o > O 
Logo 
{ 
IR" 
L .. (A-R) f b.(.f) =(A) f(b.(f))a = {ô} se o:=O, 
se a > O , e portanto, 
E(f) =(A-R) f 6(!) = X(ôl• o que prova a validade de EMF•J. 
A propriedade EMF*2) é consequência direta da monotonia da integral usada. 
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Corolário 2.2.23. Nas condições do teorema anterior a M F-entropía E também verifica 
as propriedades: 
EMF•3) E(f) é máximo quando .f(:c) = l/2 qs 
EMF•4) E(J) = E(J) se 6(1) = 6(1- t) qs. 
E11F*5) E é uma valorização do reticulado :F( X) no sentido que 
E (f V g) + E(f 11 g) = E(J) + E(g) 
(ver deflnic)io 1.:1.11 ). 
Demonstração: 
EMF•3) é conseqüência direta de EMF•z); EMF•4) segue da simetria de 6. 
Para provar EMF*5) basta provar que para cada a: 
L.(E(f V g) + E(J 11 g)) = L.(E(f) + E(g)) 
j,(o é, L. E (f V g) + L.E(f 11 g) = L.E(J) + L.E(g) ou equivalentemente 
(A )f 6(JV 9)a +(A )f ó.(f llg). =(A )f ó.(.f). + (Alf ó.(g). ['] 
Sendo cada 6.a- uma função !vJ-uonnalizadora, compacta e não negativa (pela escolha 
de 6.), então cada Eo.::::: (A) f 6.0 é uma M-entropía. 
Tendo provado que as .M-cntropía.s assim construída.s são valorizações, cntã.o [*]é válido. 
Observações: (1) No Capítulo lll provaremos que a M F'-entropía construída anterior-
mente, a partir da (A- R)-integral, é L-contínua em relação à métrica uniforme sobre 
.F( X). 
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' (2) E claro que os resultados 2.2.8 c 2.2.1tl podem ser estendidos no conl.f:x1.o dil.s 
i\1 F-entropías1 pois sobre F 0 (1ll*) as possibilidades de se definir operações l:!:J e*", c(Jrn as 
propriedades requeridas são maiores. 
(3) Na Proposição 2.2.3 mostramos que se E é uma M-entropía então I lEI I é uma 
entropía.. 
Pode-se extender este resultado ao contexto das M F-entropías do seguinte modo: 
Seja E uma M F-entropía, então a aplicação E*: F( X) --1- JR+ definida por 
é uma ent.ropía .. 
Comentário: Aceita-se como axioma em Ecologia que a estabilidade de uma comuni-
dade esteja diretamente relacionada com o grau de diversidade, avaliado geralmente de 
maneira subjetiva. Podemos agora pensar em nossas entropías multiavaliadas como fer-
ramenta para avaliar a estabilidade de uma comunidade levando em conta, não somente o 
gra.u de diversidade entre as espécies, ma.s as diferentes características existente em cada 
espécie. Isto por si só poderia ser um fator de motivação para a continuação deste estudo, 
outro seria a quantidade de problemas em aberto que aparecem naturalmente quando se 
rela.ciona a Teoria Fuzzy com as propriedades conhecidas da Teoria de Correspoudt~ncia~. 
Para ('Xcmplificar, citaremos aqui um desses problel!la.s: 
Pl) Trabalhos recentes de Ebauks [16], Emptoz [17] e Sander [:J7] esta.lJclccern 
condições mínimas que garantem a unicidade da Entropía Fuzzy. A propriedade de Va.· 
lorizaçào é fundamental em todos esses trabalhos. Sendo que, nossas NJ-Entropías c 
AI F-Entropías, sob condições a.cleqmtda.s, são valorizações, pensamos que existem boas 
perspectivas para se trabalhar no problema de unicidade das entropías multiavaliadas. 
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CAPÍTULO III 
CONVERGÊNCIA DE ENTROPIAS FUZZY. 
Introdução 
O principal objetivo deste Capítulo é , essencialmente, analisar e resolver os seguin-
tes problcnms: 
(a) Continuidade de uma entropía, isto é, dada uma entropía E sobre X é uma 
seqüência Un) em P(X) com fn -------+ f, estabelecer condições que garantam a conYcrgênci<~ 
E(.f,.) __, E(.f). 
(b) Convergência de entropías, isto é, dada uma seqüência de entropías (En) sobre 
X, achar condições de form<:t que En. ----tE, sendo E alguma entropía sobre X. 
Estudar tais problemas implicam, evidentemente, dotar aos correspondentes espaços 
de um certo tipo de estrutura métrica e/ou de medida. 
No §1 do presente capítulo estudamos entropías fuzzy a valores em JR+ c prova-
mos três teoremas que dão condições necessárias e suficientes para obter continuidade em 
relação a convergência uniforme de entropías dos tipos Trillas-Riera [40], I<nopfrnacher 
[:27] c, 13atlc--Trillas [03], respectivamente. 
Posteriormente, mostramos que se (X, Â,p) é um espaço de medida finita, então as 
entropías no sentido de 1\uopfmachcr têm um comportamento satisfatório em rdac,;ão aos 
diferentes tipos de convergências de conjuntos fuzz;y, induzidas pela estrutura de espaço de 
medida finita sobre X 1 mais precisamente, provamos a continuidade de tais entropías com 
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respeito à qs-convergência, qu-convcrgencJa, jt-convergcncia e, (p-médía)-convergf:ncin., 
sempre que a funçào uonnali:.:adora 6 seja coutínua. Analogamente, mostramos o 1Jom 
comportamento das entropías tipo Bat.le-Trilla..'l sobre um espaço de medida fuzzy finita 
em relação a todos estes diferentes tipos de convergência, considerando .6. contínua e uma 
medida fuzzy fL que seja razoavelmente boa (no mínimo o-aditiva para alguns casos e, 
auto-contínua ou F-contínua para outros casos). 
No §2 analisamos entropías multivaliadas à valores nas partes de IR", as quais, cons-
truímos a partir da integral de Auma.nn [01] para multiaplicações. Alám disso, são da.da.s 
condições suficientes para obter a conl.üwídadc de tais entropía.<.; em relação a algtllt:'l tipos 
de convergência. 
No §3 apresentamos alguns resultados sobre continuidade para cntropías a valores 
em .Fl\"0 (1/l") que são constituídas a partir da integral generalizada de Aumann-ltalescu 
para variáveis aleatórias fuzzy [30] e, estabelecemos condições adequadas para que estas 
entropía.s sejam contínuas em relação aos tipos de convergência sobre .F K0 (1Rn ). 
Até este ponto, as idéias e resultados básicos referentes ao problema (a) foram globa-
lizados. A partir do §4, abordamos o problema (b) acima proposto. Dotamos o conjunto 
:F( X) de uma conveniente estrutura de espaço de possibilidade (considerando que X te-
nha estrutura de espaço de medida) e cutã.o, usando a teoria ela medida c integraç8.o fur.zy 
junto com as nossas idéias do Capítulo I, analisamos a convergência do tipo E" -+ E, 
onde En e E são entropías sobre X a valores em JR+. 
É importante notar que a.s entropías a v;:Llorcs em P0(1/l") podem ser vistas corno 
uma. sub-classe das entropía.s a valores em F0 (JR"), via a inclusão A '---!- XA· Deste ponto 
de vista, estes tipos de entropías são mais interessantes e, em relação a elas, são apresen-
tados alguns problemas em aberto que envolvem possíveis extensões de integrais do tipo 
Aumanu-Ralescu para aplíca.ções a valores em reticulados. 
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Como a entropía de um conjunto fuzzy é uma medida de incerteza, pensamos em 
avaliá-las, associando-as a um conjunto fuzzy que seja ra:wavclrnente bem cornportad(J 
(por exemplo, com suporte compado, de níveis compado-convexos, etc.). Assim, acha-
mos plenamente justificado colltinuar pesquisando, com maior profundidade, as cntwpías 
a valores em :Fl{0 (1Rn}, dado que existem importantes ligações com outras novas e pro, 
dutivas ramificações da matemática, tais como a teoria das multiaplicações. 
§1. Continuidade de Entropías E: :F( X)---> JR+ 
Introdução 
Propomos estudar aqui a continuidade das entropías a valores em JR+ e, para isto 
iniciamos com o comportamento de tais entropías em relação à. convergência uniforme. 
~lostramos que as entropías tipo Trillns-Riera [40[, Knopfmacher [27) e Batle-Trillas [O:l) 
são contínuas em relação à métrica uniforme se, e somente se, a função normalizadora ó. 
é contínua. 
A seguir, extendemos a nossa análise da continuidade das entropías em relação a 
outros tipos de convergência (convergência quase-sempre, convergência em medida, etc.), 
e mostramos, sob condições razoáveis, que a continuidade é preservada também nestes 
casos. 
O resultado a. seguir caracteriza a continuida.c.le das cntropías algóbricas (tipo sorna·-
produto e máximo-produto) de Trillas-lliera [10] sobre conjuntos finitos em relrv;ão à 
convergência uniforme de conjuntos fuzzy. 
Para um conjunto X nã.o vazio, consideramo::; em :F(X) a métrica (uniforme) definida 
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pnr 
do(f,g) = sup IJ(x)- g(x)] 
xEX 
Teorema 3.1.1. Seja X= {x 1, ••• ,xk} um conjunto finito e E uma l:!:J-* entropía 
(cf. exemplo 2.1.2) com l:!:J = L ou V e * produto. Se ./;; é a cutropía definida por 
k 
E(f) = l±J[a; * L\(f(xi))] (onde a; E Dt+ são elementos fixos e L\ é uma função normali-
i=l 
zadora) então, são equivalentes: 
1) E l; cont.ínu,1.. segundo a llll~t.ric.a. d0 (ou ~impksmcnt.c d0-couLíULHL) 
2) L\ é contínua. 
Demonstração: 
(1) ---+ (2) Seja E d0-contínua e supomos que (an)n::-: 1 é uma seqüência em [0, 1] tal 
que 0 11 ~ a0 para algum a0 E [0, 1]. Se para cada n 2: O definimos 
cntào é claro que fn ~ fo. Mas, por hipótese, E é do-contínua, então E{fn) ---Jo E(Jo), 
k k 
isto é, I:!:J[a; * tl(n,.)---+ I:!:J[a; * tl(no]. 
i=l Í=l 
Agora, usando identidades elementares prova~se para ambos os casos, ~ = L: ou \::J = V, 
que .6.(a11 ) ---Jo .6.(a0 ). Logo, .6. é contínua.. 
(2) ---+ (1) Consideremos L\ contínua (sobre [0,1]). Neste caso, para cada 
i E {1, ... , .1.·} temos que a;*Ó. é uniforuwmcntc contínua sobre [0, 1]. Como conscq11ência, 
dado ê >O temos que, para cada i E {1, 2, ... , k}, existe b; >O tal que se a,b E [0, 1] com 
la- b] < D; então 
]a;* tl(a)- a;* tl(b)] < efk 
7G 
Se 8 = min{8,: 1 :Si :S lt} entào pa.ra cada. a,b E [O, 1] com ja- bl < 8 tem-se 
[a;* L':.( a)- a;* L':.(b)f < c:/k Vl Si S n (3.1) 
Agora, se (J~,),.?:t L• uma st•qul-ucia ('Jll F( X) e f E .:F( X) sã.o tai:; qlle /n ~ J, mJt.ào fn 
converge a f uniformemcute. Logo, para 8 = 8(e) existe N0 = N0 (8) E IN tal que 
Por (3.1) segue que 
f a;* L':.(!,. C"))- a;* L':.(!(x))f < e(k , Vn 2 N0 , Vx E X 
Daí 
k k I,~"'*!':.(!,.("''))-,~"'* L':.(!( :r;) I <e Vn 2 N 0 
(no caso que l:tJ = 2.:) e 
k k /,~"' * L':.(f,.(x;))- ,~"' * L':.(f(x;)l < e(k Vn ::0: N0 
(se l:!:J =máximo). Sendo que N 0 = No(h(e)), então E é d0 -conf.ínua. 
Com o seguinte Teorema vamos caracterizar a continuidade das entropías de J\nopf-
macher [27] em relação à convergência uniforme de conjuntos fuzzy. 
Teorema 3.1.2. Sejam (.X, A, /L) um espaço de medida finita e Li : [O, 1] --t JR+ uma 
função norma.lizadora. Se E é a entropía definida por 
E(J) = f L':.(!)dl' (onde f é ,u-mensurável) 
entã.o E é d0-contínua se, e somente se, 6. é contínua. 
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DC'ttwnst.rnçii.o. 
(--J.) Seja E do-contínua e consideremos a,. ------4 a 0 em [0, 1]. Se definimos 
J,(:l') = n,. V:1' E X (n :2: 1), 
e 
fo(x)=fro 'lxEX 
entiiD é claro que fn-"!.., Efo, logo E(Jn)-+ E(fo), isto é, 
f 6.(.f,)djt -+ f 6.(.f,)dp,. 
Como conseqüência 6.(0'n)Jt(X) -+ 6.(fro)Jt(X), 
:::} 6. é contínua. 
então 6.(frn) -+ Moo) 
(+-)Sejam 6. contínua c Un) Ç .F( X) uma scquência ele conjuntos fuzzy tal que J, ~f 
para algum f E F'(X). Sendo que 6. é uniformemente contínua sobre [0, 1] então para t: > 
O dado, existe 5 > O tal que se a, b E [O, 1] são tais que ]a- b] < ó, então ]f( a)- f(b)] <E. 
l\Jas, para b > O existe um N0 E IN ta.! que 
]fn(x)- f(x)] < Ó \In 2: No, \lx E' X. 
Logo, 
]6.(/.(x))- 6.(.{Ct))] <E 'In 2: N0 , \lx E' X, 
isto é, 
6.(.f(x))- E< 6.(/.(x)) < 6.(/(x)) +E \In 2: No, \lx E' X. 
Segue daí que 
f 6.(J(x))dp- EJt(X) <f 6.(J.(x))dJt <f !J.(f(x))dp. + op.(X) 'In 2: N0 
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Assim, 
I/ 6.(In("))dlt- f !:!.(f(x))dpl < EI'(X) 'In 2 N0 
IE(In)- E (f) I < élt(X) 'In 2 No 
==> E é d0-contínua.. 
Análogo ao resultado anterior temos o seguinte: 
Teorema 3.1.3. Sejam (X, A, p) um espaço de medida fuzzy finita e 6. : [O,!] ---. JR+ 
uma função normalizadora. Se E é a entropía definida.por 
E (I)= }!:!.(f)dp , onde, f E F( X) é p-mensurável 
entào E é d0-contínua. se, e somente se .ó. é contínua. 
Demonstração. 
(--+) Análoga à prova do Teorema anterior. 
( .,_) Resulta do fato que a integral fuzzy tem a seguinte propriedade: 
Se lf- gl <E sobre A entáo ltfdp- tgdp,l <E (ver Capítulo!)._ 
No que se segue, abordamos o problema de analisar o comportamento das entropías 
de I~nopfmachcr [27] e lla.Hc-Trilla.s [03] em relação aos diversos tipos clássicos de COII-
vergência. de funções reais definidas sobre um espaço de medida. 
Iniciamos com o seguinte resultado: 
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TeorcnH\ 3 .. 1.4. Seja. (X,A,Jt) \Lill t•:-;pa.ço d<' Jllt>dida finit<l e con~ideraiJI()fi a t~ld,nJpÍa 
E definida por 
F: (.f)= .I ó(.f) , Vf E F( X) Jl-mcn,urável 
Se a função normalizadora LJ. é contínua, então: 
(i) E é qs-contínua 
(ii) E é qu-contínua 
(iii) E é rt-contínua 
(iv) E é (p-média)-contíuua. 
Demonstração. 
(i) Se frt2 é definida por f1(2(x) = 1/2 Vx E X, então temos que 6(!112) = 6(1/2) 
(é constante). Como i<( X) < oo, então 6(1/2) E L'(X, fl). Se f,. --"., f então 
6(!,.) --"., 6(!), pois 6 é contínua. Sendo 16(!,.)1 :S 6(1/2) Vn 2: 1 seguc·se, 
usando o Teorema de Convergência Dominada, que f LJ.(fn) -~ f LJ.(f) o que garaute a 
qs-continuidade de E. 
(i i) E consequênCJa de (i) e usando o fato que a 
qu-convergência implica a qs-convergência (ver [05]). 
(iii) Afirmamos que, se fn --> f em medida, então 6(!,.) --> 6(1) em medida. De 
fato, dado e > O existe 6 > O tal que 
l6(f,.(x))- 6(J(x))l < < sempre que IJ,.(x)- J(x)l < ó 
(pois LJ. é uniformemente contínua). Então temos, 
{x: l6(f,.(x))- 6J(x))l2: <} Ç {x: IJ,.(x)- f(x)l2: ó} 
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e portanto O :'0 i'{": IC.(Jn("))- C.J(x))l 2: c] :'0 l'{x: lfn(x)- J(x)l 2: ó). Sendo a 
com·ergência fn ---+ f em medida., obtemos: 
Assim 
Ji_."Àit{x: jL'i(Jn(x))- L'if(x))j2: E)= O e L'i(Jn)---> C.(f) em medida. 
Agora, como(!,.) é uma seqüência de funções mensuráveis com fn--+ f em medida 
e IJ,.I :::;_ g (para algum g E L 1(X)), então f é mensurável e: 
(ver diagrama de convergências em [05]. Assim, pela afirmação acima podemos aplicar 
este fato à seqüência (6.(!,.)) obtendo 
que garante a tt-continuidade de E. 
(i v) Usando mais uma vez fatos clássicos de convergências (Ver [05] vemos ql!c nas 
atuais condições (tr(X) < oo e IC.Unl :0: L'i(fr/2)) tem-se: 
(a) a convergência em medida é equivalente à convergência em média, e 
. v-média (b) a convergência em p-média implica a convergência em medida. Assnn, se fn ---+ f, 
então fn ---> f em medida (por (b)), logo C.(!.) ---> C.(f) em medida (usando a 
afirmação da parte (iii)) e portanto, por, (iii) f C.(f.)dl' ---> f D.(f)dl' o que prova a 
(p-média}continuida.de de E e completa a prova do Teorema. o 
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análogo ao anterior: 
Teorema 3.1.5. Seja, (X,A,,t) um e~paço Je meJiJa fuzzy finita e consiJcrcrno~ a 
entropía E ddlnida por: 
E(f) = ft.(f)dJl l/f E :F( X) p-mensurável 
Se a função nonualiza.dora .1. é coJÜÍilua, cuLã.o: 
(i) E é qs-contínua (com u o-aditiva) 
(ii) E é qu-contínua (com u o-adiLiva) 
(iii) E é ~t-contínua (com u autocontínua) 
(iv) E é (p-média.)-contínua (com u autocontínua). 
Demonstração. 
(i) Temos que : fl é o-aditiva sc 1 e somente se, a convergência fn ~ f implica a 
convergência f fndll ---+ f fdp [41]. Assim, considerando p o-aditiva e usando a mnti-
nuidade de D.. ternos que E é qs-coutínua. 
(ii) Conseqüência de i) e do fato que se no contexto fuzzy é válido também que qu-
convergência implica a qs-convergência 
(iii) Tem-se que: 1l é autoconLínua se, e somente se, a convergência fn ~ f implica 
a convergência f fndfl ---+ f fdlt [41]. Entào considerando f-L autocontínua e usando a 
continuidade de .1. segue a lt-continuidade de E. 
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(i v) É consequência de iii) e do fato que, no contexto fuzzy, 
f " f fn p-mé~ia f , (ver [46]). n ---t se, e somente se --.-
Observação: Achamos importante salientar que, na verdade, os resultados (iii) c (i v) do 
Teorema anterior são ainda válidos num contexto mais geral, já que Ba.ssanezi-Greco, em 
[18] provaram um resultado mais geral do que o resultado de \Vang [41], citado em (iii), 
a saber: 
fL é F-contínua se, e somente se, a convergência fn ~ f implica a convergência 
§2. Continuidade de Entropías E: F(X) ---> P0(1Rn) 
Introdução 
Neste parágrafo daremos condições suficientes para garantir a continuidade das en-
tropías a valores em 'Po(IRn) em relação a alguns tipos de convergência. Em particular, 
estamos interessados nas entropías multiavaliadas construídas a partir da integral de Au-
mann [01] já que nesse contexto (conforme vimos no Capítulo anterior) elas têm um melhor 
comportamento quando as multiaplicações são a valores fechados. Também temos neste 
caso que a convergência de Kuratowski coincide com a convergência métrica de Hausdorff, 
sempre que os conjuntos em consideração estejam contidos num subconjunto compacto 
de 1R11 [25], [31]. Além disso, se Ó. é fechada e a medida fl é não-atômica então segue, 
usando as propriedades da integral de A umann, que as nossas entropÍaB são a valores 
compacto-convexos (ver Cap. li). 
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atômicas. 
O nosso primeiro resultado deste parágrafo dá uma relação entre a continuidil.d~ das 
entropías e a convergência uuiformc. 
Teorema 3.2.1. Sejam (X,Ad·.t) um espaço de medida finita e .6.: [0, 1] --+ P0(1Rn) 
uma função M-normalizadora, não negativa a valores compactos. Se .6. é H-contínua 
então a entropía E definida por 
E(f) =(A) j !>.(!) 
é d0-Jl-conlínua (i.e. fu ~ f=> E(fn) ~ E!)). Al(!m disso, se !J. (~convexa t'IILiío a 
recíproca também vale, isto é a d0-lf-contiuuidade de E implica a H-continuidade de !J.. 
Demonstração. 
A do-H-continuidade de E é provada diretamente usando o resultado de Hiai-
Umegaki [21]: H((A) f t>.(f),(A) f !>.(g)) ::; f H(t>.(J)(x),t>.(g(x))) e a H-eonlinuidade 
de L:.. 
Suponhamos que .6. tome valores compacto-convexos e que E seja d0 -H-contínua. 
Afirmamos que .6. é H-contínua. De fato, seja (o:71 ) uma sequência em [0, 1] tat que 
0: 71 ----t a 0 (pa.ra algum a 0 E [0, 1]). 
Se definimos 
fn ( x) = "n V:c E X ( n 2 1) , e 
fo(x)=ao 
então temos fn ~ fo , logo E(fn) ~ E(J0 ), isto é 
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e daí 
(A) f t>(an).!!..., (A) f t>{au) 
Como conseqüência, (ver Capítulo I, §2) se ,CoE denota a envolvente convexa de B então 
logo 
H t>(a.)--+ t>(a0 ) (pois t> é convexa) 
portanto D.. é H -contínua. 
O resultado a seguir relaciona continuidade das entropías multiavaliadas com a qs-
convergência. 
Teorema 3.2.2. Sejam (X, A, p;) um espaço de medida finita e D.. uma função M-
normalizadora, não-negativa a valores compactos. Se D.. é contínua então a entropía 
E definida por E (f) = (A) f t>(f) é qs -H-contínua. 
Demonstração. 
Seja (/k) uma seqüência em F( X) de conjuntos fuzzy mensuráveis tal que Jk ~ f 
(para algum f E .:F( X)). Desde que para cada k 2 I, 
llt>(J.(x)ll :Õ llt>{f,/,(x)ll = llt>{l/2)11 
então, usando o Teorema 1.2.24, 
(A) f t>(f,).!!..., (A) f t>(J). 
Logo, 
E(J,) _fi_, E(f) e portanto E é qs-H-contínua. 
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Corolário 3.2.3. Nas condições do Teorema anterior tem-se que a entropía E, definida 
por E (f)= (A) f 6.(f) é qu-II-contínne.: 
Demonstração: 
É simplesmente conseqüência do Teorema de Egorov: 
em medida finita a qs-convergência equivale a qu-convergência, 
Observamos que os Teoremas 3.2.2 e 3.2.3 continuam válidos se, ao inv(!s de cull~idera.rrnos 
6 a valores compactos, tomarmos .6. somente a valores fechados. 
§3. Continuidade das Entropías E: F(X) ____, Fo(IR") 
Introdução 
Achamos importante considerar as eutropías E: F( X) --+ Fo(flln) devido ao fato 
de serem uma extensão natural daquelas vistas no Parágrafo anterior. Por outro lado, 
quando consideramos a entropía como uma medida de incerteza tcutamos avaliá-la com a 
associação de algum tipo de ente deteJ;minístico (por exemplo, um número real ou um con-
junto clássico) e desta forma, podemos estar simplificando drastiscamente uma situação 
real se não levarmos em conta a própria "fuzziness" envolvida no fenômeno em consi-
deração. Por causa disto é que achamos importante estudar com maior profundidade este 
t.ipo de cntropía, tentando assim manipular matematicamente, problemas que envolvem 
um alto grau de "fuzziness", mas sem que isso afete a sua natureza intrinsicamente fuzzy. 
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Consideraremos em :F0 (Jlin) as métricas usadas no Capítulo I, as quais estendem 
a métrica de llausdor!T sobre as pa.rLC's comp<tcta:o; de P(JRn). Como antcriorrrwnt.e, d0 
denota a métrica uniforrnc sobre .F( X) e X é munido da estrutura de espaço de trlcdida 
finita. 
Antes de analisar a continuidade das entropías a valores em .F0 (1J?:") consideramos o 
seguinte: 
Lema 3.3.1. Seja c qualquer tipo de convergência sobre F( X). Se 
E : .:F(X) ..--; :FA"0 (1R") é uma a.plicação então tem~se que E e c-L-coHtínua (i.c. 
f,. __c_.. f 9 E(f,.) __!:_. E(f)) se, e somente se, 
Ec.: P(X)--+ 'Po(IR") é c-JJ-conLÍnua para cn.da a E (0, 1]. 
Demonstração: 
(-+)Seja E c-L-contínua. Se fn ~f então temos que E(fn) _!:_, E(f). 
Logo limH(L0 E(f,.),L .. E(f)) =O V<> E (0, 1]. 
n-ooo 
Portanto 
limH(Eo(fn),Ea(f)) =O 'la E (0,1], e como conseqüência 
n-oo 
E .. (.f .. )_!'_, E .. (f) , 'ia E (0, 1], isto é Ea é, c-H-contínua V<> E (0, 1]. 
(<-) Seja E .. c-H-contínua, 'ia E (0, 1]. Se fn __c_, f então E .. (f .. ) ~ E .. (f) , 
'ia E (0, 1]. Logo, lim II(EaUn), E .. (f)) O 'ia E 
HOO 
(0, 1]. Portanto, 
limH(L .. E(.f .. ),LaEU)) =O, Va(O, l]. Então, E(fn) _L:_, E(f) 
n-oo 
e portanto E é c-
L-contínua. 
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Salientamo~ que o L'::i~cncial, na Jcmonl:llração Jo resultado acima, não {! o tipo par-
ticular de convergência sobre F( X), senão o fato de poder traduzir a c-L-continuidade 
via a c-H-continuidade em cada nível. Com isto em mente podem08 agora estabelecer 
condições necessárias e suiicicnles para continuidade de enlropías a valores crn :F0 ( Uln) 
construídas a partir da integral de Aumann-Ralescu para variáveis fuzzy aleatórias. 
Teorema 3.3.2. Sejam (X,A,JL) um espaço de medida finita e L'.: [0, 1]--> :Ff(0 (lfl.') 
uma função A-/ F-normalizadora não-negativa (no sentido que cada ~a , o: E (0, 1] é não 
negativa). Se~ é d0-L-contínua então a entropía E definida por: 
E (f)= (A-R) f L'.(f), com f E F( X) JL·mensurável, é do-L-contínua. Além disso, a 
recíproca é verdadeira sempre que ~ seja a valores fuzzy convexos. 
Demonstração. 
Pelo Lema 3.3.1 anterior, é claro que basta provar que cada Eo:: F(X) --t P0 (/Rn) 
é d0-H-contínua1 o: E (0, 1]. 
Como Eo(f) = L0 E(f) = (A) f(L'.f) 0 , então temos 
H(Eo(f),Eo(g)) H((A) j(L'.f)o, (A) j(L'.g)o) 
< J H((L'.f)o, (L'.g)o) (3.2) 
onde (1'.!) 0 : X--> P(IR") é definida por (L'.f)o(x) = L'.0 (f(x)). 
A desigualdade aparecendo em (3.2) é obtida usando Proposição 1.2.17. Sendo Ll do-
L-contínua, então Lla é d0-H-contínua, V a. E (0, 1]. Por isso e por (3.2) conclui-se que 
Eo: é d0-H-contínua V a E (O, 1], e assim E é d0-L-contínua. 
Suponhamos agora que~ seja. a valores fuzzy convexos, isto é, Ll(t) é fuzzy convexo 
\ft E [0, 1]. Neste caso (Llt)a é a valores convexos, V a E (0, 1] e portanto LJ. é d0 -L-
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cvn t.íuua. ( TeoiTlll<t. 3. 2.1). 
Uma pergunta natura.\ que )lllrpp f. sa.lwr quaudo uma ent.ropía, a valores ern Fo( lfln), 
é d0-H*-contínua. Usando o Teorema 1, podemos estabelecer condições para a du-fr-
cont.inuidn.de das cntropías que Rào nmstruídaK a. partir dct integral de AlllrHtrJtl--H;df'sciJ 1 
sendo o nosso resultado o seguinte: 
Teorema 3.3.3. Sejam (X,A,Jt) um espaço de medida finita c 6.: [O, 1]- Fl\0 (/fln) 
uma função 1\I F -nonnalizadora com supp Ll( 1/2) compacto. Se L). é d0-Ir -contínua então 
a entropía E: :F(X) ~ :FK0 (JR") definida por 
E(!)= (A-R) j tl(f) com f E F(X)jt-mcnsurável 
é d0-H*-contínua.. 
Demonstração: Primeiramente notemos que se (Jk) é uma seqüência em F( X) tal que 
f,-'"-. f (para algum f E :F( X)) então tl(f,) !'..:.. tl(J) ( :J.3) 
Por outro lado, como tl(f,(x)) :S tl(J,/2)(x) = !:l(!/2) Vx E X, então, para cada 
a E (0,1] tem-se 
com supp f:l(!/2) compacto. Logo, 
sup llvll :S llsupp /:l(l/2)11 V a E (0, 1] , Vx E X. 
yEL 0 Ã{Jk)(x) 
Ueando (3.3) e o fato que h(x) = llsupp f:l(l/2)1], é integrável podemos concluir, pelo 
Teorema 1.3.9, que (A-R) f tl(Jk) !f:.. (A-R) f tl(J) c portanto, E é d0 -H"-contínua. 
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Vimos no Capítulo I, sobre :FJ\0 (Dln), temos diversos tipos de convergência. Por 
exemplo, em [40}, Kaleva prova que, sobre a subfamília FSc(IRn) de :Ff(0 (1Rn) formada 
pelos conjuntos fu7.7.y supcriormctli.P K<'tnicontínuos c corn níveis convexos, valem os sf~-
guintes resultados: 
(i) Il'"-convcrgência implica L-convergência. 
(i i) 11'"-convergência implica S'-convcrgência. 
Se em particular, nos restringimos a subfamília FC(JRn )n:FSc(IR'n) de elementos côncavos 
de :FSc(JR") vale o rcsult.ado l'C'cÍproco de (i). Alérn disso, sobre :FC(llln) n :FS~ 1 )(1Jln) 
vale o resultado reciproco de (ii) [42]. 
Assim, H*, Se L são equivalentes sobre :F C (IR") n :FSPl(JRn ). 
Num trabalho recente [52], Quelho introduz a noção de r-convergência de De Giorgi 
e dá condições sob as quais eBtes quatro tipos de convergência são equivalentes. Em nosso 
caso a r-convergência é traduzida na convergência dos hipografos no sentido de I\ura-
towski e, tal convergência, coincide com a convergência na métrica de Hausdorff para 
seqüências de conjuntos compactos sctllJHe que o espaço seja compacto ou que o espaço 
seja localmente compacto e a sequência estando contida num compacto. 
Estamos interessados no estudo de entropías construídas a partir da integral de 
Auma.nn-Ralescu para variáveis fuzzy aleatórias via uma função M F-norrna\i;.;adora 
C.: [0, 1]---> FK0 (1Rn). Assim, para cada f E F( X) Lemos 
C.(f(x)) C C.(l/2) 'lx E X. 
Se supp~Õ.(l/2) é compacto então para seqüências (f,) de F(X) temos 
u, supp C.(,h) C supp C.(l/2). 
Se, além dis::;o, ~{ t) E Ç1 então são equivalentes: 
H" L S r C.(f>) ---> C. (f) , C.(fk) ---> C.(f) , C.(fk) ---> C.(f) , C.( h) ---> C. (f) , [31]. Assim, 
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Afim de conseguir isto estabelecemos o seguinte: 
Teorema 3.3.4. Seja F: X--+ :FK0 (Ul") uma variável fuzzy aleatória. Se p<1ra c<1da 
a: E X, F(x) é côncavo eutão (A-R) f F é côncavo. Além disso, se F(x) E Ç1(rJ'), Vx E 
X, então (A-R) f F E Ç1 (õ), onde Ç1 (õ) ={f E Ç1 : L,J = {õ} }. 
Demonstração: 
Sejam f' = (A-R) f F e x, y E /R". Se f'(:f) =ao e f"(fj) = !lo ent.ão x E La,!" e 
yE L~,/', mas L,,r = (A)f F,, e L~,f' = (A)f F~, logo x E (A)f F,, e fiE (i\)f F~,. 
Usando a linearidade sobre multiplicações compactas temos que para cada À E [O, 1]. 
Àx + (1- À)y E (A) j ÀF,, + (1- À)F~,. (3.4) 
De outro la.do a.firn1<uuos que 
(3.5) 
De fato; se ã E F,,(x) = L,,F(x) e b E 1'/J,(x) = L~0 F(x) então F(x)(ã) 2 a 0 e 
F(x)(b) 2 !lo logo 
F(x)(M + (1- À)b) 2 ÀF(x)(â) + (1- À)F(x)(b) (F(x) é côncavo, Vx E X) 
t.e. 
l'l,)(M + (1- !.)b) 2 Àau + (1- !.)!lu-
Daí Àã + (1- À)b E L.\ao+(t-.\)/JoF'(x) = F.\ao+(l-.\)fJo(x) c temos provado que 
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Com isto é claro que a afirmação (3.5) vale. 
Junlando (3.4) e (3.5) obtemos 
ÀX + (1- >.)y E (11) f F.\oo+(l-.\)(Jo o qua.l. significa que >.X+ (1 - À)i/ E L>."o+{I->.)Hor, 
isto ô 
rp,x + (1- À)fí) 2 Àao + (l- À)ilo ~ Àf"{.c) + (1- À)j"(y) 
o que prova que f'"= (A-R) f F é côncavo. 
Se temos, adicionalmente, que F(x) E 91(õ') , Vx E X então Lif" = (;\)f F1, 
onde F1(a:) = L1 F(:r) = {Ô} Vx, Lendo rtssim que l.qf* = {(1} o que implica. qw~ 
(A-R) f F E 9r(ÕJ. 
Como conseqüência dos rcsullados obtidos acima podemos enunciar o seguinte: 
Corolário 3.3.5. Sejam (X,A,JL) um espaço de medida finita e E a entropía definida 
por 
E(j) ~(A-fi) j ó.(f) 
onde L).: [0, 1] ---+ Ç1(ô) C :FJ\0 (1U") é uma função nonnalizadora não negativa. Sào 
equivalentes; 
(i) E é do-It"-contíuua 
(ii) E é do-S-contínua 
(iii) E é d0-L-conLíuua 
(iv) E é d0-f-contínua 
(v)~ é d0 -L-contínua. 
§4. Convergência de Entropías, 
Introdução 
O objetivo deste Parágrafo é dar as idéias e resultados básicos relativos aos proble-
mas de convergência de entropías, mencionado no início deste Capítulo). 
Em primeiro lugar, estabelecemos condições para obter convergência de entropías 
do tipO Knopfmacher [27] e Batle-Trillas [40]. Depois estendemos os resultados para as 
entropías multiavaliadas que foram introduzidas no Capítulo anterior as quais foram con-
truídas a partir de integrais e funções normalizadoras adequadas. 
Continuamos o nosso trabalho, observando que .F(X) pode ser munido de urna. t:s-
trutura de espaço de possibilidade (ver Capítulo I) obtendo assim uma extensão natural 
da estrutura de espaço de medida sobre X. Com isto podemos utilizar a integral de Su-
geno associada a uma medida de possibilidade como uma ferramenta para a análise da 
convergência das nossas entropías. 
O nosso primeiro resultado mostra que, para as entropías de tipo Knopfmacher [27), 
a convergência pontual de enhopías é, essencialmente, equivalente à convergência pontual 
das funções normalizadoras que as definem: 
Teorema 3.4.1. Sejam (X, Â, !')um espaço de medida finita e L'., t., : [O, 1] __, Ui+ (k 2: 
1) uma seqüência de funções normalizadoras tal que D..k(l/2) :s:; [{ Vk;:::: 1 (onde f{ é 
93 
' 
uma constante positiva). 
Se para cada k 2: 1, Ek(f) =f ó.k(J)dft defi,w a entropía associada a IJ.k 
ent:l.u, J:.:k(J) --t H(J) = f t::.(f)dlt , V f E .F(X) Jt-uwusurávcl se, c S<HIH!IIk se 
l>,(t)---"., l>(t) , 'lt E [0, 1]. 
Demonstração: 
( __,) Seja E,(!) ----> E (f) , V f E F(X) ,-mensurável. Dado to E [0, 1] consideremos 
f 0 (x) = t 0 , Vx E X. É claro que fo é p-mensurável, 
f l>dfo)dl' = l>,(to)I'(X) 'lk ~ 1, e 
f l>(.f0 )dp = l>( 10 ft( X) 
Usando a hipótese temos que ó.k(lo)Jt(X)--+ LJ.(t0 )p(X) e conseqüência 
(.-)Reciprocamente, suponhamos que ó.k(i) ~ D.(t) , Vt E [0,1]. Consideremos 
qualquer f E .F(X) p-mensurável. É claro que 
t>,(J)(x)---"., l>(J)(x) , Vt E [0, 1]. 
Além disso, 
Sendo que o espaço X é de medida. finiLa então podemos usar o Teorema de Converp;ê11Cia 
dominada e obter que 
E, (f) = f l>k(f)dp ____, f l>(f)dp = E(f) 
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Usando o Teorema 1.1.17 podemos provar, no contexto fuzzy Batle-Trillas, um re-
sulta.do análogo ao Teorema 3.4.1. Obtemos assim, neste contexto, que a convcrgé~ncia d(~ 
entropía é, essencialmente, equivalente à c.onvergência das funções normalizadoras fJIIC as 
definem. 
Teorema 3.4.2. Sejam (X,.A,fl) um espaço de medida fuzzy finita e 
.6.,.6.k: [O, 1]---+ JR+ (k 2: 1) uma seqüência de funções normalizadoras mensuráveis tal 
que ll,(1/2) :S I'( X) , Vk ~ 1. 
Se a medida J.l é F-contínua, então são equivalentes: 
(1) E,(!)= fô,(f)d~ -->E(!)= fô(f)d~ , f E :F( X) !'-mensurável. 
(2) ll,(t)--> ll(t) , Vt E [O, 1[. 
Demonstração: 
(1)-> (2): Para t 0 E [0, 1] definimos fo(x) = t 0 , Vx E X. Então, por hipótese 
isto é, 
Logo, 
ll,(to) /1 !'(X)--> ll(to) /1 ~(X) (por 1.1.4) 
Portanto ll,(t0 --> ll(to). 
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(2) ~ (1) Se f E .F( X) então 
=> ó,(.f)--"-> ó(.f) (pois p.(X) < oo) 
Então, pelo Teorema 1.1.17, 
Vejamos agora como estes resultados podem-se extender a entropías multi avaliadas. 
Teoreina 3.4.3. Sejam (X,A,ft) um espaço de medida fuzzy finita e 
6.,6.k : [0,1] --+ P0(1Rn) uma seqüência de funções M-normalizadoras, mensuráveis, 
não-negativas, com valores compacto-convexos c tais que \\.6.k(l/2)\\ :S f( , Vk 2: 1 
(I\ constante positiva). 
Então são equivalentes: 
(1) Ek(I) = (A)J ó,(f) _!!_,E(!)= (A )f L;.(!) , f E .F(X) v-mensuráveL 
fi (2) L;.,(t) ~L;.( I) , VI E [0, lj. 
Demonstração: 
(1) ~ (2): Dado 10 E [0, 1] define-se J0 (.<) = 10 , 'ix E X. Logo, 
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por serem 6., D.k a valores compacto-con vcxos. 
(2) -> (1) Dado .f E F(X) 1r-nwnsuróvcl, ent.ã.o 
H ll.c(f)(x)--> ll.(f)(x) por (2). 
Além disso, 
llll.c(f)(x)ll :S f( Vk <: 1. 
Do Teorema 1.2.24 de convergência dominada para correspondências, se segue o rcsnltad(J. 
Finalmente, vejamos a extensão destes resultados a M F-entropías. 
Teorema 3.4.4. Sejam (X,A,ft) um espaço de medida finita e D.,D.k : [0, 1] ---+ 
:FK0 (1Rn) uma. seqüência de funções A1F-normalizadoras, não-negativas, com valores 
fuzzy-compactos e fuzzy-convcxos (ou simplesmente, fuzzy-compacto-convexo) tais que 
sup IILall.c(1/2)11 :S 1\ Vk <: 1 (!(constante positiva). 
" 
Então sào equivalentes: 
(1) Ec(f) = (A-R)f ll.c(f) __I:_, E(!)= (A-R)f ll.(f) 
(2) ll.k(t) __I:_, ll.(t) , Vt E [O, 1]. 
Demonstração: 
(1)-> (2): Dado 10 E [O, I] e seja / 0 (x) = 10 , Vx E X. Logo, 
Ec(fo) =(A-R) f 6.k(fo) _!!_,(A-R) f 6.(/o) = E(fo) 
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Portanto, pelo Lema. 3.3.1, 
Assim, 
Logo 
pela. fuzzy-compacto-convexiJadc Jc 6., Ó..k· 
Segue que 
t>k(.fo)-"-. !>(lo). 
(2)--> (I) Reciprocamente, se t>k(f)-"-. !>(f) 'll E [O, 1], então dado f E F( X), 
tem-se que: 
Logo 
(pelo lema 1.1.1) 
Agora, como supiiLa~l.:(l/2)1[ :S f{ Vk 2: 1 , usando o Teorema 1.2.24 de convcrgéncia 
D 
dominada para correspondências, tem-se que 
(A) j(t>d)a...!!... (A) j(t>Jla 'la E (0, I] 
ou seJa que 
Portanto 
Ek(J) =(A-R) j t>k(J)-"-. E(f) =(A-R) j(t>J) 
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Um teorema a.uá.logo ao último obtemos para convergência ern relação a J-1"'. 
Teorema 3.4.5. Sejam (X,A,Jt) um espaço de medida finita e LJ.,LJ.k : [0, I] ----+ 
F ]{0 (1R") uma seqüência de funções Nf F·normalizadora.s, não-negativas, com valores 
fuzzy-compados c tal que 
sup IILoLl.,(l/2)11 :o; 1\ 'r:/k 2: 1 (I( constante positiva). 
o 
Então 
Ll.,(t).!!.:. Ll.(t) Vt E [0,1] ==? E,(f) =(A-R) f Ll.,(f) !!:_, E(f) =(A-R) f Ll.(f) 
Prova; Com;eqüência direta do Teorema 1.3.9. 
Observações: 
a) Até aqui ternos uma visão de convergência de eutropías reais em relação a con-
vergência das funções norrnalizadoras. 
Agora, pode-se abordar o problema de modo diferente, por exemplo, tentar llJttnJr 
ao espaço F( X) de umn estrutura. de possibilidade. 
mos: 
Por exemplo, se (X,A,J.L) é um espaço de medida finita, para A Ç P(F(X)) def-ini-
{ 
SUJlfeA {f fd1t) se A olcf> 
)i( A)= 
O se A = 1> 
i) É claro que ji é uma medida de possibilidade sobre F( X). 
ii) Ji é extensão natural de Jl no sentido que: 
A E A=> XA E .F( X) e XA I'-mensurável 
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Tomando A= {XA} Ç :F(X) temos que 
b) No contexto das medidas de possibilidade, podemos provar que: 
i) qp-convcrgência => qs-convcrgêncía. 
i i) qlt-convcrgêucia:::? ft-couvcrgência 
iii) ,u-convergêncía {::::} (p-média)-convergência (ver [46]). 
c) Outro exemplo de medida de possibilidade sobre :F( X) é considerar uma medida 
concentrada em algum subconjunto Ao de :F( X), i.e. 
{ 
O se 
1f(A) = 
1 se 
A n Ao= 1 
A n Ao 11 
Neste caso, analisar a convergência Ek --> E equivale a analisar o que amntcce 
sobre A0 , localizando assim o problema. 
Poderia ser interessante esta última observação já que na prática, seria equivaleutc 
a fixar certos critérios. 
Comentário: Outras generalizações poderiam ter sido analisadas e muitas outras per-
guntas poderiam ter sido feitas, mas tudo deve ter um ponto de parada e escolhemos este 
para nossa dissertação. Poderíamos dizer que tal escolha tenha sido subjetiva se outros 
fatores não fos;Bmtã.o objetivamente implacáveis. 
De qualquer forma o ponto de parada desta cstapa será o ponto inicial de outras 
etapas e problemas em abedo como o que se segue serão posteriormente analisados. 
P2 ) A extensão de .M-entropías c M F-entropías a valores em P0 (..1.') e :F0 (X), respec-
tivamente, sendo X um espaço normado de dimensão arbitrária pode ser realizável, uma 
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vez que traba.lhos recentes de Greco fornecem pistas para a equivalência da 1-convergf~ncia 
e H* -convergência em espaços mais gerais. 
Em particular, podemos tentar ext.cndcr nossas entropías a espaços de Banach v1a 
integral de Bochner. 
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