In this paper, we consider a measure of dependence between X t and Xo where X t is an irreducible
Introduction
It is well known that, under many circumstances, a Markov process X t which converges to a stationary distribution 11' does so asymptotically at an exponential rate. That IS,
Pr[X t E A]-1I'(A) '" O(exp{-rt})
as t --+ 00.
(1.1)
M Kijiml1
where X t is the stationary process associated with X t and the supreme is taken over all measurable functions. As for the relaxation time, the quantity dt(X) is hard to evaluate for general cases due to the complex form of its own. Only when the Markov process is finite and reversible in time, it is known that TREL(X) = r-1 and dt(X) = exp{ -rt} where r = min{/Aj/i Aj =1= o} and Aj are eigenvalues, which are all real, of the governing infinitesimal generator (see e.g. Keilson [2] ). Other than these, no theoretical results have been found. The relation between TREL(X) and dt(X) is not clear. The purpose of this paper is to relate TREL(X) and dt(X) and to give upper bounds of them, which are easy to evaluate numerically, thereby providing useful information about the relaxation time as well as the finite time behavior of the Markov process under consideration.
In this paper, we shall study only finite state space Markov processes. Note that, in order to understand finite time properties, there is no loss of generality in restricting our attention to finite state spaces, see [1] . In the next section, we first consider a discrete time Markov chain. A measure of dependence similar to (1.2) for the discrete time case is defined and an upper bound of the measure is obtained for an ergodic Markov chain.
The bound is related to the maximum eigenvalue of a symmetric matrix constructed from the governing transition probability matrix. The method employed is fully algebraic and seems to have no probabilistic interpretation. In Section 3, these results are applied for a continuous time irreducible Markov chain via a uniformization to obtain an upper bound of the measure dt(X). Remarks regarding the relation between the rate r in (1.1) and dt(X) are also stated. In particular, it will be shown that dt(X) converges to zero asymptotically at the rate r. Since the upper bound obtained is an exponential function, the exponential rate also provides an upper bound of the relaxation time.
Discrete Time Markov Chains and a Measure of Dependence
Let N = {I, 2,···, N} (N < 00) be the state space and let Xn be a discrete time Markov chain on N governed by the transition probability matrix A. It is assumed throughout this section that the Markov chain is ergodic or, equivalently, the matrix is primitive (see Seneta [5] In what follows, we denote by AA C), j = 1, ... ,N, the eigenvalues of square matrix C.
If C is a stochastic matrix, then Al (C) = 1. Also, since C = E;J2 C EiJI/2 is a similarity transform, one has Aj(C) = AAC). It should be noted from (2.5) that Aj(R) = Aj+l(A), j = 1"", N -1, and AN(R) = o. If stochastic matrix A is primitive, then IAj(R)1 < 1 for all j. Also, the complex conjugate of complex number A is denoted by X. For a complex
Some direct implications of (2.6) are given in the next theorem. The matrix norm is deeply related to the singular value of the matrix. Since C C T is symmetric (in fact, positive semi-definite), the eigenvalues Aj( CCT) are all real (non-negative).
The singular values of C, Pj(C), are defined by Pj(C) = VAj(CC T ) = VAACTC). It is known that IIClb = max{pj{C)}, see e.g. [4] .
We next define the reversed process X;; of X n . Let AB = Er} AT En. It is easy to see that AB is a stochastic matrix. The reversed process X:! is ergodic if and only if so is X n . Also X:! has the same stationary distribution (eh) as X n • Let RB = AB -1e T . One then has 1e
It is easily seen that Let Xn be an ergodic Markov chain governed by A. Let R be as in (2.5) with n = 1. Then IIRI12 < 1 and Proof.
To prove the first part of the theorem, consider the Markov process X: governed by Ap = AA B . Note that the process is ergodic and has the same stationary distribution as X n . Moreover, the associated stationary process is reversible in time since
is symmetric. Hence, from Theorem 1(2) and (2.7), one has (2.10)
Since the primitive matrix Ap has 1 as the Perron-Frobenius eigenvalue, d1(Ap) < 1 from (2.9) (see e.g. Seneta [5] ). Thus IIRII2 < 1. To derive the upper bound, let ~o and Yo be
(by Schwart inequality)
one has the theorem. 0
The usefullness of the upper bound in Theorem 2 is due to the geometric convergence of it to zero, by which one concludes that dn(A) converges to zero asymptotically at least at a geometric rate. As we shall see later, the matrix norm IIRlb also provides an upper bound of the relaxation time of X n •
We next show that the upper bound in Theorem 2 is indeed attained. For this purpose, we will consider a particular case that includes the time reversible case. Suppose that il
--T -T-
is normal, i.e. RR = R R. Then, standard spectral theory shows that 
for all n ;?: 1. Equation (2.14) states that the process that proceeds ml steps by the original process and then n -ml steps by the reversed process is statistically undistinguishable from the process that proceeds m2 steps first by the reversed process and then n -m2 steps by the original process, where ml and m2 are independently determined from a uniform Our emphasis is placed on the fact that it is in general extremely difficult to find IA2(A)1 numerically, while the matrix norm of a symmetric matrix is efficiently found by a standard method.
From Discrete to Continuous Time Chains
In this section, the results obtained so far are used to establish bounds of dt(X) in (1.2) via a uniformization (see e.g. Keilson [2] , Kijima [3] ). We note that the procedure below can be applied for a uniformizable semi-Markov process of Kijima [3] . But, to avoid inessential technicalities, we focus on a continuous time Markov chain.
Let X t be a continuous time irreducible Markov chain on .N governed by the infinitesimal generator Q = (qij). Let 11 be such that 11 ~ max{lqid} and define A ... = I + ~Q, where I is the identity matrix. It is easy to see that A ... is stochastic. Moreover, by choosing 11 sufficiently large, one can make A ... primitive. Fix 11 so that A ... is so. Let Proof.
Statements (2) and (3) can be proved by noting the facts that ).AQ) = -v(l- 
where the second inequality follows from Theorem 2. Consider now the symmetric matrix
The definition of Rv yields that If Q = QB, X t is called reversible in time [2] . The extended notion of time reversibility described in Section 2 is also defined for the continuous time setting. Suppose Q is normal, l.e. QQB = QBQ. Equivalently, Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
11t 11t -P(t')PB(t -t')dt' = -PB(t')P(t -t')dt', t o t

