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We study a bilayer Kane-Mele-Hubbard model with lattice distortion and inter-layer spin exchange
interaction under cylinder geometry. Our analysis based on real-space dynamical mean field theory
with continuous-time quantum Monte Carlo demonstrates the emergence of a topological edge Mott
insulating (TEMI) state which hosts gapless edge modes only in collective spin excitations. This is
confirmed by the numerical calculations at finite temperatures for the spin-Hall conductivity and the
single-particle excitation spectrum; the spin Hall conductivity is almost quantized, σxyspin ∼ 2(e/2pi),
predicting gapless edge modes carrying the spin current, while the helical edge modes in the single-
particle spectrum are gapped out with respecting symmetry. It is clarified how the TEMI state
evolves from the ordinary spin Hall insulating state with increasing the Hubbard interaction at a
given temperature and then undergoes a phase transition to a trivial Mott insulating state. With a
bosonization approach at zero temperature, we further address which collective modes host gapless
edge modes in the TEMI state.
I. INTRODUCTION
Topological insulators in free fermion systems host
gapless edge/surface states1,2, which can be a source
of various remarkable properties. For instance, three-
dimensional strong topological insulators with time-
reversal symmetry show topological magnetoelectric ef-
fects due to gapless Dirac cones at the surface3. At
the ends of one-dimensional topological superconduct-
ing chains without time-reversal symmetry, Majorana
fermions emerge, whose experimental confirmation is a
subject of intensive studies4–6.
One of the important issues of topological insulators is
the impact of electron correlations. Recently, first prin-
ciple calculations suggest that 4f - (5d-) electron com-
pounds, such as SmB6
7, Pr2Ir2O7
8–10
etc., can be strong
topological insulators in correlated systems. In these sys-
tems, electron correlations and topological properties are
expected to trigger off novel phenomena, and this issue
is extensively studied both theoretically and experimen-
tally.
As the results of these extensive studies, it is eluci-
dated that interaction effects can dramatically change
the properties of gapless edge modes8,11,12. In particular,
Pesin et al.8 suggests the emergence of a novel topologi-
cal state in three-dimensional topological insulators with
electron correlations. According to their analysis based
on a slave-boson mean field theory, this new phase hosts
gapless modes not in the single-particle spectrum but in
the spin excitation spectrum (i.e., a collective excitation
spectrum) due to the interplay of electron correlations
and topologically nontrivial properties in the bulk. In
this paper, we refer to this topological state as a topo-
logical edge Mott insulating (TEMI) state. The TEMI
state arising from electron correlations attracts much in-
terest, and several attempts have been made to address
this issue beyond the slave-boson approach13–16. Unfor-
tunately, so far, the realization of this exotic phase in
two (three) dimensions is still under debate. Especially,
there are few systematic analyses of bulk and edge prop-
erties supporting the realization of the TEMI state in a
lattice model, although its possibility is discussed with
an effective field theory for one-dimensional edges16.
In order to address these issues, in this paper, we ana-
lyze a bilayer Kane-Mele-Hubbard model17,18 with lattice
distortion and spin exchange interaction. In the non-
interacting case, the topological phase shows the quan-
tized spin-Hall conductivity σxyspin ∼ 2(e/2π), implying
that electrons with up- and down-spin state propagate
in opposite direction (helical modes) in each layer. Our
study reveals that in the presence of electron correla-
tions, the helical modes in the single-particle spectrum
are gapped, while the spin-Chern number remains un-
changed in the bulk. These results demonstrate the
possible realization of the TEMI state where the edge
modes remain gapless only in the collective channels. We
also elucidate which collective channels host gapless edge
modes by employing the bosonization approach.
The rest of this paper is organized as follows. In
the next section (Sec. II), we explain our model and
method. The obtained results are presented in Sec. III,
where we clarify how the TEMI state emerges in the
correlated topological insulators, by using both of finite-
temprerature and zero-temperature approaches. A short
summary is given in Sec. IV.
II. MODEL AND METHOD
We study a bilayer Kane-Mele Hubbard model with
lattice distortion and spin exchange interaction17–19. The
2Hamiltonian reads
H = H0 +Hint, (1a)
H0 = −
∑
〈i,j〉,α
ti,jc
†
i,α,σcj,β,σ (1b)
+itso
∑
〈〈i,j〉〉
σσσ′ · di × dj/|di × dj |c†i,α,σcj,β,σ′ ,
Hint = U
∑
iα
ni,α,↑ni,α,↓ + J
∑
i
Sa · Sb, (1c)
where di and dj are vectors connecting site i and j. c
†
i,α,σ
creates an electron with σ =↑, ↓ state at site i in layer
α = a, b. ti,j is a hopping integral between neighboring
sites i and j. If the electron hops in x-direction, we set
ti,j = t, otherwise ti,j = rt. The sketch of the hopping
ti,j is shown in Fig. 1. In the non-interacting case, the
ground state is a quantum spin Hall insulator (QSHI)
with spin Chern number two for finite tso. Accordingly,
we can observe the helical edge modes localized around
ix = 0 and ix = L−1 under the open (periodic) boundary
condition for x- (y-) direction, respectively. These helical
edge modes are protected by the time-reversal, charge
U(1), and spin U(1) symmetry.
FIG. 1. (Color Online). Sketch of the hopping ti,j . The thick
(thin) lines denote the hopping t (rt). The lattice model is
mapped to L-effective impurity problems, which yield the site
dependent self-energy.
Our interest in this paper is how the correlations af-
fect the two copies of QSHIs under the cylinder geome-
try. Real-space dynamical mean field theory, an extended
version of the dynamical mean field theory20–22, provides
insights into inhomogeneous correlated systems23–25. A
sketch of this approach is shown in Fig. 1. Following
this framework, we map the system to L-effective im-
purity models and compute the self-energy Σixασ self-
consistently. Here Σixασ is the self-energy with spin
σ =↑, ↓ at site i in layer α = a, b. The self-consistent
equation is written as
Gˆ−1ασ (iωn) = [
∑
ky
Gˆ(ky, iω)]
−1 + Σˆασ(iωn), (2a)
Gˆ(ky , iω) = {iωn1l− hˆασ(ky)− Σˆασ(iωn)}−1, (2b)
with diagonal matrices
Σˆασ(iωn) := diag (Σ0ασ, · · · ,Σiασ, · · · ,ΣL−1ασ) , (2c)
Gˆασ(iωn) := diag (G0ασ, · · · ,Giασ , · · · ,GL−1ασ) , (2d)
where hˆασ(ky) is the Fourier transform of the hopping
matrix. The self-energy Σiασ is calculated in the effec-
tive impurity model at site ix from given effective Green’s
function Gixασ(iωn). The partition function of the effec-
tive impurity model at site ix is given by
Zimp,ix =
∫
ΠσDΨˆix,σD ˆ¯Ψix,σe−Simp, (3a)
Simp,ix = −
∫
dτdτ ′[
∑
σ,α
c¯ixασ(τ)G−1ix ,α(τ − τ ′)cixασ(τ ′)
+Himp,ix ], (3b)
Himp,ix = U
∑
α
(nixα↑ −
1
2
)(nixα↓ −
1
2
) + JSixa · Sixb,
(3c)
with the path integral formalism. Here, Ψˆix,σ :=
(cixaσ, cixbσ) is the Grassmannian fermion field in layer a
and b with spin σ =↑, ↓, and τ ∈ [0, β] denotes the imag-
inary time. This impurity model is essentially the same
as a two-orbital impurity model. In order to compute the
self-energy, Σixασ, we employ the continuous-time quan-
tum Monte Carlo (CTQMC) which is a powerful tool to
analyze multi-orbital systems26–28.
In order to characterize the topological properties, we
calculate the spin-Hall conductivity with the Kubo for-
mula:
σxyspin =
e
2π
NsCh, (4a)
NsCh =
∑
σ
∫
d3k
sgn(σ)ǫµνρ
2(2π)3
tr[G−1σ ∂µGσ
×G−1σ ∂νGσG−1σ ∂ρGσ], (4b)
where Gˆσ := Gˆσ(iω,k) is the 2 × 2 Green’s func-
tion for the bulk, ǫµνρ is the anti-symmetric tensor
(µ, ν, ρ = 0, 1, 2, ǫ012 = 1), ∂ := (∂ω, ∂kx , ∂ky ), and
k := (kx, ky). sgn(σ) takes 1 (−1) for σ =↑ (↓), re-
spectively. We have used the convention of summing
repeated indices. At T = 0, the spin-Hall conductiv-
ity is proportional to the spin Chern number (integer)
NsCh, which characterizes the topological properties of
the map from (ω,k) to GL(2,C), even in the presence
of electron correlations29,30. The spin Chern number is
3well-defined when the Green’s function is non-singular,
[i.e., detGˆσ(iω,k) 6= 0 and detGˆ−1σ (iω,k) 6= 0 hold for
arbitrary (iω,k)]31,32. Note that the spin-Hall conduc-
tivity is not completely quantized at finite temperatures,
but still gives a hallmark of the topological properties;
if NsCh is close to a nonzero-integer (zero), we can say
that the system is in a topological phase (trivial phase)33.
We will use this aspect of the spin Hall conductivity in
the following discussions. In this paper, we set typical
values of the parameters as follows: T = 0.05t, r = 0.7,
tso = 0.2t, and J = t, which are adequate to discuss the
emergence of the TEMI state. Since we analyze the two-
dimensional system at finite temperatures, no continuous
symmetry is broken.
III. RESULTS
First of all, we briefly summarize our results. A typical
phase diagram obtained at finite temperatures is shown
in Fig. 2(a), which is derived from the R-DMFT analysis
with CTQMC at T = 0.05t (see Sec. III A). In this phase
diagram, we use the terms, QSHI and TEMI, for topo-
logical phases, which are strictly defined only at T = 0.
Even at finite temperatures, we can still see clear rem-
nants of topological properties. Our definition of the
QSHI and the TEMI at finite temperatures is as follows.
These two states are both characterized by the almost
quantized spin-Hall conductivity σxyspin ∼ 2(e/2π). The
difference between them is that the edge modes of the
QSHI are gapless (helical edge modes) while those of the
TEMI are gapful in the single-particle spectrum. In the
latter case, only the collective spin excitations become
gapless, which is the definition of the TEMI. These two
states are smoothly connected with increasing U at finite
temperatures via a crossover where the single-particle
spectrum gradually acquires a gap for larger U . Fur-
ther increase in U eventually induces a first order phase
transition at U = Uc from the TEMI to a trivial dimer
Mott phase, where electrons in layer a and b form a sin-
glet at each site and thus the topological properties are
completely destroyed (With lowering temperature, the
order of the phase transition can change to second order
due to strong spatial fluctuation17,18). This first order
transition accompanies the hysteresis behavior and the
coexistence phase for Uc2 < U < Uc1. These R-DMFT
analyses clearly demonstrate the emergence of the TEMI
state.
We note that lowering temperature shifts the crossover
region in Fig. 2(a) to smaller U . So, what happens at
zero temperature? To address this question, we show
the phase diagram at T = 0 in Fig. 2(b), which is ob-
tained with a bosonization approach for edge modes in
one dimension (see Sec. III B). The bosonization analysis
indicates that the TEMI state emerges for any J > 0,
because at T = 0 the spin exchange interaction J is
marginally relevant for edge states and induces a gap
which monotonically increases with increasing J . The
nontrivial properties of the TEMI state induce a collec-
tive helical mode in 〈nσ(x)nσ(0)〉 with nσ :=
∑
α nασ
(σ =↑, ↓) in accordance with the above finite-temperature
results. The TEMI phase at T = 0 persists up to the
phase transition to the trivial dimer Mott phase in the
large U region, as already mentioned in Fig. 2(a).
Below, we describe how we have arrived at these con-
clusions. In Sec. III A, we first discuss details of the phase
diagram [Fig. 2(a)] obtained by R-DMFT with CTQMC
at finite temperatures, and then in Sec. III B address the
zero temperature properties [Fig. 2(b)].
0 Uc2 Uc1
U
QSHI Trivial dimerTEMI
first order (a)
0
U
Trivial dimerTEMI
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T=0.05t
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FIG. 2. (Color Online). Phase diagram for J = t: (a) finite
temperature (T = 0.05t) and (b) zero temperature. In (a), the
quantum spin-Hall insulator (QSHI) is realized in the small U
region (blue region), which is gradually changed to the TEMI
(read) via a crossover with increasing U . The TEMI state
changes to a trivial dimer Mott state (the region colored with
gray) via a first order transition at U = Uc. Correspondingly,
the hysteresis behavior is observed for Uc2 < U < Uc1, where
Uc1 = 4.25t and Uc2 = 3.375t. In (b), one can see that the
introduction of J realizes a topological edge Mott insulating
state (TEMI) at T = 0, which is further driven to a trivial
dimer Mott insulator with increasing U . These results at
T = 0 are in accordance with the analysis of (a) at finite
temperatures.
A. R-DMFT analysis at finite temperatures
1. Topological edge Mott insulator and crossover behavior
We start with bulk properties, i.e. properties at cen-
ter of the cylinder (ix = 20). In Fig. 3(a), the spin-Hall
conductivity at T = 0.05t is plotted as a function of
the in-plane Hubbard interaction U for a given choice of
the inter-plane exchange interaction J (we recall that the
conductivity is proportional to the spin Chern number
even in the strongly correlated systems at T = 029,30).
We can see that the spin Hall conductivity is almost
quantized, i.e. σxyspin ∼ 2(e/2π) up to a critical value
4of U = Uc, beyond which it suddenly drops to zero via
a first order transition. Therefore we can say that the
system is in a topologically nontrivial state for U < Uc,
while it is changed to a trivial phase for U > Uc. How-
ever, only from the data for σxyspin, we cannot figure out
which kind of topological phase the system belongs to for
U < Uc. This will be clarified through the analysis of the
edge states below.
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FIG. 3. (Color Online). (a) the spin-Hall conductivity as
a function of interaction strength. (b) imaginary part of the
self-energy at ix = 20 for U = t and U = 6t. In panel (a), we
can find a hysteresis behavior, which indicates the presence
of the first order transition.
Here we make a brief comment on how the topolog-
ical properties disappear at the first order transition
point in the bulk. This phase transition is due to ze-
ros of the Green’s function (or the divergence of the self-
energy), which completely destroy the topologically non-
trivial structure. In Fig. 3(b), we plot the imaginary
part of the self-energy at ix = 20 for U = t and U = 6t.
For U = 6t, the self-energy indeed diverges (i.e., zero of
Green’s function appears), while for U = t the self-energy
is non-singular and thus the system behaves as a renor-
malized band insulator, in accordance with the almost
quantized spin-Hall conductivity for U < Uc shown in
Fig. 3(a).
Let us now turn to the edge properties. First recall
that in the non-interacting case (U = J = 0), the quan-
tized conductivity σxyspin ∼ 2(e/2π) predicts two pairs of
gapless helical edge modes as long as the symmetry is
respected. Since the present results obtained at finite
temperatures have no spontaneous symmetry breaking,
one might expect that the gapless helical edge modes ex-
ist in the single-particle spectrum in the region where
σxyspin ∼ 2(e/2π) holds. Remarkably, however, this is not
the case in the presence of the spin exchange interaction J
and the Hubbard interaction U . To clarify this point, in
 0
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FIG. 4. (Color Online). (a) and (b): local density of states
(LDOS) at ix = 0 and ix = 20 for several values of inter-
action strength. For U = 4t, we can obtain two solutions
associated with hysteresis behavior. Data labeled with “(w)”
are obtained by inputting a solution of weak coupling region
for the R-DMFT loop, while the ones labeled with “(s)” are
obtained with a solution of strong coupling region. The for-
mer (latter) describes the QSHI phase (trivial dimer Mott
phase), respectively. (c) and (d): momentum-resolved spec-
tral weight
(
−Im[Gˆ(ky , ω = 0)]ix,ix/pi
)
at the Fermi energy
for U = 0 and J = 3.25t. In panel (c), we can find a point
like peak around (ix, ky) = (0, pi) which means the presence
of helical edge modes in the single particle spectrum. On the
other hand no peak is observed in panel (d). In these panels,
the spectral weight for 0 ≤ ix ≤ 20 is plotted because the
data are symmetric with respect ix = 20.
Fig. 4, we plot the local density of states (LDOS) A↑(ω)
and the momentum-resolved spectral weight at the Fermi
energy A↑(ky , ix, ω = 0). While the LDOS at a bulk site
shown in Fig. 4(a) indicates the presence of bulk gap
for all the parameters chosen, the LDOS at edge sites
(ix = 0) plotted in Fig. 4(b) strongly depends on the
values of U . For U = 0, we find a peak at the Fermi en-
ergy ω = 0, indicating that there are gapless edge modes.
With increasing U , however, this peak gradually changes
to a gap structure. For example, as seen in Fig. 4(b),
the peak changes to a pseudo-gap for U = 3.25t and to a
gap for U = 4t, implying that the helical edge modes in
the single-particle channel are destroyed gradually. Such
5destruction of the edge modes in the single-particle spec-
trum is more clearly seen in the momentum resolved spec-
tral weight A↑(ky, ix, ω = 0) plotted in Figs. 4(c) and
(d). For U = 0, the system shows helical edge modes in
the single-particle spectrum, resulting in a sharp peak of
the momentum resolved spectral weight at ky = π [see
Fig. 4(c)], which is consistent with the presence of the
peak at ω = 0 in the LDOS [Fig. 4(b)]. On the other
hand, the gapless modes are destroyed for U = 3.25t,
where the spectral weight A↑(ky , ix = 0, ω = 0) does
not show any peak at ky = π, indicating that the helical
edge modes in the single particle-spectrum are gapped
out without symmetry breaking.
Putting the above bulk and edge properties together,
we conclude that the crossover behavior appears in two
types of topological phases at a given temperature. In
smaller U , we find the QSHI, which is characterized
by the almost quantized spin-Hall conductivity σxyspin ∼
2(e/2π) and the gapless helical edge modes. On the other
hand, for larger U , the spin-Hall conductivity is still al-
most quantized, but the single-particle spectrum does not
host any gapless mode, indicating the presence of gapless
modes carrying the spin current only in collective excita-
tion spectra. This phase is thus identified as the TEMI.
The above crossover between the QSHI (smaller U)
and the TEMI (larger U) is observed at a given temper-
ature (T = 0.05t), which is much less than the size of
bulk energy gap. When the temperature increases, the
crossover becomes obscured, and at temperatures higher
than the bulk energy gap, the system enters the high
temperature region where all the topological properties
disappear. On the other hand, when the temperature
becomes lower, we can confirm that the crossover region
shifts to the small U region; namely the QSHI (TEMI)
region becomes smaller (larger). This is because at lower
temperatures, the effects of J and U are more prominent,
leading to the enhancement of the gap at edge modes and
thus stabilizing the TEMI. So, we naturally expect that
the TEMI dominates the topological phase. In Sec. III B,
we will address this problem and find that topological
phase at T = 0 is indeed in the TEMI state as far as J
is finite.
2. Phase competition
Here, we discuss the phase competition between the
topologically nontrivial phase (TEMI) and the trivial
Mott phase. As mentioned above, in the presence of the
spin exchange interaction J , increasing the Hubbard in-
teraction U firstly induces a crossover from the QSHI to
the TEMI and then drives a first order transition to the
trivial dimer Mott insulator where the single-particle gap
is of the order of U at every site.
We start with the first order transition. The double
occupancy and the local spin correlation at site ix in
layer a are plotted in Fig. 5. In the region of small U ,
the double occupancy and the spin correlation gradu-
0.0
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-0.5
0.0
(c)
ix=14
ix=20
FIG. 5. (Color Online). (a) [(b)]: Interaction dependence
of the double occupancy at ix = 14 and 20 (ix = 0 and 1),
respectively. (c) [(d)]: Interaction dependence of the inter-
layer local spin correlation at ix = 14 and 20 (ix = 0 and 1),
respectively.
ally decrease at every site with increasing the interac-
tion strength, in accordance with the crossover behavior
between the QSHI and the TEMI. Further increase in
U drives the system to a trivial phase from the TEMI
via the first order transition. The topologically trivial
phase for U > Uc is a dimer Mott phase for which elec-
trons in layer a and b form a singlet at each site. The
first order transition is accompanied by the hysteresis
in the interaction dependences of the double occupancy
and the local spin correlation for Uc2 < U < Uc1, where
Uc1 = 4.25t and Uc2 ∼ 3.375t. Figure 5 shows jumps in
the double occupancy at Uc1 and Uc2 at every site (the
jumps are more clearly observed in the interaction de-
pendence of the spin correlation). We note that the two
adjacent insulating states separated with the first order
phase transition at Uc have totally different properties
from each other although both of them have the single-
particle gap in the edge modes. For the small U side
(topological phase), the Mott behavior is observed only
at edge sites, while for the large U side (trivial phase),
the Mott behavior is observed at both of bulk and edge
sites. In the former topological region, we have already
observed that the helical edge modes are destroyed while
the bulk behaves as a renormalized band insulator [see
6 0
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FIG. 6. (Color Online). Spatial dependence of (a) double
occupancy and (b) spin correlation.
Figs. 4(a) and (b)]. Correspondingly, in this topologi-
cal region, only electrons around the edges are strongly
affected, as clearly seen in Figs. 6 where spatial depen-
dences of the double occupancy and spin correlation are
plotted. For U = 3t in the topological phase, the elec-
trons around edges show the dramatic suppression of the
double occupancy [Figs. 6 (a)] and also the strong singlet
correlation [Figs. 6 (b)] while the other electrons in the
bulk are less correlated. On the other hand, in the large
U trivial region, whole the system shows a trivial Mott
insulating behavior. Actually, as seen from the data for
U = 6t, the double occupancy has small values and the
singlet correlation is strong at every site. Correspond-
ingly, both of the single-particle gap in the bulk and at
the edges are of the order of U (i.e. the Mott gap) [see
Figs. 4(a) and (b)].
Summarizing all the above results, we end up with the
phase diagram shown in Fig. 2(a), which supports the
crossover between the QSHI state and the TEMI state,
and also the phase transition to the trivial Mott insulator
at finite temperatures.
B. Formation of topological edge Mott insulator
at zero temperature
So far we have been concerned with the finite temper-
ature properties. At zero temperature, we expect that
infinitesimal interaction J(> 0) induces the TEMI state,
which persists even in the presence of U as far as the sys-
tem is in a topological phase. This is supported here by
the analysis based on the bosonization approach. To this
end, we start with the model (1) with J = U = 0, and
discuss how the instability of gapless edge modes occur
in the presence of J and U . We use the Chern-Simons
theory and the bosonization method16,34,35, following the
approach used in Ref. 16.
Consider the edge states of two copies of non-
interacting QSHI with spin Chern number one. Then
its effective action is given by
Sedge =
∫
dxdτ
4π
{iKI,J∂τφI(t, x)∂xφJ(t, x)
+VI,J∂xφ
I(t, x)∂xφ
J (t, x)}, (5a)
with
cασ(x) =
κασ√
2πα0
eisgn(σ)kF xe−iφασ(x), (5b)
nασ(x) = − sgn(σ)
2π
∂xφασ(x), (5c)
where, φT := (φa↑, φa↓, φb↑, φb↓) are bosonic fields. K =
σz ⊕ σz , and V = vFσz ⊕ σz . Here kF and vF are the
Fermi momentum and the Fermi velocity of edge states,
respectively. κασ denotes the Klein factor with α = a, b
and σ =↑, ↓, and α0 is a positive constant. sgn(σ) takes
1 (−1) respectively for σ =↑ (↓). We note that φ1 and
φ3 (φ2 and φ4) describe the right (left) movers.
Under the symmetry operations, these fields are trans-
formed as
TφT−1 = −σx ⊕ σxφ+


0
π
0
π

 ,
uc(θc)φu
−1
c (θc) = φ+ θc


1
1
1
1

 ,
us(θs)φu
−1
s (θs) = φ+ θs


1
−1
1
−1

 , (6)
where T , uc(θc), and us(θs) denote the operators for the
time-reversal, charge U(1) rotation, and spin U(1) rota-
tion, respectively.
In terms of these bosonic fields, the interaction terms
can be written as follows:
U
∑
α
nα↑nα↓ = − U
(2π)2
∑
α
∂xφα↑∂xφα↓, (7)
JSzaS
z
b =
J
4(2π)2
∑
σ,σ′
(∂xφaσ)(∂xφbσ′ ), (8)
J
2
(S+a S
−
b + h.c.) =
J cos(φa↑ − φa↓ − φb↑ + φb↓)
(2πα0)2
, (9)
Thus, the effective action in the presence of the interac-
7tions is written as
Sedge =
∫
dxdτ
4π
{iKI,J∂τφI(t, x)∂xφJ (t, x)
+ (V + Vint)I,J ∂xφ
I(t, x)∂xφ
J (t, x)}
+
J
(2πα0)2
∫
dxdτ cos(φa↑ − φa↓ − φb↑ + φb↓),
(10a)
with
Vint =
1
2π


0 −U J/4 J/4
−U 0 J/4 J/4
J/4 J/4 0 −U
J/4 J/4 −U 0

 . (10b)
Since [(φ1−φ2−φ3+φ4)(x), (φ1−φ2−φ3+φ4)(x′)] = 0
holds, the last term in Eq. (10a) pins the field φ1 − φ2 −
φ3+φ4 when this term becomes relevant. We recall that
this interaction term is symmetry allowed [i.e., this is
invariant under applying T , uc(θc) and us(θs)] and pins
the field without symmetry breaking.
Now, we apply the renormalization procedure. As a
first step, we change the basis as follows:
ψ = M−1φ, (11a)
with
M :=
1
2


1 1 1 1
1 −1 −1 1
1 1 −1 −1
1 −1 1 −1

 . (12)
As a result, the K-matrix, V + Vint, and cos(φ1 − φ2 −
φ3 + φ4) are transformed as
K → σx ⊗ σx, (13a)
V + Vint → diag
(
(J/2 − U)
2π
+ vF ,
U
2π
+ vF ,
U
2π
+ vF ,− (J/2 + U)
2π
+ vF
)
, (13b)
cos(φ1 − φ2 − φ3 + φ4)→ cos(2ψ3). (13c)
In this basis the action (10) is separated into two sec-
tors spanned by (ψ1, ψ2) and (ψ3, ψ4). Only the second
sector includes non-liner terms. Redefining the fields as
(ψ3, ψ4) := (
√
2ψ′3,
√
2ψ′4) and integrating out the fields
ψ′4, we obtain the sine-Gordon action:
SSG =
1
2πg
∫
dxdτ
{
1
v0
(∂τψ
′
3)
2 + v0(∂xψ
′
3)
2
}
+
J
(2πα0)2
∫
dxdτ cos(2
√
2ψ′3), (14a)
with
v0 = 2
√
(vF +
U
2π
)(vF − (U + J/2)
2π
), (14b)
g =
√
2πvF − (J/2 + U)
2πvF + U
. (14c)
Appling the renormalization-group scheme to the sine-
Gordon model (14), we obtain the renormalization flow:
dJ(l)
dl
∼ J(l)[2− 2g(l)], (15a)
dg(l)
dl
∼ −J2(l). (15b)
(g, J) = (1, 0) is a fixed point. Expanding Eqs. (15)
around this fixed point (g = 1 + g′/2), we obtain
dJ(l)
dl
∼ −J(l)g′(l), (16a)
dg′(l)
dl
∼ −J2(l). (16b)
Thus, for J > 0, the non-linear term is marginally rel-
evant and pins the field ψ3 since g < 1 holds. This
is also the case in the presence of the Hubbard inter-
action U . Therefore, we conclude that with the in-
finitesimal antiferromagnetic spin exchange interaction,
the single-particle excitations become massive without
breaking symmetry.
The remaining gapless edge modes live in the subspace
of ψ1 and ψ2. In order to find excitation spectra showing
the edge modes, we have to diagonalize the K-matrix for
the remaining sector. This can be done with redefining
fields
ψ′1 =
1√
2
(ψ1 + ψ2),
ψ′2 =
1√
2
(ψ1 − ψ2). (17)
Thus, we can find that 〈ψ′1(x)ψ′1(0)〉 and 〈ψ′2(x)ψ′2(0)〉
show gapless edge modes. Correspondingly, 〈nσ(x)nσ(0)〉
with σ =↑, ↓, where nσ(x) :=
∑
α nασ(x), hosts gapless
mode propagating in opposite direction because Eq. (5c)
holds. These modes are protected by symmetry because
any potential term pinning ψ1 or ψ2 breaks the symme-
try.
We note that the above results are obtained on the as-
sumption that the spin Chern number takes two. This
assumption holds for the small U region untill the triv-
ial dimer Mott phase emerges. We thus end up with
Fig. 2(b).
IV. SUMMARY
In this paper, we have analyzed a bilayer Kane-Mele-
Hubbard model with the inter-layer spin exchange inter-
action under cylinder geometry by employing R-DMFT
with CTQMC. Our systematic analysis for the bulk and
the edge at finite temperatures has demonstrated the
possible realization of the TEMI state whose topologi-
cal structure remains nontrivial up to the Mott transi-
tion in the bulk, and induces gapless edge modes only in
collective modes.
8The numerical data for bulk properties have indicated
that the spin-Hall conductivity takes σxyspin ∼ 2(e/2π) in
the insulating phase, which predicts gapless edge modes
carrying the spin current. Intriguingly, numerical data
for edge properties have suggested the presence of single-
particle gap at edges in contrast to the non-interacting
QSHI. Putting these observations for the bulk and edges
together, we have ended up with the TEMI where col-
lective modes carry the spin current. With bosonization
analysis, we have confirmed that the crossover region be-
tween the QSHI and the TEMI shifts to the smaller U
region with lowering temperature, and eventually at zero
temperature the topological phase is completely domi-
nated by the TEMI for any U < Uc if the antiferro-
magnetic spin exchange interaction J is introduced. We
have also shown that collective helical modes in density-
density correlation function 〈nσ(x)nσ(0)〉 (σ =↑, ↓) are
protected by charge U(1), spin U(1), the time-reversal
symmetry, where nσ denotes the density of electrons with
spin σ =↑, ↓.
In order to study low-temperature properties numer-
ically in more detail, one needs to analyze the system
by properly taking into account the spatial fluctuations
which are considered to be important in the low temper-
ature region. The detailed analysis of the TEMI state is
an open problem to be addressed, and also an extension
of the system to three dimensions is an interesting future
work.
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