Abstract-With the proliferation of smartphones and their advanced connectivity capabilities, opportunistic networks have gained a lot of traction during the past years; they are suitable for increasing network capacity and sharing ephemeral, localised content. They can also offload traffic from cellular networks to device-to-device ones, when cellular networks are heavily stressed. Opportunistic networks can play a crucial role in communication scenarios where the network infrastructure is inaccessible due to natural disasters, large-scale terrorist attacks or government censorship. Geocasting, where messages are destined to specific locations (casts) instead of explicitly identified devices, has a large potential in real world opportunistic networks, however it has attracted little attention in the context of opportunistic networking. In this paper we propose Geocasting Spray And Flood (GSAF), a simple but efficient and flexible geocasting protocol for opportunistic, delay-tolerant networks. GSAF follows a simple but elegant and flexible approach where messages take random walks towards the destination cast. Messages that follow directions away from the cast are extinct when the device buffer gets full, freeing space for new messages to be delivered. In GSAF, casts do not have to be pre-defined; instead users can route messages to arbitrarily defined casts. Our extensive evaluation shows that GSAF is efficient, in terms of message delivery ratio and latency as well as network overhead.
I. INTRODUCTION
The proliferation of smartphones and their long-and shortrange connectivity capabilities have made the deployment of opportunistic, delay-tolerant networks (DTNs) [1] [2] reality [3] 1 . Wireless technologies, such as LTE, Wi-Fi, Wi-Fi Direct and Bluetooth, allow smartphones to access the Internet as well as communicate with devices within their range, in an adhoc, peer-to-peer fashion [3] [4] . Opportunistic networks have gained a lot of traction during the past years; they can increase network capacity [5] [6] and be used for sharing ephemeral, localised content [7] . They are also suitable for offloading traffic from cellular networks to device-to-device ones, whose formation is assisted by cellular providers [8] [9] , who have strong incentives to do so when their networks are heavily stressed [10] [11] . Equally importantly, opportunistic networks can play a crucial role in communication scenarios where the network infrastructure is (partially or fully) inaccessible due to natural disasters, large-scale terrorist attacks or government censorship. They can also be the means for (localised) communication when the network infrastructure is not trusted. For example, FireChat 2 has been extensively used during the recent protests in Hong Kong (500,000 downloaded the application in Hong Kong alone during the first two weeks of the protests).
In most of the scenarios described above, communication and content dissemination is geographically confined (e.g. within a city or a region where a natural disaster took place or a part of the city where protesters demonstrate). Apart from being able to send messages to a specific device (unicasting), it is also crucial to be able to route messages to geographical locations (geocasting) covered by the network. Effective geocasting has a large potential in the real world use of opportunistic networks: (1) geographical notification for emergency situations, such as fire and natural disasters; (2) location targeted advertising where a large volume of users is concentrated at specific locations (e.g. open festival venues or large stadiums) to attend festivals, sports events or to participate in a demonstration; (3) geographically restricted service discovery. These geographical locations (casts) may be pre-defined, even before a network is deployed, or specified by the sender for each message. The temporal aspect is also relevant to geocasting, apart from the spatial one; destination nodes must receive a message before it expires; e.g. for a notification that becomes invalid in a natural disaster scenario.
Unicasting has been extensively studied in the context of DTNs [12] , but existing protocols cannot support geocasting, given that unicast protocols route messages to specific devices, which are explicitly identified by unique endpoint identifiers. However, little attention has been paid to geocasting, which has mostly been studied in the context of Mobile Ad Hoc Networks (MANETs) [13] . MANETs present radically different properties compared to opportunistic networks. In MANETs, connectivity (as well as the overall network topology) among mobile nodes is rather stable; no such assumptions can be made for DTNs, where mobility is high and connectivity very intermittent. As a result, no end-to-end paths among all nodes exist at all times and no node knows the network topology, which constantly changes. Hence, existing geocasting protocols for MANETs are not suitable for opportunistic networks.
In this paper we present Geocasting Spray And Flood (GSAF), a simple but efficient and flexible geocasting protocol for opportunistic networks, which overcomes limitations of existing approaches. Contrary to protocols where casts must be pre-defined [14] [15] or are defined as circles (by defining a centre point and a radius) [16] , in our approach we allow for flexible definition of arbitrary casts as a set of coordinates. The sender defines the cast, its definition is carried with the message and other nodes only check whether they reside within the defined cast. This flexibility is required by many communication scenarios where fine-grained specification of destination casts is crucial (e.g. for emergency notifications to avoid widespread panic). In our approach a device can send a message in a cast even if it does not reside in it. This is in contrast to [7] , where devices can only publish content within the region they reside. With such an approach, it would be very inefficient to reach relatively remote regions by just increasing the radius of the cast, effectively flooding a very large area.
In our approach, devices do not exchange any locationrelated information, thus preserving users' privacy, and take routing decisions autonomously. This is in contrast to approaches that exchange explicit [14] or aggregated location information (e.g. cast visiting probabilities [16] ) or information that is used to collaboratively build mobility maps [15] . Exchanging location-relevant information consumes bandwidth and battery, resources that are precious, and rather scarce in opportunistic networks. Expensive computations (e.g. as in [15] [16]) also drain the battery quickly. In [14] the network is partitioned into two layers, requiring either a third party to perform the partitioning or a distributed consensus protocol for electing nodes to be in each of these layers (consuming bandwidth especially under high node churn).
GSAF follows a simple but elegant approach where messages take random walks towards the destination cast. Messages that move away from the cast are extinct when the device buffer gets full, freeing space for new messages to be delivered. In brief, message dissemination is as follows: a node receiving a message only has to check whether it is a destination node (i.e. it resides within the cast defined in the message). This requires devices' location services and presents a well-known trade-off with respect to the accuracy of the reported location (which, in turn, affects the granularity of cast definition) and battery consumption 3 . In the latter case, a device carries and forwards the message to other nodes based on a ticketing mechanism, as in [17] . When a message reaches a cast, it is disseminated through controlled flooding. Expired messages are immediately deleted.
In Section IV we present an extensive evaluation of the proposed geocasting protocol. The results are very promising, indicating that our approach is viable and performs significantly better, in terms of message delivery ratio and latency as well as network overhead, compared to epidemic geocasting. Note that other approaches that employ computations of visiting probabilities for each message (e.g. [16] ) use epidemic routing as an upper bound for evaluating their performance; i.e. they always perform worse than epidemic geocasting.
II. CHALLENGES IN GEOCASTING MESSAGES IN OPPORTUNISTIC NETWORKS
Before proceeding with the detailed description of the proposed geocasting protocol, we discuss challenges that are relevant to geocasting in opportunistic networks and that influenced our work. Geocasting in opportunistic, delay-tolerant networks is a challenging task that entails both spatial and temporal aspects and needs to take into account constraints with respect to the usage of network and device resources.
In opportunistic networks, all devices are mobile (e.g. smartphones and tablets), they move around freely carried by their users and do not have any information about the topology of the network. End-to-end paths among mobile devices do not exist and connectivity is intermittent. Devices can only discover neighbouring nodes in their vicinity and send/receive information through one of their short-range wireless interfaces (e.g. Bluetooth, Wi-Fi Direct). The network is, in principle, infrastructure-less although devices could be connected to a cellular or Wi-Fi network. Devices support location services, which may vary in the supported accuracy (and the associated battery consumption). Access to GPS for outdoors scenarios is ideal, although in most cases, coarsergrained estimations are fine. For indoors scenarios, respective localisation approaches [18] can be used.
In geocasting, the goal is to successfully deliver a message to all users (or to as many as possible) inside a specific geographical area within a specified time interval; i.e. it is not only necessary for a message to reach a cast, but it must also be efficiently disseminated within the cast. The temporal aspect is important because in many communication scenarios, messages should be invalidated and deleted from the network, either because the information they carry expires or just because the network cannot cache a message forever. The protocol should narrow down the potential recipients by defining a delivery time interval, and only the nodes that are present in the cast within that particular time interval should receive the message. Our approach follows the CurrentMember Delivery membership model, as defined in [19] .
Messages in geocasting are destined to a specific location, therefore some kind of destination information must be included in the message, as the Endpoint Identifier (EID). For example, if casts are pre-defined at deployment time and known to all devices, a message may carry a cast identifier; otherwise, the cast definition (e.g. centre/radius pair or coordinates of a polygon, as in our approach) must be in the message. Whenever a node receives a message, it compares its own location with the EID of the message. This device is a recipient of the message if it currently resides within the cast defined by the EID (and the message has not expired yet).
Opportunistic networks employ store-carry-forward based mechanisms for message routing (including geocasting), therefore mobile devices must be able to temporarily store and carry messages before they forward them to other devices.
Conceptually, the network can be seen as a buffer of finite size, which is made of all available device buffers, collectively. Although devices' memory has grown over the past years, one would not expect to be able to utilise more than some tens of MBs of memory in each device, given that other applications and background services require access to ever increasing chunks of memory. This has implications in the way data is forwarded; unconstrained message flooding would result in quickly filling up devices' buffers leading to the rapid extinction of messages 4 . Increasing the size of available buffers in each device does not solve the problem described above. Network bandwidth is limited but most importantly the time period that two devices can exchange messages is short given that users move. As a result, if very large buffers were used, only a very small portion of the carried messages could be forwarded from device to device 5 . Forwarding messages also comes with a cost in terms of battery consumption. Control messages exchanged among devices (e.g. to build mobility maps [15] ) as well as local computations of metrics that influence how routing is done (e.g. in [16] ) may result in quick draining of the device batteries. Exchanging location-related information among devices also has privacy implications that must be taken into consideration. It is worth pointing out that the network density in terms of connected mobile devices may vary significantly in different opportunistic communication scenarios. For instance, flooding the network may work well in very sparse scenarios, although the network overhead would be significantly increased as the number of users increases. Accordingly, a protocol that forwards packets very selectively (e.g. by calculating cast visiting probabilities [16] ) may result in low network overhead in dense scenarios but very low message delivery ratio in sparse scenarios. In any case, a geocasting protocol should be as less sensitive to network density as possible.
III. DESIGN
In this section we describe GSAF in details. GSAF's design has been influenced by the challenges identified in Section II.
A. Cast Definition and Membership Check
Geographical casts effectively define a group of users that reside in the same region and can be addressed by geocasting messages to this specific cast. In the following, we describe (1) how casts are defined 6 and (2) how mobile devices check whether they are recipients of a message or not.
A cast is defined as a set of coordinates in a two-dimensional space (the network). The coordinates define the edges of the cast. Figure 1 depicts an example of a cast definition inside a map. With this approach users can send their messages to arbitrarily defined casts. This provides great flexibility, potentially minimising the number of devices that are receiving unwanted messages, compared to other geocasting approaches that define casts as circles (i.e. as centre/radius pairs). With the mentioned approaches, if a specific region, which is far from the centre of the circle, needs to be reached, the radius has to be increased resulting in wasted network bandwidth for messages that reach devices for which the message is useless. In our approach, users can draw the destination casts on their mobile phones. Messages carry the defined cast information (the set of coordinates) as their delivery address.
When a mobile device receives a message, it needs to identify whether it is located inside or outside the destination cast; i.e. whether it is a recipient or not. Given that this check is performed for every received message, the algorithm must be very fast. Indeed, a number of very efficient algorithms have been proposed in the past in the context of the Point-inPolygon problem, a well studied problem in computer graphics and image processing [20] . As its name suggests, solutions to this problem check whether a specific point is inside a polygon or not. According to Haines [20] , three main techniques can be used to solve this problem; the crossing test, angle summation test and triangle test. Among these, the crossing test is the fastest (as shown in [20] ) and therefore has been adopted in our work. An example of the crossing test is illustrated in Figure 2 . Initially, a vertical (to the x-axis) line that crosses the point (with coordinates (x p ,y p )) that needs to be checked is drawn. The point (x p ,y p ) is the initial point that decomposes this line into two rays (half-lines). The number of intersections of one of the rays (e.g. the solid line in Figure 2 ) with the sides of the polygon is used to check whether the point is in the polygon or not; if the number is even, the point is located outside the polygon, otherwise the point is inside.
For each pair of neighbouring polygon coordinates, we calculate the parameters of the line equation that defines the line that connects these two points, as shown in Figure 3 . The x range defines the projection of each side of the polygon to the x-axis. In order to calculate the intersections of the vertical line with the given polygon, we simply test whether x p is within the x range for each side of the polygon. For example, in Figure 2 , sides BC, DE, EF and FA intersect with the vertical line. Next, we calculate the y coordinates of the intersection points by solving the line equation that defines each side of the polygon using x p . Finally, we count the number of y coordinates that are larger than y p (i.e. looking at . This dictates whether the device (x p ,y p ) is inside (odd number) or outside (even number) the cast (the polygon). In our simulation, the crossing test implementation performs slightly worse compared to checking whether a point is within a circle. We argue though that this slight performance penalty is negligible with respect to routing performance and battery consumption.
B. GSAF Routing Protocol
Messages in our approach carry the cast definition (as a set of two-dimensional coordinates), a pair of epoch times that define its lifetime, a number of tickets (represented as a value T) (see Section III-B1) and the actual payload. Note that in our approach messages can become valid after their creation and initial forwarding. One could therefore account for the cast delivery latency and make the messages valid in the near future, when it is anticipated that they will reach the destined cast. This can also come in handy in scenarios where messages are created a priori. For example, in a geographically targeted advertisement scenario one could prepare several messages that can become valid at specific times during the day. Mobile devices are assumed to be loosely synchronised, a fair assumption for today's smartphones.
GSAF gets inspiration from well-established DTN routing protocols, such as spray-and-wait [17] and epidemic routing [21] . These are unicast protocols that use EIDs to identify individual devices. In contrast, in geocasting it is required to adapt EIDs so that they identify casts. GSAF consists of two phases: (1) The message is forwarded to the destination cast and (2) it is flooded to all nodes in the cast, in a controlled fashion where messages are not allowed to exit the cast.
1) Phase 1 -Forwarding (and carrying) the message to the destination cast: The first phase follows a multi-copy spraying approach (inspired by [17] ), which is fast in terms of reaching the destination cast as well as efficient in terms of message delivery and network overhead. Upon creation, a number of tickets T is "assigned" to the message (represented as a ticket counter which is included in the message). T denotes the number of times a carried message can be replicated to encountered devices. Each time a message is copied and forwarded to another node, T is decreased by 1 in both messages. When T gets to zero, the message cannot be forwarded any further; i.e. it will be deleted when the local buffer gets full or when the message expires.
2) Phase 2 -Delivering the message to all nodes inside the cast: In the second phase, the message is disseminated to all nodes inside the cast by following an intelligent flooding approach. GSAF floods the message to nodes inside the cast by handing a copy to them. If a copy of the message goes out of the destination cast, it can only be forwarded back to nodes inside the cast (this is enforced by line 24 in Algorithm 1 where T is set to 0 at the beginning of the second phase). The message will sit in the device's buffer until it expires and gets deleted. This way we prevent unnecessary message exchanges outside the cast, which, given their flooding nature, would increase the network overhead significantly and could fill up the buffers of nearby devices quickly.
Both phases are concisely described in Algorithm 1. Figure  4 illustrates an example of how messages are disseminated in our approach. The sender (shown in green) creates a new message and initialises T to 3. It encounters two nodes (the one after the other) and for each such encounters, it decreases the value of T in the message and forwards a copy of the message to the remote node. As shown in the figure, T is first decreased to 2 (which is also the value of T in the message received by the node above the source node) and, then, to 1 (the value of T in the message received by the node below the source node). The same takes place when these two nodes encounter other nodes in the opportunistic network. At the end of the illustrated example, a number of nodes roam outside the cast carrying a message with a T value of zero. These nodes will not forward the message any further. One node that resides inside the cast has also received the message (T is zero) but the message will keep being forwarded to recipients inside the cast, as phase 2 suggests. More generally, a message can end up inside the destination cast either after it was exchanged between a node outside and a node inside the cast or because it was physically carried by a node to inside the cast. In both cases, T can have any value (equal or greater than 0). T will be set to 0 at the beginning of the second phase. one take the sender role and the other take the receiver role 3:
if the host is the sender then 4:
drop expired messages from buffer 5:
apply buffer scheduling policy 6:
for each message in the buffer do 7:
if the message is already existed in the receiver's buffer then 8:
pass to the next message in the for loop 9:
end if 10:
if (T > 0) then 11:
subtract T by 1 12:
forward a copy to the receiver 13:
else if (T = 0) then 14:
if sender is inside the destination cast then 15:
forward a copy to the receiver 16 The value of T can be pre-specified for specific network deployments (e.g. for communication within a city) based on e.g. the expected node density and mobility patterns. In Section IV we present a sensitivity analysis for the initial value of T, which indicates that values close to the optimal one (with respect to message delivery ratio and latency), also result to very good performance. One could therefore dynamically set T's initial value e.g. by estimating the density of mobile devices, as in [22] . Research on building mobility maps [15] could also complement our work.
C. Buffer scheduling policy
The algorithm presented in Algorithm 1 involves the execution of a buffer scheduling policy (at line 5), which defines the order in which stored messages will be exchanged. Devices store messages in their buffers, carry and forward them to other devices in the network. Given that network bandwidth is finite and the available time that two devices can communicate as they move is limited, a device will have to prioritise message exchanges. In the context of our work, we have investigated the usage of the following policies:
• First In First Out (FIFO): Messages are forwarded to remote devices in the order they have been received.
• Last In First Out (LIFO): Messages are forwarded to remote devices in the reverse order compared to the one they were received.
• Highest TTL First Out (HTFO): The message with the longest lifetime is forwarded first.
• Lowest TTL First Out (LTFO): The message with the shortest lifetime is forwarded first. In Section IV-C, we extensively evaluate the policies above with respect to the performance metrics investigated in this paper (see Section IV-A).
IV. EVALUATION
In this section we present an extensive experimental evaluation of our geocasting protocol. We have implemented GSAF in the One simulator [23] . We chose One because it supports (1) several realistic mobility models, (2) an extensible architecture for implementing routing protocols and sender/receiver types and (3) visualisation of both node mobility and message exchanging in real time [24] .
A. Metrics and Measurements
We evaluate the performance of our protocol through two metrics, namely the message delivery ratio and message delivery latency.
1) Message delivery ratio: In geocasting, messages are not addressed to specific devices but to geographical areas where multiple devices may reside during the lifetime of a message. In contrast to unicast protocols where the delivery status of a message can have two values (delivered or undelivered), in geocasting one has to take into account both the spatial and temporal aspects. The message delivery ratio for a unicast protocol would be calculated as follows:
unicast delivery ratio = number of delivered messages number of created messages (1) In geocasting, each message has a delivery ratio itself, instead of a mere delivery status (delivered or undelivered). The permessage delivery ratio (pmdr), which is the fraction of the number of devices that were located in the cast throughout the lifetime of the message and received the message (actual number of recipients) to the total number of devices that should have received the message (total number of recipients), is calculated as follows: 2) Message delivery latency: The same rationale is followed when measuring the message delivery latency. We measure the time it takes for a message to reach a destination device (i.e. a device in the destination cast) and calculate the per-message delivery latency. The overall delivery latency is the average for all created messages.
B. Simulation scenarios
We simulated the operation of GSAF in Helsinki city centre (an area of 4500m × 3400m) 7 . Although GSAF does not rely on static, pre-defined casts, for evaluation purposes only, we have created 16 casts 8 , as illustrated in Figure 5 , and messages were destined to them. In our simulations, we experimented with 8 different levels of user density (65, 130, 195, 260, 325, 390, 455 and 520). All simulations involve three types of users: Pedestrians, Cars and Buses. The detailed amount of users for each model is shown in Table I .
The mobility models of all three simulated types of users are shown in Table II . The default total number of users in our simulations, unless otherwise mentioned, is 195. The respective numbers for each type is shown in Table I .
In addition, we have experimented with different sizes of device buffers (5, 10, 15, 20, 25 All simulations ran for 16 hours; the warm-up and cool-down periods for each simulation was 2 hours (therefore our results are drawn from 12 hours of simulated time for each run). We repeated every simulation 5 times with different seeds for the mobility models. We schedule messages as follows: a sender and a destination cast are selected uniformly at random from the set of devices in the networks and the set of pre-defined casts, respectively; message payload is fixed (500KB) and a new message is scheduled every 25 to 35 seconds (a values selected uniformly at random from this time range). Unless otherwise stated, the buffer scheduling policy is random, which means that messages are randomly selected from the device buffer when a device encounters another device in the network. We also experiment with buffer scheduling policies defined in Section III-C (i.e. FIFO, LIFO, HTFO and LTFO). Finally, we compare our geocasting protocol with GeoEpidemic, an adaptation of the epidemic protocol [21] for geocasting 9 . Note that GeoEpidemic is used as an upper performance bound in other papers [16] . In our work, GeoEpidemic gives us a lower bound, which means that our protocol always performs better.
C. Evaluation results
In this section we discuss the results of the experimental evaluation. In total, we collected data from 1420 different simulations. The total simulated time has been 22,720 hours. The actual time it took to execute all simulations has been around 18,000 hours. We investigate the influence of (1) user density, (2) available buffers size and (3) message lifetime in the performance of the proposed protocol (see performance metrics described in Section IV-A).
Note that in the sections below, we do not present the results for different buffer scheduling policies when devices communicate through Wi-Fi. This is because the buffer scheduling policy has no effect when a device can transfer all its stored messages to a remote device when they encounter each other; and this is the case when Wi-Fi is used to exchange buffers up to 30MB (as in our simulations), for all types of users. However, when communication takes place through Bluetooth, 7 We also simulated our protocol in a custom map of the University of Sussex campus. The results were very consistent with what is presented in this paper. Due to lack of space, we do not include any graphs but the interested reader can read more at: http://www.aydinrajaei.com/research/gsaf-project/ 8 Note that non-overlapping casts, as shown in Figure 5 , is not a design restriction. 9 Throughout the evaluation section we used the same cast definition methodology and the same casts (as shown in Figure 5 ) for both GSAF and GeoEpidemic to keep the comparison fair. the adopted buffer scheduling policy plays a crucial role in the performance of the geocasting protocol. 1) Influence of user density: For this set of simulations, we used the default values for the buffer size and message lifetime and we varied the number of users in the map. Figure 6 shows the results. We observe that the increase in user density improves the message delivery ratio. The average latency is not significantly affected, although there is a an improvement in the Bluetooth case. GSAF delivers a higher ratio of message compared to GeoEpidemic, while maintaining similar levels of delivery latency (although in the Bluetooth scenario GSAF performs much better). We highlight that, as explained in Section IV-C4, our protocol, not only outperforms GeoEpidemic, but also does so with an extremely lower network overhead (in terms of exchanged messages) compared to GeoEpidemic. Also note that the observed delivery ratio for GeoEpidemic decreases when the supported transmission rate is higher (i.e. in the Wi-Fi case). This counter-intuitive observation is because when more messages are exchanged in a flooding fashion, then the probability that a message will disappear from all buffers very quickly increases.
As mentioned above, buffer scheduling policies only have an effect on performance when it is not possible for a device to exchange its entire buffer upon encounter with another device. The policy prioritises the way messages are exchanged (see Section III-C). As seen in Figure 6 (c and d) , the delivery ratio is insensitive to the followed scheduling policy. However, they affect the message delivery latency. HTFO performs the best because, with HTFO, messages that have the higher chance to reach the cast (given their large lifetime) are consistently prioritised over messages that are likely to not make it to the cast (and that is why the LTFO policy performs the worst).
In order to grasp a better idea about how values of message delivery ratio are distributed for all different messages, we present Figure 7 , which depicts a scatter plot for permessage delivery ratios (for 1437 messages) for both GSAF and GeoEpidemic. These results are extracted by running a simulation with the default values, as described in Section IV-B. According to the figure, the accumulation of message ratios in our protocol is above the average delivery ratio (∼60%). As mentioned above, GeoEpidemic performs much worse. Note that the number of messages that are never delivered to the destination cast is ∼150 for GSAF and ∼800 for GeoEpidemic.
2) Influence of buffer capacity: For the second experiment, the user density and message lifetime remain unchanged in order to observe the impact of the buffer size on the performance of the proposed protocol. The buffer is able to keep certain amount of messages based on its overall capacity. As discussed at the beginning of this paper, DTNs use store-carry-forward scheme to exchange information between the hosts. The greater the buffer size, the more messages a device can carry around to deliver to the destination cast. The problem with large buffers, apart from the fact that they are rather expensive, is that in opportunistic networks, there is not enough time to exchange all buffered messages, given the limited bandwidth and, more importantly, the mobility of users. Figure 8 confirms the fact that GSAF performs better compared to GeoEpidemic. When Wi-Fi is used, the message delivery ratio increases with the buffer availability because a device can exchange all its messages with other devices when they encounter each other. However, the situation is very different when Bluetooth is used; the delivery ratio reaches a plateau (∼30%) when the buffer size becomes 15 MB.
The results for the delivery latency follow a similar pattern compared to the previous set of simulations. Note that the latency increases along with the buffer size (for all buffer scheduling policies) for the reasons mentioned above. In this case, the buffer capacity of 20 to 25 MB is adequate for GSAF to handle network traffic. Overall, GSAF is more efficient with respect to buffer usage compared to GeoEpidemic.
3) Influence of message lifetime: The third experiment is designed to study the impact of message lifetime on the overall performance of the geocasting protocol. As discussed in the design section, we define a delivery interval during which a message is valid. This interval effectively narrows down the amount of recipients located in a geographical cast. As shown in Figure 9 , the delivery ratio for both GSAF and GeoEpidemic decreases as the message lifetime increases. This is counter-intuitive and highlights the rather complex nature of opportunistic networks; one would expect that as the lifetime of a message increases, then there would be more time to deliver it in its destination cast. However, longer lifetimes imply the need for larger buffers to store (and carry) the messages and higher bandwidth to exchange them. Given the finite (and rather limited) nature of both of them the delivery ratio actually decreases as the message lifetime increases because messages are being extinct due to the lack of buffer availability. Also note that longer message lifetimes mean larger number of recipients (that resided in the cast within the message lifetime) which through time may have moved out of the cast. The results for the delivery latency follow a similar pattern with the ones presented above. The HTFO buffer scheduling policy performs the best for the same reasons as the ones described in Section IV-C1. 4) Network overhead: As mentioned in Section II, a routing protocol (including a geocasting one) for opportunistic networks must keep the number of exchanged messages low, while still being able to perform well. Exchanging more messages means higher battery consumption and requires more bandwidth and larger buffers. In the following we investigate the network overhead, in terms of the total number of relayed copies of messages, by looking at the results of the simulation with the default parameters. Figure 10 presents the total number of relayed message copies for different numbers of users, buffer sizes and message lifetimes, respectively. It is obvious that the GeoEpidemic protocol, which follows a flooding approach, attempts to send as many messages as possible (e.g. as the number of devices in the network increase or as the available buffer size increases). In contrast, GSAF always limits the number of messages by employing the ticketbased approach, as explained in Section III-B. Our protocol manages to keep down the number of relayed messages to around 150,000 copies, while GeoEpidemic sends up to 12 million copies.
5) Influence of the number of initial tickets (T): GSAF's first phase heavily relies on the number of tickets (T) a message is assigned with upon its creation. As mentioned in Section III-B, the value of T could be dynamically adjusted (e.g. based on the inferred device density) to a value that provides the best performance. In this section we investigate how different values of T influence GSAF's performance. We are interested in looking at how sensitive GSAF is to T, which, in turn, means what the penalty of misconfiguring T in a dynamic approach would be. The results shown in Figure  11 are promising. The delivery ratio is not sensitive to T (especially around the optimal value) and, therefore, values Fig. 11 : Sensitivity analysis for T around the optimal one (for the specific default simulation scenario) would perform adequately well (i.e. ∼60% compared to ∼53 -58%). The results are similar for the message delivery latency. Finally, it is well-expected that the number of relayed messages will increase as T increases. Note that when Bluetooth is used, this number reaches its highest when T is 8; after that point the bottleneck becomes Bluetooth's bandwidth.
V. CONCLUSION
In this paper we have presented Geocasting Spray And Flood (GSAF), a simple but efficient and flexible protocol for geocasting messages in opportunistic, delay-tolerant networks. We highlighted significant challenges in geocasting in the context of opportunistic networks and described how GSAF deals with these challenges, overcoming limitations of existing approaches. GSAF delivers messages to their destination casts in two phases. During the first one a message is replicated in a controlled way (using a ticketing mechanism) to encountered devices. When the message reaches its destination cast, GSAF's second phase is enabled and the message is carefully flooded within the limits of the cast. Casts need not be pre-defined and users are free to define their own casts even on a per-message basis. Casts are polygons in a two-dimensional space, allowing for flexible and efficient information dissemination.
We implemented GSAF in the One Simulator and extensively evaluated its performance and general behaviour using a wide range of simulations. GSAF always performs better compared to GeoEpidemic, a geocasting adaptation of the epidemic routing protocol. GeoEpidemic has been used as an upper bound benchmark in other papers but for GSAF is a lower bound. GSAF is also battery-and network-friendly by requiring less relayed message copies, compared to GeoEpidemic, to reach the destination casts for each message. Finally, we presented results that indicate, the value of the initial tickets assigned to a message can be dynamically adjusted based on e.g. user density or mobility patterns, since slight misconfigurations do not severely affect GSAF's performance.
