The efficient computation of multinormal integrals is an important problem of multivariate statistics. In this paper it is shown, that using methods of asymptotic analysis, asymptotic expansions for multinormal integrals can be obtained. These results are an extension of a result obtained by Ruben (1964, J. Res. Nat. Eur. Standards B 68, No. 1 3-11). While the approximations of Ruben are valid only for domains bounded by hyperplanes, the results given here also apply to domains with nonlinear boundaries.
INTRODUCTION
In many practical applications of probability theory it is necessary to integrate n-dimensional probability densities over parts of the n-dimensional real space. The available numerical procedures, however, become extremely time-consuming if the dimension n increases above moderate values (numerical integration) or if the value of the probability integral is close to zero or close to one (Monte Carlo methods). For the important case of the multinormal distribution, a survey of the available results can be found in Johnson and Kotz [8] . One such result is due to Ruben [9] who gave an asymptotic approximation for the multinormal integral over domains bounded by hyperplanes, the distance of the domain from the origin approaching infinity.
In general, an alternative way to deal with multidimensional integrals is provided by the asymptotic analysis studying the behaviour of integrals depending on parameters which approach certain limits. In a number of important examples this procedure allows the derivation of simple approximations.
A review of those methods is presented in Bleistein and Handelsmann [l] and Fedoryuk [4] . The methods described there are restricted to domains whose boundary is smooth at the critical.point while Ruben's solution covers only domains bounded by finitely many hyperplanes and to integrands being multinormal density functions. In the present paper which summarizes and generalizes previous results of the authors (see Breitung [2, 33 and Hohenbichler [7] ) a general theorem is derived about the asymptotic approximation of multidimensional integrals over domains which are given by intersections of smooth sets. This theorem generalizes Ruben's result to nonlinear boundaries and arbitrary density functions. It requires the determination of certain critical points on the boundary of the domain of integration and the computation of the first and second derivatives of the density function and the functions defining the boundary in those points.
NOTATION
In the following W' denotes the n-dimensional real space and R; the subset of R" which consists of the vectors with non-negative components. Only measurable sets will be considered. The closure of a set Fc R" is denoted by F". Column vectors in [w" are denoted by x, y, . . . and their transposes by x', y', . . . . The origin in Iw", i.e., the zero vector, is written as 0 and the unit vector in the direction of the kth axis as ek. The euclidian norm of a vector x is denoted by 1x1.
For a function f: IR" + R which is twice differentiable, the first and second derivatives with respect to xi and xi (i, j = 1, . . . . n) at x are denoted by f'(x) and f"(x). The gradient off(x) at x is written as Vf(x).
Let h: Iw + [w and g: IR -+ R be two functions such that there exists a x,, > 0 with g(x) # 0 for all x > x0. Then, the relation
is abbreviated as usual in asymptotic analysis by:
g(x) -h(x) (x-+ co).
A THEOREM ABOUT THE ASYMPTOTIC APPROXIMATION OF MULTIDIMENSIONAL INTEGRALS
In the books of Fedoryuk [4] and Bleistein and Handelsman [l] several results about the asymptotic behaviour of multidimensional integrals over domains bounded by a hypersurface are given. Here, we will derive a generalization of those theorems. For this purpose first some lemmas will be proved. In Lemma 1 it is shown that under certain conditions the asymptotic behaviour of a multidimensional integral depending on a parameter is completely determined by the values of the integral near the maximum of the function in the integration domain. Lemmas 2 and 3 give asymptotic approximations for integrals of a special form. Lemma 4 comprises the results of Lemmas 2 and 3. The general case covered by Theorem 1 is, by a suitable coordinate transformation, reduced to the case considered in Lemma 4. (A*) f is defined on the closure F" of F and is continuous on F", has an unique maximum at y0 and for some E > 0 the set { y E F"; f(y) >f(yo) -E} is compact.
Proof of Lemma 1. For 13 1 and f(y) 2 f(y,) -6, we have
In the same way we have for 12 1 and f(y) < f(y,) -E:
(1) (2) In the sequel the following notations are used:
G ( Since f(y) ,< f(y,) for all YE F, (2) implies (with E =0) G,(A, W) < exp((l-1) f(y,)) G,(l, IV) < co for each il> 1 and each WC UP'. Without loss of generality we assume now that ho : = h(y,) > 0.
At first it is shown (*) If V is a neighbourhood of y0 with h(y) > 0 for all y E V, then for each neighbourhood W of y,, with VC W:
For a proof of (*) we notice that E : = j(y,J -sup { f (y); y E F\ V} > 0. Due to the continuity off at y0 there exists a neighbourhood V, c V of y,, such, that for all YE V,:
Since h(y) > 0 for y E V, , this gives with (1):
(Note that G,(l, VI) >O due to condition (B).) Further, due to (2),
(with G,( 1, V) < co due to condition (C)).
Combining the last two inequalities (3) and (4) yields:
. ~,(~, V)
Since h(y) > 0 for all y E V,
Further.
(5)
The relations (5), (6) , and (7) imply together:
This proves (*). Let now V be an arbitrary neighbourhood of y,,. Then there is a neighbourhood V, c V of y,, with h(y) > 0 for all YE V, due to the assumption. From (*) it follows then: and WA V,) N W, W @-*co).
Combining these asymptotic relations finally proves Lemma 1. Then the following asymptotic relation is valid (with 13 1 being a real parameter):
Due to condition (c), f(x) is continuously differentiable in a convex open neighbourhood V of the origin and, by a Taylor expansion, we obtain for all x in this neighbourhood:
with 0 < Q(x) < 1.
Due to the conditions (at(c) and Eq. (9) there exists an E,, >O with 0 < e0 < 1 such that for all E with 0 <E <e. some C?(E) exists with:
where VE:= {x~[W":lx~l<B(~)for
Let now F:= Dn KY+ and
Due to (a)-(y) we obtain
By applying Lemma 1,
we find that for ,I + co:
On the other hand, with y0 = 0 the conditions of Lemma 1 are fulfilled and thus
for each E with 0 < E < E,,.
The last two relations together imply By boundingf(x) from below in a suitable set it can be shown in the same way that
Therefore:
This proves Lemma 2. then the following asymptotic relation is valid:
Proof of Lemma 3. A proof of this lemma can be found in Bleistein and Handelsman [ 1, Chap. 8.31, but in that text the conditions under which the lemma is valid are not exactly specified. For an exact proof see Fedoryuk [4, Chap. 2 
Proof of Lemma 4. Define This implies again a'k(e(x) x) j;:
where 5 In +kv2 .
Since this is valid for all E with 0 <E < .sO and due to relations (14) and (15), there is in the limit lim supI(i.)g 1.
2-m 7(A)
In the same way Z(n) can be bounded from below. Therefore,
This proves Lemma 4.
We are now ready to prove the general theorem. The following assumptions (Vl-V8) are made: (b) Under the given conditions (Vl)--(V5) it is always possible to represent Vf(y*) as a unique linear combination of the Vg,(y*) (see Hestenes [63) . In the proof of Theorem 1 it is, as a side-result, also shown that yi < 0 for I< i < k. Therefore, the only essential condition required in (V6) is that the 7;s are non-zero. 
Remark 4. This theorem is a generalization of the multidimensional Laplace method in the case of a boundary maximum (see [ 1, Chap. 8.3; 4 Chap. 2, paragraph 43) . Whereas in these references it is assumed that the boundary is smooth near the maximum point, the boundary here is allowed to be not differentiable at the maximum point. The functional matrix D&y*) of u at y * writing ai : = Vg,(y*) is given by and so due to (V2) and the standard rules for evaluating determinants,
Since the functional determinant of u is non-zero at y*, there exist neighbourhoods V, c W of y* and U, of x* = u(y*) =0 such that the restriction u( v,: V, --) U, of u to V, is a bijective and twice continuously differentiable function with det(D,(y)) # 0 for all y E I',. Therefore, the inverse mapping t: U, + I', is also bijective and twice continuously differentiable and its functional matrix D,(x*) at x* is given by:
Without loss of generality, U, can be assumed to be bounded and closed.
Since V, n F = V, n n F= 1 { gi 2 0} due to condition (V3) it follows that U,~(([W:XIW"-~)=U(V,~F).
Using the theorem for integral transformations we obtain:
Now it is demonstrated that Lemma 4 can be applied to the last integral. The condition (a) of the lemma is fulfilled due to assumption (Vl ) and since Idet(D,(x))l is a positive continuous function in the integration domain. Due to assumption (V5) at y* there is the unique maximum of f(y) with respect to the set V, n F. Therefore, due to the definition oft at 0 there is the unique maximum of the functionf(t(x)) with respect to the set U, n (R", x R" -k); hence condition (b) is satisfied. Condition (c) is fulfilled due to the choice of U,. In order to show that conditions (d) + (e) are fulfilled also, we have to compute the needed derivatives off(t(x)) at x = 0.
Since t is the inverse mapping of u we have for the functional matrix D,(x) at XE U,:
This yields for i, j= 1, . . . . n: "Cl de)) $xX) = 6,.
Due to condition (V2) and the definition of u we have u,f(y*)=o for j= 1, . . . . k; p=k+l n 9 **., Note in particular that Ti(0) = yi which without making use of "yi < 0" implies that yi < 0, since f has a local maximium at x =0 in U, n (rW: x 0%'" -'); compare Remark 3(b) .
The last series of equations is summarized in
whence condition (d) of Lemma 4 is fulfilled for T(x). Using Eq. (21) and assumption (V6) we obtain for i, j = k + 1, . . . . n: 
Due to conditions (Vl) to (V8) and since y* is an interior point of I/, we can use Lemma 1 and obtain s (A + 03).
Fn V,
Combining the last two relations proves the theorem.
Remark 5. In the case that there are several points yl, . . . . y, (I>, 1) in F where the function f(y) achieves its maximum with respect to F, a similar result can be obtained. The set F is partioned in I sets F,, . . . . F, such that FVnFP=O for v#p and Utzl F,=F and y, is an interior point of I;,. Then, for each set F, Theorem 1 will be applied and the sum of the approximations will give an approximation for the integral over F. Let 13 1 be a real parameter. Then
In the following corollaries for several cases, the asymptotic form of P(IF) is given which can easily be derived by applying Theorem 1 to the right-hand integral in Eq. (26). COROLLARY 1. Let g,(y) := ai(y-y*), i= 1, . . . . n be n linear functions where ai and y* are constant vectors with det((a,, . . . . a,)) # 0 and y* = --C;=, yiai with yi< 0 for i= 1, . . . . n. Then, for the set F defined by F= n;=, {y; gi(y) 3 0}, the following asymptotic relation holds: Idet((a,, . . . . an)lI~l(~l l~ile')J~nVn(ny*).
(On applying Theorem 1 note that cp,(Ay) = (2~) -n/Z exp(Ay(y))). In this paper a method for approximating multidimensional integrals has been derived which is a generalization of known methods of asymptotic analysis. All those methods are based on the evaluation of the local behaviour of the integrand at certain critical points. While, however, the known results are restricted to the case that critical points either lie in the interior of the integration domain or, if they lie on the boundary, the boundary is there twice continuously differentiable, the main result of the present paper allows the critical points also to lie on an edge or corner of the integration domain.
The aim of the authors was the computation of multinormal probabilities rather than the extension of the theory of asymptotic analysis. In view of Remarks 3(b), 5, and 9, Corollaries 1 and 3 cover most of the practical cases with extreme probabilities.
