This paper deals with the design of feedback controllers for a chaotic dynamical system l i e the Duffing equation. Lyapunov theory is used to show that the proposed bounded controllers achieve global convergence for any desired trajectory. Some simulation examples illustrate the presented ideas.
Introduction
Starting with (7) controlling chaotic systems has recently become an extremely exciting and interesting research area, see the bibliography [l) and the paperscollection 181. Basically, the method advocated by Ott, Grebogi and Yorke [7) consists of making small time dependent perturbations on available system parameters so that an initially chaotic system is steered t* wards any orbit contained in the chaotic attractor. The OGY-method, and more general, most literature on control of chaos, seems distinct from what is called control theory, although some clear connections exist. The purpose of the present note is to work out, by means of a specific example, from a control theoretic point of view, a feedback control scheme that ensures the tracking of any desired trajectory under given input constraints. The example we consider is the controlled forced Duffing equation [Z, 61: z +pi. + p13: + z3 = U + qcos(wt)
(1) with p 2 0, p l , q and w constants and U(.) the (physical) control. For U E 0, depending on the choice of the constants, it is known that solutions of (1) exhibit periodic, almost periodic, and chaotic behaviour; see e.g. [2] . Typically the control U in (1) can be understood as a force (torque) applied to the uncontrolled forced Duffing equation. Clearly this also distinguishes the way controls appear from typical 'control of chaos' work like in the OGY-method, see [7] , where control actions are generated via parameter perturbations. N s tably, the differences with the OGY-method may be summarized 88:
The proposed state feedback controller achieves global tracking, i.e. no matter where the original system starts and no matter whether the uncontrolled system has a chaotic attractor or not.
Tracking towards any desired trajectory is guaranteed, in particular the desired trajectory may not be an uncontrolled system trajectory, the prize b e i i that a nonzero control action is needed to stay on the desired trajectory. The tracking is achieved by means of a state feedback controller, which automatically acts as an error correction mechanism.
The organization of this pgper is as follows. In section 2 bounded feedback controllers, which are of composite form, are given. Simulations illustrating the control performance and tracking ability of the controllers are given in section 3. Section 4 contains concluding remarks. We conclude this introduction with some terminology and notation.
Let F denote the class of nondecreasing continuous differentiable functions f : R + R satisfying f ( 0 ) = 0, f'(0) > 0 and SUP,~R If(z)l 5 I. T h i s class is a subset of the class of saturating functions proposed in [3] . Examples of functions f(z) E T are f(z) = tanh(z) and Throughout we discuss the tracking problem under input constraints. Therefore we assume that the trajectory 51 to track is bounded and has bounded first and second derivative, i.e. there exist positive constants Bo, B1, and B 2 such that f(z) = arctan(z). A specific case which deserves separate attention, is formed by those desired trajectories that satisfy
for some B 2 0. ckarly, when B = 0, 2 d is a trajectory of the uncontrolled system, and in this case our work is related to (but different from) various other control of chaos papers, see e.g. [SI.
equation
Assume we want the system (1) to follow any smooth desired trajectory z d ( t ) , satisfying (2). For this purpose, we select the control via a state feedback law
where e z -Z d , & and Kp are positive constants, and f1,f' E 3.
The controller (4) consists of two components, namely qcos(wt), which can be computed off-line, Kpe + Kde.
the feedforward part: jld
The feedback terms in (4) are required to guarantee that the system converges towards z&). Once on this trajectory, the feedforward component keeps the q~+ tem moving along it; note that this part equals zero if xd is a trajectory of the uncontrolled system. The closed-loop system consisting of (1) and (4) 
which is positive definite. Along the closed-loop error dynamics (5), its timederivative becomes:
which is negative definite on R provided that 
which is negative semi-definite in the state (qk). Therefore, we have to determine the largest invariant set in {(ilk) E R21V1(z,k) = 0 } , which is the origin. It may be observed that the upperbound (14) is not accurate and thus possibly a better bound exists. 3 
Simulations
To support our results, we simulated with MATLABTMthe system (1) with the controller (4). The Duffing parameters were selected as p = 0.4, p1 = -1.1, q = 2.1 and U = 1.8, in which case the
Duf€ing equation displays chaotic behaviour [2].
In our first simulation we initialize our system in (z(O), i(0)) = (0,O) and the desired trajectory to track is an orbit of the uncontrolled system (i.e. B = 0), initiated in (zd(O),kd(O)) = ( 0 , l ) . To see clearly the difference between the chaotic uncontrolled motion and the regulated system, no control is applied during the first 30 seconds. At t = 30s we initiate the composite controller (13) with Kp,l = 5, &,I = 3, Kp,2 = 5 and Kd.2 = 7. The switching moment t, is taken aa the first moment t at which both Iz(t)l 5 CO = 0.1 and Ik(t)l 5 C, = 0.1. The resulting performance is depicted in Figure 1 .
We can see in Figure la that within five seconds the system perfectly follows the desired trajectory. In Figure I b we can see the control-effort is initiated at t = 30. At t = 32.6 the state is small enough to switch to the second phase controller in order to establish tracking of the desired trajectory. To show that we are able to track any desired trajectory, Figure 2 shows an anologous simulation, only our desired trajectory z&) has been taken as Zd(t) = sin(t). We again see that within five seconds, our controller succeeda in tracking the desired trajectory, but, of course, a nonzero controtaction in order to follow the desired trajectory ia needed. With Figure 3 shows the resulting performance when we redo our second simulation, tracking of z d ( t ) = sin(t), but this time we switch as soon 89 both le(t)l 5 0.1 and Ie(t)l 5 3.0. The resulting estimate for the upperbound on the control-effort can be calculated to satisfy \u(t)l 5 35.7. 4 
Concludingremarks
We have presented a bounded feedback conti-oiler for trajectory tracking in the forced D&g equation. The methodology under which we have set up the controller (13) is subject to various modifications.
1.
In the first stage of the composite controller we ateer the system towards the origin; if the desired trajectory is far away from the origin it may b e come more profitable to steer the system with a slightly modi6ed controller towards a point closer to the desired trajectory. 
2.

