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ABSTRACT 
 
Modern power systems face increased risk of wide area blackouts caused by extreme 
weather events, man-made errors, cyber-attacks, and other threats. In order to promptly 
restore power after a blackout, an efficient black start restoration methodology should be 
developed. Emerging smart grid technologies such as remote control switches (RCSs) and 
distributed energy resources (DERs) present significant potential that can be leveraged for 
developing advanced black start restoration methodologies. 
In this dissertation research, a new black start restoration (BSR) method, which could 
be used in distribution management system (DMS) or microgrid control center (MGCC), 
was presented. The BSR problem was formulated as a dynamic optimization problem in 
order to coordinate the dispatching actions of DERs and the switching actions of RCSs 
over multiple decision time steps. Several linearization techniques were presented to re-
formulate the dynamic optimization model as a mixed-integer linear programming (MILP) 
model. The rolling-horizon functionality was used to reduce the computation time. The 
MILP mode was simulated in MATLAB® using YALMIP Toolbox and solved in the IBM 
CPLEXTM solver. 
Several case studies were conducted to illustrate how the new BSR method works on 
the modified IEEE 13 node and 123 node systems installed with dispatchable distributed 
generations (DGs), renewable DGs, energy storage systems (ESSs), and RCSs. OpenDSS 
was used to simulate power flow, and PSCADTM/EMTDCTM was used to simulate 
frequency response. The new BSR method was able to generate black start sequences in 
 iii 
 
response to varying operating conditions such as balanced and unbalanced conditions, cold 
load pick up (CLPU) conditions, and different fault scenarios.  
The performance of the new BSR method was analyzed through extensive case studies. 
It was observed that using properly selected rolling-horizon parameters could reduce the 
computation time and achieve near-optimal solutions. However, some operating 
conditions resulted in infeasible solutions, such as limited DG ramp rate and capacity, 
heavy loading conditions, and excessive fluctuation of renewable DG outputs and load 
demands.  
The new BSR method can be further improved by incorporating a method for 
determining the rolling-horizon parameters without conducting exhaustive case studies 
and developing an integrated structure to coordinate with DG primary controls. 
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 1 
 
1 INTRODUCTION 
 
1.1 Introduction 
Modern power systems are threatened by increased frequency and severity of extreme 
weather events, which can cause a catastrophic impact on energy infrastructures[1-3]. For 
instance, more than 6.5 million people lost power during Hurricane Irene and more than 8 
million people were affected by Superstorm Sandy [3, 4]. Similarly, over 1 million people 
in the state of Florida lost access to electricity during Hurricane Matthew [5]. In 2016, as 
of September, a total of 12 extreme weather events have been reported to cause losses 
exceeding $1 billion across the United States [6]. The inflation–adjusted cost of weather–
related outages is between $25 billion and $70 billion annually [3]. Unfortunately, the 
frequency and severity of weather-related events continue to increase due to the changing 
global climate, which makes power systems prone to experience more weather-related 
outages [1]. Even though the modern power systems are designed to meet the “N–1” or 
“N–2” criteria to achieve a certain level of robustness, an excessive number of 
contingencies induced by extreme weather events will likely bring down part or the entire 
power system. For example, Hurricane Sandy was an “N–90” event [7]. In addition, 
rapidly growing demand and economical operation of power systems under a deregulated 
environment will force power systems to operate with limited stability margins, hence 
increasing the risk of system collapse and cascading failures [8]. Furthermore, recent 
research has shown that coordinated cyber-physical attacks and terrorism attacks are 
becoming potential threats that can cause large-area power blackouts [9, 10]. Natural 
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disasters and coordinated cyber–physical attacks can also deteriorate the functionality of 
communication networks, which are critical to performing supervising and controlling 
during the restoration process [11]. 
Distribution networks contribute over 90% customer outage–minutes in the United 
States [12]. Power outages in distribution systems can be caused by unscheduled events 
(e.g., fallen trees, lightning, storms, equipment failure) and scheduled events (e.g., regular 
maintenance, equipment installation) [13]. The modern electricity-driven lifestyle is 
vulnerable to power disruptions. When a power outage occurs, customers will lose 
electricity access and experience an extended impact on social, political and economic 
activities [14]. Conventional distribution systems are solely energized by substations. 
When a general blackout occurs, distribution systems will be fully de-energized, and they 
must be restored by energizating the substations first. For a blackout caused by extreme 
weather events, it will take several hours or even days to fully restore the system. 
Emerging technologies such as distribution energy sources (DERs) and remote 
controllable switches (RCSs) demonstrate great potential that can be leveraged for 
developing advanced black start restoration (BSR) methodologies for distribution systems 
and microgrids [15, 16]. Specifically, some distributed generations (DGs) and energy 
storage systems (ESSs) can be started to energize critical loads during a power blackout. 
RCSs can be strategically opened or closed to interconnect these power sources with 
customer loads. The temporarily developed system can be operated as a dynamic 
microgrid [17]. For a large-scale system with many DERs, multiple microgrids can be 
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formed [17-19]. The customer loads within a microgrid can be continuously supported by 
properly operating the DERs within the same microgrid.  
Most of the existing service restoration methods for distribution systems and 
microgrids only take into consideration a single local power outage and assume 
substations are intact. However, a general blackout can cause multiple outages at different 
locations including substations. The research on black start for distribution systems and 
microgrids is limited. The main shortcoming of many of the existing BSR methods is that 
they only generate restoration solutions that represent a single operating point [20-26]. 
However, the restoration sequence, which is critical to successfully implementing the 
restoration process, is needed. The presence of multiple DERs and time-varying load 
demand further necessitates the capability of a BSR method to generate feasible 
restoration sequences.  
In this dissertation research, a new integrated BSR method for distribution systems 
and microgrids was presented. The new BSR method was formulated as a dynamic 
optimization problem, which could coordinate the dispatching actions of DERs and the 
switching actions of RCSs over multiple discrete time steps. The new BSR method can be 
implemented on a notional computer in distribution management system (DMS) or 
microgrid control center (MGCC). The new method was able to generate restoration 
sequences in response to varying operating conditions through a series of case studies. The 
system can be energized by implementing the restoration sequence step by step, while 
satisfying various operational constraints during the restoration process.  
The major contributions in this dissertation research are in the following four areas.  
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Firstly, the BSR problem was formulated as a dynamic optimization problem, which 
can determine the dispatching actions of DERs and the switching actions of RCSs over 
multiple discrete time steps. Unlike many of the existing BSR methods that can only 
generate single-step solutions, the new BSR method can generate a sequence of control 
actions that optimally coordinate DERs and RCSs at each time step. The system operator 
can carry out the control actions specified in the restoration sequence to energize the 
system step by step, while ensuring the operational constraints are satisfied during the 
restoration process.  
Secondly, multiple isolated microgrids could be developed by sequentially grouping 
DERs and loads. A set of topological rules were defined for RCSs and translated into the 
dynamic optimization problem formulation to ensure that each microgrid is operated in 
the tree topology, and multiple DERs can be dispatched to balance time-varying load 
demand within each isolated microgrid.  
Thirdly, the nonlinear dynamic optimization model was linearized as a mixed-integer 
linear programming (MILP) model, which can be effectively solved by commercial 
software such as CPLEX and GUROBI. In addition, several linear models were proposed 
to address the practical concerns associated with black start and unbalanced operating 
conditions, such as cold load pick up (CLPU) issues and DG current unbalance limits. A 
rolling-horizon approach was implemented to reduce the computation time.  
Fourthly, a comprehensive study was conducted to examine how the new BSR method 
works. In this dissertation research, the new BSR method was applied on balanced and 
unbalanced three-phase systems with dispatchable distributed generations (DGs), energy 
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storage systems (ESSs), renewable DGs, and RCSs. The new BSR method was able to 
generate restoration sequences in response to varying operating conditions. The 
performance of the new BSR method using different rolling-horizon parameters under 
different operating conditions was analyzed through a set of extensive case studies.  The 
results indicated that the new BSR method could provide near-optimal solutions when the 
rolling-horizon parameters were properly selected. 
1.2 Organization 
This dissertation is organized into five sections. Section 2 introduces the existing BSR 
methods in the literature. Section 3 introduces the BSR problem and the BSR solution 
methodology. In section 4, the results of case studies and performance analysis are 
presented and discussed. The conclusions and future work are presented in section 5. 
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2 LITERATURE REVIEW 
 
2.1 Introduction 
The service restoration for power systems has been studied since more than 100 years 
ago [27]. Enormous efforts and resources have been devoted and invested in power 
systems to improve the efficiency and resiliency, making power system the most complex 
network ever built by mankind. Power systems are designed to meet the “N-1” or “N-2” 
criteria to achieve a certain level of robustness, meaning the system can survive from 
losing any one or two of its N components and keep operating within the stability margin 
[28]. However, as modern power systems are interconnected into a huge network that 
geographically stretches over thousands of miles, any extreme weather events or 
coordinated cyber-physical attacks can easily compromise multiple components 
simultaneously and result in large-scale power outages. Therefore, it is critical to develop 
a restoration methodology to improve the resilience of power systems.  
Growing needs for improving power reliability and reducing dependence on fossil 
fuels have caused increasingly DERs installed in both transmission and distribution 
systems [29]. Declining prices and tax incentives also encourage people to use renewable 
energy resources in homes, buildings, public facilities and so on [30]. Also, given the fact 
that the microgrid market is growing fast in popularity, it is desired to fully leverage the 
value of DERs and microgrids. The integration of DERs and microgrids into distribution 
systems and microgrids provides a great opportunity for developing efficient restoration 
methodologies [30-32]. 
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In this section, first of all, the concept of resilience is introduced, and the outage 
management procedures are presented. Next, conventional restoration methods in the 
literature are reviewed. The CLPU issues are introduced, and the existing methods for 
addressing CLPU issues are discussed. Then, several emerging smart grid technologies 
are introduced. Different types of DERs and microgrids are introduced and categorized 
based on their roles in performing black start restoration. Next, the existing restoration 
methods using DERs are reviewed. Finally, the problems with the existing methods are 
summarized, and the motivation for developing a new black start restoration methodology 
is introduced.  
2.2 Resilience of Distribution Systems 
C.S. Holling firstly defined resilience for ecological systems in 1973 as “a measure of 
the persistence of systems and of their ability to absorb change and disturbance and still 
maintain the same relationships between populations or state variables” [33]. This 
fundamental definition has been adapted for various systems. However, the resilience of 
power systems still lacks a commonly-accepted definition. Electric Power Research 
Institute (EPRI) identified three elements of the resilience for distribution systems (shown 
in Figure 2.1): prevention, recovery, and survivability [34]. Prevention refers to all means 
of tools and techniques for hardening the distribution systems to prevent or limit the 
damage caused by unexpected catastrophic events; for example, replacing aging poles and 
transformers, replacing overhead lines with underground lines, installing sectionalizing 
switches. Recovery refers to the use of tools and techniques for restoring the electricity 
service to affected customers as soon as possible. Many factors are involved in performing 
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recovery. For example, before a storm hits a power system, damage prediction and 
response should be performed in order to dispatch crews and resources to the field in 
advance. Then post-event damage assessment and service restoration will be initiated to 
restore the electricity service to affected customers using various tools and technologies. 
Survivability refers to the use of technologies to facilitate customers, communities, and 
facilities to perform partial function without accessing the grid power. For example, during 
a severe weather event, some critical loads (e.g., hospitals, traffic lights, prisons) can be 
continuously supplied by backup generators or batteries.   
 
Recovery
· Damage assessment
· Load reduction
· Crew deployment
· Resource allocation
· Service restoration ...
Prevention
· Vegetation management
· Underground installation
· Overhead distribution 
reinforcement
· Pole and line design
· Reconfiguration ...
Survivability
· Uninterruptible 
power supplies
· Back up generators
· Alternative feeder
· Community energy 
storage ...
 
Figure 2.1. Three elements of resilience identified by EPRI for distribution systems [34] 
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All the three aforementioned factors should be taken into consideration in order to 
improve the overall resilience. It is worth noticing that some innovative tools and 
technologies can enhance two or three resilience factors once being deployed. For 
instance, installing sectionalizing switches can be beneficial for hardening the power lines, 
and it also enables the fast service restoration through reconfiguration during the post-
event stage [35, 36]. Another example is the deployment of DERs and microgrids, which 
can be used for providing power to critical loads and help customers ride through the 
outage [1, 19, 20, 32]. However, in some cases, enhancing one resilience factor may cause 
a negative impact on other resilience factors. For example, replacing overhead lines with 
underground lines can significantly enhance the system robustness to certain disasters 
such as hurricanes and storms. However, once the underground lines are damaged for 
some reasons (e.g., earthquake), it will take much longer time for replacement and repair, 
hence prolonging the recovery duration [37].  
Improving the power system resiliency against extreme events requires devoting 
efforts throughout the entire restoration process. The system resilience level as a function 
of time can be described by a conceptual curve, as shown in Figure 2.2, which is adapted 
from [38]. The vertical axis represents the system resilience level, which is determined by 
certain quantification measures. The horizontal axis represents the time, which can be 
hours or days, depending on the scale and severity of the event. Assuming an extreme 
weather event is in process between 𝑡0 and 𝑡𝑒, the system infrastructure should be robust 
enough to withstand the initial disturbances without losing any customers, since the 
system is designed to meet “N-1” or “N-2” criteria. The resilience level under pre-event 
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conditions is denoted by 𝑅0. During this stage, damage prediction should be performed, 
crews and resources (e.g., tools, vehicles, equipment) should be properly allocated. As the 
extreme event progresses, many facilities (e.g., power towers, transmission lines, 
substations) may be damaged or tripped to cause multiple contingencies. The system can 
no longer maintain the original resilience level. Accordingly, the resilience level drops 
from 𝑅0 to 𝑅𝑝𝑜, and achieves the post-event degraded state at time 𝑡𝑝𝑒 . From 𝑡𝑒 to 𝑡𝑟, the 
damage assessment will be performed and the restoration strategies will be developed 
accordingly. Based on various data sources, the faulty areas caused by the extreme events 
will be identified and located. From 𝑡𝑟 to 𝑡𝑝𝑟, all means of restoration strategies will be 
performed to restore the system from the post-event degraded state. As the extreme events 
progresses, new contingencies may occur and interrupt the pre-planned restoration 
strategies from time to time. So, it is critical to update the restoration plan accordingly to 
adapt to changing situations. At time 𝑡𝑝𝑟, the resilience level will increase from 𝑅𝑝𝑒  to 
𝑅𝑝𝑟 and achieve the post-restoration state. Considering some components can be damaged 
severely, it may be not possible to replace or repair them within a short time. So, the 
resilience level during the post-restoration stage may be lower than the pre-event resilience 
level 𝑅0. Most customers should be restored using various tools and technologies during 
this stage. As all the affected components and customers are restored from 𝑡𝑖𝑟 to 𝑡𝑝𝑖𝑟 , the 
system will be fully recovered, and the resilience level increases from 𝑅𝑝𝑟 to 𝑅0.  
It is worth noticing that each stage may take different amount of time, depending on 
the severity and the type of the event. In addition, transition between different stages also 
requires different amount of time. We can see that the restoration stage from 𝑡𝑟 to 𝑡𝑝𝑟 
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plays an essential role in restoring the system back to normal conditions. In the next 
subsection, the outage management system used for service restoration will be introduced.  
 
 
Figure 2.2.  A conceptual resilience curve during and after an extreme event (Reprinted from [38]) 
 
2.3 Outage Management for Distribution Systems 
Outage management system (OMS), as one of the core applications in the control 
center, is playing a mission-critical role for improving the power system resilience [39, 
40]. Figure 2.3 demonstrates the typical functionalities of OMS for distribution systems 
[41, 42]. Once a power outage occurs, the OMS will receive information from the 
distribution supervisory control and data acquisition (SCADA) system, customer 
information system (CIS), interactive voice response (IVR), and smart meters through 
advanced metering infrastructure (AMI), reports from the crews, and other applications in 
distribution management system (DMS). Based on the collected information, OMS can 
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perform damage assessment and keep monitoring the system operating conditions. Given 
a damage assessment report, OMS can generate a set of restoration strategies, which can 
be performed by either RCSs deployed throughout the system or by dispatching the crews 
to the field. As the extreme event progresses, damage assessment and fault identification, 
isolated and restoration (FDIR) application are performed iteratively, until the system is 
fully recovered [43].  
 
 
Figure 2.3. Outage management system for distribution systems 
 
Conventional OMS can only handle normal day-to-day outages, which involve 
relatively small number of customers [44]. When the extreme events are expected to occur, 
much more efforts should be devoted to coping with multiple outages. Figure 2.4 shows a 
framework for large-scale outage management, which has two additional stages compared 
to conventional OMS: damage prediction and crew staging. Damage prediction and crew 
staging are essential for reducing the outage duration for major disaster events such as 
storms and hurricanes [45]. Based on the weather forecast and history information, an 
estimation is performed to find out any areas and components that are highly susceptible 
to the events. Then the required number of crews with particular skills and tools should be 
SCADA
Automatic Metering System
Interactive Voice Response
Customer Info System
Other Applications in DMS
OMS
Remotely Control Commands
Dispatch Crews
Crews report 
Perform Repair 
and Restoration
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estimated. In the crew staging stage, crews are dispatched to the estimated fault locations. 
The damage assessment and service restoration are performed immediately after the 
storms and hurricanes pass through.  
 
 
Figure 2.4. Framework for large-scale outage management [44] 
 
The purpose of this dissertation is to develop an innovative black start restoration 
method, which can be integrated into the modern OMS and initiated right after the faulty 
areas are identified and isolated. The performance of the BSR methodology is critical for 
reducing the outage duration and in turn of great importance for improving power system 
resilience against local and large-scale power outages.  
2.4 Conventional Service Restoration for Distribution Systems 
Service restoration is a conventional topic that has been investigated by many 
researchers for the past few decades [46, 47]. Service restoration refers to the procedure 
of re-energizing a portion of the distribution system, which is isolated by protective 
devices after detecting a sustained fault. Note that black start is a special type of service 
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restoration. The system is usually assumed to be fully de-energized before performing 
black start.  
2.4.1 Service Restoration Procedures 
Conventional service restoration for distribution systems is performed through 
reconfiguration by remotely or manually changing the topology of the network, so as to 
transfer affected loads to other energized feeders while maintaining various operational 
constraints [47]. The outage duration will mainly depend on how long the event lasts and 
how fast the maintenance crew can pinpoint the fault and get to the location [48]. Figure 
2.5 demonstrates the architecture of a simple active distribution system. General service 
restoration can be carried out by performing the following procedures [41, 42]: 
Step 1) Information Collection. The outage management system (OMS) collects data 
from various types of entities such as the customer information system (CIS), 
interactive voice response (IVR), and advanced metering infrastructure (AMI), 
as well as the field measurements (e.g., protective relays, fault indicators, 
switchgear) through the supervisory control and data acquisition (SCADA) 
system. 
Step 2) Fault Location and Isolation. After being hit by severe weather events, a power 
system can be subjected to multiple faults that occur at different components and 
locations. Based on the information collected from the protective relays and fault 
indicators, the fault locations can be pinpointed and isolated by opening the 
switches installed along the feeders. Then, the maintenance crews are dispatched 
to fix the failed components in the isolated faulty areas. 
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Step 3) System Model Identification. The resources that can potentially participate in the 
restoration are determined in this step by assessing the availability and 
controllability of various components such as DGs, lines, switches, and loads.  
Step 4) Service Restoration. The restoration solutions are generated based on the updated 
system model. If a restoration solution cannot be successfully carried out for 
some reasons (e.g., loss of communication, or damaged by succeeding outages), 
system operators should return to Step (1) to collect up-to-date information, 
isolate the problematic components in Step (2), update the system model in Step 
(3), and generate a new solution in Step (4). 
 
Internet or Intranet
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Figure 2.5. The architecture of an active distribution system [49] 
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Figure 2.6 shows an example of restoration procedures for a simple distribution 
system. In plot 1, the system is operated under normal condition with six aggregated loads 
energized by two different feeders (red feeder and green feeder). Note that distribution 
systems are normally operated in radial structure for protection purposes, as well as the 
operational and economic benefits [50]. Therefore, the normally-open tie switch between 
the red feeder and the green feeder is opened. Each load is solely energized by its 
upstreaming substation. In plot 2, when a fault occurs on the green feeder, the protective 
relay will be triggered to isolate the faulty area and cause all the connected loads on the 
green feeder to be de-energized. Note the green feeder is sectionalized by a sectionalizing 
switch in the middle. The affected customers that are downstream of the sectionalizing 
switch can be seen as healthy loads that should be restored as soon as possible. In plot 3, 
the sectionalizing switch is opened to isolate the faulty area. Then, the tie switch is closed 
to transfer the downstream loads to the red feeder. By doing so, the healthy costumer loads 
are restored quickly without waiting for the faulty area to be fixed.  Meanwhile, OMS will 
perform damage assessment and dispatch crews to repair the faulty components. When 
the fault is cleared, the affected customers are transferred back to the green feeder, as 
shown in plot 4.  
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Figure 2.6. A simple case of service restoration using reconfiguration 
 
2.4.2 Cold Load Pick Up Issues During Service Restoration 
Cold load pick up (CLPU) issues have been identified as a critical concern that must 
be considered when restoring a distribution system after an extended outage [51, 52]. 
CLPU refers to the phenomenon that when restoring a load after an extended outage, a 
much higher demand than the pre-outage level will be resulted, because thermostatically 
controlled loads (e.g., air conditioners, heaters, and refrigerators) will start at the same 
time [52]. When a large number of thermostatically controlled loads are operated under 
normal conditions, their working cycles are diversified from each other. The aggregated 
loading level will be much lower than the total rated capacity. However, after an extended 
outage, the working cycles of these devices are reset and started at the same time when 
the power is restored. As a result, a much higher demand will present than normal 
conditions. Figure 2.7 shows the field measurement of the cold load pick-up for 625 
houses, of which 525 have electric heating devices [53]. The field study was performed 
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during the night, and the outside temperature was +5 °C (1.0 p.u. is the base power 
consumption before the interruption). It can be seen that even for a short outage duration 
(e.g., 5 minutes), the pickup power would be around 2.1 p.u., and the CLPU duration was 
around 20 minutes.   
 
 
Figure 2.7. Field measurement of the cold load pick-up for 625 houses (Reprinted from [53]) 
 
After an extended outage, CLPU issues may prevent all the loads from being restored 
at the same time due to the capacity limit of transformers and lines. In practice, the solution 
is to sequentially restore the loads under CLPU conditions [54]. The feeders are divided 
into multiple segments by installing multiple sectionalizing switches, so the loads can be 
divided into multiple groups and brought online group by group. In [54], a step-by-step 
method is proposed for solving CLPU issues. The feeders were sectionalized into multiple 
segments that were energized sequentially. Similarly, in [55], a genetic algorithm is 
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proposed to generate the optimal restoration sequence, in order to address the CLPU 
issues. 
2.4.3 Conventional Service Restoration Algorithms 
Many algorithms have been proposed for solving conventional service restoration 
problems, such as heuristic algorithms [56], meta-heuristic algorithms [57], expert 
systems [58, 59], mathematical programming algorithms [60, 61], and multi-agent 
algorithms [43]. Minimizing the out-of-service loads is the objective of most of these 
algorithms. Some other objectives (e.g., the minimum number of switching operations and 
minimum outage duration) can also be incorporated into the objective function. Based on 
the implementation methodology, service restoration methods can be categorized into 
centralized methods and distributed methods. It is worth noticing that most of the 
conventional algorithms only take into consideration a single local power outage and 
assume substations are intact. Some of them (e.g., expert systems, heuristic methods) 
cannot be easily adapted to solve black start problem for distribution systems with DERs.  
2.5 Black Start Restoration Considering DERs 
Increased reliance on power supply reliability and economic efficiency makes the 
penetration of distributed energy resources (DERs) keep increasing within distribution 
systems and remote microgrids [62]. In this dissertation research, the term of DER refers 
to a board range of technologies. DERs not only include small power sources located 
within the distribution system or on customer’s premises to supply the full or partial loads, 
but also include demand response measures [62]. Typical DERs include conventional non-
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renewable distributed generation (DG), renewable DG, energy storage system (ESS), and 
demand response (DR) [63]. When a general blackout occurs, DERs can generate power 
to continuously energize the customer loads. Most commonly used DERs include diesel 
generators and batteries which can provide reliable power for home backup, critical loads 
(e.g., hospitals, schools, and data centers), and remote microgrids (e.g., island power 
systems, military base, remote communities) [64].  
As shown in TABLE 2.1, DERs can be categorized into black start DGs, non-black 
start DGs, energy storage, and controllable loads, based on their roles in performing black 
start restoration. Note that controllable loads are categorized as a special type of DER, 
since they do not provide power. However, controllable loads can be shed or re-connected 
strategically to coordinate with other types of DERs, so as to enhance voltage profiles, 
release line congestion issues, and so on. The following subsections introduce each type 
of DERs listed in TABLE 2.1.  
 
TABLE 2.1. DER CATEGORIES BASED ON THE ROLES IN BLACK START RESTORATION 
DER Type 
Black Start 
Capability 
Dispatchable? Examples 
Black start DG yes yes 
Combined heat and power (CHP), diesel generator, gas 
turbine generator, steam turbine generator, micro turbine, 
fuel cell. 
Non-black start 
DG 
no 
yes Micro turbine, small-hydro 
no Wind generators, photovoltaics 
Energy storage 
yes, when 
discharging 
yes Battery, plug-in electric vehicle (PHEV), flywheel 
Controllable 
loads 
no yes 
Emergency demand response (DR) load (direct load 
control), economic DR load 
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2.5.1 Black Start DG 
Black start resource in transmission systems is defined by North American Electric 
Reliability Corporation (NERC) as generation units and its ancillary equipment which can 
be self-started without external support [65]. This definition can be adapted for defining 
black start DGs in distribution systems and microgrids. Black start DGs refer to the power 
resources that can perform self-start and regulate frequency and voltage [66].  
Typical black start DGs include combined heat and power unit (CHP), gas turbine, 
diesel generator and steam turbine. Micro turbines with storage devices installed on DC 
bus can also perform black start functionality with a rapid ramp rate (e.g. 0 to full load in 
20-30 seconds) [67]. Black start DGs could be owned by utility, customers or other third-
party utilities. Both utility-owned and customer-owned black start DGs can be used for 
providing standby restoration service for critical systems during outage conditions [68]. 
Some customer-owned microgrids can disconnect from the utility grid in case of a 
blackout. With a properly designed ancillary service market, these microgrids can also 
provide black start power to external network [1, 69]. In this dissertation research, a DG 
is categorized as a black start DG if [70]: 1): It is located within the microgrid or the 
distribution system; 2): It can communicate with the control center with its status, and 3): 
It can perform self-start and regulator voltage and frequency.  
2.5.2 Non-Black Start DG 
Non-black start DGs refers to the DGs that need external cranking power (e.g. battery 
banks, small diesel generators, and power from the grid) to start up [66]. Non-black start 
DGs can be further categorized into dispatchable DGs and non-dispatchable DGs. 
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Dispatchable DGs can output active power and reactive power at given set points. Whereas 
the power generated by non-dispatchable DGs is uncontrollable, such as wind generators 
and photovoltaics.  
2.5.3 Energy Storage System 
Energy storage system (ESS) (e.g., battery banks, flywheel, supercapacitors, 
compressed air and pumped hydro) is a special type of DERs, since it can act as a black 
start DG when discharging, and a controllable load when charging. Also, an ESS is capable 
of enhancing transient stability significantly if it is chosen to regulator the voltage and 
frequency, due to its fast response [16]. It is worth noticing that Plug-in Hybrid Electric 
Vehicle (PHEV) and Battery Electric Vehicle (BEV) are emerging techniques which can 
be used for black start restoration. A Large number of EVs can behavior as an ESS for 
load balancing and voltage and frequency regulation [71]. 
2.5.4 Demand Response 
Demand response (DR) is defined by the Federal Energy Regulatory Commission  
(FERC) as the change in electric usage by end-user customers in response to the electricity 
price, in order to shifting load and maintain system reliability [72]. DR participation 
program can be generally categorized into economic DR and emergency DR (or Direct 
Load Control, DLC) based on if the response is voluntary [73]. Customer loads 
participating emergency DR programs can be seen as controllable loads. DLC in 
residential allows a utility to remotely control specific appliances, such as water heaters, 
heat pumps, and air conditioners. Participants get a lower energy price for the 
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inconvenience. In recent years, application of smart appliances gives the load more 
flexibility, which could be used in many applications such as ancillary services (frequency 
regulation, spinning reserves), renewable energy integration, etc.  
2.5.5 Microgrid 
A microgrid is defined by the U.S. Department of Energy as “a group of interconnected 
loads and distributed energy resources (DERs) with clearly defined electrical boundaries 
that acts as a single controllable entity with respect to the grid ” [74]. A microgrid can 
operate in either grid-connected or island mode by connecting to or disconnecting from 
the main grid [74]. If a fault happens to the distribution system, the microgrids should be 
able to seamlessly transit from grid-connected mode to isolated mode, or perform black 
start if the transition is failed [75]. It is worth noticing that there are some remote 
microgrids that are permanently isolated from the main grid. These microgrids can be 
found in remote premises such as small islands, remote military bases and remote rural 
communities. The benefits provided by microgrids identified in the IEEE Standard 1547.4 
include [75]: 1) Improve reliability by providing electricity to a portion of the main grid 
during a power outage; 2) Relieve distribution system overload problems by allowing a 
part of the main grid to intentionally island; 3) Relieve power quality issues (voltage 
distortion, voltage sag, flicker, lightning transients, etc.) by disconnecting from the main 
grid; and 4) Allow intentionally islanded customers to remaining powered when a 
maintenance is scheduled for the main grid. 
The scale of a microgrid is spanning from a single customer with one DG to a whole 
substation that comprises multiple DGs, storages, and loads [75]. Figure 2.8 is a revised 
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version of the figure adapted from the IEEE standards 1547.4. The terminology “island” 
that used in the standard can be potentially treated as a microgrid since each island 
comprises generation and load with controllers and a point of common coupling (PCC). 
The microgrid control center (MGCC) is normally located at the point of common 
coupling (PCC). The MGCC is responsible for economic dispatch and emergency 
operation by controlling the elements (e.g., breakers, switches, DGs, and switchable loads) 
within the microgrid. This requires the MGCC to be able to interface with utility control 
centers and communicate with component controllers in the microgrid.  
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Figure 2.8  Identification of different microgrids based on IEEE Standard 1547.4 2011 [75] 
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2.6 BSR Methods Using DERs 
Emerging DERs and RCSs in modern distribution systems demonstrate great potential 
that can be leveraged for developing new BSR methods. In this section, existing service 
restoration and BSR methods using DERs for both distribution systems and microgrids 
are reviewed.  
2.6.1 Distribution Restoration Using DERs 
Recently, some new service restoration methods were proposed to incorporate the 
operation of DERs installed in distribution systems [20-26]. The merits of incorporating 
DERs are summarized in [20-22]. Given the fact that DERs can provide power locally, 
some papers propose to form dynamic microgrids by grouping DERs and loads. For 
example, in [23], a distribution system was partitioned into several isolated microgrids 
based on power balancing and operational constraints. Authors in [24, 25] modeled 
microgrids as virtual substation feeders with voltage and frequency regulation capability. 
Therefore, some loads can be supplied by these microgrids and isolated from the main 
grid. Similarly, black start DGs can be also seen as virtual feeders. Authors in [76] 
proposed a branch and bound method to create cells in distribution systems using black 
start DERs. The switching sequence was considered in this paper. Authors in [77] 
proposed a method to partition a distribution system into several radial microgrids, 
considering renewable DERs and dispatchable DERs, and load profiles. The problem was 
formulated as a dynamic optimization problem. In [15, 78, 79], a similar partitioning 
method was proposed. The problem was formulated as a MILP problem and can be 
effectively solved using commercial solvers. Authors in [80] proposed a two-stage 
 26 
 
heuristic method for restoring critical loads based on the concept of continuous operating 
time to ensure that all the critical loads can survive the expected outage duration. DG 
islanding operation is also studied in [81] using distributed multi-agent system. In [82], 
microgrids in a distribution system were employed to provide power locally to improve 
the voltage profile and facilitate the service restoration process. An operation strategy for 
networked microgrids is proposed in [83]. Based on the predicted load and RES data, 
microgrids can continuously energize the inside loads. A Tabu search based method is 
proposed in [84] to partition the system into multiple isolated microgrids.  
CLPU issues must be considered after an extended outage [85]. Due to the limited 
transformer capacity, the high demand will prevent all loads from being restored at the 
same time [52]. A practical solution is to sectionalize a feeder into multiple sections and 
restore each section step by step. Doing so will apparently extend the restoration duration 
[54]. Black start DGs were used for service restoration to address the CLPU problem in 
[86, 87]. The basic idea was to energize local loads using DERs by grouping them into 
multiple microgrids isolated from the main grid. Therefore, CLPU issues can be addressed 
by properly grouping DERs and loads, such that the diversity of loads can be maintained 
and the restoration duration can be reduced. A major challenge is that the sequence for 
restoring multiple load groups should be properly addressed due to limited capacity of 
transformers, lines, and DERs. TABLE 2.2 summarizes the methods above, as well as 
their objective functions, constraints, and if they support forming isolated microgrids.  
Some methods that can generate restoration sequences have been proposed. In [88, 
89], the sequence for restoring loads was generated using dynamic programming. The 
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network topology was ignored. In [90, 91], the BSR problem was formulated as a MILP 
problem. Authors in [92] proposed a service restoration method to pick up the critical 
loads using the microgrids in the systems. The microgrids are assumed to be able to ride 
through the fault and support neighboring loads. A GridLAB-D based dynamic simulation 
was performed to verify the restoration plan. Heuristic and meta-heuristic methods used 
for generating sequences were presented in [93, 94].  
 
TABLE 2.2. SERVICE RESTORATION AND BLACK START METHODS USING DERS 
Ref No. Method 
Objective Function Operational Constraints DERs 
Form MG Seq. 
DG 
Coord. 
Black 
Start Max LR Min SO Min LS Min PL PF CL VL FL RC CLPU LP BDG NBDG MG RES 
[23] BE x   x  x x       x  x    
[24] GA, PSO    x x x x  x     x x x    
[25] GT x x   x x x  x     x  x    
[76] BB x    x x x x x  x x x   x    
[77] MINLP   x  x x x  x   x   x x    
[15] MILP x    x x x  x  x x    x   x 
[80] MC x    x x x  x  x   x  x   x 
[79] TS x    x x   x   x   x x    
[81] MAS     x x x x x   x       x 
[82] MINLP x    x x x  x       x  x x 
[83] MILP x    x x x  x   x x   x  x x 
[84] TS x   x x x x x x    x  x x   x 
[54] AS x         x       x   
[86, 87] GA   x   x x   x x x        
[88, 89] DP x    x x x x         x   
[90, 91] MILP x    x x x  x  x      x   
[92] STS x    x x x x x  x     x x  x 
[93] NDE x    x x x  x  x      x   
[94] GA x    x x x  x  x      x   
BE: branch exchange; GA: Genetic algorithm; PSO: particle swarm optimization; GT: Graph theory; BB: branch 
and bound; LR: Load restored;  SO: Switching operations;  LS: Load shed; PL: Power loss; PF: power flow; CL: 
current limit of branch; VL: voltage limit; FL: frequency limit; RC: radial topology constraint; CLPU: Cold load pickup; 
LP: Load priority; BDG: Black start DG;  NBDG: Non-black start DG;  MG: Microgrid;  RES: Renewable energy 
sources; MINLP: Mixed-Integer Non-Linear Programming; MILP: Mixed-Integer Linear Programming; MC: Markov 
chain-based model; TS: Tabu search; MAS: Multi-agent system; ILP: Integer linear programming; Sim: Simulation; 
AS: Analytical solution; DP: Dynamic programming; STS: Spanning Tree Search; NDE: Node depth encoding 
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2.6.2 Microgrid Black Start Using DERs 
Black start for microgrids refers to the process of restoring the microgrids without 
outside power supply. In this sense, the microgrids performing black start restoration 
should operate in island mode. According to the IEEE Standard 1547.4-2011, black start 
capability must be provided by microgrids capable of operating in island mode [75].  
Conventional microgrids with black start capability can be found in remote premises 
that are permanently isolated from the main grid (e.g., small islands power systems, 
remote military bases and remote rural communities), and critical utilities within 
distribution systems (e.g., hospitals, data centers, and campuses). For remote permanently 
isolated microgrids, black start procedure should be initiated to restore the system after 
clearing the fault. For utility microgrids within distribution systems, in case of a power 
outage, they should support seamlessly transition from grid-connected mode to island 
mode to continuously energize customer loads or perform black start if the transition is 
failed [75]. Black start for small-scale microgrids is normally pre-planned and performed 
by following a set of operational rules [68]. For microgrids comprised of multiple DERs 
and loads, similar rules can be followed while coordinating DERs [95, 96]. The pre-
planned black start strategies should be updated periodically to consider the expansion of 
generation and demand [68].  
Current research on microgrid black start primarily focuses on the control strategy 
design and proof of feasibility for small scale microgrids using time domain simulation. 
The test systems and the methods for microgrid black start in the literature are summarized 
in TABLE 2.3. Feasibility of black start for microgrids was investigated in [16, 95, 97]. 
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Black start strategies were evaluated based on the multi-master operation (MMO) mode, 
meaning all dispatchable DGs are operated separately to share the load demand. A set of 
pre-defined operational rules were defined. Rule-based methods for microgrid black start 
can be also found in [98-100]. In [98], battery, fuel cell, and renewable energy, were used 
for black start. In [100], a campus microgrid was shown to be able to support the loads 
outside of the microgrid. A multi-agent black start scheme was proposed in [101]. The 
multi-agent scheme was implemented in a distributed control manner, which could reduce 
the computational burden of MGCC, as well as the requirements for communication 
between the central agent (MGCC) and other agents (e.g., generation agent, load agent 
and breaker agent). However, bidirectional communication is still needed for negotiating 
between different agents. A black start method for microgrids was introduced in [102] 
based on a pre-planned procedure. Wind power was integrated into the black start process. 
Rule-based methods can be also found in [103, 104], in which multiple DERs were 
coordinated. The entire substation was operated as an isolated microgrid. Multiple sub-
microgrids were formed firstly and then synchronized to the distribution feeders. The 
voltage constraint was verified by time domain simulation.  
In summary, the existing black start methods for microgrids mainly focus on designing 
the rules and control strategies, which are valuable for developing advanced black start 
methods. Rule-based black start methods normally operate DGs in droop-control mode to 
implement a distributed control scheme. Whereas centralized control can achieve better 
results, if all the dispatchable DGs can be fully coordianted by MGCC. Hence, a robust 
communication network is required to support centralized control schemes. Since multiple 
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components may be affected by extreme weather events, system operating conditions can 
be changing continuously and unpredictable. The pre-planned solutions may be no longer 
feasible under varying operating conditions. Therefore, a BSR framework that can 
generate restoration solutions in response to varying operating conditions is needed. 
 
TABLE 2.3. Previous WORK ON MICROGRID BLACK START PROBLEM 
Ref No. 
System parameters Black start method 
Voltage 
Black start 
sources 
Problem 
addressed 
Algorithm Features and Weaknesses 
[16, 95, 
97] 
400V 
Micro turbine, 
fuel cell, CHP, 
flywheel, battery, 
PV, controllable 
load 
To proof the 
feasibility of 
using low-voltage 
microgrids for 
black start 
Rule-based 
Operational constraints and stability are 
examined by time domain simulation. 
Black start sequences are pre-defined 
based on the specific rules. DGs are 
coordinated through droop control. 
[98] 220V 
PV, Wind, Fuel 
cell, battery 
Select voltage 
reference during 
black start in the 
absence of the 
main grid 
Rule-based 
Black start sequences are pre-defined 
based on the specific rules. Storage 
system is not well configured for 
compensating intermittent 
characteristic of renewables 
[99] 20KV 
Gas turbine, 
inverter-
interfaced DGs 
Evaluate the 
performance of 
communication, 
load control, and 
variable energy 
sources 
Rule-based 
Black start sequences are pre-defined 
based on simple rules. So it is not 
suitable for large scale microgrids. DGs 
are coordinated through droop control. 
[100] 4.16KV 
Gas turbine, 
Wind, PV, 
controllable load 
Show the black 
start capability of 
IIT microgrid 
Rule-based 
Show the concept of DS restoration 
using MGs. DGs are coordinated 
through droop control. 
[101] 120V 
Micro turbine, 
PV, storage 
Apply multi-
agent method on 
microgrid black 
start problem 
Multi-agent 
The operational rules were built in each 
agent. The central agent acts as a 
control center. The rule-based 
weaknesses also apply for this method. 
[102] 480V 
Wind, Diesel 
Generator, ESS, 
and controllable 
load 
Controller and 
operation 
guidelines design 
for microgrid 
black start 
Pre-defined 
The black start procedure is not 
suitable for large-scale microgrids. The 
wind speed was assumed to be 
constant. The uncertainty was not 
considered. 
[103, 
104] 
Medium 
voltage 
Micro-turbine, 
PV, controllable 
load 
Prove the 
feasibility of 
black start for DS 
with a lot of 
controllable 
devices 
Rule-based 
Assumed conventional diesel and 
storage have sufficient capacity and 
control capability for maintaining 
voltage and frequency. 
The simple rules cannot specify the 
switching sequence for each device. 
 
 31 
 
2.7 Motivation 
This dissertation is motivated by the fact that an integrated BSR method is needed to 
coordinate DERs and switches during the black start process.  The outage duration can be 
significantly reduced if microgrids can be developed with DERs continuously supporting 
the customers. The boundaries for each isolated microgrid can be dynamically developed 
by sequentially operating the switches. Therefore, the black start procedures must contain 
a sequence of control actions that are optimally scheduled over a time horizon. In addition, 
the BSR method should be able to adapt to varying system operating conditions (e.g., 
multiple faults, varying load demands, CLPU issues). However, such an integrated method 
that can address these concerns is still lacking in the literature.  
2.7.1 Existing Problems 
Existing methods for black start restoration at the distribution level can be categorized 
into two types: single-step methods (e.g., [23-25]) and sequence-generation methods (e.g., 
[54, 90, 92]). Single-step methods aim to generate a final configuration, which only 
specifies the status of each controllable component at a single operating point. Whereas 
the sequence-generation methods aim to generate a feasible restoration sequence, which 
represents a series of system operating points over multiple time steps.  
Since single-step methods only generate a final configuration, a feasible black start 
sequence must be generated separately. In the context of varying load demand due to 
CLPU conditions, it is difficult to model the system load demand in the single-step 
method. It can be expected that using the peak load demand may result in sub-optimal 
solutions that are limited by permissive voltage ranges and line capacity constraints. 
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However, using the pre-fault load demand may lead to infeasible solutions, since the actual 
load demand may be much higher than the pre-fault load. Furthermore, many of the 
existing BSR methods can only determine the status of sectionalizing switches and tie 
switches [15, 77]. When a general blackout occurs, distribution substations may be out of 
power. Thus, reconfiguration-based methods cannot generate feasible solutions anymore, 
because no energization paths can be developed to bridge substations and loads [83, 92, 
105]. Furthermore, single-step BSR methods cannot incorporate inter-temporal 
operational constraints for DERs (e.g., ramp rate constraint, ESS stage-of-charge (SOC) 
constraint).  
Existing sequence-generation methods are normally performed in two stages. In the 
first stage, a final configuration is derived using the single-step method. Then, a sequence-
generation algorithm is used to generate a feasible sequence that can energize the system 
from the pre-fault configuration to the final configuration [90]. Some sequence-generation 
methods use dynamic programming or genetic algorithm to generate the sequence without 
knowing the final configuration in advance [88, 94]. Existing sequence-generating 
algorithms work well for conventional distribution systems without DERs [90, 91]. 
However, the inter-temporal constraints introduced by operating DERs and time-varying 
loads require each control action to be carried out at a specified time. Existing sequence-
generation methods cannot properly integrate the inter-temporal constraints or determine 
the timing for performing control actions.  
Furthermore, many of the existing BSR methods are formulated based on several 
simplifications and assumptions, for example, balanced system conditions and constant 
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load demand. Although these simplifications and assumptions can significantly simplify 
the problem formulation, the feasibility of generated restoration solutions may be 
questionable when implementing the solutions on practical systems. Some heuristic 
models can be easily adapted to incorporate unbalanced operational conditions into the 
BSR method [25, 84], but they may not guarantee the optimality of the solutions.  
In summary, many of the existing BSR methods are incapable of coordinating DERs 
and line switches while considering complicated load conditions throughout the black start 
process. The capability of generating restoration sequences is critical to successfully 
restoring a system starting from a fully de-energized state. In addition, several practical 
concerns (e.g., three-phase unbalanced operation, CLPU issues) should be addressed. To 
the best of the authors’ knowledge, a restoration methodology that can meet these 
requirements is still lacking in the literature. 
2.8 Section Summary 
In this section, the concept of resilience was introduced first. As the core application 
for improving system resilience, OMS and its associated functionalities were introduced. 
Then, this section reviewed the existing black start restoration methods proposed for 
distribution systems and microgrids in the literature. Next, the motivation of this 
dissertation was introduced. It was concluded that an integrated black start restoration 
method is needed to fully coordinate DERs and switches during the restoration process.  
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3 PROBLEM FORMULATION AND SOLUTION METHODOLOGY 
 
3.1 Introduction 
Conventional distribution systems cannot perform black start restoration when a 
general blackout occur. This is because distribution substations, as the only power sources 
of conventional distribution systems, can only be energized by sub-transmission systems. 
Therefore, traditional black start restoration normally starts from large power plant restart 
and transmission system energization, then sub-transmission and distribution systems 
[106]. This top-down strategy will take several hours or even days to fully restore the 
system from a general blackout caused by extreme weather events [3, 4].  
In recent years, many efforts have been made toward transforming conventional 
distribution systems to active distribution systems (ADSs) with the support of advanced 
communication technologies and emerging smart grid technologies. Specifically, 
distributed energy resources (DERs), which can supply power to local customers, make it 
possible to perform black start restoration in ADSs. Accordingly, many black start 
restoration (BSR) methods have been proposed in the literature. As discussed in Section 
2, most of the existing BSR methods are developed based on the concept of “microgrid”, 
which is defined as “a group of interconnected loads and distributed energy resources 
within clearly defined electrical boundaries” [74]. When a blackout occurs, DERs can be 
started to supply power to customers. Remote control switches (RCSs) can be used for 
interconnecting DERs and loads into microgrids, as well as defining electrical boundaries 
for each microgrid [17].  
 35 
 
However, several problems with the existing BSR methods still remain unsolved. A 
feasible black start restoration sequence for coordinating DERs and RCSs is critical to 
successfully restoring a system. As concluded in Section 2, since single-step methods can 
only generate BSR solutions representing a single operating point, a feasible black start 
restoration sequence must be generated separately. In addition, it is difficult to model the 
system load demand in single-step methods, due to the fact that the load demand will 
change continuously under CLPU conditions. Furthermore, some inter-temporal 
operational constraints (e.g., ramp rate constraint for DERs, stage-of-charge (SOC) 
constraint for ESSs) cannot be incorporated in single-step methods. Regarding the existing 
sequence-generation methods, many of them were proposed for conventional distribution 
systems without DERs. Therefore, these methods can only determine the sequence of 
switches. Again, the inter-temporal operational constraints introduced for DERs and ESSs 
cannot be incorporated in the existing sequence-generation methods. Furthermore, many 
of the existing BSR methods are formulated based on several simplifications and 
assumptions, for example, balanced system conditions and constant load demand. 
Although these simplifications and assumptions can significantly simplify the problem 
formulation, the feasibility of generated restoration solutions can be questionable when 
implementing the solutions on practical systems. Therefore, the capability of the new BSR 
method to address three-phase unbalanced conditions and time-varying loads (e.g., CLPU 
conditions) is needed. In summary, the aforementioned problems require a new BSR 
method to be able to generate black start restoration sequences in response to varying 
operating conditions and coordinate DERs during the black start process.  
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In this section, the BSR problem is stated first. Then, the BSR problem is 
mathematically formulated as a dynamic optimization problem. Next, a mixed-integer 
linear programming (MILP) model is introduced to linearize the original nonlinear 
dynamic optimization problem. Finally, the solution methodology of the proposed BSR 
method is introduced.  
3.2 BSR Problem Statement 
Performing black start restoration on active distribution systems and microgrids 
presents many challenges. As concluded in Section 2, there are several problems with the 
existing BSR methods, hence hindering these methods from being applied to active 
distribution systems and microgrids directly. The BSR problem can be stated as four 
requirements, which will be introduced as follows.  
Firstly, the proposed BSR method should be able to generate a black start restoration 
sequence. The restoration sequence should ensure that each type of black start resource 
(e.g., black start DGs, non-black start DGs, ESSs, controllable loads, switches) is operated 
properly. For example, black start DGs should self-start first. Non-black start DG should 
be started by external power. In addition, the restoration sequence should ensure that every 
time a control action is performed, all the operational constraints (e.g., voltage limit, line 
thermal limit, topological constraint) are satisfied.  
Secondly, the proposed BSR method should be able to develop multiple isolated 
microgrids. Within each microgrid, there should be only one black start DG or energized 
substation operated as a slack bus. The DERs should be able to balance the load demand 
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within the corresponding microgrid all the time. In addition, the topological constraints 
should be satisfied for each microgrid.  
Thirdly, the proposed BSR method should be able to dispatch all the dispatchable 
DERs in a way that the customer loads are restored as much as possible, while satisfying 
all the operational constraints.  
Fourthly, the proposed BSR method should be able to address three-phase unbalanced 
conditions and time-varying loads (e.g., CLPU conditions).  
The requirements on the new BSR method can be also illustrated through the following 
two examples. The first example demonstrates the scheme of forming microgrids within 
a distribution system. The second example shows how a sequence can impact the 
performance of a black start solution. Figure 3.1(a) demonstrates a simple system with 
two feeders. The substation is de-energized due to a general blackout. Note this system 
can also represent a microgrid operated in island mode. All the DERs in the system (e.g., 
DGs, battery, wind farm, customer microgrid) are disconnected to comply with the IEEE 
1547.4 standard [75]. All the DGs, loads, and lines are remote controllable. Figure 3.1(b) 
shows a possible black start solution based on the concept of microgrid. It can be seen that 
the system is partitioned into two isolated microgrids, namely, Microgrid 1 and Microgrid 
2. Microgrid 1 is formed by opening switches marked as 1, 2, 4, and 5; Microgrid 2 is 
formed by opening switches marked as 3 and 4. The switches within each microgrid are 
closed to interconnect DERs and loads. By forming the two microgrids, all the five loads 
can be restored, before the substation is energized by sub-transmission systems.  
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(a) 
 
(b) 
Figure 3.1. A simple distribution system to show the black start restoration based on the concept of microgrid. This 
system can also represent a microgrid. (a): System is in a blackout; (b): A possible restoration solution  
 
 
Note that in practice, limited capacity of DERs may prevent all the loads from being 
restored, and only critical loads with higher priorities may be restored. In addition, 
multiple DERs in each microgrid should be coordinated to share the load demand. For 
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example, in Microgrid 1, the two dispatchable DGs should be properly dispatched to 
satisfy the operational constraints. Unlike Microgrid 1, in Microgrid 2, the battery is 
dispatchable and the wind farm is non-dispatchable. If the black start DG has limited 
capacity for regulating voltage and frequency, the battery may need to strategically charge 
and discharge to balance the time-varying loads and wind farm output.  
An example black start sequence for restoring Microgrid 1 in Figure 3.1(b) is shown 
in TABLE 3.1. Figure 3.2(a) demonstrates the system configuration of Microgrid 1. The 
switches associated with transformers, lines, DGs, and loads are numbered in red boxes. 
At 𝑡0, the customer microgrid, which survives from the general blackout, is prepared to 
provide black start services. Then, at 𝑡1, the switch at location 1 is closed to energize the 
transformer. At 𝑡2  and 𝑡3 , the tie-switch at location 2 and the sectionalizing switch at 
location 3 are closed sequentially to energize the feeder. Next, Load 1 at location 4 is 
energized at 𝑡4 . At 𝑡5 , the DG at location 5 are started to share the load demand by 
outputting power 𝑃5 + 𝑗𝑄5. At 𝑡6, Load 2 at location 6 is energized, the dispatchable Dg 
at location 5 changes its output to 𝑃6 + 𝑗𝑄6. Note Load 2 is not energized together with 
Load 1. A possible reason is explained in Figure 3.2(b).  
 
TABLE 3.1. AN EXAMPLE OF CONTROL SEQUENCE ASSOCIATED WITH FIGURE 3.2 (A) 
Time Control Actions 
𝑡0 The customer microgrid is ready for performing service restoration 
𝑡1 Close the switch at (1) to energize the transformer 
𝑡2 Close the tie-switch at (2) 
𝑡3 Close the sectionalizing switch at (3) 
𝑡4 Energize Load 1 at (4) 
𝑡5 Close the switch at (5) to start the DG, set the power output as 𝑃5 + 𝑗𝑄5 
𝑡6 Restore Load 2 at (6), set the DG power output as 𝑃6 + 𝑗𝑄6 
… … 
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(b) 
Figure 3.2. Microgrid 1 formed for the case shown in Figure 3.1. (a): Control sequence for restoring Microgrid 1; (b): 
Generation and load demand during the restoration process. 
 
 
Figure 3.2(b) demonstrates the total generation capacity and load demand during the 
restoration process. The horizontal axis represents the time. Different control actions are 
performed at different time steps. The vertical axis represents the generation and load 
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profiles. It can be seen that the customer microgrid can pick up Load 1 at 𝑡4, but no more 
capacity is available for picking up Load 2.  Therefore, the DG is started at 𝑡5, to provide 
additional generation capacity. Since the dispatchable DG is sharing the load demand of 
Load 1 and Load 2, less power will go through the tie-switch at location 2 from the 
customer microgrid. So, the line thermal limit for the transformer at location 1 is satisfied.  
3.3 BSR Mathematical Problem Formulation 
The aforementioned BSR problem can be mathematically formulated as a dynamic 
optimization problem. The dynamic optimization based formulation allows decisions to 
be made over multiple time steps [107]. At each time step, the set points for controllable 
components (e.g., controllable switches, dispatchable DGs, and controllable loads) can be 
defined and optimized to meet various operational constraints. The time horizon can be 
represented by a set of variables defined in discrete form; i.e., 𝑧𝑡 ∈ {𝑧0, 𝑧1, 𝑧2, … , 𝑧𝑁}. Let 
𝑁 be the total number of time steps, then 𝑁 = 𝑇/∆𝑡, where ∆𝑡 is the length of each time 
step. Define 𝑥(𝑧𝑡) as the state variable at time step 𝑧𝑡, and 𝑢(𝑧𝑡) as the control variable at 
time step 𝑧𝑡, 𝑓[𝑡, 𝑥(𝑧𝑡), 𝑢(𝑧𝑡)] as the transition equations determined by time step 𝑧𝑡, state 
variable 𝑥(𝑧𝑡) and control variable 𝑢(𝑧𝑡) , and ?̃?[𝑧𝑡, 𝑥(𝑧𝑡), 𝑢(𝑧𝑡)]  as the objective 
function. Then, the discrete-time dynamic optimization problem can be described as [107]: 
𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑜𝑟 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ ?̃?[𝑧t, 𝑥(𝑧𝑡), 𝑢(𝑧𝑡)]∆𝑡
𝑍𝑁=
𝑇
∆𝑡
𝑍0
    (3.1) 
𝑠. 𝑡.  𝑥(𝑧𝑡+1) − 𝑥(𝑧𝑡) = 𝑓[𝑧𝑡, 𝑥(𝑧𝑡), 𝑢(𝑧𝑡)]  Equation of motion/transition equation 
       (𝑧0) = 𝐴 (𝐴 𝑔𝑖𝑣𝑒𝑛), 𝑥(𝑧N) = 𝑍(𝑇 𝑔𝑖𝑣𝑒𝑛, 𝑍 𝑓𝑟𝑒𝑒)  Transversality condition 
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Transition equation in the problem formulation defines the inter-temporal (or inter-
step, inter-stage) constraints among various variables, hence relating the variables of 
different time steps [107]. For example, the difference of power output of DG between 
two consecutive steps should be smaller than a threshold (e.g., ramp rate constraint). 
Transversality conditions define the system operational conditions for each time step. For 
example, system model equations are typical transversality conditions. In order to 
facilitate the formulation of the BSR problem, three types of variables are normally 
defined to formulate dynamic optimization problems, namely, time variables, state 
variables, and control variables [107].  
To better illustrate the problem formulation based on dynamic optimization, Figure 
3.3 shows an example of how the proposed BSR method can generate a restoration 
sequence based on the values of decision variables. The system represents a simple 
distribution system or microgrid with dispatchable DGs. ESSs and renewable DGs should 
be incorporated into the problem formulation, but they are not shown in  Figure 3.3. 
Components are numbered according to the node number. All lines and loads are assumed 
to be switchable and disconnected at Step 1. DG1 is a black start DG, and DG2 is a 
dispatchable DG without black start capability. A possible restoration solution is shown 
in Figure 3.3(a). At each step, the energization status of each component is shown. The 
active and reactive power output of each energized DG is shown as well. If two or more 
DGs are energized, they will be cooperatively dispatched. Figure 3.3(b) shows the 
configurations of the energized system at each step. At Step 1,  𝑥1,1
𝐺 = 1, meaning DG1 is 
started to energize Node 1. At Step 2, 𝑥12,2
𝐵𝑅 = 1, meaning the switchable line between 
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Node 1 and Node 2 is closed to energize Node 2, which further enables Load 2 to be 
energized (i.e., 𝑥2,2
𝐿 = 1). Similarly, Node 3 is energized at Step 3 by closing the line 
between Node 2 and Node 3. Meanwhile, DG3 is started to share the load demand, since 
its terminal node is energized. The proposed BSR method should be able to optimally 
coordinate all the controllable components to restore as much load as possible across given 
steps, and ensure all the constraints are satisfied. 
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1 1 1 1
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, 𝑄3,𝑡
𝜙
 0 0 𝑃3,3
𝜙
+ 𝑗𝑄3,3
𝜙
 𝑃4,4
𝜙
+ 𝑗𝑄4,4
𝜙
 
Decision 
Variables
Step 1 Step 2 Step 3 Step 4
𝑡 
DG1
DG1
DG1
DG1
Node 1 Node 2
DG3
L
L
Load 2
Load 2
Load 3L
Node 2Node 1
Node 3
Node 3
L
Load 2
𝑥3,𝑡
𝐿  0 0 10
DG3
Step 1
Step 2
Step 3
Step 4
 
(a)                                                                                                    (b)  
Figure 3.3. Possible restoration sequence derived from the control variables that are solved by the proposed BSR 
model: (a) decision variables, (b) derived restoration sequence. 
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Mathematically, the BSR problem can be formulated as: 
min F[𝐱(t), 𝐮(t)]                                       (3.2) 
s. t.    Gi[𝐱(t), 𝐮(t)] ≤ 0, i = 1, … , m                               (3.3) 
Hj[𝐱(t), 𝐮(t)] = 0, j = 1, … , n                                (3.4) 
    𝑡 ∈ {𝑧0, 𝑧1, 𝑧2, … , 𝑧𝑁},                                           (3.5) 
where 𝒙(𝑡) and 𝒖(𝑡) represent the vector of state variables and decision variables at each 
time instant, respectively; 𝐹[𝒙(𝑡), 𝒖(𝑡)]  represents the objective function of the BSR 
problem, as a function of 𝒙(𝑡)  and 𝒖(𝑡) ; Equation (3.3) represents 𝑚  inequality 
constraints which can be capacity limits for DGs, magnitude limits for node voltage, etc.; 
Equation (3.4) represents 𝑛  equality constraints such as power flow constraints. Both 
objective functions and constraints are introduced in the following subsections.  
3.3.1 Objective Function of the BSR Problem 
When a general blackout or partial power outage occurs, the most critical concern is 
to restore the affected customers. Therefore, the main objective is normally defined to 
maximize the total restored energy during the considered time horizon [77, 83]. Also, there 
are several other factors usually examined during the restoration process. For example, 
minimizing the restoration time for restoring a certain percentage of total system loads 
[108]; minimizing the number of switching operations [109]; and minimizing the total cost 
of restoration considering all the factors such as the cost of unserved energy, the cost of 
switching operations, and cost of the fuel used for dispatching DGs [110].  
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The objective function of the BSR problem can be formulated as: 
max ∑ 𝑓(𝑷𝑙,𝑡
𝐿 , 𝑷𝑔,𝑡
𝜙
, 𝑸𝑔,𝑡
𝜙
, 𝑥𝑖𝑗,𝑡
𝐵𝑅 , 𝑥𝑙,𝑡
𝐿 , ∆𝑡)𝑡∈𝒯 ,        (3.6) 
where 𝑡 ∈ 𝒯 ≔ {1,2, … , 𝑇} is denoted as the set of steps, and 𝑇 is the length of horizon. 
𝑷𝑙,𝑡
𝐿  is a vector representing three-phase load demand on node 𝑙  at step 𝑡 . Let 𝒩 ≔
{1,2, … , 𝑁𝑛} represents the set of all the buses such as load buses and DG buses. 𝑙 ∈ ℒ ⊆
𝒩 is the set of buses connected to loads. 𝑷𝑔,𝑡
𝜙
, 𝑸𝑔,𝑡
𝜙
 are vectors representing three-phase 
active and reactive power generated by a DG on node 𝑔 at step 𝑡. 𝑔 ∈ 𝒢 ⊆ 𝒩 is the set of 
substation buses and buses connected to dispatchable DGs. 𝑥𝑖𝑗,𝑡
𝐵𝑅  is the switching status of 
a switchable line between node 𝑖 and node 𝑗, at step 𝑡. 𝑥𝑙,𝑡
𝐿  is the energization status of a 
load at node 𝑙, at step 𝑡. ∆𝑡 is the length of the interval between two consecutive steps. 
𝑓(∎) is the function to represent the restored load (e.g., in kW) based on the control 
variables. Equation (3.6) represents the total amount of load restored at all the considered 
steps; i.e., the total restored energy (e.g., in kWh) over the considered horizon.  
3.3.2 Constraints of the BSR Problem 
A feasible black start solution should include a sequence of control actions that can be 
performed to energize the system step by step. In order to ensure the black start solutions 
are carried out securely and efficiently, various operational constraints should be defined 
for all the components (e.g., DGs, switches, transformers, lines, and loads) that are 
involved in the black start process. TABLE 3.2 lists the models and constraints that should 
be considered in the BSR problem. 
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TABLE 3.2. MODELS AND CONSTRAINTS OF THE BSR PROBLEM 
Category Models and Constraints Description 
System Model 
Constraints 
Power Flow Model 
Calculate voltage and line power, given an 
operating point 
Load Model: CLPU Load 
and ZIP Load 
Calculate the load demand. 
Transformer/Voltage 
Regulator Model 
Model the behavior of transformers and voltage 
regulators 
Black Start DG Model 
Ensure that each component is connected and 
operated correctly 
Dispatchable DG Model 
Renewable DG Model 
ESS Model 
Line Model 
Initial Condition Describe the initial state of the system 
System 
Operational 
Constraints 
Line kVA Capacity 
Constraint 
Ensure the apparent power going through each 
energized line is maintained below the thermal 
threshold 
Voltage Limit Constraint 
Ensure the voltage magnitude of each energized 
bus is maintained within a permissive range 
Max Step Load Constraint Ensure the frequency stability 
DG/ESS 
Operational 
Constraints 
ESS Operation Ensure each ESS is operated properly 
DG Current Unbalanced 
Operation 
Protect each three-phase black start DG from 
being damaged by unbalanced conditions 
DG Capacity Constraint Prevent a DG from being overloaded and 
changing its output too fast DG Ramp Rate Constraint 
Topological 
Constraints 
Connectivity constraints 
Sequencing constraints 
Ensure the BSR sequence is feasible. Components 
are correctly connected. Each isolated microgrid 
is in tree topology. 
 
3.4 Assumptions  
In practice, system operators should consider many factors during black start 
restoration, for example, work scheduling, crew dispatching, prediction error, and 
succeeding faults [69]. It is impossible to incorporate all the concerns into the problem 
formulation. For simplicity, several reasonable assumptions are made in this research to 
simplify the problem formulation. 
1) The time interval between any two consecutive steps is assumed to be fixed.  
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2) All the loads are modeled as ZIP (constant impedance (Z), constant current (I), and 
constant power (P)) loads. If the loads are under CLPU conditions, they will be 
modeled as constant PQ loads.  
3) A communication network is available during the restoration process and all the 
switches and DERs can be remotely controlled. This assumption ensures that the 
control commands can be performed timely for each time step. If a component is not 
controllable due to loss of communication, it will be classified as a failed component.  
4) The predicted load profile and power output of renewable DGs are accurate.  
5) The proposed method can generate restoration solutions that represent a series of 
operating points over multiple discrete time steps. In practice, the system operating 
conditions will change continuously from the operating point at one discrete step to 
the operating point at the next discrete step, due to continuously changing variables 
such as energized loads under CLPU conditions. Therefore, it is necessary to assume 
that the intermediate system operating conditions always satisfy the constraints. 
3.5 MILP Formulation 
In this section, the MILP formulation for the proposed BSR problem is presented. 
First, the nomenclature for various variables, parameters, and sets are introduced. Then, 
the objective function and various operational constraints are presented.  
3.5.1 Nomenclature 
3.5.1.1 Parameters 
𝑇   The length of the time horizon 
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Δ𝑡   The length of the time step 
𝑁𝑛   Total number of nodes 
𝑁𝑏𝑟   Total number of lines 
𝑁𝑙   Total number of loads 
𝑁𝑔   Total number of DGs 
3.5.1.2 Sets 
ℂ  Set of complex numbers. ℂ3×1 is the set of 3×1 vectors of complex 
number 
ℝ  Set of real numbers. ℝ3×1 is the set of 3×1 vectors of real number 
ℤ  Set of integer numbers. ℤ2
3×1 is the set of 3×1 vectors of binary 
integer 
𝒯 ≔ {1,2, … , 𝑇} The set of time steps, 𝑇 is the length of horizon. 
Φ ≔ {𝑎, 𝑏, 𝑐}  The set of phases for single, two, and three-phase nodes and lines 
𝒩 ≔ {1,2, … , 𝑁𝑛} The set of all the nodes such as load buses and DG buses.  
𝒩𝐹 ⊆ 𝒩  The set of nodes that cannot be energized, e.g., fallen power poles 
ℒ ⊆ 𝒩  The set of nodes connected to loads 
ℒ𝑆 ⊆ ℒ   The set of loads that can be remotely switched on or off 
ℒ𝐹 ⊆ ℒ  The set of loads that cannot be restored in a short time 
𝒢 ⊆ 𝒩  The set of nodes connected to DGs 
𝒢𝑆 ⊆  𝒢   The set of substation buses (i.e., slack buses) or DGs with black 
start capability 
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𝒢𝐹 ⊆  𝒢  The set of DGs that cannot be utilized for service restoration. 
ℬ ≔ {
(𝑖, 𝑗): 𝑖 ∈ 𝒩,
𝑗 ∈ 𝒩, 𝑖 ≠ 𝑗
} The set of lines 
ℬ𝑆 ⊆ ℬ   The set of lines that can be remotely controlled. 
ℬ𝐹 ⊆ ℬ The set of lines that are found to be damaged or disconnected and 
thus need to be isolated or fixed (e.g., trees lean on these lines, 
blown fuses). 
𝒱 ⊆ ℬ The set of lines installed with voltage regulators and transformers 
ℰ ⊆ 𝒩 The set of ESS 
ℰ𝐹 ⊆ 𝒩 The set of ESS not participating in BSR 
ℛ  The set of voltage regulators 
3.5.1.3 Superscripts and Subscripts 
“𝑆”  Superscript to indicate that a component/set is controllable, e.g., 𝐵𝑆  
“𝐹”  Superscript to indicate that a component/set is faulted, e.g., 𝐵𝐹  
“𝑁”  Superscript to indicate that a variable is related to node set, e.g., 𝑠𝑖,𝑡
𝑁  
“𝐵𝑅”  Superscript to indicate that a variable is related to a line, e.g., 𝑥𝑖𝑗,𝑡
𝐵𝑅  
“𝐿”  Superscript to indicate that a variable is related to a load, e.g., 𝑃𝑙,𝑡
𝐿  
“𝐺”  Superscript to indicate that a variable is related to a DG, e.g., 𝑃𝑔,𝑡
𝐺  
“𝑖”  Subscript to represent the node number, e.g., 𝑠𝑖,𝑡
𝑁  
“𝑖𝑗”  Subscript to represent the two end nodes of a line, e.g., 𝑥𝑖𝑗,𝑡
𝐵𝑅  
“𝑙”  Subscript to represent the load number, e.g., 𝑥𝑙,𝑡
𝐿  
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“𝑔”  Subscript to represent the DG number, e.g., 𝑥𝑔,𝑡
𝐺  
3.5.1.4 Variables 
𝑠𝑖,𝑡
𝑁 ∈ {0,1}   Energization status of node 𝑖 at step 𝑡 
𝑥i𝑗,𝑡
𝐵𝑅 ∈ {0,1}    Energization status of line (𝑖, 𝑗) at step 𝑡 
𝑥𝑙,𝑡
𝐿 ∈ {0,1}   Energization status of load 𝑙 at step 𝑡 
𝑥𝑔,𝑡
𝐺 ∈ {0,1}   Energization status of DG 𝑔 at step 𝑡 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ∈ {0,1}  Charging action for ESS 𝑒 at step 𝑡 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ∈ {0,1} Discharging action for ESS 𝑒 at step 𝑡 
𝑷𝑔,𝑡
𝜙
, 𝑸𝑔,𝑡
𝜙
∈ ℝ3×1  Three-phase active and reactive power provided by the DG at node 
𝑔 ∈ 𝒢 for each phase at step 𝑡 
𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻
, 𝑃𝑒,𝑡
𝐸𝑆S_𝐷𝐼𝑆𝐶𝐻
 Single-phase charging and discharging active power for ESS 𝑒 at 
step 𝑡 
𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻
, 𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻
 Single-phase charging and discharging reactive power for ESS 𝑒 at 
step 𝑡 
𝑆𝑂𝐶𝑒,𝑡
𝐸𝑆𝑆  State of charge (SOC) for a single-phase ESS 𝑒 at step 𝑡 
𝑷𝑖j,𝑡
𝐵𝑅 , 𝑸𝑖𝑗,𝑡
𝐵𝑅 ∈ ℝ3×1 Three-phase active and reactive power going through the line 
between node 𝑖 and node 𝑗 at time step 𝑡 
𝑷𝑙,𝑡
𝐿 , 𝑸𝑙,𝑡
𝐿 ∈ ℝ3×1 Three-phase active and reactive power of load 𝑙 at time step 𝑡. Note 
they are determined by the control variables of load status 𝑥𝑖,𝑡
𝐿 .  
𝑽𝑖,𝑡  Node voltage at time step 𝑡 
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𝜷𝑟,𝑡  Tap ratio for voltage regulator 𝑟 at time step 𝑡 
Operators 
⨀  Element-wise product for vectors and matrices 
⊘  Element-wise division for vectors and matrices 
3.5.2 Objective Function 
The objective function is defined to maximize the total restored energy of each step 
considering the weight factor of each load 𝑙 (denoted as 𝛽𝑙
𝐿): 
max  ∑ ∑ ∑ 𝛽𝑙
𝐿 ∙ 𝑃𝑙,𝑡
𝜙
𝜙∈{𝑎,𝑏,c} ∙ ∆𝑡𝑡∈𝒯   𝑙∈ℒ        (3.7) 
and subject to the following constraints: 
1) Linear three-phase power flow constraints 
2) DG current unbalance constraints 
3) Topological constraints 
4) Initial condition constraints 
5) Other constraints: line and transformer capacity constraint, DG output constraints, 
spinning reserve constraints, voltage limit constraints, ramp rate constraints, 
maximum load step constraints.  
3.5.3 System Model 
Distribution systems are operated three-phase unbalanced in nature [111]. For 
example, there are single-phase laterals and two-phase laterals connected to three-phase 
feeders to serve unbalanced loads (e.g., single-phase loads, two-phase loads, and three-
phase loads). That said, in some distribution applications where only an approximate 
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answer is needed, it is acceptable to assume perfectly balanced three-phase systems [111]. 
For a balanced three-phase distribution system, it is assumed that all lines are three-phase 
and perfectly transposed, all loads are three-phase balanced loads, and all DERs are 
operated in three-phase balanced conditions. As mentioned in Section 2, many BSR 
methods proposed in the literature assume the distribution systems are three-phase 
balanced, considering that the top priority is to restore as much load demand as possible 
in emergency situations. Balanced operating conditions can significantly reduce the 
computation time required by the BSR method for solving the MILP model. On the other 
hand, the proposed BSR method can be used for three-phase unbalanced systems, if it is 
required to model the system as accurate as possible. The choice between using three-
phase balanced model and three-phase unbalanced model depends on many factors, such 
as the requirements on the computation time and quality of solution. The task of selecting 
a proper system model is left to system operators, and it is out of the scope of this 
dissertation. 
3.5.3.1 Power Flow Model 
Many smart grid applications integrated in modern distribution management system 
(DMS) require the power flow to be calculated in real-time or near real-time. To 
approximate the node voltage magnitude and line power, a power flow model should be 
integrated into the proposed BSR formulation to ensure the feasibility of solutions.  
A general form of power flow model for distribution systems can be formulated based 
on Kirchhoff's circuit law (KCL) [112]: 
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[
𝑰𝑆
𝑰𝑁
] = [
𝒀𝑆𝑆 𝒀𝑆𝑁
𝒀𝑁𝑆 𝒀𝑁𝑁
] [
𝑽𝑆
𝑽𝑁
],         (3.8) 
where the subscript 𝑆 represents the slack buses, and 𝑁 represents the remaining buses. 
𝑽𝑆 and 𝑽𝑁 are matrices representing the three-phase node voltages. 𝒀𝑆𝑆, 𝒀𝑁𝑁 are diagonal 
submatrices of the system admittance matrix. 𝒀𝑁𝑆, 𝒀𝑆𝑁 are off-diagonal submatrices of 
the system admittance matrix. 𝑰𝑆 and 𝑰𝑁 are matrices representing the three-phase node 
injected currents into slack buses and non-slack buses. Note the node injected current 
comprises of load currents and DER currents. The voltage-dependent ZIP loads, which 
can be represented as a non-linear function of 𝑰𝑆, 𝑰𝑁, 𝑽𝑆, and 𝑽𝑁, make the power flow 
model nonlinear [112].  
Linear power flow for unbalanced three-phase distribution systems has been studied 
in the literature [113-116]. For each line (𝑖, 𝑘) ∈ ℬ, apply Kirchhoff’s voltage low, we 
have [111]: 
𝐕k = 𝐕i − 𝔃ik𝐈ik ,                                                   (3.9) 
where 𝑽𝑖 = [𝑉𝑖
𝑎 , 𝑉𝑖
𝑏 , 𝑉𝑖
𝑐]
Τ
∈ ℂ3×1 is the vector of complex numbers representing three-
phase voltage at bus 𝑖. 𝑽𝑘 = [𝑉𝑘
𝑎 , 𝑉𝑘
𝑏, 𝑉𝑘
𝑐]
Τ
∈ ℂ3×1, 𝑰𝑖𝑘 = [𝐼𝑖𝑘
𝑎 , 𝐼𝑖𝑘
𝑏 , 𝐼𝑖𝑘
𝑐 ]
Τ
∈ ℂ3×1, and 𝔃𝑖𝑘 ∈
ℂ3×3  is the total line impedance consists of resistance 𝒓𝑖𝑘  and reactance 𝒙𝑖𝑘 , which is 
determined by the phase impedance matrix 𝔃𝑖𝑘
𝑎𝑏𝑐 ∈ ℂ3×3 in Ω/mile and the length of the 
line 𝑙(𝑖, 𝑘) in mile [111]: 
𝔃𝑖𝑘 = 𝑙(𝑖, 𝑘)𝔃𝑖𝑘
𝑎𝑏𝑐 = 𝒓𝑖𝑘 + 𝑗𝒙𝑖𝑘                       (3.10) 
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Denote ⨀ and ⊘ the element-wise product and division respectively, the line current 
𝑰𝑖𝑘  can be calculated by: 
𝑰𝑖𝑘 = 𝑺𝑖𝑘
∗ ⊘ 𝑽𝑖
∗                                              (3.11) 
where 𝑺𝑖𝑘 = [𝑃𝑖𝑘
𝑎 + 𝑗𝑄𝑖𝑘
𝑎 , 𝑃𝑖𝑘
𝑏 + 𝑗𝑄𝑖𝑘
𝑏 , 𝑃𝑖𝑘
𝑐 + 𝑗𝑄𝑖𝑘
𝑐 ]
Τ
∈ ℂ3×1is the apparent power from bus 
𝑖 to bus 𝑘. Substituting (3.11) into (3.9) and multiplying the left side and the right side by 
their complex conjugate respectively [115], we have: 
𝑽𝑘⨀𝑽𝑘
∗ = 𝑽𝑖⨀𝑽𝑖
∗ − 𝔃𝑖𝑘(𝑺𝑖𝑘
∗ ⊘ 𝑽𝑖
∗)⨀𝑽𝑖
∗ − 𝔃𝑖𝑘
∗ (𝑺𝑖𝑘 ⊘ 𝑽𝑖)⨀𝑽𝑖 + 𝒄𝑖𝑘(𝑺𝑖𝑘 , 𝑽𝑖 , 𝔃𝑖𝑘)  (3.12) 
where 𝒄𝑖𝑘(𝑺𝑖𝑘 , 𝑽𝑖 , 𝔃𝑖𝑘) is the higher order term that be neglected. The linear unbalanced 
three-phase power flow can be derived by assuming the phase voltages are nearly balanced  
[114]: 
𝑉𝑖
𝑎
𝑉𝑖
𝑏 ≈
𝑉𝑖
𝑏
𝑉𝑖
𝑐 ≈
𝑉𝑖
𝑐
𝑉𝑖
𝑎 ≈ 𝑒
𝑗2𝜋/3                                     (3.13) 
Note that (6) only holds for three-phase buses. For two-phase buses, only presenting 
phases are assumed to be nearly balanced. Rearrange (3.12), denote 𝑼 =
[|𝑉𝑎|2, |𝑉𝑏|2, |𝑉𝑐|2]𝑇 and neglect 𝒄𝑖𝑘 , we have: 
𝑼𝒌 = 𝑼𝒊 − ?̃?𝑖𝑘𝑺𝑖𝑘
∗ − ?̃?𝑖𝑘
∗ 𝑺𝑖𝑘                                      (3.14) 
where  ?̃?𝑖𝑘 = 𝜶⨀𝔃𝑖𝑘 ∈ ℂ
3×3, and 𝜶 is defined as: 
𝜶 = [
1 𝑒−𝑗2𝜋/3 𝑒𝑗2𝜋/3
𝑒𝑗2𝜋/3 1 𝑒−𝑗2𝜋/3
𝑒−𝑗2𝜋/3 𝑒𝑗2𝜋/3 1
] 
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Together with the power balance constraints for each bus at each step, we can 
formulate the linear power flow constraints considering the energization status of each 
line at each step. For single-phase and two-phase lines, corresponding variables for the 
missing phase(s) should be set to zero. Considering the power balance for each bus at each 
step and neglecting the line loss, we have: 
𝑼𝑖,𝑡 − 𝑼𝑗,𝑡 ≤ ?̃?𝑖𝑗𝑺𝑖𝑗,𝑡
∗ + ?̃?𝑖𝑗
∗ 𝑺𝑖𝑗,𝑡 + 𝑀(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋
𝜙
,                              (3.15) 
𝑼𝑖,𝑡 − 𝑼𝑗,𝑡 ≥ ?̃?𝑖𝑗𝑺𝑖𝑗,𝑡
∗ + ?̃?𝑖𝑗
∗ 𝑺𝑖𝑗,𝑡 − 𝑀(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋
𝜙
, (𝑖, 𝑗) ∈ 𝐵\𝒱, 𝑡 ∈ 𝒯,            (3.16) 
∑ 𝑷ℎ𝑖,𝑡
𝐵𝑅
ℎ:(ℎ,𝑖)∈𝐵 + ∑ 𝑷𝑔,𝑡
𝜙
 𝑔:𝑔=𝑖,𝑔∈𝒢 = ∑ 𝑷𝑖𝑗,𝑡
𝐵𝑅
𝑗:(𝑖,𝑗)∈𝐵 + ∑ 𝑷𝑙,𝑡
𝐿
𝑙:𝑙=𝑖,l∈ℒ ,               (3.17) 
∑ 𝑸ℎ𝑖,𝑡
𝐵𝑅
ℎ:(ℎ,𝑖)∈𝐵 + ∑ 𝑸𝑔,𝑡
𝜙
 𝑔:𝑔=𝑖,𝑔∈𝒢 = ∑ 𝑸𝑖𝑗,𝑡
𝐵𝑅
𝑗:(𝑖,𝑗)∈𝐵 + ∑ 𝑸𝑙,𝑡
𝐿
𝑙:𝑙=𝑖,𝑙∈ℒ ,              (3.18) 
(𝑖, 𝑗) ∈ 𝐵, 𝜙 ∈ Φij , 𝑡 ∈ 𝒯                                                 (3.19) 
where 𝒆𝒊𝒋
𝜙
∈ ℤ2
3 is the vector with binary entries to represent the phases. For example, if a 
branch (𝑖, 𝑗)  is a single-phase line (e.g., phase B), then 𝒆𝒊𝒋
𝜙
= [0,1,0]𝑇 . 𝑺𝑖𝑗,𝑡 = 𝑷𝑖𝑗,𝑡
𝐵𝑅 +
𝑗𝑸𝑖𝑗,𝑡
𝐵𝑅  is the vector of three-phase apparent power flowing from bus 𝑖 to bus 𝑗 through line 
(𝑖, 𝑗) at step 𝑡. (𝑷𝑙,𝑡
𝐿 + 𝑗𝑸𝑙,𝑡
𝐿 ) is the three-phase load demand on node 𝑖 at step 𝑡. Equations 
(3.15) and (3.16) ensure the constraints are only applied to energized lines except voltage 
regulators and transformers. 𝑀 is a big number and should be selected carefully to ensure 
the constraints are valid only when the line is energized.  
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3.5.3.2 Load Models 
Two load models were developed to accurately model the load demand during the 
black start process, namely, loads under cold load pickup (CLPU) conditions, and voltage-
dependent loads modeled as a composite of constant impedance load, constant current 
load, and constant power (ZIP) load. In addition, the loads in distribution systems can be 
wye-connected or delta-connected. Delta-connected ZIP loads introduce nonlinear terms 
after being converted to wye-connected loads. A method that can convert delta-connected 
loads into linear wye-connected loads is introduced.  
3.5.3.2.1 Load Model Under Cold Load Pick-up Conditions 
CLPU refers to the phenomenon that when restoring a load after an extended outage, 
a much higher demand than the pre-outage level will be resulted initially, because 
thermostatically controlled loads (e.g., air conditioners, heaters, and refrigerators) will 
start at the same time [52].  
Researchers have proposed various models to estimate the behavior of the loads under 
CLPU conditions [117, 118]. The performance of different modeling methods is compared 
in [117]. In this dissertation research, a linear CLPU model is proposed to model the 
behavior of load demands at different time steps, based on any given CLPU curve. Figure 
3.4 shows a typical delayed exponential CLPU curve. The horizon axis represents the time 
steps, and the vertical axis represents the load demand presenting in the system. The 
outage occurs at 𝑡0 , and the load is restored at 𝑡1 . Due to the loss of diversity, the 
undiversified loading factor at 𝑡1 is 𝑆𝑈. Then the load starts to gain diversity at 𝑡2, and 
decreases exponentially. The post-outage diversified loading factor is 𝑆𝐷 , which is 
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normally equal to the pre-outage loading level. It should be noted that the restoration time 
(𝑡1) for each load is not pre-determined.  
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Figure 3.4. The load demand under CLPU conditions 
 
The load demand under CLPU conditions can be formulated as [54]: 
𝑆𝑙 = {
0,                                           𝑡 < _𝑇0
𝑆𝑈 ,                                 𝑇0 ≤ 𝑡 ≤ 𝑇1
𝑆𝐷 + (𝑆𝑈 − 𝑆𝐷)𝑒
−𝛼(𝑡−𝑇1),    𝑡 > 𝑇1
                   (3.20) 
In this dissertation research, we assumed the CLPU curve is equally sampled, and the 
sampling interval is ∆𝑡, which is the interval used for the BSR model. Assuming total 𝑁 
samples are collected from the CLPU curve of load 𝑙, denote 𝐿𝑙(𝑘) as the scale factor on 
the CLPU curve at 𝑘𝑡ℎ sample, and ∆𝐿𝑙(𝑘) as the difference between two scale factors at 
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𝑘𝑡ℎ  sample and (𝑘 − 1)𝑡ℎ  sample. ∆𝐿𝑙(𝑘)  can be replaced with ∆𝑃𝑙(𝑘) , ∆𝑄𝑙(𝑘) , and 
∆𝑆𝑙(𝑘) for formulating 𝑃𝑡
𝐿 , 𝑄𝑙,𝑡
𝐿 , and 𝑆𝑙,𝑡
𝐿 , respectively. ∆𝐿𝑙(𝑘) can be calculated as: 
∆𝐿𝑙(𝑘) = {
0, 𝑘 = 1
𝐿𝑙(𝑘) − 𝐿𝑙(𝑘 − 1), 1 < 𝑘 ≤ 𝑁
     (3.21) 
Note that ∆𝐿𝑙(1) is defined as the load difference between 𝑆𝑈 and 𝐿𝑙(1), which is 0. 
Equation (3.21) can be applied to any CLPU curve, and ∆𝐿𝑙(𝑘) should be calculated prior 
to running the BSR algorithm.  
For a delayed exponential CLPU curve as shown in Figure 3.4, 𝐿𝑙(𝑘) can be calculated 
as [18]: 
𝐿𝑙(𝑘) = (𝑆
𝐷 + (𝑆𝑙
𝑈 − 𝑆𝑙
𝐷)𝑒−𝛼𝑙∙𝐶𝑙,𝑘 )𝑢(𝐶𝑙,𝑘) + 𝑆
𝑈 (1 − 𝑢(𝐶𝑙,𝑘)) , 1 ≤ 𝑘 ≤ 𝑁,   (3.22) 
𝐶𝑙,𝑘 = (𝑘 − 1)∆𝑡 − 𝐷𝑙,        (3.23) 
𝑢(𝑖) = {
1,   𝑖 > 0
0,       𝑖 ≤ 0
,     (3.24) 
where 𝐶𝑙,𝑘 is the duration between the time step when load 𝑙 starts gaining diversity and 
the 𝑘𝑡ℎ time step. Then, the three-phase CLPU load can be calculated in an accumulative 
manner, which could be formulated as: 
𝑷𝑙,𝑡
𝐿 = 𝑷𝑙
𝐿⨀(𝑺𝑈𝑥𝑙,𝑡
𝐿 − ∑ ∆𝑷𝑙(𝑘)𝑥𝑙,𝑡−𝑘+1
𝐿𝑡
𝑘=1 ), 𝑙 ∈ ℒ, 𝑡 ∈ 𝒯,       (3.25) 
𝑸𝑙,𝑡
𝐿 = 𝑸𝑙
𝐿⨀(𝑺𝑈𝑥𝑙,𝑡
𝐿 − ∑ ∆𝑸𝑙(𝑘)𝑥𝑙,𝑡−𝑘+1
𝐿𝑡
𝑘=1 ), 𝑙 ∈ ℒ, 𝑡 ∈ 𝒯,               (3.26) 
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where 𝑷𝑙
𝐿, 𝑸𝑙
𝐿 are pre-outage three-phase active and reactive power of load 𝑙; 𝑺𝑙
𝐷 , 𝑺𝑙
𝑈 are 
vectors representing the diversified loading factors and undiversified loading factors for 
load 𝑙; ∆𝑷𝑙(𝑘) and ∆𝑸𝑙(𝑘) are calculated using (3.22) – (3.24) for each phase. 
3.5.3.2.2 ZIP Load Model 
All the loads are assumed to be voltage dependent loads, which are normally modeled 
by the composite of constant impedance (Z), constant current (I) and constant power (P 
and Q). For each phase, the voltage dependent load demand (𝑃𝑙 + 𝑗𝑄𝑙) can be described 
as [111]: 
𝑃𝑙
𝑃0
= 𝑎𝑝
𝑍 (
|𝑉|
|𝑉0|
)
2
+ 𝑎𝑝
𝐼 (
|𝑉|
|𝑉0|
) + 𝑎𝑝
𝑃                          (3.27) 
𝑄𝑙
𝑄0
= 𝑎𝑞
𝑍 (
|𝑉|
|𝑉0|
)
2
+ 𝑎𝑞
𝐼 (
|𝑉|
|𝑉0|
) + 𝑎𝑞
𝑃                       (3.28) 
where 𝑃0 + 𝑗𝑄0 is the load demand at the nominal voltage 𝑉0; 𝑎𝑝
𝑍, 𝑎𝑝
𝐼 , 𝑎𝑝
𝑃, 𝑎𝑞
𝑍, 𝑎𝑞
𝐼 , 𝑎𝑞
𝑃 are 
coefficients representing the percentage of constant impedance, current and power of 
active and reactive power of load 𝑙, and should satisfy [111]: 
𝑎𝑝
𝑍 + 𝑎𝑝
𝐼 + 𝑎𝑝
𝑃 = 1,                         (3.29) 
𝑎𝑞
𝑍 + 𝑎𝑞
𝐼 + 𝑎𝑞
𝑃 = 1,                         (3.30) 
𝑎𝑝
𝑍 , 𝑎p
𝐼 , 𝑎𝑝
𝑃 , 𝑎𝑞
𝑍, 𝑎𝑞
𝐼 , 𝑎𝑞
𝑃 ∈ ℝ≥0                 (3.31) 
Substituting 𝑈𝑙,𝑡 = |𝑉𝑙,𝑡|
2
 into the above equations while considering the energization 
status of load at step 𝑡, the single-phase load demand at each step can be expressed by two 
nonlinear functions of 𝑈𝑙,𝑡 and 𝑥𝑙,𝑡
𝐿 : 
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𝑃𝑙,𝑡 = 𝑥𝑙,𝑡
𝐿 (
𝑎𝑝
𝑍𝑃0
|𝑉0|
2 𝑈𝑙,𝑡 +
𝑎𝑝
𝐼 𝑃0
|𝑉0|
√𝑈𝑙,𝑡 + 𝑎𝑝
𝑃𝑃0)             (3.32) 
𝑄𝑙,t = 𝑥𝑙,𝑡
𝐿 (
𝑎𝑞
𝑍𝑄0
|𝑉0|
2 𝑈𝑙,𝑡 +
𝑎𝑞
𝐼 𝑄0
|𝑉0|
√𝑈𝑙,𝑡 + 𝑎𝑞
𝑃𝑄0)            (3.33) 
Considering 𝑈𝑙,𝑡 varies in a small range which is constrained by the voltage magnitude 
constraint introduced below, the nonlinear term √𝑈𝑙,𝑡 can be linearized around 𝑈𝑙,𝑡 = 1.0 
based on its Taylor series expansion: 
√𝑈𝑙,𝑡 ≈ 0.5 + 0.5𝑈𝑙,𝑡                         (3.34) 
The nonlinear term 𝑥𝑙,𝑡
𝐿 𝑈𝑙  can be linearized by introducing an extra variable 𝑦𝑙,𝑡 =
𝑥𝑙,𝑡
𝐿 𝑈𝑙,𝑡 and two extra inequality constraints: 
𝑉𝑚𝑖𝑛
2 𝑥𝑙,𝑡
𝐿 ≤ 𝑦𝑙,𝑡 ≤ 𝑉𝑚𝑎𝑥
2 𝑥𝑙,𝑡
𝐿                                          (3.35) 
𝑉𝑚𝑖𝑛
2 (1 − 𝑥𝑙,𝑡
𝐿 ) ≤ 𝑈𝑙,𝑡 − 𝑦𝑙,𝑡 ≤ 𝑉𝑚𝑎𝑥
2 (1 − 𝑥𝑙,𝑡
𝐿 )     (3.36) 
Substituting (3.34), (3.35), and (3.36) into (3.32) and (3.33), the three-phase wye-
connected load at step 𝑡 can be described as: 
𝑷𝑙,𝑡
𝐿 = (
𝑎𝑝
𝑍
|𝑉0|
2 𝑷0 + 0.5
𝑎𝑝
𝐼
|𝑉0|
𝑷0) ⨀𝒚𝑙,𝑡 + 𝑥𝑙,𝑡
𝐿 (0.5
𝑎𝑝
𝐼
|𝑉0|
𝑷0 + 𝑎𝑝
𝑃𝑷0)    (3.37) 
𝑸𝑙,𝑡
𝐿 = (
𝑎𝑞
𝑍
|𝑉0|
2 𝑸0 + 0.5
𝑎𝑞
𝐼
|𝑉0|
𝑸0) ⨀𝒚𝑙,𝑡 + 𝑥𝑙,𝑡
𝐿 (0.5
𝑎𝑞
𝐼
|𝑉0|
𝑸0 + 𝑎𝑞
𝑃𝑸0)   (3.38) 
𝟎 ≤ 𝒚𝑙,𝑡 ≤ 𝑥𝑙,𝑡
𝐿 𝑼𝑚𝑎𝑥                         (3.39) 
(1 − 𝑥𝑙,𝑡
𝐿 )𝑼𝑚𝑖𝑛 ≤ 𝑼𝑙,𝑡 − 𝒚𝑙,𝑡 ≤ (1 − 𝑥𝑙,𝑡
𝐿 )𝑼𝑚𝑎𝑥      (3.40) 
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where 𝒚𝑙,𝑡 = 𝑥𝑙,𝑡
𝐿 [𝑈𝑙,𝑡
𝑎 , 𝑈𝑙,𝑡
𝑏 , 𝑈𝑙,𝑡
𝑐 ]
𝑇
. 𝑼𝑚𝑖𝑛  and 𝑼𝑚𝑎𝑥  are set to 0.952 𝑝. 𝑢. and 1.052 𝑝. 𝑢., 
respectively, for each presenting phase. 
3.5.3.2.3 Delta-Connected Load 
For delta-connected loads as shown in Figure 3.5, the approximated wye-connected 
model can be derived by assuming (3.13) still holds. For the approximated load on phase 
A, we have: 
𝑆𝑎
𝐿 = 𝑉𝑎𝐼𝑎
∗ = 𝑉𝑎 (
𝑆𝑎𝑏
𝐿
𝑉𝑎𝑏
−
𝑆𝑐𝑎
𝐿
𝑉𝑐𝑎
) ≈
𝑒−𝑗𝜋/6
√3
𝑆𝑎𝑏
𝐿 −
𝑒−𝑗5𝜋/6
√3
𝑆𝑐𝑎
𝐿     (3.41) 
Similarly, we can derive 𝑆𝑏
𝐿 and 𝑆𝑐
𝐿 and derive the approximated wye-connected load 
in matrix form: 
[
𝑆𝑎
𝐿
𝑆𝑏
𝐿
𝑆𝑐
𝐿
] =
1
√3
[
𝑒
−
𝑗𝜋
6 0 −𝑒−
𝑗5𝜋
6
−𝑒−
𝑗5𝜋
6 𝑒
−
𝑗𝜋
6 0
0 −𝑒−
𝑗5𝜋
6 −𝑒−
𝑗𝜋
6
] [
𝑆𝑎𝑏
𝐿
𝑆𝑏𝑐
𝐿
𝑆𝑐𝑎
𝐿
]        (3.42) 
Note the same ZIP parameters are applied for 𝑆𝑎𝑏
𝐿 , 𝑆𝑏𝑐
𝐿 , 𝑆𝑐𝑎
𝐿 . Single-phase and two-
phase loads in both wye-connection and delta connection can be modeled in the similar 
way by setting the variables associated with the missing phase(s) to zero. Wye-connected 
and delta-connected capacitor banks are modeled as constant impedance loads and share 
the same model as ZIP load. 
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Figure 3.5. The approximated wye-connected model of a delta-connected load. (a) delta-connected load, (b) 
approximated wye-connected load 
 
3.5.3.3 Voltage Regulator and Transformer Model 
A single-phase voltage regulator can be modeled as an ideal transformer connected 
with an equivalent line representing the leakage impedance, as shown in Figure 3.6 [119]. 
A three-phase voltage regulator can be modeled by connecting three single-phase voltage 
regulators. Transformers share the same model as voltage regulators but with fixed ratios. 
In this dissertation research, all of the regulators were modeled as wye-connected type B 
regulators [111]. The relationship between the voltage magnitudes on both sides for a 
three-phase voltage regulator, with 𝑖 as the primary side and 𝑗 as the secondary side, can 
be expressed as:  
−𝑀(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋
𝜙
≤ 𝒂2⨀𝑼𝑗 − 𝑼𝑖 ≤ 𝑀(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋
𝜙
, (𝑖, 𝑗) ∈ 𝒱, 𝑡 ∈ 𝒯,  (3.43) 
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Figure 3.6. Voltage regulator model. (a): Original voltage regulator model. (b): equivalent model 
 
where 𝒂 ∈ ℝ3×1  is the vector representing the ratio between secondary winding and 
primary winding for each phase. 𝑀 is a large number that should be selected carefully. 
The regulator is assumed to be adjustable from −16 step to +16 step, in order to regulate 
the voltage from +10% to −10%, with 5/8% per step [111]. Denoting 𝒏𝒕𝒂𝒑 ∈
{−16, −15, … , +15, +16} as the tap position for each phase, the ratio is calculated by: 
𝒂 = 1 + 0.00625𝒏𝒕𝒂𝒑,                                               (3.44) 
−16 ≤ 𝒏𝒕𝒂𝒑 ≤ 16.                                                  (3.45) 
Tap position can be either fixed or controllable. For fixed tap positions, voltage 
regulators and transformers can be modeled by equations (3.43)–(3.45). For variable tap 
positions, a mixed-integer linear model proposed in [120] can be integrated with the BSR 
formulation for determining tap positions at each step. Unfortunately, in order to precisely 
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model the discrete tap variables, the formulation in [120] introduces too many constraints, 
hence becoming intractable for systems with a large number of voltage regulators. An 
alternative formulation is proposed in [119, 121, 122] to relax the discrete tap position 
variables to continuous variables, then the tap position is determined by rounding up to 
the nearest integer values. This relaxation yields acceptable performance, without 
introducing over-complicated constraints.  
A challenge appears when the tap position is defined as a variable in equation (3.43), 
in which the term “𝜶2⨀𝑼𝑗” becomes nonlinear and needs to be linearized. Denote 𝜷𝑟,𝑡 ≔
𝜶2  as the decision variables for regulator 𝑟 ∈ ℛ  at time step 𝑡 . Then 𝜶2⨀𝑼𝑗  becomes 
𝜷𝑟,𝑡⨀𝑼𝑗. 𝜷𝑟,𝑡 is changing within the range associated with the minimal tap position and 
the maximum tap position; i.e., between 0.81 and 1.21. Similarly, 𝑼𝑗  is maintained 
between 0.9025 (𝑉𝑚𝑖𝑛
2 ) and 1.1025 (𝑉𝑚𝑎𝑥
2 ). The narrow ranges for 𝜷𝑟,𝑡 and 𝑼𝑗 make the 
surface of their product flat, which can be approximated by a plane in the three-
dimensional space. Then the term 𝜷𝑟,𝑡⨀𝑼𝑗 can be linearized by a linear function of  𝜷𝑟,𝑡 
and 𝑼𝑗: 
 𝜷𝑟,𝑡⨀𝑼𝑗  ≈ 𝒂⨀𝜷𝑟,𝑡 + 𝒃⨀𝑼𝑗 + 𝒄      (3.46) 
where 𝒂, 𝒃, and 𝒄 ∈ ℝ3×1 are denoted as the coefficients for the linear model. They can be 
determined by solving the following least square method: 
max     ‖(𝜷𝑟,𝑡⨀𝑼𝑗) − (𝒂⨀𝜷𝑟,𝑡 + 𝒃⨀𝑼𝑗 + 𝒄) ‖           (3.47) 
𝑠. 𝑡.       (1 + 0.00625𝒏𝒎𝒊𝒏
𝒕𝒂𝒑 )
𝟐
≤ 𝜷𝑟,𝑡 ≤ (1 + 0.00625𝒏𝒎𝒂𝒙
𝒕𝒂𝒑 )
𝟐
    (3.48) 
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𝑽𝑚𝑖𝑛
2 ≤ 𝑼𝑗 ≤ 𝑽𝑚𝑎𝑥
2          (3.49) 
where 𝒏𝒎𝒊𝒏
𝒕𝒂𝒑
 and 𝒏𝒎𝒂𝒙
𝒕𝒂𝒑
 are minimum and maximum tap position, respectively. And 𝑽𝑚𝑖𝑛
2  
and 𝑽𝑚𝑎𝑥
2  are the square of minimum and maximum permissive voltage, respectively.  
Then the linearized constraints incorporating voltage regulator variables becomes: 
−𝑀𝑥𝑖𝑗,𝑡
𝐵𝑅 ≤ 𝜷𝑟,𝑡 − 𝜷𝑟,0 ≤ 𝑀𝑥𝑖𝑗,𝑡
𝐵𝑅       (3.50) 
−𝑀(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋
𝜙
≤ 𝒂⨀𝜷𝑟,𝑡 + 𝒃⨀𝑼𝑗 + 𝒄 − 𝑼𝑖 ≤ 𝑀(1 − 𝑥𝑖𝑗,𝑡
𝐵𝑅 )𝒆𝒊𝒋
𝜙
,  
𝑟 ∈ ℛ, (𝑖, 𝑗) ∈ 𝒱, 𝑡 ∈ 𝒯.     (3.51) 
Constraints (3.48) – (3.51) guarantee the voltage regulators are changing within 
permissive ratio ranges. Constraint (3.50) requires the tap position should be in the initial 
position, before the regulator is energized. Additional constraints apply, if we want to 
constraint the duration between any two consecutive operations. Given 𝒏𝒎𝒊𝒏
𝒕𝒂𝒑
=
[−16, −16, −16]𝑇, 𝒏𝒎𝒂𝒙
𝒕𝒂𝒑
= [+16, +16, +16]𝑇, 𝑽𝑚𝑖𝑛
2 = [0.952, 0.952, 0.952]𝑇, 𝑽𝑚𝑎𝑥
2 =
[1.052, 1.052, 1.052]𝑇 , the coefficients are: 𝒂 = [1,1,1]𝑇 , 𝒃 = [1.01,1.01,1.01]𝑇 , 𝒄 =
[−1.01, −1.01, −1.01]𝑇.  
3.5.3.4 Connectivity Constraints for Components 
During a black start process, most components must be energized from a de-energized 
condition. The binary variables defined for these components (e.g., DGs, loads, lines, and 
nodes) represent the energization status of each component at each time step. In this 
subsection, the connectivity of these components is mathematically modeled as a set of 
equality and inequality constraints. The connectivity constraints describe the physical 
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connections of each component with the system. For example, as introduced in Section 2, 
a non-black start DG can only generate power after being started by an external power. 
Similarly, a load can only be energized when its terminal node is energized.  
3.5.3.4.1 Connectivity Constraints for DGs 
Different rules representing the physical connections apply to different types of DGs 
(e.g., black start DGs and non-black start dispatchable DGs). TABLE 3.3 lists the inter-
temporal constraints among the bus status at time step 𝑡 and the DG status at time step 
(𝑡 − 1) and 𝑡. “—” means this situation is not existing. These rules include: 
1) Black start DGs start at the first time step. 
2) If a non-black start DG is equipped with a switch, then it can start only when the 
terminal bus is energized 
3) If a non-black start DG is directly connected to the terminal bus, then it will 
immediately start when the terminal bus is energized.  
4) If a DG cannot participate in the restoration, then it should not start.  
 
TABLE 3.3. CONNECTIVITY CONSTRAINTS FOR DGS 
Bus Status 
at 𝑡 
DG Status 
at (𝑡 − 1) 
Black 
Start DG 
DG with switch DG without switch 
𝑠𝑔,𝑡
𝑁   𝑥𝑔,𝑡−1
𝐺   𝑔 ∈ 𝒢 𝑆  𝑔 ∈ 𝒢\(𝒢𝑆 ∪ 𝒢𝐹) 𝑔 ∈ 𝒢 𝑆\𝒢𝐹  
0 0 — 0 0 
1 0 — 0 or 1 — 
0 1 — — — 
1 1 1 1 1 
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These rules can be mathematically formulated by the following constraints: 
𝑥𝑔,𝑡
𝐺 ≤ 𝑠𝑔,𝑡
𝑁 ,    𝑔 ∈ 𝒢\(𝒢𝑆 ∪ 𝒢𝐹), 𝑡 ∈ 𝒯,          (3.52) 
𝑥𝑔,𝑡
𝐺 − 𝑥𝑔,𝑡−1
𝐺 ≥ 0, 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯, 𝑡 > 1.              (3.53) 
𝑥𝑔,𝑡
𝐺 = 1, 𝑔 ∈ 𝒢𝑆\𝒢𝐹 , 𝑡 ∈ 𝒯      (3.54) 
Equation (3.52) ensures a dispatchable DG without black start capability should be 
able to start only when it connects to an energized node. Equation (3.53) guarantees that 
once a DG is started, it cannot be tripped in the following steps. Equation (3.54) requires 
the substation node and the black-start DGs should be started at the first step. The 
capability of black start DGs to regulator voltage can be formulated as: 
𝑈𝑔,𝑡 = 1.0,     𝑔 ∈ 𝒢
𝑆\𝒢𝐹 ,  𝑡 ∈ 𝒯.     (3.55) 
3.5.3.4.2 Connectivity Constraints for ESSs 
Similarly, the connectivity constraints for ESSs can be formulated as: 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑠𝑒,𝑡
𝑁    e ∈ 𝐸\𝐸𝐹 ,  𝑡 ∈ 𝒯.    (3.56) 
Equation (3.56) ensures that an ESS can only charge and discharge power when its 
terminal node is energized.  
3.5.3.4.3 Connectivity Constraints for Loads 
As shown in TABLE 3.4, the connectivity constraints for loads include: 
1) Loads can only be restored when terminal buses are energized. 
2) A switchable load will be restored immediately when the terminal bus is energized. 
3) A load should not be shed once being restored. 
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TABLE 3.4. CONNECTIVITY CONSTRAINTS FOR LOADS 
Bus Status 
Load Status 
at (𝑡 − 1) 
Switchable Load Non-switchable Load 
𝑠𝑙,𝑡
𝑁   𝑥𝑙,𝑡−1
𝐿   𝑥𝑙,𝑡
𝐿 ,  𝑙 ∈ ℒ𝑆\ℒ𝐹 𝑥𝑙,𝑡
𝐿 , 𝑙 ∈ ℒ\(ℒ𝑆 ∪ ℒ𝐹) 
0 0 0 0 
1 0 0 or 1 1 
0 1 — — 
1 1 1 1 
 
The connectivity constraints can be formulated as: 
𝑥𝑙,𝑡
𝐿 ≤ 𝑠𝑙,𝑡
𝑁 , 𝑙 ∈ ℒ𝑆\ℒ𝐹 , 𝑡 ∈ 𝒯.                  (3.57) 
                       𝑥𝑙,𝑡
𝐿 = 𝑠𝑙,𝑡
𝑁 , 𝑙 ∈ ℒ\(ℒ𝑆 ∪ ℒ𝐹), 𝑡 ∈ 𝒯.     (3.58) 
𝑥𝑙,𝑡
𝐿 − 𝑥𝑙,𝑡−1
𝐿 ≥ 0, 𝑙 ∈ ℒ𝑆 , 𝑡 ∈ 𝒯, 𝑡 > 1.            (3.59) 
Equation (3.57) requires that a switchable load can only be energized when it connects 
to an energized node. Equation (3.58) ensures a non-switchable load will be energized 
immediately when it connects to an energized node. Equations (3.59) requires that a load 
is restored, it cannot be tripped again. Furthermore, an optional constraint can be used to 
ensure that a set of loads (e.g., critical loads) can be restored prior to another set of loads: 
𝑥𝑛𝑙,𝑡
𝐿 ≤ 𝑥𝑐𝑙,𝑡
𝐿 ,   𝑐𝑙, 𝑛𝑙 ∈ ℒ\ℒ𝐹 , 𝑡 ∈ 𝒯,             (3.60) 
where the subscript 𝑐𝑙 represents a particular critical load, and 𝑛𝑙 represents a particular 
non-critical load. Equation (3.60) can be used for two or more loads that must be restored 
at a given sequence. Indeed, we can use (3.60) to require that all the non-critical loads 
must be restored after all the critical loads are restored. Using (3.60) may generate low-
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quality solutions. For example, if restoring a critical load will violate some constraints, it 
will further prevent all the non-critical loads from being restored.  
3.5.3.4.4 Connectivity Constraints for Lines 
Transmission lines in the system can be categorized into three types according to the 
controllability, namely, switchable lines equipped with remotely controllable switches, 
non-switchable lines that directly connect two terminal buses, and damaged lines that are 
assumed to be permanently opened before being repaired. Connectivity constraints are 
defined for lines, as shown in TABLE 3.5, including: 
1) A switchable line can only be closed when one of the terminal buses is energized. 
2) Closing a non-switchable line will immediately energize the terminal buses. 
3) A line cannot be tripped after being energized. 
 
TABLE 3.5. CONNECTIVITY CONSTRAINTS FOR LINES 
Branch 
Status 
Bus Status at (𝒕 − 𝟏) Bus Status at 𝒕 Switchable Lines Non-switchable Lines 
𝒙𝒊𝒋,𝒕−𝟏
𝑩𝑹  𝒔𝒊,𝒕−𝟏
𝑵  𝒔𝒋,𝒕−𝟏
𝑵  𝒔𝒊,𝒕
𝑵  𝒔𝒋,𝒕
𝑵  (𝒊, 𝒋) ∈ 𝓑𝑺\𝓑𝑭 (𝒊, 𝒋) ∈ 𝓑\(𝓑𝑺 ∪ 𝓑𝑭) 
0 0 0 0 0 0 0 
0 0 0 0 1 0 — 
0 0 0 1 0 0 — 
0 0 0 1 1 0 1 
0 0 1 0 1 0 — 
0 0 1 1 1 0 or 1 1 
0 1 0 1 0 0 — 
0 1 0 1 1 0 or 1 1 
0 1 1 1 1 0 1 
1 1 1 1 1 1 1 
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These rules can be mathematically formulated by the following constraints: 
𝑥𝑖𝑗,𝑡
𝐵𝑅 ≤ 𝑠𝑖,𝑡
𝑁 ,     (𝑖, 𝑗) ∈ ℬ𝑆\ℬ𝐹, 𝑡 ∈ 𝒯,           (3.61) 
𝑥𝑖𝑗,𝑡
𝐵𝑅 ≤ 𝑠𝑗,𝑡
𝑁 ,     (𝑖, 𝑗) ∈ ℬ𝑆\ℬ𝐹, 𝑡 ∈ 𝒯,     (3.62) 
𝑥𝑖𝑗,𝑡
𝐵𝑅 = 𝑠𝑖,𝑡
𝑁 ,     (𝑖, 𝑗) ∈ ℬ\(ℬ𝑆 ∪ ℬ𝐹), 𝑡 ∈ 𝒯,     (3.63) 
𝑥𝑖𝑗,𝑡
𝐵𝑅 = 𝑠𝑗,𝑡
𝑁 ,     (𝑖, 𝑗) ∈ ℬ\(ℬ𝑆 ∪ ℬ𝐹), 𝑡 ∈ 𝒯,    (3.64) 
𝑥𝑖𝑗,𝑡
𝐵𝑅 − 𝑥𝑖𝑗,𝑡−1
𝐵𝑅 ≥ 0, (𝑖, 𝑗) ∈ ℬ𝑆\ℬ𝐹, 𝑡 ∈ 𝒯, 𝑡 > 1.   (3.65) 
Equations (3.61) and (3.62) require that if a switchable line is energized, both end 
nodes must be energized. Equations (3.63) and (3.64) guarantee that a non-switchable line 
will be energized immediately when one of the end nodes is energized. Equation (3.65) 
implies that a line cannot be tripped after being energized.  
3.5.3.5 Initial Condition Constraints 
Initial condition constraints describe the energization status of damaged or non-
participating components. In addition, since the system is fully de-energized before 
performing black start restoration, the initial status, which is represented by the 
energization status at the first step of each component, should be specified. In summary, 
the aforementioned operating conditions can be described as: 
1) All the lines are opened at the first step: 
𝑥𝑖𝑗,𝑡
𝐵𝑅 = 0, (𝑖, 𝑗) ∈ ℬ𝑆\ℬ𝐹 , 𝑡 = 1.     (3.66) 
2) A DG or an ESS that cannot participate in the restoration should keep being de-
energized: 
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𝑥𝑔,𝑡
𝐺 = 0,     𝑔 ∈ 𝒢𝐹 , 𝑡 ∈ 𝒯,      (3.67) 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶 + 𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷 = 0,   𝑒 ∈ ℰ𝐹 , 𝑡 ∈ 𝒯.    (3.68) 
3) A load that cannot be energized should keep being de-energized: 
𝑥𝑙,𝑡
𝐿 = 0, 𝑙 ∈ ℒ𝐹 , 𝑡 ∈ 𝒯     (3.69) 
4) A disconnected or damaged line that cannot perform reclosing should keep being de-
energized: 
𝑥𝑖𝑗,𝑡
𝐵𝑅 = 0,     (𝑖, 𝑗) ∈ ℬ𝐹 , 𝑡 ∈ 𝒯                      (3.70) 
5) A damaged node should be kept de-energized: 
𝑠𝑖,𝑡
𝑁 = 0,     𝑖 ∈ 𝒩𝐹 , 𝑡 ∈ 𝒯                       (3.71) 
3.5.4 System Operational Constraints 
To ensure the feasibility of the restoration solutions, various operational constraints 
must be satisfied throughout the restoration process. IEEE Standard 1547.4-2011 requires 
that operating microgrids in island mode should be in accordance with ANSI/NEMA 
C84.1-2006 if part of the system is included in the isolated microgrid [75]. Maintaining 
the voltage and frequency of the energized system is critical since ANSI/NEMA C84.1-
2006 requires DGs to disconnect from the network, if abnormal voltage and frequency 
conditions are detected. The clearing time for DGs is specified in IEEE Standard 1547.4-
2011, as shown in TABLE 3.6 and TABLE 3.7 [75]. It can be observed that once the 
abnormal voltage or frequency is detected, DGs must be disconnected within a short time 
duration. Therefore, both voltage and frequency should be well maintained.  
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TABLE 3.6. INTERCONNECTION SYSTEM RESPONSE TO ABNORMAL VOLTAGES [75] 
Voltage range (% of base voltage) Clearing time (s) 
𝑉 < 50  0.16 
50 ≤ 𝑉 < 88  2.00 
110 < 𝑉 < 120  1.00 
𝑉 ≥ 120   0.16 
 
TABLE 3.7. INTERCONNECTION SYSTEM RESPONSE TO ABNORMAL FREQUENCIES [75] 
DG Size Frequency range (Hz) Clearing time (s) 
≤ 30𝑘𝑊 
>60.5 0.16 
<59.3 0.16 
> 30𝑘𝑊 
>60.5 0.16 
<{59.8 – 57.0} (adjustable) Adjustable 0.16 to 300 
<57.0 0.16 
 
Also, the thermal constraints on transmission lines and transformers must be 
considered. The operational constraints can be formulated as: 
𝑉𝑚𝑖𝑛 ≤ |𝑉𝑖,𝑡| ≤ 𝑉
𝑚𝑎𝑥 ,                             (3.72) 
0 ≤ |𝐼𝑖𝑗,𝑡| ≤ 𝐼𝑖𝑗
𝑚𝑎𝑥 ,                   (3.73) 
0 ≤ |𝑆𝑖𝑗,𝑡| ≤ 𝑆𝑖𝑗
𝑚𝑎𝑥 ,                 (3.74) 
−∆𝑓𝑚𝑎𝑥 < ∆𝑓 < ∆𝑓𝑚𝑎𝑥 ,          (3.75) 
where 𝑉𝑚𝑖𝑛  and 𝑉𝑚𝑎𝑥  are minimum and maximum permissive voltage limit for each 
phase of any energized nodes. |𝑉𝑖| is the voltage magnitude of node 𝑖, which is energized 
at step 𝑡. 𝐼𝑖𝑗
𝑚𝑎𝑥 are maximum permissive current flowing through the line between node 𝑖 
and 𝑗. |𝐼𝑖𝑗,𝑡| is the current magnitude through the line between node 𝑖 and 𝑗, at step 𝑡. 𝑆𝑖𝑗
𝑚𝑎𝑥 
are maximum permissive apparent power flowing through the transformer between node 
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𝑖 and 𝑗. |𝑆𝑖𝑗,𝑡| is the apparent power going through the transformer between node 𝑖 and 𝑗, 
at step 𝑡 . ∆𝑓𝑚𝑎𝑥  is the maximum permissive frequency change during the restoration 
process. ∆𝑓 is the frequency derivation from the nominal value (60Hz). Equation (3.72) – 
(3.75) requires the voltage, line current, transformer capacity, and frequency to be 
maintained within permissive ranges, so as to avoid tripping DGs and damaging 
components. The following subsections present the linearized models of transformer and 
line capacity constraints and voltage magnitude constraint, and a model to approximately 
limit the amount of step load to avoid excessive frequency drop.  
3.5.4.1 Transformer and Line Capacity Constraints 
Transformers and transmission lines are allowed to overload at the expense of causing 
loss of life during emergencies [54]. In this dissertation research, the maximum permissive 
kVA capacity for a transformer is determined by its rated kVA capacity, and the maximum 
permissive kVA capacity for a line is determined by its ampacity at rated voltage. For each 
phase, the loading on the transformers and lines should not exceed the maximum 
permissive capacity: 
(𝑃𝑖𝑗,𝑡
𝐵𝑅)
2
+ (𝑄𝑖𝑗,𝑡
𝐵𝑅 )
2
≤ (𝑆𝑖𝑗
𝑚𝑎𝑥)
2
  (𝑖, 𝑗) ∈ ℬ, 𝑡 ∈ 𝒯             (3.76) 
Note that the above constraint is quadratic. A polygon is used to estimate the quadratic 
constraints as introduced in [123]. The radius of the polygon 𝑆𝑖𝑗  is selected as 
𝑆𝑖𝑗 = 𝑆𝑖𝑗
m𝑎𝑥√(2𝜋/𝑛)/sin (2𝜋/𝑛), (𝑖, 𝑗) ∈ ℬ          (3.77) 
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where 𝑛 is the number of sides of the polygon used for linearization. As shown in Figure 
3.7, the estimated area covered most of the original area, plus some extra infeasible 
sections. However, these small sections, in most cases, are rarely reached. In emerging 
conditions, some lines can be allowed to be overloaded for a duration of time. Six-side 
polygon can generate a better estimation than four-side polygon. The original area can be 
perfected approached using infinite-side polygon. However, more sides used, more 
constraints will be introduced, hence increase the complexity for solving. 
 
P
Qs
P
Q
s
(a) (b)
 
Figure 3.7. Using polygon to estimate the original area. (a): Four-side polygon. (b): Six-side polygon 
 
For each line (𝑖, 𝑗) ∈ ℬ at each step 𝑡 ∈ 𝒯, denoting 𝑺𝑖𝑗  as the vector representing the 
line kVA capacity of each phase using (3.77), the linear constraints when 𝑛 = 6 can be 
formulated as: 
−√3 (𝑷𝑖𝑗,𝑡
𝐵𝑅 + 𝑺𝑖𝑗) ≤ 𝑸𝑖𝑗,𝑡
𝐵𝑅 ≤ −√3 (𝑷𝑖𝑗,𝑡
𝐵𝑅 − 𝑺𝑖𝑗),           (3.78) 
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−√3/2 ∙ 𝑺𝑖𝑗 ≤ 𝑸𝑖𝑗,𝑡
𝐵𝑅 ≤ √3/2 ∙ 𝑺𝑖𝑗 ,                 (3.79) 
√3(𝑷𝑖𝑗,𝑡
𝐵𝑅 − 𝑺𝑖𝑗) ≤ 𝑸𝑖𝑗,𝑡
𝐵𝑅 ≤ √3(𝑷𝑖𝑗,𝑡
𝐵𝑅 + 𝑺𝑖𝑗).          (3.80) 
Equations (3.81) and (3.82) ensure the power flowing through each phase is zero if 
this line is not energized.  
−𝑀 ∙ 𝑥𝑖𝑗,𝑡
𝐵𝑅 ∙ 𝒆𝒊𝒋
𝜙
≤ 𝑷𝑖𝑗,𝑡
𝐵𝑅 ≤ 𝑀 ∙ 𝑥𝑖𝑗,𝑡
𝐵𝑅 ∙ 𝒆𝒊𝒋
𝜙
,        (3.81) 
−𝑀 ∙ 𝑥𝑖𝑗,𝑡
𝐵𝑅 ∙ 𝒆𝒊𝒋
𝜙
≤ 𝑸𝑖𝑗,𝑡
𝐵𝑅 ≤ 𝑀 ∙ 𝑥𝑖𝑗,𝑡
𝐵𝑅 ∙ 𝒆𝒊𝒋
𝜙
,      (𝑖, 𝑗) ∈ ℬ, 𝑡 ∈ 𝒯,     (3.82) 
3.5.4.2 Voltage Limit Constraints 
The voltage magnitude of each node should be maintained within the acceptable 
ranges during the restoration process. Note 𝑼𝑖,𝑡 is defined as the square of the voltage 
magnitude in the power flow model. Equation (3.72) can be re-formulated as: 
𝑠𝑖,𝑡
𝑁 ∙ (𝑽𝑖
min)2 ≤ 𝑼𝑖,𝑡 ≤ 𝑠𝑖,𝑡
𝑁 ∙ (𝑽𝑖
max)2,    𝑖 ∈ 𝒩, 𝑡 ∈ 𝒯,       (3.83) 
where 𝑽𝑖
min  and 𝑽𝑖
max  are vectors representing the minimum and maximum voltage 
magnitudes.  
3.5.4.3 Maximum Load Step Constraints 
Transient stability is a critical concern for restoring low-inertia microgrids. This is 
because energizing a group of loads can be seen as a type of disturbances applied to the 
system. Therefore, changing load demands and renewable outputs may jeopardize the 
system transient stability. It is known that different types of DERs have different 
operational requirements. Several operational constraints have been considered in the 
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MILP formulation, for example, ramp rate constraint, capacity constraint, and DG 
unbalance current constraint. Since the system dynamic models are difficult to be directly 
incorporated into the proposed BSR optimization model, the maximum step load 
constraints are considered in the BSR model to avoid restoring too much load at a single 
time step. Frequency response rate (FRR) has been defined as the frequency dip subjected 
to a sudden load pickup [124]. FRRs are developed for typical prime movers and used in 
the initial state of power system restoration. ∆𝐹 is used to specify the change of frequency 
dip when a sudden load ∆𝐿 (defined as the percentage of a generator’s rated capacity) is 
restored. In other work [85, 88, 125], ∆𝐿 is set to 5%, which could cause a frequency dip 
of about 0.5 Hz. Here the FRR factor is set to 5% for all DGs to avoid large frequency 
deviations. That is, the sudden incremental amount of restored loads at each step should 
be smaller or equal to the maximum permissive load step change, which is 5% of the total 
rated capacity of all energized DGs. If multiple black start DGs exist in the system, 
multiple isolated microgrids will be formed. Then, the incremental loading on each DG at 
each step should be smaller than the maximum permissive load step: 
∑ 𝑷𝑔,𝑡
𝜙
𝜙∈{𝑎,𝑏,𝑐} − ∑ 𝑷𝑔,𝑡−1
𝜙
𝜙∈{𝑎,𝑏,𝑐} ≤ 𝛾 ∙ 𝑃𝑔
𝐶𝑎𝑝
, 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯, 𝑡 > 1,     (3.84) 
where 𝑃𝑔
𝐶𝑎𝑝
 is the rated capacity of DG 𝑔. 𝛾  is the FRR factor. Note that 𝛾  should be 
carefully approximated for each DG. In this dissertation research, it is assumed that the 
DGs, transformers, lines, and associated protective relays can withstand the transient 
inrush current induced by the cold load pickup issues. 
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3.5.5 DG Operational Constraints 
3.5.5.1 DG Current Unbalance Constraints 
Three-phase DGs operating under unbalanced conditions should satisfy the current 
unbalance constraint to avoid overheating [126]. A current unbalance factor (CUF) is 
defined as the ratio of negative sequence current to positive sequence current at the first 
harmonic [126]: 
𝐶𝑈𝐹 =
|𝐼2
(1)
|
|𝐼1
(1)
|
                                   (3.85) 
𝐼2
(1)
= (𝐼𝑎 + 𝛼2𝐼𝑏 + 𝛼𝐼𝑐)/3                   (3.86) 
𝐼1
(1)
= (𝐼𝑎 + 𝛼𝐼𝑏 + 𝛼2𝐼𝑐)/3                  (3.87) 
where 𝛼 = 𝑒𝑗2𝜋/3. Substituting (3.11) into (3.85), (3.86), and (3.87), and assuming (3.13) 
holds, we have [127]: 
𝐶𝑈𝐹 ≈
|𝑆𝑎+𝛼2𝑆𝑏+𝛼𝑆𝑐|
|𝑆𝑎+𝑆𝑏+𝑆𝑐|
=
|𝑃𝑁+𝑗𝑄𝑁|
|𝑃𝑃+𝑗𝑄𝑃|
                  (3.88) 
A simple function introduced in [128] is used to approximate (3.88). Let 𝑆𝑔,𝑡
𝑎 +
𝛼2𝑆𝑔,𝑡
𝑏 + 𝛼𝑆𝑔,𝑡
𝑐 = 𝑃𝑔,𝑡
𝑁 + 𝑗𝑄𝑔,𝑡
𝑁 , 𝑆𝑔,𝑡
𝑎 + 𝑆𝑔,𝑡
𝑏 + 𝑆𝑔,𝑡
𝑐 = 𝑃𝑔,𝑡
𝑃 + 𝑗𝑄𝑔,𝑡
𝑃 , we have: 
|𝑃𝑔,𝑡
𝑁 +𝑗𝑄𝑔,𝑡
𝑁
|
|𝑃𝑔,𝑡
𝑃 +𝑗𝑄𝑔,𝑡
𝑃
|
≈
0.9375 max(|𝑃𝑔,𝑡
𝑁 |,|𝑄𝑔,𝑡
𝑁 |)+0.4688 min(|𝑃𝑔,𝑡
𝑁 |,|𝑄𝑔,𝑡
𝑁 |)
0.9375 max(|𝑃𝑔,𝑡
𝑃 |,|𝑄𝑔,𝑡
𝑃 |)+0.4688 min(|𝑃𝑔,𝑡
𝑃 |,|𝑄𝑔,𝑡
𝑃 |)
         (3.89) 
where: 
𝑃𝑔,𝑡
𝑁 = 𝑃𝑔,𝑡
𝑎 +
√3
2
𝑄𝑔,𝑡
𝑏 − 0.5𝑃𝑔,𝑡
𝑏 −
√3
2
𝑄𝑔,𝑡
𝑐 − 0.5𝑃𝑔,𝑡
𝑐      (3.90) 
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 𝑄𝑔,𝑡
𝑁 = 𝑄𝑔,𝑡
𝑎 +
√3
2
𝑃𝑔,𝑡
𝑐 − 0.5𝑄𝑔,𝑡
𝑏 −
√3
2
𝑃𝑔,𝑡
𝑏 − 0.5𝑄𝑔,𝑡
𝑐     (3.91) 
𝑃𝑔,𝑡
𝑃 = 𝑃𝑔,𝑡
𝑎 + 𝑃𝑔,𝑡
𝑏 + 𝑃𝑔,𝑡
𝑐                        (3.92) 
𝑄𝑔,𝑡
𝑃 = 𝑄𝑔,𝑡
𝑎 + 𝑄𝑔,𝑡
𝑏 + 𝑄𝑔,𝑡
𝑐                       (3.93) 
𝑃𝑔,𝑡
𝑎 , 𝑃𝑔,𝑡
𝑏 , 𝑃𝑔,𝑡
𝑐 , 𝑄𝑔,𝑡
𝑎 , 𝑄𝑔,𝑡
𝑏 , 𝑄𝑔,𝑡
𝑐 ∈ ℝ                      (3.94) 
Several binary and continuous variables are introduced to linearize the nonlinear terms 
(e.g., |𝑃𝑁|, max(|𝑃𝑁|, |𝑄𝑁|) . Define 𝑦𝑔,𝑡
𝑃𝑁, 𝑦𝑔,𝑡
𝑄𝑁 , 𝑦𝑔,𝑡
𝑃𝑃 , 𝑦𝑔,𝑡
𝑄𝑃 ∈ ℝ𝑇×𝑛𝑔 , and 𝑑𝑔,𝑡
𝑃𝑁1, 
𝑑𝑔,𝑡
𝑃𝑁2, 𝑑𝑔,𝑡
𝑄𝑁1 , 𝑑𝑔,𝑡
𝑄𝑁2, 𝑑𝑔,𝑡
𝑄𝑃1
, 𝑑𝑔,𝑡
𝑄𝑃2 ∈ ℤ2
𝑇×𝑛𝑔
, then |𝑃𝑔,𝑡
𝑁 | , |𝑄𝑔,𝑡
𝑁 | , |𝑃𝑔,𝑡
𝑃 |  and |𝑄𝑔,𝑡
𝑃 |  can be 
linearized by: 
0 ≤ 𝑦𝑔,𝑡
𝑃𝑁 − 𝑃𝑔,𝑡
𝑁 ≤ 𝑈𝑔
𝑚𝑎𝑥𝑑𝑔,𝑡
𝑃𝑁1,                 (3.95) 
0 ≤ 𝑦𝑔,𝑡
𝑃𝑁 + 𝑃𝑔,𝑡
𝑁 ≤ 𝑈𝑔
𝑚𝑎𝑥𝑑𝑔,𝑡
𝑃𝑁2,                 (3.96) 
𝑑𝑔,𝑡
𝑃𝑁1 + 𝑑𝑔,𝑡
𝑃𝑁2 = 1,                                 (3.97) 
0 ≤ 𝑦𝑔,𝑡
𝑄𝑁 − 𝑄𝑔,𝑡
𝑁 ≤ 𝑈𝑔
𝑚𝑎𝑥𝑑𝑔,𝑡
𝑄𝑁1 ,              (3.98) 
0 ≤ 𝑦𝑔,𝑡
𝑄𝑁 + 𝑄𝑔,𝑡
𝑁 ≤ 𝑈𝑔
𝑚𝑎𝑥𝑑𝑔,𝑡
𝑄𝑁2 ,              (3.99) 
𝑑𝑔,𝑡
𝑄𝑁1 + 𝑑𝑔,𝑡
𝑄𝑁2 = 1,                            (3.100) 
𝑦𝑔,𝑡
𝑃𝑃 = 𝑃𝑔,𝑡
𝑃 ,                                 (3.101) 
0 ≤ 𝑦𝑔,𝑡
𝑄𝑃 − 𝑄𝑔,𝑡
𝑃 ≤ 𝑈𝑔
𝑚𝑎𝑥𝑑𝑔,𝑡
𝑄𝑃1,                   (3.102) 
0 ≤ 𝑦𝑔,𝑡
𝑄𝑃 + 𝑄𝑔,𝑡
𝑃 ≤ 𝑈𝑔
𝑚𝑎𝑥𝑑𝑔,𝑡
𝑄𝑃2,                    (3.103) 
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𝑑𝑔,𝑡
𝑄𝑃1 + 𝑑𝑔,𝑡
𝑄𝑃2 = 1,                           (3.104) 
 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯,                              (3.105) 
where 𝑈𝑔
𝑚𝑎𝑥 = 𝑃𝑔
𝑚𝑎𝑥 + 𝑄𝑔
𝑚𝑎𝑥 .  
Define 𝑦𝑔,𝑡
𝑁𝑚𝑎𝑥 ,𝑦𝑔,𝑡
𝑁𝑚𝑖𝑛 ∈ ℝ𝑇×𝑛𝑔 , 𝑑𝑔,𝑡
𝑁𝑚𝑎𝑥1  , 𝑑𝑔,𝑡
𝑁𝑚𝑎𝑥2 ,  𝑑𝑔,𝑡
𝑁𝑚𝑖𝑛1 ,  𝑑𝑔,𝑡
𝑁𝑚𝑖𝑛2 ∈ ℤ2
𝑇×𝑛𝑔
, then 
max(𝑦𝑔,𝑡
𝑃𝑁, 𝑦𝑔,𝑡
𝑄𝑁) and min(𝑦𝑔,𝑡
𝑃𝑁, 𝑦𝑔,𝑡
𝑄𝑁) can be linearized as: 
𝑦𝑔,𝑡
𝑁𝑚𝑎𝑥 ≥ 𝑦𝑔,𝑡
𝑃𝑁, 𝑦𝑔,𝑡
𝑁𝑚𝑎𝑥 ≥ 𝑦𝑔,𝑡
𝑄𝑁 ,                 (3.106) 
𝑦𝑔,𝑡
𝑁𝑚𝑎𝑥 ≤ 𝑦𝑔,𝑡
𝑃𝑁 + 𝑈𝑔
𝑁𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑁𝑚𝑎𝑥1),                  (3.107) 
𝑦𝑔,𝑡
𝑁𝑚𝑎𝑥 ≤ 𝑦𝑔,𝑡
𝑄𝑁 + 𝑈𝑔
𝑁𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑁𝑚𝑎𝑥2),                   (3.108) 
𝑑𝑔,𝑡
𝑁𝑚𝑎𝑥1 + 𝑑𝑔,𝑡
𝑁𝑚𝑎𝑥2 = 1, 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯.                   (3.109) 
𝑦𝑔,𝑡
𝑁𝑚𝑖𝑛 ≤ 𝑦𝑔,𝑡
𝑃𝑁, 𝑦𝑔,𝑡
𝑁𝑚𝑖𝑛 ≤ 𝑦𝑔,𝑡
𝑄𝑁 ,                 (3.110) 
𝑦𝑔,𝑡
𝑁𝑚𝑖𝑛 ≥ 𝑦𝑔,𝑡
𝑃𝑁 − 𝑈𝑔
𝑁𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑁𝑚𝑖𝑛1),                   (3.111) 
𝑦𝑔,𝑡
𝑁𝑚𝑖𝑛 ≥ 𝑦𝑔,𝑡
𝑄𝑁 − 𝑈𝑔
𝑁𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑁𝑚𝑖𝑛2),                   (3.112) 
𝑑𝑔,𝑡
𝑁𝑚𝑖𝑛1 + 𝑑𝑔,𝑡
𝑁𝑚𝑖𝑛2 = 1, 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯.                   (3.113) 
Similarly, max(𝑦𝑔,𝑡
𝑃𝑃 , 𝑦𝑔,𝑡
𝑄𝑃)  and min(𝑦𝑔,𝑡
𝑃𝑃 , 𝑦𝑔,𝑡
𝑄𝑃)  can be linearized by introducing 
𝑦𝑔,𝑡
𝑃𝑚𝑎𝑥, 𝑦𝑔,𝑡
𝑃𝑚𝑖𝑛 ∈ ℝ𝑇×𝑛𝑔 , 𝑑𝑔,𝑡
𝑃𝑚𝑎𝑥1, 𝑑𝑔,𝑡
𝑃𝑚𝑎𝑥2, 𝑑𝑔,𝑡
𝑃𝑚𝑖𝑛1, 𝑑𝑔,𝑡
𝑃𝑚𝑖𝑛2 ∈ ℤ2
𝑇×𝑛𝑔
: 
𝑦𝑔,𝑡
𝑃𝑚𝑎𝑥 ≥ 𝑦𝑔,𝑡
𝑃𝑃 , 𝑦𝑔,𝑡
𝑃𝑚𝑎𝑥 ≥ 𝑦𝑔,𝑡
𝑄𝑃 ,                 (3.114) 
𝑦𝑔,𝑡
𝑃𝑚𝑎𝑥 ≤ 𝑦𝑔,𝑡
𝑃𝑃 + 𝑈𝑔
𝑃𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑃𝑚𝑎𝑥1),                  (3.115) 
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𝑦𝑔,𝑡
𝑃𝑚𝑎𝑥 ≤ 𝑦𝑔,𝑡
𝑄𝑃 + 𝑈𝑔
𝑃𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑃𝑚𝑎𝑥2),                   (3.116) 
𝑑𝑔,𝑡
𝑃𝑚𝑎𝑥1 + 𝑑𝑔,𝑡
𝑃𝑚𝑎𝑥2 = 1, 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯.                   (3.117) 
𝑦𝑔,𝑡
𝑃𝑚𝑖𝑛 ≤ 𝑦𝑔,𝑡
𝑃𝑃 , 𝑦𝑔,𝑡
𝑃𝑚𝑖𝑛 ≤ 𝑦𝑔,𝑡
𝑄𝑃 ,                 (3.118) 
𝑦𝑔,𝑡
𝑃𝑚𝑖𝑛 ≥ 𝑦𝑔,𝑡
𝑃𝑃 − 𝑈𝑔
𝑃𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑃𝑚𝑖𝑛1),                 (3.119) 
𝑦𝑔,𝑡
𝑃𝑚𝑖𝑛 ≥ 𝑦𝑔,𝑡
𝑄𝑃 − 𝑈𝑔
𝑃𝑚𝑎𝑥(1 − 𝑑𝑔,𝑡
𝑃𝑚𝑖𝑛2),               (3.120) 
𝑑𝑔,𝑡
𝑃𝑚𝑖𝑛1 + 𝑑𝑔,𝑡
𝑃𝑚𝑖𝑛2 = 1, 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯.             (3.121) 
The DG current unbalance constraints can be described as: 
0.9375𝑦𝑔,𝑡
𝑁𝑚𝑎𝑥 + 0.4688𝑦𝑔,𝑡
𝑁𝑚𝑖𝑛 ≤ 𝐶𝑈𝐹𝑔(0.9375𝑦𝑔,𝑡
𝑃𝑚𝑎𝑥 + 0.4688𝑦𝑔,𝑡
𝑃𝑚𝑖𝑛), 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯   
(3.122) 
where 𝐶𝑈𝐹𝑔  is the maximum permissive CUF for DG 𝑔 . Equations (3.95)–(3.122) 
guarantee each DG can operate securely under unbalanced conditions. 
3.5.5.2 DG Ramp Rate Constraints 
The ramp rates of each DG should be within the acceptable range. The constraints 
involve two consecutive steps for each DG and can be described as: 
−𝑥𝑔,𝑡
𝐺 ∙ 𝑃𝑔
𝑅𝐴𝑀𝑃 ∙ ∆𝑡 ≤ ∑ 𝑃𝑔,𝑡
𝜙
𝜙∈{𝑎,𝑏,𝑐} − ∑ 𝑃𝑔,𝑡−1
𝜙
𝜙∈{𝑎,𝑏,𝑐} ≤ 𝑥𝑔,𝑡
𝐺 ∙ 𝑃𝑔
𝑅𝐴𝑀𝑃 ∙ ∆𝑡,         
 𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯, 𝑡 > 1,         (3.123) 
where 𝑃𝑔
𝑅𝐴𝑀𝑃  is the maximum ramp rate for DG 𝑔.  
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3.5.5.3 DG Output Constraints 
For each time step, the output active and reactive power of the energized DG should 
be maintained within their rated capacity:  
𝑥𝑔,𝑡
𝐺 ∙ 𝑃𝑔
𝑚𝑖𝑛 ≤ ∑ 𝑷𝑔,𝑡
∅
∅ ≤ 𝑥𝑔,𝑡
𝐺 ∙ 𝑃𝑔
max ,      (3.124) 
𝑥𝑔,𝑡
𝐺 ∙ 𝑄𝑔
𝑚𝑖𝑛 ≤ ∑ 𝑸𝑔,𝑡
∅
∅ ≤ 𝑥𝑔,𝑡
𝐺 ∙ 𝑄𝑔
max ,  𝑔 ∈ 𝒢, 𝑡 ∈ 𝒯,        (3.125) 
where 𝑃𝑔
min , 𝑃𝑔
max , 𝑄𝑔
min  and 𝑄𝑔
max  are minimum and maximum values for active and 
reactive output of DG 𝑔. These constraints also force the output of the de-energized DG 
to zero. For some DGs, like diesel generators, minimal power output should be satisfied 
to avoid engine failure [96]. In addition, an optional constraint can be added for the 
dispatchable DG operating at the fixed power factor: 
tan(arccos 𝜑g) ∙ ∑ 𝑷𝑔,𝑡
∅
∅ − ∑ 𝑸𝑔,𝑡
∅
∅ = 0, 𝑔 ∈ 𝒢\𝒢
S, 𝑡 ∈ 𝒯,      (3.126) 
where 𝜑𝑔  is the fixed power factor for DG 𝑔 . This constraint does not apply to the 
substation node or the black start DG.  
3.5.6 ESS Operational Constraints 
Operating ESS is different from conventional DGs, since ESS can operate either in 
discharge mode through the DC to AC inverter, or in charge mode to absorb power from 
the grid. Properly scheduling charging and discharging actions could achieve many 
benefits such as shifting peak load, compensating renewable power, and service 
restoration. A set of operational constraints should be considered to properly control an 
ESS [129]. For single-phase ESS, these constraints can be described as: 
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𝑃𝑒
𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑃𝑒
𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ,   (3.127) 
𝑃𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑃𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ,     (3.128) 
𝑄𝑒
𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ≤ 𝑄𝑒
𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 ,   (3.129) 
𝑄𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑄𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ,     (3.130) 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ≤ 𝑠𝑒,𝑡
𝑁        (3.131) 
𝑆𝑂𝐶𝑒,𝑡
𝐸𝑆𝑆 = 𝑆𝑂𝐶𝑒,1
𝐸𝑆𝑆 +  𝜂𝑒
𝐸𝑆𝑆_𝐶𝐻𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻Δ𝑡 −
1
𝜂𝑒
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻
𝑃𝑒,𝑡
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻 Δ𝑡, 𝑡 = 1,     (3.132) 
𝑆𝑂𝐶𝑒,𝑡
𝐸𝑆𝑆 = 𝑆𝑂𝐶𝑒,𝑡−1
𝐸𝑆𝑆 +  𝜂𝑒
𝐸𝑆𝑆_𝐶𝐻𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻Δ𝑡 −
1
𝜂𝑒
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻
𝑃𝑒,𝑡
𝐸𝑆𝑆𝐷𝐼𝑆𝐶𝐻 Δ𝑡, 𝑡 ≥ 2,    (3.133) 
𝑆𝑂𝐶𝑒
𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶𝑒,𝑡
𝐸𝑆𝑆 ≤ 𝑆𝑂𝐶𝑒
𝑚𝑎𝑥 , 𝑒 ∈ ℰ\ℰ𝐹 , 𝑡 ∈ 𝒯,      (3.134) 
where 𝑃𝑒
𝐶𝐻_𝑚𝑖𝑛
 and 𝑃𝑒
𝐶𝐻_𝑚𝑎𝑥
 are minimum and maximum active charging power for ESS 
𝑒; 𝑃𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛
 and 𝑃𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥
 are minimum and maximum active discharging power for 
ESS 𝑒; 𝑄𝑒
𝐶𝐻_𝑚𝑖𝑛
 and 𝑄𝑒
𝐶𝐻_𝑚𝑎𝑥
 are minimum and maximum absorbed reactive power for 
ESS 𝑒 ; 𝑄𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑖𝑛
 and 𝑄𝑒
𝐷𝐼𝑆𝐶𝐻_𝑚𝑎𝑥
 are minimum and maximum generated reactive 
power for ESS 𝑒 ; 𝑆𝑂𝐶𝑒
𝑚𝑖𝑛  and 𝑆𝑂𝐶𝑒
𝑚𝑎𝑥  are minimum and maximum state of charge 
(SOC) for ESS 𝑒; 𝜂𝑒
𝐸𝑆𝑆_𝐶𝐻
 and 𝜂𝑒
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻
 are charging and discharging efficiency for ESS 
𝑒. The SOC is defined as the energy stored in ESS.  
Equations (3.127) and (3.45) limit the active and reactive power when charging and 
discharging an ESS. Equation (3.46) requires that an ESS can only start to charge or 
discharge when the connected node is energized. Charging action and discharging action 
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are mutually exclusive; that is, an ESS cannot charge and discharge at the same time. The 
residual energy of an ESS is calculated based on (3.47)–(3.48) and maintained within a 
range as shown in (3.49). Note that there is always some energy loss when charging and 
discharging an ESS. Self-discharging loss is not considered since the considered time 
horizon for BSR is relatively short. 
3.5.7 Topological Constraints 
Topological constraints define a series of rules to describe the inter-temporal 
relationships among binary decision variables defined for lines and nodes. These rules are 
critical to ensure that a feasible black start sequence can be generated, and the radial 
topology for each isolated microgrid is maintained. As shown in the Figure 3.3, a black 
start sequence is feasible if components can be energized and operated sequentially, while 
compiling with the operational rules and connectivity constraints. Note that most 
distribution systems are constructed in weakly meshed topology and operated in radial 
topology because it is easier to implement fault location, isolation, and protection 
coordination [111]. However, radially operated distribution systems are no longer radial 
after introducing a high penetration of DGs that can cause bidirectional power flow [130]. 
In this dissertation research, we assume that radial distribution systems and microgrids 
with multiple DGs are operated in tree topology. The tree topology allows bidirectional 
power flow and maintains radial structure. 
In a typical distribution system, some buses may be interconnected by non-switchable 
lines, and form a “bus block” as shown in Figure 3.8. All the buses can be grouped into 
multiple bus blocks. Note one bus block contains at least one bus, and all the buses and 
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lines in a bus block will be energized at one time. Figure 3.8 shows that by replacing each 
bus block with an equivalent bus, the reduced network will contain switchable lines only. 
For a reduced network, denote 𝒦 ≔ {1,2, … , 𝑁𝑘}, 𝑁𝑘 ≤ 𝑁𝑛 as the set of bus blocks, 𝒞 ≔
{(𝑖, 𝑗): 𝑖 ∈  𝒦, 𝑗 ∈  𝒦, 𝑖 ≠ 𝑗} as the switchable lines between bus blocks. Note for each 
(𝑖, 𝑗) ∈ 𝒞, its end nodes (i.e., 𝑖 and 𝑗) are actually the buses inside the bus blocks. Since a 
bus block will be energized as long as one of its inside bus is energized, the energization 
status of a bus block can be represented by the status of any one of the buses inside. 
 
Bus block 1
Bus block 2
Bus block 3 Bus block 1 Bus block 2 Bus block 3
DG
bus switch
DG
line
DG bus block
DG
 
Figure 3.8. The concept of “bus block” which can be formed by a single bus or multiple buses interconnected by non-
switchable lines. The reduced network contains the switchable lines only.  
 
The topological constraints can be described as the following four rules: 
1) If a bus block is not connected to a black-start DG or a substation, it can be energized 
by anyone of the lines connected to this bus. 
2) If a bus block is de-energized at step 𝑡 − 1 and energized at step 𝑡, then it must be 
energized by at most one switchable line at step 𝑡.  
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3) Each switchable line can only be energized when at least one of its end buses is 
energized at the previous interval. 
4) If both end buses of a switchable line are energized, this line cannot be closed, in order 
to avoid forming a loop. 
These rules can be mathematically translated into the following constraints: 
𝑠𝑖,𝑡
𝑁 ≤ ∑ 𝑥𝑖𝑗,𝑡
𝐵𝑅
𝑖: (𝑖,𝑗)∈𝒞 + ∑ 𝑥𝑘𝑖,𝑡
𝐵𝑅
𝑖: (𝑘,𝑖)∈𝒞 , 𝑖 ∈ 𝒦, 𝑡 ∈ 𝒯.     (3.135) 
∑ (𝑥𝑖𝑗,𝑡
𝐵𝑅 − 𝑥𝑖𝑗,𝑡−1
𝐵𝑅 )𝑖: (𝑖,𝑗)∈𝒞 + ∑ (𝑥𝑘𝑖,𝑡
𝐵𝑅 − 𝑥𝑘𝑖,𝑡−1
𝐵𝑅 )𝑖: (𝑘,𝑖)∈𝒞 ≤ 1 + 𝑀𝑠𝑖,𝑡−1
𝑁 , 𝑖 ∈ 𝒦, 𝑡 ∈ 𝒯, 𝑡 > 1 
  (3.136) 
𝑥(𝑖,𝑗),𝑡
𝐵𝑅 ≤ 𝑠𝑖,𝑡−1
𝑁 + 𝑠𝑗,𝑡−1
𝑁 ,    (𝑖, 𝑗) ∈ ℬ𝑆, 𝑡 ∈ 𝒯, 𝑡 > 1.      (3.137) 
(𝑠𝑖,𝑡
𝑁 − 𝑠𝑖,𝑡−1
𝑁 ) + (𝑠𝑗,𝑡
𝑁 − 𝑠𝑗,𝑡−1
𝑁 ) ≥ 𝑥(𝑖,𝑗),𝑡
𝐵𝑅 − 𝑥(𝑖,𝑗),𝑡−1
𝐵𝑅 ,    (𝑖, 𝑗) ∈ ℬ𝑆, t ∈ 𝒯, 𝑡 > 1  (3.138) 
Figure 3.9, in which two isolated microgrids are already developed, demonstrates how 
the first rule and the second rule work. At step (𝑡 − 1), both line (𝑖, 𝑗) and line (𝑖, 𝑘) are 
de-energized and connected to node 𝑖. By requiring that node 𝑖 can only be energized by 
at most one line (either (𝑖, 𝑗) or (𝑖, 𝑘)), the two microgrids are still kept isolated. 
 
 
Figure 3.9. An example to show the topological constraints that require a node must be energized by at most one line. 
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Figure 3.10, in which a single microgrid is already developed, shows how the third 
rule works. At step (𝑡 − 1), line (𝑖, 𝑗) is de-energized, with node 𝑗 energized; line (ℎ, 𝑘) 
is also de-energized, but both end buses are de-energized. By requiring that each 
switchable line can only be energized when at least one of its end buses is energized at the 
previous interval, only line (𝑖, 𝑗) is qualified to be closed at step 𝑡. Even if line (ℎ, 𝑘) is 
closed at step 𝑡, it cannot be energized, since no energized lines connect to it. Therefore, 
this rule can ensure that a system can be energized step by step.  
 
 
Figure 3.10. An example to show the topological constraint that requires a line must be closed to an energized bus 
 
Figure 3.11 shows how the fourth rule works. At step (𝑡 − 1) , line (𝑖, 𝑗)  is de-
energized. The fourth rule requires that a line cannot be closed if both end buses are 
previously energized. It can be seen that if line (𝑖, 𝑗) is closed, a loop will be formed. This 
rule ensures a system can be always operated in the tree topology.  
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Figure 3.11. An example to show the topological constraints that requires a line cannot be closed if both end buses are 
previously energized 
 
3.6 BSR Solution Methodology 
The MILP model, which is introduced in section 3.5, is the core of the BSR solution 
methodology. Several commercial solvers can be used for effectively solving the MILP 
model, such as IBM CPLEX and GUROBI [131, 132]. Given system parameters 
representing a distribution system or a microgrid, the MILP model can be developed and 
solved accordingly. Since the BSR problem is formulated as a dynamic optimization 
problem, decision variables and state variables must be determined at each time step. 
Various constraints must be satisfied at each time step too. Therefore, the problem size 
will become intractable when solving large-scale systems over a long horizon [133]. In 
order to solve the BSR model within acceptable computation time, a rolling-horizon 
procedure is employed in the BSR solution methodology [134, 135]. 
In this subsection, the rolling-horizon procedure is introduced first. Then, the 
implementation framework is introduced. Finally, a flowchart representing the 
implementation of the solution methodology is presented. 
t-1                            t
ij ij
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3.6.1 Rolling-Horizon Procedure 
Discrete time formulation of the dynamic scheduling optimization problem is effective 
to solve if the considered time horizon is short. However, as the total number of time steps 
increases, the MILP model formulated over the considered time horizon becomes too 
complicated to solve within a reasonable amount of time [136]. Rather than solving a 
complex problem over the entire considered horizon, the rolling-horizon procedure 
divides the total scheduled horizon (H) into smaller prediction horizons and solve the 
problem iteratively, so as to reduce the computation time [136]. The rolling-horizon 
procedure has been used for solving optimization problems in power systems [133, 137]. 
The schematic of the rolling-horizon procedure with fixed prediction horizon (𝑇) and 
control horizon (𝐶) over a total scheduled horizon (𝐻) is shown in Figure 3.12 [137]. First, 
a BSR model is formulated and solved in Iteration 1 during the first prediction horizon 
[𝑇0, 𝑇0 + 𝑇]. After the BSR model is solved, only the control actions during the control 
horizon [𝑇0, 𝑇0 + 𝐶] is carried out. Then, same procedures are applied for Iteration 2 
during [𝑇0 + 𝐶 + 1, 𝑇0 + 2𝐶] and Iteration 3 during [𝑇0 + 2𝐶 + 1, 𝑇0 + 3𝐶]. The rolling-
horizon procedure is iteratively carried out horizon by horizon, until the control actions 
over the total scheduled horizon (H) are generated. The total number of iterations is K. To 
apply the rolling-horizon procedure, the rolling-horizon parameters (e.g., prediction 
horizon T, control horizon C, and total scheduled horizon H) should be properly selected. 
In [133], it has been shown that different parameters resulted in different performances in 
terms of solution optimality and computation time.  
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Figure 3.12. The schematic of the rolling-horizon procedure with fixed prediction horizon (T) and control horizon (C) 
over a total scheduled horizon (H). 
 
For each iteration 𝐾 > 1, the BSR model is formulated over the prediction horizon 
[𝑇0 + 𝐾𝐶 + 1, 𝑇0 + 𝐾𝐶 + 𝐾]. The starting time step should be integrated into the initial 
condition constraints in the BSR model. Specifically, several rules should be followed: 
1) Status of DERs, loads and lines, power outputs of DERs at step 𝑇0 + 𝐾𝐶 − (𝐶 − 1) 
should be the same as the status of the same step in the last iteration 𝐾 − 1.  
2) Power outputs of DERs at step 𝑇0 + 𝐾𝐶 − (𝐶 − 1) should be the same the power 
outputs of the same step in the last iteration 𝐾 − 1.  
3) CLPU parameters should be updated to consider the duration of each load has been 
restored.  
These rules can be mathematically formulated as the following equations: 
𝑥𝑔,𝑇0+(𝐾−1)𝐶+1
𝐺 = 𝑥𝑔,𝑇0+𝐽𝐶+1
𝐺 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑔 ∈ 𝒢        (3.139) 
𝑥𝑖𝑗,𝑇0+(𝐾−1)𝐶+1
𝐵𝑅 = 𝑥𝑖𝑗,𝑇0+𝐽𝐶+1
𝐵𝑅 , 𝐽 = 𝐾 − 1, 𝐾 > 1, (𝑖, 𝑗) ∈ ℬ        (3.140) 
𝑥𝑙,𝑇0+(𝐾−1)𝐶+1
𝐿 = 𝑥𝑙,𝑇0+𝐽𝐶+1
𝐿 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑙 ∈ ℒ        (3.141) 
Iteration 3
Iteration 2
Iteration 1
Time
𝑇0 ∆𝑡 
...
H : Total Scheduled Horizon
T : Prediction Horizon
C:Control Horizon
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𝑥𝑒,𝑇0+(𝐾−1)𝐶+1
𝐸𝑆𝑆_𝐶𝐻 = 𝑥𝑒,𝑇0+𝐽𝐶+1
𝐸𝑆𝑆_𝐶𝐻 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑒 ∈ ℰ        (3.142) 
𝑥𝑒,𝑇0+(𝐾−1)𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 = 𝑥𝑒,𝑇0+𝐽𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑒 ∈ ℰ        (3.143) 
𝑠𝑖,𝑇0+(𝐾−1)𝐶+1
𝑁 = 𝑠𝑖,𝑇0+𝐽𝐶+1
𝑁 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑖 ∈ 𝒩        (3.144) 
𝑷𝑔,𝑇0+(𝐾−1)𝐶+1
𝜙
= 𝑷𝑔,𝑇0+𝐽𝐶+1
𝜙
, 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝜙 ∈ {𝐴, 𝐵, 𝐶},  𝑔 ∈ 𝒢    (3.145) 
𝑸𝑔,𝑇0+(𝐾−1)𝐶+1
𝜙
= 𝑸𝑔,𝑇0+𝐽𝐶+1
𝜙
, 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝜙 ∈ {𝐴, 𝐵, 𝐶},  𝑔 ∈ 𝒢    (3.146) 
𝑷𝑙,𝑇0+(𝐾−1)𝐶+1
𝐿 = 𝑷𝑙,𝑇0+𝐽𝐶+1
𝐿 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑙 ∈ ℒ             (3.147) 
𝑸𝑙,𝑇0+(𝐾−1)𝐶+1
𝐿 = 𝑸𝑙,𝑇0+𝐽𝐶+1
𝐿 , 𝐽 = 𝐾 − 1, 𝐾 > 1,  𝑙 ∈ ℒ  (3.148) 
𝑃𝑒,𝑇0+(𝐾−1)𝐶+1
𝐸𝑆𝑆_𝐶𝐻 = 𝑃𝑒,𝑇0+𝐽𝐶+1
𝐸𝑆𝑆_𝐶𝐻 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑒 ∈ ℰ        (3.149) 
𝑄𝑒,𝑇0+(𝐾−1)𝐶+1
𝐸𝑆𝑆_𝐶𝐻 = 𝑄𝑒,𝑇0+𝐽𝐶+1
𝐸𝑆𝑆_𝐶𝐻 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑒 ∈ ℰ        (3.150) 
𝑃𝑒,𝑇0+(𝐾−1)𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 = 𝑃𝑒,𝑇0+𝐽𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑒 ∈ ℰ        (3.151) 
𝑄𝑒,𝑇0+(𝐾−1)𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 = 𝑄𝑒,𝑇0+𝐽𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑒 ∈ ℰ        (3.152) 
𝑆𝑂𝐶𝑒,𝑇0+(𝐾−1)𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 = 𝑆𝑂𝐶𝑒,𝑇0+𝐽𝐶+1
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 , 𝐽 = 𝐾 − 1, 𝐾 > 1, 𝑒 ∈ ℰ             (3.153) 
If the loads are under CLPU conditions, ∆𝐿𝑙(𝑘) in (3.21) should be updated using 
(3.22)-(3.24). The duration of a load which has been restored can be formulated as: 
∑ 𝑥𝑙,𝑡
𝐿𝑇0+(𝐾−1)𝐶+1
𝑡=𝑇0
, 𝐾 > 1, 𝑙 ∈ ℒ       (3.154) 
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3.6.2 Implementation Framework 
The implementation framework of the BSR solution methodology is presented in 
Figure 3.13 with each procedure marked by a step number. The architecture of the 
implementation framework consists of four software tools, namely, Microsoft EXCEL, 
MATLAB [138], YALMIP Toolbox [139], and IBM CPLEX [131].  
System model information and measurement data is stored in Microsoft EXCEL files, 
which can be conveniently accessed from a MATLAB procedure (steps 1 to 5). In 
MATLAB, the MILP model is developed in YALMIP (steps 6-14), which is a free 
MATLAB toolbox for rapid prototyping of optimization problems [139]. The MILP model 
developed in YALMIP is solved by the IBM CLPLEX MILP Solver (step 15). The MILP 
solution is then returned to the MATLAB procedure for processing (step 17). Next, the 
procedures will be discussed in detail.  
First of all, all the data is gathered and processed in a MATLAB procedure in steps 1-
5. Specifically, the load model parameters (such as original load demand 𝑷𝑙,𝑡0
𝜙
+ 𝑗𝑸𝑙,𝑡0
𝜙
, 
load locations, load type, load status, type of load connection, weight coefficients 𝛽𝑙
𝐿, and 
CLPU parameters 𝑆𝑙
𝑈 , 𝑆𝑙
𝐷 , 𝛼𝑙 , 𝐷𝑙) at step 1 and time-varying load data at step 4 were 
processed and organized in the MALAB procedure. System model (step 2) contains 
parameters for node, line, and transformer, respectively. The system parameters include 
node number and status (damaged or not damaged). A line object contains the information 
on line end nodes, kVA capacity 𝑆𝑖𝑗
𝑚𝑎𝑥 , and status (switchable, non-switchable, or 
damaged). A transformer object contains similar information as a line object, plus the tap 
limits 𝒏𝑖𝑗
𝑡𝑎𝑝_𝑚𝑖𝑛
 and 𝒏𝑖𝑗
𝑡𝑎𝑝_𝑚𝑎𝑥
.  
 92 
 
 
Figure 3.13. Implementation framework for the BSR methodology 
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DER parameters include parameters for DGs and ESS (step 3) and time-varying 
renewable predicted data (step 5) are processed and organized in MATLAB. Specifically, 
DG type (black start DG, dispatchable DG, or renewable DG), location, status, and 
operational parameters (𝑃𝑔
𝐶𝐴𝑃 , 𝑃𝑔
𝑚a𝑥 , 𝑃𝑔
𝑚𝑖𝑛, 𝑄𝑔
𝑚𝑎𝑥, 𝑄𝑔
𝑚𝑖𝑛, 𝑅𝑎𝑚𝑝𝑔, FRR factor, and CUI 
factor) were incorporated into the MILP model. For each ESS, rated capacity 𝐸𝑒
𝐸𝑆𝑆𝑅 , initial 
SOC 𝜌𝑒
𝑖𝑛𝑖 , minimum SOC 𝜌𝑒
𝑚𝑖𝑛 , maximum SOC 𝜌𝑒
𝑚𝑎𝑥 , charging efficiency 𝜂𝑒
𝐶 , 
discharging efficiency 𝜂𝑒
𝐷 , maximum charging and discharging limits 𝑃𝑒
𝐶_𝑚𝑎𝑥
, 𝑄𝑒
𝐶_𝑚𝑎𝑥
, 
𝑃𝑒
𝐷_𝑚𝑎𝑥
, 𝑄𝑒
𝐷_𝑚𝑎𝑥
, minimum charging and discharging limits 𝑃𝑒
𝐶_𝑚𝑖𝑛
, 𝑄𝑒
𝐶_𝑚𝑖𝑛
, 𝑃𝑒
𝐷_𝑚𝑖𝑛
, 
𝑄𝑒
𝐷_𝑚𝑖𝑛
 were incorporated into the MILP model. 
Next, the MILP model is formulated in the YALMIP Toolbox [139]. YALMIP allows 
users to use simple MATLAB languages to formulate the optimization problems, which 
can be automatically translated into models that can be recognized and solved by various 
off-the-shelf solvers [139]. At step 16, the rolling-horizon parameters (e.g., prediction 
horizon 𝑇, control horizon 𝐶, and total scheduled horizon 𝐻) and decision time step Δ𝑡 
are specified. At step 6, the objective function (3.7) is formulated using the load weight 
coefficients 𝛽𝑙
𝐿 from step 1, and horizon length 𝑇 and decision time step Δ𝑡 from step 16. 
From step 7 to step 12, system model introduced in section 3.5.3 is formulated. At step 
13, the system operational constraints introduced in section 3.5.4, and the DG and ESS 
operational constraints introduced in section 3.5.5 and 3.5.6 are formulated. At step 14, 
the topological constraints introduced in section 3.5.7 are formulated. Next, the MILP 
model formulated in YALMIP is sent to IBM CPLEX MILP solver at step 15. The solution 
generated by the CPLEX solver is returned to MATLAB for processing at step 17. The 
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variables (e.g., objective values, control sequences, power flow results) determined in the 
solution are organized. The rolling-horizon procedure is implemented at step 16. 
The flowchart for implementing the BSR solution methodology is shown in Figure 
3.14. The numbers on each procedure block in Figure 3.14 represent the steps in Figure 
3.13 needed to implement this particular procedure.  
 
Start
k=1
End
Formulate the MILP 
model in YALMIP
Solve the MILP model 
in CPLEX
Set initial conditions 
as specified for T0
Let Tk=Tk-1+C. 
Set initial conditions as 
the conditions at Tk-1+C
Problem Solved?
yesno
yes
no
Output
 Problem Not Solved 
1616
1-5
6-14
15
16
Update ‘Sol’ to incorporate 
the newly generated solution 
𝑆𝑜𝑙(𝑘) = 𝑆𝑜𝑙(𝑘 − 1) ∪ 𝐴(𝑘) 
Read load data and renewable 
data during the horizon  
[𝑇𝑘 , 𝑇𝑘 + 𝐻] 
Initialize solution set 
𝑆𝑜𝑙(𝑘) = {} 
𝑘 = 1? 
𝑘 = 𝑘 + 1 
𝑘 < 𝐾? 
yes
no
Select T, H, C, K, Δt
16
Manually 
Terminate?
yes
no
17
16
16
16 16
16
16
16
 
Figure 3.14. Flowchart for implementing the BSR solution methodology. The BSR method is assumed to be initialized 
at 𝑇0, with a fixed horizon length 𝐻, a control horizon 𝐶, and a maximum iteration number 𝐾.  
 
The BSR method is assumed to be initialized at 𝑇0, with a fixed horizon length H, a 
prediction horizon T, a control horizon C, and a maximum iteration number K. These 
rolling-horizon parameters are specified in step 16 in Figure 3.13. Next, if the rolling-
horizon procedure is enabled, a structure object 𝑆𝑜𝑙{} in MATLAB will be created at step 
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16 to store all the control actions over the scheduled horizon. Then, the initial condition 
constraints for the first iteration should be the starting time of 𝑇, which is 𝑇0. Otherwise, 
if it is not the first iteration, the starting time for the current horizon is set to 𝑇0 + 𝑘𝐶. The 
initial condition constraints should be identical with the decision variables determined in 
the previous iteration. Next, steps 1 – 7 are carried out to read the load profile and 
renewable DG output profile for the current horizon and incorporated the profiles into the 
BSR model through steps 6 – 14. At each iteration, after solving the problem at step 15, 
𝑆𝑜𝑙{} should be updated to incorporate the solution for the current horizon at step 16. The 
iteration will stop when either the maximum iteration 𝐾 is achieved, or the MILP solver 
cannot solve the problem.  
3.7 Section Summary 
In this section, the BSR problem formulation and solution methodology was presented. 
The BSR problem was formulated as a dynamic optimization problem. Then, the state 
variables and decision variables defined in the BSR problem were introduced. The 
objective functions and constraints that should be considered during the black start process 
were summarized. Next, the MILP model, which formulated the objective function and all 
the constraints in linear form, was presented in detail. Specifically, the three-phase 
unbalanced system model, DG and ESS models, and associated operational constraints 
were introduced. The MILP model can be effectively solved by off-the-shelf solvers. 
However, the problem size may become intractable for large-scale systems. The rolling-
horizon procedure was introduced as a strategy to reduce the computation time by dividing 
the original schedule horizon into multiple smaller horizons. Finally, the implementation 
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framework of the BSR methodology are presented. The architecture and tools used for 
implementing data processing, model formulating, and problem solving were introduced.  
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4 CASE STUDIES AND PERFORMANCE ANALYSIS 
 
In this section, case studies and performance analysis were performed to study the 
proposed BSR method. The results are presented in this section. First, the simulated test 
systems, renewable DG output and load profiles, and simulation software setups are 
introduced. Next, six case studies are presented to demonstrate how the proposed BSR 
method works. Then, a set of extensive studies conducted for evaluating the performance 
of the proposed BSR method are discussed.  
4.1 Test Systems 
4.1.1 Three-Phase Balanced Test Systems 
In this subsection, two three-phase balanced test systems used for case studies and 
performance analysis are introduced, namely, balanced modified IEEE 13 node system 
and balanced modified IEEE 123 node system. Both test systems were adapted from the 
original IEEE 13 node test feeder and the original IEEE 123 node test feeder. The data for 
the studied test systems can be found in [140].   
4.1.1.1 Balanced Modified IEEE 13 Node System 
The original IEEE 13 node system is a small radial system operated at 4.16 kV, and it 
has been used in many papers to study various distribution system applications [140]. The 
original test system was modified by assuming all the lines and loads are balanced. Since 
there is no DGs in the original system, three DGs and an ESS were added to the system to 
illustrate how the proposed BSR method coordinates multiple DGs and ESS. In addition, 
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three additional switchable lines were added to the system. Note the locations and 
parameters of DGs, ESS, and additional lines should be properly determined during the 
planning stage. In this dissertation research, their locations and parameters are assumed to 
be known.  
The single-line diagram of the balanced modified IEEE 13 node radial test system is 
shown in Figure 4.1. The DGs are connected to Node 650, 646, and 680. The parameters 
of the DGs are shown in TABLE 4.1. The status indicates the controllability of each DG, 
with “1” representing the black start DGs that can be started at step 𝑡 = 1 , “1/0” 
representing the non-black start DGs that can be started once the control command is 
issued, and “0” representing the DG is not available to participate in the service 
restoration. A storage battery is connected to Node 632 through bidirectional AC/DC 
converter. Its parameters are shown in TABLE 4.2.  
 
650 632
DG1 DG3
671 680
633 634
645 646
692 675
684 652
611
Node
De-energized Line
Energized Load
DG DG
DG2
ESS
Energized Line
 
Figure 4.1. Single-line diagram of balanced modified IEEE 13 node test system 
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TABLE 4.1. DG PARAMETERS OF MODIFIED IEEE 13 NODE TEST FEEDER 
Parameter DG1 DG2 DG3 
Node position 650 646 680 
Power factor N/A 0.8 0.8 
FRR 5% 5% 5% 
Pg
max (kW) 10000 500 1000 
Pg
min (kW) 0 50 100 
Qg
max (kVar) 8000 500 1000 
Qg
min (kVar)  -8000 -400 -800 
Pg
RAMP (kW/min) 1000 500 300 
Status 1 1/0 1/0 
 
TABLE 4.2. ESS PARAMETERS OF MODIFIED IEEE 13 NODE TEST FEEDER 
Parameter ESS 
Node position 632 
𝐸𝑒
𝐸𝑆𝑆_𝑅  20 kWh 
𝜌𝑒
𝑚𝑖𝑛  10 % 
𝜌𝑒
𝑚𝑎𝑥   100 % 
𝜂𝑒
𝐶  0.90 
𝜂𝑒
𝐷  0.90 
𝑃𝑒
𝐶_𝑚𝑖𝑛/𝑃𝑒
𝐶_𝑚𝑎𝑥   100/500 kW 
𝑄𝑒
𝐶_𝑚𝑖𝑛/𝑄𝑒
𝐶_𝑚𝑎𝑥   0/200 kVar 
𝑃𝑒
𝐷_𝑚𝑖𝑛/P𝑒
𝐷_𝑚𝑎𝑥  200/500 kW 
𝑄𝑒
𝐷_𝑚𝑖𝑛/𝑄𝑒
𝐷_𝑚𝑎𝑥  0/200 kVar 
 
The line parameters are shown in TABLE 4.3. The “status” of a line indicates if this 
line is switchable. For example, “1/0” represents the line can be remotely switched, “1” 
represents the line is directly connected to two end nodes, and “0” represents the line is 
disconnected and cannot be closed. The maximum line kVA capacity was determined by 
its ampacity at rated voltage. For example, if the ampacity of a line is 625A, then the line’s 
kVA capacity at 4.16 kV is 625×(4160/√3) = 1500 𝑘𝑉𝐴 . The line ampacity 
information can be found in [141]. The line impedances were modified by assuming the 
three-phase lines are perfectly transposed. For three-phase lines, the off-diagonal terms in 
the line impedance matrix were ignored, and the diagonal terms were equal to the average 
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value of original diagonal values. For single-phase and two-phase lines, the missing 
phase(s) were added with the impedance being equal to the other phase(s). The voltage 
regulator between Node 649 and Node 650 were removed from the system. Node 650 is 
assumed to be the slack bus. The voltage at Node 650 is regulated at 1.05 p.u. The 
transformer XFM-1 between Node 633 and Node 634 was replaced by a line, with the 
kVA capacity being equal to the kVA capacity of XFM-1, and the impedance being equal 
to the winding impedance of XFM-1. The line impedance for different configurations are 
summarized in TABLE 4.4. 
 
TABLE 4.3. LINE PARAMETERS OF MODIFIED IEEE 13 NODE TEST FEEDER 
Line 
No. 
From 
Node 
To 
Node 
Length 
(ft) 
Ampacity 
(A) 
Capacity 
(kVA) 
Config. Status 
1 650 632 2000 730 1753.3 601 1/0 
2 632 633 500 340 816.6 602 1/0 
3 633 634 2000 208 500 XFM-1 1/0 
4 632 645 500 230 552.4 603 1/0 
5 645 646 300 230 552.4 603 1/0 
6 632 671 2000 730 1753.3 601 1/0 
7 671 692 10 416 1000 Switch 1/0 
8 692 675 500 329 790.2 606 1/0 
9 671 684 300 230 552.4 604 1/0 
10 684 611 300 230 552.4 605 1 
11 684 652 800 310 744.6 607 1 
12 671 680 1000 730 1753.3 601 1/0 
13 633 692 2000 340 816.6 602 1/0 
14 646 611 2000 230 552.4 603 1/0 
15 675 680 1500 730 1753.3 601 1/0 
 
TABLE 4.4. LINE IMPEDANCE IN MODIFIED IEEE 13 NODE TEST FEEDER 
Configuration No. Impedance in ohms per mile 
601 0.3418+j1.0335 
602 0.7479+j1.1970 
603 1.3266+j1.3520 
604 1.3266+j1.3520 
605 1.3292+j1.3475 
606 0.7952+j0.4322 
607 1.3425+j0.5124 
XFM-1 1.0051+j1.8274 
Switch 0.0001+j0.0001 
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The load parameters are summarized in TABLE 4.5. All the loads are three-phase 
balanced spot loads. The load demand was determined as the average value of the total 
demand of presenting phase(s). The CLPU coefficients 𝑆𝑙
𝑈, 𝑆𝐿
𝐷, 𝐷𝑙 and 𝛼𝑙 for CLPU load 
modeling were generated using uniform distribution with the ranges being [1.8, 3.0], [1.0, 
1.3], [1, 4] and [0.5, 1.5], respectively. Weight coefficients should be determined by 
system operators to guarantee the load priorities, based on both economic and societal 
considerations. Since the original test feeder is lacking the load priority information, the 
weight coefficients were assumed to be 1.0 for all loads.  
 
TABLE 4.5. SPOT LOAD PARAMETERS OF MODIFIED IEEE 13 NODE TEST FEEDER 
Load 
Name 
P (kW) Q kVar) Weight Sl
U/Sl
D 𝐷𝑙(min) 𝛼𝑙 Status 
L632 33.3 19.3 1 2.0/1.2 2.2 0.7 1/0 
L634 133.3 96.7 1 1.8/1.1 2.3 0.8 1/0 
L645 56.7 41.7 1 2.4/1.1 1.1 1.0 1/0 
L646 76.7 44 1 2.5/1.1 3.6 0.7 1/0 
L671 218.3 106 1 2.3/1.0 2.7 1.3 1/0 
L692 56.7 50.3 1 2.7/1.0 1.2 0.6 1/0 
L675 147.6 87.3 1 3.4/1.3 2.7 0.7 1/0 
L611 56.7 26.7 1 2.1/1.3 2.1 0.6 1/0 
L652 42.7 28.7 1 3.0/1.1 2.0 0.9 1/0 
 
The power flow for the balanced modified IEEE 13 node radial test system is solved 
in OpenDSS, which is an open-source AC power flow simulator developed by The Electric 
Power Research Institute (EPRI) [142]. The DGs and ESS are assumed to be disconnected. 
Thus, all the loads are supplied by the substation node. The node voltages and line currents 
are shown in TABLE 4.6 and TABLE 4.7. It can be observed that the voltage magnitude 
of each node is between 0.95 p.u. and 1.05 p.u. The current is below the line ampacity.  
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TABLE 4.6. POWER FLOW FOR MODIFIED 13 NODE SYSTEM: VOLTAGE MAGNITUDE AND ANGLE 
Node Base kV (line to line) Magnitude (p.u.) Angle (degree) 
650 4160 1.05000 0 
632 4160 0.99421 -2.5 
633 4160 0.99055 -2.5 
634 4160 0.96946 -3.1 
645 4160 0.98935 -2.5 
646 4160 0.98774 -2.5 
671 4160 0.96038 -4.2 
692 4160 0.96038 -4.2 
675 4160 0.95772 -4.2 
684 4160 0.95825 -4.2 
611 4160 0.95711 -4.2 
652 4160 0.95628 -4.2 
680 4160 0.96038 -4.2 
 
TABLE 4.7. POWER FLOW FOR MODIFIED 13 NODE SYSTEM: LINE CURRENT MAGNITUDE AND ANGLE 
Line Ampacity (A) Current (A) Angle (degree) 
650-632 730 414.645 -35.02 
632-633 340 70.7262 -39.06 
633-634 208 70.7264 -39.06 
632-645 230 66.7549 -35.25 
645-646 230 37.2598 -32.4 
632-671 730 261.185 -33.99 
671-692 416 107.016 -38.14 
692-675 329 74.58 -34.78 
671-684 230 49.4822 -33.34 
684-611 230 27.2428 -29.45 
684-652 310 22.3792 -38.09 
671-680 730 0.00056 85.82 
 
4.1.1.2 Balanced Modified IEEE 123 Node System 
The balanced modified IEEE 123 node test system was modified based on the original 
IEEE 123 node system, which is a three-phase unbalanced system operated at 4.16 kV. 
The original system data is available in [140]. The original test system was modified using 
a similar method as used for the IEEE 13 node test system. The single-line diagram of the 
balanced modified IEEE 123 node test system is shown in Figure 4.2. The detailed system 
data for DGs, lines, and loads can be found in APPENDIX A.  
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Voltage Regulator
Transformer
Switchable Line
Node
Substation Bus
 
Figure 4.2. Single-line diagram of modified IEEE 123 node test system 
 
4.1.2 Three-Phase Unbalanced IEEE 123 Node System 
Three-phase unbalanced IEEE 123 node system used for case studies and performance 
analysis was modified based on the original IEEE 123 node test feeder. A set of switches 
and DGs were added to the system. All the original lines, nodes, transformers, regulators, 
capacitor banks, and unbalanced loads were kept. The single-line diagram is shown in 
Figure 4.3, in which buses are represented by dots, and the substation bus (node 150) is 
represented by a bar. Three-phase, two-phase, and single-phase lines are represented by 
black, yellow, and green wires, respectively. There are a total of 46 switchable lines and 
4 voltage regulators in the system. A line is switchable by installing a switch, which is 
represented by a square on the line. All the component parameters can be found in the 
APPENDIX B. 
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Figure 4.3. Single-line diagram of unbalanced modified IEEE 123 Node Test System 
 
4.1.3 Renewable Profiles and Load Profiles 
In order to study the performance of the proposed BSR method when renewable DERs 
and time-changing loads are considered, a set of renewable DG output profiles and load 
profiles were developed. In this dissertation research, residential rooftop photovoltaics 
(PV), which are most commonly installed in residential and commercial areas, were 
considered in studies. The actual time-varying load demand of residential, commercial and 
industrial customers, together with a certain penetration of ESS, was considered too. 
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The data provided by the Pecan Street project database was used for generating the 
residential load profiles and PV profiles [143]. The Pecan Street project database is the 
world’s largest energy data resource [143]. This subsection introduces how the data 
retrieved from the Pecan Street project database and several other databases was used to 
generate PV profiles and load profiles. 
4.1.3.1 PV Profiles 
The PV profiles used in this dissertation research were retrieved from the Pecan Street 
project database. The one-minute resolution PV profiles for three residential homes on 
June 1st 2016 are shown in Figure 4.4. The profiles indicate that it was a cloudy day, 
because the clouds affect the radiation on the PV panels and make the power output change 
significantly throughout the day. In this dissertation research, the PV penetration is defined 
as the ratio of the energy generated by PV over the energy consumed by loads for 24 hours 
[144]: 
𝛾𝑃𝑉 =
∫ 𝑃𝑃𝑉(𝑡)𝑑𝑡
24ℎ𝑟
𝑡=1
∫ 𝑃𝐿𝑂𝐴𝐷(𝑡)𝑑𝑡
24ℎ𝑟
𝑡=1
×100%       (4.1) 
where 𝑃𝑃𝑉(𝑡) is the power output of PV at time 𝑡, 𝑃𝐿𝑂𝐴𝐷 (𝑡) is the load demand at time 𝑡, 
𝛾𝑃𝑉 is the penetration of PV.  
By grouping multiple PV profiles, an aggregated PV profile was generated to 
approximate the required penetration for study purposes. For example, an aggregated load 
consumes 12kWh a day, and the required PV penetration is 20%. Then an aggregated PV 
profile with around 2.4 kWh of average energy consumption is generated. As shown in 
Figure 4.5, the PV profiles of house No. 99, 123, and 174 are grouped. By generating 
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different PV profiles, we can perform case studies and performance analysis with different 
PV penetrations.  
 
 
Figure 4.4. One-minute resolution PV profiles for three residential homes on June 1st 2016 
 
 
Figure 4.5. Grouping PV profiles of three houses (No. 99, 123, and 174) to achieve the required penetration (20%) for 
an aggregated load (12kW) 
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4.1.3.2 Load Profiles 
It is known that in distribution systems, different types of loads exist, for example, 
residential loads, commercial loads, and industrial loads. Normally, residential loads are 
single-phase and connect to transformers. Commercial and industrial loads are two-phase 
or three-phase. In this dissertation research, the load profiles were retrieved from different 
databases.  
Single-phase load profiles were generated using residential load data retrieved from 
the Pecan Street project database. Figure 4.6 shows the residential load profiles of 3 houses 
on June 1st 2016. Each house has a significantly different load profile. Aggregated 
residential load profiles for 10 houses, 50 houses, and 80 houses are shown in Figure 4.7. 
It can be seen that the aggregated load profiles are much smoother than a single house 
load. Two-phase and three-phase load profiles were generated using commercial and 
industrial load data. Commercial and industrial load data was retrieved from a database 
provided by Market Analysis and Information System (MAISY, 
http://www.maisy.com/demos.htm). More data can be found at OpenEI 
(http://en.openei.org/wiki/Main_Page) and Buildings Datasets 
(https://trynthink.github.io/buildingsdatasets/). A sample industrial load profile with the 
resolution of 15 minute per sample is shown in Figure 4.8.  
By aggregating different load profiles, a set of load profiles were generated and used 
for case studies and performance analysis. A certain penetration of ESS is assumed to be 
installed for each aggregated load. Similarly, the ESS penetration is defined as the ratio of 
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the energy stored in an ESS (e.g., rated capacity) over the energy consumed by loads for 
24 hours: 
𝛾𝐸𝑆𝑆 =
𝐸𝑅𝐴𝑇𝐸𝐷
∫ 𝑃𝐿𝑂𝐴𝐷(𝑡)𝑑𝑡
24ℎ𝑟
𝑡=1
×100%      (4.2) 
where 𝐸𝑅𝐴𝑇𝐸𝐷  is the rated capacity of ESS, 𝑃𝐿𝑂𝐴𝐷(𝑡) is the load demand at time 𝑡, 𝛾𝐸𝑆𝑆  
is the penetration of ESS.  
 
 
Figure 4.6. Residential load profiles of three houses (No. 25, 93, and 77) on June 1st 2016 [143] 
 
 
Figure 4.7. Aggregated residential load profiles for 10 houses, 50 houses, and 80 houses [143] 
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Figure 4.8. Aggregated industrial load profiles for 10 factories, 50 factories, and 80 factories [143] 
 
4.2 Simulation Software Setup 
The proposed BSR method incorporates both steady-state constraints (e.g., voltage 
magnitude limit, line apparent power limit) to ensure the steady-state operation security, 
and frequency response rate constraint to ensure the dynamic security. The linear models 
used in the MILP model will significantly reduce the computation efforts, but inevitably 
introduce approximation errors. The simulation software setups used for verifying the 
voltage magnitude constraints, line power constraints and frequency constraints are 
introduced in APPENDIX C.   
4.3 Case Studies 
In this subsection, six case studies are presented to show how the BSR method works. 
TABLE 4.8 lists the test system and load model used in each case. In Case I, the capability 
of the BSR method to coordinate multiple DGs and ESS will be shown. In Case II, 
different restoration sequences were generated by the BSR method in response to different 
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initial conditions. In Case III, the BSR method was applied to the unbalanced IEEE 123 
node test system with multiple black start DGs. Multiple microgrids were formed. In Case 
IV, it will be shown that the rolling-horizon procedure can be used for large-scale systems 
to achieve sub-optimal yet feasible solutions within reasonable time. In Case V, the 
restoration solutions are compared using three scenarios with different penetrations of PV 
and ESS. In Case VI, the linear power flow models for both balanced and unbalanced 
modified IEEE 123 node test systems are validated against OpenDSS.  
 
TABLE 4.8. CASE STUDIES: TEST SYSTEM, LOAD MODEL, AND PURPOSE OF STUDY 
Case 
No. 
Test System Load 
Model 
Purpose of Study 
I Balanced 13 Node CLPU 
Show how to generate the sequence, and coordinate multiple 
DGs, ESS, and switches  
II Balanced 13 Node CLPU Show how to cope with different initial conditions 
III Unbalanced 123 Node 
ZIP 
CLPU 
Show the capability of solving unbalanced three-phase 
systems and form multiple microgrids 
IV Balanced 123 Node CLPU Show how the rolling-horizon procedure works 
V Unbalanced 123 Node CLPU Show how the renewable DGs and ESS work 
VI 
Balanced/Unbalanced 123 
Node 
CLPU 
ZIP 
Validate the linear power flow results (voltage and line 
power) against OpenDSS results   
 
4.3.1 Case I: Coordinating Multiple DGs and ESS 
In Case I, the capability of the proposed BSR method to coordinate multiple DGs and 
ESS during the restoration process is studied. The purpose of the study is to show how the 
BSR method coordinates DGs dispatching operations, ESS charging/discharging 
operations, and line switching operations over multiple time steps. Case I was performed 
on the balanced modified IEEE 13 node test system. The system parameters for DGs, ESS, 
lines, and loads can be found in section 4.1.1.1. The initial SOC of the ESS was 83.3%. 
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The single-line diagram of the test system is shown in Figure 4.9. In Case I, it is assumed 
that the system was totally de-energized due to a blackout caused by extreme weather 
events. In addition, line 671-692, line 671-684 and L652 are assumed to be damaged, thus 
they cannot participate in the restoration. All loads were under CLPU conditions, and the 
associated CLPU parameters are listed in TABLE 4.5. Rolling-horizon procedure was 
disabled. The studied time horizon was 10 minutes, with the discrete time step fixed at 1 
minute. Note the discrete time step should be determined based on many factors, such as 
the ramp rates of DGs, control delay for operating switches, and transient responses when 
restoring loads. In Case I, it is assumed that the decision time step is 1 minute, within 
which control actions can be performed and transient response has damped out.  
 
650 632
DG1 DG3
671 680
633 634
645 646
692 675
684 652
611
Node
De-energized Line
De-energized Load
DG DG
DG2
Fault Location
ESS
 
Figure 4.9. Single-line diagram of the balanced modified IEEE 13 node test system used for Case I 
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In Case I, the restoration solutions for two scenarios are compared to show how the 
BSR method works. In Scenario I.1, only DG1 connected to the substation node (Node 
650) was used for service restoration. In Scenario I.2, three DGs (DG1 on Node 650, DG2 
on Node 646, and DG3 on Node 680) and an ESS on Node 632 was considered. The 
objective function for both scenarios was to maximize the total amount of restored energy 
over the horizon. The following constraints were simplified to single-phase constraints: 
1) Power flow constraints for balanced systems (3.15)-(3.20)  
2) CLPU load model constraints (3.25)-(3.26) 
3) System operational constraints (3.52)-(3.71) 
4) DG operational constraints (3.123)-(3.126) 
5) ESS operational constraints (3.127)-(3.134) 
6) Topological constraints (3.135)-(3.138) 
The restoration solutions for both scenarios in Case I were generated using the 
implementation framework introduced in section 3.6. The BSR model was formulated 
based on the DG and ESS parameters, load parameters, and network parameters listed in 
section 4.1.1.1. Since the system was totally de-energized at the beginning and four 
components were kept disconnected, the initial condition constraints were updated: 
𝑥𝑖𝑗,𝑡
𝐵𝑅 = 0,     ∀ (𝑖, 𝑗) ∈ ℬ,   𝑡 = 1,          (4.3) 
𝑥671−692,𝑡
𝐵𝑅 = 0,   𝑥671−684,𝑡
𝐵𝑅 = 0,   𝑥652,𝑡
𝐿 = 0,    𝑡 = {1,2,3, … 10} .     (4.4) 
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Since DG2, DG3, and ESS were not considered in Scenario I.1, three additional 
constraints were added to the initial condition constraints for Scenario I.1 to disable DG2, 
DG3, and ESS: 
𝑥646,𝑡
𝐺 = 0,     𝑥680,𝑡
𝐺 = 0,    𝑥632,𝑡
𝐸𝑆S_𝐶𝐻 + 𝑥632,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 = 0, 𝑡 = {1,2,3, … 10}.   (4.5) 
It is assumed that the voltage magnitude on N650 was maintained to be 1.05 p.u.: 
𝑈650,𝑡
2 = 1.052, 𝑡 = {1,2,3, … 10}.      (4.6) 
The restoration solutions are represented by the decision variables defined in the BSR 
model such as 𝑥𝑖𝑗,𝑡
𝐵𝑅 , 𝑃𝑖𝑗,𝑡
𝐵𝑅 , 𝑄𝑖𝑗,𝑡
𝐵𝑅 , 𝑥𝑙,𝑡
𝐿 ,  𝑃𝑙,𝑡
𝐿 , 𝑄𝑙,𝑡
𝐿 ,  𝑥𝑔,𝑡
𝐺 ,  𝑃𝑔,𝑡
𝐺 , 𝑄𝑔,𝑡
𝐺 , 𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻
, 𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻
,  
𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻
, 𝑃𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻
, 𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻
, and 𝑄𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻
. The restoration sequences can be 
generated based on the values of decision variables. The load demand restored at each 
time step for Scenario I.1 and Scenario I.2 is shown in Figure 4.10. In Scenario I.1, 73.23 
kWh energy was restored. In Scenario 2, 146.01 kWh energy was restored.  
 
 
Figure 4.10. Load demand restored at each time step for Scenario I.1 and I.2. 
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4.3.1.1 Restoration Solution for Scenario I.1 
The system diagrams representing the energized systems after implementing the 
control sequences are shown in Figure 4.11. For each step, the newly energized 
components are shown in black, and the previously-energized components are shown in 
grey. It can be seen that six loads (L632, L645, L634, L692, L646, and L611) were 
restored by the end of the horizon. Next, it will be shown how the BSR method makes 
decisions on how to optimally restore the loads based on the constraints defined in the 
BSR model.  
 
Step 2 Step 3Step 1
650
DG1
650 632
DG1
650 632
DG1
633
645
Step 4
650 632
DG1
633 634
645 646
Step 6 – 10
Same as Step 5 Node
De-energized Line
De-energized Load
DG DG
ESS
Energized Line
Energized Load
Step 5
650 632
DG1
633 634
645 646
692
692
684 652
611
 
Figure 4.11. System diagrams at each time step in Case I Scenario I.1 
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In Scenario I.1, the system diagram at Step 1 is shown in Figure 4.12 based on the 
solution values listed in TABLE 4.9. All lines were de-energized at Step 1. This is because 
the system was fully de-energized at Step 1 (see equation (4.3)). DG1 was started at Step 
1, as required by equation (3.54) in the connectivity constraints. Since no loads were 
restored at Step 1, power balance constraints formulated by equations (3.17)-(3.18) 
ensured that DG1 was in idle state. Equation (3.52) ensured the node connected to a black 
start DG should be energized from Step 1; i.e., 𝑠650,𝑡
𝑁 = 1. The voltage regulated on N650 
by DG1 was 1.05 p.u., as required by equation (3.55) in the initial condition constraints. 
At Step 1, N650 was energized (𝑠650,1
𝑁 = 1) and N632 was de-energized (𝑠632,1
𝑁 = 0). Line 
650-632 must be de-energized (𝑥650−632,1
𝐵𝑅 = 0) as required by equations (3.61)-(3.64), 
which ensured that if a line is energized, both its end nodes must be energized. The total 
load restored was 0 kW at Step 1. So the restored energy at Step 1 was 0 kWh. 
 
Scenario I.1      Step 1
Load Restored: 0 kW
650
DG1
1.05
0+j0
Voltage magnitude (p.u.)
Power Output (kVA)
 
Figure 4.12. System diagram at Step 1 in Scenario I.1 
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TABLE 4.9. VALUES OF DECISION VARIABLES AT STEP 1 FOR SCENARIO I.1 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   None 𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  (kVA) None 
𝑥𝑙,𝑡
𝐿   None 𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  (kVA) None 
𝑥𝑔,𝑡
𝐺   DG1 𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  (kVA) DG1: 0+j0 
𝑠𝑖,𝑡
𝑁    N650 𝑉𝑖,𝑡 (p.u.) N650: 1.05 
 
The system diagram at Step 2 is shown in Figure 4.13 based on the solution values 
listed in TABLE 4.10. The apparent power flows through each energized line is 
represented as a percentage of the line’s kVA capacity. The voltage magnitude of each 
energized node is represented as the per unit value. The system at Step 2 was developed 
by closing line 650-632 and restoring L632, based on the system energized at Step 1. As 
shown in Figure 4.13, L632 was restored immediately when line 650-632 was closed. At 
Step 2, N650 was energized (𝑠650,1
𝑁 = 1) and N632 was de-energized (𝑠632,1
𝑁 = 0). Line 
650-632 was closed since the constraints (3.137)-(3.138) ensured that closing a line will 
always energize a previously de-energized node.  Note that closing line 650-632 should 
also satisfy the line kVA capacity constraint and voltage magnitude constraint.  
 
TABLE 4.10. VALUES OF DECISION VARIABLES AT STEP 2 FOR SCENARIO I.1 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   650-632 𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  (kVA) 650-632: 66.6+j38.6 
𝑥𝑙,𝑡
𝐿   L632 𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  (kVA) L632: 66.6+j38.6 
𝑥𝑔,𝑡
𝐺   DG1 𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  (kVA) DG1: 66.6+j38.6 
𝑠𝑖,𝑡
𝑁    N650, N632 𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632: 1.046 
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Scenario I.1      Step 1
Load Restored: 0 kW
650
DG1
1.05
Voltage magnitude (p.u.)
Line kVA capacity (%)
Scenario I.1      Step 2
Load Restored: 66.6 kW
650 632
DG1 4.4%
1.05 1.0460+j0
Power Output (kVA)
66.6+j38.6
Load Demand (kVA) 66.6+j38.6
DG1 Output: 66.6 kW < 10000 kW
DG1 Available Capacity: 99.3% > 15%
DG1 Ramp Up: 66.6 kW < 1000 kW
Step Load: 0.7% < 5%
 
Figure 4.13. System diagrams at Step 1 and Step 2 in Scenario I.1.  
 
Assuming 𝑥650−632,2
𝐵𝑅 = 1, 𝑥632,2
𝐿 = 1, the linear power flow equations for the system 
diagram at Step 2 can be formulated as follows.  
Power balance based on equations (3.17)-(3.18): 
𝑃650,2
𝐺 = 𝑃650−632,2
𝐵𝑅 , 𝑄650,2
𝐺 = 𝑄650−632,2
𝐵𝑅        (4.7) 
𝑃650−632,2
𝐵𝑅 = 𝑃632,2
𝐿 , 𝑄650−632,2
𝐵𝑅 = 𝑄632,2
𝐿      (4.8) 
Voltage difference based on equations (3.15)-(3.16): 
𝑈650,2 − 𝑈632,2 = 2(𝑟650−632𝑃650−632,2
𝐵𝑅 + 𝑥650−632𝑄650−632
𝐵𝑅 )     (4.9) 
Since 𝑃632,2
𝐿 + 𝑗𝑄632,2
𝐿 = 66 + j38.6, 𝑈650,2 = 1.05
2 , the power flow can be easily 
solved: 
𝑃650−632,2
𝐵𝑅 + 𝑗𝑄650−632,2
𝐵𝑅 = 66.6 + j38.6            (4.10) 
𝑃650,2
𝐺 + 𝑗𝑄650,2
𝐺 = 66.6 + j38.6                   (4.11) 
 118 
 
𝑉650,2 = 1.05, 𝑉632,2 = 1.046          (4.12) 
Note the linear power flow equations are integrated in the BSR model, instead of being 
solved separately. Therefore, as long as a solution can be generated by the BSR method, 
all the variables associated with power flow equations can be determined, and various 
constraints can be satisfied. DG related operational constraints (e.g., output capacity, 
spinning reserving, ramp rate, and maximum step load constraints) must be satisfied in 
order to restore more loads. These constraint values are shown in Figure 4.13. At last, the 
load demand used for L632 were determined by CLPU equations (3.20)-(3.26). Given the 
CLPU parameters determined for L632, 𝐿632 in equation (3.22) was calculated as: 
𝐿632 = {
66.6 + 𝑗38.6, 66.6 + 𝑗38.6, 53.19 + 𝑗30.83, 46.53 + 𝑗26.97, 43.22 + 𝑗25.05,
41.58 + 𝑗24.10, 40.76 + 𝑗23.63, 40.35 + 𝑗23.39, 40.16 + 𝑗23.27, …
}    (4.13) 
∆𝑙632 was calculated in equation (3.21) and used for formulating the CLPU model: 
𝐿632 = {
0 + 𝑗0, 0 + 𝑗0, −13.41 − 𝑗7.77, −6.66 − 𝑗3.86, −3.31 − 𝑗1.92,
−1.64 + 𝑗 − 0.95, −0.82 − 𝑗0.47, −0.40 − 𝑗0.23, −0.2 − 𝑗0.12, …
}    (4.14) 
Then 𝑃632,2
𝐿 + 𝑗𝑄632,2
𝐿  can be integrated into the BSR model using equations (3.25)-
(3.26). A load must be kept energized after being restored. Therefore, once a load is 
restored, its demand profile during the following steps can be known. The load demand of 
L632 (vertical axis) at each step (horizontal axis) is shown in Figure 4.14. It is important 
to know that restoring L632 at Step 2 was determined by solving the BSR model. It is not 
possible to directly use the values in Figure 4.14 in the BSR model. Instead, 𝑃632,2
𝐿  and 
𝑄632,2
𝐿  should be formulated as variables and their values will be known after the BSR 
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model is solved. The total amount of load demand restored at Step 2 was 66.6 kW. Since 
the interval was 1 minute, the restored energy at Step 2 is 1.11 kWh.  
 
 
Figure 4.14. Load profile of L632 in Scenario I.1. L632 was restored at Step 2 and will change during the following 
steps under CLPU conditions The load profile was determined by the CLPU parameters.  
 
The system diagram at Step 3 is shown in Figure 4.15 based on the solution values 
listed in TABLE 4.11. Similarly, line 632-633 and line 632-645 were closed to a 
previously energized node N632 to energize N633 and N645, respectively. L645 was 
restored when N645 was energized, as required by equation (3.58).  Note that the demand 
of L671 on N671 (502.1 kW) is much larger than L645 (136.1 kW), restoring L671 by 
closing line 632-671 at Step 3 may restore more load demand. However, line 632-671 was 
not energized at Step 3, because restoring L671 could violate the maximum step load 
constraints. At Step 3, the maximum permissive step load, according to equation (3.84), 
can be calculated as: 𝑃𝐷𝐺1
𝑚𝑎𝑥×5% = 500 𝑘𝑊, which was smaller than the step load demand 
(502.1 kW) if restoring L671. In Scenario I.2, it will be shown that by energizing ESS, the 
maximum permissive step load will become larger, and allow to safely restore L671. The 
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voltage magnitudes and line powers were maintained within the permissive ranges, as 
shown in Figure 4.15. Again, the values of voltage magnitudes and line powers were 
known when the BSR model was solved, since the power flow equations were formulated 
as a part of the optimization problem. Operational constraints defined for DGs (e.g., output 
capacity, spinning reserving, ramp rate, and maximum step load constraints) were satisfied 
at Step 3. The load demands used for L632 and L645 at Step 3 were determined by CLPU 
equations (3.20)-(3.26), as shown in Figure 4.16. Note that the demands for L532 and 
L645 will decrease in the following steps. Each demand profile was calculated using the 
CLPU parameters specified for each load. The amount of restored load at Step 3 was 
202.68 kW. 
 
Scenario I.1      Step 2
Load Restored: 66.6 kW
650 632
DG1 4.4%
1.05 1.048
66.6+j38.6
66.6+j38.6
Voltage magnitude (p.u.)
Line kVA capacity (%)
Power Output (kVA)
Load Demand (kVA)
DG1 Output: 202.7 kW < 10000 kW
DG1 Available Capacity: 97.9% > 15%
DG1 Ramp Up: 136.1 kW < 1000 kW
Step Load: 1.4% < 5%
Scenario I.1      Step 3
Load Restored: 202.68 kW
650 632
DG1
633
645
66.6+j38.6
1.05 1.037
1.037
1.032
136.1+j100.1
14.0% 30.6
%
0.0%
202.7+j138.7
 
Figure 4.15. System diagrams at Step 2 and Step 3 in Scenario I.1. 
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TABLE 4.11. VALUES OF DECISION VARIABLES AT STEP 3 FOR SCENARIO I.1 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   650-632, 632-633, 632-645 𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
650-632: 202.68+j138.68 
632-633: 0+j0 
632-645: 136.08+j100.08 
𝑥𝑙,𝑡
𝐿   L632, L645 𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  (kVA) 
L632: 66.6+j38.6 
L645: 136.08+j100.08 
𝑥𝑔,𝑡
𝐺   DG1 𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  (kVA) DG1: 202.68+j138.68 
𝑠𝑖,𝑡
𝑁    N650, N632, N633, N645 𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632:1.037 
N633:1.037 
N645: 1.032 
 
      
         (a)                                                                                            (b) 
Figure 4.16. Load profile of L632 and L645 in Scenario I.1. L632 was restored at Step 2, L645 was restored at Step 3. 
They will change during the following steps under CLPU conditions. (a): L632; (b): L645 
 
The system diagram at Step 4 is shown in Figure 4.17 based on the solution values 
listed in TABLE 4.12. N634, N692, and N646 were energized at Step 4. It can be found 
that restoring all the three loads will cause a 584.3 kW step load and violate the maximum 
step load constraints. Restoring L634 and L692 will cause a 392.5 kW step load, which is 
smaller than the step load of 431.2 kW caused by restoring L634 and L646. However, 
L634 and L692 were restored, L646 was not restored. It seems like the solution generated 
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by the BSR method made a suboptimal choice at this step, because less load demand was 
restored at this step. However, more energy can be restored over the horizon if restoring 
L692 instead of L646 at Step 3. Figure 4.18 compares the values of the objective function 
when L692 was restored as Step 4, or when L646 was restored at Step 4. This was done 
by adding an additional constraint into the initial condition constraints: 𝑥646,4
𝐿 = 1. It can 
be observed that the original solution restored more energy. Indeed, since the objective 
function was to maximize the total amount of restored energy over the horizon, the most 
intuitive strategy is to restore as much load demand as possible at each step. However, the 
BSR method can make decisions on when to restore each load over multiple time steps to 
generate unintuitive yet optimal solutions.  
 
TABLE 4.12. VALUES OF DECISION VARIABLES AT STEP 4 FOR SCENARIO I.1 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   
650-632,632-633,633-634, 632-645, 
645-646, 633-692 
𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  
(kVA) 
650-632: 535.71+j406.51 
632-633: 393.03+j309.87 
633-634:239.94+j174.06 
632-645: 89.49+j65.81 
645-646:0+j0 
633-692: 153.09+j135.81 
𝑥𝑙,𝑡
𝐿   L632, L645, L634, L692 
𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  
(kVA) 
L632: 53.18+j30.83 
L645: 89.49+j65.81 
L634:239.94+j174.06 
L692:153.09+j135.81 
𝑥𝑔,𝑡
𝐺   DG1 
𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  
(kVA) 
DG1: 535.71+j406.51 
𝑠𝑖,𝑡
𝑁   
N650, N632, N633, N634, N645, 
N646, N692 
𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632:1.012 
N633:1.001 
N634: 0.963 
N645: 1.008 
N646:1.008 
N692:1.001 
 
 123 
 
Scenario I.1      Step 3
Load Restored: 202.68 kW
650 632
DG1
633
645
66.6+j38.6
1.05 1.037
1.037
1.032
136.1+j100.1
14.0%
30.6%
0.0%
202.7+j138.7
Voltage magnitude (p.u.)
Line kVA capacity (%)
Power Output (kVA)
Load Demand (kVA)
DG1 Output: 535.71 kW < 10000 kW
DG1 Available Capacity: 94.64% > 15%
DG1 Ramp Up: 333.0 kW < 1000 kW
Step Load: 3.9% < 5%
Scenario I.1      Step 4
Load Restored: 535.71 kW
650 632
DG1
633 634
645 646
692
535.7+j406.5
38.4%
61.3%
59.3%
25.0%
20.1%
0.0%
1.05 1.012
1.001 0.963
1.008 1.008
1.001
53.2+j30.8
89.5+j65.8
239.4+j174.1
153.1+j135.8
 
Figure 4.17. System diagrams at Step 3 and Step 4 in Scenario I.1 
 
 
Figure 4.18. Load demand restored at each step for different loads (L692 vs L646) restored at Step 4 
 
The system diagram at Step 5 is shown in Figure 4.19 based on the solution values 
listed in TABLE 4.13. In Step 5, L646 was restored. Note N646 was energized at Step 4. 
It has been shown that doing so can restore more energy over the entire horizon than 
restoring L646 at Step 4. At Step 5, line 646-611 was closed to energize N611. Note line 
611-684 and line 684-652 were energized as well. This is because both lines are non-
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switchable lines, and constraints (3.63)-(3.64) require that a non-switchable line must be 
energized immediately as long as one of its end nodes is energized.  
 
TABLE 4.13. VALUES OF DECISION VARIABLES AT STEP 5 FOR SCENARIO I.1 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅    
650-632,632-633,633-634, 632-645, 
645-646, 633-692, 646-611, 611-684, 
684-652 
𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  
(kVA) 
650-632: 779.24+j517.53 
632-633: 349.54+j271.29 
633-634:239.94+j174.06 
632-645: 383.17+j219.28 
645-646: 310.82+j166.07 
633-692: 109.6+j97.23 
646-611:119.07+j56.07 
611-684:0+j0 
684-652:0+j0 
𝑥𝑙,𝑡
𝐿   L632, L645, L634, L692 
𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  
(kVA) 
L632:  46.53+j26.97 
L645: 72.35+j53.21 
L634 :239.94+j174.06 
L692: 109.6+j97.23 
L646:191.75+j110 
L611:119.07+j56.07 
𝑥𝑔,𝑡
𝐺   DG1 
𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  
(kVA) 
DG1:779.24+j517.53 
𝑠𝑖,𝑡
𝑁   
N650, N632, N633, N634, N645, N646, 
N692, N611, N684, N652 
𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632:0.999 
N633:0.989 
N634: 0.951 
N645: 0.985 
N646:0.979 
N692:0.989 
N611:0.979 
N684:0.979 
N652:0.979 
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Scenario I.1      Step 4
Load Restored: 535.71 kW
650 632
DG1
633 634
645 646
692
535.7+j406.5
38.4%
61.3%
59.3%
25.0%
20.1%
0.0%
1.05 1.012
1.001 0.963
1.008 1.008
1.001
53.2+j30.8
89.5+j65.8
239.4+j174.1
153.1+j135.8
Voltage magnitude (p.u.)
Line kVA capacity (%)
Power Output (kVA)
Load Demand (kVA)DG1 Output: 779.2 kW < 10000 kW
DG1 Available Capacity: 92.21% > 15%
DG1 Ramp Up: 243.5 kW < 1000 kW
Step Load: 2.44% < 5%
Scenario I.1      Step 5
Load Restored: 779.24 kW
650 632
DG1
633 634
645 646
692
68
4
65
2
61
1
779.2+j517.5
1.05 0.999
0.98
9
0.95
1
0.989
0.985
0.97
9
0.979 0.979
0.979
0.0%
46.5+j26.9
72.4+j53.2
239.9+j174.1
109.6+j97.23
191.8+j110
119.1+j56.1
0.0%
53.4%
54.2%
59.3%
80.0%
63.8%
17.9%
23.8%
 
Figure 4.19. System diagrams at Step 4 and Step 5 in Scenario I.1 
 
In Scenario I.1, no loads were restored after Step 5. All the energized loads decreased 
by following their CLPU profiles. All load profiles at each step are shown in Figure 4.20. 
The load profile for each load is presented as a cluster on the horizontal axis. Within each 
cluster, the load demand at each step is shown. In Scenario I.1, six loads were restored by 
Step 10. Loads were scheduled to be restored at different steps, and presented changing 
load demand under CLPU conditions. The node voltages at each step for Scenario I.1 are 
illustrated in Figure 4.21. The voltage profile at each node is presented as a cluster on the 
horizontal axis. Within each cluster, the voltage magnitude at each step is shown. The 
node voltage of each node was maintained between 0.95 and 1.05 p.u. In addition, voltage 
at each node increased starting from Step 5, because no more loads were restored and all 
restored loads were decreased under CLPU conditions.  
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Figure 4.20. Active power load profiles for each load at each step in Scenario I.1. Loads were scheduled to be restored 
at different steps, and presented changing load demand under CLPU conditions 
 
 
Figure 4.21. Node voltage at each step during restoration in Scenario I.1. Voltage at each node increased starting from 
Step 5, because no more loads were restored and all restored loads were decreased under CLPU conditions 
 
4.3.1.2 Restoration Solution for Scenario I.2 
The system diagrams representing the energized systems after implementing the 
control sequences are shown in Figure 4.22. For each step, the newly energized 
components are shown in black, and the previously-energized components are shown in 
grey. It can be seen that all loads except L652 were restored. Non-black start DGs and 
ESS were started at different steps. Next, it will be shown how the BSR method can 
coordinate DGs, ESS, and switches at each step and across multiple steps.  
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Step 2 Step 3Step 1
650
DG1
650 632
DG1
650 632
DG1
671
633
645
Step 4
650 632
DG1
671
633 634
645 646
DG2
680
DG3
Step 5
684 652
611
650 632
DG1
671
633 634
645 646
DG2
680
DG3
675
Step 7 - 10
Same as Step 6 Node
De-energized Line
De-energized Load
D
G
DG
ESS
Energized Line
Energized Load
Step 6
684 652
611
650 632
DG1
671
633 634
645 646
DG2
680
DG3
675
692 692
692
 
Figure 4.22. System diagrams at each time step in Case I Scenario I.2 
 
The system diagram at Step 1 in Scenario I.2 is the same as in Scenario I.1. The system 
diagram at Step 2 is shown in Figure 4.23, based on the values of the variables listed in 
TABLE 4.14. In Scenario I.2, similar constraints that have been introduced for Scenario 
I.1 were still applied. Therefore, the system operations specified for Scenario I.2 were 
formulated into the initial condition constraints. Hence, only DG1 was started at Step1 
and N650 was energized. At Step 2, ESS on N632 was started. Note the ESS is assumed 
to be a non-black start unit, thus it is constrained by equation (3.56) that requires an ESS 
can only charge and discharge power when its terminal node is energized. Equation (3.56) 
also ensured the ESS can only be charged or discharged for during a single step. It can be 
seen that the ESS was in charging state at Step 2, and the SOC of the ESS by Step 2 was 
93.3%. The power flow results for the system diagram at Step 2 indicate that the voltage 
on each energized node and the line power for each energized line were kept within the 
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permissive ranges. The total restored load at Step 2 was 66.6 kW. Note the ESS charging 
power was not counted as the restored load. 
 
TABLE 4.14. VALUES OF DECISION VARIABLES AT STEP 2 FOR SCENARIO I.2 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   650-632 𝑃𝑖𝑗,𝑡
𝐵𝑅 + j𝑄𝑖𝑗,𝑡
𝐵𝑅  (kVA) 650-632:166.6+j38.6 
𝑥𝑙,𝑡
𝐿   L632 𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  (kVA) L632: 66.6+j38.6 
𝑥𝑔,𝑡
𝐺   DG1 𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  (kVA) DG1: 166.6+j38.6 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻   ESS on 632 𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑗𝑄e,𝑡
𝐸𝑆𝑆_𝐶𝐻 (kVA) ESS: 100+j0 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻  None 𝑃𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 + 𝑗𝑄𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 (kVA) ESS: 0+j0 
  𝑆𝑂𝐶𝑒,𝑡  ESS: 90.8% 
𝑠𝑖,𝑡
𝑁   N650, N632 𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632: 1.044 
 
Scenario I.2      Step 1
Load Restored: 0 kW
650
DG1
1.05
Voltage magnitude (p.u.)
Line kVA capacity (%)
Scenario I.2      Step 2
Load Restored: 66.6 kW
650 632
DG1 9.8%
1.05 1.0440+j0
Power Output (kVA)
166.6+j38.6
Load Demand (kVA) 66.6+j38.6
DG1 Output: 166.6 kW < 10000 kW
DG1 Available Capacity: 98.3% > 15%
DG1 Ramp Up: 166.6 kW < 1000 kW
Step Load: 1.27% < 5%
ESS: Charging 100 kW<500 kW
ESS SOC: 90.8% < 100%
-100+j0
 
Figure 4.23. System diagrams at Step 1 and Step 2 in Scenario I.2 
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The system diagram at Step 3 is shown in Figure 4.24, based on the values of the 
variables listed in TABLE 4.15. Different from Scenario I.1, L671 was restored. The load 
demand of L671 was 502.1 kW under CLPU conditions. Since the ESS was in discharging 
state, according to equation (3.84), the maximum permissive step load at Step 3 was 525 
kW. Therefore, L671 can be restored without causing excessive frequency drop. L645 was 
not restored together with L671, otherwise the maximum step load constraints may be 
violated. Note DG1 and ESS shared the load demand at this step. Therefore, the power 
went through line 650-532 (26.5% of the line’s kVA capacity) was smaller than line 632-
671 (31.8% of the line’s kVA capacity). Power flow equations and associated operational 
constraints ensured voltage magnitudes and line powers were maintained within the 
specified ranges.  
 
TABLE 4.15. VALUES OF DECISION VARIABLES AT STEP 3 FOR SCENARIO I.2 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   650-632, 632_633, 632-645, 632-671 𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
650-632:368.7+j282.4 
632-633:0+j0 
632-645:0+j0 
632-671:502.1+j243.8 
𝑥𝑙,𝑡
𝐿   L632, L671 𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  (kVA) 
L632: 66.6+j38.6 
L671: 502.1+j243.8 
𝑥𝑔,𝑡
𝐺   DG1 𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  (kVA) DG1: 368.7+j282.4 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻   None 𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑗𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 (kVA) ESS: 0+j0 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻  ESS on 632 𝑃𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 + 𝑗𝑄𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 (kVA) ESS:200+j0 
  𝑆𝑂𝐶𝑒,𝑡  ESS: 72.3% 
𝑠𝑖,𝑡
𝑁   N650, N632, N633, N645, N671 𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632: 1.024 
N633:1.024 
N645:1.024 
N671:0.996 
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Voltage magnitude (p.u.)
Line kVA capacity (%)
Power Output (kVA)
Load Demand (kVA)
DG1 Output: 368.7 kW < 10000 kW
DG1 Available Capacity: 96% > 15%
DG1 Ramp Up: 202.1 kW < 1000 kW
Step Load: 4.8% < 5%
ESS: Discharging 200 kW<500 kW
ESS SOC: 72.3% < 100%
Scenario I.2      Step 3
Load Restored: 568.7 kW
650 632
DG1
671
633
645
Scenario I.2      Step 2
Load Restored: 66.6 kW
650 632
DG1 9.8%
1.05 1.044
166.6+j38.6
66.6+j38.6
-100+j0
26.5% 31.8%
0.0%
0.0%
1.05 1.024
1.024
1.024
0.996
368.7+j282.4
200+j0
66.6+j38.6
502.1+j243.8
 
Figure 4.24. System diagrams at Step 2 and Step 3 in Scenario I.2 
 
The system diagram at Step 4 is shown in Figure 4.25, based on the values of the 
variables listed in TABLE 4.16. At Step 4, both DG2 on N646 and DG3 on N680 were 
started to share the load demand and increase the maximum permissive step load, which 
was 600 kW at Step 4. L645, L646, and L634 were restored. L692 was not restored to 
avoid violating the maximum step load constraint. All the DGs and ESS were dispatched 
to share the load demand and ensure all the operational constraints were satisfied. For 
example, DG3 outputted 300+j225 kVA, which was transmitted through line 671-680. 
Then, L671 was fed by the power transmitted from line 632-671 and line 671-680. DG2 
on N646 outputted 439.1+j329.3 kVA, which was sufficient for support the local load 
L646 and the load L645. The remaining power (111.2+j119.2 kVA) was transmitted 
through line 632-645 to support other loads. In addition, the voltage magnitudes on each 
node were boosted, since DG2 and DG3 outputted reactive power locally.  
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Voltage magnitude (p.u.)
Line kVA capacity (%)
Power Output (kVA)
Load Demand (kVA)
DG1 Output: 184 kW < 10000 kW
DG1 Ramp : 184 kW < 1000 kW
DG2 Output (kW): 50< 439.1  < 500 
DG2 Ramp : 439.1 < 500
DG3 Output (kW): 100< 300 < 1000
DG3 Ramp: 300 = 300
Spinning Reserve: 90.23% > 15%
Step Load: 4.7% < 5% 
ESS: Discharging 200 kW<500 kW
ESS SOC: 53.8% < 100%
Scenario I.2      Step 3
Load Restored: 568.7 kW
650 632
DG1
671
633
645
26.5% 31.8%
0.0%
0.0%
1.05 1.024
1.024
1.024
0.996
368.7+j282.4
200+j0
66.6+j38.6
502.1+j243.8
Scenario I.2      Step 4
Load Restored: 1123.0 kW
650 632
DG1
671
633 634
645
646
DG2
680
DG3
692
12.1%
36.3%
59.3%
29.5%
59.9%
11.6% 21.4%
0.0%
1.05 1.039
1.033 1.033
1.044
1.033
0.997
1.05
1.044
200+j0
184+j104.5
439.1+j329.3
300+j225
53.2+j30.1 502+j244
136+j100
240+j174
192+j110
 
Figure 4.25. System diagrams at Step 3 and Step 4 in Scenario I.2 
TABLE 4.16. VALUES OF DECISION VARIABLES AT STEP 4 FOR SCENARIO I.2 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   
650-632, 632_633, 632-645, 632-
671, 633-634, 645-646, 671-680, 
633-692 
𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
650-632:184+j104.5 
632-633: 239.9+j174.1 
632-645: 111.2+j119.2 
632-671:202.1+j18.8 
633-634:239.9+j174.1 
645-646:247.3+j219.3 
671-680:300+j225 
633-692:0+j0 
𝑥𝑙,𝑡
𝐿   L632, L671, L634, L645, L646 𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  (kVA) 
L632: 53.2+j30.8 
L671: 502.1+j243.8 
L634: 239.9+j174.1 
L645: 136.1+j100.1 
L646: 191.8+j110 
𝑥𝑔,𝑡
𝐺   DG1, DG2, DG3 𝑃𝑔,𝑡
G + 𝑗𝑄𝑔,𝑡
𝐺  (kVA) 
DG1: 184+j104.5 
DG2: 439.1+j329.3 
DG3: 300+j225 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻   None 
𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑗𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 
(kVA) 
ESS: 0+j0 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻  ESS on 632 
𝑃𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 + 𝑗𝑄𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 
(kVA) 
ESS:200+j0 
  𝑆𝑂𝐶𝑒,𝑡 ESS: 53.8% 
𝑠𝑖,𝑡
𝑁   
N650, N632, N633, N645, N671, 
N634, N646, N692, N680 
𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632: 1.039 
N633:1.033 
N645:1.044 
N671:1.033 
N634:0.997 
N646:1.05 
N692:1.033 
N680:1.044 
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The system diagram at Step 5 is shown in Figure 4.26, based on the values of the 
variables listed in TABLE 4.17. N675, N611, N684, and N652 were energized. Again, the 
maximum step load constraint prevented L675, L692, and L611 from being restored at the 
same step. L675 was restored, whereas L692 and L611 were restored at the next step. At 
Step 5, all the DGs and ESS continued coordinating to share the load demand. Note the 
load profiles for each restored load were changing at each step based on their particular 
CLPU parameters. It can be observed that the load demands of L632, L671, L645 at Step 
5 were smaller than the load demands at Step 4. Load demands for L634 and L646 were 
the same as at Step 4, because they were still gaining diversity. Note the constraints (3.138) 
do not allow a line to be closed if both of its end nodes are energized in previous steps, in 
order to maintain the tree topology of each isolated microgrid and avoid forming loops. 
At Step 6, on more lines were energized. Only L692 and L611 were restored. Again, the 
load demands for each restored load were changing during the following steps, and DGs 
and ESS were coordinated at each step to make sure all the constraints were satisfied. 
All the load profiles at each step are shown in Figure 4.27. The load profile for each 
load is presented as a cluster on the horizontal axis. With each cluster, the load demand at 
each step is shown. A total of 8 loads were restored, except L652, which is assumed to be 
disconnected. The Node voltages at each step for Scenario I.2 are illustrated in Figure 
4.28. The voltage profile at each node is presented as a cluster on the horizontal axis. 
Within each cluster, the voltage magnitude at each step is shown.  
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TABLE 4.17. VALUES OF DECISION VARIABLES AT STEP 5 FOR SCENARIO I.2 
Binary Variables Continuous Variables 
Variables Energized Components Variables Values 
𝑥𝑖𝑗,𝑡
𝐵𝑅   
650-632, 632_633, 632-645, 632-
671, 633-634, 645-646, 671-680, 
633-692, 684-611, 684-652, 646-
611, 675-680 
𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
650-632:828.4+j564.6 
632-633: 239.9+j174.1 
632-645: 231.2+j138.2 
632-671:510.7+j225.3 
633-634:239.9+j174.1 
645-646:141.8+j72.5 
671-680:215.1+j81.7 
633-692:0+j0 
684-611:0+j0 
684-652:0+j0 
646-611:0+j0 
675-680:501.8+j296.8 
𝑥𝑙,𝑡
𝐿   
L632, L671, L634, L645, L646, 
L675 
𝑃𝑙,𝑡
𝐿 + 𝑗𝑄𝑙,𝑡
𝐿  (kVA) 
L632: 46.5+j27.0 
L671: 295.6+j143.6 
L634: 239.4+j174.1 
L645: 89.5+j65.8 
L646: 191.8+j110 
L675: 501.8+j296.8 
𝑥𝑔,𝑡
𝐺   DG1, DG2, DG3 𝑃𝑔,𝑡
𝐺 + 𝑗𝑄𝑔,𝑡
𝐺  (kVA) 
DG1: 828.4+j564.6 
DG2: 50+j37.5 
DG3: 286.8+j215.1 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻  None 𝑃𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 + 𝑗𝑄𝑒,𝑡
𝐸𝑆𝑆_𝐶𝐻 (kVA) ESS: 0+j0 
𝑥𝑒,𝑡
𝐸𝑆𝑆_𝐷𝐼𝑆𝐶𝐻 ESS on 632 
𝑃𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 + 𝑗𝑄𝑒,𝑡
𝐸𝑆𝑆_DIS𝐶𝐻 
(kVA)  
ESS:200+j0 
  𝑆𝑂𝐶𝑒,𝑡 ESS: 35.3% 
𝑠𝑖,𝑡
𝑁   
N650, N632, N633, N645, N671, 
N634, N646, N692, N680, N675, 
N684, N611, N652 
𝑉𝑖,𝑡 (p.u.) 
N650: 1.05 
N632: 0.994 
N633:0.988 
N645:0.986 
N671:0.967 
N634:0.95 
N646:0.983 
N692:0.988 
N680:0.962 
N675:0.962 
N684:0.983 
N611:0.983 
N652:0.983 
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Scenario I.2      Step 4
Load Restored: 1123.0 kW
650 632
DG1
671
633 634
645
646
DG2
680
DG3
692
12.1%
36.3%
59.3%
29.5%
59.9%
11.6% 21.4%
0.0%
1.05 1.039
1.033 1.033
1.044
1.033
0.997
1.05
1.044
200+j0
184+j104.5
439.1+j329.3
300+j225
53.2+j30.1 502+j244
136+j100
240+j174
192+j110
Voltage magnitude (p.u.)
Line kVA capacity (%)
Power Output (kVA)
Load Demand (kVA)DG1 Output: 828 kW < 10000 kW
DG1 Ramp: 644 kW < 1000 kW
DG2 Output (kW): 50< 50  < 500 
DG2 Ramp: 389 < 500
DG3 Output (kW): 100< 287 < 1000
DG3 Ramp: 13 < 300
Scenario I.2      Step 5
Load Restored: 1365.2 kW
68
4
65
2
61
1
650 632
DG1
671
633 634
645
646
DG2
680
DG3
675692
36.3%
59.3%
48.8%
28.8%
31.8% 13.1%
0.0%
1.05 0.994
0.988 0.988
0.986
0.967
0.95
0.983
0.962
200+j0
828+j565
50+j37.5
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Figure 4.26. System diagrams at Step 4 and Step 5 in Scenario I.2 
 
 
Figure 4.27. Active power load profiles for each load at each step in Scenario I.2. Loads were scheduled to be restored 
at different steps, and presented changing load demand under CLPU conditions. 
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Figure 4.28. Node voltage at each step during restoration in Scenario I.2 
 
The SOC of the ESS on N632 in Scenario I.2 is shown in Figure 4.29. It can be seen 
that the ESS charged at Step 2 to increase SOC, then discharged from Step 3 to Step 6 in 
order to facilitate the restoration. The ESS stopped discharging by Step 6, because the 
SOC at Step 6 was 10%, which is the lower SOC limit. Therefore, the ESS charged again 
to absorb energy from the grid at Step 7 and Step 8. Note the charging and discharging 
actions were coordinated with other control actions for DGs, loads, and switches.  
 
 
Figure 4.29. SOC of the ESS on N632 in Scenario I.2. 
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In summary, in Case I, the restoration solutions for restoring loads for two scenarios 
in a small three-phase balanced test system were discussed. Specifically, in Scenario I.1, 
how the system is energized at each step is explained based on the solution values and 
equations defined in the BSR model. In Scenario I.2, the capability of the BSR method to 
coordinate dispatchable DGs, ESS, loads and switches for service restoration is illustrated. 
The proposed BSR method can generate a sequence of control actions that optimally 
coordinate various controllable components to achieve an optimal restoration solution. 
Meanwhile, the control sequence ensures that various operational constraints are satisfied 
during the restoration process. In some cases, a load may be scheduled to be restored 
several steps later even if its terminal node is energized already, so as to maximize the 
overall restored energy.  
4.3.2 Case II: Different Initial Conditions 
In Case II, restoration sequences were generated by the BSR method in response to 
different initial conditions, such as fault components, DG locations, and line 
configurations. The test system used in Case II was the balanced modified IEEE 13 node 
test system. The system parameters for DGs, lines, and loads can be found in section 
4.1.1.1. ESS was not considered. The scenarios studied in Case II are summarized in 
TABLE 4.18. In Scenario II.1, all the components were assumed to be switchable. In 
Scenario II.2, four lines were assumed to be directly interconnected. In Scenario II.3, four 
lines were assumed to be damaged and disconnected, so they cannot participate in the 
restoration. In Scenario II.4, a node was assumed to be damaged (e.g., a power pole is 
blown down, or a substation is flooded). All the lines connected to the damaged nodes 
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should be disconnected, until the damaged components are repaired. In Scenario II.5, 
partial system was assumed to be energized before initiating the service restoration. In 
Scenario II.6, the black start DG originally located on N650 was relocated to N671. The 
studied time horizon was 10 minutes, with the discrete time step fixed at 1 minute. In all 
the scenarios except Scenario II.5, the system was assumed to be totally de-energized due 
to a blackout caused by extreme weather events. All loads were assumed to be switchable 
and under CLPU conditions. The rolling-horizon procedure was disabled. The objective 
function and the constraints in the BSR model were the same as in Scenario I.2 of Case I.  
 
TABLE 4.18. SCENARIOS STUDIED IN CASE II 
Scenario No. Description 
II.1 No failed components, all lines are switchable. 
II.2 Lines 671-692, 692-675, 671-684, 684-611 are directly connected to their 
end nodes. 
II.3 Lines 671-692, 692-675, 671-684, 684-611 are damaged and 
disconnected. These lines cannot be energized during the restoration 
process. 
II.4 Node 671 is damaged and isolated. Any lines connected to Node 671 
(671-632, 671-692, 671-680, and 671-684) should be disconnected.  
II.5 Partial system (Lines 650-532, 632-633, 632-671, 632-645) is energized 
before initiating the service restoration.  
II.6 Black start DG is allocated on N671. 
 
4.3.2.1 Scenario II.1: All the Lines Were Switchable 
The single-line system diagrams at each step are shown in Figure 4.30. At each step, 
newly energized components are colored in black, and components energized during 
previous steps are colored in gray. It can be observed that all the 13 nodes were energized 
within 5 steps. However, to avoid violating the constraints defined in the BSR model, 
some switchable loads were scheduled to be restored at different steps. At Step 1, only the 
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black start DG on N650 was started. N632 was energized at Step 2 by closing line 650-
632. L632 was restored when N632 was energized. At Step 4, only three loads (L632, 
L645, and L671) were restored. L634 and L692 were scheduled to be restored at Step 5. 
At Step 5, although all the nodes were energized, L646, L611, and L652 were not restored, 
since the maximum step load constraints prevented them from being restored all together. 
In addition, the tree topology was maintained at each step. DG active and reactive power 
outputs and load demands at each step are summarized in TABLE 4.19 and TABLE 4.20. 
Zero values represent DGs and loads were in de-energized status. At each step, both active 
and reactive load demand were balanced by black start DGs and dispatchable DGs. For 
each load, the load demand decreased after being restored according to its CLPU 
parameters. Node voltages and apparent line powers are summarized in TABLE 4.21 and 
TABLE 4.22. Zeros values represent a node or a line was de-energized. Both voltages and 
line apparent powers were maintained within the operating limits.  
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Figure 4.30. Restoration sequence for Scenario II.1 
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TABLE 4.19. ACTIVE DG OUTPUTS AND LOAD DEMANDS IN KW IN SCENARIO II.1 
Step 
𝑃𝑔,𝑡
𝐺  (kW) 𝑃𝑔,𝑡
𝐿  (kW) 
DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 200.0 0.0 0.0 200.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 680.0 0.0 0.0 200.0 0.0 480.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 665.4 200.0 300.0 159.7 0.0 315.6 0.0 690.0 0.0 0.0 0.0 0.0 
5 1304.9 400.0 100.0 139.7 180.0 255.2 0.0 690.0 540.0 0.0 0.0 0.0 
6 1649.5 600.0 126.2 129.8 180.0 232.9 500.0 406.3 386.6 0.0 420.0 120.0 
7 1649.5 800.0 393.0 124.9 141.5 224.8 500.0 329.0 302.4 680.0 420.0 120.0 
8 1534.7 757.6 342.7 122.4 124.1 221.8 500.0 307.9 256.2 680.0 347.8 74.9 
9 1525.9 557.6 100.0 121.2 116.4 220.6 359.0 302.2 230.8 468.6 308.2 56.6 
10 1501.7 357.6 100.0 120.6 112.9 220.2 289.0 300.6 216.9 363.6 286.4 49.1 
 
TABLE 4.20. REACTIVE DG OUTPUTS AND LOAD DEMANDS IN KVAR IN SCENARIO II.1 
Step 
𝑄𝑔,𝑡
𝐺  (kVar) 𝑄𝑔,𝑡
𝐿  (kVar) 
DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 80.0 0.0 0.0 80.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 320.0 0.0 0.0 80.0 0.0 240.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 0.0 500.0 135.7 63.9 0.0 157.8 0.0 414.0 0.0 0.0 0.0 0.0 
5 574.5 500.0 0.0 55.9 72.0 127.6 0.0 414.0 405.0 0.0 0.0 0.0 
6 866.1 500.0 0.0 51.9 72.0 116.5 250.0 243.8 289.9 0.0 252.0 90.0 
7 810.2 500.0 60.9 49.9 56.6 112.4 250.0 197.4 226.8 136.0 252.0 90.0 
8 0.0 500.0 737.2 49.0 49.7 110.9 250.0 184.7 192.2 136.0 208.7 56.2 
9 0.0 500.0 560.3 48.5 46.5 110.3 179.5 181.3 173.1 93.7 184.9 42.4 
10 0.0 500.0 472.5 48.2 45.1 110.1 144.5 180.4 162.7 72.7 171.9 36.8 
 
TABLE 4.21. NODE VOLTAGE IN PER UNIT IN SCENARIO II.1 
Step 
𝑉𝑖,𝑡 (p.u.) 
N650 N632 N633 N634 N645 N646 N671 N692 N675 N684 N611 N652 N680 
1 1.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 1.05 1.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 1.05 1.03 0.00 0.00 1.02 0.00 1.03 0.00 0.00 0.00 0.00 0.00 0.00 
4 1.05 1.04 1.04 0.00 1.05 1.05 1.02 0.00 0.00 1.02 0.00 0.00 1.03 
5 1.05 1.01 1.01 1.01 1.02 1.02 0.96 0.96 0.96 0.96 1.02 0.96 0.96 
6 1.05 0.99 0.99 0.99 0.99 0.99 0.95 0.95 0.96 0.95 0.99 0.95 0.96 
7 1.05 0.99 0.99 0.99 0.99 0.99 0.95 0.95 0.95 0.95 0.99 0.95 0.95 
8 1.05 1.03 1.03 1.03 1.03 1.03 1.03 1.03 1.04 1.03 1.03 1.03 1.04 
9 1.05 1.03 1.03 1.03 1.03 1.03 1.03 1.03 1.04 1.03 1.03 1.03 1.04 
10 1.05 1.03 1.03 1.03 1.03 1.03 1.02 1.02 1.03 1.02 1.03 1.02 1.03 
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TABLE 4.22. APPARENT LINE POWER IN KVA IN SCENARIO II.1 
Line 
𝑆𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Step 9 Step 10 
650_632 0.0 215.4 751.5 665.4 988.9 1421.3 1432.8 1474.3 1383.6 1649.5 
632_633 0.0 0.0 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 
633_634 0.0 0.0 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 
632_645 0.0 0.0 536.7 361.2 399.6 565.5 363.2 474.7 488.5 590.4 
645_646 0.0 0.0 0.0 538.5 640.3 320.0 120.0 251.2 299.7 409.1 
632_671 0.0 0.0 0.0 479.1 1033.3 677.4 820.3 776.6 661.8 830.4 
671_692 0.0 0.0 0.0 0.0 675.0 483.2 378.0 320.3 288.6 271.2 
692_675 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
671_684 0.0 0.0 0.0 0.0 0.0 150.0 150.0 93.6 70.7 61.4 
684_611 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
684_652 0.0 0.0 0.0 0.0 0.0 150.0 150.0 93.6 70.7 61.4 
671_680 0.0 0.0 0.0 329.3 600.0 648.7 195.8 612.9 471.6 478.8 
633_692 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
646_611 0.0 0.0 0.0 0.0 0.0 489.8 489.8 405.6 359.4 334.1 
675_680 0.0 0.0 0.0 0.0 0.0 0.0 693.5 693.5 477.8 370.8 
 
4.3.2.2 Scenario II.2: Four Lines Were Directly Connected 
In Scenario II.2, four lines (671-692, 692-675, 671-684, 684-611) were assumed to be 
directly connected to their end nodes. Therefore, equations (3.63)-(3.64) defined in the 
connectivity constraints should be used: 
𝑥671−692,𝑡
𝐵𝑅 = 𝑠671,𝑡
𝑁 = 𝑠692,𝑡
𝑁 ,   𝑡 ∈ {1,2,3, … 10}       (4.15) 
𝑥675−692,𝑡
𝐵𝑅 = 𝑠675,𝑡
𝑁 = 𝑠692,𝑡
𝑁 ,   𝑡 ∈ {1,2,3, … 10}      (4.16) 
𝑥671−684,𝑡
𝐵𝑅 = 𝑠671,𝑡
𝑁 = 𝑠684,𝑡
𝑁 ,   𝑡 ∈ {1,2,3, … 10}      (4.17) 
𝑥611−684,𝑡
𝐵𝑅 = 𝑠611,𝑡
𝑁 = 𝑠684,𝑡
𝑁 ,   𝑡 ∈ {1,2,3, … 10}      (4.18) 
Since the four lines are interconnected, as long as one of the five nodes is energized, 
all the other four nodes will be energized immediately. The restoration sequence generated 
by the BSR method is shown in Figure 4.31. DG active and reactive power outputs and 
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load demands at each step are summarized in TABLE 4.23 and TABLE 4.24. Zero values 
represent DGs and loads were in de-energized status. Node voltages and apparent line 
powers are summarized in TABLE 4.25 and TABLE 4.26. Zeros values represent a node 
or a line was de-energized. Similar to the sequence for Scenario II.1, L632 was restored 
at Step 2. However, L645 was not restored at Step 3. Instead, L611 on N611 was restored. 
At Step 3, N671 was energized by closing line 632-671. Since lines 671-692, 671-684, 
684-611 and 692-675 were directly connected, energizing N671 immediately energized 
N692, N675, N684, and N611. Since restoring all the loads on the energized nodes may 
violate some constraints, DG2 on N646 and DG3 on N680 were started to share the load 
demand during the following steps. All the nodes were energized within 4 steps, which is 
faster than in Scenario II.1. This is because energizing N671 by closing 632-671 will 
immediately energize all the interconnected nodes. Whereas in Scenario II.1, it will take 
extra steps to close the switches one by one.  
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Figure 4.31. Restoration sequence for Scenario II.2 
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TABLE 4.23. ACTIVE DG OUTPUTS AND LOAD DEMANDS IN KW IN SCENARIO II.2 
Step DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 200.0 0.0 0.0 200.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 620.0 0.0 0.0 200.0 0.0 0.0 0.0 0.0 0.0 0.0 420.0 0.0 
4 769.7 200.0 300.0 159.7 0.0 0.0 0.0 690.0 0.0 0.0 420.0 0.0 
5 897.5 400.0 600.0 139.7 180.0 0.0 0.0 690.0 540.0 0.0 347.8 0.0 
6 1471.0 600.0 439.9 129.8 180.0 480.0 500.0 406.3 386.6 0.0 308.2 120.0 
7 1649.5 760.4 389.9 124.9 141.5 315.6 500.0 329.0 302.4 680.0 286.4 120.0 
8 1649.5 560.4 385.4 122.4 124.1 255.2 500.0 307.9 256.2 680.0 274.5 74.9 
9 709.8 760.4 685.4 121.2 116.4 232.9 359.0 302.2 230.8 468.6 268.0 56.6 
10 387.1 800.0 754.7 120.6 112.9 224.8 289.0 300.6 216.9 363.6 264.4 49.1 
 
TABLE 4.24. REACTIVE DG OUTPUTS AND LOAD DEMANDS IN KVAR IN SCENARIO II.2 
Step 
𝑄𝑔,𝑡
𝐺  (kVar) 𝑄𝑔,𝑡
𝐿  (kVar) 
DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 80.0 0.0 0.0 80.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 332.0 0.0 0.0 80.0 0.0 0.0 0.0 0.0 0.0 0.0 252.0 0.0 
4 229.9 500.0 0.0 63.9 0.0 0.0 0.0 414.0 0.0 0.0 252.0 0.0 
5 171.1 500.0 484.5 55.9 72.0 0.0 0.0 414.0 405.0 0.0 208.7 0.0 
6 309.1 351.6 761.9 51.9 72.0 240.0 250.0 243.8 289.9 0.0 184.9 90.0 
7 0.0 476.1 860.3 49.9 56.6 157.8 250.0 197.4 226.8 136.0 171.9 90.0 
8 0.0 312.1 897.9 49.0 49.7 127.6 250.0 184.7 192.2 136.0 164.7 56.2 
9 0.0 500.0 542.4 48.5 46.5 116.5 179.5 181.3 173.1 93.7 160.8 42.4 
10 0.0 364.1 597.4 48.2 45.1 112.4 144.5 180.4 162.7 72.7 158.6 36.8 
 
TABLE 4.25. NODE VOLTAGE IN PER UNIT IN SCENARIO II.2 
Step 
𝑉𝑖,𝑡 (p.u.) 
N650 N632 N633 N634 N645 N646 N671 N692 N675 N684 N611 N652 N680 
1 1.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 1.05 1.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 1.05 1.03 1.03 0.00 1.03 0.00 1.01 1.01 1.01 1.00 1.00 0.00 0.00 
4 1.05 1.03 1.03 1.03 1.04 1.04 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
5 1.05 1.03 1.03 1.03 1.04 1.04 0.99 0.99 1.00 0.99 0.98 0.99 1.00 
6 1.05 1.02 1.01 1.01 1.01 1.01 1.00 1.00 1.01 1.00 1.00 1.00 1.01 
7 1.05 1.03 1.03 1.03 1.03 1.03 1.01 1.01 1.02 1.01 1.01 1.01 1.02 
8 1.05 1.03 1.03 1.03 1.03 1.03 1.02 1.02 1.03 1.02 1.02 1.02 1.03 
9 1.05 1.04 1.04 1.04 1.04 1.05 1.03 1.03 1.03 1.03 1.02 1.02 1.03 
10 1.05 1.05 1.04 1.04 1.05 1.05 1.04 1.04 1.05 1.04 1.04 1.04 1.05 
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TABLE 4.26. APPARENT LINE POWER IN KVA IN SCENARIO II.2 
Line 
𝑆𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Step 9 Step 10 
650_632 0.0 215.4 703.3 803.3 913.7 1503.1 1649.5 1649.5 709.8 387.1 
632_633 0.0 0.0 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 
633_634 0.0 0.0 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 
632_645 0.0 0.0 0.0 538.5 640.3 404.4 87.8 205.5 264.5 305.6 
645_646 0.0 0.0 0.0 538.5 640.3 142.6 344.8 86.6 513.6 556.1 
632_671 0.0 0.0 489.8 1048.6 1118.6 782.6 1328.4 1219.2 649.9 440.1 
671_692 0.0 0.0 0.0 300.0 99.6 474.9 773.7 792.4 275.9 401.7 
692_675 0.0 0.0 0.0 300.0 771.2 879.7 780.3 816.8 498.3 654.5 
671_684 0.0 0.0 489.8 489.8 405.6 508.8 483.5 413.4 382.9 369.4 
684_611 0.0 0.0 489.8 489.8 405.6 359.4 334.1 320.1 312.5 308.3 
684_652 0.0 0.0 0.0 0.0 0.0 150.0 150.0 93.6 70.7 61.4 
671_680 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
633_692 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
646_611 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
675_680 0.0 0.0 0.0 300.0 771.2 879.7 944.6 977.1 874.0 962.6 
 
4.3.2.3 Scenario II.3: Four Lines Were Disconnected 
In Scenario II.3, four lines (671-692, 692-675, 671-684, and 684-611) were assumed 
to be damaged (e.g., by fallen trees) and disconnected. Four constraints should be added 
to the initial condition constraints: 
𝑥671−692,𝑡
𝐵𝑅 = 0, 𝑥675−692,𝑡
𝐵𝑅 = 0, 𝑥671−684,𝑡
𝐵𝑅 = 0, 𝑥611−684,𝑡
𝐵𝑅 = 0, 𝑡 ∈ {1,2,3, … 10}  (4.19) 
The restoration sequence generated by the BSR method is shown in Figure 4.32. DG 
active and reactive power outputs and load demands at each step are summarized in 
TABLE 4.27 and TABLE 4.28. Zero values represent DGs and loads were in de-energized 
status. Node voltages and apparent line powers are summarized in TABLE 4.29 and 
TABLE 4.30. Zeros values represent a node or a line was de-energized. It can be seen that 
the restoration sequence for lines and loads was different from the sequence generated for 
Scenario II.1. Since the faulty lines were disconnected, alternative energization paths were 
figured out by the BSR method. For example, line 611-684 was energized at Step 4 in 
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Scenario II.1, but was damaged in Scenario II.3. Therefore, line 646-611 was closed to 
energize N611 at Step 5. Note that N684 was isolated by the faulty lines (671-684, 6611-
684). Thus, N684 was kept de-energized. Similarly, N652 was also isolated, since N684 
was de-energized and 684-652 was the only line that connected N652 to the system. 
However, there is no need to explicitly add 𝑠684,𝑡
𝑁 = 0 and 𝑠652,𝑡
𝑁 = 0 to the BSR model, 
because the initial condition constraints in the BSR model can automatically guarantee 
N652 and N684 were de-energized throughout the restoration process.  
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Figure 4.32. Restoration sequence for Scenario II.3 
 
TABLE 4.27. ACTIVE DG OUTPUTS AND LOAD DEMANDS IN KW IN SCENARIO II.3 
Step DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 200.0 0.0 0.0 200.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 680.0 0.0 0.0 200.0 0.0 480.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 665.4 200.0 300.0 159.7 0.0 315.6 0.0 690.0 0.0 0.0 0.0 0.0 
5 764.9 400.0 600.0 139.7 180.0 255.2 500.0 690.0 0.0 0.0 0.0 0.0 
6 909.0 600.0 900.0 129.8 180.0 232.9 500.0 406.3 540.0 0.0 420.0 0.0 
7 1490.6 716.0 600.0 124.9 141.5 224.8 500.0 329.0 386.6 680.0 420.0 0.0 
8 1649.5 516.0 300.0 122.4 124.1 221.8 359.0 307.9 302.4 680.0 347.8 0.0 
9 1649.5 332.9 100.0 121.2 116.4 220.6 289.0 302.2 256.2 468.6 308.2 0.0 
10 1649.5 140.0 100.0 120.6 112.9 220.2 254.3 300.6 230.8 363.6 286.4 0.0 
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TABLE 4.28. REACTIVE DG OUTPUTS AND LOAD DEMANDS IN KVAR IN SCENARIO II.3 
Step 
𝑄𝑔,𝑡
𝐺  (kVar) 𝑄𝑔,𝑡
𝐿  (kVar) 
DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 80.0 0.0 0.0 80.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 320.0 0.0 0.0 80.0 0.0 240.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 0.0 500.0 135.7 63.9 0.0 157.8 0.0 414.0 0.0 0.0 0.0 0.0 
5 30.6 500.0 388.9 55.9 72.0 127.6 250.0 414.0 0.0 0.0 0.0 0.0 
6 440.7 500.0 450.5 51.9 72.0 116.5 250.0 243.8 405.0 0.0 252.0 0.0 
7 275.1 500.0 569.2 49.9 56.6 112.4 250.0 197.4 289.9 136.0 252.0 0.0 
8 0.0 500.0 645.2 49.0 49.7 110.9 179.5 184.7 226.8 136.0 208.7 0.0 
9 0.0 500.0 501.9 48.5 46.5 110.3 144.5 181.3 192.2 93.7 184.9 0.0 
10 0.0 500.0 428.7 48.2 45.1 110.1 127.1 180.4 173.1 72.7 171.9 0.0 
 
TABLE 4.29. NODE VOLTAGE IN PER UNIT IN SCENARIO II.3 
Step 
𝑉𝑖,𝑡 (p.u.) 
N650 N632 N633 N634 N645 N646 N671 N692 N675 N684 N611 N652 N680 
1 1.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 1.05 1.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 1.05 1.03 1.03 0.00 1.02 0.00 1.03 0.00 0.00 0.00 0.00 0.00 0.00 
4 1.05 1.04 1.04 1.04 1.05 1.05 1.02 0.00 0.00 0.00 0.00 0.00 1.03 
5 1.05 1.04 1.04 1.04 1.04 1.04 1.04 0.00 1.05 0.00 1.04 0.00 1.05 
6 1.05 1.02 1.01 1.01 1.01 1.01 1.03 1.01 1.05 0.00 1.01 0.00 1.05 
7 1.05 1.02 1.01 1.01 1.01 1.01 1.02 1.01 1.03 0.00 1.01 0.00 1.03 
8 1.05 1.03 1.02 1.02 1.03 1.03 1.04 1.02 1.05 0.00 1.03 0.00 1.05 
9 1.05 1.03 1.02 1.02 1.03 1.03 1.03 1.02 1.04 0.00 1.03 0.00 1.04 
10 1.05 1.03 1.03 1.02 1.03 1.03 1.03 1.03 1.04 0.00 1.03 0.00 1.04 
 
TABLE 4.30. APPARENT LINE POWER IN KVA IN SCENARIO II.3 
Line 
𝑆𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Step 9 Step 10 
650_632 0.0 215.4 751.5 665.4 765.5 1010.2 1515.8 1649.5 1649.5 1649.5 
632_633 0.0 0.0 0.0 0.0 193.9 863.7 631.6 508.3 442.5 407.2 
633_634 0.0 0.0 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 
632_645 0.0 0.0 536.7 361.2 375.7 565.5 443.8 412.6 488.7 627.6 
645_646 0.0 0.0 0.0 538.5 269.3 320.0 204.0 221.2 314.6 448.3 
632_671 0.0 0.0 0.0 479.1 93.4 535.2 472.1 760.6 708.1 590.9 
671_692 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
692_675 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
671_684 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
684_611 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
684_652 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
671_680 0.0 0.0 0.0 329.3 715.0 1006.5 440.5 635.4 550.0 442.9 
633_692 0.0 0.0 0.0 0.0 0.0 675.0 483.2 378.0 320.3 288.6 
646_611 0.0 0.0 0.0 0.0 0.0 489.8 489.8 405.6 359.4 334.1 
675_680 0.0 0.0 0.0 0.0 0.0 0.0 693.5 693.5 477.8 370.8 
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4.3.2.4 Scenario II.4: A Node Was Damaged 
In Scenario II.4, N671 was assumed to be damaged. Thus, all the lines connected to 
N671 should be disconnected in order to isolate N671. In addition, the load on N671 
cannot be restored during the restoration process. However, there is no need to formulate 
initial condition constraints for each affected line and load. Only one initial condition 
constraint reflecting the failure status of node N671 is required: 
𝑠671,𝑡
𝑁 = 0,    𝑡 ∈ {1,2,3, … 10}              (4.20) 
The restoration sequence generated by the BSR method is shown in Figure 4.33. DG 
active and reactive power outputs and load demands at each step are summarized in 
TABLE 4.31 and TABLE 4.32. Zero values represent DGs and loads were in de-energized 
status. Node voltages and apparent line powers are summarized in TABLE 4.33 and 
TABLE 4.34. Zeros values represent a node or a line was de-energized. It can be observed 
that N671 was isolated throughout the restoration process. In previous scenarios, line 632-
671 were always closed at Step3. However, in this case, since N671 was isolated, line 632-
671 was always opened. Alternative energization paths were found by the BSR method to 
bypass N671.  
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Figure 4.33. Restoration sequence for Scenario II.4 
 
TABLE 4.31. ACTIVE DG OUTPUTS AND LOAD DEMANDS IN KW IN SCENARIO II.4 
Step DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 200.0 0.0 0.0 200.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 680.0 0.0 0.0 200.0 0.0 480.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 955.4 200.0 0.0 159.7 180.0 315.6 500.0 0.0 0.0 0.0 0.0 0.0 
5 1214.9 400.0 0.0 139.7 180.0 255.2 500.0 0.0 0.0 0.0 420.0 120.0 
6 1387.9 600.0 236.3 129.8 141.5 232.9 500.0 0.0 0.0 680.0 420.0 120.0 
7 1497.3 800.0 178.3 124.9 124.1 224.8 359.0 0.0 540.0 680.0 347.8 74.9 
8 1069.5 800.0 100.0 122.4 116.4 221.8 289.0 0.0 386.6 468.6 308.2 56.6 
9 810.5 800.0 100.0 121.2 112.9 220.6 254.3 0.0 302.4 363.6 286.4 49.1 
10 677.4 800.0 100.0 120.6 111.3 220.2 237.0 0.0 256.2 311.4 274.5 46.1 
 
TABLE 4.32. REACTIVE DG OUTPUTS AND LOAD DEMANDS IN KVAR IN SCENARIO II.4 
Step 
𝑄𝑔,𝑡
𝐺  (kVar) 𝑄𝑔,𝑡
𝐿  (kVar) 
DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2 80.0 0.0 0.0 80.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3 320.0 0.0 0.0 80.0 0.0 240.0 0.0 0.0 0.0 0.0 0.0 0.0 
4 43.7 500.0 0.0 63.9 72.0 157.8 250.0 0.0 0.0 0.0 0.0 0.0 
5 347.5 500.0 0.0 55.9 72.0 127.6 250.0 0.0 0.0 0.0 252.0 90.0 
6 453.0 500.0 0.0 51.9 56.6 116.5 250.0 0.0 0.0 136.0 252.0 90.0 
7 263.6 0.0 933.7 49.9 49.7 112.4 179.5 0.0 405.0 136.0 208.7 56.2 
8 461.9 500.0 0.0 49.0 46.5 110.9 144.5 0.0 289.9 93.7 184.9 42.4 
9 339.3 500.0 0.0 48.5 45.1 110.3 127.1 0.0 226.8 72.7 171.9 36.8 
10 775.1 0.0 0.0 48.2 44.5 110.1 118.5 0.0 192.2 62.3 164.7 34.6 
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TABLE 4.33. NODE VOLTAGE IN PER UNIT IN SCENARIO II.4 
Step 
𝑉𝑖,𝑡 (p.u.) 
N650 N632 N633 N634 N645 N646 N671 N692 N675 N684 N611 N652 N680 
1 1.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 1.05 1.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 1.05 1.03 1.03 0.00 1.02 0.00 1.03 0.00 0.00 0.00 0.00 0.00 0.00 
4 1.05 1.04 1.03 1.03 1.03 1.04 1.04 0.00 0.00 1.04 0.00 0.00 1.04 
5 1.05 1.02 1.02 1.01 1.02 1.02 0.99 0.00 0.00 0.99 0.99 0.99 0.99 
6 1.05 1.01 1.01 1.01 1.01 1.01 0.97 1.01 0.96 0.97 0.96 0.96 0.96 
7 1.05 1.02 1.01 1.01 1.01 1.01 1.03 1.01 1.05 1.03 1.03 1.03 1.05 
8 1.05 1.01 1.01 1.01 1.02 1.02 0.99 1.01 0.98 0.98 0.98 0.98 0.98 
9 1.05 1.02 1.02 1.02 1.03 1.03 1.00 1.02 1.00 1.00 1.00 1.00 1.00 
10 1.05 1.00 1.00 1.00 1.00 1.00 0.98 1.00 0.98 0.98 0.98 0.98 0.98 
 
TABLE 4.34. APPARENT LINE POWER IN KVA IN SCENARIO II.4 
Line 
𝑆𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Step 9 Step 10 
650_632 0.0 215.4 751.5 956.4 1263.6 1460.0 1520.3 1165.0 878.7 1029.4 
632_633 0.0 0.0 0.0 193.9 193.9 152.3 804.8 605.1 496.4 437.1 
633_634 0.0 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 119.9 
632_645 0.0 0.0 536.7 622.5 375.7 188.4 363.2 378.8 417.8 412.0 
645_646 0.0 0.0 0.0 390.5 269.3 269.3 476.1 622.4 660.9 575.3 
632_671 0.0 0.0 0.0 0.0 639.2 1093.7 1067.0 800.5 661.9 592.8 
671_692 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
692_675 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
671_684 0.0 0.0 0.0 0.0 639.2 639.2 498.8 429.8 395.2 377.5 
684_611 0.0 0.0 0.0 0.0 489.8 489.8 405.6 359.4 334.1 320.1 
684_652 0.0 0.0 0.0 0.0 150.0 150.0 93.6 70.7 61.4 57.6 
671_680 0.0 0.0 0.0 0.0 0.0 464.1 942.4 380.3 273.4 220.4 
633_692 0.0 0.0 0.0 0.0 0.0 0.0 675.0 483.2 378.0 320.3 
646_611 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
675_680 0.0 0.0 0.0 0.0 0.0 693.5 693.5 477.8 370.8 317.6 
 
4.3.2.5 Scenario II.5: Partial System Was Energized 
In Scenario II.5, four lines (650-632, 632-633, 632-671, 632-645), DG1, and two loads 
(L645, L671) were assumed to be energized before initiating the restoration process. The 
initial condition constraints can be formulated as: 
𝑥650,1
𝐺 = 1         (4.21) 
𝑥650−632,1
𝐵𝑅 = 1, 𝑥632−633,1
𝐵𝑅 = 1, 𝑥632−671,1
𝐵𝑅 = 1, 𝑥632−645,1
𝐵𝑅 = 1     (4.22) 
𝑥645,1
𝐿 = 1, 𝑥671,1
𝐿 = 1       (4.23) 
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The generated restoration sequence is shown in Figure 4.34. DG active and reactive 
power outputs and load demands at each step are summarized in TABLE 4.35 and TABLE 
4.36. Zero values represent DGs and loads were in de-energized status. Node voltages and 
apparent line powers are summarized in TABLE 4.37 and TABLE 4.38. Zeros values 
represent a node or a line was de-energized. The sequence for lines was similar to the 
sequence from Step 3 to Step 5 shown in Figure 4.30 for Scenario II.1. However, the 
sequence for loads was different, because L645 and L671 were restored before initiating 
the restoration process, so they were not affected by the CLPU issues. All the loads were 
restored by Step 4. This case study demonstrates that the BSR method can be applied for 
both totally de-energized systems and partially energized systems.  
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Figure 4.34. Restoration sequence for Scenario II.5 
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TABLE 4.35. ACTIVE DG OUTPUTS AND LOAD DEMANDS IN KW IN SCENARIO II.5 
Step DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 1170.0 0.0 0.0 0.0 0.0 480.0 0.0 690.0 0.0 0.0 0.0 0.0 
2 1245.6 200.0 300.0 200.0 0.0 315.6 0.0 690.0 540.0 0.0 0.0 0.0 
3 1563.7 400.0 384.4 200.0 180.0 255.2 500.0 406.3 386.6 0.0 420.0 0.0 
4 1639.6 600.0 684.4 159.7 180.0 232.9 500.0 329.0 302.4 680.0 420.0 120.0 
5 1533.4 800.0 384.4 139.7 141.5 224.8 500.0 307.9 256.2 680.0 347.8 120.0 
6 1519.4 600.0 100.0 129.8 124.1 221.8 359.0 302.2 230.8 468.6 308.2 74.9 
7 1475.0 400.0 100.0 124.9 116.4 220.6 289.0 300.6 216.9 363.6 286.4 56.6 
8 1554.3 200.0 100.0 122.4 112.9 220.2 254.3 300.2 209.3 311.4 274.5 49.1 
9 1414.0 50.0 330.3 121.2 111.3 220.1 237.0 300.0 205.1 285.5 268.0 46.1 
10 1421.0 243.3 100.0 120.6 110.6 220.0 228.5 300.0 202.8 272.7 264.4 44.8 
 
TABLE 4.36. REACTIVE DG OUTPUTS AND LOAD DEMANDS IN KVAR IN SCENARIO II.5 
Step 
𝑄𝑔,𝑡
𝐺  (kVar) 𝑄𝑔,𝑡
𝐿  (kVar) 
DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 654.0 0.0 0.0 0.0 0.0 240.0 0.0 414.0 0.0 0.0 0.0 0.0 
2 0.0 500.0 556.8 80.0 0.0 157.8 0.0 414.0 405.0 0.0 0.0 0.0 
3 97.7 500.0 717.6 80.0 72.0 127.6 250.0 243.8 289.9 0.0 252.0 0.0 
4 17.0 500.0 887.5 63.9 72.0 116.5 250.0 197.4 226.8 136.0 252.0 90.0 
5 201.0 500.0 585.5 55.9 56.6 112.4 250.0 184.7 192.2 136.0 208.7 90.0 
6 0.0 500.0 581.2 51.9 49.7 110.9 179.5 181.3 173.1 93.7 184.9 56.2 
7 302.2 500.0 179.2 49.9 46.5 110.3 144.5 180.4 162.7 72.7 171.9 42.4 
8 164.8 500.0 267.4 49.0 45.1 110.1 127.1 180.1 157.0 62.3 164.7 36.8 
9 407.8 500.0 0.0 48.5 44.5 110.0 118.5 180.0 153.8 57.1 160.8 34.6 
10 395.6 500.0 0.0 48.2 44.2 110.0 114.2 180.0 152.1 54.5 158.6 33.6 
 
TABLE 4.37. NODE VOLTAGE IN PER UNIT IN SCENARIO II.5 
Step 
𝑉𝑖,𝑡 (p.u.) 
N650 N632 N633 N634 N645 N646 N671 N692 N675 N684 N611 N652 N680 
1 1.05 1.00 1.00 0.00 1.00 0.00 0.97 0.00 0.00 0.00 0.00 0.00 0.00 
2 1.05 1.03 1.03 1.03 1.04 1.04 1.01 1.01 0.00 0.00 0.00 0.00 1.03 
3 1.05 1.03 1.02 1.02 1.02 1.02 1.03 1.03 1.05 1.03 1.02 0.00 1.05 
4 1.05 1.03 1.03 1.03 1.03 1.02 1.03 1.03 1.05 1.03 1.02 1.03 1.05 
5 1.05 1.02 1.02 1.02 1.02 1.02 1.01 1.01 1.02 1.01 1.02 1.00 1.02 
6 1.05 1.03 1.03 1.03 1.03 1.03 1.02 1.02 1.03 1.02 1.03 1.02 1.03 
7 1.05 1.02 1.01 1.01 1.02 1.02 0.99 0.99 0.99 0.99 1.02 0.99 0.99 
8 1.05 1.02 1.02 1.02 1.02 1.02 1.00 1.00 1.01 1.00 1.02 1.00 1.01 
9 1.05 1.01 1.01 1.01 1.01 1.01 0.98 0.98 0.98 0.98 1.01 0.98 0.98 
10 1.05 1.01 1.01 1.01 1.01 1.01 0.98 0.98 0.98 0.98 1.01 0.98 0.98 
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TABLE 4.38. APPARENT LINE POWER IN KVA IN SCENARIO II.5 
Line 
𝑆𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Step 9 Step 10 
650_632 1340.4 1245.6 1566.7 1639.7 1546.5 1519.4 1505.6 1563.0 1471.6 1475.1 
632_633 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 119.9 119.1 
633_634 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 119.9 119.1 
632_645 536.7 361.2 785.9 565.5 281.7 290.0 402.9 557.7 684.1 483.9 
645_646 0.0 538.5 520.0 320.0 63.2 151.3 254.0 389.1 505.7 337.4 
632_671 804.7 966.2 448.0 783.8 979.8 979.5 882.9 788.3 661.5 834.0 
671_692 0.0 675.0 483.2 378.0 320.3 288.6 271.2 261.6 256.4 253.5 
692_675 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
671_684 0.0 0.0 0.0 150.0 150.0 93.6 70.7 61.4 57.6 56.1 
684_611 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
684_652 0.0 0.0 0.0 150.0 150.0 93.6 70.7 61.4 57.6 56.1 
671_680 0.0 632.5 814.1 751.5 538.0 611.1 284.3 294.6 72.6 181.1 
633_692 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
646_611 0.0 0.0 489.8 489.8 405.6 359.4 334.1 320.1 312.5 308.3 
675_680 0.0 0.0 0.0 693.5 693.5 477.8 370.8 317.6 291.2 278.1 
 
4.3.2.6 Scenario II.6: Black Start DG is Located at Node N671 
In Scenario II.6, the black start DG originally located at N650 was changed to N671. 
Locating the black start DG on N671 will potentially shorten the number of steps needed 
for restoring loads. For example, if the black start DG is on N650, it will take at least three 
steps to energize N692; e.g., closing line 650-632, 632-671 and 671-692 sequentially. If 
the black start DG is on N671, it will take at least one step to energize N692; e.g., close 
line 671-692. The restoration sequence is shown in Figure 4.35. It can be seen that the 
black start DG and the local load L671 were energized at Step 1. All the loads were 
energized by Step 5. Meanwhile, DG2 and DG3 were dispatched to share the load demand. 
DG active and reactive power outputs and load demands at each step are summarized in 
TABLE 4.39 and TABLE 4.40. Zero values represent DGs and loads were in de-energized 
status. Node voltages and apparent line powers are summarized in TABLE 4.41 and 
TABLE 4.42. Zeros values represent a node or a line was de-energized. 
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Figure 4.35. Restoration sequence for Scenario II.6 
 
TABLE 4.39. ACTIVE DG OUTPUTS AND LOAD DEMANDS IN KW IN SCENARIO II.6 
Step DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 690.0 0.0 0.0 0.0 0.0 0.0 0.0 690.0 0.0 0.0 0.0 0.0 
2 930.0 0.0 300.0 0.0 0.0 0.0 0.0 690.0 540.0 0.0 0.0 0.0 
3 1712.9 0.0 100.0 0.0 0.0 480.0 0.0 406.3 386.6 0.0 420.0 120.0 
4 2067.0 200.0 100.0 200.0 180.0 315.6 500.0 329.0 302.4 0.0 420.0 120.0 
5 2539.8 162.2 100.0 200.0 180.0 255.2 500.0 307.9 256.2 680.0 347.8 74.9 
6 2461.9 50.0 100.0 159.7 141.5 232.9 500.0 302.2 230.8 680.0 308.2 56.6 
7 2019.3 50.0 100.0 139.7 124.1 224.8 359.0 300.6 216.9 468.6 286.4 49.1 
8 1800.6 50.0 100.0 129.8 116.4 221.8 289.0 300.2 209.3 363.6 274.5 46.1 
9 1692.0 50.0 100.0 124.9 112.9 220.6 254.3 300.0 205.1 311.4 268.0 44.8 
10 1638.0 50.0 100.0 122.4 111.3 220.2 237.0 300.0 202.8 285.5 264.4 44.3 
 
TABLE 4.40. REACTIVE DG OUTPUTS AND LOAD DEMANDS IN KVAR IN SCENARIO II.6 
Step 
𝑄𝑔,𝑡
𝐺  (kVar) 𝑄𝑔,𝑡
𝐿  (kVar) 
DG650 DG646 DG680 L632 L634 L645 L646 L671 L692 L675 L611 L652 
1 414.0 0.0 0.0 0.0 0.0 0.0 0.0 414.0 0.0 0.0 0.0 0.0 
2 494.0 0.0 0.0 80.0 0.0 0.0 0.0 414.0 0.0 0.0 0.0 0.0 
3 549.8 0.0 0.0 80.0 0.0 0.0 0.0 243.8 0.0 136.0 0.0 90.0 
4 603.3 0.0 206.0 63.9 72.0 0.0 250.0 197.4 0.0 136.0 0.0 90.0 
5 704.5 500.0 0.0 55.9 72.0 240.0 250.0 184.7 0.0 93.7 252.0 56.2 
6 969.8 500.0 0.0 51.9 56.6 157.8 250.0 181.3 405.0 72.7 252.0 42.4 
7 1184.8 0.0 0.0 49.9 49.7 127.6 179.5 180.4 289.9 62.3 208.7 36.8 
8 1040.0 0.0 0.0 49.0 46.5 116.5 144.5 180.1 226.8 57.1 184.9 34.6 
9 965.4 0.0 0.0 48.5 45.1 112.4 127.1 180.0 192.2 54.5 171.9 33.6 
10 555.7 370.8 0.0 48.2 44.5 110.9 118.5 180.0 173.1 53.3 164.7 33.3 
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TABLE 4.41. NODE VOLTAGE IN PER UNIT IN SCENARIO II.6 
Step 
𝑉𝑖,𝑡 (p.u.) 
N650 N632 N633 N634 N645 N646 N671 N692 N675 N684 N611 N652 N680 
1 0.00 0.00 0.00 0.00 0.00 0.00 1.05 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 1.04 0.00 0.00 0.00 0.00 1.05 0.00 0.00 1.05 0.00 0.00 1.05 
3 0.00 1.04 1.04 0.00 0.00 0.00 1.05 0.00 1.04 1.05 1.05 1.05 1.04 
4 0.00 1.04 1.04 1.04 0.00 1.04 1.05 0.00 1.05 1.05 1.04 1.04 1.05 
5 0.00 1.02 1.02 1.02 1.02 1.05 1.05 0.00 1.05 1.05 1.05 1.05 1.05 
6 0.00 1.00 0.99 0.99 1.00 1.05 1.05 0.99 1.05 1.05 1.05 1.05 1.05 
7 0.00 1.01 1.01 1.01 1.01 1.04 1.05 1.01 1.05 1.05 1.04 1.05 1.05 
8 0.00 1.02 1.01 1.01 1.02 1.04 1.05 1.01 1.05 1.05 1.04 1.05 1.05 
9 0.00 1.02 1.02 1.02 1.02 1.04 1.05 1.02 1.05 1.05 1.04 1.05 1.05 
10 0.00 1.02 1.02 1.02 1.02 1.05 1.05 1.02 1.05 1.05 1.05 1.05 1.05 
 
TABLE 4.42. APPARENT LINE POWER IN KVA IN SCENARIO II.6 
Line 
𝑆𝑖𝑗,𝑡
𝐵𝑅  (kVA) 
Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Step 9 Step 10 
650_632 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
632_633 0.0 0.0 0.0 193.9 193.9 823.1 613.3 500.1 438.8 405.5 
633_634 0.0 0.0 0.0 193.9 193.9 152.3 133.7 125.3 121.5 119.9 
632_645 0.0 0.0 0.0 0.0 536.7 352.9 285.3 260.4 251.3 247.9 
645_646 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
632_671 0.0 215.4 215.4 365.9 880.3 1311.7 1030.0 889.8 818.4 781.3 
671_692 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
692_675 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
671_684 0.0 0.0 150.0 540.4 597.7 379.2 554.4 535.9 630.5 310.7 
684_611 0.0 0.0 0.0 390.5 520.0 320.0 494.8 478.6 574.7 275.8 
684_652 0.0 0.0 150.0 150.0 93.6 70.7 61.4 57.6 56.1 55.4 
671_680 0.0 0.0 595.7 288.6 380.3 273.4 220.4 194.1 181.1 143.9 
633_692 0.0 0.0 0.0 0.0 0.0 675.0 483.2 378.0 320.3 288.6 
646_611 0.0 0.0 0.0 390.5 269.3 269.3 184.1 149.7 240.6 252.6 
675_680 0.0 0.0 693.5 693.5 477.8 370.8 317.6 291.2 278.1 271.6 
 
 
In summary, six scenarios are studied in Case II to show how the proposed BSR 
method can generate restoration solutions according to different initial conditions. For 
each scenario, the specified operating condition can be formulated in the initial condition 
constraints of the BSR model, which in turn can generate corresponding solutions.  
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4.3.3 Case III: Unbalanced Three-Phase System 
In Case III, the capability of the BSR method to restore three-phase unbalanced 
systems with multiple black start DGs is shown. The test system was the unbalanced 
modified IEEE 123 node test system introduced in section 4.1.2. The system parameters 
can be found in APPENDIX B.  
 
 
Figure 4.36. Unbalanced modified 123 node test system studied in Case III 
 
 
Two scenarios with two types of load models were studied in Case III. In Scenario 
III.1, all the system loads were modeled as ZIP loads. In Scenario III.2, all the system 
loads were modeled as constant power load under CLPU conditions. In addition, the 
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practical load profiles introduced in 4.1.3.2 were used in Scenario III.2. For both scenarios, 
four permanent faults were applied to the system, as shown in Figure 4.36. Dashed lines 
indicate that these lines were opened in order to maintain the tree topology or isolate the 
faulty areas. Tripped lines are opened until the faulty areas are cleared. The tap positions 
of the voltage regulators were assumed to be fixed. Renewable DGs and ESSs were not 
considered. DG25 was disabled. The system was assumed to be fully de-energized. The 
weight factor for each load was assumed to be 1. 
The horizon used in the BSR model was set to 7 minutes for Scenario III.1, and 12 
minutes for Scenario III.2. The decision time step was set to 1 minute. The rolling-horizon 
procedure was disabled.  
4.3.3.1 Scenario III.1: Unbalanced System with ZIP Load  
The control sequences for switchable lines, DGs, and loads are listed in TABLE 4.43. 
A load was represented by the letter “L” followed by the node number. Since both 
switchable loads and non-switchable loads were considered, a subscript was used to 
distinguish them. The subscript “1” indicates that the load is directly connected to the bus, 
“1/0” indicates that the load can be remotely switched on or off, and “0” indicates that the 
load cannot be restored. Switchable lines were named by the letter “S” with the superscript 
and the subscript as the “from bus” and “to bus”, respectively. Each isolated microgrid 
was denoted by a bracket {∎}No.. ‘No.’ represents the index of each formed microgrid. 
The components in the same microgrid are placed in the same bracket. At Step 1, 3 single-
phase loads (L1/016, L1/017, and L1/034) were restored by DG1. This is because DG1 is 
inverter-based, hence it can operate at 100% CUF. By Step 7, four loads were not restored, 
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because they were isolated due to the faults. The total amount of restored load demand at 
each step is listed in Figure 4.37. The total area of all the bars was the total restored energy 
over the horizon.  
 
 
Figure 4.37. Scenario III.1: Total restored load using ZIP load model 
 
TABLE 4.43. SCENARIO III.1: SWITCHABLE LINES AND LOADS ENERGIZED AT EACH STEP 
Step 
Energized Switchable Lines Restored Loads and DGs 
𝑥𝑖𝑗,𝑡
𝐵𝑅 = 1 𝑥𝑔,𝑡
𝐺 = 1, 𝑥𝑙,𝑡
𝐿 = 1 
1 
None {DG13, L1/016, L1/017, L1/034}1, {DG18}2, {DG66}3, 
{DG105, L1/0106, L1/0107}4 
2 
{𝑆13
8 , 𝑆152
13 }1, 
{𝑆21
18 , 𝑆135
18 }2, 
{𝑆60
57, 𝑆61
60 , 𝑆62
60}3, 
{𝑆105
101, 𝑆108
105}4 
{L11, L12, L14, L15,L16,L17,L19,L112,L152}1, 
{L1/019, L122, L124, L135, L137,L138, L139,L141}2, 
{L158, L159, L1/060, L162, L163}3,  
{L1102, L1103, L1104, L1109, L1111, L1112, L1113, 
L1114}4 
3 
{𝑆14
9 }1, {𝑆25
23, 𝑆42
40}2, 
{𝑆64
63, 𝑆61
56}3, {𝑆197
97 }4 
{L110, L111}1, {L143, L145}2, {L1/055, L1/056, L164, 
L165, L166, L168, L169 }3, {L170, L171, L198}4 
4 
{𝑆26
25, 𝑆28
25 , 𝑆47
44}2, {𝑆72
67 , 𝑆99
98}4 
 
{DG25,DG47,L1/020,L128,L131,L132,L133,L1/042,L1/046
,L147,L148}2, {L173,L174, L175,L176,L186, L187, L188, 
L199, L1100}4 
5 
{𝑆29
28, 𝑆49
47}2, {𝑆77
76 , 𝑆89
87}4 {L129, L130, L149, L150}2, 
{DG77, L177, L190, L192, C1/090, C1/092}4 
6 {𝑆78
77, 𝑆93
91}4 {L179,L180,L194,L195,L196,C1/088}4 
7 {𝑆81
80,}4 {L184, L185}4 
Loads Not Restored:   L051, L053, L082, L083 
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The values of decision variables, 𝑥𝑖𝑗,𝑡
𝐵𝑅 , 𝑥𝑔,𝑡
𝐺 , and 𝑥𝑙,𝑡
𝐿  could be determined from TABLE 
4.43. In addition, DG three-phase power outputs for scenario III.1 are summarized in 
TABLE 4.44, TABLE 4.45, and TABLE 4.46.  
 
TABLE 4.44. SCENARIO III.1: DG POWER OUTPUT ON PHASE A 
Step 
𝑃𝑔,𝑡
𝐴  (𝑘𝑊) + 𝑗𝑄𝑔,𝑡
𝐴 (𝑘𝑉𝑎𝑟) 
DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 0 0 0 0 20+j10 0 0 
2 140+j70 106+j38 0 0 60+j30 0 139+j70 
3 199+j99 126+j40 0 0 105+j77 0 299+j150 
4 199+j99 282+j0 42+j0 67+j203 125+j87 0 435+j224 
5 199+j99 253+j0 80+j0 133+j249 125+j87 129+j224 306+j0 
6 199+j99 266+j0 134+j0 67+j248 125+j87 516+j265 0 
7 199+j99 336+j0 80+j0 50+j248 125+j87 516+j265 0 
 
TABLE 4.45. SCENARIO III.1: DG POWER OUTPUT ON PHASE B 
Step 
𝑃𝑔,𝑡
𝐵  (𝑘𝑊) + 𝑗𝑄𝑔,𝑡
𝐵 (𝑘𝑉𝑎𝑟) 
DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 0.0 0 0 0 0 0 80+j40 
2 40+j20 94+j61 0 0 40+j20 0 80+j40 
3 40+j20 134+j81 0 0 149+j80 0 80+j40 
4 40+j20 131+j0 42+j0 67+j157 169+j90 0 258+j165 
5 40+j20 96+j0 80+j0 133+j207 169+j90 0+j155 339+j0 
6 40+j20 109+j0 134+j0 67+j207 169+j90 113+j195 305+j0 
7 40+j20 179+j0 80+j0 50+j207 169+j90 253+j195 165+j0 
 
TABLE 4.46. SCENARIO III.1: DG POWER OUTPUT ON PHASE C 
Step 
𝑃𝑔,𝑡
𝐶  (𝑘𝑊) + 𝑗𝑄𝑔,𝑡
𝐶 (𝑘𝑉𝑎𝑟) 
DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 100.0+j50 0 0 0 0 0 0 
2 199+j100 60+j30 0 0 40+j20 0 100+j50 
3 199+j100 60+j30 0 0 174+j82 0 100+j50 
4 199+j100 96+j0 42+j0 67+j125 174+j82 0 328+j179 
5 199+j100 107+j0 80+j0 133+j185 174+j82 371+j200 0 
6 199+j100 120+j0 134+j0 67+j185 174+j82 371+j201 0 
7 199+j100 190+j0 80+j0 50+j185 174+j82 431+j230 0 
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The black start sequence specified in TABLE 4.43 is shown in Figure 4.38. Different 
from Case I, there were four microgrids developed starting from the first step. In addition, 
each microgrid was isolated from other three microgrids at each step and operated in the 
tree topology. The system was eventually partitioned into four isolated microgrids as 
shown in Figure 4.39, since there were four black start DGs in the system, and constraint 
(4.63) requires that a black start DG should be started at the first step.  Within each 
microgrid, all the loads were balanced by the local DGs within the same microgrid. This 
was guaranteed by the power balance constraints. In addition, for each microgrid, the tree 
topology was maintained. There were 3 DGs in microgrid No2, and two DGs in microgrid 
No.4. All the DGs within a microgrid were coordinated during the restoration process. For 
example, in microgrid No.2, DG18 on N18 is the black start DG, so it started at Step 1. 
DG25 and DG47 are non-black start DGs, and they were started at Step 4 (see TABLE 
4.43) and dispatched to coordinate with DG18.  
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25
13
60
60
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105
105
18
13 60
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Step 2
13
60
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18
18
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105
13
60
77
18
47
25
105
13
60
77
 
Figure 4.38. System topologies specified in the black start sequence at each time step for Scenario III.1 
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Figure 4.39. Scenario III.1: Energized system at the last step. De-energized components are removed from the original 
diagram. 
 
As an example, Figure 4.40 illustrates how microgrid No.2 was developed step-by-
step by performing the restoration sequence listed in TABLE 4.43. It can be seen that the 
black start DG18 was started at Step 1 and two lines 18-19 and 19-20 were energized 
because they were directly connected to DG18. However, the switchable loads L19 and 
L20 were not restored. This is because the current unbalance index (CUI) for DG18 is 
20%. Since 18-19 and 19-20 are single-phase lines on phase A, restoring L19 and L20 can 
make the CUI 100%, which may be harmful for DG18. At Step 2, two switchable lines 
18-21 and 18-135 were energized. All the non-switchable lines that directly connected to 
them were energized as well. Note that lines 18-19, 19-20, 36-37 are single-phase lines on 
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phase A; 21-22 36-38, 38-39 are single-phase lines on phase B; 23-24, 40-41 are single-
phase lines on phase C. Therefore, loads on different phases were restored at the same 
step, resulting in a nearly balanced aggregated load. The load demand on phase A was 
40+j20 kVA, on phase B was 39.86+j19.92 kVA, on phase C was 40+j20 kVA. The CUI 
for DG18 at Step 2 was 0.0012. At Step 3, L43 and L45 were restored. However, L46 was 
not restored even if node N46 was energized, because the CUI for DG18 at Step 3 was 
19.9%, which almost hit the limit (20%). Restoring L46 at Step 3 will make the system 
become more unbalanced. At Step 4, DG25 and DG47 were started to coordinate with 
DG48 during the following steps.  
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Figure 4.40. Scenario III.1: Restoration sequence showing how microgrid No.2was developed step-by-step. The 
presenting phase(s) for each line is marked for Step 1 and Step 2 
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The three-phase active power output of DG18, DG25 and DG47 are shown Figure 
4.41. It can be seen that starting from Step 2, DG18 increased its power output to balance 
the connected loads. From Step 2 to Step 5, DG18 increased power output as more loads 
were restored at each step. At Step 4, DG25 and DG47 were started. The three-phase 
power generated by DG25 and DG47 were coordinated with DG18 to balance the load 
demand at each step.  
 
 
(a) 
 
(b) 
 
(c) 
Figure 4.41. Three phase active power output by DG18, DG25, and DG47 in Scenario III.2. (a): Phase A, (b): Phase 
B, (C): Phase C 
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In the BSR model, the DG current unbalance constraints are defined for all the black 
start DGs. TABLE 4.47 lists the CUI values for all the DGs at each time step. It can be 
observed that the CUI values for DG18 at Step 3 was larger than the threshold 20% by 
1.3%. This is due to the linearization technique used for approximating CUI. However, 
this error was small and can be tolerated. To address this problem, the system operator can 
use a conservative CUI limit in the BSR model. From TABLE 4.43, DG13 was started at 
step 1 with three loads (L16, L17, and L34) on phase C. Therefore, the CUI value for 
DG13 at step 1 was 100%. Since the maximum CUI value for DG18 and DG60 is 20%, 
no loads were restored at step 1 in Microgrid 2 and Microgrid 3 to avoid violating the DG 
current unbalance constraints. For dispatchable DGs (DG25, DG47 and DG105), which 
outputted same amount of power at each phase, the CUI values were 0% at each step.   
 
TABLE 4.47. CUI VALUES FOR ALL THE DGS IN SCENARIO III.1 
Step (min) DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 1.0 0.000 0.0 0.0 0.000 0.0 1.0 
2 0.37 0.000 0.0 0.0 0.143 0.0 0.165 
3 0.36 0.211 0.0 0.0 0.093 0.0 0.439 
4 0.36 0.181 0.0 0.0 0.093 0.0 0.139 
5 0.36 0.194 0.0 0.0 0.093 0.0 0.039 
6 0.36 0.182 0.0 0.0 0.093 0.0 0.145 
7 0.36 0.205 0.0 0.0 0.093 0.0 0.098 
 
Voltage-dependent ZIP loads change load demands in response to their terminal 
voltage magnitudes. The load demands for two voltage dependent loads, constant current 
load L45 and constant impedance load L22, are listed in TABLE 4.48 and TABLE 4.49, 
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respectively. It can be seen that the voltage magnitudes were different at each step, the 
equivalent load demands for both L45 and L22 were approximated accordingly. The errors 
between the reference values and the approximated values were very close. Note the 
voltage at each step was quite close to 1.0 p.u., which helped reduce the approximation 
error, since the ZIP load was linearized using the Tylor series and expanded at 1.0 p.u. 
 
TABLE 4.48. VOLTAGE DEPENDENT LOAD: CONSTANT CURRENT LOAD L45 
Step 
(min) 
Phase A 
Voltage (p.u.) 
Active Power (kW) Reactive Power (kVar) 
Ref. Approx. error Ref. Approx. error 
1 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 
3 0.9987 19.974 19.97441 0.000415 9.987 9.987207 0.000207 
4 0.9946 19.892 19.8928 0.000801 9.946 9.9464 0.0004 
5 1.0037 20.074 20.07334 0.00066 10.037 10.03667 0.00033 
6 1.0025 20.05 20.04966 0.000337 10.025 10.02483 0.000168 
7 1.0025 20.05 20.04966 0.000337 10.025 10.02483 0.000168 
 
 
TABLE 4.49. VOLTAGE DEPENDENT LOAD: CONSTANT IMPEDANCE LOAD L22 
Step 
(min) 
Phase B 
Voltage (p.u.) 
Active Power (kW) Reactive Power (kVar) 
Ref. Approx. error Ref. Approx. error 
1 0 0 0 0 0 0 0 
2 0.9982 39.85613 39.85574 0.000385 19.92806 19.92787 0.000193 
3 0.998 39.84016 39.83984 0.000322 19.92008 19.91992 0.000161 
4 0.9996 39.96801 39.9681 9.45E-05 19.984 19.98405 4.73E-05 
5 0.9995 39.96001 39.95813 0.001875 19.98001 19.97907 0.000938 
6 0.9996 39.96801 39.96635 0.001653 19.984 19.98318 0.000826 
7 0.9996 39.96801 39.96635 0.001653 19.984 19.98318 0.000826 
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The maximum step load constraint defined in the BSR model prevents excessive 
frequency dip due to restoring loads. The frequency responses during the restoration 
process for each isolated microgrid are shown in Figure 4.42. It be can observed that each 
time a black start DG changed its active power output due to restoring a group of loads or 
coordinating with other dispatchable DGs within the same microgrid, the frequency 
changed accordingly. The frequency for each isolated microgrid was maintained between 
59.5Hz and 60.5Hz. 
 
 
(a)                                                                                     (b) 
 
(c)                                                                                    (d) 
Figure 4.42. Frequency response during the restoration process for each isolated microgrid. (a): Microgrid No.1, (b): 
Microgrid No.2, (c): Microgrid No.3, (d): Microgrid No.4 
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4.3.3.2 Scenario III.2: Unbalanced System with CLPU Loads 
In Scenario III.2, all the loads were assumed to be under CLPU conditions.  
Figure 4.43 shows the total restored load demand at each step. The peak load demand 
was around 4600 kW at Step 6. It can be observed that at from Step 7 to Step 12, the total 
load demand decreased due to CLPU effects.  
 
 
Figure 4.43. Scenario III.2: Total restored load  
 
The restoration sequences for switchable lines and loads are listed in TABLE 4.50. 
Comparing to TABLE 4.43, it can be observed that some loads were restored later in 
Scenario III.2. For example, in Scenario III.1, it took 5 steps for microgrid No.2 to restore 
all the loads, whereas 10 steps were used in this scenario. This is because the initial load 
demand under CLPU conditions will be much higher than normal demand. Restoring a 
group of loads was limited by various constraints defined in the BSR model (e.g., line 
capacity, voltage, DG ramp, and DG current unbalance). Therefore, some load can only 
be restored when previously-energized loads decreased due to reaching diversity [117].   
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TABLE 4.50. SCENARIO III.2: SWITCHABLE LINES AND LOADS ENERGIZED AT EACH STEP 
Step 
Energized Switchable Lines Restored Loads and DGs 
𝑥𝑖𝑗,𝑡
𝐵𝑅 = 1 𝑥𝑔,𝑡
𝐺 = 1, 𝑥𝑙,𝑡
𝐿 = 1 
1 None 
{DG13, L1/016, L1/017, L1/034}1, {DG18}2, {DG66}3, {DG105, 
L1/0106, L1/0107}4 
2 
{𝑆152
13 }1, {𝑆21
18, 𝑆135
18 }}2, 
{𝑆60
57 , 𝑆61
60, 𝑆62
60}3, {𝑆105
101}4 
{L152}1, {L1/019, L122,L124, L135,L137,L138,L139,L141, }2,  
{L158,L159, L1/060, L162, L163}3, {L1102, L1103, L1104}4 
3 
{𝑆13
8 }1, {𝑆25
23}2, 
{𝑆64
63 , 𝑆61
56, 𝑆160
60 }3, {𝑆197
97 }4 
{L11,L12,L14,L15,L16,L17,L19,L112, }1, 
{L1/055, L1/056, L1/064, L165, L166}3 
{L168,L169, L170, L171, L198}4 
4 
{𝑆14
9 }1,{𝑆26
25 , 𝑆42
40}2, {𝑆72
67}4 
 
{L110, L111}1, {L131,L132,L133, L143,L145}2, 
{L173, L174, L175, L176, L186, L187, L188, C1/088 }4 
5 {𝑆47
44}2, {𝑆77
76 , 𝑆89
87, S99
98 , 𝑆108
105}4 
{DG25, DG47, L147,L148}2, {DG77, L177, L190, L192, L199, L1100, 
L1109, L1111, L1112, L1113, L1114}4 
6 {𝑆48
30  𝑆49
47}2, {𝑆78
77 , 𝑆93
91}4 {L129, L130, L149, L150}2, { L179, L180, L194, L195, L196}4 
7 {𝑆81
80}3 {L1/020 }2, {L184, L185}4 
8 None None 
9 None None 
10 None {L1/042}4 
11 None None 
12 None None 
Loads Not Restored: L051, L053, L082, L083, L128, L1/046 
 
The values of decision variables, 𝑥𝑖𝑗,𝑡
𝐵𝑅 , 𝑥𝑔,𝑡
𝐺 , and 𝑥𝑙,𝑡
𝐿  could be determined from TABLE 
4.50. In addition, DG three-phase power output for scenario III.2 are summarized in 
TABLE 4.51, TABLE 4.52, and TABLE 4.53.  
 
TABLE 4.51. SCENARIO III.1: DG POWER OUTPUT ON PHASE A 
Step 
𝑃𝑔,𝑡
𝐴  (𝑘𝑊) + 𝑗𝑄𝑔,𝑡
𝐴 (𝑘𝑉𝑎𝑟) 
DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 0+j0 0+j0 0+j0 0+j0 0+j0 0+j0 0+j0 
2 100+j50 300+j150 0+j0 0+j0 150+j75 0+j0 0+j0 
3 334+j167 253+j127 0+j0 0+j0 229+j126 0+j0 400+j200 
4 426+j213 343+j172 0+j0 0+j0 187+j104 0+j0 543+j244 
5 341+j171 224+j188 40+j0 180+j68 154+j86 200+j100 588+j265 
6 277+j139 411+j297 74+j0 50+j12 137+j77 215+j100 643+j297 
7 242+j121 471+j323 40+j0 60+j0 127+j71 267+j100 448+j224 
8 223+j112 415+j287 40+j0 50+j0 122+j69 67+j100 547+j173 
9 213+j106 368+j261 40+j0 50+j0 119+j67 267+j100 291+j144 
10 207+j104 392+j272 40+j0 50+j0 117+j66 267+j100 261+j129 
11 204+j102 370+j260 40+j0 50+j0 116+j66 267+j100 244+j120 
12 202+j101 352+j251 40+j0 50+j0 116+j65 267+j100 235+j116 
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TABLE 4.52. SCENARIO III.1: DG POWER OUTPUT ON PHASE B 
Step 
𝑃𝑔,𝑡
𝐵  (𝑘𝑊) + 𝑗𝑄𝑔,𝑡
𝐵 (𝑘𝑉𝑎𝑟) 
DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 0+j0 0+j0 0+j0 0+j0 0+j0 0+j0 200+j100 
2 0+j0 200+j100 0+j0 0+j0 100+j50 0+j0 169+j84 
3 100+j50 169+j84 0+j0 0+j0 374+j192 0+j0 129+j64 
4 84+j42 229+j114 0+j0 0+j0 313+j161 0+j0 362+j203 
5 64+j32 128+j140 40+j0 180+j68 248+j129 200+j100 417+j179 
6 53+j27 231+j207 74+j0 50+j12 213+j112 215+j100 507+j229 
7 47+j24 216+j195 40+j0 60+j0 194+j102 267+j100 338+j169 
8 44+j22 201+j179 40+j0 50+j0 183+j96 67+j100 450+j124 
9 42+j21 187+j171 40+j0 50+j0 177+j94 267+j100 202+j100 
10 41+j21 179+j166 40+j0 50+j0 174+j92 267+j100 175+j86 
11 41+j20 175+j163 40+j0 50+j0 172+j91 267+j100 161+j79 
12 40+j20 173+j162 40+j0 50+j0 171+j91 267+j100 153+j75 
 
TABLE 4.53. SCENARIO III.1: DG POWER OUTPUT ON PHASE C 
Step 
𝑃𝑔,𝑡
𝐶  (𝑘𝑊) + 𝑗𝑄𝑔,𝑡
𝐶 (𝑘𝑉𝑎𝑟) 
DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 250+j125 0+j0 0+j0 0+j0 0+j0 0+j0 0+j0 
2 211+j106 150+j75 0+j0 0+j0 100+50j 0+j0 250+125j 
3 411+j205 127+j63 0+j0 0+j0 324+j167 0+j0 211+j106 
4 345+j172 197+j98 0+j0 0+j0 271+j140 0+j0 566+j305 
5 279+j140 102+j126 40+j0 180+j68 216+j113 200+j100 483+j262 
6 244+j122 408+j296 74+j0 50+j12 186+j98 215+j100 350+j200 
7 224+j112 363+j269 40+j0 60+j0 170+j90 267+j100 360+j230 
8 213+j107 308+j233 40+j0 50+j0 161+j85 67+j100 489+j194 
9 207+j104 273+j214 40+j0 50+j0 156+j83 267+j100 232+j115 
10 204+j102 254+j203 40+j0 50+j0 153+j82 267+j100 201+j99 
11 202+j101 243+j197 40+j0 50+j0 152+j81 267+j100 184+j91 
12 201+j101 237+j194 40+j0 50+j0 151+j80 267+j100 175+j86 
 
Based on the switching sequence listed in TABLE 4.50, the system was eventually 
partitioned into four isolated microgrid, as shown in Figure 4.44. Except microgrid No.2, 
all the other three microgrids had similar final configurations with the microgrids formed 
in Scenario III.1 (see Figure 4.39). However, the restoration sequence for each microgrid 
was different.  
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Figure 4.44. Scenario III.2: Energized system at the last step. De-energized components are removed  
 
The restoration sequence specified in TABLE 4.50 for microgrid No.2 is shown in 
Figure 4.45. The restoration sequence generated by the BSR method was different from 
that in Scenario III.1 (see Figure 4.40) starting from Step 2. DG25 and DG47 were started 
at Step 5. The three DGs in microgrid No.2 were coordinated to provide power for the 
changing load demand under CLPU conditions.  
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Figure 4.45. Scenario III.2: Restoration sequence showing how microgrid No.2 was developed step-by-step.  
 
The CUI factors for all the DG in Scenario II.2 are listed in TABLE 4.54. The CUI 
values for DG18 at Step 2 and Step 3 were slightly beyond the CUI limit (20%). Since 
DG13 was started at step 1 together with L16 L17 and L34, the CUI value for DG13 at 
step 1 was 100%. Then, as more loads were restored from step 3 to step 6, the CUI values 
for DG13 were maintained between 30% and 40%. From step 7 to step 12, although no 
more loads were restored in Microgrid 1, the CUI values continued to change at each step 
since all the energized loads were under CLPU conditions. Similar observations were 
made for other black start DGs. The CUI values for non-black start DGs were 0%, since 
their three-phase power output were balanced. 
 170 
 
 
TABLE 4.54. CUI FACTORS FOR ALL THE DGS IN SCENARIO II.2 
Step (min) DG13 DG18 DG25 DG47 DG60 DG77 DG105 
1 1.000 0.000 0 0 0.000 0 1.000 
2 0.588 0.204 0 0 0.143 0 0.527 
3 0.332 0.204 0 0 0.132 0 0.326 
4 0.361 0.174 0 0 0.139 0 0.101 
5 0.367 0.194 0 0 0.128 0 0.073 
6 0.364 0.151 0 0 0.120 0 0.147 
7 0.363 0.189 0 0 0.114 0 0.049 
8 0.363 0.179 0 0 0.110 0 0.032 
9 0.363 0.167 0 0 0.108 0 0.109 
10 0.363 0.200 0 0 0.107 0 0.119 
11 0.363 0.191 0 0 0.106 0 0.126 
12 0.364 0.180 0 0 0.106 0 0.130 
 
In summary, the proposed BSR method was applied to an unbalanced three-phase 
system in Case III. The capability of handling ZIP load, CLPU load, and generating 
corresponding restoration sequences was demonstrated.  
4.3.4 Case IV: Rolling-Horizon Procedure 
Case IV was performed to show how the rolling-horizon functionality works. The 
balanced modified IEEE 123 node test system was used in Case IV. The system 
information of the test system can be found in APPENDIX A. All the lines of the test 
system were switchable, and there was only one black start DG13 in the system. The 
system was completely de-energized due to a major blackout caused by extreme weather 
events. All the loads were under CLPU conditions. The objective function and constraints 
were the same as that used in Case I. Different lengths of prediction horizon (3, 5, 12, and 
30 minutes) were studied. The decision time step (∆𝑡) was 1 minute. The implementation 
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framework is introduced in Section 3. For each prediction horizon (T) value, the control 
horizon (C) was selected as T-1. The total scheduled horizon (H) was 30 minutes. For each 
prediction horizon, the total number of rolling-horizon iterations (K) was determined, so 
that all the control actions were generated over the total scheduled horizon.  
TABLE 4.55 summarizes the total number of restored loads, total restored energy by 
Step 30, and computation time for different horizons. The system can be fully restored 
within 30 minutes. When T was 12 minutes, 114 out of 123 loads were restored within 3 
iterations, indicating the rolling-horizon procedure may generate a suboptimal solution. 
Similarly, when T was 5, 114 loads were restored within 7 iterations, while the 
computation time was a fraction of previous cases. Note that only 17 loads were restored 
when 𝑇 = 3, implying that the rolling-horizon procedure using a very small window 
length may generate low-quality solutions.  
 
TABLE 4.55. RESULTS OF BSR USING ROLLING-HORIZON PROCEDURE IN CASE IV  
T 
(min) 
C 
(min) 
H 
(min) 
Iteration 
(K) 
No. of Restored 
Loads 
Restored Energy by Step 
30 (kWh) 
Computation Time 
(s) 
30 30 30 1 123 835.27 16.200 
12 11 30 3 114 785.85 12.225 
5 4 30 7 114 644.01 9.432 
3 2 30 12 17 133.55 8.813 
 
Figure 4.46 shows the total restored load at each step. In Figure 4.46, different window 
lengths generated solutions of varying quality. Although 𝑇 = 5 can restore 114 loads 
eventually, the restored energy (644.01 kWh) during the process was less than the cases 
using 𝑇 = 12 or 𝑇 = 30 (785.85 kWh and 835.27 kWh). This is because at each iteration, 
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the proposed formulation will maximize the restored energy within the given horizon. For 
example, if 𝑇 = 3, the method will try to restore as much energy as possible within the 
prediction horizon during each iteration. Using a very short window will easily get trapped 
into a local optimal solution. This is why when 𝑇 = 3, the restoration plan in Figure 4.46 
restored more energy than other cases from Step 1 to Step 6, but restored no more loads 
after Step 6 to avoid violating constraints. Whereas other cases can successfully energize 
other DGs along the energization paths, then restored more loads using local DGs. 
Regarding the computation time, since the proposed MILP model defines variables and 
constraints for each controllable component at each step, longer window lengths will result 
in more computation time. Therefore, the window length should be selected carefully, and 
a properly tuned rolling-horizon BSR method can generate an acceptable solution within 
a reasonable time. The system operator should select window lengths as large as possible, 
while ensuring the computation time is acceptable. 
 
 
Figure 4.46. Restored load demand (kW) at each step for different prediction horizons 
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Figure 4.47 shows a zoomed-in view of restored load from Step 3 to Step 10, when the 
horizon was 3 and 5, respectively. For convenience, we named both sequences as horizon-
3 sequence and horizon-5 sequence. We can see that from Step 5 to Step 7, horizon-3 
sequence restored more energy than horizon-5 sequence. However, starting from Step 8, 
the horizon-5 sequence started restoring more demand than the horizon-3 sequence. 
TABLE 4.56 lists the horizon-3 and horizon-5 sequences. It can be seen that from Step 1 
to Step 5, the sequences were the same. However, at Step 6, the horizon-3 sequence 
energized line 18-19, and line 18-21 (see Figure 4.48). This is because there were two 
loads connected to Node 19 and Node 21. Restoring these two loads will maximize the 
restored load for the considered horizon. However, by checking the line capacity 
constraints, it is not possible to restore any other loads. Otherwise, some line will be 
overloaded. On the contrary, the horizon-5 sequence energized lines 18-135, 135-35, 35-
40, and 40-42, then eventually started the DG at Node 42 (see Figure 4.48).   
 
TABLE 4.56. RESTORATION SEQUENCE WHEN T WAS 3 AND 5 
Step  T =3        T = 5 
1 None None 
2 1-3, 1-7 1-3, 1-7 
3 3-4, 3-5, 7-8 3-4, 3-5, 7-8 
4 5-6, 8-9, 8-12,8-13 5-6, 8-9, 8-12,8-13 
5 9-14, 13-34, 13-18, 13-152 9-14, 13-34, 13-18, 13-152 
6 18-19, 18-21 18-135 
7 None 135-35 
8 None 35-40 
9 None 40-41, 40-42 (42 is DG node) 
… … … 
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Figure 4.47. Total restored load at each step, when T was 3 and 5, respectively 
 
 
Figure 4.48. System configuration at Step 9. Horizon-3 sequence restored loads at node 19 and node 21. Horizon-5 
sequence picked loads on nodes 35, 40, and 41, and eventually started the DG on node 42 
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Note the control horizon (C) used in the rolling-horizon procedure was set to T-1.  That 
is to say, during each iteration, a restoration sequence for a total of T steps was generated, 
then only the first T-1 steps were implemented. In some applications (e.g., model 
predictive control for stabilization control), the control horizon is normally set as 1 [117]. 
Next, for the same test system, different control horizons were tested for two different 
prediction horizons (e.g., T=12 and T=5). For each selected control horizon, a maximum 
iteration number was assigned to ensure the solution can be generated for the entire 
scheduled horizon, which was 30 minutes in this case. Restored load demand at each step 
for different control horizons when the prediction horizon was 12 minutes and 5 minutes 
are shown in Figure 4.49 and Figure 4.50, respectively. It can be observed that when the 
horizon was large (e.g., T=12), all the selected control horizons, except C=1, can be used 
to achieve similar results. However, small control horizons require more iterations to 
generate the solution for the scheduled horizon (e.g., 30 minutes). When C=1, the horizon 
will move forward 1 step every iteration. Thus, it can be trapped in the local optimal 
solution as well. For example, when C=1, starting from Step 7, no more loads were 
restored until Step 23. For short prediction horizons (e.g., T=5), a satisfying solution was 
generated only when C=4. Using smaller control horizons (e.g., 1, 2, and 3) can only 
generate poor quality solutions.  
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Figure 4.49. Restored load demand at each step for different control horizons when the prediction horizon is 12 
 
 
Figure 4.50. Restored load demand at each step for different control horizons when the prediction horizon is 5 
 
Next, the rolling-horizon procedure was applied to the same test system under light 
loading conditions (50% of the original loading demand) using the same rolling-horizon 
settings. The results were shown in TABLE 4.55. It can be observed that for all the cases, 
all the loads were restored. However, the total restored energy over the horizon of 30 
minutes was different for each case. Again, this was because using shorter horizons can 
only schedule operations over fewer steps than using long horizons. Thus, different 
sequences were generated, which can be observed in Figure 4.51. When the horizon was 
3 minutes, similar observations as discussed for Figure 4.46 can be made from Step 1 to 
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Step 7, where the total restored energy was maximized. However, from the long run, using 
30-minute horizon obviously had restored more energy over the entire 30-minute horizon. 
 
TABLE 4.57. RESULTS OF BSR USING ROLLING-HORIZON PROCEDURE UNDER LIGHT LOADING CONDITION 
T (min) C (min) 
H 
(min) 
Iteration 
(K) 
No. of Restored 
Loads 
Restored Energy 
by Step 30 (kWh) 
Computation 
Time (s) 
30 30 30 1 123 419.5 18.603 
12 11 30 3 123 416.5 12.306 
5 4 30 7 123 394.7 10.530 
3 2 30 12 123 393.7 9.155 
 
 
Figure 4.51. Restored load demand (kW) at each step for different windows lengths 
 
 
In summary, the rolling-horizon procedure with different rolling-horizon parameters 
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addition, different lengths of control horizons were studied. It has been shown that small 
control horizons may result in poor solutions.  
4.3.5 Case V: Renewable DGs and ESS 
In Case V, the restoration solutions were studied when PV and ESS were added to the 
unbalanced modified IEEE 123 node test system. In this case, it was assumed that each 
load node has a certain penetration of PV and ESS. The PV profiles and load profiles were 
retrieved by sampling the PV curves and load curves starting from 10:00pm, June 1st 2016, 
from the Pecan Street project database (see subsection 4.1.3). All the loads were assumed 
to be under CLPU conditions. The system was fully de-energized. The test system was the 
unbalanced modified IEEE 123 node test system introduced in section 4.1.2. The system 
parameters can be found in APPENDIX B. The rolling-horizon parameters were selected 
as: ∆𝑡 = 2 minutes, 𝐶 = 8 minutes, 𝑇 = 10 minutes, and 𝐻 = 60 minutes.  
Figure 4.52 shows one of the PV profiles used in Case V. The horizontal axis 
represents the hours, and the vertical axis represents the PV output in kW. It can be seen 
that the PV only outputs power during day time. The PV output is fluctuating in response 
to the sunlight radiation over solar panels. The peak PV output is reached around 2:00pm. 
Similarly, three sample load profiles are shown in Figure 4.53. The horizontal axis 
represents the hours, and the vertical axis represents the aggregated load demand in kW. 
The three curves represent the load profiles of 10 houses, 50 houses, and 80 houses.  
By grouping different number of individual residential/commercial/industrial load 
profiles, each load in the test system was represented by a unique profile. Since each load 
in the system was assumed to be installed with a certain percentage of PV and ESS, it was 
 179 
 
assumed that a PV will be energized immediately when its load is restored, and ESS can 
be controlled separately. 
  
 
Figure 4.52. A PV profile used in Case V sampled starting from 10:00am   
 
 
Figure 4.53. A load profile used in Case V sampled starting from 10:00am  
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Three scenarios with different penetrations of PV and ESS were studied in Case V. 
The scenario information and the values of the objective function are summarized in 
TABLE 4.58. In Scenario V.1, there were no renewable DGs or ESS in the system. The 
restoration solution generated by the BSR method can restore 2230.4 kWh of energy. In 
Scenario V.2, 10% of PV was installed at each load node and no ESS in system. The total 
restored energy was 2720.5 kWh, which was higher than in Scenario V.1. In Scenario V.3, 
both 10% of PV and 10% of ESS were installed at each load node. The total restored 
energy was 2888.4 kWh. From the values of restored energy, installing both PV and ESS 
can help restore more energy.  
 
TABLE 4.58. SCENARIOS OF DIFFERENT PV AND ESS PENETRATIONS USED IN CASE V 
Scenario No. PV (%)  ESS Penetration (%) Restored Energy (kWh) 
V.1 0% 0% 2230.4 
V.2 10% 0% 2720.5 
V.3 10% 10% 2888.4 
 
Figure 4.54 shows the total restored load at each step in each scenario. Scenario V.3 
clearly has restored more energy than the other two scenarios, which can also be observed 
in TABLE 4.58. Most loads were energized during the first 10 minutes. In Scenario V.1, 
some loads restored in Scenario V.3 cannot be restored without using PV and ESS. In 
Scenario V.2, some loads restored within first 8 steps in Scenario V.3 were restored from 
Step 18 to Step 24. For each scenario, the CLPU effects can be observed when the total 
amount of restored load demand decreased after being restored and gaining diversity. For 
example, the load demand decreased from 4000 kW to 3000 kW from Step 8 to Step 18 
because the loads restored before Step 7 started gaining diversity.  
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Figure 4.54. Case V: Total restored load at each step in each scenario 
 
As an example, Figure 4.55 shows the ESS charging/discharging actions and PV 
profiles at node 78. It can be observed that ESS at node 78 was discharged from Step 2 to 
Step 9, when most loads were restored. Indeed, providing active power locally during 
these steps was most helpful for alleviating various operational constraints. This is because 
ESS can directly reduce the load demand on its terminal node, hence directly reduce the 
line power and prevent the node voltage from dropping too much. Furthermore, when PV 
output dropped around Step 20, ESS can compensate the dropped power immediately.  
In summary, three scenarios with different penetrations of PV and ESS were studied 
and discussed in Case V. The BSR method is shown to be able to incorporate time-varying 
PV profiles and load profiles into the BSR model. The ESS at each node can be effectively 
dispatched to help with restoration and compensate the PV outputs.  
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Figure 4.55. Scenario V.3: ESS charging/discharging and PV profile at node 78 
 
4.3.6 Case VI: Validation of Linear Power Flow Models 
Two linear power flow models are formulated in the BSR model for approximating 
the voltage magnitude and line power for balanced and unbalanced three-phase systems. 
The linearized models will inevitably introduce approximation errors. Therefore, the 
restoration solutions generated by the BSR method should be validated to ensure the 
approximation errors are acceptable. In Case VI, the linear power flow models for 
balanced systems and unbalanced systems were validated in OpenDSS, which is an open-
source software developed by the Electric Power Research Institute (EPRI) [142]. To 
validate each linear power flow model, multiple scenarios were generated. For each 
scenario, a restoration solution was generated.  
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4.3.6.1 Validation of Power Flow Model for Balanced Systems 
The test system used for validating the linear power flow model for balanced systems 
was the balanced modified IEEE 123 node test system. The horizon was set to 10 minutes. 
The interval was set to 1 minute. Rolling-horizon procedure was disabled. All the loads 
were under CLPU conditions. No faults were applied to the system. The system was fully 
de-energized. The objective function and constraints were the same as that used for Case 
I. A total of 20 scenarios were generated for validation purposes. The load demand for 
each load was multiplied by a scale factor from 1.0 to 1.5.  
The voltage magnitude and line power values (𝑉𝑖,𝑡 and 𝑃𝑖𝑗,𝑡
𝐵𝑅 + 𝑗𝑄𝑖𝑗,𝑡
𝐵𝑅 ) solved by the 
BSR method were compared with the OpenDSS results in the correlation plots, as shown 
in Figure 4.56. In Figure 4.56 (a), voltage magnitudes were compared with OpenDSS 
results. It shows that the voltage magnitudes were always maintained between 0.97 p.u. 
and 1.04 p.u., and that they were closely correlated with the OpenDSS results. The 
maximum error was around 0.002 p.u. In Figure 4.56 (b), the line apparent powers 
approximated by the linear power flow were compared with the OpenDSS results. The 
maximum error was around 20 kVA. This is mainly due to the fact that the nonlinear 
terms, which represent the system losses, are neglected in the linear power flow model.  
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     (a)                                                                                      (b) 
Figure 4.56. Correlation between linear power flow results and OpenDSS results under balanced conditions. (a): 
Voltage magnitude. (b): Line apparent power 
4.3.6.2 Validation of Power Flow Model for Unbalanced Systems 
The unbalanced modified IEEE 123 node test system was used for validating the linear 
power flow model for unbalanced systems. The horizon was set to 10 minutes. The interval 
was set to 1 minute. Rolling-horizon procedure was disabled. All the loads were ZIP loads. 
The system was fully de-energized. The objective function and constraints were the same 
as that used for Case III. A total of 20 scenarios were generated for validation purposes. 
The load demand for each load was multiplied by a scale factor, from 1.0 to 1.5. 
The voltage magnitude and line power values approximated by the linear power flow 
were compared with the OpenDSS results in Figure 4.57. In Figure 4.57(a), three-phase 
voltage magnitudes were compared with the OpenDSS results. The maximum error was 
around 0.002 p.u. The voltage on each node was maintained between 0.98 p.u. and 1.015 
p.u. Figure 4.57(b) compares the line apparent power between the approximated values 
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and the OpenDSS results. The maximum error was around 80 kVA. This was mainly 
resulted by the assumptions that was made to derive the linear power flow formulation.  
In practice, system operator can use a conservative limit to avoid overloading on the lines.  
 
 
(a)                                                                                                 (b) 
Figure 4.57. Correlation between linear power flow results and OpenDSS results under unbalanced condtions. (a): 
Voltage magnitude. (b): Line apparent power 
 
In summary, the voltage magnitudes and line powers approximated by the linear 
system models were validated against the OpenDSS results. The results showed that the 
approximation errors for both balanced system model and unbalanced system model were 
within acceptable ranges from the engineering perspective.  
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4.4 Performance Analysis 
As concluded in the case studies, the BSR method can generate black start solutions 
in response to different system operating conditions. The results of case studies showed 
that a proper selection of rolling-horizon parameters is critical for generating high-quality 
solutions. In addition, the computation time, which is important for the BSR method to be 
implemented in a near-real time manner, requires further studies under different system 
operating conditions and rolling-horizon parameters. In this section, the performance of 
the BSR method applied to different system conditions is analyzed. First, performance 
indices are defined to measure the quality of the solutions. Next, the impact of rolling-
horizon parameters is studied. Finally, the performance of the BSR method applied to 
various system operating conditions is studied.  
4.4.1 Performance Indices 
To quantitatively analyze the performance of the proposed BSR method, three 
performance indices are introduced in this subsection.  
1) Total restored energy: The total restored energy (𝐸) is the objective function of the 
BSR method. It an important index to measure the performance of the BSR method 
under different operating conditions. The load weight factors were set to 1 for all cases 
studied in this subsection. 𝐸 can be mathematically defined as: 
𝐸 =   ∑ ∑ (𝑃𝑙,𝑡
𝐴 + 𝑃𝑙,𝑡
𝐵 + 𝑃𝑙,𝑡
𝐶 ) ∙ ∆𝑡𝑡∈𝒯   𝑙∈ℒ             (4.24) 
 187 
 
where ℒ is the set of loads, 𝑃𝑙,𝑡
𝐴 , 𝑃𝑙,𝑡
𝐵 , and 𝑃𝑙,𝑡
𝐶  are load demand on each phase of load 𝑙 
at step 𝑡. The load demand on a phase will be zero if this phase is not present. In 
addition, the load demand will be zero if it is not restored.  
2) Optimal solution gap: Optimal solution gap is defined as the difference between the 
reference solution generated using single-horizon procedure (e.g., the rolling-horizon 
parameters are set as C=T=H, K=1) and the solution generated using rolling-horizon 
procedure [133, 136]. This index can be mathematically defined as [133, 136]: 
𝐺 =
𝐸∗−𝐸
𝐸∗
×100%           (4.25) 
where 𝐸∗ is the total restored energy solved using single-horizon procedure; 𝐸 is the 
total restored energy solved using rolling-horizon procedure.  
3) Computation time: Computation time is the duration used for solving the BSR model. 
In this dissertation research, the MILP model was solved by CPLEX 12.6, on an Intel 
Core i7-4600U, 2.1 GHz CPU, 12 GB RAM, and 64-bit operating system PC. 
4.4.2 Test System 
The test system used for performance analysis was the three-phase unbalanced 
modified IEEE 123 node test system, which is introduced in APPENDIX B. The single-
line diagram of the test system is shown in Figure 4.58. The DG on node 13 was the only 
black start DG. All the other DGs were non-black start dispatchable DGs. No faults were 
applied to the system. This configuration greatly increases the system complexity 
comparing with the configuration used in the case studies, since it contains more switches 
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and will take more steps to fully energize the system starting from the only black start DG. 
The system was fully de-energized.  
 
 
Figure 4.58. Single-line diagram of the test system 
 
4.4.3 Rolling-Horizon Parameters 
In this subsection, the impact of using different rolling-horizon parameters is studied. 
First of all, the impact of different decision time steps (∆𝑡) was studied. Then, the impact 
of total scheduled horizons (H) were studied. Next, different combinations of prediction 
(T) and control (C) horizons were studied.  
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4.4.3.1 Impact of Decision Time Step 
A black start restoration solution contains control actions over multiple time steps. A 
decision time step specifies the duration between two consecutive discrete time steps. It 
can be expected that if a system can be fully energized using different decision time steps, 
smaller steps can enable the control actions to be implemented faster, hence accelerating 
the black start process. Therefore, properly selecting a decision time step for the BSR 
model is important. The rolling-horizon procedure was enabled to study the impact of 
using different rolling-horizon parameters on the test system introduced in section 4.4.2. 
The total scheduled horizon (H) was 30 minutes. The decision time steps (∆𝑡) were 
selected from 0.5 minutes to 4 minutes in intervals of 0.5 minutes. The prediction horizon 
(T) and control horizon (C) were 10 steps and 9 steps, with each step being equal to the 
selected decision time step. The BSR method was applied to different system operating 
conditions (e.g., DG ramp rate, DG capacity, maximum step load, and loading level).  
The values of two performance indices, total restored energy and computation time, 
are listed in TABLE 4.59 and TABLE 4.60, respectively. Multiple scenarios representing 
different system operating conditions were created by scaling the DG ramp rate, DG 
capacity, maximum step load, and loading level. The scaling factors are shown in both 
tables.  
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TABLE 4.59. RESTORED ENERGY FOR DIFFERENT DECISION TIME STEPS 
∆𝒕 
(min) 
Restored Energy (kWh) 
Original 
Fast DG 
Ramp Rate 
(5x) 
Slow DG 
Ramp Rate 
(0.2x) 
Large DG 
Cap. 
(5x) 
Small DG 
Cap. 
(0.5x) 
Large Step 
Loads 
(100%) 
Small Step 
Loads 
(10%) 
Heavy 
Loading 
(2x) 
Light 
Loading 
(0.5x) 
0.5 0 1844.26 0.00 0.00 0.00 0 0.00 0 372.31  
1.0 1591.58 1598.57 0.00 1591.58 0.00 1631.56 0.00 0 820.21  
1.5 1265.65 1265.67 1244.99 1265.68 438.88 1297.48 0.00 1302.49 647.18  
2.0 1561.64 1561.64 1555.55 1561.64 571.31 1600.88 0.00 1642.61 789.94  
2.5 1483.78 1483.78 1477.71 1483.79 551.26 1521.08 0.00 1595.65 749.88  
3.0 1423.02 1423.02 1419.38 1423.02 489.02 1458.78 0.00 1519.88 717.45  
 
TABLE 4.60. COMPUTATION TIME FOR DIFFERENT DECISION TIME STEPS 
∆𝒕 
(min) 
Computation Time (seconds) 
Original 
Fast DG 
Ramp Rate 
(5x) 
Slow DG 
Ramp Rate 
(0.2x) 
Large DG 
Cap. 
(5x) 
Small DG 
Cap. 
(0.5x) 
Large Step 
Loads 
(100%) 
Small Step 
Loads 
(10%) 
Heavy 
Loading 
(2x) 
Light 
Loading 
(0.5x) 
0.5 74.19 332.23 67.62 85.55 48.78 80.42 64.34 152.22 58.46  
1.0 945.3 200.46 79.25 973.24 43.09 934.43 893.45 209.66 47.57  
1.5 156.2 143.97 580.43 148.95 140.66 136.55 106.98 2428.51 51.64  
2.0 64.96 76.23 99.24 66.98 185.39 64.14 83.76 408.33 56.49  
2.5 62.65 61.72 67.40 62.94 143.53 59.36 78.66 618.32 49.10  
3.0 68.52 72.84 63.43 67.47 208.40 58.65 108.42 2178.67 54.30  
 
From TABLE 4.59, when ∆𝑡 = 0.5 minutes, it can be observed that for the original 
system operating condition, no loads were restored. This is because the ramp rate of DGs 
was insufficient to restore any loads within a short amount of time to support any loads, if 
the decision time step is too small. The maximum power output of a DG 
increased/decreased between two consecutive steps is formulated as 𝑃𝑡→𝑡+1 = 𝑃
𝑟𝑎𝑚𝑝 ∙ ∆𝑡. 
However, if a DG has sufficient ramping capacity, it can restore a load by increasing its 
power output within a short time step. This can be observed in TABLE 4.59 when ∆𝑡 =
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0.5 minutes, 332.23 kWh of load demand was restored when DG ramp rate was enlarged 
by 5 times and 58.46 kWh of load demand was restored when loading level was halved. 
In TABLE 4.59, for the original system operating condition, more energy was restored 
using ∆𝑡 = 1 minute than using larger decision time steps, since control actions were 
implemented faster than using larger intervals. When the ramp rate was scaled by 0.5, it 
can be seen that no loads were restored when ∆𝑡=0.5 or 1.0 minutes. This is because lower 
ramp rates prevented DGs from outputting enough power to supply any loads within the 
specified decision time steps.  
Regarding the DG capacity, enlarging DG capacity by 5 times did not show significant 
impact on the performance indices, in terms of total restored energy and computation time. 
When the DG capacity was scaled by 0.5, only a small amount of energy was restored 
(e.g., 439 kWh restored when ∆𝑡 = 1.5, 571 kWh restored when ∆𝑡 = 2.0), since less 
power could be outputted by DGs and the maximum load step determined by equation 
(3.84) became smaller accordingly. The computation time was increased by around three 
times, as shown in TABLE 4.60.  
Enlarging the maximum step load coefficient to 100% did not show a major impact on 
the computation time as shown in TABLE 4.60. In TABLE 4.59, more energy (e.g., 1631 
kWh restored when ∆𝑡 = 1, compared to 1591 kWh restored under original operating 
conditions) was restored for each selected decision time step. This is because large 
maximum step load coefficients allowed DGs to restore more loads within a decision time 
step. When the maximum step load coefficient was lowered to 10%, no loads were restored 
for all selected decision time steps.  
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As shown in TABLE 4.59, when the system loading was doubled, no loads were 
restored (i.e., total restored energy was 0 kWh) when 0.5 and 1.0 minutes were used as 
decision time steps. This is because under heavy loading conditions, restoring a load may 
require DGs to output more power, hence requiring the DGs to have sufficient ramp rates. 
When the system was lightly loaded, 372.3 kWh of energy were restored when ∆𝑡 = 0.5 
minutes, even though the DGs were operated with limited ramp rate capacity.  
Regarding the computation time, it can be observed in TABLE 4.60 that using large 
decision time steps resulted less computation time, except when the system was under 
heavy loading conditions. For the original operating condition, the BSR method took 945 
seconds to solve the MILP model when ∆𝑡=1 minute. For heavily loaded condition, the 
computation time increased significantly. When ∆𝑡 =1.5 and 3 minutes, the BSR method 
took around 35 ~ 40 minutes to solve the MILP model. This is because by stressing the 
system, many constraints (e.g., DG related constraints, line kVA capacity constraint) could 
be potentially violated if too much loads were restored. Therefore, the MILP solver would 
execute more branch-and-bound iterations to find the optimal solution [131].  
4.4.3.2 Impact of Total Scheduled Horizon 
In order to study the impact of total scheduled horizon (H), different horizons were 
tested under various system operating conditions. In this subsection, H were selected as 6, 
10, 14, 18, 22, 26, and 30 minutes. The decision time step was set to 2 minutes. In order 
to compare the performance of different horizons, the total restored energy within 30 
minutes was analyzed. For a smaller H (e.g., 6 minutes), the rolling-horizon procedure 
was enabled to generate the solutions over 30 minutes by assuming 𝑇 = 𝐻. As observed 
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in Case IV, a large control horizon (C) could achieve better solutions given a fixed T. 
Therefore, the control horizon (C) was selected as 𝑇 − 1. The impact of selecting different 
vales of T and C is studied in section 4.4.3.3.  
The total restored energy and computation time for each scenario are listed in TABLE 
4.61 and TABLE 4.62, respectively. Multiple scenarios representing different system 
operating conditions were created by scaling the DG ramp rate, DG capacity, maximum 
step load, and loading level. The scaling factors are shown in both tables.  
 
TABLE 4.61. TOTAL RESTORED ENERGY USING DIFFERENT TOTAL SCHEDULED HORIZONS 
H 
(min) 
Original 
Fast DG 
Ramp 
Rate (5x) 
Slow DG 
Ramp 
Rate 
(0.2x) 
Large 
DG Cap. 
(5x) 
Small 
DG Cap. 
(0.5x) 
Large 
Step 
Loads 
(100%) 
Small 
Step 
Loads 
(10%) 
Heavy 
Loading 
(2x) 
Light 
Loading 
(0.5x) 
6 1514.50 1514.50 1374.17 1519.43 882.06 1514.50 1514.50 1760.05 609.83 
10 1518.75 1518.75 1456.47 1524.97 1033.43 1518.75 1518.75 1797.92 765.19 
14 1551.11 1551.11 1450.70 1551.11 1124.25 1551.11 1551.11 1854.31 765.19 
18 1551.11 1551.11 1491.36 1555.92 1095.68 1551.11 1551.11 1944.70 777.96 
22 1561.64 1561.64 1491.36 1566.45 1171.13 1561.64 1561.64 N/A 777.96 
26 1561.64 1561.64 1491.36 1566.45 N/A 1561.64 1561.64 N/A 783.22 
30 1561.64 1561.64 1491.36 1566.45 N/A 1561.64 1561.64 N/A 783.22 
 
TABLE 4.62. COMPUTATION TIME USING DIFFERENT TOTAL SCHEDULED HORIZONS 
H 
(min) 
Original 
Fast DG 
Ramp 
Rate (5x) 
Slow DG 
Ramp 
Rate 
(0.2x) 
Large 
DG 
Cap. 
(5x) 
Small 
DG Cap. 
(0.5x) 
Large 
Step 
Loads 
(100%) 
Small 
Step 
Loads 
(10%) 
Heavy 
Loading 
(2x) 
Light 
Loading 
(0.5x) 
6 32.73 33.04 44.20 30.68 31.86 34.25 31.41 34.16 30.10 
10 25.95 26.42 50.15 29.57 32.27 27.60 28.09 33.12 24.05 
14 26.55 24.77 88.68 25.66 113.03 28.77 37.96 56.86 24.79 
18 26.10 23.47 700.59 19.80 286.69 23.70 31.25 76.33 24.58 
22 50.88 47.18 525.35 31.77 2508.53 38.40 42.16 >1 hour 29.58 
26 78.44 80.06 901.02 33.75 >1 hour 60.38 50.59 >1 hour 37.76 
30 123.70 129.70 1146.72 56.06 >1 hour 60.11 79.43 >1 hour 49.57 
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In TABLE 4.62, it can be observed that for the original system operating condition, 
the black start solutions generated using all the selected schedule horizons restored the 
system within around 2 minutes. However, as the system was stressed by reducing the 
operational margin (e.g., low DG ramp rate condition and heavy loading condition), the 
computation time increased dramatically. Specifically, when the DG capacity was halved, 
it took around 40 minutes to solve the MILP model when 𝐻 = 22 minutes. When 𝐻 = 26 
minutes and 𝐻 = 30  minutes, the MILP model could not be solved within 1 hour. 
Similarly, when the system was heavily loaded, a black start solution could not be 
generated when a long horizon was used (e.g., 22, 26, or 30 minutes). Furthermore, as 
shown in TABLE 4.61, using short horizons generated less-optimal solutions comparing 
with using longer horizons (e.g., 1514 kWh of energy restored when 𝐻 = 6 minutes, 1561 
kWh of energy restored when 𝐻 = 30 minutes). This is because the BSR method will only 
search for the optimal solution within the given horizon length. Therefore, smaller H 
values may lead to less optimal solutions, due to lack of coordination across more steps. 
However, using small H values in the rolling-horizon procedure requires much less 
computation time than solving the problem within a single horizon using a large horizon. 
4.4.3.3 Impact of Prediction Horizon and Control Horizon 
In this subsection, the performance of the rolling-horizon procedure using different 
combinations of prediction and control horizons is discussed. The decision time step was 
2 minutes, and the total scheduled horizon was 30 minutes. The PV and load profiles 
introduced in 4.1.3 were generated using the data at 10:00am. Both the PV penetration 
and ESS penetration were 10%. All loads were ZIP loads. The prediction horizons (T) 
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changed from 4 minutes to 14 minutes, and control horizons (C) changed from 2 minutes 
to 12 minutes. Note the control horizon should always be smaller than the prediction 
horizon. The objective value generated by single-horizon procedure was 1772.33 kWh, 
which took 1858 seconds to be solved. Two performance indices, optimal solution gap 
and reduced computation time, were used to compare different combinations of prediction 
and control horizons.  
The performance values for different prediction and control horizons are listed in 
TABLE 4.63 and TABLE 4.64, respectively. It can be seen that the optimal solution gap 
was always zero, when the prediction horizon was 14 minutes. However, when the 
prediction horizons were 4 minutes, 8 minutes, and 10 minutes, poor-quality solutions 
were generated when the control horizon was 2 minutes or 4 minutes. When the prediction 
horizon was 12 minutes, using control horizons of 2 minutes or 4 minutes achieved 0.84% 
of optimal solution gap, which was smaller than using larger control horizons. However, 
regarding the computation time, using larger control horizons always resulted in less 
computation time. Generally, the computation time was reduced by more than 90% in 
most cases. Less computation time was saved when the prediction horizon was 14 minutes 
and the control horizon was 2 minutes. This is because the small control horizons need 
more iterations to cover the entire scheduled horizon. During each iteration, the MILP 
model must be formulated and translated to CPLEX. Therefore, more time was spent on 
problem formulation and translating. In conclusion, selecting the prediction and control 
horizons is also a trade-off between the solution quality and computation time. For this 
particular operating condition, the prediction horizon can be selected between 10 ~ 14 
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minutes, and the control horizon can be selected between 6 ~ 12 minutes. Because the 
optimal solutions gap can always be maintained within 2%, and the computation time can 
be reduced by at least 93%.  
 
TABLE 4.63. OPTIMAL SOLUTION GAP FOR DIFFERENT PREDICTION AND CONTROL HORIZONS 
 Optimal Solution Gap (%) 
 T=4 min T=6 min T=8 min T=10 min T=12 min T=14 min 
C=2 min 99.25 1.58 65.63 46.39 0.84 0.00 
C=4 min  1.58 2.00 46.12 0.84 0.00 
C=6 min   2.00 0.90 1.58 0.00 
C=8 min    0.90 1.58 0.00 
C=10 min     1.58 0.00 
C=12 min      0.00 
 
TABLE 4.64. REDUCED COMPUTATION TIME FOR DIFFERENT PREDICTION AND CONTROL HORIZONS 
 Reduced Computation Time (%) 
 T=4 min T=6 min T=8 min T=10 min T=12 min T=14 min 
C=2 min 97.17 95.64 93.41 89.16 86.60 82.74 
C=4 min  97.78 97.14 94.83 93.75 91.68 
C=6 min   98.24 96.976 95.57 93.63 
C=8 min    97.57 96.42 94.43 
C=10 min     96.75028 95.14 
C=12 min      95.11 
 
In summary, the selection of the rolling-horizon parameters showed an apparent 
impact on the performance of the BSR method. Specifically, using small decision time 
steps can limit the DG ramping capability, hence only allowing small step loads to be 
restored. Similarly, heavily loaded conditions required the system to be operated with 
limited margins, hence needing more computation time for solving the MILP problem in 
CPLEX. Regarding the total scheduled horizon, it should be long enough to ensure the 
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solution optimality. Using small scheduled horizons may generate sub-optimal solutions. 
Again, the DG ramping capacity, DG capacity, and system loading condition are three 
major factors that affect the computation time. The computation time significantly 
increased under limited DG ramping capacity and heavily loaded condition, when single-
horizon procedure was implemented. If the rolling-horizon procedure was used to reduce 
the computation time, the prediction and control horizons should be selected properly. 
Low-quality solutions were generated when both horizons were short. However, using 
longer prediction and control horizons resulted in longer computation time. The overall 
reduced computation time using rolling-horizon procedure was around 90%. Note the 
rolling-horizon parameters were selected for a particular operating condition. For different 
operating conditions, the rolling-horizon parameters should be properly selected in order 
to achieve a better trade-off between the solution quality and computation time.  
4.4.4 Performance Under Various System Conditions 
4.4.4.1 Impact of CLPU Conditions 
In this subsection, the performance of the BSR method was studied under different 
peak load magnitudes and durations of CLPU conditions, which can be represented by 𝑆𝑈 
and 𝛼 as defined in equation (3.13). Both 𝑆𝑈 and 𝛼 were changed from 0.6 to 1.5. Only 
black start DGs and dispatchable DGs were considered. PV and ESS were not considered. 
The total scheduled horizon was 30 minutes. The decision time step was set to 2 minutes. 
Two sets of rolling-horizon parameters were tested. The first set used 10 minutes as the 
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prediction horizon and 8 minutes as the control horizon. The second set used 14 minutes 
as the prediction horizon and 12 minutes as the control horizon.  
The values of total restored energy generated by the single-horizon procedure and the 
computation time for all the scenarios are listed in TABLE 4.65 and TABLE 4.66, 
respectively. Smaller objective values or shorter computation times are marked with a 
shade of green. Larger objective values or longer computation times are marked with a 
shade of red. These values will be used as reference values for comparing with the results 
generated by rolling-horizon procedures.  
From TABLE 4.65, it can be observed that as 𝑆𝑈 increased, which means the peak 
CLPU load demand gets higher, the objective values increased accordingly. Similarly, as 
𝛼 increased, which means it will take more time for the peak CLPU load demand to drop 
gradually to the diversified loading level, the objective values increased. The minimal 
restored energy was 1343 kWh when 𝑆𝑈 = 0.6 and 𝛼 = 1.5. The maximum restored 
energy was 1937 kWh when 𝑆𝑈 = 1.5 and 𝛼 = 0.6.  
Regarding the computation time shown in TABLE 4.66, larger 𝑆𝑈 values and lower 𝛼 
values took more time to solve the MILP model. Indeed, increasing the peak CLPU load 
demand and CLPU duration stressed the system such that generating a feasible black start 
solution became more difficult, hence required more computation time. The longest 
computation time was around 209 seconds when 𝑆𝑈 = 1.5, 𝛼 = 0.8, which was almost 6 
times longer than the shortest computation time when 𝑆𝑈 = 0.6, 𝛼 = 0.6. Note that this 
study was only conducted based on the original loading level.  
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TABLE 4.65. OBJECTIVE VALUES USING SINGLE-HORIZON PROCEDURE: CLPU PARAMETER STUDY 
 
Objective Values (kWh) 
Su=0.6 Su=0.7 Su=0.8 Su=0.9 Su=1.0 Su=1.1 Su=1.2 Su=1.3 Su=1.4 Su=1.5 
a=0.6 1401 1471 1539 1608 1675 1742 1799 1866 1903 1937 
a=0.7 1388 1451 1513 1575 1637 1696 1747 1807 1840 1897 
a=0.8 1378 1435 1492 1550 1606 1661 1707 1762 1790 1842 
a=0.9 1369 1423 1476 1530 1581 1633 1675 1727 1750 1798 
a=1.0 1363 1413 1463 1513 1562 1610 1659 1698 1745 1763 
a=1.1 1357 1405 1452 1500 1546 1593 1637 1674 1718 1734 
a=1.2 1353 1398 1443 1489 1533 1577 1619 1653 1696 1710 
a=1.3 1349 1393 1435 1479 1521 1564 1604 1636 1677 1689 
a=1.4 1346 1387 1430 1471 1512 1552 1591 1622 1661 1687 
a=1.5 1343 1383 1424 1464 1503 1543 1580 1619 1647 1671 
 
TABLE 4.66. COMPUTATION TIME USING SINGLE-HORIZON PROCEDURE: CLPU PARAMETER STUDY 
 Computation Time (second) 
 Su=0.6 Su=0.7 Su=0.8 Su=0.9 Su=1.0 Su=1.1 Su=1.2 Su=1.3 Su=1.4 Su=1.5 
a=0.6 30.02 31.89 35.00 28.93 54.86 55.82 90.68 121.92 116.55 203.26 
a=0.7 28.64 32.16 29.83 29.01 46.22 54.88 97.39 61.77 175.77 81.98 
a=0.8 34.39 30.26 31.29 31.52 81.73 56.60 57.85 58.46 137.63 209.28 
a=0.9 32.42 35.62 32.61 23.79 47.07 61.51 94.76 72.65 140.79 178.91 
a=1.0 45.66 32.51 40.93 47.42 49.80 54.15 60.94 86.72 65.91 157.31 
a=1.1 56.12 32.57 39.58 28.27 39.38 37.34 37.42 65.37 97.82 167.40 
a=1.2 26.88 49.41 57.73 30.14 53.08 42.51 67.70 71.44 63.02 168.40 
a=1.3 24.59 34.60 41.92 31.14 42.00 37.86 47.70 91.61 86.20 141.76 
a=1.4 26.03 32.80 26.89 25.70 51.45 54.61 68.39 115.37 75.82 51.64 
a=1.5 31.88 39.41 36.13 25.63 59.55 65.49 85.67 54.29 82.75 122.71 
 
The optimal solution gaps compared with the reference values, when the prediction 
horizons (T) were 10 minutes and 14 minutes, are listed in TABLE 4.67 and TABLE 4.68, 
respectively. “X” represents an infeasible solution was generated in the corresponding 
scenario. Smaller optimal solution gap values are marked with a shade of green. Larger 
optimal solution gap values are marked with a shade of red.  
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It can be seen from both TABLE 4.67 and TABLE 4.68 that as 𝑆𝑈 increased and 𝛼 
decreased, the optimal solution gap became larger, meaning the rolling-horizon procedure 
generated less sub-optimal solutions when the peak CLPU load demand and CLPU 
duration increased. Using  𝑇 = 10 minutes achieved up to 36.60% of optimal solution 
gap, which was much bigger than 8.74% when using 𝑇 = 14 minutes. Note that many 
infeasible solutions were generated when 𝑇 = 10 minutes. No infeasible solutions were 
generated when 𝛼 was 0.6 or 0.7. When 𝑇 = 14 minutes, only one infeasible solution was 
generated. A reason for the generation of infeasible solutions is that during each iteration 
of rolling-horizon procedure, the formulated BSR model only maximizes the objective 
value over the current prediction horizon. Since the BSR model requires that a load cannot 
be tripped after being restored and all the restored loads will change load demand under 
CLPU conditions, some operational constraints may be violated when moving to the next 
iteration, hence resulting in infeasible solutions.  
 
TABLE 4.67. OPTIMAL SOLUTION GAP WHEN PREDICTION HORIZON WAS 10 MINUTES 
 Optimal Solution Gap (%) 
 Su=0.6 Su=0.7 Su=0.8 Su=0.9 Su=1.0 Su=1.1 Su=1.2 Su=1.3 Su=1.4 Su=1.5 
a=0.6 18.14 18.61 19.00 19.37 19.68 20.12 20.32 20.70 36.49 35.73 
a=0.7 18.06 18.51 18.88 19.22 19.64 19.94 20.12 20.54 25.61 36.60 
a=0.8 X 18.42 X 19.10 X 19.78 19.96 X 23.55 36.44 
a=0.9 17.94 18.34 18.67 19.02 19.37 X 19.81 20.16 22.47 36.32 
a=1.0 X 18.27 18.5 18.90 19.26 X 19.88 X 20.34 36.15 
a=1.1 17.85 X 18.50 18.82 X X 19.79 X 20.27 36.04 
a=1.2 17.81 18.17 18.44 18.75 19.05 19.28 19.69 19.80 20.13 35.90 
a=1.3 17.78 18.13 X 18.69 X 19.21 19.59 19.70 X 35.85 
a=1.4 17.76 18.07 18.38 18.64 18.93 19.14 X 19.65 X 20.2 
a=1.5 17.73 18.04 X 18.59 18.87 X X 19.69 19.87 20.14 
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TABLE 4.68. OPTIMAL SOLUTION GAP WHEN PREDICTION HORIZON WAS 14 MINUTES 
 Optimal Solution Gap (%) 
 Su=0.6 Su=0.7 Su=0.8 Su=0.9 Su=1.0 Su=1.1 Su=1.2 Su=1.3 Su=1.4 Su=1.5 
a=0.6 2.84 3.86 X 5.62 6.36 7.12 7.62 8.28 8.58 8.74 
a=0.7 2.66 3.62 4.48 5.29 6.06 6.72 7.21 7.83 8.11 8.71 
a=0.8 2.51 3.41 4.23 5.01 5.74 6.37 6.84 7.46 7.69 8.31 
a=0.9 2.39 3.24 4.02 4.77 5.45 6.06 6.52 7.10 7.34 7.93 
a=1.0 2.2 3.10 3.84 4.55 5.21 5.80 6.39 6.81 7.38 7.59 
a=1.1 2.19 2.97 3.68 4.36 5.01 5.57 6.15 6.56 7.06 7.26 
a=1.2 2.12 2.87 3.54 4.86 4.83 5.38 5.95 6.33 6.81 7.01 
a=1.3 2.06 2.78 3.39 4.07 4.68 5.22 5.76 6.13 6.60 6.77 
a=1.4 2.00 2.69 3.35 3.96 4.55 5.07 5.58 5.95 6.42 6.78 
a=1.5 1.95 2.62 3.26 3.86 4.42 4.97 5.44 5.93 6.27 6.60 
 
The reduced computation times for each scenario, when the prediction horizons were 
10 minutes and 14 minutes, were listed in TABLE 4.69 and TABLE 4.70. Larger values 
of reduced computation time (i.e., less computation time) are marked with a shade of 
green. Smaller values of reduced computation time (i.e., longer computation time) are 
marked with a shade of red. Reduced computation time reflects how much time can be 
saved by using rolling-horizon procedure, comparing to the computation time using 
single-horizon procedure shown in TABLE 4.66. 
From both TABLE 4.69 and TABLE 4.70, it can be observed that when 𝑇 = 10 
minutes or 14 minutes, the computation time was reduced significantly by implementing 
the rolling-horizon procedure, for most of the tested scenarios. In TABLE 4.66, when 
𝑆𝑈 = 1.5, most scenarios (except for 𝛼 = 0.7 or 1.4) required more than 100 seconds to 
solve the MILP models using single-horizon procedure. Whereas in TABLE 4.69 and 
TABLE 4.70, the computation times for solving these scenarios using rolling-horizon 
procedure could be reduced by 80% ~ 90% when 𝑇 = 10 minutes and 50% ~ 80% when 
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𝑇 = 12  minutes. Similar observations can be made for other scenarios. The average 
reduced computation time was around 50% to 80%. For some cases (e.g., the scenario 
with 𝑇 = 14, 𝑆𝑈 = 1.4, 𝛼 = 1.0), only a small amount of computation time was reduced. 
 
TABLE 4.69. REDUCED COMPUTATION TIME WHEN HORIZON WAS 10 MINUTES 
 Reduced Computation Time (%) 
 Su=0.6 Su=0.7 Su=0.8 Su=0.9 Su=1.0 Su=1.1 Su=1.2 Su=1.3 Su=1.4 Su=1.5 
a=0.6 73.20 73.74 71.89 73.44 87.03 80.22 80.04 77.46 84.19 94.99 
a=0.7 76.94 72.69 66.93 69.28 85.91 83.22 80.15 78.73 92.07 80.24 
a=0.8 75.70 71.50 73.35 63.78 93.25 76.44 65.82 81.96 84.65 88.40 
a=0.9 74.52 81.18 71.41 67.94 84.76 85.66 87.26 81.51 85.82 89.50 
a=1.0 72.87 73.22 75.58 79.85 87.69 85.72 83.14 84.83 73.29 84.38 
a=1.1 87.72 57.66 79.67 69.35 78.16 79.94 68.86 80.56 83.45 87.31 
a=1.2 75.42 78.52 86.85 72.83 86.56 84.72 80.35 80.21 80.57 85.98 
a=1.3 44.80 71.36 82.98 79.90 85.11 83.84 60.71 84.58 88.41 84.86 
a=1.4 42.13 78.10 69.05 74.14 85.13 85.84 83.45 89.18 82.02 50.65 
a=1.5 74.20 74.44 74.32 76.92 88.95 85.93 88.58 79.44 84.69 85.40 
 
TABLE 4.70. REDUCED COMPUTATION TIME WHEN HORIZON WAS 14 MINUTES 
 Reduced Computation Time (%) 
 Su=0.6 Su=0.7 Su=0.8 Su=0.9 Su=1.0 Su=1.1 Su=1.2 Su=1.3 Su=1.4 Su=1.5 
a=0.6 67.02 70.19 70.99 44.47 46.91 67.64 80.03 71.92 66.99 74.36 
a=0.7 66.42 68.92 63.74 60.72 55.77 69.81 80.80 54.92 70.74 40.96 
a=0.8 70.63 74.10 67.12 67.99 82.69 64.64 56.53 64.52 64.96 74.09 
a=0.9 65.30 62.20 56.96 17.33 67.22 65.18 82.16 59.07 64.50 82.81 
a=1.0 51.86 62.71 72.75 61.59 71.01 67.52 68.97 77.71 14.67 52.86 
a=1.1 82.19 49.30 68.38 63.47 63.07 59.52 52.16 49.93 80.19 71.71 
a=1.2 61.12 75.13 80.52 64.88 43.91 61.30 75.55 53.39 40.61 78.67 
a=1.3 60.03 56.45 80.24 56.66 37.08 65.58 61.87 66.90 78.72 65.84 
a=1.4 52.93 69.64 71.28 64.97 54.97 58.09 55.48 80.71 65.54 41.02 
a=1.5 73.94 71.93 77.03 67.91 69.04 74.68 76.96 68.58 74.97 76.57 
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In summary, the rolling-horizon parameters selected for a particular operating point 
cannot guarantee the solution quality and feasibility when being applied to other operating 
conditions. In this study, when applying the BSR method to different operating conditions 
defined by CLPU parameters, using longer prediction horizon (14 minutes) achieved 
relatively small optimal solution gaps and acceptable computation times, comparing with 
using short prediction horizon (10 minutes). Under certain CLPU conditions, infeasible 
solutions were observed. This is due to the lack of coordination of dispatching DERs 
between iterations. Even though using longer prediction horizon can reduce the number 
of infeasible solutions, a theoretical method should be developed to introduce the 
coordination among iterations when implementing the BSR method in the rolling-horizon 
procedure.  
4.4.4.2 Impact of PV and ESS 
In this subsection, the black start solutions are compared when different penetrations 
of PV and ESS were considered. The PV profiles were retrieved by sampling the PV 
curves from the Pecan Street project database introduced in section 4.1.3.1. The total 
scheduled horizon was 30 minutes. The interval was set to 2 minutes. Two sets of rolling-
horizon parameters were used. The first set used 10 minutes as the prediction horizon and 
8 minutes as the control horizon. The second set used 14 minutes as the prediction horizon 
and 12 minutes as the control horizon.  
To generate different test scenarios, samples were taken starting from different time 
instances. For example, if the studied time horizon was 30 minutes, multiple PV profiles 
can be generated by retrieving data from the profile segments from 8:00am to 8:30am, 
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9:00am to 9:30am, and so on. The definitions for PV penetration and ESS penetration can 
be found in sections 4.1.3.1 and 4.3.5, respectively. In this subsection, the PV and load 
profiles were generated every two hours from 8:00am to 6:00pm using the profiles on June 
1st 2016. The PV penetration was selected as 0%, 20%, 40%, 60%, 80%, and 100%. The 
ESS penetration was selected as 0% and 20%, respectively.  
 The total restored energy for each scenario, when the ESS penetration was 0%, is 
listed in TABLE 4.71 for 𝑇 = 10 minutes and TABLE 4.72 for 𝑇 = 14 minutes. Smaller 
values of restored energy were marked in a shade of green. Larger values of restored 
energy were marked in a shade of red.  
From TABLE 4.71, it can be observed that when 𝑇 = 10 minutes, many infeasible 
solutions were generated under different PV profiles and load profiles. When the BSR 
method was applied to the load demand sampled starting from 18:00, no feasible solutions 
could be generated for all the selected PV penetrations. This is because the rolling-horizon 
procedure was implemented in an iterative manner, and the BSR method only schedules 
the control actions for the current iteration without considering how the load and PV 
change in the following iterations. If the PV profiles and load profiles change in a way 
that they cannot be continuously supported during the following iterations, then the BSR 
method will generate an infeasible solution. A larger horizon can be used to address this 
concern. As shown in TABLE 4.72, when 𝑇 = 14   minutes, using rolling-horizon 
procedure can solve all the scenarios without generating infeasible solutions, except the 
scenario when the load demand was generated starting from 10:00 and PV penetration was 
100%.  
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TABLE 4.71. TOTAL RESTORED ENERGY WHEN PREDICTION HORIZON WAS 10 AND ESS PENETRATION WAS 0% 
Time 
Total Restored Energy (kWh) 
PV=0% PV=20% PV=40% PV=60% PV=80% PV=100% 
8:00 610.12 610.12 X 610.12 610.12 610.12 
10:00 650.69 X X 650.69 X 650.69 
12:00 X 748.26 X 748.26 748.26 748.26 
14:00 X X 872.66 872.66 872.66 872.668 
16:00 X 1053.41 1058.96 X X 1058.96 
18:00 X X X X X X 
 
TABLE 4.72. TOTAL RESTORED ENERGY WHEN PREDICTION HORIZON WAS 14 AND ESS PENETRATION WAS 0% 
Time 
Total Restored Energy (kWh) 
PV=0% PV=20% PV=40% PV=60% PV=80% PV=100% 
8:00 609.4194 609.4194 609.4194 609.4194 609.4194 609.4194 
10:00 647.661 648.7231 648.7231 648.7231 648.7231 X 
12:00 745.7201 747.0828 747.0828 747.0828 747.0828 747.0828 
14:00 853.4847 860.1896 868.8174 870.0477 870.1211 871.1851 
16:00 832.7079 1008.198 1022.245 1045.938 1050.961 1051.11 
18:00 916.2309 926.8641 927.3392 939.8982 943.1473 944.9616 
 
The total restored energy for each scenario, when the ESS penetration was 20%, is 
listed in TABLE 4.73 for 𝑇 = 10 minutes and TABLE 4.74 for 𝑇 = 14 minuts. Smaller 
values of restored energy were marked in a shade of green. Larger values of restored 
energy were marked in a shade of red. 
In TABLE 4.71, there were a total of 17 infeasible solutions generated, when the ESS 
penetration was 0%. Whereas in TABLE 4.73 ( 𝑇 = 10  minutes), only 4 infeasible 
solutions were generated, since the ESS at each load node strategically supplemented PV 
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fluctuations and load profiles. In TABLE 4.74 (𝑇 = 14 minutes), all the scenarios were 
successfully solved. Comparing TABLE 4.74 with TABLE 4.72, it can be seen that extra 
energy was restored for each scenario due to the ESS coordination.  
 
TABLE 4.73. TOTAL RESTORED ENERGY WHEN PREDICTION HORIZON WAS 10 AND ESS PENETRATION WAS 20% 
Time 
Total Restored Energy (kWh) 
PV=0% PV=20% PV=40% PV=60% PV=80% PV=100% 
8:00 609.3572 609.3572 609.3572 609.3572 609.3572 609.3572 
10:00 648.4042 649.5512 649.5512 649.5512 649.5512 649.5512 
12:00 X 748.2624 748.2624 748.2624 748.2624 748.2624 
14:00 694.9578 X 862.7774 X 868.161 871.0832 
16:00 829.8757 841.746 849.6762 850.626 1044.623 1055.277 
18:00 818.1535 821.0928 X 823.5453 829.0518 829.2401 
 
TABLE 4.74. TOTAL RESTORED ENERGY WHEN PREDICTION HORIZON WAS 14 AND ESS PENETRATION WAS 20% 
Time 
Total Restored Energy (kWh) 
PV=0% PV=20% PV=40% PV=60% PV=80% PV=100% 
8:00 610.1206 610.1206 610.1206 610.1206 610.1206 610.1206 
10:00 650.6978 650.6978 650.6978 650.6978 650.6978 650.6978 
12:00 748.2624 748.2624 748.2624 748.2624 748.2624 748.2624 
14:00 872.6684 872.6684 872.6684 872.6684 872.6684 872.6684 
16:00 1049.093 1061.994 1064.447 1064.447 1064.447 1064.447 
18:00 1145.221 1152.141 1155.947 1160.627 1164.642 1168.325 
 
In summary, introducing renewable DGs into the BSR model could generate infeasible 
solutions if the rolling-horizon parameters were not properly selected. However, 
coordinating ESSs with the renewable DGs can reduce the number of infeasible solutions. 
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4.4.4.3 Impact of DG Parameters and Loading Conditions 
As observed in section 4.4.3, applying the BSR method on the heavily loaded system 
resulted in significantly increased computation time. In addition, smaller DG capacity and 
lower DG ramp rate also stressed the system and resulted in extended computation time. 
In this subsection, the performance of the BSR method applied to operating conditions 
with different DG capacity, DG ramp rate and system loading conditions is discussed. The 
total scheduled horizon was 30 minutes. The prediction and control horizons were 14 
minutes and 12 minutes, respectively. The decision time step was 2 minutes. Note this set 
of rolling-horizon parameters works well when studying the impact of CLPU conditions. 
The scaling factors for both DG ramp rate and DG capacity were scaled from 0.2 to 2.0. 
The system loading conditions were scaled by a scalar changed from 1.0 to 2.0.  
The values of total restored energy for all the operating conditions are listed in TABLE 
4.75, TABLE 4.76, and TABLE 4.77.  
From TABLE 4.75, it can be observed that when the DG capability scalar was 0.2, no 
loads were restored. As the DG capacity scalar increased to 0.4, some loads were restored 
and continuously supported when the ramping rate scalar was between 0.6 and 1.4. Note 
there were a total of 4 operating conditions that made the BSR method generate infeasible 
solutions, which are represented by ‘x’. This is because when the DG ramp rate scalar was 
low (e.g., 0.2), some loads restored during the first iteration would decrease under CLPU 
conditions. However, DGs could not decrease the output power to balance the load 
demand due to limited DG ramp rate. When the capacity scalars were larger than 0.6, the 
BSR method was able to find a feasible solution.  
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TABLE 4.75. TOTAL RESTORED ENERGY FOR DG PARAMETER STUDY WITH LOADING SCALAR BEING 1.0 
 
Objective Values (kWh) 
Cap=0.2 Cap=0.4 Cap=0.6 Cap=0.8 Cap=1.0 Cap=1.2 Cap=1.4 Cap=1.6 Cap=1.8 Cap=2.0 
Ramp=0.2 0 x x 1837 1900 1916 1968 1982 1983 1993 
Ramp=0.4 0 0 1795 1970 1995 1997 1999 1999 1999 1999 
Ramp=0.6 0 1147 1860 1984 1999 1999 1999 1999 1999 1999 
Ramp=0.8 0 1140 1867 1984 1999 1999 1999 1999 1999 1999 
Ramp=1.0 0 1140 1865 1980 1999 1999 1999 1999 1999 1999 
Ramp=1.2 0 1148 1865 1980 1999 1999 1999 1999 1999 1999 
Ramp=1.4 0 1132 1861 1980 1999 1999 1999 1999 1999 1999 
Ramp=1.6 0 x 1867 1980 1999 1999 1999 1999 1999 1999 
Ramp=1.8 0 x 1861 1980 1999 1999 1999 1999 1999 1999 
Ramp=2.0 0 1139 1861 1980 1999 1999 1999 1999 1999 1999 
 
TABLE 4.76. TOTAL RESTORED ENERGY FOR DG PARAMETER STUDY WITH LOADING SCALAR BEING 2.0 
 
Objective Values (kWh) 
Cap=0.2 Cap=0.4 Cap=0.6 Cap=0.8 Cap=1.0 Cap=1.2 Cap=1.4 Cap=1.6 Cap=1.8 Cap=2.0 
Ramp=0.2 138 0 0 0 0 0 0 0 0 x 
Ramp=0.4 138 0 0 0 0 0 x x x 0 
Ramp=0.6 138 0 0 0 2322 x x x x x 
Ramp=0.8 138 0 0 x 0 2834 x 0 0 x 
Ramp=1.0 138 0 0 0 x 2439 x 0 2443 x 
Ramp=1.2 138 0 0 x 2625 x x x x x 
Ramp=1.4 138 0 0 x x x x x x x 
Ramp=1.6 138 0 0 x 0 x 2434 x x x 
Ramp=1.8 138 0 0 x 0 x x x x x 
Ramp=2.0 138 0 0 x 0 x x x x 2443 
 
TABLE 4.77. TOTAL RESTORED ENERGY FOR DG PARAMETER STUDY WITH LOADING SCALAR BEING 3.0 
 
Objective Values (kWh) 
Cap=0.2 Cap=0.4 Cap=0.6 Cap=0.8 Cap=1.0 Cap=1.2 Cap=1.4 Cap=1.6 Cap=1.8 Cap=2.0 
Ramp=0.2 46 x x x x x x 0 x 0 
Ramp=0.4 46 x x x x x x 2590 x x 
Ramp=0.6 46 x 0 x x x x x x x 
Ramp=0.8 46 x 0 1812 x x x x x x 
Ramp=1.0 46 x 1413 x x x x x x x 
Ramp=1.2 46 0 x 1839 0 x x x x 2731 
Ramp=1.4 46 0 1430 1924 2255 x x x x 2727 
Ramp=1.6 46 0 1430 1922 2225 2502 x x x x 
Ramp=1.8 46 0 x x 2275 x x x x 2731 
Ramp=2.0 46 0 x 1922 2134 x x 2731 x x 
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From TABLE 4.76, it can be seen that when the system loading was doubled, many 
infeasible solutions were generated. This indicates that the rolling-horizon parameters 
were not suitable for relatively heavily loaded operating conditions. When the DG 
capacity scalar was 0.2, a small number of loads was restored. When the DG capacity 
scalar was 0.4 or 0.6, no loads were restored. This is because the minimal power output 
constraint required each DG must maintain its output power above a certain level. DGs 
with higher minimal power output limits were not be able to maintain the minimal power 
out, when the load demand starts to decrease under CLPU conditions. From TABLE 4.77, 
it can be observed that most of the solutions were infeasible, when the system loading 
level was tripled. Another set of rolling-horizon parameters should be developed 
accordingly.  
TABLE 4.78, TABLE 4.79, and TABLE 4.80 summarize the computation time for 
each studied operating condition. It can be seen that except for several operating 
conditions in TABLE 4.78 that took 15-20 minutes, all the other operating conditions can 
be solved within 3 minutes. Whereas using single-horizon procedure took more than an 
hour when the system was heavily loaded or the DG capacity was lowered, as shown in 
TABLE 4.62. 
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TABLE 4.78. COMPUTATION TIME FOR DG PARAMETER STUDY WITH LOADING SCALAR BEING 1.0 
 
Computation Time (seconds) 
Cap=0.2 Cap=0.4 Cap=0.6 Cap=0.8 Cap=1.0 Cap=1.2 Cap=1.4 Cap=1.6 Cap=1.8 Cap=2.0 
Ramp=0.2 32 44 55 83 65 40 37 33 37 35 
Ramp=0.4 33 26 274 34 32 32 32 33 34 35 
Ramp=0.6 32 54 659 38 31 33 31 33 34 34 
Ramp=0.8 27 53 207 40 31 34 32 33 34 34 
Ramp=1.0 27 54 193 35 31 34 33 34 34 34 
Ramp=1.2 28 60 188 36 31 33 32 35 34 36 
Ramp=1.4 27 992 63 37 32 34 32 33 33 31 
Ramp=1.6 26 217 141 40 31 33 32 34 34 32 
Ramp=1.8 26 1378 60 39 31 33 32 35 34 32 
Ramp=2.0 27 1572 62 34 31 35 32 34 35 32 
 
TABLE 4.79. COMPUTATION TIME FOR DG PARAMETER STUDY WITH LOADING SCALAR BEING 2.0 
 
Computation Time (seconds) 
Cap=0.2 Cap=0.4 Cap=0.6 Cap=0.8 Cap=1.0 Cap=1.2 Cap=1.4 Cap=1.6 Cap=1.8 Cap=2.0 
Ramp=0.2 28 46 43 28 33 29 30 27 32 84 
Ramp=0.4 28 40 46 31 30 32 33 48 49 29 
Ramp=0.6 28 35 52 29 135 40 40 62 36 58 
Ramp=0.8 28 29 51 32 29 46 55 28 32 34 
Ramp=1.0 28 37 30 28 58 44 39 28 41 30 
Ramp=1.2 29 32 28 36 61 41 41 32 41 35 
Ramp=1.4 28 40 30 32 43 46 34 29 32 29 
Ramp=1.6 33 38 29 46 26 40 48 37 52 34 
Ramp=1.8 31 55 28 51 27 40 37 31 42 34 
Ramp=2.0 36 44 30 36 27 42 43 33 33 43 
 
TABLE 4.80. COMPUTATION TIME FOR DG PARAMETER STUDY WITH LOADING SCALAR BEING 3.0 
 
Computation Time (seconds) 
Cap=0.2 Cap=0.4 Cap=0.6 Cap=0.8 Cap=1.0 Cap=1.2 Cap=1.4 Cap=1.6 Cap=1.8 Cap=2.0 
Ramp=0.2 27 30 41 31 38 38 87 28 62 30 
Ramp=0.4 27 30 36 76 45 51 58 42 49 143 
Ramp=0.6 27 35 28 41 54 42 52 38 158 201 
Ramp=0.8 28 33 28 36 46 42 131 130 46 42 
Ramp=1.0 28 32 35 52 35 159 138 49 88 83 
Ramp=1.2 28 35 36 38 30 54 61 88 92 103 
Ramp=1.4 27 33 51 45 46 85 126 43 66 54 
Ramp=1.6 28 36 42 47 38 59 112 46 140 52 
Ramp=1.8 27 49 34 41 46 57 94 42 76 46 
Ramp=2.0 28 29 33 47 38 65 160 93 43 66 
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4.5 Summary of Findings 
In this section, the proposed BSR method was applied to both balanced and unbalanced 
test systems, and its performance under various operating conditions was analyzed.  
First, six case studies were presented to show how the proposed BSR method works. 
In Case I and Case II, the BSR method was applied to a balanced modified IEEE 13 node 
system with one black start DG and multiple dispatchable DGs and an ESS. In Case III, 
the test system was an unbalanced modified IEEE 123 node system with multiple black 
start DGs and dispatchable DGs. The rolling-horizon procedure was implemented in Case 
IV and Case V. The linear power flow models were validated in Case VI. It was observed 
that the proposed BSR method could generate restoration sequences and coordinate 
dispatchable DGs, ESS, and switches during the restoration process, in response to various 
operating conditions.  
Next, the performance of the proposed BSR method were analyzed through a series of 
extensive studies. Three performance indices (total restored energy, optimal solution gap, 
and computation time) were introduced to evaluate the performance of the BSR method. 
The BSR method was applied to the unbalanced modified IEEE 123 node system with 
various rolling-horizon parameters (decision time step (∆𝑡), total scheduled horizon (H), 
prediction horizon (T), and control horizon (C)) and system parameters (DG ramp rate, 
DG capacity, maximum load step, system loading, CLPU conditions, and PV and ESS 
penetrations). The findings on the impact of aforementioned parameters are summarized 
as follows.  
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The decision time step ( ∆𝑡 ) determines how fast a black start sequence can be 
implemented. A large ∆𝑡 (e.g., 2 minutes to 3 minutes) allowed a dispatchable DG to 
output more power between two consecutive time steps, so as to restore more loads. Using 
a small ∆𝑡 allowed to carry out black start control actions faster than using large ∆𝑡. For 
example, under original system operating conditions, 1591 kWh of energy was restored 
when ∆𝑡 = 1  minute and 1423 kWh of energy was restored when ∆𝑡 =3 minutes. 
However, small ∆𝑡 values could limit the DG ramp rate capacity. If ∆𝑡 was too small (e.g., 
0.5 minutes), no loads could be restored. In addition, under heavy system loading 
conditions, much more computation time (up to 40 minutes) was needed. 
The total scheduled horizon (H) determines how many time steps that are considered 
in the BSR model, given a fixed decision time step. Ideally, H should be large enough to 
ensure the black start process could be completed and the solution optimality could be 
guaranteed. Small H values could not ensure all the loads were restored within the limited 
time steps. However, large H values could result in longer computation time. Under certain 
stressed system operating conditions (e.g., limited DG capacity, heavy loading condition), 
it took more than 1 hour to solve the MILP model in CPLEX. For a particular system 
operating condition, an optimal H value could be determined to achieve a trade-off 
between the solution quality and computation time. For example, under the low ramp rate 
system operating condition, using 𝐻 = 30 minutes could restore 1491 kWh of energy. 
Whereas using 𝐻 = 14 minutes could restore 1450 kWh of energy, which was a little bit 
smaller than using 𝐻 = 30. However, it took 1.5 minutes for 𝐻 = 14 minutes, and 20 
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minutes for 𝐻 = 30 minutes. Using 𝐻 = 14 minutes could both generate a near-optimal 
solution within an acceptable computation time.  
The prediction horizon (T) and control horizon (C) affect the performance of the BSR 
method given fixed H and ∆𝑡 values. Even if H was large enough, an improper selection 
of prediction and control horizon values could result in poor-quality solutions. It was 
observed that given 𝐻 = 30 minutes and ∆𝑡 = 2 minutes, the computation time could be 
reduced by more than 90% on average. In addition, using small C values required more 
iterations to cover the entire scheduled horizon, thus more time was spent on formulating 
and translating the MILP model. In some cases with short T and/or C values, the optimal 
solutions gap was unacceptable (i.e., more than 40%). Therefore, selecting the prediction 
and control horizons is also a trade-off between the solution quality and computation time.  
DG parameters, especially the DG ramp rate and DG capacity, also play an important 
role in affecting the BSR method performance. Sufficient DG ramp rate and DG capacity 
would not affect the computation time. However, low DG ramp rate and limited DG 
capacity could stress the system operating condition and result in extended computation 
time, because in order to avoid violating these constraints, the MILP solver would execute 
more branch-and-bound iterations to find the optimal solution. The maximum 
computation time observed was more than 1 hour when DG capacity was halved.  
System loading conditions, including the base loading levels and CLPU conditions, 
showed a significant impact on the BSR performance. Given a fixed set of rolling-horizon 
parameters, different CLPU parameters could lead to infeasible solutions when short T 
and C values (e.g., 𝑇 = 10 minutes and 𝐶 = 8 minutes) were used. It was observed that 
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using larger T and C values (e.g., 𝑇 = 14 minutes and 𝐶 = 12 minutes) could reduce the 
total number of infeasible solutions. However, as the system loading level increased, the 
total number of infeasible solutions increased significantly, even if  𝑇 = 14 minutes and 
𝐶 = 12 minutes were used. It could be concluded that the rolling-horizon parameters 
determined for a particular system operating condition may not be suitable for other 
operating conditions. A method that could determine the rolling-horizon parameters for a 
system operating condition without performing exhaustive studies is needed.  
The PV and ESS penetrations also affect the BSR performance. Since the BSR method 
only generated optimal solutions for the current iteration without considering the PV 
output and load fluctuations, infeasible solutions could be generated. Specifically, when 
the ESS penetration was 0%, infeasible solutions were generated when 𝑇 = 10 minutes. 
Less infeasible solutions were observed when 𝑇 = 14 minutes. The PV output and load 
fluctuations could be supplemented by ESS, such that less infeasible solutions were 
generated when ESS penetration was 20%.  
4.6 Section Summary 
In this section, a set of case studies were presented and discussed to show how the 
proposed BSR method works. The BSR method was applied to both balanced systems and 
unbalanced systems under various operating conditions. The results showed that the BSR 
method could generate optimal black start solutions in response to varying system 
operating conditions. The rolling-horizon procedure could reduce the computation time 
while sub-optimal solutions were generated. Then, the performance of the BSR method 
was evaluated through a series of extensive studies. The impact of selection of rolling-
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horizon parameters was presented and discussed. Finally, the BSR method was applied to 
various system operating conditions to quantitatively investigate the performance using 
three performance indices.  
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5 CONCLUSIONS AND FUTURE WORK 
 
5.1 Summary and Conclusions 
This dissertation presented and discussed a new black start restoration methodology, 
which can be applied to distribution systems and microgrids with distributed energy 
resources (DERs). The proposed black start service (BSR) method has several features 
that distinguish it from the existing methods. First, it formulates the black start restoration 
problem as a dynamic optimization problem, which allows to generate the black start 
sequence that can be implemented to restore a system sequentially. Second, it allows to 
form multiple microgrids in the system by grouping multiple DERs and loads and 
coordinate DERs within a same microgrid over a time period. Third, it addresses several 
practical concerns that are normally ignored in many of the existing methods, such as cold 
load pick up (CLPU) issues, unbalanced three-phase condition, ZIP load models, and DG 
unbalanced operating conditions.  
The new BSR method was formulated as a dynamic optimization problem with both 
continuous variables and discrete variables defined for multiple discrete time steps over a 
horizon. Both the objective function and constraints were formulated in the linear form, 
so the BSR model is a typical mixed-integer linear programming (MILP) model which 
can be effectively solved by commercial solvers. Furthermore, several linear models were 
developed and integrated into the BSR model to address the aforementioned practical 
issues. Specifically, the linear models CLPU loads and ZIP loads were proposed to 
approximate the load demand; A set of topological constraints were proposed to ensure 
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the physical connections among different components, as well as the tree topology during 
the restoration process; A linear model for approximating the current unbalance index was 
developed to ensure the three-phase DGs will not be overheated by the negative sequence 
current induced by unbalanced operating conditions.  
A framework was introduced to show how to implement the BSR model using various 
tools and software. In this dissertation research, the MILP problems were solved by the 
IBM CPLEX MILP solver. Since the BSR problem was formulated as a dynamic 
optimization problem, decision variables, state variables and constraints must be defined 
at each time step. Therefore, the problem size will become intractable when solving large-
scale systems over a long horizon. In order to reduce the computation time, the rolling-
horizon procedure was introduced. 
To illustrate how the new BSR method works, a set of case studies were presented and 
discussed. The new BSR method was applied to both balanced and unbalanced systems in 
response to varying system operating conditions. The capability of the BSR method to 
generate black start sequences and coordinate DERs was presented. The rolling-horizon 
procedure was shown to be able to reduce the computation time, while achieving optimal 
or suboptimal solutions. However, low-quality solutions were generated when the 
prediction horizon and the control horizon were not properly selected.  
To evaluate the performance of the BSR method under various operating conditions, 
a series of extensive studies were performed in this dissertation research. The extensive 
studies included evaluating the impact of the rolling-horizon parameters and the 
performance under varying system operating conditions, such as different loading 
 218 
 
conditions, PV and ESS penetrations, and DG parameters. Three performance indices 
were introduced, namely, total restored energy, optimal solution gap, and computation 
time. Firstly, the impact of rolling-horizon parameters was studied. It was found that the 
selection of the rolling-horizon parameters presented a significant impact on the 
performance of the BSR method. Specifically, using small decision time steps could limit 
the DG ramping capability, hence only allowing small loads to be restored. Similarly, 
heavily loading conditions required the system to be operated with limited margins, hence 
more computation time was needed for solving the MILP problem in CPLEX. The 
computation time was significantly reduced by using rolling-horizon procedure. Using 
rolling-horizon procedure with longer prediction horizons could achieve sub-optimal 
solutions and require much less computation time compared with single-horizon 
procedure. 
However, the rolling-horizon procedure cannot guarantee the feasibility of solutions. 
Stressed system operating conditions (e.g., slow DG ramp rate, small DG capacity, and 
heavy loaded system operating condition) resulted in not only extended computation time, 
but also infeasible solutions in some cases.  
5.2 Future Work 
As observed in the performance analysis, the BSR method implemented based on the 
rolling-horizon procedure generated infeasible solutions in some scenarios. Further 
studies should be conducted to propose a method for properly selecting the rolling-horizon 
parameters without conducting exhaustive case studies.  
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The BSR method could control DERs over multiple discrete time steps. This type of 
control could be seen as the secondary control for DER controllers, since the control 
signals were received periodically [100]. If the decision time step was large, the PV output 
and load demand fluctuations could result in infeasible solutions. Therefore, an integrated 
scheme that can coordinate primary control and secondary control for all controllable 
DERs should be developed.  
In this work, the BSR method can be applied to radial distribution systems and 
microgrids with DERs. However, some distribution systems are operated in mesh 
topology. A new system model formulation can be developed to enable the BSR method 
to handle meshed systems.  
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APPENDIX A BALANCED MODIFIED IEEE 123 NODE SYSTEM 
 
The balanced modified IEEE 123 node test system was modified based on the original 
IEEE 123 node system, which is a three-phase unbalanced system operated at 4.16 kV. 
The original system data is available in [140]. The original test system was modified using 
the similar method for the IEEE 13 node test system. The line impedances were modified 
by assuming perfectly transposed. For three-phase lines, the off-diagonal terms in the line 
impedance matrix were ignored, and the diagonal terms were equal to the average value 
of original diagonal values. For single-phase and two-phase lines, the missing phase(s) 
were added with the impedance being equal to the other phase(s). The voltage regulators 
were removed from the system. N150 was the slack bus. The voltage at N150 was 
regulated at 1.0 p.u. The transformers were replaced with lines, with the kVA capacity 
being equal to the kVA capacity of the original transformers, and the impedance being 
equal to the winding impedance of the transformers. All the lines were switchable. The 
single-line diagram and system parameters of the balanced modified IEEE 123 node test 
system are shown below.  
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DG
Voltage Regulator
Transformer
Switchable Line
Node
Substation Bus
 
Figure A.1. Single-line diagram of the balanced IEEE 123 Node Test System 
 
TABLE A.0.1. DG PARAMETERS OF BALANCED MODIFIED 123 NODE TEST SYSTEM 
Parameter DG1 DG2 DG3 DG3 DG3 DG3 DG3 DG3 
Node position 1 27 42 57 64 70 87 97 
FRR 5% 5% 5% 5% 5% 5% 5% 5% 
Pg
max (kW) 8e5 1000 1000 1000 1000 1000 1000 1000 
Pg
min (kW) 0 100 100 100 100 100 100 100 
Qg
max (kVar) 8e5 1000 1000 1000 1000 1000 1000 1000 
Qg
min (kVar)  -8e5 -800 -800 -800 -800 -800 -800 -800 
Pg
RAMP (kW/min) 1000 500 500 500 500 500 500 500 
Status 1 1/0 1/0 1/0 1/0 1/0 1/0 1/0 
 
TABLE A.0.2. LINE CONFIGURATION OF BALANCED MODIFIED 123 NODE TEST SYSTEM 
Configuration No. Resistance per mile (ohm) Reactance per mile (ohm) 
1 0.4576 1.078 
2 0.4666 1.0482 
3 0.4615 1.0651 
4 0.4615 1.0651 
5 0.4666 1.0482 
6 0.4576 1.0780 
7 0.4576 1.0780 
8 0.4576 1.0780 
9 1.3292 1.3475 
10 1.3292 1.3475 
11 1.3292 1.3475 
12 1.5209 0.7521 
13 0.01 0.01 
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TABLE A.0.3. LINE SEGMENT DATA OF BALANCED MODIFIED 123 NODE TEST SYSTEM 
Fro
m 
To 
Length 
(ft.) 
Config
. 
Fro
m 
To 
Length 
(ft.) 
Config
. 
Fro
m 
To 
Length 
(ft.) 
Config
. 
1 2 175 10 40 42 250 1 80 81 475 6 
1 3 250 11 42 43 500 10 81 82 250 6 
1 7 300 1 42 44 200 1 81 84 675 11 
3 4 200 11 44 45 200 9 82 83 250 6 
3 5 325 11 44 47 250 1 84 85 475 11 
5 6 250 11 45 46 300 9 86 87 450 6 
7 8 200 1 47 48 150 4 87 88 175 9 
8 12 225 10 47 49 250 4 87 89 275 6 
8 9 225 9 49 50 250 4 89 90 225 10 
8 13 300 1 50 51 250 4 89 91 225 6 
9 14 425 9 51 15
1 
500 4 91 92 300 11 
13 34 150 11 52 53 200 1 91 93 225 6 
13 18 825 2 53 54 125 1 93 94 275 9 
14 11 250 9 54 55 275 1 93 95 300 6 
14 10 250 9 54 57 350 3 95 96 200 10 
15 16 375 11 55 56 275 1 97 98 275 3 
15 17 350 11 57 58 250 10 98 99 550 3 
18 19 250 9 57 60 750 3 99 10
0 
300 3 
18 21 300 2 58 59 250 10 100 45
0 
800 3 
19 20 325 9 60 61 550 5 101 10
2 
225 11 
21 22 525 10 60 62 250 12 101 10
5 
275 3 
21 23 250 2 62 63 175 12 102 10
3 
325 11 
23 24 550 11 63 64 350 12 103 10
4 
700 11 
23 25 275 2 64 65 425 12 105 10
6 
225 10 
25 26 350 7 65 66 325 12 105 10
8 
325 3 
25 28 200 2 67 68 200 9 106 10
7 
575 10 
26 27 275 7 67 72 275 3 108 10
9 
450 9 
26 31 225 11 67 97 250 3 108 30
0 
1000 3 
27 33 500 9 68 69 275 9 109 11
0 
300 9 
28 29 300 2 69 70 325 9 110 11
1 
575 9 
29 30 350 2 70 71 275 9 110 11
2 
125 9 
30 25
0 
200 2 72 73 275 11 112 11
3 
525 9 
31 32 300 11 72 76 200 3 113 11
4 
325 9 
34 15 100 11 73 74 350 11 135 35 375 4 
35 36 650 8 74 75 400 11 150 14
9 
100 1 
35 40 250 1 76 77 400 6 149 1 300 1 
36 37 300 9 76 86 700 3 152 52 400 1 
36 38 250 10 77 78 100 6 160 67 350 6 
38 39 325 10 78 79 225 6 197 10
1 
250 3 
40 41 325 11 78 80 475 6     
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TABLE A.0.4. SPOT LOAD DATA OF BALANCED MODIFIED 123 NODE TEST SYSTEM 
Node P(kW) Q(kVar) Node P(kW) Q(kVar) Node P(kW) Q(kVar) Node P(kW) Q(kVar) 
1 13 6.67 33 35 25 65 13.3 6.67 97 13.3 6.67 
2 13 6.67 34 70 50 66 13.3 6.67 98 6.67 3.33 
3 13 6.67 35 35 25 67 13.3 6.67 99 13.3 6.67 
4 13 6.67 36 13.3 6.67 68 13.3 6.67 100 105 80 
5 13 6.67 37 6.67 3.33 69 6.67 3.33 101 6.67 3.33 
6 6.67 3.33 38 13.3 6.67 70 6.67 3.33 102 13.3 6.67 
7 13 6.67 39 13.3 6.67 71 6.67 3.33 103 13.3 6.67 
8 6.67 3.33 40 6.67 3.33 72 6.67 3.33 104 13.3 6.67 
9 13 6.67 41 6.67 3.33 73 13.3 6.67 105 13.3 6.67 
10 6.67 3.33 42 6.67 3.33 74 6.67 3.33 106 6.67 3.33 
11 13 6.67 43 6.67 3.33 75 13.3 6.67 107 6.67 3.33 
12 6.67 3.33 44 6.67 3.33 76 6.67 3.33 108 13.3 6.67 
13 13 6.67 45 13.3 6.67 77 13.3 6.67 109 13.3 6.67 
14 13 6.67 46 13.3 6.67 78 13.3 6.67 110 13.3 6.67 
15 13 6.67 47 13.3 6.67 79 6.67 3.33 111 13.3 6.67 
16 13 6.67 48 35 25 80 6.67 3.33 112 6.67 3.33 
17 13 6.67 49 13.3 6.67 81 6.67 3.33 113 13.3 6.67 
18 13 6.67 50 6.67 3.33 82 6.67 3.33 114 13.3 6.67 
19 13 6.67 51 13.3 6.67 83 6.67 3.33 135 6.67 3.33 
20 6.67 3.33 52 6.67 3.33 84 6.67 3.33 149 6.67 3.33 
21 6.67 3.33 53 13.3 6.67 85 6.67 3.33 150 13.3 6.67 
22 13 6.67 54 13.3 6.67 86 13.3 6.67 151 13.3 6.67 
23 13 6.67 55 6.67 3.33 87 6.67 3.33 152 13.3 6.67 
24 13 6.67 56 13.3 6.67 88 13.3 6.67 160 13.3 6.67 
25 13 6.67 57 105 80 89 13.3 6.67 197 6.67 3.33 
26 6.67 3.33 58 6.67 3.33 90 13.3 6.67 250 6.67 3.33 
27 6.67 3.33 59 13.3 6.67 91 35 25 251 6.67 3.33 
28 6.67 3.33 60 13.3 6.67 92 13.3 6.67    
29 6.67 3.33 61 13.3 6.67 93 6.67 3.33    
30 13 6.67 62 13.3 6.67 94 13.3 6.67    
31 6.67 3.33 63 6.67 3.33 95 6.67 3.33    
32 6.67 3.33 64 6.67 3.33 96 13.3 6.67    
 
 
TABLE A.0.5. CAPACITOR DATA OF BALANCED MODIFIED 123 NODE TEST SYSTEM 
Node kVAr 
83 200 
88 16.67 
90 16.67 
92 16.67 
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TABLE A.0.6. POWER FLOW FOR BALANCED MODIFIED 13 NODE SYSTEM: VOLTAGE MAGNITUDE AND ANGLE 
Node 
Magnitude 
(p.u.) 
Angle 
(degree) 
Node 
Magnitude 
(p.u.) 
Angle 
(degree) 
Node 
Magnitude 
(p.u.) 
Angle 
(degree) 
1 1 0 42 0.97702 -1.1 81 0.95793 -2 
2 0.99976 0 43 0.97687 -1.1 82 0.95786 -2 
3 0.99955 0 44 0.97671 -1.1 84 0.95728 -2 
7 0.99382 -0.3 45 0.9765 -1.1 83 0.95783 -2 
4 0.99943 0 47 0.97649 -1.1 85 0.95709 -2 
5 0.99932 0 46 0.97634 -1.1 87 0.95723 -2.1 
6 0.99917 0 48 0.97646 -1.1 88 0.95719 -2.1 
8 0.98976 -0.5 49 0.97633 -1.1 89 0.95686 -2.1 
12 0.98962 -0.5 50 0.9762 -1.1 90 0.95673 -2.1 
9 0.98935 -0.5 51 0.97613 -1.1 91 0.95667 -2.1 
13 0.98406 -0.8 117 0.9761 -1.1 92 0.95656 -2.1 
14 0.98865 -0.5 52 0.9794 -1 93 0.95656 -2.1 
34 0.98384 -0.8 53 0.97712 -1.1 94 0.95655 -2.1 
18 0.979 -1 54 0.97571 -1.2 95 0.95643 -2.1 
11 0.98849 -0.5 55 0.97564 -1.2 96 0.95632 -2.1 
10 0.98856 -0.5 57 0.97196 -1.3 98 0.96018 -1.9 
15 0.98369 -0.8 56 0.97562 -1.2 99 0.9598 -1.9 
16 0.98356 -0.8 58 0.97172 -1.3 100 0.95966 -1.9 
17 0.9835 -0.8 60 0.96435 -1.7 124 0.9594 -2 
19 0.97878 -1 59 0.97155 -1.3 101 0.95984 -1.9 
21 0.97816 -1 61 0.96424 -1.7 102 0.95964 -1.9 
20 0.97858 -1 62 0.96396 -1.7 105 0.95936 -2 
22 0.97782 -1 63 0.96371 -1.7 103 0.95942 -1.9 
23 0.97761 -1.1 64 0.96338 -1.7 104 0.95904 -2 
24 0.9776 -1.1 65 0.96305 -1.7 106 0.95926 -2 
25 0.97706 -1.1 66 0.9629 -1.7 108 0.95892 -2 
26 0.97669 -1.1 67 0.96127 -1.9 107 0.95919 -2 
28 0.97693 -1.1 68 0.96102 -1.9 109 0.95802 -2 
27 0.97657 -1.1 72 0.96008 -1.9 122 0.95873 -2 
31 0.97657 -1.1 97 0.96038 -1.9 110 0.95748 -2 
33 0.97633 -1.1 69 0.96086 -1.9 111 0.95721 -2 
29 0.97681 -1.1 70 0.9608 -1.9 112 0.95737 -2 
30 0.97675 -1.1 71 0.96077 -1.9 113 0.95718 -2 
121 0.97675 -1.1 73 0.95972 -1.9 114 0.95716 -2 
32 0.97653 -1.1 76 0.95936 -2 115 0.979 -1 
35 0.97797 -1 74 0.95946 -1.9 116 0.99988 0 
36 0.97761 -1.1 75 0.95924 -1.9 118 0.98406 -0.8 
40 0.97744 -1.1 77 0.95874 -2 119 0.96435 -1.7 
37 0.97759 -1.1 86 0.95801 -2 120 0.96038 -1.9 
38 0.97735 -1.1 78 0.95861 -2 125 0.96424 -1.7 
39 0.9772 -1.1 79 0.9586 -2 123 0.95873 -2 
41 0.97723 -1.1 80 0.95811 -2    
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TABLE A.0.7. POWER FLOW FOR BALANCED MODIFIED 13 NODE SYSTEM: VOLTAGE MAGNITUDE AND ANGLE 
Fro
m 
To 
Current 
(A) 
Angle 
(degre
e) 
Fro
m 
To 
Current 
(A) 
Angle 
(degree) 
Fro
m 
To 
Current 
(A) 
Angle 
(degree) 
1 2 304.412 -26.58 40 42 24.0554 -27.69 80 81 13.8891 -28.61 
1 3 12.86 -26.58 42 43 2.09071 -27.66 81 82 4.00902 -28.6 
1 7 287.305 -28.03 42 44 21.8006 -27.69 81 84 6.88651 -28.61 
3 4 4.21891 -26.58 44 45 7.44056 -27.68 82 83 1.709 -28.6 
3 5 4.84684 -26.58 44 47 12.5415 -27.7 84 85 2.84649 -28.61 
5 6 4.25531 -26.58 45 46 3.79134 -27.68 86 87 24.823 -28.66 
7 8 284.344 -28.04 47 48 2.33479 -27.69 87 88 1.39006 -28.63 
8 12 4.53869 -27.05 47 49 9.31592 -27.7 87 89 18.9727 -28.66 
8 9 12.9647 -27.07 49 50 7.19143 -27.7 89 90 3.66721 -28.65 
8 13 266.384 -28.11 50 51 4.10951 -27.7 89 91 11.6219 -28.67 
9 14 11.6543 -27.07 51 151 0.72668 -27.7 91 92 2.76319 -28.66 
13 34 10.7651 -27.33 52 53 159.875 -28.45 91 93 7.00762 -28.67 
13 18 87.5125 -27.65 53 54 158.56 -28.45 93 94 0.262538 -28.67 
14 11 4.5091 -27.07 54 55 3.90146 -27.73 93 95 6.37595 -28.67 
14 10 2.5752 -27.07 54 57 151.417 -28.49 95 96 3.79259 -28.67 
15 16 2.29717 -27.33 55 56 0.775864 -27.73 97 98 10.3323 -28.51 
15 17 3.7878 -27.33 57 58 6.98575 -27.91 98 99 9.70256 -28.51 
18 19 6.36189 -27.57 57 60 143.861 -28.52 99 100 6.94385 -28.52 
18 21 40.063 -27.65 58 59 4.59836 -27.91 100 450 4.66703 -28.52 
19 20 4.35604 -27.57 60 61 2.84778 -28.28 101 102 6.27736 -28.51 
21 22 4.56771 -27.61 60 62 11.7672 -28.27 101 105 24.5136 -28.56 
21 23 31.7252 -27.66 62 63 10.6865 -28.27 102 103 4.64208 -28.52 
23 24 0.170047 -27.63 63 64 7.05768 -28.27 103 104 3.85521 -28.52 
23 25 28.4328 -27.67 64 65 5.82509 -28.27 105 106 3.36865 -28.53 
25 26 14.9936 -27.68 65 66 3.37953 -28.27 105 108 19.6349 -28.57 
25 28 9.39377 -27.66 67 68 8.69246 -28.44 106 107 0.803883 -28.53 
26 27 6.60163 -27.68 67 72 61.4619 -28.6 108 109 14.0456 -28.58 
26 31 3.94047 -27.67 67 97 50.5363 -28.53 108 300 2.66715 -28.56 
27 33 3.36632 -27.68 68 69 4.04593 -28.44 109 110 12.7678 -28.58 
28 29 5.78322 -27.67 69 70 1.39494 -28.44 110 111 3.35163 -28.58 
29 30 2.24183 -27.67 70 71 0.723325 -28.44 110 112 6.23631 -28.58 
30 250 0.372568 -27.67 72 73 9.26287 -28.5 112 113 2.59869 -28.58 
31 32 0.816019 -27.67 72 76 50.9506 -28.62 113 114 0.407642 -28.58 
34 15 10.6145 -27.33 73 74 5.18515 -28.5 135 35 39.3243 -27.67 
35 36 7.91424 -27.63 74 75 3.95148 -28.51 150 149 4.25212 153.43 
35 40 30.0919 -27.68 76 77 22.2749 -28.59 149 1 163.461 -28.43 
36 37 0.462512 -27.63 76 86 27.4941 -28.65 152 52 125.005 -28.55 
36 38 7.23188 -27.63 77 78 17.7631 -28.6 160 67 30.8487 -28.55 
38 39 3.30988 -27.64 78 79 0.954658 -28.56 197 101 167.367 -28.4 
40 41 4.52632 -27.64 78 80 15.109 -28.6     
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APPENDIX B UNBALANCED MODIFIED IEEE 123 NODE SYSTEM 
 
Three-phase unbalanced modified IEEE 123 node system was modified based on the 
original IEEE 123 node test feeder. The system has some voltage drop problems, which 
can be potentially caused by heavily loading conditions [140]. A set of switches and DGs 
were added to the system. All the original lines, nodes, transformers, regulators, capacitor 
banks, and unbalanced loads were kept. The single-line diagram is shown in Figure B.1. 
Buses are represented by dots, and the substation bus (bus 150) is represented by a bar. 
Three-phase, two-phase, and single-phase lines are represented by black, yellow, and 
green wires, respectively. There are a total of 46 switchable lines and 4 voltage regulators 
in the system. Each voltage regulator was equipped with switches on both sides. A line is 
switchable by installing a switch, which is represented by a square on the line. All the 
component parameters are given in TABLE B.0.1 to TABLE B.0.7. TABLE B.0.8 lists 
the CLPU parameters for different types of loads. The parameters were derived from the 
guided CLPU ratio specified in IEEE Standard C57.91-2011 [145]. 
Seven DGs were added to the system, and their parameters are summarized in TABLE 
B.0.1. “Status” indicates the type of DGs, where “1” indicates that the DG is a black start 
DG; “1/0” indicates that the DG is a non-black start DG but can be started by external 
sources; and “0” represents that the DG is not available for participating in the service 
restoration. The locations of DGs and switchable lines are arbitrarily assigned. 
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Figure B.1. Single-line diagram of unbalanced IEEE 123 Node Test System 
 
TABLE B.0.1. PARAMETERS OF DGS ADDED TO THE UNBALANCED MODIFIED 123 NODE TEST SYSTEM 
Parameters DG13 DG18 DG25 DG47 DG60 DG77 DG105 
Node position 13 18 25 47 60 77 105 
Pg
max (MW) 0.9 1.05 1.2 1.5 1.2 0.8 1.5 
Pg
min (MW) 0.09 0.1 0.12 0.15 0.12 0.12 0.15 
Qg
max (MVar) 0.7 0.8 0.9 1.2 0.9 0.3 1.2 
Qg
min (MVar)  -0.5 -0.5 -0.6 -0.9 -0.6 -0.3 -0.9 
Pg
R(MW/sec) 0.5 0.4 0.3 0.2 0.3 0.5 0.6 
CUF (%) 100% 20% 10% 10% 20% 10% 100% 
MLS (%) 80% 70% 80% 60% 50% 60% 80% 
Status 1 1 0 1/0 1 1/0 1 
 
There are a total of 85 loads and 4 capacitors in the test system. The controllability is 
indicated in TABLE B.0.2, where a load is named by the letter “L” followed by a subscript 
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and a bus number, and a capacitor is named by the letter “C” followed by a subscript and 
the bus number. For simplicity’s sake, the weight factor is assumed to be 1.0 for each load. 
If there are critical loads in the system, larger weight factors must be assigned to these 
critical loads, in order to restore them prior to other loads.  The subscript “1” indicates that 
the load is directly connected to the bus, “1/0” indicates that the load can be remotely 
switched on or off, and “0” indicates that the load cannot be restored for some reasons. 
Switchable lines are named by the letter “S” with the superscript and the subscript as the 
“from bus” and “to bus”, respectively. 
 
TABLE B.0.2. CONTROLLABILITY OF COMPONENTS IN THE UNBALANCED MODIFIED IEEE 123 NODE TEST SYSTEM 
Controllability of 
Components 
Components 
Switchable Lines 
𝑆13
8 , 𝑆18
13, 𝑆21
18, 𝑆25
23, 𝑆28
25, 𝑆29
28, 𝑆250
30 , 𝑆42
40, 𝑆47
44, 𝑆49
47, 𝑆60
57, 
𝑆61
60, 𝑆62
60, 𝑆64
63, 𝑆72
67, 𝑆77
76, 𝑆78
77, 𝑆81
80, 𝑆89
87, 𝑆93
91, 𝑆99
98, 𝑆450
100, 
𝑆105
101, 𝑆108
105, 𝑆300
108, 𝑆48
30, 𝑆42
23, 𝑆151
64 , 𝑆101
63 , 𝑆61
56, 𝑆152
13 , 𝑆135
18 , 
𝑆160
60 , 𝑆197
97 , 𝑆350
300, 𝑆51
50, 𝑆151
51 , 𝑆53
52, 𝑆54
53, 𝑆55
54, 𝑆57
54, 𝑆82
81, 
𝑆149
1 , 𝑆610
76 , 𝑆94
54, 𝑆151
108 
Loads 
L11, L12, L24, L15, L16, L17, L19, L110, L111, L112, 
L1/016, L1/017, L1/019, L1/020, L122, L124, L128, L129, 
L130, L131, L132, L133, L1/034, L135, L137, L138, L139, 
L141, L1/042, L143, L145, L1/046, L147, L148, L149, 
L150, L151, L152, L153, L1/055, L1/056, L158, L159, 
L1/060, L162, L163, L164, L165, L166, L168, L169, L170, 
L171, L173, L174, L175, L176, L177, L179, L180, L182, 
L183, L184, L185, L186, L187, L188, L190, L192, L1/094, 
L1/095, L1/096, L198, L199, L1100, L1102, L1103, L1104, 
L1/0106, L1/0107, L1109, L1111, L1112, L1113, L1114, 
Capacitor Banks C1/083, C1/088, C1/090, C1/092 
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TABLE B.0.3. LINE SEGMENT DATA OF UNBALANCED MODIFIED 123 NODE TEST SYSTEM 
Fro
m 
To 
Length 
(ft.) 
Config
. 
Fro
m 
To 
Length 
(ft.) 
Config
. 
Fro
m 
To 
Length 
(ft.) 
Config
. 
1 2 175 10 40 42 250 1 80 81 475 6 
1 3 250 11 42 43 500 10 81 82 250 6 
1 7 300 1 42 44 200 1 81 84 675 11 
3 4 200 11 44 45 200 9 82 83 250 6 
3 5 325 11 44 47 250 1 84 85 475 11 
5 6 250 11 45 46 300 9 86 87 450 6 
7 8 200 1 47 48 150 4 87 88 175 9 
8 12 225 10 47 49 250 4 87 89 275 6 
8 9 225 9 49 50 250 4 89 90 225 10 
8 13 300 1 50 51 250 4 89 91 225 6 
9 14 425 9 51 15
1 
500 4 91 92 300 11 
13 34 150 11 52 53 200 1 91 93 225 6 
13 18 825 2 53 54 125 1 93 94 275 9 
14 11 250 9 54 55 275 1 93 95 300 6 
14 10 250 9 54 57 350 3 95 96 200 10 
15 16 375 11 55 56 275 1 97 98 275 3 
15 17 350 11 57 58 250 10 98 99 550 3 
18 19 250 9 57 60 750 3 99 10
0 
300 3 
18 21 300 2 58 59 250 10 100 45
0 
800 3 
19 20 325 9 60 61 550 5 101 10
2 
225 11 
21 22 525 10 60 62 250 12 101 10
5 
275 3 
21 23 250 2 62 63 175 12 102 10
3 
325 11 
23 24 550 11 63 64 350 12 103 10
4 
700 11 
23 25 275 2 64 65 425 12 105 10
6 
225 10 
25 26 350 7 65 66 325 12 105 10
8 
325 3 
25 28 200 2 67 68 200 9 106 10
7 
575 10 
26 27 275 7 67 72 275 3 108 10
9 
450 9 
26 31 225 11 67 97 250 3 108 30
0 
1000 3 
27 33 500 9 68 69 275 9 109 11
0 
300 9 
28 29 300 2 69 70 325 9 110 11
1 
575 9 
29 30 350 2 70 71 275 9 110 11
2 
125 9 
30 25
0 
200 2 72 73 275 11 112 11
3 
525 9 
31 32 300 11 72 76 200 3 113 11
4 
325 9 
34 15 100 11 73 74 350 11 135 35 375 4 
35 36 650 8 74 75 400 11 150 14
9 
100 1 
35 40 250 1 76 77 400 6 149 1 300 1 
36 37 300 9 76 86 700 3 152 52 400 1 
36 38 250 10 77 78 100 6 160 67 350 6 
38 39 325 10 78 79 225 6 197 10
1 
250 3 
40 41 325 11 78 80 475 6     
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TABLE B.0.4. LOAD DATA OF UNBALANCED MODIFIED 123 NODE TEST SYSTEM 
Nod
e Load 
Ph-
1 Ph-1 
Ph-
2 Ph-2 
Ph-
3 Ph-4 
Nod
e Load 
Ph-
1 Ph-1 
Ph-
2 Ph-2 
Ph-
3 Ph-4 
 
Mode
l kW 
kVA
r kW 
kVA
r kW 
kVA
r  
Mode
l kW 
kVA
r kW 
kVA
r kW 
kVA
r 
1 Y-PQ 40 20 0 0 0 0 60 Y-PQ 20 10 0 0 0 0 
2 Y-PQ 0 0 20 10 0 0 62 Y-Z 0 0 0 0 40 20 
4 Y-PQ 0 0 0 0 40 20 63 Y-PQ 40 20 0 0 0 0 
5 Y-I 0 0 0 0 20 10 64 Y-I 0 0 75 35 0 0 
6 Y-Z 0 0 0 0 40 20 65 D-Z 35 25 35 25 70 50 
7 Y-PQ 20 10 0 0 0 0 66 Y-PQ 0 0 0 0 75 35 
9 Y-PQ 40 20 0 0 0 0 68 Y-PQ 20 10 0 0 0 0 
10 Y-I 20 10 0 0 0 0 69 Y-PQ 40 20 0 0 0 0 
11 Y-Z 40 20 0 0 0 0 70 Y-PQ 20 10 0 0 0 0 
12 Y-PQ 0 0 20 10 0 0 71 Y-PQ 40 20 0 0 0 0 
16 Y-PQ 0 0 0 0 40 20 73 Y-PQ 0 0 0 0 40 20 
17 Y-PQ 0 0 0 0 20 10 74 Y-Z 0 0 0 0 40 20 
19 Y-PQ 40 20 0 0 0 0 75 Y-PQ 0 0 0 0 40 20 
20 Y-I 40 20 0 0 0 0 76 D-I 105 80 70 50 70 50 
22 Y-Z 0 0 40 20 0 0 77 Y-PQ 0 0 40 20 0 0 
24 Y-PQ 0 0 0 0 40 20 79 Y-Z 40 20 0 0 0 0 
28 Y-I 40 20 0 0 0 0 80 Y-PQ 0 0 40 20 0 0 
29 Y-Z 40 20 0 0 0 0 82 Y-PQ 40 20 0 0 0 0 
30 Y-PQ 0 0 0 0 40 20 83 Y-PQ 0 0 0 0 20 10 
31 Y-PQ 0 0 0 0 20 10 84 Y-PQ 0 0 0 0 20 10 
32 Y-PQ 0 0 0 0 20 10 85 Y-PQ 0 0 0 0 40 20 
33 Y-I 40 20 0 0 0 0 86 Y-PQ 0 0 20 10 0 0 
34 Y-Z 0 0 0 0 40 20 87 Y-PQ 0 0 40 20 0 0 
35 D-PQ 40 20 0 0 0 0 88 Y-PQ 40 20 0 0 0 0 
37 Y-Z 40 20 0 0 0 0 90 Y-I 0 0 40 20 0 0 
38 Y-I 0 0 20 10 0 0 92 Y-PQ 0 0 0 0 40 20 
39 Y-PQ 0 0 20 10 0 0 94 Y-PQ 40 20 0 0 0 0 
41 Y-PQ 0 0 0 0 20 10 95 Y-PQ 0 0 20 10 0 0 
42 Y-PQ 20 10 0 0 0 0 96 Y-PQ 0 0 20 10 0 0 
43 Y-Z 0 0 40 20 0 0 98 Y-PQ 40 20 0 0 0 0 
45 Y-I 20 10 0 0 0 0 99 Y-PQ 0 0 40 20 0 0 
46 Y-PQ 20 10 0 0 0 0 100 Y-Z 0 0 0 0 40 20 
47 Y-I 35 25 35 25 35 25 102 Y-PQ 0 0 0 0 20 10 
48 Y-Z 70 50 70 50 70 50 103 Y-PQ 0 0 0 0 40 20 
49 Y-PQ 35 25 70 50 35 20 104 Y-PQ 0 0 0 0 40 20 
50 Y-PQ 0 0 0 0 40 20 106 Y-PQ 0 0 40 20 0 0 
51 Y-PQ 20 10 0 0 0 0 107 Y-PQ 0 0 40 20 0 0 
52 Y-PQ 40 20 0 0 0 0 109 Y-PQ 40 20 0 0 0 0 
53 Y-PQ 40 20 0 0 0 0 111 Y-PQ 20 10 0 0 0 0 
55 Y-Z 20 10 0 0 0 0 112 Y-I 20 10 0 0 0 0 
56 Y-PQ 0 0 20 10 0 0 113 Y-Z 40 20 0 0 0 0 
58 Y-I 0 0 20 10 0 0 114 Y-PQ 20 10 0 0 0 0 
59 Y-PQ 0 0 20 10 0 0         
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TABLE B.0.5. LINE CONFIGURATION OF UNBALANCED MODIFIED IEEE 123 NODE TEST SYSTEM 
Config. Impedance (ohm per mile)  Config. Impedance (ohm per mile)  
1 
0.4576+j1.0780   0.1560+j0.5017   0.1535+j0.3849 
                            0.4666+j1.0482   0.1580+j0.4236 
                                                        0.4615+j1.0651 
7 
0.4576+j1.0780   0.0000+j 0.0000   0.1535+j 0.3849 
                             0.0000+j 0.0000   0.0000+j 0.0000 
                                                          0.4615+j 1.0651 
2 
0.4666+j1.0482   0.1580+j 0.4236   0.1560+j 0.5017 
                            0.4615+j 1.0651   0.1535+j 0.3849 
                                                          0.4576+j 1.0780 
8 
0.4576+j1.0780   0.1535+j 0.3849   0.0000+j 0.0000 
                             0.4615+j 1.0651   0.0000+j 0.0000 
                                                          0.0000+j 0.0000 
3 
0.4615+j1.0651   0.1535+j 0.3849   0.1580+j 0.4236 
                            0.4576+j 1.0780   0.1560+j 0.5017 
                                                         0.4666+j 1.0482 
9 
1.3292+j1.3475   0.0000+j 0.0000   0.0000+j 0.0000 
                            0.0000+j 0.0000   0.0000+j 0.0000 
                                                         0.0000+j 0.0000 
4 
0.4615+j1.0651   0.1580+j0.4236   0.1535+j 0.3849 
                            0.4666+j 1.0482   0.1560+j 0.5017 
                                                         0.4576+j 1.0780 
10 
0.0000+j0.0000   0.0000+j 0.0000   0.0000+j 0.0000 
                            1.3292+j 1.3475   0.0000+j 0.0000 
                                                          0.0000+j 0.0000 
5 
0.4666+j1.0482   0.1560+j 0.5017   0.1580+j 0.4236 
                            0.4576+j 1.0780   0.1535+j 0.3849 
                                                         0.4615+j 1.0651 
11 
0.0000+j0.0000   0.0000+j 0.0000   0.0000+j 0.0000 
                             0.0000+j 0.0000   0.0000+j 0.0000 
                                                          1.3292+j 1.3475 
6 
0.4576+j1.0780   0.1535+j 0.3849   0.1560+j 0.5017 
                            0.4615+j 1.0651   0.1580+j 0.4236 
                                                         0.4666+j 1.0482 
12 
1.5209+j0.7521   0.5198+j 0.2775   0.4924+j 0.2157 
                             1.5329+j 0.7162   0.5198+j 0.2775 
                                                           1.5209+j 0.7521 
 
TABLE B.0.6. TRANSFORMER (XFM) AND REGULATOR (RG) DATA OF UNBALANCED MODIFIED 123 NODE TEST 
SYSTEM 
 kVA kV-high kV-low R - % X - % 
Tap Position 
(Phase A,B,C) 
Substation 5,000 115 - D 
4.16 Gr-
W 
1 8 
N/A 
XFM - 1 150 4.16 - D .480 - D 1.27 2.72 N/A 
RG 150-149 - 4.16 4.16 3 7.5 7,7,7 
RG 9-14 - 4.16 4.16 1 2 8,1,5 
RG 25-26 - 4.16 4.16 1 2 0, N/A, -1 
RG 160-67 - 4.16 4.16 1 2 -1, N/A, N/A 
 
TABLE B.0.7. CAPACITOR DATA OF UNBALANCED MODIFIED 123 NODE TEST SYSTEM 
Node Ph-A (kVAr) Ph-B (kVAr) Ph-C (kVAr) 
83 200 200 200 
88 50 – – 
90 – 50 – 
92 – – 50 
Total 250 250 250 
 
TABLE B.0.8. LOAD PARAMETERS OF UNBALANCED MODIFIED IEEE 13 NODE TEST FEEDER 
Load Type Sl
U/Sl
D 𝐷𝑙(min) 𝛼𝑙 
Residential  2.5/1.0 3 0.3 
Commercial 2.0/1.0 3 0.5 
Industrial  1.5/1.0 3 0.8 
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TABLE B.0.9. ESS PARAMETERS OF UNBALANCED MODIFIED IEEE 123 NODE TEST FEEDER 
Parameter ESS 
Node position On each load 
𝐸𝑒
𝐸𝑆𝑆_𝑅  40 kWh  
𝜌𝑒
𝑚𝑖𝑛  10 % 
𝜌𝑒
𝑚𝑎𝑥   100 % 
𝜂𝑒
𝐶  0.90 
𝜂𝑒
𝐷  0.90 
𝑃𝑒
𝐶_𝑚𝑖𝑛/𝑃𝑒
𝐶_𝑚𝑎𝑥   0/400 kW 
𝑄𝑒
𝐶_𝑚𝑖𝑛/𝑄𝑒
𝐶_𝑚𝑎𝑥   0/200 kVar 
𝑃𝑒
𝐷_𝑚𝑖𝑛/𝑃𝑒
𝐷_𝑚𝑎𝑥   0/400 kW 
𝑄𝑒
𝐷_𝑚𝑖𝑛/𝑄𝑒
𝐷_𝑚𝑎𝑥  0/200 kVar 
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APPENDIX C SIMULATION SETUP 
 
Restoration solutions can be validated in OpenDSS, which is an open-source three-
phase AC power flow simulator developed by The Electric Power Research Institute 
(EPRI) [142]. The simulation setup is illustrated in Figure C.1. The information of the test 
distribution systems (e.g., DG data, line data, load data, transformer data) is stored in 
Microsoft Office Excel documents and OpenDSS documents. Additional Excel 
documents containing solar data, wind data and CLPU parameters can be accessed by both 
MATLAB and OpenDSS. MATLAB runs the BSR algorithm after importing the system 
information from the Excel documents. The restoration solution, which represents a 
sequence of control actions, will be translated into the OpenDSS commands through the 
component object model (COM) interface. Then OpenDSS solves a sequence of steady-
state power flow problems specified by restoration solutions, and export power flow 
results (e.g., voltage magnitude and line power) to Excel documents. Next, various steady-
state constraints can be validated in MATLAB.  
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Figure C.1. Simulation setup for validating steady-state constraints 
 
Dynamic security constraints can be checked in PSCAD/EMTDC, which is a time 
domain simulation program for simulating electromagnetic behaviors of power systems. 
PSCAD can simulate three-phase unbalanced systems with capability of convenient data 
input/output, and complete component library, which include typical DER models such as 
diesel generator, wind turbine, solar panel, and energy storage. The simulation setup for 
checking dynamic security constraints is shown in Figure C.2. Similar to the simulation 
setup in Figure C.1, MATLAB will import system information from Excel documents, 
and generate restoration solutions. Various control actions in the restoration solutions can 
be exported to Excel documents, and executed in PSCAD.  
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Figure C.2. Simulation setup for validating dynamic security constraints 
 
