Abstract-A novel neural network based technique, called "data strip mining" extracts predictive models from data sets which have a large number of potential inputs and comparatively few data points. This methodology uses neural network sensitivity analysis to determine which predictors are most significant in the problem. Neural network sensitivity analysis holds all but one input to a trained neural network constant while varying each input over its entire range to determine its effect on the output. The least sensitive variables are iteratively removed from the input set. For each iteration, model cross-validation uses multiple splits of training and validation data to determine an estimate of the model's ability to predict the output for data points not used during training. Elimination of variables through neural network sensitivity analysis and predicting performance through model cross-validation allows the analyst to reduce the number of inputs and improve the model's predictive ability at the same time. This paper illustrates this technique using a cartoon problem from classical physics. It then demonstrates its effectiveness on a pair of challenging problems from combinatorial chemistry with over 400 potential inputs each. For these data sets, model selection by neural sensitivity analysis outperformed other variable selection methods including forward selection and a genetic algorithm.
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I. INTRODUCTION
T HE PURPOSE of this paper is to introduce and illustrate a neural network methodology for solving problems with many more free parameters than data points to support them-"data strip mining problems." Section II further defines this class of problems. Section III introduces an illustrative cartoon problem from classical physics as a sample data strip mining problem for this methodology to solve. Since a theoretical model for this problem already exists, it will serve as a benchmark to demonstrate how closely a neural model approximates the theoretical model. The solution depends on two subordinate methodologies. The first is neural network sensitivity analysis, described in Section IV. This process determines the most important variables in a system by successively holding all but one input constant and varying the other over its range of values to observe its effect on the system. It then eliminates a fraction of the least sensitive inputs from the system. At each step, cross-validation is used to estimate the performance of the model with the remaining inputs. The model cross-validation technique explained in Section V first produces an estimate of the ideal training error at which to stop training the network before using it for prediction on data outside the training set. This ideal training error stop point, further described in Section V-C, is a new extension of the early stopping procedure to cross-validated models, which allows a network with many free parameters to train on a small data set and still give good prediction. The cross-validation methodology then divides the data into multiple training and validation sets in order to generate more observations of prediction error than one split would produce. These individual error predictions produce a correlation coefficient between the predicted values and the actual values in the test set. Model comparison uses a statistic explained in Section V-B. Section VI proposes an automatic and repetitive process of sensitivity analysis, variable reduction, cross-validation, and model comparison which produces, using fully connected feed-forward neural networks trained by backpropagation [1] , an estimation of the highest performing input set for the problem. This methodology produced good results on the sample problem from classical physics and on two challenging problems, described in Section VII, from combinatorial chemistry with over 400 inputs each and as few as 66 data points. It reduced the input variable sets to smaller subsets and produced neural network models with good predictive ability. In each case, the neural model produced a significantly smaller mean prediction error than a linear model for which forward selection [2] generated the input variables. In addition, the neural models selected using neural sensitivity analysis outperformed neural models whose inputs were selected using both linear forward selection and a genetic algorithm.
II. THE STANDARD DATA MINING PROBLEM AND "DATA STRIP MINING"
Data mining is the exploration and analysis, by automatic or semiautomatic means, of large quantities of data in order to discover meaningful patterns and rules [3] . This paper's authors define the standard data mining problem as a multivariate regression or classification problem for which the analyst has many candidate inputs from which to choose. Furthermore, the analyst should not only build a model which predicts or classifies well, he or she should also be able to explain to some degree how and why the model works.
1) First, an input variable analysis should be performed to evaluate which inputs contribute most to the desired regression or classification model. The goal is to narrow a large number of potential inputs into a smaller subset which offers good prediction. This step is very important because excess variables in the model cause two problems. In many models, excess variables cause the parameter estimation methodology to fit the model to excess data which actually has no predictive value (over-fitting). If one were attempting to build a model which predicted a person's heart attack risk, the day of the week on which a person was born would not enhance the model's predictive capabilities. If the model builder did include birth day of the week in the model, the parameter estimation methodology, given a small number of data points, could build a coincidental correlation between days of the week and coronary risk into the predictive model. If the modeling paradigm had enough freedom, it may even attempt to force the model to overfit this day of the week data for this data set. The second problem of excess variables is that they make the model more difficult to explain. Some practices to reduce predictor variables include correlation analysis, all possible regressions [4] , stepwise regression [2] , factor analysis such as principal components [5] , and intuition. However, these methods break down as the number of candidate variables becomes very large or if the problem is highly nonlinear. 2) Second, a predictive model should be built. There are many methods for this, all with some advantages and disadvantages. Linear models, if applicable, are easily explainable. As predicted properties become more complex, nonlinear models such a neural networks offer better predictive power. This step should also include an evaluation of how well the model predicts or classifies on data it has not seen before. 3) Finally, the model should have explanatory facilities. End users will be less likely to accept and use a model that cannot be understood, especially if the results are counterintuitive. This is a very difficult challenge for complex nonlinear models. The methods introduced in this paper reveal the most important variables and their effects on the system. This is a first step to formulating univariate and multivariate rules to govern its behavior. As the number of potential inputs to the model becomes large, and as the number of data observations becomes small, the problem takes on an additional challenge. For most modeling methodologies, there are no longer enough data points to support the number of inputs. Models become difficult to manage and maintain in many dimensions. If the model must also explain, the sheer number of possible interactions bedevils human intuition. The most obvious solution would be to get more data, but this is not always possible. Data points may be very expensive to obtain, or the conditions under which the data was taken may no longer be available. In this case, the modeler is challenged to obtain as much information out of the data and available variables as possible. A data strip mining problem is pivoted in the sense that there are more variables than data points to support them.
The authors of this paper term modeling this type of pivoted problem explicitly as data strip mining. Typical data mining problems are much like a ground mine. The prospectors do not The model attempts to predict for how many seconds the box will slide along the ground once it reaches the bottom of the ramp. need to figure out where to look. The inputs to the model have already been identified. They go to the same hole and dig deeper, gathering vast numbers of data points to produce a better model. Strip miners must constantly search the space of potential inputs to find combinations which provide good prediction. Furthermore, the data points they use to do this are limited. They cannot dig deeper to get more data. They must use what is available near the surface.
This paper presents a neural network methodology which iteratively performs the steps of this data mining cycle. It builds a complex model of the system with all possible inputs. It then performs sensitivity analysis on that model to eliminate some of the inputs which seem to have little effect. A new model is built with this subset, and the process repeats itself. It also evaluates the predictive ability of each model along the way so that the model builder knows when further simplification eliminates needed variables and reduces predictive ability. Finally, this variable reduction scheme, along with the sensitivity analysis, is an initial step in explaining the model.
III. CARTOON EXAMPLE-WHAT IF SIR ISAAC NEWTON USED NEURAL NETWORKS?
The physics problem shown in Fig. 1 illustrates the strip data mining approach to a problem for which a theoretical model already exists and may serve as a benchmark. Suppose Sir Isaac Newton had access to a personal computer and neural network software. He may have chosen to build data-driven models for his laws of classical physics. Suppose further that after conducting experiments and gathering ten data points, his watch broke, and he was forced to develop a model using only those data points. In his ten experiments, he released a box on a ramp equipped with rollers such that friction on the ramp was negligible. He wanted to build a model to predict how long the box would slide once it reached the ground at the bottom of the ramp before coming to rest. Since his laws were undeveloped, he took data for several variables which he hypothesized to be important in this problem. These included -the length of the ramp, -the angle formed by the ramp and the ground, -the coefficient of kinetic friction between the box and the ground, -the hour at which the measurements were taken, -the temperature when the measurements were taken, and -the mass of the box. He also recorded -the length of time in seconds the box slid along the ground before coming to rest. These data, simulated by the authors, are shown in Table I . Note that, (5) will show, only depends on , and . The other variables are potential inputs which may be correlated with the output but are actually not important in our problem. For reference purposes, a random variable ( ) was also added to the data. The model development methodology of Section IV will filter the unnecessary variables from the model. This system is actually governed by a few laws of classical physics. We must determine the time ( ) at which the velocity of the box becomes zero. This is a function of its velocity at the bottom of the ramp ( ) and its rate of deceleration ( ) (1) Solving for at (2) The velocity of the box at the bottom of the ramp is governed by the following equation: (3) where is the acceleration of due to gravity (9.8 m/sec ). To determine the box's deceleration, we begin with the fundamental relationship . In this case, the force is the force due to friction . Therefore (4) Substituting (3) for and (4) for into (2), the desired model for how long the box slides becomes (5) This is the relationship which Newton's neural model will attempt to find using his ten experimental data points.
IV. VARIABLE REDUCTION THROUGH NEURAL NETWORK SENSITIVITY ANALYSIS
Neural network sensitivity analysis is the analysis of the system responses generated in the output layer of a neural network by changing the inputs going into the input layer [6] . It is hypothesized that a neural network, given a large set of input variables, will adjust its free parameters during training such that the most important variables in the problem will be the most sensitive.
Three different measures for sensitivity are proposed. The first is simply the sensitivity according to range . Consider the sensitivity results for the fictitious system in Fig. 2 . The output of the system is shown for levels of a particular input varied within its allowable range. For this system, the sensitivity according to range is determined by . A second possible measure is the variance produced in the output when the input is moved through its entire range. This is the sensitivity according to variance . A third possible measure for sensitivity is the average gradient over all the intervals. This is the sensitivity according to gradient . The results in Fig. 2 show that all three measures capture the higher sensitivity of variable 2 compared to variable 1. However, only and capture the higher sensitivity variable 3 compared to variable 2. The analysis in this paper uses .
This paper proposes the following simple methodology for performing neural sensitivity analysis. Once a network has been trained on a large set of input variables, calculate an average value for each input variable. Then, holding all variables but one at a time at their average levels, vary the one input over its entire range and compute the variability produced in the net outputs. Analysis of this variability may be done for several different networks, each trained from a different weight initialization. The algorithm will then rank the variables from highest to lowest according to the mean variability produced in the output. Although the use of average values by all but one input does not capture all of the complex interactions in the input space, it does produce a rough estimate of the model's univariate sensitivity to each input variable.
This sensitivity analysis procedure has two parameters. The first is the number of levels at which to evaluate each input during the analysis. All inputs but one will be held at their average values, and the net will be evaluated with this input at values. If five values are selected, these values will be 0.0, 0.25, 0.5, 0.75, and 1.0. The data in Fig. 3 shows the effect this parameter has on for the first chemistry data set (see Section VII). The addition of levels beyond the first few produces little change in . The analysis in this paper is done with . The second parameter for this procedure is the number of sensitivity runs . This is the number of differently initialized trained nets on which to perform sensitivity analysis. Different random initializations of a network will yield different sensitivity levels for the variables. As the number of networks used increases, so does the accuracy of the rankings. If these rankings are to be used to eliminate variables from the model, a higher significance corresponds to a higher probability that those variables with the smallest effect on the output are eliminated. For The theoretical sensitivity of a fictitious system to three different variables and the different sensitivity measures for these variables calculated using l = 6 discrete points. S , sensitivity according to variance, and S , sensitivity according to gradient, capture the system's greater sensitivity to variable 3 than to variable 2. S , sensitivity according to range, does not capture this difference. Fig. 3 . The variability produced in a sample system using different numbers of levels for a given variable. Note that the variability changes very little after the addition of the first few levels.
example, the sensitivity analysis for one of the chemistry data sets called for the reduction of 15 variables to 11. Table II shows the results of sensitivity analysis on the 11th variable (MUC) and 12th variable (K3) with 3 runs ( ). Assuming system variability produced by multiple runs is normally distributed, we may test the hypothesis that the mean sensitivity to MUC is equal to the mean sensitivity to K3, with the alternate hypothesis that mean sensitivity to MUC does not equal the mean sensitivity to time of day K3 . With only 3 runs, a value of 0.049 on a two-tail paired -test barely allows us to conclude inequality at . However, more sensitivity runs ( ) gives a value of 0.033, allowing us to reject the null hypothesis and conclude that at the 0.034 level of significance or higher. Increased sensitivity runs allows for better decisions during variable reduction. The analysis in this paper is done with .
V. MODEL EVALUATION THROUGH CROSS-VALIDATION

A. Cross-Validation
As long as the net structure has enough complexity, a neural net can be eventually trained to produce a very small error level on the training set. Therefore, any measure of this error is a poor criterion for the ability of the net to predict outputs for data points it has not seen before. In order to determine a net's ability to generalize, it must be evaluated on a validation data set which was not used during the training. If the number of data points is large, it is possible to have a large number of data points in the validation set and a good estimate of the distribution of prediction errors. However, if the number of data points is small, the estimate of the mean prediction error produced by evaluation on the validation set will be highly variable. The presence of one outlier in the validation data set will significantly alter the estimate of mean prediction error. Cross-validation allows better estimates of prediction error.
Cross-validation segments the available data into subsets ( -fold cross-validation). It successively sets each of the subsets aside and trains the network using the remaining data. It then validates the network using the subset which was set aside.
The training and validation of networks allows all of the available data to be used to estimate a model's ability to generalize [8] , [9] . As increases, the training set excludes fewer data points, and the model's predictive ability improves. If data points are extremely scarce, may be increased until it reaches , the number of data points. This is known as "leave one out" cross-validation. Cross validation generates one prediction error observation for each data point. The modeler uses prediction error estimates developed during cross-validation to evaluate alternative models during model selection. Cross-validation estimates of prediction error for the final model will be optimistically biased. For this reason, the modeler should leave aside a portion of the data, not used at all during model development, to test the final model's ability to generalize.
B. Network Evaluation Criteria
Multiple regression models typically evaluate model adequacy by the adjusted coefficient of determination or the mean square error in the model [4] . These statistics may not be calculated for strip mining models where the number of variables exceeds the number of data points. The coefficient of determination (without adjustment), , corresponds to the square of the correlation coefficient between the actual and predicted values. This may be calculated regardless of the number of variables in the system. However, it must be estimated for a validation set, not used in parameter estimation, to determine a model's ability to predict. This can often lead to confusion Fig. 4 . Repeatable methodology for data strip mining which may also be automated. See Table III for an explanation of symbols used. since many model building methodologies evaluate for the training set along the way. To ease this confusion, this paper will refer to a statistic, often used in computational chemistry, which is simply one minus the correlation coefficient squared evaluated on the validation (during model development and selection) or test (during final model evaluation) set (6) where is the target value and is the prediction given by the model. This statistic will be used in conjunction with cross-validation to evaluate models. Its advantages are that it eliminates the confusion between analysis on the validation and training sets and that it is not specific to one particular model building paradigm. It may be applied to linear regression, neural networks, or any other methodology.
C. Exogenous Training Error Stop Point Determination
In the conduct of cross-validation sessions, the analyst must determine at what error level to stop training the net on the training set and evaluate it on the validation set. The authors call this value the ideal training error stop point. This stop point allows a network with many free parameters to train on a small data set and still give good prediction. Stopping training too early will not allow the network to fully learn the the complexity required for prediction. Stopping training too late will allow the network to fit the output to the data so well that it no longer models the general trend in the output but fits the output curve to the individual data points exactly, even in the presence (5). Though these Q differences are not statistically significant for the small sample size in this illustrative example, the network is no longer fitting unnecessary data to the problem.
of data error. On-line observation of network errors on the validation and training sets confirms that test error decreases continually to a certain point, at which it begins to increase. The training error level at which the test error is minimized is the optimal training error stop point for this network [9] . This point will vary for different splits of validation and training sets. One could simply monitor test error on line, record the optimal point, and evaluate the network using that error level. However, if the goal of model evaluation is to estimate a network's ability to predict outputs for data it has not seen before, this scheme will bias that estimate toward an optimal validation error for each split of the training and validation sets. A better technique would be to further subdivide each training set into a number of ideal error determination pre-training and pre-validation sets. Each pre-training set is used to train the network while observing the error on the pre-validation set. The modeler records the pre-training error which corresponds to the minimum pre-validation error for each split of pre-training and pre-validation data. The mean of the pre-training errors is the exogenous ideal training error stop point. The modeler trains the network using all of the training data until it reaches the ideal training error stop point. He or she may then evaluate the model's predictive ability on the validation set. This produces an exogenous estimate of the net's ability to generalize.
D. Determining How Many Cross-Validation Sessions to Run
Another important consideration is how many data splits to use in cross-validation. This is driven by two factors. 1) As the validation set grows smaller in comparison to the training set, the model improves and increases. 2) Each network training and evaluation session consumes processor time. The use of an exogenous ideal training error stop point increases the number of network training sessions by a multiplicative factor as increases. The goal of cross-validation is to efficiently get an acceptable and accurate . Empirical analysis of improvements as increases suggest only marginal reduction in with for the pharmaceutical data sets used in this paper. In order to generate acceptable estimates of generalization capability without excessive computation, the analysis in this paper was performed with .
VI. DATA STRIP MINING METHODOLOGY USING NEURAL NETWORK SENSITIVITY AND CROSS-VALIDATION
The sensitivity analysis and cross-validation procedures may be combined into an automated methodology which efficiently builds a very good predictive model with a minimum number of input variables. The algorithm requires the parameters and variables shown in Table III . The flowchart in Fig. 4 illustrates the methodology. It generates combinations of training and validation data. For each variable subset, it computes an exogenous ideal training error stop point then evaluates the model on the validation set. The combined errors for the validation sets generate a for the input variable subset. It then trains networks using all data points and performs sensitivity analysis for each variable using each network. It ranks the variables according to mean . A fraction of the least sensitive variables are removed from the variable subset, and the algorithm repeats itself for the new subset. Upon completion, the variable subset with the lowest should be selected for final model development. Currently, no specific rules of thumb exist to determine the parameters for this methodology. The experimenter considers the available computation time, problem complexity, network structure, and his or her own intuition to select them. The parameters used in Section VII represent a successful parameter set for this problem.
This methodology was applied to Newton's problem with the following parameters:
, and . All of the neural networks used had two hidden layers with 10 and 5 neurons, respectively. They were trained using backpropagation with a learning parameter of 0.01 and a momentum parameter of 0.5 [10] . It obtained very good results in four iterations, summarized in Fig. 5 . These charts plot the actual values in the test set as compared to the predicted values obtained using the strip mining methodology. Better predictions are closer to the line. Visual inspection of the graphs shows the improvement in predictions as unnecessary variables are removed from the model. In the first iteration, the variables mass ( ) and random noise ( ) were eliminated from the model. On the next iteration, time of day ( ) and temperature ( ) were eliminated leaving the angle ( ), the length of the ramp ( ), and the coefficient of kinetic friction ( ) as the three variables in the model. This corresponds to the three variables in the theoretical model, and these variables produced the lowest , 0.17, for any model, as shown in Fig. 5 . Though these differences are not statistically significant for the small sample size in this illustrative example, the network is no longer fitting unnecessary data to the problem. The final iteration eliminated , a necessary input, and resulted in a higher . Sensitivity analysis on the three-variable subset (Fig. 6) shows the accuracy and variability of this technique with respect to each variable. This sensitivity analysis may also be used as a way to explain the model. One can clearly see the different positive relationships of and ramp length with slide time. The inverse relationship between coefficient of kinetic friction and slide time may also be observed. These relationships make good sense if one uses intuition about the expected relationships. Although this model is no substitute for the theoretical model of (5), it has eliminated the unnecessary system inputs and captured the approximate mag- nitude and direction of the relationships between and , and . The availability of more experimental data would allow these methods to much more accurately and significantly portray the relationships seen in classical physics equations. In this example the methodology obtained these promising results despite the fact that the initial system had seven potential inputs, 141 free parameters, and only ten data points.
VII. TWO TEST CASES-PREDICTING PHARMACEUTICAL PROPERTIES
A pharmaceutical manufacturer has a difficult problem. This person is attempting to design a drug which has a few desirable properties to exploit and many undesirable properties to avoid. There are too many candidate drugs to even consider, let alone test. The researcher must carefully choose a very small subset of candidate drugs to test in the laboratory for the target properties. Unfortunately, these lab tests are expensive and time consuming, ultimately concluding with human subjects. The researcher is armed with over 600 molecular descriptors, both explicit and derived, to guide his or her selection of good candidate drugs [11] . But which of these descriptors predict which properties? There are too many interactions to consider explicitly. Expertise and intuition are good guides, but they vary from individual to individual and must be learned over time at great expense.
The data strip mining methodology was compared to other model selection methodologies using two data sets from computational chemistry. The first set included 66 data points, each of them molecules. Each molecule had 480 descriptors as potential inputs to the model [12] . It also had a target predicted value for concentration required to inhibit binding with the Cholecystokinin (CCK) molecule in the human blood stream. The second data set had 400 predictors and 261 molecules along with observations of survival rates of cancer cells.
In conducting the tests, each molecular data set was divided into thirds. Each third was set aside as a test set, while the other two thirds composed the data available for training and validation. This created three different trial sets for each of the two molecular data sets, a total of six trial sets. Each trial set was used to evaluate each of the four modeling methodologies, generating a total of 24 modeling trials. In each trial, no methodology used the test data set until the final model had been selected. This evaluation gave a truly blind estimate of the generalization capabilities of each modeling methodology. All of the trials together generated a single observation of "blind" prediction error for each data point in both the CCK and the cancer prediction data sets. These prediction error observations generated a and an estimate of mean prediction error which could be used to compare the modeling methodologies for each data set. Data strip mining built predictive models for each data set. Because this methodology does not yet have any parameter selection guidelines, the modelers used intuition to select parameters which were expected to provide good performance in the time available. For each case, . For the CCK data set, and . For the cancer data set, and . The final neural network had sigmoid neurons with 20 neurons in one hidden layer. An exogenous ideal training error stop point for this network was determined in accordance with Section V-C averaging eight observations of ideal pre-training error, each taken while using 11 pre-validation points for the CCK data set and 43 pre-validation points for the cancer data set. Note that for this final data set, the modelers increased from 4 to 8 to gain a less variable estimate of the ideal training error. The network trained using backpropagation on all training data with a learning rate of 0.02 for the CCK data set and 0.01 for the cancer data set. A momentum parameter of 0.5 was used for both data sets. This trained network evaluated all points in the test data set to get observations of absolute prediction error.
Three modeling methodologies were compared to data strip mining. 1) Linear Multiple Regression. The first methodology was linear multiple regression using forward selection to determine the variables in the system. Forward selection was limited to at most five variables in the CCK data set and at most 16 variables in the cancer data set. This allowed least squares estimation to use at least ten data points for each free parameter in the model [2] . 2) Linear-Neural Hybrid. In the second methodology, a neural network used the same variables selected during linear forward selection [9] . The neural network had sigmoid neurons with 20 neurons in one hidden layer. This network was trained and evaluated using the same procedures and parameters that were used to train and evaluate the final network for data strip mining. The only difference was the input variable set for the model. in the input set. In each case, the genetic algorithm was asked to select the same number of input variables determined to be ideal during data strip mining. This was 31 variables for all splits of the CCK data set, and 37, 12, and 17 variables for each respective split of the cancer data set. He or she also selected the population size (30), number of generations (20), an evaluative network structure (20 Gaussian neurons in the hidden layer), and the number of epochs to train each evaluative network (600 for the CCK data set and 350 for the cancer data set). Each individual member of a population represented a possible set of predictor variables for the neural network. The algorithm determined the fitness of each member by first subdividing the data into a training and a validation set. It trained the network a pre-determined number of epochs and calculated the mean prediction error for both the training and validation sets. The member's fitness was the sum of these two errors [13] . The genetic algorithm searched for 20 generations for the most fit variable subset. This network was trained and evaluated using the same procedures and parameters that were used to train and evaluate the final network for data strip mining and for the linear-neural hybrid. The only difference was the input variable set for the model. For each of the three alternative methodologies, the authors tested the hypothesis that the mean prediction error generated by data strip mining was equal to that generated by the alternative methodology, with the alternative hypothesis that the mean prediction error generated by data strip mining was lower than the alternative methodology. The data was paired by observation, and a paired -test was used to test for a significant difference in means [7] . In each case, the difference was significant at the level with -values ranging from 0.000 08-0.04 (see Table IV ).
A graphic interpretation of these results is useful. Fig. 7 shows the progression of models versus for one of the CCK data splits. This progression indicates that the best model occurs where , so the 31 variable subset was selected for the final model to be evaluated on the test set. This best is statistically significant with . Note that the value in Fig. 7 is an optimistic one (as compared to the results in Table IV ) because the validation data is also used in model selection. Fig. 8 shows actual versus predicted values on the CCK test data for all four of the competing methodologies. One can see Table IV. that the data points for the neural sensitivity model are packed more closely to the actual value predicted value line than they are for the other methodologies. Fig. 9 shows a diamond plot for the mean prediction errors for the cancer data set. This plot shows the lower mean error value for predictions determined using data strip mining. These plots serve as graphic confirmation of the statistical analysis.
VIII. CONCLUSIONS AND FUTURE ANALYSIS
This paper has introduced the standard data mining problem and a subclass of those problems, called data strip mining problems, which calls for the development and explanation of a model from a data set containing too few observations to support the number of potential input variables. Despite a larger number of free parameters than data points, calculation of an exogenous ideal training error stop point during backpropagation allowed the model to give good prediction. Neural network sensitivity analysis was used as a method to determine the most important inputs to the system, allowing some of the least sensitive inputs to be eliminated. The authors used model cross-validation as a method to accurately evaluate different neural models of the same system when the number of data points from which to draw training set and validation set samples is very small. All of these methods are combined and automated in a well defined data strip mining methodology. This methodology works well for a benchmark problem from classical physics and for two very difficult problems from combinatorial chemistry for which other methodologies have yielded worse performance.
This methodology offers several benefits and a few weaknesses. It produces good predictive models for cases where the number of candidate inputs exceeds the number of data points. It simplifies the model to include only the most predictive inputs. The procedure may be automated and does not require extensive neural network or problem domain expertise to implement. To gain these benefits, the user must be able to tolerate stochastic results. A different, and perhaps poorer, ideal variable subset may be obtained with a subsequent iteration using different initial randomizations. A conservative choice of and may reduce this variability, but at the cost of processor time. In some cases, inspection of the predictors in the best subset reveals that the methodology has included a few variables which seem to add little valuable data to the model.
Based on these results, there are many directions for future research in this area. These include further sensitivity analysis on the algorithm parameters and comparison of this variable selection methodology to other methodologies with a more thorough investigation of parameters for those methodologies. For example, one could seek to determine how many generations it would take for the genetic algorithm to produce a subset which fared as well as data strip mining. Application to other difficult problems will verify its performance in other domains. It would also be very helpful to devise other ways to explain the model.
