Experimental results demonstrate the superiority of generalized pseudo-Zernike moments compared with pseudo-Zernike and Chebyshev-Fourier moments in both noise-free and noisy conditions.
Introduction
In the past decades, various moment functions due to their abilities to represent the image features have been proposed for describing images. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] In 1962, Hu 2 first derived a set of moment invariants, which are position, size and orientation independent. These moment invariants have been successfully used in the field of pattern recognition. [3] [4] [5] However, geometric moments are not orthogonal and as a consequence, reconstructing the image from the moments is deemed to be a difficult task. Based on the theory of orthogonal polynomials, Teague 6 has shown that the image can be easily reconstructed from a set of orthogonal moments, such as -2 -Legendre moments and Zernike moments. Teh and Chin 7 evaluated various types of image moments in terms of noise sensitivity, information redundancy and image description capability, they found that pseudo-Zernike moments (PZMs) have the best overall performance.
Recently, Ping et al. 8 introduced Chebyshev-Fourier moments (CHFMs) for describing image. By analyzing the image-reconstruction error and image distortion invariance of the CHFMs, they concluded that CHFMs perform better than the orthogonal Fourier-Mellin moments (OFMMs), which was proposed by Sheng and The paper is organized as follows. In Section 2, we first give a brief outline of -3 - PZMs. The definition of GPZPs, the corresponding weighted polynomials and the GPZMs is also presented in this section. Experimental results are provided to validate the proposed moments and the comparison analysis with previous works is given in Section 3. Section 4 concludes the paper.
Generalized pseudo-Zernike moments
In this section, we first give a brief outline of PZMs, they will also serve as a reference to compare the performance of GPZMs. We then present the GPZPs and establish some useful properties of them in the second subsection. The definition of GPZMs is given in the last subsection.
A. Pseudo-Zernike moments
The 2D pseudo-Zernike moment (PZMs), Z pq , of order p with repetition q is defined using polar coordinates (r, θ) inside the unit circle as 10 ,
where * denotes the complex conjugate, and V pq (r, θ) is the pseudo-Zernike polynomial given by
Here R pq (r) is the real-valued radial polynomial defined as
The pseudo-Zernike polynomials satisfy the following orthogonality property x -jy = r exp(-jθ)) and with real parameter α > -1 by the following definition
where denotes the Jacobi polynomials and 2 F 1 (a, b; c; x) is the hypergeometric function given by
Here (a) k is the Pochhammer symbol defined as
with (a) 0 = 1
Using Eqs. (6) and (7), we obtain the following basic representation of GPZPs In polar coordinate system (r, θ), Eq. (8) can be expressed as
where the real-valued radial polynomials are given by ) (r R pq α -5 - Eq. (11) shows that the conventional pseudo-Zernike polynomials are a particular case of GPZPs with α = 0.
We now give some useful properties of radial polynomials .
The recurrence relations can be effectively used to compute the polynomial values. For radial polynomials given by Eq. (10), we derive the following three-term recurrence relations 
For the cases where p = q or p = q + 1, we have
Note that the real-valued radial polynomials satisfy the symmetry ) (r R pq α -6 -property about the index q, i.e., = , so that only the case where q ≥ 0 needs to be considered.
The use of recurrence relations does not need to compute the factorial function involved in the definition of radial polynomials given by Eq. (10), thus decreasing the computational complexity and avoiding large variation in the dynamic range of polynomial values for higher order of p.
b) Orthogonality
The radial polynomials satisfy the following orthogonality over the unit circle R pq 
The above equation shows that (1 -r) α is the weight function of the orthogonal relation on the unit circle, the integrals with such weight functions over polynomials within the unit circle converge in usual sense only for α > -1.
A usual way to avoid the numerical fluctuation in moment computation is by means of normalization by the norm. According to Eq. (18), we define the normalized radial polynomials as follows that will be defined below, therefore, each order of the proposed moments makes an independent contribution to the reconstruction of the image. Table 1 shows the zero point values of some weighted polynomials. It can be seen that the first zero point is shifted to small value of r as α increases. Moreover, the distribution of zero points for α between 10 and 30 is more uniform than α = 0. These properties could be useful for image description and pattern recognition tasks.
we have 
Experimental results
In this section, we evaluate the performance of the proposed moments. Firstly, we respectively. As can be seen from the figures, the reconstruction error decreases for the same order of moment when the value of α increases. It can also be observed that the GPZMs (except for α = 0) perform better than the CHFMs, and the difference becomes more important when higher order of moments is used. - 
-
We then test the robustness of GPZMs in the presence of noise. To do this, we add respectively 5% and 10% of salt-and-pepper noise to the original image "E", as shown in Figs. 5 and 6. The reconstruction errors for these two cases are shown in Figs. 7 and 8, respectively. The results show that the GPZMs with larger value of α produce less error when the maximum order of moments M is relative lower. Conversely, when the maximum order of moments used in the reconstruction is higher, the reconstruction error re-increases for larger value of α. This may be because the term
α/2 appeared in the weighted radial polynomials is more sensitive to noise for large value of α. Another phenomenon that can be observed from these figures is that for a fixed value of α, the reconstruction error increases when the maximum order of moments M is higher. This is consistent with the conclusion made in the papers by Pawlak et al. 15, 16 The reason is that higher order moments contribute to noise reconstruction rather than to the image.
B. Invariant pattern recognition
This subsection provides the experimental study on the recognition accuracy of GPZMs in both noise-free and noisy conditions. From the definition of the GPZMs, it is obvious that the magnitude of GPZMs remains invariant under image rotation, thus they are useful features for rotation-invariant pattern recognition. Since the scale and translation invariance of image can be achieved by normalization method, we do not consider them in this paper. Note that it is also possible to construct the rotation moment invariants that are derived from a product of appropriate powers of GPZMs 17 .
However, the moment invariants constructed in such a way will have a large dynamic Table 4 . One can see from this table that 100% recognition results are obtained, with α being 18 or 20, for noise-free images. -12 - Note that the recognition accuracy decreases when the noise is high. Table 4 shows that the better recognition accuracy can be achieved for α between 20 to 30, and the corresponding results are much better than those with CHFMs.
In the second experiment, we use a set of grayscale images composed of some Arab numbers and uppercase English characters {0, 1, 2, 5, I, O, Q, U, V} as training set (see Fig. 11 ). The reason for choosing such a character set is that the elements in subset {0, O, Q}, {2, 5}, {1, I} and {U, V} can be easily misclassified due to the similarity. Five testing sets are used, which are generated by adding different densities of Gaussian white noises to the rotational version of images in the training set. Each testing set is composed of 216 images. Fig. 12 shows some of the testing images, and the classification results are depicted in Table 5 . Table 5 shows that the better results are obtained with α varying from 24 to 30.
Conclusion
We have presented a new type of orthogonal moments based on the generalized pseudo-Zernike polynomials for image description. We showed that the proposed moments are an extension of the conventional pseudo-Zernike moments, and are more suitable for image analysis. Experimental results demonstrated that the generalized Pseudo-Zernike moments perform better than the traditional pseudo-Zernike moments and Chebyshev-Fourier moments in terms of rotation invariant pattern recognition accuracy and image reconstruction error in both noise-free and noisy conditions. Therefore, GPZMs could be useful as new image descriptors.
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