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Abstract 
 
  To design interfaces for more embodied 
interaction, we build a system that learns and 
recognizes multitouch gestures – movements of human 
fingers on a multitouch surface. We form an example 
vocabulary of gestures that demonstrates the subtleties 
of finger movements that can be recognized. A video 
processing system extracts a feature set representing 
these movements. Hidden Markov Models (HMMs) are 
used to learn gestures by example, and consistently 
recognize them. We present an evaluation that 
demonstrates the robustness of the methodology. 
Implications for interaction design are presented. 
 
1.  Introduction 
As digital systems become more ubiquitous, more 
integrated into the fabric of human life, we need to 
discover more human-centered forms of interaction. 
Multitouch systems capture movements of multiple 
human fingers on an interactive surface enabling direct 
hands on interaction. This modality of input enlarges 
the dimensionality of interaction in comparison with 
the conventional mouse-pointer interface. Human 
hands afford more degrees of freedom due to the 
dexterity inherent in their operation. Recent 
developments facilitate access to the required 
multitouch hardware, bringing the potential for 
supporting new forms of human-centered experience; 
this potential is as yet hardly realized. Our contribution 
is a system that understands human expressions of 
intent by learning and recognizing gestures performed 
on a multitouch surface. 
 
Researchers have investigated multitouch interaction 
for decades [1]. Multitouch gestures have generally 
been limited to coarse movements such as the ‘wipe’ 
and ‘pile-n-browse’ techniques [8], simple primitives 
such as ‘flicks’ [5] or fixed combinations of ‘chords’ 
[6]. We present a technique that learns and recognizes 
sophisticated hand gestures on a multitouch surface, 
providing end-user customizability. Our long term 
objective is to give human participants an interactive 
experience in which embodied gestures performed by 
the human hand are mapped to actions in ways that are 
natural, meaningful and intuitive. 
 
2.  Learning and Recognition Pipeline 
Computationally, we define a gesture as a human 
action that begins with placing one or more fingers on 
the interactive surface, and ends when those fingers are 
lifted off the surface. A sequence of frames from a 
camera is captured to record each gesture. For each 
frame of the sequence, a feature set is derived by an 
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stering efficiently forms an initial estimate of the HMM 
parameters. The estimate is, in turn, passed to the 
Baum-Welch algorithm, which tunes these parameters 
to return a high probability for only the given training 
sample sequences. 
 
2.4. Recognition Stage 
For each sample to be recognized, we pass the sample 
into each trained HMM. The probabilities output from 
each HMM are collected and compared. We label the 
sample as the multitouch gesture whose model returns 
the highest probability. 
 
3.  Results 
A random selection of 20 training samples for each 
gesture from the entire set of all 10 users is used to 
train HMMs, and the remaining samples used to 
determine the overall classification rate of the system. 
The classification rates shown in Figure 3 are for the 
gestures using two, three, four and five fingers are 
97.0%, 95.4%, 96.9% and 92.4%, for an average 
gesture recognition rate of 91.5%, and the result is 
statistically significant (p < .0001). These results show 
that our technique classifies gestures within a 
reasonable accuracy for practical use. As the HMM can 
be trained using samples from more than one user, it 
can also be stored within an application or shared 
across users to avoid re-training. 
 
4.  Conclusion & Future Work 
We have presented a system that can successfully learn 
and recognize gestures performed by the human hand 
on multitouch surfaces. A vocabulary of gestures was 
built to test the system’s ability to distinguish the 
subtle differences between the gestures. Issues to 
increase consistency between samples of a gesture 
were raised, and solutions were developed to solve 
them. The system can recognize samples of gestures 
successfully. 
Figure 3. Classification accuracy results for 20 runs 
of learning gestures with a random training set of 20 
samples, and testing with the remaining samples. The 
gesture vocabulary of 40 gestures is grouped by the 
number of fingers in each gesture. 
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This gesture recognition system will serve as a 
foundation for advanced interactive visual systems. 
Gestures will be used to design interaction techniques 
for performing complex actions. Future work will 
develop interaction techniques mapping gestures to 
actions of searching, browsing, collecting and 
organizing within combinFormation, a mixed-initiative 
information composition platform [2]. The system 
agents process documents from the internet and form 
image-text surrogates, placing them on a composition 
space. combinFormation provides the user with the 
ability perform a large number of operations, such as 
expressing interest to direct the agent, navigating to the 
source document, actions for image manipulation and 
text editing. Inspired by prior work on choreographing 
human movements for human-computer interaction 
[6], we will design interaction techniques to enable 
participants in performing these complex tasks with 
well choreographed and embodied gestures. We 
hypothesize that interfaces with intuitively designed 
gesture-actions mappings will result in a more 
expressive, engaging and fluid human computer 
interaction. 
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