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Abstract
We investigate the structure constants of the center Hn of the group algebra Spn(q) over
a finite field. The reflection length on the group GL2n(q) induces a filtration on the algebras
Hn. We prove that the structure constants of the associated filtered algebra Sn are independent
of n. As a technical tool in the proof, we determine the growth of the centralizers under the
embedding Spm(q) ⊂ Spm+l(q) and we show that the index of the centralizer of g ∈ Spm(q)
in the centralizer of g ∈ Spm+k is equal to q2ld|Spr+l(q)||Spr(q)|−1 for some d and r which are
uniquely determined by the conjugacy class of g in GL2n(q).
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1 Introduction
Let G1 ⊂ · · · ⊂ Gn ⊂ · · · be a family of finite groups and let Hn denote the center of the algebra
Z[Gn] for n ∈ N. The set of conjugacy classes of Gn is denoted by Ĝn. For λ ∈ Ĝn, the class sum∑
g∈λ g ∈ Z[Gn] is denoted by Kλ. The class sums Kλ, λ ∈ Ĝn, form a basis for Hn. We introduce
the term saturated family to refer to the families (Gn)n∈N for which non-conjugate elements of Gn
remain non-conjugate in Gn+1. Assume that the family (Gn)n∈N is saturated. The embedding
Gn →֒ Gn+1 induces an injection Ĝn →֒ Ĝn+1. Let G be the union of Gn and Ĝ be the set of
conjugacy classes of G. For each λ ∈ Ĝ, the intersection λ(n) := λ ∩ Gn is either empty or an
element of Ĝn and every element of Ĝn can be represented as such an intersection. Given three
elements λ, µ, η in Ĝ there is an mλ,µ,η = m ∈ N such that for all n ≥ m, each of λ(n), µ(n), η(n)
are nonempty. So, for fixed λ, µ, η ∈ Ĝ and n ≥ mλ,µ,η the product Kλ(n) ·Kµ(n) can be written as
Kλ(n) ·Kµ(n) =
∑
ζ∈Ĝ
cζλ,µ(n)Kζ(n)
=
∑
ζ∈Ĝ
ζ(n) 6=∅
cζλ,µ(n)Kζ(n)
where cζλ,µ(n) ∈ N, in which c
η
λ,µ(n) is uniquely determined asKη(n) 6= 0. For a fixed n, the collection
of cηλ,µ(n), where λ(n), µ(n), η(n) runs over Ĝn, are called the structure constants of the algebra Hn.
We will call the the functions n 7−→ cηλ,µ(n) the structure functions of the family. If || · ||n is an N
valued function on Gn which is constant on conjugacy classes then || · || induces a function on Ĝn
as well. In this case, if the function is also sub-additive, in the sense that ||gh||n ≤ ||g||n + ||h||n,
and if || · ||n is invariant under the embedding Gn ⊂ Gn+1 then the algebra Hn induces a filtered
algebra Sn with the same basis elements where the multiplication is defined as
Kλ(n) ·Kµ(n) =
∑
η∈Ĝ
||η||=||λ||+||µ||
cηλ,µ(n)Kη(n). (1)
When the structure functions defined via Eq.(1) of the filtered algebra of a family (Gn)n∈N are
independent of n, following Wan and Wang [11], we will say that the family satisfies the stability
property.
For n ∈ N, let Sn denote the symmetric group of the set {1, 2, · · · , n}. Farahat and Higman
considered the family (Sn)n∈N in [2] and proved that with respect to the filtration induced by
reflection length, the structure constants cηλ,µ(n) of the induced filtered algebra structure on Z(Z[Sn])
are independent of n. They used this result to answer the question of determining whether two
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representations of Sn belongs to the same p-block. In [12], as a generalization of the case considered
by Farahat and Higman, Wang proved that the families given by the wreath product (H ≀ Sn)n∈N,
where H is a finite group, satisfy the stability property. In the case studied by Wang, when the
group H is a finite subgroup of SL2(C), the associated graded algebra of Hn is isomorphic to the
cohomology ring of Hilbert scheme of n-points on the minimal resolution of C2/H. Recently, in
[11], Wan and Wang considered the family (GLn(q))n∈N and proved that this family also satisfies
the stability property with respect to the filtration induced by reflection length.
In this paper we study the family (Spn(q))n∈N of symplectic groups over the finite field with q
elements. We introduce the set of stabilized symplectic partition valued functions and prove that
these functions parameterize the conjugacy classes of ∪n∈NSpn(q) and that the family (Spn(q))n∈N
is saturated. We consider the filtration induced from the reflection length in GL2n(q). The set
of reflections generates GL2n(q) and for g ∈ GL2n(q), the minimum of l where g can be written
as a product of l many reflections is called the reflection length of g and denoted by ||g||n. It
is a conjugacy invariant, sub-additive function and stable under the embedding Spn ⊂ Spn+1.
Therefore, for a stabilized symplectic partition valued function λ, one can talk about ||λ||. With
this setting, our main result of this article is the following.
Theorem (Stability property). [4.23] Let λ, µ, η be three stabilized symplectic partition valued
functions and assume that ||η || = ||λ|| + ||µ||. Then cη
λ,µ
(n) is a non-negative integer independent
of n.
We observe that all the stability properties proved so far rely on two fundamental facts: A certain
action admits finitely many orbits and certain splitting of the centralizers. More precisely, in each
case one first proves that a couple (g, h) ∈ G × G can be mapped to Gm × Gm by simultaneous
conjugation, where m is a fixed integer completely determined by the conjugacy classes of g, h and
gh. To prove such a result, one needs to find a so-called normal form, a formulation introduced in
[11]. We will refer to the existence of normal forms as normal form theorems. And secondly, one
shows that the centralizer of g ∈ Gm "splits" in the centralizer of g in Gn for n ≥ m, which we will
call the growth of centralizers.
In the case of symplectic groups, finding a normal form can be derived from the case of general
linear groups. However, the investigation of the growth of centralizers in the case of symplectic group
is more complicated than the case of general linear groups, as it consists of non-linear equations.
To overcome this obstacle, we first introduce a concept generic fixed points of a certain action
generalizing the conjugation action and using suitable rational forms we investigate the elements in
the centralizers of a unipotent element and then invoke the concept of generic fixed point to reduce
the question of centralizer growth to a linear question. Once the degree 2 problem is reduced to a
linear problem the problem becomes much more manageable. The result is the following:
Theorem (Growth of centralizers). [4.21] Let g ∈ Spm(q) and assume that in its Jordan form,
there is no identity block. Let n ≥ m and let Cm(g) (resp. Cn(g)) denote the centralizer of g as an
element of Spm(q) (resp. Spn(q)), then
|Cn(η)| = |Cm(η)| · |Spn−m(q)| · q
2(n−m)dη
where dη denote the dimension of the fixed space of g as an element of Spm(q).
The paper is organized as follows. In Section 2, we begin by introducing a notion uniformly
saturated families in order to abstract the essentials of stability results. Then in the remaining of
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the second section we show how the work of Farahat and Higman can be viewed as a concrete case
of the abstract setting introduced. In Section 3, we present the relevant parts of the work [11] of
Wan and Wang including necessary back ground from linear algebra. In Section 4, we deal with the
main object of this article, namely the family (Spn(Fq))n∈N. In the first two subsections we recall
necessary back ground concerning symplectic spaces and conjugacy classes in symplectic groups and
then in third subsection using the previous results specify a certain type of rational forms for the
unipotent matrices in Spn. In the fourt subsection we construct the embedding Spm →֒ Spn for
m ≤ n. In the last subsection we prove the so called the normal form theorem 4.20 and assuming the
theorems concerning the growth of the centralizers we prove the stability theorem 4.23. In Section
5, we explicitly determine the growth of the centralizers under the embedding Spm(q) →֒ Spn(q).
2 Notation and preliminaries
In the first subsection we initially introduce the notion of saturated family of groups (Gn)n∈N
and then present a systematic way of calculating structure constants in the center. Next, in the
subsequent sections we introduce a ring, so called Farahat-Higman ring and summarize the work of
Farahat and Higman.
2.1 Center of the groups rings and uniformly saturated families of groups
For a group G, the similarity relation is denoted by ∼G. The conjugacy class of an element g ∈ G
is denoted by gG and the set of conjugacy classes of G is denoted by Ĝ. The center of the group
algebra Z[G] is denoted by H(G). If λ ∈ Ĝ, then the class sum
Kλ =
∑
σ∈λ
σ (2)
is an element of H(G). While λ ranges over Ĝ, the elements Kλ form a basis of H(G) and the
positive integers cηλµ defined via the equation
Kλ ·Kµ =
∑
η∈Ĝ
cηλµKη
are called the structure constants of H(G). For A,B,C ⊂ G the fiber of C in A×B is denoted
by V (A×B : C) and defined by
V (A×B : C) = {(a, b) ∈ A×B : ab ∈ C}.
Lemma 2.1. Let λ, µ, η ∈ Ĝ and τ ∈ η. Then
cηλ,µ = |V (λ× µ : {τ})| = |V (λ× µ : η)||η|
−1.
Proof. This just follows from the definition of the structure constants and the basis elements Kη.
In fact, the coefficient cηλ,µ is equal to the coefficient of τ in the expansion of the product
(
∑
σ1∈λ
σ1) · (
∑
σ2∈µ
σ2)
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and it is equal to the number couples (σ1, σ2) ∈ λ×µ which satisfy σ1σ2 = τ . Therefore c
η
λ,µ equals
to the number of elements in V (α × β : {τ}), which proves the first equality. The second equality
follows from the first one and the set theoretic equality
V (A×B : C1 ⊔C2) = V (A×B : C1) ⊔ V (A×B : C2)
for C1 ∩ C2 = ∅.
Let G1 ⊂ G2 · · · ⊂ Gn ⊂ · · · be an ascending chain of finite groups and let G be the union of
Gn, for n ∈ N. If σ ∈ Gm and m ≤ n, then the image of σ in Gn is denoted by σ↑n. The family
(Gn)n∈N is said to be saturated if for all σ1, σ2 ∈ Gm and for all n ≥ m.
σ1 ∼Gm σ2 ⇔ (σ1)
↑n ∼Gn (σ2)
↑n
In other words, the family is said to be saturated if for all m ∈ N, two non-conjugate elements in
Gm remains non-conjugate in G. For a saturated family, the algebra H(Gn) is simply denoted by
Hn henceforth.
Lemma 2.2. Let (Gn)n∈N be a saturated family of finite groups. The maps g
Gm 7−→ gGn are
injective for all m ≤ n and form a direct system. Moreover
Ĝ = lim
−→
n∈N
Ĝn.
Proof. The fact that Ĝn →֒ Ĝn+1 follows directly from (2.1). As each conjugacy class of G is
uniquely determined by an element σ ∈ G and each such element is contained in Gn for some n ∈ N
the natural map
lim
−→
n∈N
Ĝn −→ Ĝ
is onto. As this map is induced by the limit of injective map it is also injective. Hence it is
bijective.
Now we introduce some abstract notation which will have concrete meanings in each case that
will be covered in the later sections. If λ ∈ Ĝm then the image of λ in Ĝ is denoted by λ
◦. The map
λ 7→ λ◦ is called the stabilization of λ. An element of Ĝ is called a stable type. Let λ ∈ Ĝ be a
fixed stable type. The intersection λ(n) := λ ∩ Gn, if non-empty, determines a conjugacy class in
Ĝn. The minimal integer lλ for which λ(lλ) 6= ∅ is called the level of λ. If n ≥ lλ then the equality
(λ(n))◦ = λ
is a tautological consequence of the definitions. Let λ ∈ Ĝ be a stable type. The element λ(l) ∈ Ĝl,
where l is the level of λ, is called the completion of λ and denoted by λ. For n ≥ lλ, the induced
element λ(n) is denoted by λ↑n and called the n-th completion. It is clear that λ↑n is equal to
the image of λ in Ĝn. The corresponding basis element (cf. Eq.(2)) of Hn determined by λ(n) is
denoted by Kλ(n) ∈ Hn.
Let λ, µ, η ∈ Ĝ be three stable types and let m = min{lλ, lµ, lη}. Then for all n ≥ m, the
intersections λ(n), µ(n), η(n) are non-empty and determine elements of Ĝn. This means, one can
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form the multiplication Kλ(n) ·Kµ(n) in Hn for all n ≥ m and consider the coefficient c
η
λ,µ(n) of
Kη(n) ∈ Hn. We will call the resulting functions
n 7−→ cηλ,µ(n)
the structural functions of G.
Each groupp G acts on G × G with the two-fold simultaneous conjugation: For τ ∈ G and
(σ1, σ2) ∈ G×G we set (σ1, σ2)
τ := (τσ1τ
−1, τσ2τ
−1).
Remark 2.3. Notice that (σ1σ2)
τ is equal to στ1σ
τ
2 , which means the fiber V (λ × µ : η) is closed
under two-fold conjugation.
A saturated family of groups (Gn)n∈N will be called finitely saturated if for all λ, µ, η ∈ Ĝ the
fiber set V = V (λ× µ : η) admits finitely many orbits with respect to the simultaneous action. We
write V (n) for V (λ× µ : η) ∩Gn ×Gn. If L is an orbit of V (λ× µ : η) then L(n) indicates the set
L ∩ Gn × Gn. A finitely saturated family will be called uniformly saturated if L(n) is a single
orbit of simultaneous conjugation action of Gn on Gn ×Gn.
Next, let (Gn)n∈N be a uniformly saturated family of finite groups and λ, µ, η ∈ Ĝ be three
stable conjugacy classes in G. Assume that L1, · · · , Ls is the totality of orbits in V = V (λ× µ : η),
which is finite as the family is uniformly saturated. Set m = min{lλ, lµ, lη} so that for any n ≥ m
the intersections λ(n), µ(n) and η(n) are non-empty and hence they determine elements of Ĝn. For
all n ≥ m the intersection V (n) of the fiber V with Gn ×Gn is equal to the disjoint union of Li(n)
and hence it follows that
|V (n)| =
s∑
i=1
|Li(n)|. (3)
Combining Lemma 2.1 and Eq.(3) one can deduce that
cηλ,µ(n) =
|V (n)|
|η(n)|
=
s∑
i=1
|Li(n)|
|η(n)|
(4)
Next we deal with the summands in Eq.(4). Let (σi, τi) ∈ Li. As σi, τi ∈ Gn and (σi, τi) ∈ V (n),
the product σiτi is an element of η∩Gn. So η(n) is equal to the conjugacy class of σiτi in Gn whose
size is given by the usual formula:
|η(n)| = |(σiτi)
Gn | =
∣∣Gn/CGn(σiτi)∣∣
where CGn(σiτi) denotes the centralizer of σiτi in Gn. On the other hand, the size of Li(n) is
determined by the formula |Gn/StabGn(σi, τi)| where StabGn(σi, τi) denotes the stabilizer of (σi, τi)
of the simultaneous conjugation action of Gn on Gn × Gn. But it is clear that the stabilizer of
(σi, τi) is equal to the intersection CGn(σi) ∩ CGn(τi). Combining all these, we find that
|Li(n)|
|η(n)| =
|CGn (σiτi)|
|CGn (σi)∩CGn (τi)|
and hence Eq.(4) becomes
cηλ,µ(n) =
s∑
i=1
|CGn(σiτi)|
|CGn(σi) ∩CGn(τi)|
Let us summarize the findings.
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Proposition 2.4. Let (Gn)n∈N be a uniformly saturated family of groups. For each stable type
λ, µ, η ∈ Ĝ there exists an m ∈ N and a finitely many elements (σ1, τ1), · · · , (σs, τs) ∈ λ(m)× µ(m)
such that
1. σiτi ∈ η(l) for i = 1, . . . , s.
2. For every n ≥ m the structural function satisfies the relation below.
cηλ,µ(n) =
s∑
i=1
|CGn(σiτi)|
|CGn(σi) ∩CGn(τi)|
.
Each summand on the right will be referred as the growth of the centralizer.
3. By the finiteness of the summation above, the growth of the structural function cηλ,µ(n) is
determined by the growth of the centralizers
n 7−→
|CGn(σiτi)|
|CGn(σi) ∩ CGn(τi)|
(5)
In particular, if all the functions occurring in Eq.(5) are polynomials in n, then the structural
function cηλ,µ(n) is also a polynomial in n.
2.2 Farahat-Higman ring
In this subsection we will consider a uniformly saturated family (Gn)n∈N of groups which admits
a certain conjugation invariant sub-additive function. More precisely, let (Gn)n∈N be a uniformly
saturated family of groups and assume that Gn possesses a length function || · ||n with the following
properties:
1. ln is stable under the embedding Gn ⊂ Gn+1. That is, if σ ∈ Gm and n ≥ m then
||σ↑n||n = ||σ||m.
Hence, G possesses a length function || · || : G −→ N so that || · |||Gn = || · ||n for all n ∈ N.
2. || · ||, and hence || · ||n, is constant on the conjugacy classes.
3. || · ||, and hence || · ||n, is sub-additive. That is,
||στ || ≤ ||σ||+ ||τ ||.
If this is the case, we will call the family (Gn)n∈N a filtered uniformly saturated family. Notice
that, since || · || is constant on the conjugacy classes, one can transfer the length function || · || to
Ĝ by setting ||η|| := ||σ|| where σ ∈ η and η ∈ Ĝ. Let (Gn)n∈N be filtered uniformly saturated
family. Following [2] we introduce the following algebra S ′(G) defined as follows: Let B be the ring
of polynomials f(x) over Z which maps integers to integers and let S ′(G) be the free polynomial
algebra over the B with the indeterminate Kλ, where λ ∈ Ĝ and the multiplication is defined as
Kα ·Kµ =
∑
η∈Ĝ
cηα,µ(x)Kη .
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Notice that the sum is actually a finite sum, hence it is meaningful. This is an associative and
commutative ring and the map f(x) 7−→ f(n) induces a surjection from S ′(G) onto Hn. Now using
the filtration, we define the induced filtered ring, called the Farahat-Higman ring of the uniformly
saturated family and denote by S(G) by setting:
Kα ·Kµ =
∑
η∈Ĝ
l(α)+l(µ)=l(η)
cηα,µ(x)Kη .
Following Wan and Wang, we say that the family (Gn)n∈N satisfies the stability property if the
the structure constants of Farahat-Higman ring are constants.
2.3 An example: The uniformly saturated family (Sn)n∈N
This subsection summarizes the work [2] of Farahat-Higman.
A partition λ is a non-increasing sequence of non-negative integers (λ1, · · · , λr, · · · ) where
almost all λi-s are zero. The integers λi are called the parts of λ and the number of non-zero λi’s
is called the length of λ and denoted by l(λ). The weight ||λ|| of λ is defined to be the integer∑
i∈N λi, which is well-defined as the sum is in fact over a finite set. If ||λ|| = n then one says λ
is a partition of n and writes λ ⊢ n. The set of partitions of n is denoted by Pn and the set of
all partitions is denoted by P which is the union of (Pn)n∈N. There is a unique partition of 0, the
empty partition. For k > 0 the partition 1k is the unique partition whose non-zero parts are 1
and weight is k. For two partitions λ, µ, their sum λ ∪ µ is defined to be the partition whose parts
consists of parts of λ and µ. For a partition λ = (λ1, · · · , λk) the completion λ is the partition
(λ1+1, · · · , λk+1). For an integer n ≥ ||λ||+ l(λ) = ||λ|| the n-th completion λ
↑n is the partition
λ∪1r, where r = n−||λ||. If λi ≥ µi for all i ∈ N, then one defines λ−µ as the partition whose parts
are λi − µi. For a partition λ with length r, the partition λ
◦ = λ − 1r is called the stabilization
of λ. If λ is the empty partition we still talk of the stabilization, completion and n-th completion
of λ and they are all equal to the empty partition as well. Later we will introduce the notion of
partition valued functions, and analogous concepts to weight, completion and stabilization will
be introduced.
Example 2.5. Consider λ = (4, 3, 3, 2, 1, 1, 1) which is a partition of 15 = 4+ 3+ 3+ 2+ 1+ 1+1.
The length of λ is 7. The stabilization λ◦ of λ is (4−1, 3−1, 3−1, 2−1, 1−1, 1−1, 1−1) = (3, 2, 2, 1),
which is a partition of 8. The completion λ◦ of λ◦ is (4, 3, 3, 2). The 15-th completions of λ◦ and
λ◦ are both equal to (4, 3, 3, 2, 1, 1, 1).
For a subset A ⊂ N, the group of permutations g of A with finite support [g] := {a ∈ A : g(a) 6=
a} is denoted by SA. For n ∈ N, [n] to indicates the set {1, 2, · · · , n}. When A = [n] we will
simply write Sn instead of S[n]. It is well-known that the conjugacy class of an element g ∈ Sn is
completely determined by the cycle type of g, which determines a unique partition λg = λ of n. The
reflection length l(g) of g ∈ Sn is the minimal number of transpositions whose product is equal
to g. As transpositions generate symmetric group, this definition of reflection length makes sense.
The symmetric group Sn embeds in Sn+1 in a natural way. The conjugacy classes Ŝn of Sn are
in 1-1 correspondence with Pn. The family is clear saturated. The union of Sn, n ∈ N, is denoted
by S∞, it is the group of permutations of N whose supports are finite.
Lemma 2.6. [2] The family (Sn)n∈N is a saturated family of groups and the bijections Ŝn −→ Pn
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induce the commutative diagram below.
Ŝn
gSn 7→gS∞

∼
// Pn
λ7→λ◦

Ŝ∞
∼
// P
In particular, the conjugacy classes of S∞ are in 1-1 correspondence with the set of all partitions.
From the lemma it also follows that the abstract definitions of the concepts of stabilization,
completion and n-th completion introduced earlier are consistent with the concrete definitions given
in this subsection.
Lemma 2.7. The reflection length is constant on conjugacy classes and it is sub-additive. It is also
stable under the embedding Sm →֒ Sn for m ≤ n. Moreover, the reflection length of g is equal to
the ||λ◦||.
Example 2.8. Consider the permutation g = (345)(78). As an element of S8 and S10, the conjugacy
class of g corresponds to the partitions (3, 2, 1, 1, 1) and (3, 2, 1, 1, 1, 1, 1) respectively. As an element
of S∞ the conjugacy class of g corresponds to the partition (2, 1). The completion of (2, 1) is (3, 2)
whose weight is 5. The level of g is also 5 which is equal to |[g]|. The reflection length of g is 3 and
it is equal to (λg)◦ = ||(2, 1)||.
The following lemma is the normal form theorem in the context of symmetric groups whose
proof is evident.
Lemma 2.9. Let g, h ∈ Sn and assume that
∣∣[g] ∪ [h]∣∣ = m ≤ n. Then there is an element z in Sn
so that (g, h)z ∈ Gm ×Gm.
Proposition 2.10 ([2]). (Farahat-Higman) The family (Sn)n∈N is a uniformly saturated family of
groups.
Proof. Let λ, µ, η be three stable types in S∞ and consider V = V (λ × µ : η). For (g, h) ∈ V , the
number |[g] ∪ [h]| is constant, say equal to m. Hence every orbit has a representative in the finite
group Gm ×Gm, thus there is at most finitely many orbits. (Compare with Lemma 3.19.)
Remark 2.11 (Growth of centralizers). If g, h are two elements of Sn then
CSn(gh) = CS[gh](gh) ⊕ S[n]−[gh] (6)
and hence
CSn(g) ∩ CSn(h) = (CS[g]∪[h](g) ∩CS[g]∪[h](h)) ⊕ S[n]−([g]∪[h]). (7)
Proposition 2.12 ([2]). (Farahat-Higman) For all α, β, θ ∈ Ŝ∞, the structural functions c
θ
α,β(n) =
pθα,β(n) for some polynomial p
θ
α,β(t) ∈ Z[t] for large n.
Proof. It is clear that, the index of the two groups occuring in Eq.(7) and Eq.(8) is a polynomial in
n. In fact, if |[gh]| = r ≤ s = |[g] ∪ [h]| then
CSn(gh)
CSn(g) ∩CSn(h)
=
(n− r)!
(n − s)!
= (n − r) · · · (n− s+ 1). (8)
Since the family is uniformly saturated the result follows from Remark 2.4/3.
9
Notice that, in the above proof, the degree of the polynomial is equal to |[g]∪ [h]|− |[gh]|, which
is zero only if [g] ∪ [h] = [gh]. The next lemma establishes a criteria to guarantee the equality.
Lemma 2.13. [2] Let g, h ∈ Sn. If ||(λ
g)◦||+ ||(λh)◦|| = (λgh)◦ then [g] ∪ [h] = [gh].
Proposition 2.14 ([2]). (Farahat-Higman) For g ∈ Sk and n ≥ k
λ(g↑n)◦ = λ(g)◦
The weight of λ(g)◦ is equal to the reflection length of g. Hence, if |θ◦| > |α◦|+ |β◦| then cθα,β(n) = 0
for all n ∈ N. If the equality holds, then the polynomial pθα,β(t) is constant.
Corollary 2.15. [2] The uniformly saturated family (Sn)n∈N satisfies the stability property.
3 The uniformly saturated family GLn(q) and the work of Wan and
Wang
In this section we summarize the work Stability of the centers of group algebras of GLn(q) of Wan
and Wang, [11]. In the first subsection, following [7] and [5] we review the general theory of linear
groups and parameterize the conjugacy classes in general linear groups over a finite field. In the
second subsection, we closely follow [11] and construct the uniformly saturated family GLn(q). In
remaining subsections, we present the main theorems of Wan and Wang without proofs. Some of
the theorems will be divided into smaller pieces because some parts will be used in the symplectic
case. Some general facts concerning the centralizers of block matrices will also be discussed in a
relatively lengthy way as they are used in the proofs of Wan and Wang and will be used in the case
of symplectic group.
We need to introduce some notations.
Let p be a prime and q be a power of p. The finite field with q is denoted by Fq. The set of
monic irreducible polynomials p(t) ∈ Fq[t]−{t} is denoted by Φ. For an abstract finite dimensional
vector space V and σ ∈ GL(V ) the residual Rσ and fixed space V σ of σ are defined as
Rσ = (σ − 1V )V, V
σ = ker(σ − 1V ).
An element in GL(V ) is called reflection if dimRσ = 1, equivalently, codimension of V σ is 1 by
the equality dimRσ+dimV σ = dimV . The reflection length l(σ) of σ ∈ GL(V ) is the minimum
number of reflections τ1, · · · , τr such that σ = τ1 · · · τr.
A partition valued function λ on Φ is a function from Φ to the set of partitions P such that
for almost all f ∈ Φ, the image partition λf is the empty partition. The image partition will be
denoted either by λf or by λ(f), depending on the convenience. The weight ||λ|| of a partition
valued function λ : Φ −→ P is defined as follows:
||λ|| =
∑
f∈Φ
deg(f) · ||λf ||
The set of partition valued functions on Φ of weight n is denoted by Pn(Φ). The set of all partition
valued functions is denoted by P(Φ). The sum λ ∪ µ of two partition valued functions λ and µ is
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defined as the function sending f to λf ∪ µf . For a partition valued function λ we introduce the
unipotent block λu and non-unipotent block λnu as the partition valued functions defined as
λu(t− 1) = λ(t− 1), and λu(f) = ∅, ∀f 6= t− 1.
and
λnu(t− 1) = ∅, and λnu(f) = λf , ∀f 6= t− 1.
The unipotent part of λσ is denoted by λσ,u and the non-unipotent part is denoted by λσ,nu. It is
clear that
λσ,u ∪ λσ,nu = λσ.
A partition valued function which is equal to its unipotent block will be called a unipotent func-
tion.
Example 3.1. Let x ∈ Fq be a non-square. Define µ ∈ P(Φ) by setting
µ(t− 1) = (3, 2, 1, 1), and µ(t2 − x) = (2, 2, 1),
and for f 6= t− 1, t2 − x, set µ(f) = ∅ ∈ P0. So by definition we get
||µ|| = 1 · (3 + 2 + 1 + 1) + 2 · (2 + 2 + 1) = 17.
The unipotent block λu is equal to the function which assigns (3, 2, 1, 1) to (t− 1) and assigns the
empty partition ∅ to f ∈ Φ−{t− 1}. The non-unipotent block λnu is the partition valued function
that assigns (2, 2, 1) to t2 − x and ∅ to f ∈ Φ− {t2 − x}.
The following concepts are introduced in [11] as variants of stabilization, completion and n-th
completion. Recall that the stabilization, completion and n-th completion of the empty partition
were formally defined and they were all equal to the empty partition as well.
Definition 3.2 (Wan-Wang). Let µ ∈ Pn(Φ) be a partition valued function of weight n. The
stabilization µ◦ and completion µ of µ are the partition valued functions defined as the unique
partition valued functions satisfying
(µ◦)u(f) = (µu(f))◦, and (µ)u(f) = µu(f)
and
(µ◦)nu = µnu, and (µ)nu = µnu
where (µu(f))◦ and µu(f) denote the stabilization and completion of the ordinary partition µu(f),
respectively. For n ≥ ||µ||, define the n-completion µ↑n ∈ Pn(Φ) to be the unique partition valued
function that satisfies
µ↑n(t− 1) = (µ(t− 1))r
where r = n− ||µ|| and µ↑n(f) = µ(f) for all f 6= t− 1.
Notice that all the operations sending µ to µ◦, or to µ or to µ↑n affects only the unipotent block
µu of µ.
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Example 3.3. Let us observe the effects of the operations just introduced on the partition valued
function µ of Example 3.1, which was defined as
µ(t− 1) = (3, 2, 1, 1), and µ(t2 − x) = (2, 2, 1),
and for f 6= t− 1, t2 − x, set µ(f) = ∅ ∈ P0 where x ∈ Fq is a non-square. Then
µ◦(t− 1) = (2, 1) = (µ(t− 1))◦, and µ◦(f) = µ(f),
for all f 6= t− 1. If we denote µ◦ simply by λ then
λ(t− 1) = (3, 2) = λ(t− 1), and µ(f)µ(f),
for all f 6= t− 1. The weight of λ is 1 · (3 + 2) + 2 · (2 + 2 + 1) = 15. Clearly, λ↑17 = µ.
3.1 Conjugacy classes in general linear groups
Let g ∈ GL(V ). Considering elements of V as column vectors, v 7−→ g · v acts on V . This action
can be used to define an Fq[t]-module structure Vg on V via defining t · v = g · v and extending it
linearly.
Remark 3.4. The most important property of this module is that it characterizes the conjugacy
class of g. Let h ∈ GL(V ) be another F automorphism of V and assume that the elements g and
h are conjugate: gu = uh for some u ∈ GL(V ), which implies
t ·g (u(v)) = gu(v) = uh(v) = u(t ·h v).
As a result v 7−→ u(v) defines an F (t)-module isomorphism from Vh to Vg. Let us rewrite the last
inequality in a more suggestive form:
V
u

t·h
// V
u

V
t·g
// V
which reads as Vg and Vh are isomorphic representation spaces of F [t]. Conversely, if u is such a
module isomorphism, then it is clearly a linear isomorphism which satisfies gu = uh. As a result
we have
gG = hG ⇐⇒ Vg ≃ Vh, (9)
for all g, h ∈ G. The Eq.(9) can be stated in terms of representations. The elements g and h
are conjugate if and only if there is an F [t]-equivariant isomorphism between Vg and Vh. This
interpretation will allow us to show that an equation of type
XA = BX, A ∈ Matn×n, B ∈ Matm×m, X ∈ Matm×n
admits only the trivial solution X = 0 when VA and VB are distinct simple modules. Of course,
this is just a special case of Schur’s lemma.
12
Since Fq[t] is a PID and Vg is finite dimensional module, elementary divisor theory applies: Vg
admits a decomposition
Vg =
s⊕
i=1
Mi, (10)
where Mi’s are primary cyclic modules, and this decomposition is unique on the isomorphism class
of Vg up to permuting the orders of the summands ([5], Ch.3). Thus Eq.(10) completely determines
the conjugacy class of g. A primary cyclic Fq[t] module is by definition in the following form:
Nf,i := Fq[t]/(f)
i, i > 0, f ∈ Φ. (11)
Now fix f ∈ Φ, and for i ∈ N define mfi = mi ∈ N to be the number of copies of Nf,i in the
decomposition of Vg into primary cyclic modules. As there are only finitely many such summands,
mi = 0 for almost all i, say i > rf for some r = rf ∈ N. Thus, the decomposition Eq.(10) determines
a partition (1m1 , · · · , rmr ) attached to f , as a result one obtains a partition valued function λg which
sends f to the partition defined as above. With this notation the above decomposition can be written
as
Vg =
⊕
f∈Φ
Nf,λσ
f
(12)
where
Nf,λg
f
=
⊕
i≥1
Fq[t]/(f)
λ
g
f,i .
The weight ||λg ||. This follows from the fact that dimFq Nf,i = i · deg(f) together with Eq.(12).
Conversely, it can be shown that for each such function λ, the corresponding Fq[t]-module is realized
by an element g of GL(V ). This finishes the characterization of the conjugacy classes of GLn(q).
Let us summarize.
Proposition 3.5. The association g 7−→ λg defines a surjection GLn(Fq) −→ Pn(Φ). Two endo-
morphisms g, h ∈ GLn(Fq) define the same partition valued function if and only if they are conjugate
in GLn(Fq). In particular, g 7−→ λg induces a bijection
Ĝn −→ Pn(Φ).
The basis elements of Hn thus can be indexed by the elements of Pn(Φ).
Remark 3.6. Consider two primary cyclic module Mi = Fq[t]/f
mi
i , i = 1, 2 with distinct irre-
ducible monic polynomials f1, f2. Then Fq[t]-modules V1 and V2 and by Schur’s lemma there is no
intertwining operator between them.
The proposition, together with (11), allows one to construct a representative for each conjugacy
class. The use of suitable representatives is particularly important in calculations done in [11]as well
as in the symplectic group case which will be investigated later. The widely used representatives in
the case of GLn are the diagonal sums of companion matrices attached to polynomials. The main
importance of choosing a nice form is that it enables one to compute the functions defined in the
form C(gh)/C(g)∩C(g), cf. (5), via proving a theorem similar to the given in Remark 2.11, Eq.(8).
We recall the basic result in the least explicit form, yet it will be enough for our purposes.
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Lemma 3.7 ([5], Ch.3/10). Let g ∈ End(V ) and m(t) =
∏
mi(t)
ri be the minimal polynomial of
g. Then there is a basis B of V such that the matrix of g with respect to B is in block diagonal
form diag(M1, · · · ,Mr) where minimal polynomial of Mi is m
ri
i (t).
The blocksMi’s admits further blocks each of which has minimal polynomial power of fi and the
explicit blocks can be given depending on the minimal polynomial. In fact, for a given polynomial
f(t) ∈ Φ and m ≥ 1 write f(t)m = tk − ak−1t
k−1− · · · − a0 and introduce the companion matrix
Jfm of f
m by setting
Jfm =

0 0 · · · 0 a0
1 0 · · · 0 a1
0 1 · · · 0 a2
...
. . .
...
...
0 0 · · · 1 ak−1

k×k
It is well-known that the Fq[t] module defined by Jfm is isomorphic to
Fq[t]/(f(t)
m) = Nf,m.
So, if λf = (λ1, · · · , λr) and we write Jλf in place of the block diagonal matrix diag(Jfλ1 , · · · , Jfλr )
then the block diagonal matrix
Jλ := diag(Jλf )f∈Φ
is an element of the conjugacy class in GLn(Fq) that induces the partition valued function λ.
Remark 3.8 (Centralizers of block diagonal matrices and Schur’s lemma). Let U be an n × n
invertible block diagonal matrix diag(U1, · · · , Uk), where Ui is an ni × ni square matrix and let D
be an n× n matrix. The block structure of U can be used to write D as a block matrix (Dij)
k
i,j=1,
where Dij is an ni × nj matrix. The matrix D commutes with U if and only if the equation
diag(U1, · · · , Uk)D = Ddiag(U1, · · · , Uk)
which can be written in detail:
U1
. . .
. . .
Uk


D11 D12 · · · D1k
D21 D22 · · · D2k
...
... · · ·
...
Dk1 Dk2 · · · Dkk
 =

D11 D12 · · · D1k
D21 D22 · · · D2k
...
... · · ·
...
Dk1 Dk2 · · · Dkk


U1
. . .
. . .
Uk

or equivalently 
U1D11 U1D12 · · · U1D1k
U2D21 U2D22 · · · U2D2k
...
... · · ·
...
UkDk1 UkDk2 · · · UkDkk
 =

D11U1 D12U2 · · · D1kUk
D21U1 D22U2 · · · D2kUk
...
... · · ·
...
Dk1U1 Dk2U2 · · · DkkUk

So, D commutes with U if and only if
UiDijU
−1
j = Dij
14
∀i, j = 1, · · · , k. Now assume that, each Ui is of the form Jλ(fi) where fi and fj are distinct
irreducible polynomials for i 6= j. Writing Eq.(13) as UiDij = DijUj we see that Dij defines an
intertwining operator between Nf1,λ(f1) and Nf2,λ(f2). Such an operator must be zero if f1 6= f2
according to the Remark 3.6. This means
C(diag(Jλ(f))f∈Φ) ≃
⊕
f∈Φ
C(Jλ(f)).
3.2 Uniformly saturated family GLn(q).
In this subsection, following [11] we construct the uniformly saturated family (GLn(q))n∈N.
Definition 3.9. [11] For m ≤ n consider the embedding Vm −→ Vn defined as follows
(v1, · · · , vm) 7−→ (v1, · · · , vm, 0, · · · , 0︸ ︷︷ ︸
n−m many
)
and identify Vm with its image in Vn. Denote
V[n]−[m] = {(0, · · · , 0︸ ︷︷ ︸
m many
, w1, · · · , wn−m) : wi ∈ Fq}
which implies Vn = Vm⊕V[n]−[m]. For g ∈ GL(Vm) the injection g
↑n ∈ GL(Vn) is defined by setting
g ⊕ IV[n]−[m]. If A is the matrix of g, the map
↑n reads as
g↑n =
[
A 0
0 In−m
]
.
The group G∞ defined to be the union of (GLn(q))n∈N.
We collect numerous results of Wan and Wang in the following lemma. We present it with the
terminology introduced to unify the different cases.
Lemma 3.10 ([11]). 1. The family GLn(q) is a saturated family.
2. The map g 7−→ (λg)◦ induces a bijection between the conjugacy classes of GL∞ and P(Φ),
the set of all partition valued functions. The partition (λg)◦ is called the stable type of g.
3. Let λ be a partition valued function. Then GLm(q) contains an element whose stable type is
λ if and only if ||λ|| ≤ m.
4. Let λ be a partition valued function such that ||λ|| = m and let g ∈ GLm(q) be an element
whose stable type is λ. Let n ≥ m. Then
λ↑n = λ(g
↑n)
Proof. All of the statements follows from the characterizations of conjugacy classes with partition
valued functions and the definitions.
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Example 3.11. Let us reconsider the example (3.3). Recall that the partition valued function µ
was defined by setting
µ(t− 1) = (3, 2, 1, 1), and µ(t2 − x) = (2, 2, 1),
and for f 6= t− 1, t2 − x, set µ(f) = ∅ ∈ P0 where x ∈ Fq was a non-square. We already observed
that ||µ|| = 1 · (3 + 2 + 1+ 1) + 2 · (2 + 2) = 17. The completion µ of µ differs from µ on the image
of t − 1. The completion µ maps t − 1 to the completion of the partition µ(t − 1) = (3, 2, 1, 1),
which is (4, 3, 2, 2). This means the weight of the completion of µ is 21 and the conjugacy class of
elements whose stable type is equal to µ has a representative in all GLn(Fq) for all n ≥ 21 and if
n < 19 then Kµ ∩ GLn(Fq) = ∅. Let n = 24. Then one only adjust the image of t − 1 so that the
resulting partition valued function is of weight 22. Hence, as 24 = 21 + 3 we get
µ↑22(t− 1) = (4, 3, 2, 2, 1, 1, 1)
µ(f) = µ(f)
for all f 6= t− 1. Moreover, if g ∈ GL19(Fq) with stable type µ then
g↑22 =
[
g 0
0 I3
]
and µg
↑22
= µ↑22.
For a stable type µ ∈ P(Φ), let µ(n) be the intersection µ∩GLn(Fq), which is non-empty if and
only if ||µ|| ≤ n and let
Kµ(n) =
∑
σ∈µ(n)
σ
which is an element of Z(Z[GLn(Fq)]), the center of the integral group algebra of GLn(Fq), as
pointed earlier in the general setting of Eq.(2). Notice that if µ(n) = ∅ then the above sum is over
the empty set and hence equal to 0.
Lemma 3.12 ([11], Lemma 2.3). The set {Kµ(n) 6= 0 : µ ∈ P(Φ)} forms the class sum Z-basis for
the center Hn, for each n ≥ 0.
3.3 The growth of the centralizers
We have seen in Section 2.1, Proposition 2.4, that in order to determine the structural functions
cθα,β(n) one needs to study the growth of the centralizer of a fixed element as the groups enlarge.
So, one needs a variant of Eq.(8). Recall that if σ ∈ Sm which has no fixed point and n ≥ m then
CSn(σ
↑n) = CSm(σ)⊕ Sn−m. (15)
where, as before, σ↑n is the image of σ under the natural identification of Sm in Sn.
Remark 3.13. Let g ∈ GLn(Fq) and λg be its type. Then dimV g = l(λ(t − 1)). This can be
directly seen from the fact that only companion matrices belonging to t − 1 contributes to the
1-eigenspace and for each block, the contribution to the dimension is increment by 1.
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Let µ ∈ P(Φ), m = ||µ|| and consider Jµ . Recall that Jµ is a block diagonal matrix and an
element of GLm(Fq). Its block consists of companion matrices Jf and because no parts of µ(t− 1)
is equal to 1, there is no block equal to the identity matrix. For a such matrix, the following is the
variant of Eq.(15).
Proposition 3.14 ([11] Proposition 2.5). Let n ≥ m = ||µ|| + l(µt−1) = ||µ|| and let Cµ denotes
the centralizer of Jµ in GLk(Fq). Then, the centralizer of Jµ↑n ∈ GLn(Fq) is given by
Cµ↑n =
{[A B
C D
] ∣∣∣A ∈ Cµ ,D ∈ GLn−k(Fq), JµB = B,CJµ = C}.
In particular, A and D are invertible and hence
|Cµ↑n | = |Cµ | · |GLn−m| · q
2·l(µ(t−1))
Proof. The second equality directly follows from the first equality and Remark 3.13. Conditions on
B and C follows from the equality[
Jµ 0
0 In−m
] [
A B
C D
]
=
[
A B
C D
] [
Jµ 0
0 In−m
]
The proof of the invertibility of A and D can be found in [11]. There, the authors in fact prove that
det(
[
A B
C D
]
) = det(A) det(D)
whenever
[
A B
C D
]
is in the centralizer of Jµ↑n .
3.4 Reflection length, stable type and the main theorems of Wan and Wang
The following Lemma is due to [4] and it is analogous to Lemma (2.13). It is used in [11] to prove
a similar result to (2.9) in the case of general linear groups.
Lemma 3.15 ([4], Proposition 2.9, 2.16). 1. For g ∈ GLn(Fq) the reflection length and residual
dimension are equal: l(g) = dimRg = codim V gn .
2. The reflection length is sub-additive: i.e. for g, h ∈ GLn(Fq)
l(gh) ≤ l(g) + l(h).
3. If l(gh) = l(g) + l(h) then
V gn ∩ V
h
n = V
gh
n and Vn = V
g
n + V
h
n .
Lemma 3.16 ([11], Lemma 3.2). The reflection length is stable under the embedding Gm ⊆ Gn
for m ≤ n. Moreover:
1. If g ∈ µ, then l(g) = ||µ||.
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2. If the stable type of g, h, gh ∈ G∞ are λ, µ, ν then
||λ||+ ||µ|| ≤ ||ν||.
Proposition 3.14, Lemma 3.16 and Lemma 3.15 are sufficient to prove that the index function
n 7−→
|CGLn(q)(gh)|
|CGLn(q)(g) ∩CGLn(q)(h)|
is independent of n if
||λ||+ ||µ|| = ||η||,
where λ, µ and η are stable types of g, h and gh, respectively. However, to prove that the structural
function cηλ,µ(n) is indeed independent of n requires to know that there are only finitely many index
functions which contribute to the structural function cηλ,µ(n) and this is equivalent to show that the
fibers V (λ × µ : η) admits only finitely many orbits with respect to the simultaneous conjugation.
Such result relies on the normal form results of Wan and Wang:
Lemma 3.17. Let g, h ∈ GLn(q) and l(gh) = l(g) + l(h). Moreover, let z ∈ GLn(q) such that
zghz−1 =
[
gh 0
0 In−l(gh)
]
then
zgz−1 =
[
g 0
0 In−l(gh)
]
, and zhz−1 =
[
h 0
0 In−l(gh)
]
.
Remark 3.18. In the original article, this lemma is not given as an isolated entity but derived as
a part of the proof of the Proposition below. We instead present it independently because we will
use it in the context of symplectic groups.
Proposition 3.19 (Normal Form Theorem). [[11], Proposition 3.3] Let g, h, gh ∈ G∞ and λ,µ,η
be their stable types respectively. Suppose ||η || = ||λ||+ ||µ|| and set m = ||ν||+ l(ν(t− 1)). Then
there exists z ∈ GLn(q) and g, h ∈ Gk such that
zgz−1 =
[
g 0
0 In−m
]
, zhz−1 =
[
h 0
0 In−m
]
, zghz−1 =
[
gh 0
0 In−m
]
.
Corollary 3.20. The simultaneous conjugation admits finitely many orbits. Hence (GLn(Fq))n∈N
is a uniformly saturated family.
The following theorem is the stability property of the uniformly saturated family (GLn(q))n∈N
and it is proved using the previous results as analogs of them used to prove the stability result for
the uniformly saturated family (Sn)n∈N.
Theorem 3.21 (Stability Theorem). [[11], Theorem 3.4] Let λ, µ, η be three elements of P(Φ). If
||η || = ||λ||+ ||µ||, then cη
λ,µ
(n) is a non-negative integer independent of n.
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4 The case of symplectic groups: Spn(q)
In this section we start dealing with the case of symplectic groups. In the first subsection the basics
of symplectic spaces and alternating forms are discussed. In the following subsection a detailed
review of conjugacy in symplectic groups is presented. The results of the second subsection is
used to obtain a rational form for the unipotent symplectic matrices. In the fourth subsection
the reviewed theory is used to construct the uniformly saturated family Spn(q). Finally, the main
theorem, the stability property of center of the symplectic group rings is proved assuming Theorem
4.21 and Theorem 4.22 whose proofs deferred to the next section.
4.1 Review of symplectic groups
This subsection presents the basic properties of the symplectic groups Spn(q) over finite field with q
elements. The main reference for this subsection are the books Symplectic Groups by O.T. O’meara
[9] and Linear Algebra and Geometry, a seconds course, by I. Kaplansky, [6],
Let V be an Fq vector space of dimension n, where q is an odd prime power. An alternating
form (or symplectic form) Q(·, ·) on V is a map V × V 7−→ Fq such that for all u, v, w ∈ V and
a ∈ Fq, the equalities
1. Q(v,w) = −Q(w, v), (alternating property)
2. Q(av + u,w) = aQ(v,w) +Q(u+ w), (bilinearity)
hold. If Q is an alternating form on V then the pair (V,Q) is called a symplectic space. Given
two symplectic spaces (Vi, Qi), i = 1, 2, over Fq are called equivalent if there is a bijective linear
map φ : V1 −→ V2 such that
Q2(ψ(v), ψ(w)) = Q1(v,w),
for all v,w ∈ V1. In the case of equality V1 = V2 one can speak of equivalency between Q1 and Q2
and drop the underlying vector space from the notation. As done for all bilinear forms, the effect
of Q(·, ·) on V × V can be written in terms of matrices. Let B = {e1, · · · , en} be a fixed ordered
basis of V and let [SQ]B be the n× n matrix (sij)
n
i,j=1 where
sij = Q(ei, ej).
Then [SQ]B is a skew symmetric matrix, S
tr
Q = −SQ, as a consequence of the fact that Q is
alternating. Let v,w ∈ V be two elements that are considered as column vectors written with
respect to the ordered basis {e1, · · · , en}. Then it is easily seen that
Q(v,w) = vtr · [SQ]B · w.
Two elements v,w ∈ V are said to be orthogonal to each other, denoted as v ⊥ w, if Q(v,w) = 0.
Similarly, two subspaces W1,W2 ⊂ V are said to be orthogonal to each other if for all w1 ∈ W1,
w2 ∈W2, Q(w1, w2) = 0. The orthogonality of subspaces again denoted by the notation W1 ⊥W2.
For a subspace W ⊂ V , the subspace of elements orthogonal to W is W⊥ := {v ∈ V : v ⊥ w,∀w ∈
W}. A symplectic space (V,Q) is said to be non-degenerate if V ⊥ = 0. The non-degeneracy of
a form Q is equivalent to non-vanishing of det(SQ), which is independent of the chosen basis. An
hyperbolic pair (e, f) with respect to Q is an element of V × V with the property Q(e, f) = 1.
In this case e will be referred as the positive part and f will be referred as the negative part of
the hyperbolic pair.
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Lemma 4.1 ([9], Thm.1.1.13). Let (V,Q) be a symplectic space. Then the following are equivalent:
1. Q is non-degenerate.
2. V admits a basis {e1, f1, · · · , en, fn} where (ei, fi) is an hyperbolic pair for i ∈ {1, · · · , n},
such that Hi ⊥ Hj for i 6= j ∈ {1, · · · , n}, where Hi = 〈ei, fi〉 is the subspace generated by
the hyperbolic pair (ei, fi). With respect to this basis the matrix of Q is equal to the block
diagonal matrix 
[
0 1
−1 0
]
. . . [
0 1
−1 0
]

2n×2n
(16)
In particular, non-degenerate symplectic spaces must be even dimensional and if Q1 and Q2 are two
non-degenerate symplectic forms on V then they are equivalent.
A basis B, relative to which the matrix of Q is of the form Eq.(16), is called a hyperbolic
basis. In this case ei and fi are said to be hyperbolic conjugates of each other. If B is an
hyperbolic basis, then B+ denote the positive parts of hyperbolic pairs in B, and B− denote the
negative parts of hyperbolic pairs in B.
Let (V,Q) be a non-degenerate symplectic space. An element of g ∈ GL(V ) is said to be a
symplectic transformation if
Q(gv, gw) = Q(v,w)
for all v,w ∈ V . The set of symplectic transformations form a group which is called the sym-
plectic group and denoted by Sp(V ). It is contained in the special linear group SL(V ) of linear
transformations with determinant 1 ([9], Thm. 2.1.110). For an element g ∈ GL(V ), whether or
not g is a symplectic transformation can be checked via hyperbolic bases. Let {e1, f1, · · · , en, fn}
be an hyperbolic basis for (V,Q) and g ∈ GL(V ). Then g is an element of Sp(V ) if and only if
{ge1, gf1, · · · , gen, gfn} is an hyperbolic basis.
4.2 Conjugacy classes in Spn
In this subsection, the references that we follow are On isometries of inner product space by J. Milnor
[8], and Conjugacy Classes by Springer-Steinberg in [1]. Since these results are not comprehensively
covered in text books, we will a thorough discussion.
Let (V,Q) be a non-degenerate symplectic space of dimension 2n. By Proposition 3.5, conjugacy
classes of GL(V ) are parameterized by the partition valued functions λ : f 7−→ λ(f) = (λ1, · · · , λrf )
on the Φ, which are of weight 2n:
2n = ||λ|| =
∑
f∈Φ
deg f · ||λ(f)|| =
∑
f∈Φ
deg f ·
( rf∑
i=1
λi
)
However, if one considers elements g ∈ Sp(V ), then one can not realize all the functions of the
above form. This is not the only obstacle. Let g1, g2 be two isometries and assume that λ
g1 = λg2 .
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Then it is known that g1 and g2 are conjugate only over a suitable extension F over Fq, (cf. [6],
Theorem 70, pg. 79), which means for a fixed m, the family (Spm(q
n))n∈N is not saturated.
Let g ∈ Sp(V ) and Vg denotes Fq[t]-module whose underlying space is v on which t acts as g. i.e.
t·v = gv. Letmg(t) denotes the minimal polynomial of g. From the fact that Q(gv,w) = Q(v, g
−1w)
and the bilinearity of Q it follows that for every polynomial φ ∈ Fq(t) one has
Q(φ(g)v,w) = Q(v, φ(g−1)w). (17)
Substituting mg in the equation Eq.(17) one gets
0 = Q(0 · v,w) = Q(mg(g)v,w) = Q(v,mg(g
−1)w),
∀v,w ∈ V . Since the form V is non-degenerate, it follows that mg(g
−1) = 0 and thus the minimal
polynomial of g−1 divides that of g. By symmetry and the fact that both polynomials are monic,
it follows that mg = mg−1 . As a result, the map
σ : g 7−→ g−1 (18)
induces an isomorphism on A(g) = Fq[t]/(φg), which is obviously an involution. For φ = a0 + a1t+
· · ·+ td ∈ Φ, we introduce the dual φ ∈ Fq(t) by
φ(t) =
d∑
i=0
(aia
−1
0 )t
d−i. (19)
We notice the following relation between the automorphism σ and the dual operation defined on
polynomials (cf. Eq.(19)) :
σ(φ(g)) = φ(g−1)
=
( d∑
i=0
aig
−i
)
(a−10 g
d)(a0g
−d)
= a0g
−d
d∑
i=0
(aia
−1
0 )g
d−i
= a0g
−dφ(g).
The equalities (20) and (17) yield
Q(φ(g)v,w) = Q(v, a0g
−dφ(g)w), (21)
and for g ∈ Spn, the minimal polynomial of g satisfies mg(t) = mg(t). The Eq.(21) also implies that
the direct sum decomposition of V into its generalized eigenspaces is an orthogonal decomposition
in the following sense: If ψ1, ψ2 are two monic irreducible factors of mg then the generalized eigen
spaces Vψi = {v ∈ V : ψ
k
i (g)v = 0, for large k} for i = 1, 2 are orthogonal to each other unless
ψ1 = ψ2. Indeed, let k be such that ψ
k
1 (g)v = 0 for all v ∈ V . Then, for all vi ∈ Vψi , i = 1, 2 one
gets
0 = Q(0, v2) = Q(ψ
k
1 (g)v1, v2) = Q(v1, ψ
k
1 (g
−1)v2) = Q(v1, a
k
0g
−dkψ1
k
(g)v2).
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But this means ψ1
k
annihilates the generalized eigen-space Vψ2 . Thus ψ2 | ψ1 and in particular
degψ2 ≤ degψ1 = degψ1. The symmetric work shows that degree of ψ1 and ψ2 are equal, hence
degψ2 = degψ1, proving that ψ1 = ψ2. Thus
ψ1 6= ψ2 =⇒ Vψ1 ⊥ Vψ2 .
In the case of a polynomial ψ which is a "self-dual" irreducible divisor of mg(t), i.e. ψ = ψ the
generalized eigenspace Vψ admits an orthogonal decomposition
Vψ = V
1
ψ ⊕ V
2
ψ ⊕ · · · ⊕ V
r
ψ (22)
such that V iψ is a free Fq[t]/(ψ)
i-module. Indeed, let consider a not necessarily orthogonal decom-
position of Vψ as in (22). Then the restriction q|V r
ψ
of the inner product Q to W rψ is non-degenerate
([10], Lemma 1.4.6), ([8], Theorem 3.2). So we can consider the orthogonal decomposition of
Vψ = V
r
ψ ⊕ (V
r
ψ )
⊥ and continue by induction. To summarize, let d(φ) be the set of monic irreducible
divisors of φ ∈ Fq[t]. Since mg(t) is self-dual, the set d = d(mg(t)) can be written as a disjoint
union d = d1 ⊔ d2 where d1 consists of self-dual polynomials, d2 consists of polynomials ψ such that
ψ 6= ψ. Clearly, for ψ ∈ d2, the dual φ of φ is also contained in d2 and hence we write d2 = d′ ⊔ d
′.
Therefore we have the following orthogonal decomposition
Vg =
(⊕
φ∈d1
Vφ
)⊕(⊕
φ∈d′
Vφ·φ
)
where Vφ·φ = Vφ ⊕ Vφ.
This reduces the study of conjugacy classes into the study of conjugacy classes of elements g such
that the monic irreducible polynomial mg(t) is either a power of a self dual irreducible polynomial
ψ = ψ or power of a polynomial of type ψ·ψ where ψ is a monic irreducible, non-self-dual polynomial.
Let g be a symplectic transformation whose minimal polynomial mg(t) is of the one of the following
forms:
1. mg(t) = ψ(t)
m, where ψ(t) = t± 1.
2. mg(t) = ψ(t)
m, where ψ is a self-dual monic irreducible polynomial that is different than t±1.
3. mg(t) = (ψ(t)ψ(t))
m, where ψ(t) is a non-self-dual monic irreducible polynomial.
Lemma 4.2 ([1], E-88, 2.4). There is an Fq linear functional l : A(g) −→ Fq on A(g) such that the
symmetric linear function 〈·, ·〉l defined by
〈a, b〉l = l(ab)
is non-degenerate. Moreover, for any such functional l, there is an element α0 in A(g) such that
l(σ(a)) = l(α0a). In case 1, one can take α0 = (−1)
m−1, in other cases, one can take α0 = 1.
Proof. We only consider the case of g whose minimal polynomial is a power of a self-dual irreducible
polynomial p(t) and let k = deg p(t). First notice that
p(t)iFq[t]/p(t)
i+1Fq[t] ≃ Fqk (23)
22
as Fq algebras, for i = 0, · · · , d − 1. Also notice that every element a in A admits a unique
decomposition of the form
a =
d∑
i=1
aip(t)
i−1
where
ai =
k−1∑
j=0
aijt
j
with aij ∈ Fq. Moreover
aip(t)
i−1 =
k−1∑
j=0
aijt
j
p(t)i−1 7−→ ai =
k−1∑
j=0
aijt
j
∈ Fq[t]/p(t) = Fqk
establishes the isomorphism mentioned in Eq.(23). Now let a, b ∈ A(g) be fixed non-zero elements
and assume that ai = 0 for i < r, ar 6= 0 and bi = 0 for i < d. We claim that there exists c ∈ A(g)
such that ac = b. But this is clear. First multiply a with pd−r−1 to get rid of the summands aip
i
with i > r. Next one just needs to find an element of the form d = d0 such that ard0 is equal to bd.
But this can be done using the isomorphism of fields given in Eq.(23) and the fact that ar 6= 0.
Consider a linear functional f ∈ pd−1Fq[t]/pdFq[t]∗ which is non-zero. Such a functional exists
as Fqk/Fq is a separable extension
1. The functional f can be used to define a functional l on A(g),
by declaring
l(a) = f(ad).
Assume that for a ∈ A(g), l(ac) = 0 for all c ∈ A(g). However this can not be the case because f
has a non-vanishing point, say b, and as can be seen in the preceding paragraph, that point can be
realized as ac.
Corollary 4.3 ([1], E-88, 2.5). For any linear functional l as in Lemma 4.2 there exists a unique
σ-sesquilinear form Fg,l = F : V × V −→ A(g) such that
q(ax, y) = l(aF (x, y)) (24)
and
F (x, y) = −α0σ(F (y, x)) (25)
where α0 is as in Lemma 4.2.
Proof. We begin with showing that Eq.(24) has a unique solution. Fixing x, y ∈ V defines a
functional a 7−→ q(ax, y) on A(g). Since 〈·, ·〉l is non-degenerate, every linear functional on A(g)
is of the form 〈·, u〉l for some unique
2 u ∈ A(g). This proves the existence of a linear functional
1Thus one can use the trace function, as done in [8] Lemma 1.1.
2The explicit argument showing the uniqueness is as follows: Let x, y ∈ V be fixed and assume that ux,y and
vx,y satisfy the equation Eq.(24) for all a ∈ A(g). However this means l(aux,y) = q(ax, y) = l(avx,y) and hence
0 = l(aux,y)− l(avx,y) = l(a(ux,y − vx,y)) = 〈a, ux,y − vx,y〉l for all a ∈ A(g). Since 〈·, ·〉l is non-degenerate, it follows
that ux,y = vx,y .
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satisfying Eq.(24). As for Eq.(25), we fix x, y ∈ V . Then, for all a ∈ A(g), we have the following
sequence of equations:
〈a, F (x, y)〉l = q(ax, y)
(by (17)) = q(x, σ(a)y)
= −q(σ(a)y, x)
(by (24) and σ2 = id ) = −l(σ(aσ(F (y, x))))
(by (4.2)) = −l(α0aσ(F (y, x))
= −α0〈a, σF (y, x)〉l
as α0 ∈ Fq. Since 〈·, ·〉l is non-degenerate, we have (25).
Let g, g′ ∈ G and σ, σ′ are automorphisms of A(g) and A(g′), respectively, as defined in equation
Eq.(18), i.e. g 7−→σ g−1 and g′ 7−→σ
′
g′−1. Assume that there exists an isomorphism
c : A(g′) −→ A(g)
p(g′) 7−→ p(g)
where p ∈ F[t]. Notice that such an isomorphism is compulsory (though not sufficient) in order g
and g′ to be conjugate in GLn(Fq): Note also that
c(σ′(p(g′))) = c(p(g′−1)) = p(g−1) = σ(p(g)). (28)
Using such an isomorphism, one can define similar objects related g′ to those defined for g in the
previous paragraphs, simply by transferring them by composing with c. More precisely we define
l′ : A(g′)→ Fq by l ◦ c, where l is as in Lemma 4.2. Since c is an Fq isomorphism, the form 〈·, ·〉l′ is
non-degenerate. So, there is an element α′0 in A(g
′) such that l′(σg′(a)) = l(α
′
0a). Using equation
Eq.(28), for p(t) ∈ Fq[t], one obtains
l′(σ′(p(g′))) = l ◦ (c(σ′(p(g′)))
= l(σ(p(g)))
= α0l(p(g))
= α0l
′(p(g′))
which proves that α′0 = α0. According to Corollary 4.3, there exists a unique σ
′-sesquilinear form
F ′g′,l′ = F
′ : V × V −→ A(g) such that
q(a′x, y) = l′(a′F ′(x, y))
and
F ′(x, y) = −α0σ
′(F ′(y, x)).
Assume that g and g′ are conjugate, say by u ∈ Sp2n: gu = ug
′. However, as discussed earlier,
this means that the map u : V −→ V is in fact an isomorphism from the module V (g′) to V (g). We
claim that this map indeed an isomorphism with respect to the sesquilinear forms F ′ and F . The
corresponding definitions are given below.
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Definition 4.4. Let Ri be a commutative ring and Mi be an Ai-module, and let Fi is a non-
degenerate form on Mi for i = 1, 2. An isometry from M1 to M2 consists of a ring isomorphism
r : R1 −→ R2 and an isometry M1 −→M2 as R1 modules. More precisely
R1 ×M1
(r,m)

·R1
//M1
m

R2 ×M2
·R2
//M2
and
M1 ×M1
(m,m)

·F1
// R1
r

M2 ×M2
·F2
// R2
commutative.
We are already given a module isomorphism, namely c. Hence we just need to check the
commutativity of the diagram:
V (g′)× V (g′)
(u,u)

·F ′
// A(g′)
c

V (g)× V (g)
·F
// A(g)
In other words, one needs to show that, for all v,w ∈ V
c(F ′(v,w)) = F (uv, uw).
To prove such an equality, one needs to use the defining property of F and F ′ given in equation
Eq.(24). So, we fix v,w ∈ V and consider an arbitrary polynomial p(t) ∈ Fq[t]. Then
〈p(g), c(F ′(v,w)〉l = l(p(g)c(F
′(v,w))
(by (27)) = l(c(p(g′))c(F ′(v,w))
(as l′ = l ◦ c) = l′((p(g′)F ′(v,w))
(by (24)) = q(p(g′)v,w)
(as u ∈ Sp) = q(up(g′)v, uw)
(as ug′ = gu) = q(p(g)uv, uw)
(by (24)) = l(p(g)F (uv, uw))
(by (27)) = 〈p(g), F (uv, uw)〉l
Clearly, if (c, u) is an isometry from V (g′) to V (g) then the reorganization of the previous array of
equations shows that u ∈ Sp(V ). Therefore, g, g′ are conjugate in Sp(V ) and we have proved 2.7
of E-89 in [1]:
Theorem 4.5. Let c : A(g′) −→ A(g) be a fixed Fq isomorphism sending g′ to g. Then
(c, u) 7−→ u
is a bijection from the set of isometries (c, u) : V (g′) −→ V (g) to the set of Y ∈ Sp(V ) such that
Y g′ = gY .
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So, in order to determine the conjugacy classes in Sp(V ) one needs to determine the equivalence
classes of the σ-sesquilinear forms introduced above. It can be shown that if F : V × V −→ A(g)
then the equivalence class of FVφ for φ 6= t− 1 is unique, hence in the case of φg 6= t± 1 the Jordan
form determines the conjugacy class.
We now restrict ourselves to the case mg(t) = (t±1)
r. In this case A(g) = Fq[t]/(t±1)r and the
equivalence class of the σ-sesquilinear form F : V × V −→ A(g) is determined by the equivalence
class of a sequence of bilinear forms which we define following [8].
Theorem 4.6 ([8], Theorem 3.2). Vg admits an orthogonal decomposition (unique up to isomor-
phism) V 1 ⊥ · · · ⊥ V r where V i is a free Fq[t]/(t− 1)i module, hence annihilated by (t± 1)i.
Proof. (Sketch) It can be shown, if W1 ⊕ · · · ⊕Wr is a primary decomposition of Vg then the form
restricted to Wr is non-degenerate and thus Wr splits in V as an orthogonal component. The result
is then obtained by induction.
Let ∆ = t− t−1, where t is the image of g in A(g) and put Hi := V
i/(g − I)V i. Observe that
V i equal to direct sum of cyclic modules, hence when the residual (g − I)V i of g|Vi is factored out
from V i, the remaining space can be generated by the images of the vectors whose g translates
generates the cyclic subspace. In particular, dimension of Hi is equal to the dimension of the fixed
space of g|V i , i.e. equal to the rank of V
i as a free Fq[t]/(t − 1)i-module. On the vector space Hi
we introduce the bilinear form
hi(v,w) = Q(∆
i−1v,w).
It is shown in [8] that hi is a (−1)
i-symmetric non-degenerate bilinear form and the their isomor-
phism classes determine the conjugacy class of g|Vt±1 .
We rewrite what we have reviewed in a more compact manner.
Theorem 4.7. Let g ∈ Sp(V ), mg(t) be the minimal polynomial of g and d ⊂ Φ be the set of
monic irreducible factors of mg(t).
1. The minimal polynomial mg(t) of g is self-dual and one can write d = d1 ⊔ d2 ⊔ d2 where d1
consists of self-dual polynomials.
2. The space V admits an orthogonal splitting into generalized eigen-spaces
Vg =
(⊕
φ∈d1
Vφ
)⊕(⊕
φ∈d2
Vφ·φ
)
(30)
where Vφ·φ = Vφ ⊕ Vφ and may not be an orthogonal sum.
3. If φ ∈ d1 is a self-dual irreducible divisor of mg(t) then the generalized eigen-space Vφ in
Eq.(30) admits a further orthogonal splitting into primary cyclic factors:
Vφ = V
1
φ ⊥ · · · ⊥ V
r
φ
where V iφ is a free Fq[t]/(φ)
i-module hence it is annihilated by (φ(g))i|Vφ .
4. If t ± 1 ∤ mg(t) then the Sp(V ) conjugacy class of g is completely determined by its Jordan
form, i.e. by the partition valued function λg ∈ P2n(Φ).
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5. Let g ∈ Sp(V ) and mg(t) = (t± 1)
r. Denote the partition valued function defined by g with
λ. Then
λ(t± 1) = (λ1, · · · , λs) ∈ P2n
and λ(f) = ∅ for f 6= (t± 1). If λ(t± 1) = (1m1 , · · · , rmr) then the Fq[t]/(t± 1)i-module rank
of V it±1 is equal to mi for i = 1, · · · , r.
6. Keeping the notation of the previous item, the Sp(V ) conjugacy class of g is uniquely deter-
mined by the equivalence class of the series of forms h = (h1, h2, · · · , hr). The rank of the
bilinear form hi is equal to mi and it is non-degenerate skew-symmetric for odd i (resp. even
i) and non-degenerate symmetric for even i (resp. for odd i). Hence, if i is odd then mi is
even.
Notice that, over a finite field, non-degenerate symplectic spaces are classified up to dimension
and non-degenerate orthogonal forms are classified up to discriminant and dimension (c.f. [6] Theo-
rem 11). Moreover, the discriminant is defined as an element of F×q /(F
×
q )
2 ≃ {±1}, which means the
sequence h = (h1, · · · , hr) can be identified with a sequence of + and − signs. Therefore the above
theorem can be used to index the conjugacy classes in Sp(V ) with a "twisted" subset of P2n(Φ),
symplectic signed partition valued functions. First recall that a signed-partition is a couple (λ, h)
where λ is a partition (λ1, · · · , λr) = (1
m1 , · · · , lml) and h is a sequence (δ1, · · · , δl) with δi ∈ {+,−}
for i = 1, 2, · · · , l. We will always assume that if m1 6= 0 then δ1 = +.
Definition 4.8. A symplectic signed-partition valued function (or simply symplectic func-
tion) on Φ is a triple (λ, h+, h−) with the following properties: λ is an element of P2n(Φ) with the
following properties:
1. If supp(λ) denotes the set of irreducible monic polynomials in f ∈ Φ such that λ(f) is not the
empty partition, then
ψλ(t) :=
∏
f∈supp(λ)
f
is a self-dual polynomial. In other words, supp(λ) = supp(λ).
2. The function λ commutes with dual operation. That is, for every f ∈ Φ
λ(f) = λ(f).
3. The couples (λ(t − 1), h−) and (λ(t + 1), h+) are signed partitions. Moreover, for odd i, the
i-th part of λ(f) is even and δi = +: If i ≡ 1 mod 2 then λ(t± 1)i ≡ 0 mod 2 and δi = +.
The symplectic signed partition (λ, h+, h−) induced by g ∈ Sp(V ) is called the symplectic type
of g, which will be denoted by sλg.
Observe that if sλg = (λ, h+, h−) is the symplectic type of g as an element of Sp(V ) and if λg
is the type of g as an element of GL(V ) then
λg = λ.
Motivated by this observation, the weight of a symplectic function on Φ and its stabilization,
completion and n-th completion are defined through its underlying partition valued function.
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Definition 4.9. The weight of a symplectic function on Φ is defined to be the weight of the under-
lying partition valued function. The stabilization operation ◦, completion · and n-th completion ↑n
are defined in a similar way. In particular, let (λ, h+, h−) be a symplectic signed-partition valued
function. Then the weight ||(λ, h+, h−)|| of (λ, h+, h−) is by definition
(λ, h+, h−) = ||λ||.
The set of symplectic signed valued partitions of weight 2n is denoted by Ps2n(Φ). The set of all
symplectic signed-partition valued functions is denoted by Ps(Φ). For (λ, h+, h−) ∈ Ps2n(Φ) the
stabilization (λ, h+, h−)◦ is defined by setting
(λ, h+, h−)◦ = (λ◦, h+, h−)
Likewise,
(λ, h+, h−) = (λ, h+, h−)
And finally, for even n = 2k, the n-completion (λ, h+, h−)↑n of (λ, h+, h−)
(λ, h+, h−)↑n = (λ↑n, h+, h−)
The unipotent and non-unipotent blocks are defined analogously.
Remark 4.10. Note that in the definition, one should modify h− but this is taken care by our
assumption on δ1. Also observe that, unlike λ 7−→ λ and λ −→ λ
↑2k, the stabilization operator does
not map Ps to itself as the weight of the resulting function may fail to be even. Thus, we introduce
the set of stabilized symplectic functions Pst(Φ) to be the image (Ps(Φ))◦ of λ 7−→ λ◦. Clearly
in this case λ 7−→ λ maps the stabilized symplectic functions to the symplectic functions.
4.3 Rational forms for unipotent blocks in Spn(q)
In this section, following [3], we introduce a family of matrices what will serve as rational forms for
unipotent matrices in the symplectic groups.
Let (V,Q) be a non-degenerate symplectic space and let B = {e1, f1, · · · , en, fn} be an hyperbolic
basis for (V,Q). When a matrix M is given with its rows and columns labeled with basis elements
u ∈ B, one can define a unique endomorphism of V whose matrix with respect to B is M . Then
Cu(M) will denote the unique element M(u) ∈ V . We introduce the matrices Sn and S
−1
n by setting
Sn :=

1
1 1
...
...
. . .
1 1 · · · 1
 , S−1n =

1
−1 1
. . .
. . .
−1 1
 .
Clearly, the minimal and characteristic polynomials of Sn and S
−1
n are equal to (t− 1)
n. Define the
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matrices
J2n =
e1 e2 · · · en fn · · · f2 f1

1 e1
1 1 e2
...
...
. . .
1 1 · · · 1 en
1 fn
−1 1
. . .
. . . f2
−1 1 f1
and for ǫ 6= 0
J2n,ǫ =
e1 e2 · · · en fn fn−1 · · · f1

1 e1
1 1 e2
...
...
. . .
...
1 1 · · · 1 en
ǫ ǫ · · · ǫ 1 fn
−1 1 fn−1
. . .
. . .
...
−1 1 f1
written with respect to the ordered basis {e1, e2, · · · , en, fn, · · · , f2, f1}. The matrices of the form
J2n will be called 2n-dimensional symplectic blocks and matrices of the form J2n,ǫ will be called
an 2n-dimensional orthogonal blocks. The matrices J2n and J2n,ǫ are elements of the symplectic
group, which can be readily checked by considering the Q(Cu(J2n), Cv(J2n)) as u, v ranges over B.
The minimal polynomial of J2n is equal to the minimal polynomial mSn(t) = mS−1n (t) = (t − 1)
n
of Sn and the minimal polynomial of J2n,ǫ is equal to (t − 1)
2n. In particular, 1 is the unique
eigen-value in both cases. Notice also that J2 = I2 and no other J2n,ǫ satisfies such an equality.
We will now investigate the Fq[t]-module structures on V that are induced by J2n and J2n,ǫ.
More precisely, we will investigate the induced bilinear form h, as explained in the previous section.
Lemma 4.11. 1. Eigenspaces of 2n-symplectic blocks are two dimensional and generated by
en, f1. The space V splits off into two cyclic spaces with cyclic vectors e1 and fn.
2. Eigenspaces of 2n-orthogonal blocks are one dimensional and generated by f1. The space V
contains e1 as a cyclic vector.
Proof. Omitted.
First consider the case g = J2n, where n = 2k+1. In this case V
n = V and there are two cyclic
vectors, namely e1 and fn, thus, their images in Hn = V
n/(g − I)V n generate Wn. By definition
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the matrix of ∆ = J2n − J
−1
2n and ∆
n−1 is as follows:
∆ =
e1 e2 · · · en fn · · · f2 f1

0 e1
2 0 e2
...
. . .
. . .
1 · · · 2 0 en
0 fn
−2 0
...
. . .
. . . f2
−1 · · · −2 0 f1
and
∆n−1 =
e1 e2 · · · en fn · · · f2 f1

e1
e2
22k en
fn
f2
22k f1
Thus we get
h−n (2
−2ke1, fn) = Q(∆
n−1(2−2ke1), fn) = Q(en, fn) = 1.
This means {2−2ke1, fn} is an hyperbolic basis for Wn. This work can be extended for arbitrary
orthogonal sums of J2k+1.
The case of J2n,ǫ is dealt similarly. In this case the images of e1 generates V and its image under
∆2n−1 is equal to a square multiple of ǫf1, hence the discriminant of h
−
2n is ǫ. As a result, we obtain:
Lemma 4.12. Let g ∈ Spn(q) whose minimal polynomial is a power of t − 1. Then there is an
orthogonal basis of V consists of hyperbolic pairs, in which the matrix of g is orthogonal sum of
of the matrices of the form J4k+2 and J2l,ǫ. Such a representation is called symplectic rational
form for g. Two unipotent symplectic endomorphisms g, h are conjugate if and only if they admit
the same symplectic rational forms, up to permutation of diagonal blocks. If λ is the symplectic
type of g, then U = Jλ will indicate that U is a symplectic rational form for g.
Corollary 4.13. Let g ∈ Spn(q) be a symplectic transformation. Let mg(t) be the minimal
polynomial of g and assume that mg(t) = (t− 1)
r · f , where f and t− 1 are co-prime and let λ be
the symplectic type of g. Then
1. There is a basis B = B1∪B2 such that the space Ti generated Bi is a non-degenerate symplectic
space with respect to the symplectic form induced from Q and Bi is an hyperbolic basis for
Hi. Moreover V = T1 ⊕ T2 is an orthogonal sum.
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2. The minimal polynomial of g1 := g|T1 is f and hence the minimal polynomial of g2 := g|T2 is
(t− 1)r.
3. The matrix of g with respect to B is in the form
[g]B =
[
[g1]B1 0
0 [g2]B2
]
where [g2]B2 is a symplectic rational form for the unipotent block λ
u of λ.
When considering the symplectic rational forms, we will make further assumptions on the diag-
onal structure of the block corresponding to the unipotent block. Let g ∈ Spn(q) be a symplectic
transformation and assume that g = g2 where g2 is defined as in the above corollary. In this
case, B = B2, V = T2 and the matrix of g with respect to B is a symplectic rational form. Let
λg(t − 1) = (1m1 , 2m2 , · · · , rmr). Notice that λg(f) = ∅ for f 6= t − 1 as g is a unipotent matrix
and hence λ is equal to its unipotent block. We know that V admits an orthogonal decomposition
V 1⊕· · · ⊕V r where each V i is a free-module over Fq[t]/(t− 1)i. In particular, the dimension of the
orthogonal summand V 1 is even and equal to 2k on which g acts as the identity operator. Writing
the matrix in two blocks determined by the orthogonal splitting V 2 ⊕ · · · ⊕ V r and V 1, we may
assume that the matrix of the unipotent symplectic transformation g is in the following form:
g =
[
J(λ◦) 0
0 I2n−2k
]
. (31)
Moreover, in the symplectic rational form of J
(λ◦)
, two dimensional symplectic blocks never occur,
i.e. no copy of I2 occurs. From now on, the unipotent blocks of symplectic rational forms will
assumed to be in the form indicated above.
In the course of investigating the growth of centralizers of unipotent elements, one needs to deal
with the specific descriptions of eigen-values of the linear maps induced by the matrices of the form
J tr2n and J
tr
2n,ǫ. We record them as the following lemma analogous to Lemma 4.11.
Lemma 4.14. Let v = (v1, · · · , v2n) be a row vector. Then
1. The equality
v · J2n = v
holds if and only if vi = 0 for i 6= 1, n + 1.
2. The equality
v · J2n,ǫ = v
holds if and only if vi = 0 for i 6= 1.
4.4 The uniformly saturated family (Spn(q))n∈N
Let Wn := F2nq and introduce the vectors
ei = (0, · · · , 0, 1︸︷︷︸
2i − 1-st position
, 0, · · · , 0) and fi = (0, · · · , 0, 1︸︷︷︸
2i-th position
, 0, · · · , 0)
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for i = 1, · · · , n. The space Wn is considered as a symplectic space with the symplectic form Qn for
which the pairs {ei, fi} are hyperbolic for i = 1, · · · , n. The group of symplectic transformations
Sp(Wn) on (Wn, Qn) is denoted by Spn(q) and it is a subgroup of GL2n(Fq). We shall recall the
Definition 3.9 of Wan and Wang in the context of symplectic groups.
Definition 4.15. For m ≤ n consider the embedding
Wm −→ Wn
(v1, · · · , v2m) 7−→ (v1, · · · , v2m, 0, · · · , 0︸ ︷︷ ︸
2n− 2m many
)
and identify Wm with its image in Wn. Denote
W[n]−[m] = {(0, · · · , 0︸ ︷︷ ︸
2m many
, w1, · · · , w2n−2m) : wi ∈ Fq}
so that Wn = Wm ⊕W[n]−[m]. Define W∞ as the direct limit of Wn’s. It is an infinite dimensional
symplectic space. For g ∈ GL(Wm) define the injection g
↑↑n := g↑2n ∈ GL(Wn) by setting g ⊕
IW[n]−[m]. In matrix terms
g↑↑n = g↑2n =
[
g 0
0 I2n−2m
]
.
Remark 4.16. The double up arrow ↑↑n notation is introduced in order to remind that we are
working in the symplectic case and it is from GL2m(q) to GL2n(q).
The sumWn = Wm⊕W[n]−[m] is orthogonal and thus the embeddingWm −→Wn is an isometry.
As a result the map g 7−→ g↑↑2n maps Spm(q) into Spn(q). From now on, using this embedding
we identify Spm(q) with its image in Spn(q) and consider Spm(q) as a subset of Spn(q), whenever
m ≤ n. The union of all Spn(q) is denoted by Sp∞(q). If g ∈ Spm(q) and
sλg = (λ, h+, h−) is the
symplectic type of g, then it follows that
sλ(g
↑↑n) = (λ↑2n, h+, h−). (33)
where the operation λ 7−→ λ↑2n for partition valued functions was described in Remark 3.2. Relying
on this observation we follow the idea of the definition given in [11] and introduce the map
g 7−→ (sλg)◦ = ((λg)◦, h+, h−) ∈ Pst(Φ).
Remark 4.17 (Reflection length). Let G be an abstract group and R ⊂ G be a set of elements
that generates G as a monoid. The length l(g) of g ∈ G with respect to R is defined to be the
minimum of
{l ∈ N : g = r1r2 · · · rl, ri ∈ R}.
Such a function is clearly a sub-additive function. If R is closed under conjugation then l is invariant
on the conjugacy classes. In the case of symplectic groups, the set R is taken to be transvections
in general, which are by definition reflections of determinant 1. In this case, the relation between
reflection length and residual space of an element g ∈ Spn(q) is as follows, (cf [9], Thm. 2.1.11):
1. If g is an involution then l(g) = dimRg + 1.
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2. If g is not involution then l(g) = dimRg.
This means, the reflection length on Spn(q) induced by transvections is not consistent with the
weight of the stable type. As a result, we will be considering Spn(q) with the reflection length
induced from GL2n.
Lemma 4.18. 1. The family Spn(q) is a saturated family.
2. The map g 7−→ (sλg)◦ induces a bijection between the conjugacy classes of Sp∞(q), and the
set of all stabilized symplectic functions Pst. The partition (sλg)◦ is called the symplectic
stable type of g.
3. Let λ ∈ Pst be a stabilized symplectic function. Then Spm(q) contains an element whose
symplectic stable type is λ if and only if ||λ|| ≤ 2m.
4. Let λ ∈ Pst be a stabilized symplectic function such that ||λ|| = 2m. Let g ∈ Spm(q) be an
element whose stable type is λ and n be an integer greater than m. Then
λ↑n = λ(g
↑↑n)
where λ↑n denotes the image of λ in Ŝpn(q).
5. Reflection length remains unchanged under the embedding Spm(q) →֒ Spm(q) and it is equal
to the weight of the stable type.
Proof. 1. By Eq.(33) one can see that non-conjugate elements in Spm(q) remain non-conjugate
in Spn(q) for m ≤ n which proves the first claim.
2. The fact that g 7−→ (sλg)◦ defines a well-defined map from Ŝp∞(q) to P
st(Φ) follows from
Eq.(33) and the rest follows from Theorem 4.7 and Corollary 4.13.
3. and 4. are formal consequences of the notations.
5. Follows from the fact that the weight of the symplectic stable type is equal to the weight of
the stable type and Lemma 3.16/1.
We end this section following the lines of [11] in the context of symplectic groups. Let λ =
(λ, h+, h−) be a stabilized symplectic function and let λ also denote be the conjugacy class in
Sp∞(q) which corresponds to λ. Let n be a positive integer. Then
λ(n) := Spn ∩ λ 6= ∅ ⇐⇒ ||λ|| ≤ 2n,
in which case
Kλ(n) =
∑
g∈λ(n)
g.
Kλ(n) is an element of Hn := Z(Z[Spn(q)]). Notice that if λ(n) = ∅ then the above sum is over the
empty set and hence equal to 0.
Lemma 4.19. The set {Kλ(n) 6= 0 : λ ∈ P(Φ)} forms the class sum Z-basis for the center Hn, for
each n ≥ 0.
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4.5 Structure constants of Hn and the main theorems
We start with proving the normal form theorem (cf. Prop. 3.19) in the context of symplectic groups.
This will allow us to deduce that the simultaneous conjugation admits finitely many orbits.
Proposition 4.20 (Normal Form Theorem). Let g, h, gh ∈ Spn(q) and λ,µ,η be their symplectic
stable types respectively. Suppose 2m = ||η || = ||λ|| + ||µ|| and 2k = 2n − 2m. Then there exists
z ∈ Spn(q) and g, h ∈ Spm(q) such that
zgz−1 =
[
g 0
0 I2n−2k
]
, zhz−1 =
[
h 0
0 I2n−2k
]
, zghz−1 =
[
gh 0
0 I2n−2k
]
.
Proof. We will use Lemma 3.17 as it is used in the proof of Prop. 3.19 in [11]. Since the symplectic
stable type of gh is η , it follows that there exists a symplectic transformation in Spn(q) so that the
matrix of zghz−1 is equal to a matrix Jη↑↑n which is a symplectic rational form for η
↑↑n ∈ Ŝpn(q).
Now by Eq.(31) we know that
Jη↑↑n =
[
Jν 0
0 I2n−2k
]
.
where Jη↑↑n is a symplectic rational form for η. Considering g, h, gh as elements of GL2n(q) and
using the fact that the weight of the symplectic partition valued function and the weight of the
ordinary partition valued function defined by the same element are equal, we may apply Lemma
3.17 to the triple g, h, gh, from which the result follows.
We continue with considering a stabilized symplectic function ν and a fixed rational canonical
form Jη of it. Let 2m = ||η || and consider Jη ∈ Spm(q) and Jµ↑↑n ∈ Spn(q). Denote the centralizer
of Jη ∈ Spm(q) (resp. Jµ↑↑n ∈ Spn(q)) in Spm(Fq) (resp. Spn(Fq)) with Cm(η) (resp. Cn(η)).
Finally, let dη be the dimension of the fixed space of Jη .
Theorem 4.21 (Growth of centralizers). Let η be a stabilized symplectic partition valued function
of weight 2m. Then for m ≤ n the orders of the centralizers C2m(η) and C2n(η) satisfy the following
relation:
|C2n(η)| = |C2m(η)| · |Spn−m(q)| · q
2(n−m)dη .
Theorem 4.21 is analogous to Proposition 3.14. In the case of general linear groups the charac-
terization given in Proposition 3.14 is sufficient when considering the intersection of two centralizers.
However, in the symplectic case in order to investigate the intersections one needs to further delve
the situation in order to obtain the following proposition.
Theorem 4.22. Let g, h ∈ Spm(q) where λ and µ are their stable symplectic types. Assume that
the stable symplectic type of gh = Jη is η. Also assume that 2m = ||η || = ||λ|| + ||µ||. Then for
m ≤ n the order of the intersections CSpm(g) ∩ CSpm(h) and CSn(g) ∩ CSn(h) satisfy the following
relation:
|CSpn(g) ∩ CSpn(h)| = |CSpm(g) ∩CSpm(h)| · |Spn−m(q)| · q
2(n−m)dη .
The proofs of these two propositions are lengthy and will be presented in the next section. The
following theorem is the stability theorem in the case of symplectic groups. We present it in the
form given in [11].
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Theorem 4.23 (Stability Theorem). Let λ, µ, η be three stabilized symplectic partition valued
functions and assume that ||η || = ||λ|| + ||µ||. Then cη
λ,µ
(n) is a non-negative integer independent
of n.
Proof. Following the abstract discussion presented in Section 2, one needs to show that fiber set
V (λ,µ : η) admits finitely many orbits L and intersection with finite layers Spn(q) × Spn(q) as n
runs over integers bigger than m is a conjugacy class with respect to the simultaneous conjugation.
But these follow from Prop. 4.20 as every orbit has a representative in Spm(q)× Spm(q), which is
finite. Thus, (Spn(q))n∈N is a uniformly saturated family. By Proposition 2.4/3 it suffices to show
that the structural functions cη
λ,µ
(n) are determined by the indices
|CSpn(q)(gh)|
|CSpn(q)(g) ∩CSpn(q)(h)
=
|CSpm(q)(gh)| · |Spn−m(q)| · q
2(n−m)dη
|CSpm(q)(g) ∩CSpm(q)(h)| · |Spn−m(q)| · q
2(n−m)dη
.
are independent of n, which is clear as this index is equal to
|CSpm(q)(gh)|
|CSpm(q)(g) ∩ CSpm(q)(g)
.
5 Proofs of the theorems 4.21 and 4.22
In this section, we will prove Theorems 4.21 and 4.22. To this end, we first need to introduce some
general notions.
5.1 Generic matrices and symplectic equations
Let F be an arbitrary field and n,m ∈ N be positive integers. The set of n × m matrices whose
entries are in F [xij ], i = 1, · · · , n; j = 1, · · · ,m is called the n × m generic matrices. Let
S = {i1j1, · · · , irjr} be a set of indices. A generic matrix with free variables in S is a generic
n ×m matrix D(S) = D = (dij)i,j such that dij = xij if (i, j) ∈ S and dij ∈ F if (i, j) /∈ S. By
substituting elements from F to the variables in S, each generic matrix D(S) with free variables in
S defines a function from FS to Matn×n(F ). If α ∈ F
S, the image of α under this map is of course
denoted by D(α) and each matrix in the image of a generic matrix D is called a realization of D.
In the case of S = {(i, j) = i = 1, · · · , n; j = 1, · · · ,m} there is a unique primitive generic matrix,
the generic matrix X. For example if I = {(1, 1), (2, 2)}, then[
x11 3
2 x22
]
is a generic 2× 2 matrix with respect to S. Then the realization D(5, 7) of D is[
5 3
2 5
]
Let f be a function of entries of D, for example f = det. Then fD can be viewed as a function of
the realizations of D as well. For example detD for D introduced above is given by the following
formula:
detD(x11, x22) = x11x22 − 6.
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We will always consider the rows and columns of the matrices labeled with basis elements. When
the matrix is square, the labeling of rows and columns will be assumed to be done with respect to
the same ordered basis. For example if X is the 2n× 2n generic matrix and B = {e1, f1 · · · , en, fn}
is an hyperbolic basis for V , then columns and rows of the X are indexed by the basis elements
preserving their orders. So, an entry of X is of the following form: xuv where u, v ∈ B.
Example 5.1. Assume that X is the 4×4 universal generic matrix and the indexing of its columns
(and hence its rows) is e1, e2, f2, f1. Then we write the universal matrix X as
X =
e1 e2 f2 f1

xe1e1 xe1e2 xe1f2 xe1f1 e1
xe2e1 xe2e2 xe2f2 xe2f1 e2
xf2e1 xf2e2 xf2f2 xf2f1 f2
xf1e1 xf1e2 xf1f2 xf1f1 f1
The uv-th symplectic equation SE(u, v,B) with respect to the fixed hyperbolic basis with a
prescribed ordering, which concerns the entries of u-th and v-th columns of X, is defined as follows:
n∑
i=1
xeiuxfiv −
n∑
i=1
xfiuxeiv = Q(u, v).
Observe that the left hand side of the equation is nothing but the formal image of Q(Cu(X), Cv(X)).
In fact, by considering matrices with labeled rows and columns, we will view the columns of matrices
as elements in the image vector space, and we will often identify the column and the vector defined
by the column (depending on the labeling). For example symplectic equation E(e1, f2) for X above
can be calculated by treating the entries as coefficients of basis vectors. That is
0 = Q(e1, f2)
= Q(X(e1),X(f2))
= Q(xe1e1e1 + xe2e1e2 + xf2e1f2 + xf1e1f1, xe1f2e1 + xe2f2e2 + xf2f2f2 + xf1f2f1)
= xe1e1xf1f2 + xe2e1xf2f2 − xf2e1xe2f2 − xf1e1xe1f2
The set of all symplectic equations E(u, v,B), u, v ∈ B is called the symplectic equations with
respect to B and denoted by SE(B).
Remark 5.2. Symplectic equations can be considered for generic matrices with free variables.
For example, consider the the following 4 × 4 generic matrix D(S) with free variables in S =
{(e2, e1), (e2, f2)(f1, f2)}
D(S) =
e1 e2 f2 f1

3 0 4 0 e1
xe2e1 3 xe2f2 −4 e2
0 0 6 0 f2
1 0 xf1f2 6 f1
Then the symplectic equations with respect to D(S) are obtained by specifying entries of D(S) in
the symplectic equations and the will be denoted again by E(u, v) when the basis B and D are
fixed.
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1. The equation E(e1, f2) is obtained by considering the equality
Q(e1, f2) = Q(Ce1(D(S), Cf2(D(S))
hence E(e1, f2) is 0 = 3xxf1f2 + 6xe2e1 − 4, or simply
4 = 3xxf1f2 + 6xe2e1 .
2. The equations E(e1, e2) and E(f2, f1) can be computed similary and they are simply 0 = 0.
3. Finally, the equation E(e1, f1) is
1 = Q(e1, f1) = 3 · 6 + xe2e1 · 0− 0 · (−4)− 1 · 0 = 18.
This means that there is no symplectic realization M of D(S).
Using this terminology, there is a tautological result concerning the symplectic transformations
which we record as the next lemma. It will be beneficial in the calculation of the growth of the
centralizers of unipotent elements.
Lemma 5.3. Let (V,Q) be a non-degenerate symplectic space and B be an hyperbolic basis with
a prescribed order. Let g ∈ GL(V ) and M be the matrix of g with respect to B. Then g ∈ Sp(V )
if and only if the columns of M satisfy the symplectic equations SE(B).
5.2 Unipotent Matrix actions
In this subsection we introduce an action of Matn ×Matm on Matn×m as follows. For every square
matrix A ∈ Matn×n, B ∈ Matm×m and M ∈ Matn×m put
(A,B) ·M = AMB
We will introduce some terminology concerning the fixed points of a fixed (A,B) ∈ Matn×n ×
Matm×m which is similar to the concept of symplectic equations introduced earlier. Taking M as
the generic matrix X and writing
AXB −X = 0 (37)
induces a homogeneous system of linear equations in the variables xij , i = 1, · · · , n, j = 1, · · · ,m,
which will be denoted by E(A,B;xij). Clearly, each solution of the system E(A,B;xij) defines a
fixed point of (A,B). An index (r, k) is called a free index, if xrk does not appear in the system
E(A,B;xij) of linear equations induced by Eq.(37). This means, ifM ∈ Matm×n then the condition
of M being a fixed point can be checked without knowing mrk, so the following definition makes
sense: A generic fixed point of (A,B) with respect to a set S of free indices is a generic matrix
D(S) with free variables in S where D(α) is a fixed point of (A,B) for every α ∈ FS .
Example 5.4. Let A = B =
[
1 0
1 1
]
. Then the equation Eq.(37) reads as
[
1 0
1 1
] [
x11 x12
x21 x22
] [
1 0
1 1
]
=
[
x11 x12
x21 x22
]
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Direct multiplication yields[
x11 + x12 x12
x21 + x22 + x12 + x11 x22 + x12
]
=
[
x11 x12
x21 x22
]
Therefore, the induced homogeneous systemE(A,B;xij) = E(A,B;x11, x12, x21, x22) of linear equa-
tions is
x12 = 0
x11 + x22 = 0
This means, the only free index with respect to (A,B) is (2, 1). The matrix
D(x12) =
[
1 0
x21 −1
]
is thus a generic fixed point of (A,B) and the realization D(2) =
[
1 0
2 −1
]
od D is an actual fixed
point of (A,B).
The next lemma will be useful when considering the growth of the centralizer of elements under
the natural embedding Spm(q) →֒ Spn(q) for m ≤ n.
Lemma 5.5. Let A ∈ Matn×n(Fq), B ∈ Matm×m(Fq) and let S be the set of free indices induced
by (A,B). If GFix(A,B) denotes the set of generic fixed points of (A,B) and Fix(A,B) denotes
the set of fixed points of (A,B) then
|Fix(A,B)| = |GFix(A,B)| · q|S|.
Proof. Follows from the definitions.
The next lemma will be useful when considering the intersection of centralizers of two matrices.
An n×m matrix whose only non-zero is 1 and placed at the (r, k) will be denoted by 1rk. Observe
that in the notation there is no reference to the size, but in each case, it will be determined by the
context.
Lemma 5.6. An index (r, k) is a free index with respect to (A,B) if and only if the matrix 1rk is
a fixed point of (A,B).
Proof. (⇒) Assume that (r, k) is a free index. Then the linear system of equations E(A,B;xij)
induced by (A,B) is homogeneous and xrk does not appear in these equations. As every homoge-
neous system of linear equations admits the trivial solution, 1rk is a fixed point of (A,B).
(⇐) Assume that (r, k) is not free and let
αxrk + other terms with variousvariables xij = 0
be a linear equation that contains the variable xrk. But in this situation, if 1rk is a fixed point, the
previous equation becomes 1 = 0, which is absurd.
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Now we will restrict the previous action to a certain subset Un of unipotent matrices in Matn×n
for which we will be able to determine the free indices precisely. We define Un as the set of unipotent
matrices L of size n which satisfy the following properties: L is lower triangular and the subdiagonal
entries of L are all non-zero. Hence, elements of Un are of the following form:
L =

1 0 0 · · · 0
u21 1 0
. . . 0
u31 u32 1
. . . 0
...
...
. . .
. . .
...
un1 un2 · · · unn−1 1

where uii−1 6= 0 for i = 2, · · · , n. For n,m ∈ N, one can restrict the previous action to Un × Um.
This action will be called the unipotent action. We are interested in the free indices of (L1, L2)
with L1 ∈ Un, L2 ∈ Um the unipotent action. So let us fix L1 and L2:
L1 =

1 0 0 · · · 0
u21 1 0
. . . 0
u31 u32 1
. . . 0
...
...
. . .
. . .
...
un1 un2 · · · unn−1 1

L2 =

1 0 0 · · · 0
v21 1 0
. . . 0
v31 v32 1
. . . 0
...
...
. . .
. . .
...
vm1 vm2 · · · vmm−1 1

Remark 5.7. An n-tuple column vector v = (a1, · · · , an)
tr is an eigen vector of L1 if and only if
a1 = · · · , an−1 = 0. Likewise, an m-tuple column vector w = (b1, · · · , bm)
tr is an eigen vector of
Ltr2 if and only if b2 = · · · , bm = 0 (Compare with Lemmas 4.11 and 4.14).
Lemma 5.8. The index (n, 1) is the unique free index of the unipotent couple (L1, L2).
Proof. Let X be the generic n×m matrix. By direct multiplication we calculate the ij-th entry of
L1X and XL2 and obtain
ui1x1j + · · ·+ uii−1xi−1j + xij = (L1X)ij
= (XL2)ij
= xij + xij+1vj+1j + · · · ximvmj
As the subdiagonal entries of L1 and L2 are non-zero, it follows that, in the linear equation induced
by the ij-th position, the coefficients of xi−1j and xij+1 are non-zero, hence they can not be free.
On the other hand, the equation (38) shows that, in the equation induced by the ij-th position,
none of the entries below or on the right of ij-th position occurs. This proves the claim concerning
the index (n, 1).
Remark 5.9. The claim that the index (n, 1) is free can be proved using the description of the
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eigen-vectors of L1 and L
tr
2 , which were determined in Remark 5.7. Thus we have
1 0 0 · · · 0
u21 1 0
. . . 0
u31 u32 1
. . . 0
...
...
. . .
. . .
...
un1 un2 · · · unn−1 1


0 0 0 · · · 0
0 0 0
. . . 0
0 0 0
. . . 0
...
...
. . .
. . .
...
1 0 · · · 0 0

=

0 0 0 · · · 0
0 0 0
. . . 0
0 0 0
. . . 0
...
...
. . .
. . .
...
1 0 · · · 0 0

,

0 0 0 · · · 0
0 0 0
. . . 0
0 0 0
. . . 0
...
...
. . .
. . .
...
1 0 · · · 0 0


1 0 0 · · · 0
v21 1 0
. . . 0
v31 v32 1
. . . 0
...
...
. . .
. . .
...
vm1 vm2 · · · vmm−1 1

=

0 0 0 · · · 0
0 0 0
. . . 0
0 0 0
. . . 0
...
...
. . .
. . .
...
1 0 · · · 0 0

.
This means 1n1 is a solution of L1XL2 = X. By the Lemma 5.6, (n, 1) is a free index. This
observation, i.e. proving an index is free by means of 1-eigen-vectors, will be useful when considering
the intersection of two centralizers in the symplectic group (cf. Lemma 5.43).
Lemma 5.10. In a generic fixed point D of unipotent action (hence in all fixed points), the first
row is zero, except possibly for the first entry. This row is called the leading row of D.
Proof. The first row of L1XL2 can be directly computed, hence we can consider the first row of
L1XL2 and X. By doing so, one obtains the following system of equations that a generic fixed
point must satisfy:
x1m = x1m
x1m−1 = x1m−1 + vmm−1x1m
x1m−2 = x1m−2 + vm−1m−2x1m−1 + vmm−2x1m
...
x12 = x12 +
m∑
j=3
vj2x1j
x11 = x11 +
m∑
j=2
vj1x1j
Since the subdiagonal entries are non-zero, it follows from the second equation that x1m = 0. Using
this fact in the third equation yields
x1m−2 = x1m−2 + vm−1m−2x1m−1.
As vm−1m−2 is a subdiagonal entry, it is non-zero and hence x1m−1 = 0. Clearly, this procedure can
be iterated until the last equation, which proves the lemma.
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As a result, a generic fixed point D(xn1) of (A,B) ∈ Un × Um is of the following form:
D(xn1) =
pivotal column︸ ︷︷ ︸

d11 0 · · · 0 ← leading row
d21 d22 · · · d2m
...
... · · ·
...
dn−1,1 dn−1,2 · · · dn−1,m
xn1 dn2 · · · dnm ← free row
where for every α ∈ Fq the matrix D(α) is a fixed point of (A,B) under the unipotent action. The
row containing the free index will be called the free row and the column containing the free index
will be called the pivotal column. For a generic fixed point D, the element in the intersection of
the leading row and pivotal column will be called the leading element. The basis elements used to
label these rows and columns are described by using the same adjectives: i.e. leading basis element,
free basis element and pivotal basis element.
Remark 5.11. The results of this subsection can be significantly strengthen in order to obtain a
more precise form for D(xn1). However, as we won’t need such forms, we confine ourselves this
restricted solution.
5.3 Centralizers of symplectic unipotent matrices
In this section all the spaces under consideration are non-degenerate symplectic spaces. Let B =
{ei, fi : i = 1, · · · k} be an hyperbolic basis of a symplectic space (W,Q) of dimension 2m. We keep
indexing the rows and columns of matrices with basis elements and consider the column vectors as
the vectors induced by the labeling. Recall that for two basis elements u, v, the inner product of
the the columns Cu(M) and Cv(M) of M was defined by setting
Q(Cu(M), Cv(M)) = Q(M(u),M(v)).
Remark 5.12 (Growth depends on the unipotent block). We work in the setting of general linear
groups. Let λ be a partition valued function of weight m. Let λu and λnu be its unipotent and
non-unipotent parts and let r1 and r2 be their weights respectively. Then the m×m matrix
U =
[
Jλnu 0
0 Jλu
]
induces the partition valued function λ, where each of the blocks are the companion matrices of
the corresponding partition valued functions. Thus, U is a representative of the non-stable type λ
in GLm(q). Now we consider the embedding of U into GLn(q) for some n > m and let D be an
element in the centralizer of U↑n:JλnuD11 JλnuD12 JλnuD13JλuD21 JλuD22 JλuD23
D31 D32 D33
 =
D11J−1λnu D12J−1λu D13D21J−1λnu D22J−1λu D23
D31J
−1
λnu
D32J
−1
λu
D33

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As a result, each Dij is an intertwining operator between Fq[t]-modules. However, as pointed out
earlier in remarks 3.6 and 3.8, an intertwining operator between two modules with distinct primary
cyclic parts must be zero. Since the primary cyclic parts modules defined by Jλu and In−m are
all of type Fq[t]/(t − 1)r for some r ≥ 1 and the primary cyclic parts modules defined by Jλnu
are all of type Fq[t]/(f)r for some f 6= t − 1 and r ≥ 1 it follows that the intertwining operators
D12,D13,D21,D31 are all zero. As a result
D =
D11 0 00 D22 D23
0 D32 D33

where D11 is in the centralizer of Jλnu and
[
D22 D23
D32 D33
]
is in the centralizer of Jλu . This means, in
order to investigate the growth of the centralizer of a matrix A under the embedding A 7−→ A↑n, it
is sufficient to consider the same question for the unipotent block of A.
Assume that U is anm×m block diagonal matrix diag(U1, · · · , Uk), where each Ui is an element
of Umi for some mi ∈ N. The elements in the centralizer of U , in other words the fixed points of
the couple (U,U−1) will be considered. Let X be the n× n generic matrix. As done in Remark 3.8
we write X as a block matrix (Xij)
k
i,j=1, where Xij is an mi ×mj matrix and consider
diag(U1, · · · , Uk)X = Xdiag(U1, · · · , Uk).
Let M be an m×m matrix. Then M is contained in the centralizer of U if and only if its blocks
Mij satisfy the linear equations E(Ui, U
−1
j ) induced by the equation
UiXijU
−1
j = Xij .
In particular, every element M in the centralizer of U admits a block matrix structure (Mij)
k
i,j=1,
where each blockMij is a fixed point of the unipotent action. When U = Jη , the blocks of U consists
of matrices of the form J4k+2 and J2l,ǫ. Recall that for ǫ 6= 0 we have defined the symplectic blocks
J4k+2 of size 4k + 2 and orthogonal blocks J2l,ǫ of size 2l as
J4k+2 =


1
1 1
...
...
. . .
1 1 · · · 1
1
−1 1
. . .
. . .
−1 1
J2l,ǫ =


1
1 1
...
...
. . .
1 1 · · · 1
ǫ ǫ · · · ǫ 1
−1 1
. . .
. . .
−1 1
which are square matrices of size 4k + 2 and 2l respectively. We also know that all symplectic
unipotent stable types are realized by a orthogonal sum of suitably chosen such blocks.
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Let η be a symplectic stable type such that 2m = ||η || and let Jη be a rational canonical form
of η . We assume (cf. Remark 5.12 below) that η is unipotent, that is η(f) = ∅ if f 6= t− 1. From
now on we take U = Jη where Jη ∈ Spm(q) is a symplectic rational form for η. It has the form
Jη = diag(U1, · · · , Ur1 , Ur1+1, · · · , Ur1+r2) where Ui is a symplectic block for i = 1, · · · , r1 and an
orthogonal block for i = r1+1, · · · , r1+ r2. By Theorem 4.7/3, the space Wm admits an orthogonal
splitting
Wm = T1 ⊕ · · · Tl
and Ti affords an hyperbolic basis Bi = {ei1, · · · , eimi , fimi , · · · , fi1}, and the matrix of the restric-
tion of Jη to Ti is equal to Ui.
Recall that if J is an orthogonal sum of symplectic blocks and orthogonal blocks and if B =
{v1, · · · , v2m} is the ordered basis that J is considered, then the eigen space of J admits a basis
E ⊂ B. If J is a single symplectic block then E = {vm−1, v2m}, and if J is a single orthogonal block
then E = {v2n}. The same situation happens when one considers the endomorphisms defined by
J tr· , in which case E = {v1, vm+1} and E = {v1} respectively. These basis elements will be called
the basis elements of the 1-eigenspace.
Proposition 5.13. Let D be a generic element in the centralizer of Jη and let Dij be the blocks
of D induced by the block structure of Jη . Then:
1. If Ui and Uj are both orthogonal, then the block Dij of the generic solution is of the following
form:
Dij =
ej1 · · · · · · fj1

aei1ej1 0 · · · 0 ei1 ← leading row
∗ ∗ · · · ∗ ei2
...
... · · ·
...
...
∗ ∗ · · · ∗ fi2
xfi1ej1 ∗ · · · ∗ fi1 ← free row︷ ︸︸ ︷
p. cl.
(39)
where aei1ej1 is the leading term of Dij .
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2. If Ui = J2s, Uj = J2r are both symplectic, then the block Dij is of the following form
Dij =
ej1 · · · · · · ejnj fjnj · · · · · · fj1

aei1ej1 0 · · · 0 aei1fjnj 0 · · · 0 ei1 ← leading row
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
...
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
xeiniej1 ∗ · · · ∗ xeinifjnj ∗ · · · ∗ eini ← free row
afiniej1 0 · · · 0 afinifjnj 0 · · · 0 fini ← leading row
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
...
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
xfi1ej1 ∗ · · · ∗ xfi1fjnj ∗ · · · ∗ fi1 ← free row︷ ︸︸ ︷
p. cl.
︷ ︸︸ ︷
p. cl.
(40)
3. If Ui is symplectic and Uj is orthogonal, then the block Dij is of the form:
Dij =
ej1 · · · · · · fj1

aei1ej1 0 · · · 0 ei1 ← leading row
∗ ∗ · · · ∗ ei2
...
... · · ·
...
...
∗ ∗ · · · ∗
xeiniej1 ∗ · · · ∗ eini ← free row
afiniej1 0 · · · 0 fini ← leading row
∗ ∗ · · · ∗
...
... · · ·
...
...
∗ ∗ · · · ∗ fi2
xfi1ej1 ∗ · · · ∗ fi1 ← free row︷ ︸︸ ︷
p. clm.
(41)
and if Ui is orthogonal and Uj is symplectic, then the block Dij is of the form:
Dij =
ej1 · · · · · · ejnj fjnj · · · · · · fj1

aei1ej1 0 · · · 0 aei1fjnj 0 · · · 0 ei1 ← leading row
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
...
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
xfi1ej1 ∗ · · · ∗ xfi1fjnj ∗ · · · ∗ fi1 ← free row︷ ︸︸ ︷
p. clm.
︷ ︸︸ ︷
p. clm.
(42)
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Proof. All cases are similar. We will just prove the last two cases. Let Ui = J2s = diag(Ss, S
−1
s )
and Uj = J2r,ǫ. To consider the symmetric case we will investigate Dji. The blocks Dij and Dji are
subject to the equations
Dij = UiDijU
−1
j , Dji = UjDjiU
−1
i . (43)
Write the matrices Dij and Dji as block matrices as follows:
Dij =
[
A1
A2
]
Dji =
[
B1 B2
]
where Ai’s are s×2r matrices and Bi’s are 2s×r matrices. Using the fact that Ui is a block diagonal
matrix, one can write equation (43) as follows:[
A1
A2
]
=
[
Ss 0
0 S−1s
] [
A1
A2
]
J−12r,ǫ =
[
SsA1J
−1
2r,ǫ
S−1s A2J
−1
2r,ǫ
]
and [
B1 B2
]
= J2r,ǫ
[
B1 B2
] [Ss 0
0 S−1s
]−1
=
[
J2r,ǫB1S
−1
s J2r,ǫB2Ss
]
which means the top rows of A1, A2, B1, B2 are zero except possibly for the first entries. The claim
concerning the indices of the free variables follows from Lemma 5.8.
Remark 5.14. Using our findings above we will investigate the leading/free rows and pivotal
columns of Dij thoroughly.
1. (Symplectic block Ui case). Depending on whether Uj is a symplectic block or an orthogonal
block, Dij is either of the form given in Eq.(40) or of the form given in Eq.(41), which are
ej1 · · · · · · ejnj fjnj · · · · · · fj1

aei1ej1 0 · · · 0 aei1fjnj 0 · · · 0
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
xeiniej1 ∗ · · · ∗ xeinifjnj ∗ · · · ∗
afiniej1 0 · · · 0 afinifjnj 0 · · · 0
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
xfi1ej1 ∗ · · · ∗ xfi1fjnj ∗ · · · ∗︷︸︸︷
p. c.
︷︸︸︷
p. c.
and
ej1 · · · · · · fj1

aei1ej1 0 · · · 0 ei1 ← l. r.
∗ ∗ · · · ∗
...
... · · ·
...
∗ ∗ · · · ∗
xeiniej1 ∗ · · · ∗ eini ← f. r.
afiniej1 0 · · · 0 fini ← l. r.
∗ ∗ · · · ∗
...
... · · ·
...
∗ ∗ · · · ∗
xfi1ej1 ∗ · · · ∗ fi1 ← f. r.︷︸︸︷
p. c.
respectively.
• In each case, there are two leading rows and two free rows.
• The basis elements corresponding to the leading rows (called leading basis elements)
are ei1, fini and the basis elements corresponding to the free rows (called free basis
elements) are ei1, fi1. The free basis elements and leading basis elements form hyperbolic
pairs.
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• The basis elements corresponding to the pivotal columns (called pivotal basis ele-
ments) are ei1, fini , and it is equal to the set of leading basis elements.
• In each case, the free basis elements correspond to the eigen-vectors of Ui which are eini
and fi1 (cf. Lemma 4.11).
• The pivotal basis vectors are the generators of the 1-eigen space of U trj .
The column structure of Dij is imposed by Uj hence it will determine the pivotal columns.
(a) (Symplectic block Uj case) Consider the generic matrix form on the left-hand-side. This
situation occurs if Uj is also a symplectic block. There are two pivotal columns and they
correspond to the basis elements ej1 and fjnj , which are the basis vectors that generates
the 1-eigenspace of U trj .
(b) (Orthogonal block Uj case) Consider the generic matrix form on the right-hand-side. To
obtain such a form Uj has to be an orthogonal block. In this case, there is only one
pivotal column and it corresponds to the basis element ej1. This is the basis element
that generates the 1-eigenspace of U trj (cf. Lemma 4.14).
2. (Orthogonal block Ui case). In this case, depending on whether Uj is an orthogonal block or
symplectic block, Dij is either of the form given in Eq.(39) or of the form given in Eq.(42),
which are
ej1 · · · · · · fj1

aei1ej1 0 · · · 0
∗ ∗ · · · ∗
...
... · · ·
...
∗ ∗ · · · ∗
xfi1ej1 ∗ · · · ∗︷︸︸︷
p. c.
and
ej1 · · · · · · ejnj fjnj · · · · · · fj1

aei1ej1 0 · · · 0 aei1fjnj 0 · · · 0 ei1 ← l. r
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
...
∗ ∗ · · · ∗ ∗ ∗ · · · ∗
xfi1ej1 ∗ · · · ∗ xfi1fjnj ∗ · · · ∗ fi1 ← f. r.︷︸︸︷
p. c.
︷︸︸︷
p. c.
respectively. We make similar conclusions as we did in the previous case. In each case there
is only one pair of leading row and free row and they correspond to the basis elements that
are hyperbolic pairs of each other. They are simply ei1 and fi1. And once again, the basis
element that corresponds to the free row is the basis of the 1-eigen space of Ui. As before the
column structure of Dij is imposed by Uj, hence it will determine the pivotal columns.
(a) (Orthogonal block Uj case) Consider the generic matrix form on the left-hand-side. This
situation occurs if Uj is also an orthogonal block. There is only one pivotal column and
it corresponds to the basis elements ej1, which generates the 1-eigen space of U
tr
j .
(b) (Symplectic block Uj case) Consider the generic matrix form on the right-hand-side. To
obtain such a form, Uj has to be a symplectic block. In this case, there are two pivotal
columns, as before. They correspond to the basis elements ej1 and fjnj which are the
basis of the 1-eigen space of U trj .
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3. The subsets Bf , Bl and Bp denote the subsets of free basis elements, leading basis elements
and pivotal basis elements respectively. The sets Bl = Bp but we use different notation to
indicate the fact that they used to label rows and columns respectively.
Example 5.15. Consider the block diagonal matrix U whose diagonal entries are J6 and J4,ǫ with
ǫ 6= 0 and let D be a generic solution of UX = XU . Write
D =
[
D11 D12
D21 D22
]
where D11 is a 6× 6 matrix. Then UXU
−1 = X implies
[
D11 D12
D21 D22
]
=
[
J6 0
0 J4,ǫ
] [
D11 D12
D21 D22
] [
J−16 0
0 J−14,ǫ
]
=
[
J6D11J
−1
6 J6D12J
−1
4,ǫ
J−14,ǫD21J
−1
6 J4,ǫD22J
−1
4,ǫ
]
By the Proposition 5.13 it follows that D is of the following type:
D =
e11 e12 e13 f13 f12 f11 e21 e22 f22 f21

a11 0 0 a12 0 0 a13 0 0 0 e11 ← l. r.
d21 d22 d23 d24 d25 d26 d27 d28 d29 d2,10 e12
x11 d32 d33 x12 d43 d53 x13 d38 d39 d3,10 e13 ← f. r.
a21 0 0 a22 0 0 a23 0 0 0 f13 ← l. r.
d51 d52 d53 d54 d55 d56 d57 d58 d59 d5,10 f12
x21 d62 d63 x22 d65 d66 x23 d68 d69 d6,10 f11 ← f. r.
a31 0 0 a32 0 0 a33 0 0 0 e21 ← l. r.
d81 d82 d83 d84 d85 d86 d87 d88 d89 d8,10 e22
d91 d92 d93 d94 d95 d96 d97 d98 d99 d9,10 f22
x31 d10,2 d10,3 x32 d10,5 d10,6 x33 d10,8 d10,9 d10,10 f21 ← f. r.︷︸︸︷
p. c.
︷︸︸︷
p. c.
︷︸︸︷
p. c.
in which the free and leading entries are written in bold. Clearly, the set of free basis elements
is Bf = {e13, f11, f21}, and the set of leading basis elements and pivotal basis elements are both
Bp = Bl = {e11, f13, e21}
Let B, U and D be as above. Since U is a unipotent block diagonal matrix, it follows that the
1-eigen space of U is the direct sum of 1-eigen spaces Ui. According to the remark 5.14, it follows
that for each basis vector contained in the 1-eigen space there is a pivotal row corresponding to
that basis element and the hyperbolic pair of this basis element corresponds to a leading row of
U . Therefore there are dimWU many pivotal rows and leading rows, where WU stands for the
fixed space of U as always. On the other hand, again by the previous remark 5.14 we see that,
the pivotal columns correspond to the basis elements of the 1-eigen space of U tr. Moreover, in the
intersection of a pivotal column and a leading row the leading entries of D are placed. Likewise, in
the intersection of a pivotal column and a pivotal row, the free variables of D are placed. Hence we
are allowed to introduce the following definition.
Definition 5.16. The submatrix obtained by considering the leading entries of D is called leading
submatrix of D and it is denoted by Dlead. The submatrix obtained by considering the free
variables of D is called free submatrix and it is denoted by Dfree. Both of these matrices are
square matrices of size equal to dimV U .
47
Corollary 5.17. If M is an invertible true solution obtained from D, then Dlead is invertible.
Proof. The leading rows consists of row vectors whose elements that do not lie on pivotal column
are all zero. As a result, if the rows of Dfree satisfies a non-trivial linear equation, then the same
equation is satisfied by the corresponding leading rows. Thus, a linear dependence between the rows
of Dfree implies a linear dependence between the rows of M . This proves the lemma.
Example 5.18. Consider the previous Example 5.15. In this case, the matrices Dfree and Dlead
are as follows:
Dlead =
a11 a12 a13a21 a22 a23
a31 a32 a33
 , and Dfree =
x11 x12 x13x21 x22 x23
x31 x32 x33
.
Observe that if one wants to obtain an invertible true solution (a necessity if one wants to obtain
a symplectic matrix as a solution) M as a realization of D, then Dlead has to be invertible, since a
dependence of its rows would yield a dependence on the rows of M independent of the choices for
the free variables.
Remark 5.19. If D = (dij) is a generic symplectic fixed point as above, then
duv = 0 (44)
provided that u is a leading basis and v is not a pivotal basis.
Remark 5.14 yields the following:
Corollary 5.20. 1. For all u, v ∈ B, the inner product Q(Cu(D), Cv(D)) ∈ Fq[xij ].
2. Let BU = Bf∪Bl and let the subspacesW
′ andW ′′ denote the subspaces generated by BU and
(BU )
c, then W ′ and W ′′ are non-degenerate symplectic spaces and hence the decomposition
W = W ′ ⊕W ′′
is orthogonal. The space W ′′ is called the ordinary part of W , and W ′ is called the non-
ordinary part of W with respect to U .
3. For every u ∈ B, the columns Cu(D) of D can be written uniquely as C
′
u(D) +C
′′
u(D), where
C ′u(D) = C
′
u ∈W
′ and C ′′u(D) = C
′′
u ∈W
′′, and hence
Q(Cu, Cv) = Q(C
′
u, C
′
v) +Q(C
′′
u , C
′′
v ).
The summand C ′u(D) will be called the generic part of Cu(D) and the summand C
′′
u(D) will
be called the non-generic part of Cu(D).
4. The inner product of generic parts of columns is homogeneous linear polynomial in the free
variables and the inner product of non-generic parts of columns is an element of Fq. In
symbols, for all u, v ∈ B
degQ(C ′u, C
′
v) = 1, and Q(C
′
u, C
′
v) ∈ Fq[xij]− F
×
q ,
and
Q(C ′′u , C
′′
v ) ∈ Fq.
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5. Assume that u ∈ Bp is a pivotal basis element.
(a) If v is a non-pivotal column, then the generic part Q(C ′u(D), C
′
v(D)) = 0, and thus
Q(Cu(D), Cv(D)) = Q(C
′′
u(D), C
′′
v (D)) ∈ Fq.
(b) If v is a pivotal column and Dlead is invertible, then the generic part Q(C
′
u, C
′
v) ∈ Fq[xij ]
is a non-zero homogeneous linear polynomial.
Proof. 1. As D is a generic matrix whose entries are in Fq[xij ] the claim follows immediately.
2. This follows from the fact that the hyperbolic pair of a basis element corresponding to a pivotal
element corresponds to a leading row and vice versa, which is a consequence of Remark 5.14.
3. This is an immediate consequence of the previous item.
4. This is also immediate. By definition of the spaces W ′ and W ′′, the free variables occur
in C ′u(D). As a result, Q(C
′
u(D), C
′
v(D)) is obtained by the sum of the product of the free
variables with leading entries. The result follows from this observation.
5. (a) In the calculation of Q(Cu(D), Cv(D)) the entries belonging to hyperbolic pairs are mul-
tiplied. The free variables occurring in Cu(D) correspond to the free basis elements
and they will be multiplied with entries of Cv(D) which correspond to the leading basis
elements, and they are zero by Eq.(44), since v is not a leading basis element.
(b) From the consideration of the first case, we deduce that the leading elements of Cu(D)
and free variables of Cv(D) are multiplied, and similarly the free variables of Cu(D) and
leading elements of Cv(D) are multiplied. So, Q(Cu(D), Cv(D)) ∈ Fq if and only if all
the leading elements occurring in the columns are zero. But the leading elements in a
pivotal column form a column of Dlead. As Dlead is invertible at least one of the leading
variables should be non-zero. This finishes the proof of the second case.
Relying on the corollary we introduce the following notation. For u, v ∈ B set
ωDuv(xij) = ωuv(xij) = Q(C
′
u(D), C
′
v(D) ∈
which is a homogeneous linear polynomial and
ρDuv = ρuv = Q(C
′′
u(D), C
′′
v (D) ∈ Fq.
Notice the obvious equalities which follow from the alternating nature of Q.
ωDuv(xij) = −ω
D
vu(xij), and ρ
D
uv = −ρ
D
vu.
Example 5.21. The subset BU consists of e11, e13, f13, f11, e21, f21. Let u = e11 and v = f13. Then
the generic and non-generic parts of the Cu(D) and Cv(D) are given as
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e11 →
e13 →
f13 →
f11 →
e21 →
f21 →
Ce11

a11
d21
x11
a21
d51
x21
a31
d81
d91
x31
=
C′e11

a11
0
x11
a21
0
x21
a31
0
0
x31
+
C′′e11

0
d21
0
0
d51
0
0
d81
d91
0
and
Cf13

a12
d24
x12
a22
d54
x22
a32
d84
d94
x32
=
C′f13

a12
0
x12
a22
0
x22
a32
0
0
x32
+
C′′f13

0
d24
0
0
d54
0
0
d84
d94
0
where we only indicate the basis elements containing in BU . As a result
ωuv(x11, x21, x31, x12, x22, x32) = a11x22 + x11a22 − a21x12 − x21a12 + a31x32 − x31a32
which is a homogeneous linear polynomial and
ρuv = d21d54 − d51d24 + d81d94 − d91d84
which is a scalar. Finally
Q(Ce11(D), Cf13(D)) = ωuv(xij) + ρuv.
Remark 5.22. From the proof of the last part of the previous lemma we know that if (u, v) is
not couple of pivotal bases elements, then for any true fixed point M obtained by the generic fixed
point D,
Q(Cu(M), Cv(M)) = Q(Cu(D), Cv(D)). (45)
Also observe that ωDuv(xij) is a function of the free variables (or free indices) of D and hence, if M
is a realization of the generic fixed point D, the linear function ωDuv(xij) can be evaluated using the
entries mij of M placed in the positions indexed by the free indices. This value will be denoted by
ωDuv(M) or simply by ωuv(M). So let u, v be two pivotal columns. Then one obtains
Q(Cu(M), Cv(M)) = ωuv(M) + ρuv. (46)
Likewise, one can consider the matrices Mlead and Mfree. These are the submatrices of M obtained
by the entries placed at the leading indices and free indices respectively. Observe thatMlead is equal
to Dlead; however, Mfree is completely determined by M . Moreover, if one substitutes values to the
variables of Dfree and obtains a matrix T , then there is a unique true fixed point M obtained by
D such that Mfree = T .
Before proceeding the next subsection we will focus on the homogeneous linear polynomials
ωDuv(xij) and interpret them in terms of multiplication of certain matrices obtained by Dlead and
Dfree. This will be derived from the following general discussion. Let (V,Q) be a 2k dimensional
non-degenerate symplectic space and let P = {c1, c2, · · · , c2k} be an ordered hyperbolic basis for V.
A set partition P = P1 ⊔ P2 of P into two k-elemental subsets is called an isotropic partition of
P if hyperbolic pair of an element in P1 is in P2 and vice-versa.
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Example 5.23. Let W , U , D, B be as above and let V = W ′ be the non-ordinary part of W , i.e.
the non-degenerate subspace generated by the basis elements corresponding to the leading rows or
pivotal rows (cf. Corollary 5.20). This set of basis was denoted by BU . Put P = BU . Then Bf ∪Bl
is an isotropic partition of P .
Let P1 = {e1, · · · er, fr+1, · · · , fk}, P2 = {f1, · · · fr, er+1, · · · , ek} be an isotropic partition of
P and Vi denote the subspace generated by Pi and {v1, · · · , vk} be a set of vectors in V . For
i, j = {1, 2, · · · , k} let
vi =
r∑
s=1
asies +
k∑
s=r+1
asifs︸ ︷︷ ︸
vi1∈V1
+
r∑
s=1
bsifs +
k∑
s=r+1
bsies︸ ︷︷ ︸
vi2∈V2
, vj =
r∑
s=1
asjes +
k∑
s=r+1
asjfs︸ ︷︷ ︸
vj1∈V1
+
r∑
s=1
bsjfs +
k∑
s=r+1
bsjes︸ ︷︷ ︸
vj2∈V2
.
By definition of hyperbolic pairs it follows that
Q(vi, vj) = Q(vi1, vj2) + Q(vi2, vj1)
=
( r∑
s=1
asibsj −
k∑
s=r+1
asibsj
)
+
(
−
r∑
s=1
asjbsi +
k∑
s=r+1
asjbsi
)
where both of the two summands isolated by the parenthesizes can be written as a product of a row
vector and a column vector. In fact
Q(vi1, vj2) =
[
a1i · · · ari −ar+1,i · · · −aki
]

b1j
...
brj
br+1,j
...
bkj

and likewise
Q(vi2, vj1) = −
[
a1j · · · arj −ar+1,j · · · −akj
]

b1i
...
bri
br+1,i
...
bki

Now put A as the k × k matrix whose entry is equal to aij if i ≤ r and equal to −aij if i ≥ r + 1.
Similarly, let B be the matrix whose ij entry is bij . With these notations, the above equalities reads
as
Q(vi, vj) = zij − zji
where Z = (zij)i,j is defined by Z = A
trB.
Remark 5.24. Observe that in the setting of previous discussion, the orderings of P1 and P2 were
fixed so that their i-th elements would form an hyperbolic pair, which was the important assumption
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for the discussion. In this setting, the columns of A that are multiplied by −1 are those labeled with
negative hyperbolic parts. It should be clear that if the orderings of Pi’s are changed but keeping the
property that i-th basis elements of P1 and P2 form an hyperbolic pair, then the previous discussion
and result would be reproduced mutatis mutandis. The only change would be reordering the rows of
B and the columns of A. Also notice that the minuses are placed in the coefficients that correspond
to the negative hyperbolic part fi ∈ P1. If P1 and P2 are given in an arbitrary order, then one can
reorder P1 and so that the ordering of P1 and P2 has the just mentioned property. The effect of
this reordering process on the matrices A and B is just reordering of the rows of A.
The discussion and the remark can be distilled into the following lemma.
Lemma 5.25. Let (V,Q) be a symplectic space with a hyperbolic basis B = {b1, · · · , b2k}. Assume
that P1 ⊔ P2 is an isotropic partition of B and v1, · · · , vk refer to the column vectors representing
elements of V with respect to the ordering of B. That is:
v1 =

v11
v12
...
v1,2k
 , v2 =

v21
v22
...
v2,2k
 , · · · vk =

vk1
vk2
...
vk,2k

for some vij ∈ Fq. For t = 1, 2, let vti be the k-tuple vector obtained from vi by keeping tuples
indexed by the basis vectors lying in Pt and removing the other entries. Let T1 and T2 be the k× k
matrices whose i-th column is v1i and v
2
i respectively. Then there is a signed permutation matrix σ
such that
Q(vi, vj) = zij − zji
where Z = (z)ij is the matrix T
tr
1 σT2 and signed permutation matrix is a matrix where in each
column and row there is only one non-zero entry and which is either 1 or −1.
Proof. This is just a reformulation of the previous discussion. The σ is the matrix that reorders
the columns of T tr1 and multiply those columns corresponding to a negative hyperbolic part with
−1.
Applying this to a generic fixed point of (U,U−1) we obtain a description of ωuv(xij), which will
allow us to reduce the determination the growth of the size of the centralizer of an element into a
linear question.
Corollary 5.26. Keeping the above notation, there is a signed permutation matrix σ so that the
homogeneous linear function ωuv(xij) satisfies the following equality:
ωuv(xij) = (D
tr
lead · σ ·Dfree)uv − (D
tr
lead · σ ·Dfree)vu. (48)
If M is a true fixed point obtained by D, then
ωuv(M) = (M
tr
lead · σ ·Mfree)uv − (M
tr
lead · σ ·Mfree)vu
= (Dtrlead · σ ·Mfree)uv − (D
tr
lead · σ ·Mfree)vu
Proof. By taking V = W ′ and P1 = Bl and P2 = Bf we apply the previous lemma to the non-
ordinary part W ′ of W bearing in mind the fact that the set of leading basis elements and pivotal
basis elements defines an isotropic partition of the hyperbolic basis of W ′, cf. Example 5.23. The
second assertion is a consequence of the first one.
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Example 5.27. Keeping the notation of Example 5.15 we observe that
ωuv(x11, x21, x31, x12, x22, x32) = (−a21x12 + a11x22 + a31x32)− (−a22x11 + a12x21 + a32x31)
which is equal to z12 − z21 where
Z =
f13 e11 e21[ ]−a21 a11 a31
−a22 a12 a32
−a23 a13 a33
[ ]x11 x12 x13 ← e13
x21 x22 x23 ← f11
x31 x32 x33 ← f21
.
and
[ ]−a21 a11 a31
−a22 a12 a32
−a23 a13 a33
=
(Dlead)
tr︷ ︸︸ ︷[ ]a11 a12 a13
a21 a22 a23
a31 a32 a33
tr
σ︷ ︸︸ ︷[ ]0 1 0
−1 0 0
0 0 1
.
From now on, we will denote the product (Dtrlead · σ) in Eq.(48) by D
′.
5.4 Symplectic primitive solutions and the size of the centralizers
We keep our conventions. W is a non-degenerate symplectic space, η is a stable symplectic type
and U = Jη is a symplectic rational form for η and B is an hyperbolic basis of W that induces the
block structure of U . Let P be the set of basis elements corresponding to the pivotal columns.
We start with the most important definition of this section. First let us recall the fact that for
(u, v) /∈ Bp ×Bp then
Q(Cu(D), Cv(D)) ∈ Fq
which is a consequence of Corollary 5.20.
Definition 5.28. A generic fixed point D of (U,U−1) is called a symplectic generic solution if
it satisfies the following properties. Let u, v ∈ B.
1. Dlead is invertible.
2. If u = eij , v = fij ∈ B are hyperbolic pairs then Q(Cu(D), Cv(D)) = 1.
3. If (u, v) /∈ Bp ×Bp and u and v is not a hyperbolic pair then Q(Cu(D), Cv(D)) = 0.
Notice that, the hyperbolic pair of a pivotal basis element is never a pivotal basis element,
hence in the definition, the excluded cases of inner products Q(Cu(D), Cv(D)) are those defined for
(u, v) ∈ Bp ×Bp. Let M be a realization of the symplectic generic fixed point D. Then, according
to Eq. (45) it follows that,
Q(Cu(M), Cv(M)) = Q(Cu(D), Cv(D))
for all u, v ∈ B, (u, v) /∈ P × P . Now using the fact that D is a symplectic generic fixed point we
deduce the following:
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Lemma 5.29. LetM be a realization of a symplectic generic fixed pointD. Then,M is a symplectic
matrix if and only for all u, v ∈ P
Q(Cu(M), Cv(M)) = 0,
In other words, M is a symplectic matrix if and only if pivotal columns are orthogonal to each
other.
Let D be a symplectic generic fixed point of (U,U−1). We will count the symplectic realizations
M of D which are true fixed points of (U,U−1). According to the previous lemma, we know that a
true fixed point M obtained by D is a symplectic matrix if and only if Q(Cu(M), Cv(M)) = 0. For
u, v pivotal, Q(Cu(M), Cv(M)) is calculated by the formula given in Eq.(46):
Q(Cu(M), Cv(M)) = ωuv(M) + ρuv, ∀u, v ∈ Bp.
Hence, M is a symplectic matrix if and only if
ωuv(M) = −ρuv, ∀u, v ∈ Bp.
The value ωuv(M) is computed by the formula given in Eq.(50).
ωuv(M) = (D
tr
lead · σ ·Mfree)uv − (D
tr
lead · σ ·Mfree)vu
Summing up we get the following proposition. Set T = Dtrlead · σ ·Mfree and write T = (tuv)u,v∈P .
Proposition 5.30. Let D and M be as above. Then M is a symplectic matrix if and only if the
matrix T satisfies
(T − T tr)uv = ρuv, (51)
for all pivotal basis elements u, v ∈ P .
The matrix T satisfies Eq.(51) if and only tuv = tvu+ρuv. The set of such matrices are obtained
by shifting symmetric matrices by the matrix
ZD =
u︸︷︷︸
↓

0
0 ρuv ← v
. . .
. . .
0
0 0
which is determined by the symplectic generic fixed point D. Therefore, the number of symplectic
fixed points M that are obtained by D is equal to the number of d× d symmetric matrices over Fq,
where d = dη is the dimension of the fixed space of U = Jη .
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Theorem 5.31. The number of symplectic fixed points of (U,U−1) is equal to
|SG(U)| · q
d2+d
2
where d = dimWU and SG(U) denotes the set of symplectic generix fixed points of (U,U−1).
Proof. Let MD be the set of matrices satisfying Eq.(51) and S be the m×m symmetric matrices.
By the above discussion we have
MD = {ZD + S : S ∈ S}.
By Proposition 5.30, a realization M of the symplectic generic fixed point D is symplectic if and
only if T ∈ MD. But
T = Dtrlead · σ ·Mfree
and by the invertibility of Dlead and σ, it follows that M is a symplectic matrix if and only if
Mfree ∈ (D
tr
lead · σ)
−1MD.
The result now follows from the fact that S is (d2 + d)/2 dimensional Fq vector space.
5.5 Growth of centralizers
In this section, using the techniques introduced in the previous section, we will prove the following
theorem.
Theorem (4.21). Let η be a stabilized symplectic partition valued function of weight 2m. Then
for m ≤ n the orders of the centralizers C2m(η) and C2n(η) satisfy the following relation:
|C2n(η)| = |C2m(η)| · |Spn−m| · q
2(n−m)dη .
Fix U = Jη with ||η || = m. Using Remark 5.12 without loosing the generality we assume that η
is equal to its unipotent block. Let n be an integer greater than m and consider Wn. The basis of
Wn will be denoted by Bm and the basis hyperbolic basis of W[n]−[m] will be denoted by B
′. B′ will
be considered with an order in which hyperbolic pairs are paired: B′ = {e1, f1, · · · , en−m, fn−m}.
The matrices will be considered with respect to the union of these bases. We note the following:
U↑2n =
[
U 0
0 I2n−2m
]
.
An invertible 2n × 2n matrix M is in the centralizer of U↑2n if and only if it solves the equation
U↑2nX = XU↑2n.
We write X =
[
X11 X12
X21 X22
]
in the block form of U↑2n to get[
X11 X12
X21 X22
]
·
[
U 0
0 I2n−2m
]
=
[
U 0
0 I2n−2m
]
·
[
X11 X12
X21 X22
]
Then the above equation yields the following equations:
X11U = UX11, X12 = UX12, X21 = UX21, and X22 = X22. (52)
We make the following observations:
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Remark 5.32. 1. Since U = Jη , from the Proposition 3.14 it follows that X11 and X22 must be
invertible.
2. The matrix U↑2n is an element of U2n×2n. Thus, a matrix commuting with U
↑2n is a fixed
point of the unipotent action, which means one can talk about free variables, generic solutions
etc.
Now we will consider the induced equations
X11U = UX11, X12 = UX12, X21 = UX21, and X22 = X22, (53)
individually.
3. The only restriction on X11 is the equation X11U = UX11. This means that the free variables
induced by (U,U−1) are also free in the setting of fixed points of (U↑2n, (U↑2n)−1).
4. From the last one of the equations X22 = X22 in Eq,(53) it follows that all the variables of
X22 are free.
5. Now we consider the equation X12 = UX12 in Eq.(53). It is obvious that the columns of X12
are eigen-vectors of U . But the eigen space of U is generated by the free basis elements, (cf.
Remark 5.14/3). As a result, the entries of X12 that correspond to a non-free row must be
zero.
6. We continue considering the equation X12 = UX12. Arguing as in Remark 5.9 one can easily
show that all the indices occurring in the free rows are free indices with respect to (U, I).
7. Similarly, by considering the equality X21 = UX21 we derive that the columns of (X21)
tr are
eigen-vectors of U tr. Hence, as before the columns of X21 that correspond to a non-pivotal
column must be zero. The consideration concerning the free indices may also be done in this
case, however we will not proceed like that.
We reflect our observations to our assumptions as follows. We will consider the generic fixed
points (U↑2n, (U↑2n)−1) with respect to the free variables in X11 and X12. So, if D is a generic
fixed point of (U↑2n, (U↑2n)−1), then D11 is a generic fixed point of (U, (U)
−1) in our usual sense,
the columns of the matrix Dtr21 are eigen-vectors of U
tr. The columns of the matrix D12 are eigen-
vectors of U consisting of either zeros or free variables, where the free variables occur at the free
rows. Finally, D22 is an invertible matrix.
Example 5.33. Let us consider the block diagonal matrix U whose diagonal entries are J6 and
J4,ǫ with ǫ 6= 0 once again. We consider generic fixed points of U
↑14. Such matrix should be of the
following form:
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D =
e1 f1 e2 f2



a11 0 0 a12 0 0 a13 0 0 0 0 0 0 0 e11 ← l. r.
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 e12
x11 ∗ ∗ x12 ∗ ∗ x13 ∗ ∗ ∗ z11 z12 z13 z14 e13 ← f. r.
a21 0 0 a22 0 0 a23 0 0 0 0 0 0 0 f13 ← l. r.
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 f12
x21 ∗ ∗ x22 ∗ ∗ x23 ∗ ∗ ∗ z11 z12 z13 z14 f11 ← f. r.
a31 0 0 a32 0 0 a33 0 0 0 0 0 0 0 e21 ← l. r.
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 e22
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 0 0 0 f22
x31 ∗ ∗ x32 ∗ ∗ x33 ∗ ∗ ∗ z11 z12 z13 z14 f21 ← f. r.



∗ 0 0 ∗ 0 0 ∗ 0 0 0 ∗ ∗ ∗ ∗ e1
∗ 0 0 ∗ 0 0 ∗ 0 0 0 ∗ ∗ ∗ ∗ f1
∗ 0 0 ∗ 0 0 ∗ 0 0 0 ∗ ∗ ∗ ∗ e2
∗ 0 0 ∗ 0 0 ∗ 0 0 0 ∗ ∗ ∗ ∗ f2︷︸︸︷
p. c.
︷︸︸︷
p. c.
︷︸︸︷
p. c.
where the left top 10× 10 matrix is D11. It is a generic fixed point of (U), U
−1. The right bottom
portion is a 4× 4 invertible matrix.
Remark 5.34. Let A be any matrix in GL(Wn) written with respect to the basis above. We write
A =
[
A1
A2
]
where A1 has 2m rows, corresponding to the basis elements B and A2 has 2n − 2m
rows corresponding to the basis elements B′. Then each column vector Cu(A) is written uniquely
as Cu(A1) +Cu(A2) and when these summands are viewed as elements of Wn, they are orthogonal
to each other.
Considering the positions of the free variables we have the following lemma.
Lemma 5.35. Let D =
[
D11 D12
D21 D22
]
be a generic fixed point of (U↑2n, (U↑2n)−1). Let u, v ∈ B∪B′.
1. If u ∈ B −Bp and v ∈ B
′ then Q(Cu(D), Cv(D)) = 0.
2. If u, v ∈ B′ then Q(Cu(D12), Cv(D12)) = 0 and hence
Q(Cu(D), Cv(D)) = Q(Cu(D22), Cv(D22)).
Proof. 1. By Remark 5.32/5, the only non-zero entries in X12 are free variables and they corre-
spond to the free basis elements. Hence, they will be multiplied by the entries of Cu(D) which
correspond to the leading basis elements. But, since u /∈ Bp, those entries corresponding to
the leading basis elements are zero. The entries of the columns of Cv(D22) will be multiplied
with the entries of Cu(D21) as they both correspond to the basis elements from B
′. However,
by Remark 5.32/7, all the entries of Cu(D21) are zero. Thus, the inner product of the columns
must be zero.
2. The only non-zero terms in these columns correspond to the pivotal row basis elements and
we know that their hyperbolic pairs are leading row basis elements, which are zero if they
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are not on a pivotal column. Hence, the possibly non-zero terms are multiplied in the inner
product. This concludes the proof.
Corollary 5.36. Let D be a generic fixed point of (U↑2n, (U↑2n)−1) and let M be a realization of
D. If M is a symplectic matrix then D22 is an symplectic matrix as well, thus, it is an element of
Spn−m.
Proof. According to the previous lemma and Remark 5.34, the inner product of the columns
[
D12
D22
]
are equal to the inner product of the corresponding columns of D22. This finishes the proof.
For a given generic fixed point D of (U↑2n, (U↑2n)−1), we want to count the symplectic real-
izations of D. A realization M is a symplectic matrix if and only if the columns of it satisfy the
symplectic equations. We have so far seen that
1. if both the columns are labeled by basis elements in B′, then M satisfies the symplectic
equation Q(Cu(M), Cv(M)) = Q(u, v) if and only if M22 satisfies the symplectic equation
Q(Cu(M22), Cv(M22)) = Q(u, v),
2. if u ∈ B − Bp and v ∈ B
′ then M satisfies the symplectic equation Q(Cu(M), Cv(M)) =
Q(u, v) = 0.
So, one needs to consider Q(Cu(M), Cv(M)) for u, v ∈ Bp or u ∈ Bp and v ∈ B
′. We first handle
the first one with the help of our findings from the previous subsection. Notice that, each case the
symplectic equations are
Q(Cu(M), Cv(M)) = 0
as pivotal basis elements are orthogonal to each other and elements of B are orthogonal to elements
of B′.
Definition 5.37. A generic fixed point D =
[
D11 D12
D21 D22
]
of (U↑2n, (U↑2n)−1) is called a symplectic
generic fixed point if it satisfies the following:
1. (D11)lead is an invertible matrix.
2. D22 is a symplectic matrix.
3. Let u, v ∈ B. If (u, v) /∈ Bp ×Bp
Q(Cu(D), Cv(D) = Q(u, v).
Lemma 5.38. If (u, v) /∈ Bp ×Bp then
Q(Cu(D), Cv(D)) = Q(Cu(D11), Cv(D11)).
In particular, if D is a symplectic generic fixed point of (U↑2n, (U↑2n)−1) then D11 is a symplectic
generic fixed point of (U,U−1).
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Proof. As noted earlier, each column vector Cu(D) of D can be written as a sum Cu(D11)+Cu(D21)
and the summands represent elements in spaces that are orthogonal to each other. As a result
Q(Cu(D), Cv(D)) = Q(Cu(D11), Cv(D11)) +Q(Cu(D21), Cv(D21))
However, if (u, v) /∈ Bp × Bp, say u ∈ Bp, then by Remark 5.32/7, Cu(D21) = 0 from which the
claimed equality follows. The claim about D11 follows from the definitions and from the fact that
D11U = UD11.
An immediate consequence of the Corollary 5.36 and Lemma 5.38 is the following.
Corollary 5.39. Let D be a generic fixed point of (U↑2n, (U↑2n)−1). Then the following are
equivalent.
1. D is a symplectic generic fixed point of (U↑2n, (U↑2n)−1).
2. D11 is a symplectic generic fixed point of (U,U
−1) and D22 is a symplectic matrix.
This observation allows us to use the techniques that we developed in the previous sections.
Lemma 5.40. Let D =
[
D11 D12
D21 D22
]
be a symplectic generic fixed point of (U↑2n, (U↑2n)−1). Then
the number of realizations M11 of D11 so that the symplectic equations
Q(Cu(
M11
D21
), Cv(
M11
D21
)) = Q(u, v) = 0
hold for all u, v ∈ Bp is equal to q
d2η+dη
2 .
Remark 5.41. Notice that the resulting realization is never a symplectic matrix except for the case
that X21 consists of orthogonal columns. This was in fact the issue in the question of centralizer
growth in the symplectic case.
Proof. In order to obtain a realization M11 of D11 so that the matrix M1 =
[
M11
D21
]
satisfies the
symplectic equations one needs to solve the equations
Q(Cu(B1), Cv(B1)) = Q(u, v)
for each (u, v) ∈ Bp ×Bp. These equations can be written as
ωD11uv (mij) + ρuv +Q(Cu(D21), Cv(D21)) = 0
or equivalently
ωD11uv (mij) = ρ
′
uv := −ρuv −Q(Cu(D21), Cv(D21)).
By the proof of Theorem 5.31 it follows that there are q
d2η+dη
2 many solutions to this equation.
Now we are ready to give the proof of:
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Theorem (Thm. 4.21). Let η be a stabilized symplectic partition valued function of weight 2m.
Then for m ≤ n the orders of the centralizers C2m(η) and C2n(η) satisfy the following relation:
|C2n(η)| = |C2m(η)| · |Spn−m| · q
2(n−m)dη .
Proof. (of Theorem 4.21) Let D be a symplectic generic fixed point of (U↑2n, (U↑2n)−1). Let M11
be a realization of D11 so that
Q(Cu(
M11
D21
), Cv(
M11
D21
)) = Q(u, v) = 0
for all u, v ∈ B×B−Bp×Bp. By the Lemma 5.40 there are q
d2η+dη
2 many such realizations. We will
write M21 and M22 in place of D21 and D22 respectively, to indicate that they are indeed matrices
with entries in Fq. Now the generic matrix D′ =
[
M11 D12
M21 M22
]
satisfies all the symplectic equations
except
Q(Cu(D
′), Cv(D
′)) = 0
where u ∈ Bp and v ∈ B
′. Thus, each realization M12 of D12 that solves the above equations yields
a symplectic realization of D. We will just solve this equation for the free variables in the first
column of D2. The free variables in the first column are subject to the following equations:
Q(Cu(D), Ce1(D) = 0
where u runs over the pivotal columns. The totality of these equations can be packed into a single
equation. Let u1, · · · , uk be the ordering of the basis elements corresponding to pivotal columns.
Then
Dtrlead · σ · Ce1 =

Q(Cu1(M21), (Ce1(D22))
Q(Cu2(M21), (Ce1(D22))
...
Q(Cuk(M21), (Ce1(D22))

where σ is the one introduced in Corollary 5.26. As Dlead and σ are invertible, there is a unique
solution to the previous equations. This proves that, there is only one M12 that extends M11, M21,
M22 to a symplectic matrix. This finishes the proof.
5.6 Growth of the intersection of centralizers
In order to study the intersection of centralizers one needs to generalize the concept of generic
solutions.
Definition 5.42. Let (U11, U12), · · · (Ur1, Ur2) be elements of Un×Um. Let X be the n×m generic
matrix.
1. An index (i, j) of X is called a joint free index if it is a free index with respect to (Ui1, Ui2),
i = 1, · · · , r.
2. Let S be a set of joint free indices. A matrix D is called joint generic fixed point with
respect to S if D is generic fixed point of each (Ui1, Ui2), i = 1, · · · , r.
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Lemma 5.43. Let V be an abstract vector space with basis B = {b1, · · · , bn}. Let U1, U2 ∈ GLn
and assume that for some r ∈ {1, 2, · · · , n} the basis element bi is a fixed point of U1 and for some
k ∈ {1, 2, · · · , n} the basis element bk is a fixed point of U
tr
2 . Then the matrix 1rk, whose non-zero
entry is 1 and placed at the rk-th position is a fixed point of U1, U2. In particular (r, k) is a free
index.
Proof. The first part is obvious. The second assertion follows from the first one using Lemma
5.6.
Corollary 5.44. Let V be an abstract vector space and B = {b1, · · · , bn} be an ordered basis of
V . Let M1,M2,M = M1M2 be three invertible matrices whose stable types are λ,µ,η respectively.
Assume that ||λ||+ ||µ|| = ||η ||. If for some r, k ∈ {1, 2, · · · , n} the basis element bi is a fixed point
of M and k ∈ {1, 2, · · · , n} and the basis element bk is a fixed point of M
tr, then (r, k) is a joint
free index for (M1,M
−1
1 ), (M2,M
−1
2 ) and (M,M
−1).
Proof. By the previous lemma we know that (r, k) is a free index for (M,M−1). Let V M1 , V M2 , V M
be the fix spaces of M1,M2 and M , respectively. By Lemma 3.15/3 we know that
V M1 ∩ VM2 = VM .
This means br is a fixed point of M1 and M2. Since reflection length is stable under transpose
operation, the same reasoning shows that bk is a fixed point of M
tr
1 and M
tr
2 . The result now
follows from the previous lemma.
Now assume that M1,M2 ∈ Spm where λ and µ are their stable symplectic types. Moreover,
assume that M1M2 = U = Jη and 2m = ||η|| = ||λ|| + ||µ||. An element in the intersection
CSpm(M1)∩CSpm(M2) must be contained in the centralizer of U . We define the subset D of generic
matrices as follows. A generic matrix D ∈ D if it satisfies the following properties.
1. D is a joint generic fixed point of (M1,M
−1
1 ), (M2,M
−1
2 ) and (M,M
−1) with respect to the
free variables defined by (M,M−1). (This makes sense because of the previous corollary.)
2. D is a symplectic generic fixed point of (M,M−1).
Lemma 5.45. Keeping the above notation we have
|CSpm(g) ∩ CSpm(g)| = |D| · q
d2η+dη
2
where, as before, k denotes the dimension of the fixed space of U .
Proof. A matrix M which is contained in the intersection must be a fixed point of (M1,M
−1
1 ),
(M2,M
−1
2 ) and (M,M
−1). So it must be obtained by a joint generic solution, say by D. As the
resulting matrix is symplectic, D must be a symplectic generic solution. Thus, every true symplectic
joint fixed point must be derived from a D ∈ D. Every specification of free variables of D defines
a true joint fixed point. A specification would yield a symplectic matrix if and only if it solves the
equation
ωuv(xij) = −ρuv, ∀u, v ∈ Bp.
This equation has q
d2η+dη
2 as proved earlier. This finishes the proof.
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Now using this lemma and its proof the theorem below is obtained exactly as Theorem 4.21 is
obtained from the Theorem 5.31 and its proof.
Theorem 5.46. Form ≤ n the order of the intersections CSpm(q)(M1)∩CSpm(q)(M2) and CSpn(q)(M1)∩
CSpn(q)(M2) satisfy the following relation:
|CSpn(q)(M1) ∩CSpn(q)(M2)| = |CSpm(q)(M1) ∩ CSpm(q)(M2)| · |Spn−m(q)| · q
2(n−m)dη .
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