Abstract. Using a generalization of Malgrange's formula and a solution of Aomoto's conjecture due to Esnault, Schechtman and Viehweg, we calculate the Bernstein-Sato polynomial (i.e. b-function) of a hyperplane arrangement with a reduced equation, and show that its roots are greater than −2 and the multiplicity of −1 coincides with the (effective) dimension. As a corollary we get a new proof of Walther's formula for generic central hyperplane arrangements.
Introduction
Let D be a hypersurface of a smooth affine algebraic variety X with a defining equation f . The Bernstein-Sato polynomial (i.e. b-function) b f (s) is the monic polynomial of the lowest degree satisfying
Let R f be the set of the roots of b f (−s), and m α be the multiplicity of α ∈ R f . Put n = dim X. Then R f ⊂ Q >0 (see [13] ), and m α ≤ n because b f (s) is closely related to the monodromy on the nearby cycle sheaf ψ f C X , see [14] , [17] . If we set − α f to be the maximal root of b f (s)/(s + 1), we have more precisely (see [21] ):
Note that the first inclusion is optimal in the case of weighted-homogeneous isolated singularities. More generally, if D has only an isolated singularity at 0, it is shown in [16] that b f (s)/(s + 1) coincides with the minimal polynomial of −∂ t t on H This is quite different from (0.1) in the weighted-homogeneous isolated singularity case where n − α f = max R f and m α ≤ 1 + δ α as well known. Theorem 1 implies that 1 is the only integral root of b f (−s) for hyperplane arrangements as shown in [25] . We prove Theorem 1 using generalizations of the above formula of Malgrange [16] (see (1. 3) below) and an argument of Esnault, Schechtman and Viehweg [12] on the calculation of the certain twisted de Rham cohomology groups (see (2.2) 
below).
We say that L is an edge of D if it is an intersection of irreducible components D i of D. Let m L be the number of D i containing L. We say that an edge L is dense if the D i containing L are identified with an indecomposable arrangement, see [23] for details. We denote by D nnc the smallest closed subvariety of D such that D \ D nnc is a divisor with normal crossings on X \ D nnc .
If f is generic (i.e. if Z is a divisor with normal crossings) and d := deg f > n, then U. Walther [25] proved (except for the multiplicity of −1)
Note that Theorems 1-2 imply that b f (s) is a divisor of the right-hand side (because min R f = n/d, see [18] ). We can show the coincidence using a calculation of the spectrum in [22] , see (4.2) . We can also calculate some examples in the non-generic case, see (4.3) .
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In Section 1 we review some facts from the theory of b-function and spectrum, see [22] . In Section 2 we review and partially generalize the theory of Esnault, Schechtman and Viehweg on Aomoto's conjecture. In Section 3 we prove the main theorems. In Section 4 we show how to calculate the b-function in some cases, and give a new proof of Walther's formula.
1. Preliminaries 1.1. Bernstein-Sato polynomials. Let X be a complex manifold, and D be a hypersurface defined by a holomorphic function
s . This is identified with a D X [s]-submodule of
generated by 1 ⊗ 1 (which is identified with f s ), where s = −∂ t t, see [13] , [16] . Here B f is the direct image of O X by the graph embedding i f : X → X × C as a D-module, and the action of D X×C on B f is defined by identifying 1 ⊗ 1 with the delta function δ(t − f ).
The b-function (i.e. Bernstein-Sato polynomial) b f (s) is the minimal polynomial of the action of s on M/tM. Since M/tM is holonomic, the b-function exists if X is (relatively) compact or X, f are algebraic. This implies also that the b-function of an algebraic function coincides with the b-function of the associated analytic function. Restricting to the stalk at x ∈ D, we can also define the local b-function b f,x (s). Note that the global b-function is the least common multiple of the local b-functions if X is affine or Stein. In the case D is an affine cone, the global b-function coincides with the local b-function at 0.
By [14] , [17] , B f has the filtration V together with a canonical isomorphism of perverse sheaves
) such that exp(−2πi∂ t t) on the left-hand side corresponds to the monodromy T on the right-hand side. Here DR X denotes the de Rham functor inducing an equivalence of categories between regular holonomic D-modules and perverse sheaves. Note that (1.1.1) implies that the multiplicity of any root of b f (s) is at most n, see [14] , [17] .
1.2. Hodge and pole order filtrations. Let X, D, f be as above, and F x denote the Milnor fiber of f at x ∈ D, i.e.
where |z − x| is defined by choosing a local coordinate of X. Then the Milnor cohomology H j (F x , C) has a canonical mixed Hodge structure. This can be defined by using [20] because we have a canonical isomorphism
where ψ f C X is the nearby cycle sheaf (see [9] ), and i x : {x} → X is the natural inclusion. Let T s denote the semisimple part of the monodromy T . We have the decompositions
such that the action of T s on ψ f,λ C X , H j (F x , C) λ is the multiplication by λ ∈ C * . Let G f denote the Gauss-Manin system of the highest degree associated with f at x ∈ D. Let G (0) f be the Brieskorn lattice, i.e.
t ω is defined by df ∧ η with dη = ω, and the action of t is defined by the multiplication by f . It is known that the t-torsion of H ′′ f coincides with the ∂
f . Let V denote the filtration of Kashiwara and Malgrange. We have canonical isomorphisms
such that the monodromy T corresponds to exp(−2πi∂ t t). Using the (1.2.1), we define decreasing filtrations P and P on the Milnor cohomology so that
Note that, if there is a vector field ξ such that ξf = f , then
The following is a generalization of [16] , and is shown in [22] .
1.3. Theorem. The filtration P on H n−1 (F x , C) λ contains the Hodge filtration F , and for any rational number α such that λ = exp(−2πiα), we have the following :
is not a root of b f,y (−s) for any y = x and any i ∈ N, then the converse of the assertion (a) holds. (c) If λ is not an eigenvalue of the Milnor monodromy at y = x, then the multiplicity of the root α coincides with the degree of the minimal polynomial of the action of the monodromy on Gr
1.4. Affine cone case. Assume X = C n , and D is the affine cone of a divisor
Then U is identified with the Milnor fiber F 0 of a function f defining the affine cone D of Z, and the geometric Milnor monodromy corresponds to a generator of the covering transformation group of U → U.
be the direct factor of π * C U on which the action of the Milnor monodromy is the multiplication by exp(−2πik/d) so that
Note that the O Y -submodule generated locally by h
On the other hand, there is the Hodge filtration
outside Sing Z red for any i by the theory of mixed Hodge modules. Then we have
is locally free and Sing Z red has codimension ≥ 2 in Y , see also [11] . The Hodge and pole order filtrations are closely related respectively to the spectrum [24] and the b-function of f . Indeed, the Hodge filtration F on L (k/d) induces the Hodge filtration on the Milnor cohomology by taking the de Rham cohomology. Similarly the pole order filtration P on the Milnor cohomology is defined by using the de Rham cohomology. Here the filtration is shifted by the degree of the differential forms n − 1, and the associated decreasing filtration is used.
The following two propositions are proved in [22] .
1.5. Proposition. The pole order filtration P in (1.4) coincides with the filtration P = P in (1.2.3). Moreover, for α = k/d ∈ (0, 1) and λ = exp(−2πiα), we can identify P n−1−i in (1.4) with the image of
where the middle isomorphism can be induced by both ∂ k t and t −k , and the last morphism is induced by (1.2.1).
1.6. Proposition. With the notation of (1.2), assume Gr (
, where e(−k/d) = exp(−2πik/d). This is proved in [22] in a more general case, and follows also from [18] together with [4] , [5] for hyperplane arrangements. Since [3] , [12] , [23] , the cohomology of the local systems on U := Y \ Z in (1.4) can be calculated as follows:
Cohomology of twisted de
, [3] , [12] , [23] , we have the canonical quasi-isomorphism
if the following condition holds for any dense edge L of Z:
In the case of a constant local system, this is due to [3] . In a general case it is shown in [12] as a solution of Aomoto's conjecture, and is improved in [23] . If Z is generic (i.e. if Z is a divisor with normal crossings), then condition (2.1.2) is equivalent to α i / ∈ N \ {0} for any integer i in [1, d] (because the dense edges consist of the Z i in this case), and [12] is sufficient in this case.
Partial generalization.
In the above argument, we assume E, see [7] . It is not clear if there is a simple formula as in (2.1) in this case. However, we can show for each p the following by increasing induction on k and n:
Note that it has nothing to do with the connection. If k = 0 (i.e. if E = O Y ), then (2.2.1) follows from [3] and the E 1 -degeneration of the Hodge spectral sequence [8] , see [12] . If k > 0, take a sufficiently generic hyperplane H of Y , and consider the pull-back to Y of the short exact sequence
This pull-back is exact, because H intersects each edge of Z transversally. This implies also that the pull-back H of H gives an embedded resolution of (H, H ∩ Z), and we get an exact sequence
where
is the conormal bundle of H in Y . The latter is isomorphic to the pull-back of O H (−1) because H is the total transform of H. So we can proceed by increasing induction on n, and the assertion is clear if n = 2 (i.e. if Y = P 1 ) because d > n.
Proof of main theorems
3.1. Proof of Theorem 1. We first show the assertion on the root −1. This is well known if D is a divisor with normal crossings. In particular, it holds on the smooth part of D. Then by induction on stratum, we may assume that the assertion holds for any x ∈ D \ {0}. We can apply (2.1) with α i = 0 for any i, and (2.1.1) holds by [3] with ω∧ = 0. In particular, H n−1 (U, C) = 0, because the linear forms corresponding to the irreducible components of D generate the dual space of C n by hypothesis. Moreover, H n−1 (U, C) is generated by logarithmic forms on any embedded resolution of (P n−1 , Z), see [12] . So we get
and hence −1 is the only integral root by (1.3) as shown in [25] . We have further
by the Hodge symmetry of Gr
(This also follows from [10] in the case Z is a divisor with normal crossings.) So the assertion follows from (1.6) together with (1.1.1). We now prove the assertion on the non-integral roots. We proceed by induction on n. We may assume that D does not come from an arrangement in a lower dimensional vector space, and the assertion holds for the roots of b f,x (−s) at any x ∈ D \ {0}, taking a transversal space to each edge. Then by (1.3) , it is enough to show
, we apply the argument in (2.2) to the case
which is identified with a subspace Γ(Y, Ω 
. So the assertion follows in this case. This completes the proof of Theorem 1.
Contribution from the origin.
It is known that the Euler characteristic of U := P n−1 \ Z vanishes if and only if D is decomposable (i.e. there is a decomposition C n = C n ′ × C n ′′ such that D is the union of the pull-backs of arrangements on C n ′ and C n ′′ ), see e.g. [23] . This implies that, if the support of ψ f,λ C is contained in {0}, then (3.2.1)
Here λ = exp(−2πik/d) for some integer k in [1, d − 1], and ψ f,λ C is identified with H n−1 (F 0 , C) λ where H j (F 0 , C) λ = 0 for j = n − 1 because ψ f,λ C is a shifted perverse sheaf supported on a point. So (3.2.1) follows from the fact that the H j (F 0 , C) λ are calculated by the cohomology of a local system
Proof of Theorem 2.
Since the eigenvalues of the monodromy on ψ f C are the same as those on H j (F x , C) for any j ∈ Z, x ∈ D, these are determined by the restriction to the complement of 0 using (3.2), if D is decomposable, i.e. if {0} is not a dense edge of D. This implies that a non-dense edge does not contribute to the eigenvalues of the monodromy during the inductive argument for each edge L (restricting to a subspace transversal to L). For a dense edge L, its contribution is contained in exp(2πiZm For the last assertion, we get an embedded resolution ( X, D) of (X, D) by blowing up along the proper transforms of the dense edges of D by increasing induction on the dimension of the edge as in [23] (choosing an order of the edges of the same dimension if necessary although the resolution does not depend on the order). Let 
This implies that the action of the Milnor monodromy T is semisimple on ψ f ,λ C X , and hence on ψ f,λ C X which is the direct image of ψ f ,λ C X . So the last assertion follows from (1.1.1). This completes the proof of Theorem 2. 
Let α 
To calculate the roots in (α ′ f , 1), we need the construction in (2.1). Assume there is a subset I of {1, . . . , d − 1} such that |I| = k − 1 and condition (2.1.2) is satisfied for
Let V (I) ′ be the vector subspace of A n−1 h,α generated by ω i 1 ∧ · · · ∧ ω i n−1 h α for {i 1 , . . . , i n−1 } ⊂ I, and V (I) be the image of
Indeed, V (I) is identified with a subspace of P n−1 H n−1 (F 0 , C) e(−k/d) by (1.5) and (2. in this case (see [6] , [19] ).
4.3. Examples in the non-generic case. (i) Assume n = 3, d = 7, and let in the notation of (2.1)
Thus 5/7 is a root of b f (−s), although it is not a jumping coefficient, see [22] . We have α Note that the multiplicities of −2/3 and −4/3 are 2.
We have α So we can apply (c) and (e) in (4.1). However, we cannot apply Theorem 2 to determine the multiplicities. For k/6 with k odd or k = 10, it is easy to show that the multiplicities are 1. For 2/3 and 4/3, we have to show that the monodromy on ψ f,λ C is not semisimple for λ = exp(±2πi2/3). This is reduced to the assertion that Gr W j (ψ f,λ C[2]) for j = 2 is the direct sum of constant sheaves on the irreducible components of D nnc (consisting of 4 lines), and it is supported on the origin with rank 3 if j = 1 or 3. The last assertion is proved by using the spectral sequence associated with the pull-back by the embedding {0} → D and the weight filtration W .
