The aim of the work presented in this paper is to realise the model for the control of a robotic interface for equilibrium assistance during sit-to-stand transfer of patients affected by posture pathology as Multiple Sclerosis and Post-Fall Syndrome. Interactive robotic devices designed as human-centered robotic devices, can give more comfortable and more efficient solutions than traditional technical devices. One supposes the need of a virtual model of the pathology. This model, called "observer", aims at being used in the smoothing control part of this assisting device. A useful property of this observer should be a postural prediction ability. This article presents a study of different solutions a Neural Trajectory Generator(NTG), a Linear Predictor(LP) and a Neural Predictive Observer (NPO). Records used for the learning have been done from healthy people that stand up normally and quickly. Some tests have also been done with patients affected by cerebellar syndrome Multiple Sclerosis disease. The presented experimental results show the good accuracy of these approaches whatever the speed of the movement.
Introduction
This work concerns the control of robotic devices interacting with patients during rehabilitation training. It aims at helping people affected by cerebellar syndrome in Multiple Sclerosis walk seems very important. In addition, developping solutions dealing with that pathology with a control of imbalance [2] seems worthy. The interaction between the assisting device and the patient can be considered as a control loop (cf. fig. 1 ). In this case, the patient is assimilated to an unknown system and the robot to an actuator regulating disorders. The stabilisation is obtained comparing the patient state evaluated by an observer with a physiological joint trajectory generation. Our aim is to improve the human-robot interaction. Two way of modeling will be studied in this paper. First, we will discuss the use of neural solution to generate trajectory. Then we will study the properties of two predictive observers. In trajectory generation, biomechanical approach comprise a definition of a biomechanical model. Actuating that model is done according to a control, some criteria and an optimisation process. [18] develop linear properties that governs hip and knee action in standing movement. Many works are done with a minimum energy investigation and muscle models [7] . [28] present the very complete set of criteria optimised with an advanced optimisation process based on Sequential Quadratic Problem (SQP), so it will be interesting to compare our work with this approach. As far as this method will be used as a comparison point we will give more details in 2.2.2.
Therefore Functional Electrical Stimulation (FES) Support research field is dealing with these problems close to the way we want. People working in this domain tries to model human motion in order to have a standard trajectory. Then that trajectory is mapped to obtain an electrical stimulation of the human body. Based on biomechanical model they already develop finite state controller [8] , linear Proportional, Integrator and Derivative (PID) and nonlinear fuzzy controllers controlling the knee joint angle have also been proposed [9] , [10] . Other have developed a complete non-linear mapping [12] based on Gaussian Process optimisations and provide the center of mass coordinate. All these methods are interesting but there is no approach that evaluate the asset of a predictive observation. That is According to the literature, an ANN is able to fit the considered problem of prediction. This property is very interesting the more in advance information we have the more quickly the robot can react and help people. But there are few works dealing with the ANN dimensions. In this lack of information case, problems like overfitting can occur. Indeed the work presented in [29] describes a method to generate Functional Electrical Stimulation(FES) patterns but the obtained structure is not studied. So the understanding of how and why the ANN solves the problem is very difficult in this case. Consequently this paper puts the stress on the results accuracy and in the description of the ANN.
This article will focus on the design of models for Sit-To-Stand(STS) trajectories in joints space of both diseased and healthy subjects. The different models will have different input vectors but they always provide the computed joint trajectory (q) (cf. fig. 1 ). According to a biomechanical model, we can reconstruct the center of mass but some errors can be related to the mechanical model. Because of that possible error, we choose to work on the computed joint trajectories, therefore we study only the accuracy of the models presented. One idea would be to completely describe the biped mechanism. In this paper, it is not useful for one reason: the robotic device that will be used and its control limitations. Indeed the particular device studied is a robot [4] helping for STS (cf. fig  2) based on handle grasping. If the handle grasps are symmetrical as we performed with the robot, we observe that the lateral motions of the trunk are reduced to a range of ±5cm. This lateral deviation is not large enough to disturb the hypothesis of a sagittal projected motion.That is the reason why the kind of control we want to evaluate on this device concerns only the sagittal movements and mechanical model of STS is reduced to a 2 dimensional problem.
The STS transfer is a complex motion that combines the sensory motor action with a fine regulation all along the process [14] . Diseases that affect this A particularity of the gait and STS diseases, is that they require a solution adapted to each person. ANN seems to be the best way to achieve this goal. In addition, the proposed solution must work through non-linearity. Simple examples of non-linearity are movement discontinuities: when a person pulls up a foot, or when he or she falls. Other kinds of discontinuities are singularities in the kinematics model. These singularities can be found in some particular configurations. Therefore, it is important to choose a method that deals with these problems.
One of the main problems that must be solved to implement a model based controller depicted in fig. 1 [15] , [16] , [17] and simplistic solutions often used in robot control [18] , [19] .
As a result, the proposed models will be studied for the following properties:
* generalisation: the model performs equally for normal speed STS as for fast one. individual disease expression.
* disease ability: the best solution will be tested on diseased trajectory.
* non-linearity ability: the ability of this method to work through some kind of non-linearity.
In section 2, proposed solution will be presented. That section will also be the place to remind some properties of a classical ANN. The control will be presented in this part in order to replace the use of the models in their context. Then the section 3 will present different tools used to perform the results presented in section 4.
And finally we will conclude and give some overviews following this work in section 6.
Method
As far as a main part of the solutions presented are based on ANN, let begin with a small description of this kind of software structure. The artificial neuron is a computer implementation model of the neuron behaviour. Indeed a neuron is an integrator of signals, and the result is an activation of the neuron which is transmitted on the axon. The artificial one is composed of weighted inputs(w), an integrator computing the output (axon). In the studied cases, the activation functions will be hyperbolic tangent f. The approach in the edge of neuroscience and robotic motivates the choice of a classical learning approach in ANN domain based on backpropagation [26] , [27] . This learning method is also based on the relation (1):
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where g is a vector of precedent layer outputs (gi) and wi are the weights of the links and i is the number of the current layer. The weights learning (wi) is based on a gradient backpropagation expressed as the expression (2): w,+5,i (7) 2.3.3. Control description. As far as we know, the three models presented here have not already been presented in the control of assisting devices for the STS movement. We also chose these modelling approaches to show different ways that can be used in model-based control. A good trajectory generator is able to define a joint trajectory set that is similar to the real action and in this case we can look at the next trajectory values to choose the best control action. In one way, the trajectory generator is the ideal predictive system. We then define two kinds of predictors, one neural based and another which is a simple linear extrapolation. According to our control solution in figure 6 , we can see that the 1-4244-1 320-6/07/$25.00 (c)2007 IEEE ProceedirqvdftheU2ATEtEl l1 h lienemaMi' I 3llEferdrds dxReth41itation Robotics, June 1 resents dynamical computing to obtain the position of the Zero Moment Point (ZMP) well described by [13] . The ZMP* box describes the desired ZMP coordinate (X value in our 2 dimensional mechanical model presented in figure 7 ) for the patient which should be right in the middle of the sustentation polygon. TrajRob* is a box representing physiological trajectory investigated in [1] . In this control scheme, each defined model can give an asset for our control structure because of its predictive ability. 
Biomechanical model
Since handles are grasped, we reduce the motion to a 2D one. The subject movement is equivalent to a three rotations plane robot [30] , the main reason for this simplification is that it is supposed that the feet are not moving during the STS. In this condition, it can be considered that the feet are sealed with the ground. All the more, ankle joints can be reduced to a one rotation joint, in the same way the hip and the knees are both reduced to a rotation joint. Finally the system can be considered as three rotations plane robot.
From the 3-bar mechanism ( fig. 7) , the dynamical model is determined according to classical equations (eq.8), q(t) represents the vector (3X1) of the 3 angular values, H(q) is the 3X3 mass matrix, h(q, 4) is the vector (3X1) of Coriolis and rotation effects and C(q(t)) is a vector of gravity terms.
H(q)q + h(q, 4) + C(q(t)) =+ JT2L qmin < q < qmax q(to) = qO,q(tF) = qF 4(to) = qO,4 (tF) = 0 (8) As far as it is not a redundant system, there is no need Figure 8 . A Sit-To-Stand movement Records ( fig. 8) 
Criteria
All along section 4 which deals with the results, two main criteria will be used. The first one is a classical Root Mean Square Error (RMSE).
We also present relative values (rel) are computed with the relation (9), they are defined as the percent of error (err) which is the RMSE value versus the maximum angular variation value. rel 100.err max(abs(max(q) -min(q))) data. Then, a cross test will be performed in order to determine if a network which learns a normal (resp. fast) STS trajectory can observe a fast (resp. normal) movement. Indeed this solution should be able to identify an STS for every speed.
4. Results
Properties
In this paper, it is considered that if the observer keeps a good accuracy in normal speed and in fast speed, then it is able to keep it all along the speeds between those two extrema. It has been decided to look at the speed of the movements as a proof of generalisation of this approach. In this paper, it is considered that if the observer does not keep a good accuracy between two persons STS, the model shows a good specialisation ability. Using NPO or NTG should be interesting only if this method may be specialised for one person and if it can have a good accuracy in all the situations used.
Learning process
For these tests, learning for NPO is done with all the data from one person at one given speed from which 2 rising are withdrawn one for validation and the other for evaluation. The database is composed of movements from one person in normal speed (9 records) and in fast speed (11 records) . For NTG, the learning database is composed of only one STS motion, because we try to be similar with the KUZE, the method that we used for comparison. First, the results will be studied in the same speed field of
Trajectory Generation
Some preliminary evaluation tests have been done on a small database of STS coming from four different subjects (A, B, C, D) . These tests may answer the following questions: * "Can a neural observer learn a human movement?" * "Is the non-polynomial property an improvement?"
The comparison is made between the KUZE method [28] and the NTG method described below. Table 2 presents the RMSE of these two methods along the STS motions. As far as the learning database is very small, which is not the best conditions for NTG, we can see comparable results. So a neural solution is able to learn a human motion with almost the same accuracy as a polynomial approach. Figure 9 presents a curve describing how the nonpolynomial approach (dashed line called NN) can reach a better accuracy than the polynomial one (above line called KUZE). Figure 9 . Joint trajectories comparison for STS of subject B
As we can see on that picture, the NTG sum trajectory is closest most of time to real sum trajectory than KUZE sum curve. In addition, it is important to notify that standing-up motion in that case is described from minimal position (no contact on the chair) to maximal position, when the head is in the higher position. The polynomial description is cruelly diverging while the person is standing. The NTG learn this transition and keep its accuracy during the standing.
Generalisation
This section puts the light on a comparison between KUZE, LP, NTG and NPO in the generalisation point of view. In this paper, a method is considered with ability to generalise when it can keep a comparable accuracy when it is tested on another speed database. Results are presented in table 3. Figure 10 presents outputs of NPO learnt on fast speed applied to normal speed data, it is interesting to notice the similarities between NPO outputs and real values whereas the learning is done on another speed database. LP is also performing good results in the different speed databases.
Specialisation
In order to show the specialisation of this approach the best NPO learnt with data of person A has been evaluated on four STS records of person B. As presented in Figure 11 . Real angular trajectories(q*) and neural network output(q) for cerebellar patient4 dangerous movement, having information the earliest in advance gives the most time to let the robot react in order to help the patient. A second reason is technical: all mechanical devices can be considered as a low pass filter, so having good predictive information reduces the latencies in its control.
Conclusion
This paper try to present different solutions used in the control of human-robot interaction. Mainly based on neural solutions, Neural Trajectory Generator(NTG) and Neural Predictive Observer(NPO), we also present the results of a linear predictor (LP) For trajectory generation, we explain that NTG can be kept as an interesting solution if we are looking for solution able to include multiple kind of movement. One of these combinations that we are working on is a STS followed by a first step. For the observer, we studied 2 different predictive approaches: neural and linear. It is interesting to notice that predictive observer obtain very good results with healthy and also with diseased persons. We demonstrate the ability of predictive observers to deal with multiple speed of movements even if the learning is not done with the same speed range. The difference between the two predictive observer is that LP the linear one is not able to specialise its results. Regarding the personal expression of disease, it is a problem. Models developed for robotic devices in rehabilitation need to be a representation of the pathology. The lack of specialisation of LP let us consider NPO as the most useful observer for a model based control of rehabilitation robotics. One of the ANN properties that we did not develop in this paper is parsimony abilities. That means we can develop some strategies to minimise the number of inputs which is for the moment 3 angular values. Reducing this number could simplify the rehabilitation process. Indeed, the smallest sensor number we take on the subjects gives the simplest and the most applicable process in real applications. This is the main reason why we will continue with the Neural Based Approach. Following this realistic approach, we can notice that many learning results obtained are done with less than ten STS transfers and need only a 10-20 minutes to be computed. This is another positive argument to consider that a neural based approach is realistic to be used in the control of an assisting device.
