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The unavoidable interaction between a quantum system and the external noisy environment can
be mimicked by a sequence of stochastic measurements whose outcomes are neglected. Here we
investigate how this stochasticity is reflected in the survival probability to find the system in a
given Hilbert subspace at the end of the dynamical evolution. In particular, we analytically study
the distinguishability of two different stochastic measurement sequences in terms of a new Fisher
information measure depending on the variation of a function, instead of a finite set of parameters.
We find a novel characterization of Zeno phenomena as the physical result of the random observation
of the quantum system, linked to the sensitivity of the survival probability with respect to an
arbitrary small perturbation of the measurement stochasticity. Finally, the implications on the
Crame´r-Rao bound are discussed, together with a numerical example. These results are expected
to provide promising applications in quantum metrology towards future, more robust, noise-based
quantum sensing devices.
Introduction.— Interaction with an external environ-
ment lies at the heart of the dynamical characterization
of an open quantum system. No quantum system, indeed,
is completely isolated, and it is always characterized by
a non-unitary evolution of its state [1, 2]. Local coupling
effects of the system with the outside can be described as
projection events due to the action of one (or more) mea-
surement operators [3], along the lines of formalism of the
quantum jump trajectories [4] for open quantum systems.
Moreover, as one may expect, these trajectories resulting
by the dissipative action of the environment are intrin-
sically stochastic processes, since any interaction shall
occur at irregular time intervals, in general without any
a-priori predictability. In this context, it becomes im-
portant to investigate the distinguishability of quantum
states [5, 6] of a randomly perturbed quantum system
when also the characterization of the stochasticity rate
affecting the system is taken into account.
Recently, it has been shown that statistical indistin-
guishability of neighboring quantum states can be in-
ferred in terms of measurement results by the evaluation
of the system dynamical behaviour in the Zeno regime [7].
Indeed, quantum Zeno (QZ) phenomena can be obtained
by observing a quantum system by a frequent enough
sequence of measurements bringing the system back to
its initial state [8, 9]. As a matter of fact, an unsta-
ble quantum system, if observed continuously, will never
decay, and its evolution remains frozen. As main appli-
cation, the Zeno effect has been theoretically exploited to
preserve coherent dynamics in a specific subspace of the
Hilbert space, by the creation of decoherence-free regions
[10, 11], and it has been experimentally confirmed first
with a rubidium Bose–Einstein condensate in a five-level
Hilbert space [12] and later in a multi-level Rydberg state
structure [13].
The relation between Zeno phenomena and stochasti-
cally measured quantum systems has been recently pro-
posed [14], and, particularly, in Ref. [15] it has been
proved that the probability to find the quantum system
in the projected state at an arbitrary time instant (sur-
vival probability) takes a large deviation (LD) form in
the limit of large number of projection events. The LD
theory deals with the exponential decay of probabilities
of large fluctuations in random systems [16–18]. Then, its
extension to the quantum case has allowed some of us to
analyze the spreading of the system quantum trajectories
outside the measurement subspace, and to find the con-
ditions when the ergodic hypothesis for a randomly per-
turbed quantum system can be effectively verified [19].
In this Letter, we introduce and characterize a novel
measure for the state distinguishability of a quantum
stochastic process resulting by random sequence of re-
peated measurements. A key role is then played by the
Zeno dynamics, whereby the largest interval such that
two quantum states remain indistinguishable is usually
denoted as the quantum Zeno time. This latter quantity
can be written in terms of the Fisher information (FI) re-
lated to the conditional probability that the system state,
after a free evolution, is projected into the Zeno subspace
[7]. A FI measure has been recently introduced to inves-
tigate the realizability of quantum Zeno dynamics, when
non-Markovian noise is also included [20], but, as in [7],
the small parameter of the theory is the constant time
interval between two consecutive measurements. Con-
versely, within the formalism of stochastic quantum mea-
surements, here we introduce a Fisher Information Op-
erator, for which the dynamical small parameters are de-
fined by the statistical moments of the stochastic noise
acting on the quantum system.
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2Stochastic quantum measurements.— Let us consider
the time evolution of a quantum mechanical system sub-
ject to a sequence of m measurements. The measure-
ments are spaced by random time intervals µj , j =
1, . . . ,m, sampled by the probability density function
p(µ). The system evolution between the instantaneous
measurements is given by the equation ρ˙ = Lµ[ρ], where
ρ is the density operator describing the quantum state,
and Lµ[◦] is the Liouvillian operator. The initial state
ρ0 ≡ ρ(t = 0) can be mixed or pure. The survival prob-
ability after m measurements is P({µj}) =
∏m
j=1 q(µj),
where q(µj) is the survival probability after each mea-
surement and is defined in terms of the measurement op-
erator and the system time evolution, while the function
q does not depend itself on j. This assumption does hold,
for instance, in the case of the projection on a subspace
given by the projector Π and small time intervals leading
to quantum Zeno dynamics [7]. Let us point out that P
is itself a random variable as it depends on the realiza-
tion of the random time intervals {µj} between the single
measurements. Then, by means of large deviation theory,
it has recently been demonstrated that the survival prob-
ability P({µj}) will converge to its most probable value
P? = exp
{
m
∫
µ
p(µ) ln(q(µ))dµ
}
, for a large number m
of measurements [15].
Here, we want to investigate the sensitivity of P? with
respect to a perturbation δp(µ) of the underlying prob-
ability density function p(µ). Indeed, this perturbation
will induce a change of P? by the quantity
δP? = mP?
∫
µ
δp(µ) ln q(µ)dµ, (1)
corresponding to the functional derivative δP
?
δp (·) =
mP? ∫
µ
(·) ln q(µ)dµ. Note that formally it is an element
of the dual space of the tangent space of the probability
density functions, thus a linear mapping from the admis-
sible changes δp(µ) to a real number δP?. We can ex-
press this fact by the ket notation 〈·|, such that
〈
δP?
δp
∣∣∣ =
mP?〈ln q| and for two arbitrary functions f and g the
applicaton of a bra to a ket reads 〈f |g〉 = ∫
µ
f(µ)g(µ)dµ.
If the projective measurements are frequent enough, the
system evolution is effectively limited to the subspace
given by the measurement projector Π, such that in the
limit of infinite measurement frequency the survival prob-
ability given by its most probable value P? converges to
one. The small deviation from this ideal scenario can be
approximated by
P? ≈ 1 +
〈δP?
δp
∣∣∣p〉, (2)
i.e. the quality of Zeno confinement is determined by the
sensitivity of the survival probability P? with respect to
a perturbation δp(µ).
FIG. 1. Decay of the survival probability P? for a quantum
system to remain in an Hilbert subspace when subjected to
a stochastic sequence of measurements. As the time goes on,
the population slowly leaks out of the subspace (ΠH, where
Π is a projector and H is the full Hilbert space) as illustrated
by the blue shades in the lower panel. After each measure-
ment P? evolves quadratically in time. Only the final survival
probability is registered by a (red) detector.
Fisher Information.— This sensitivity of the survival
probability is very closely linked to the corresponding
Fisher information, i.e. the information on p(µ) that can
be extracted by a statistical measurement of P?. When
dealing with a single estimation parameter θ and possible
measurement results η, the Fisher information is defined
as F (θ) =
∫
η
1
P (η|θ)
(
∂P (η|θ)
∂θ
)2
dη, which in the case of a
binary event, i.e. η ∈ {yes,no}, reduces to
F (θ) =
1
P (yes|θ)(1− P (yes|θ))
(
∂P (yes|θ)
∂θ
)2
. (3)
Now let us consider the case where we perform m projec-
tive measurements on the quantum system, and we keep
only the result of the last measurement. As shown in
Fig. 1, we measure survival or not, hence one of two pos-
sible events with respective probabilities P? and 1−P?.
Given two different probability density functions charac-
terized by their statistical moments, we can ask how the
distinguishability among them can be properly measured.
Thus, instead of a single parameter θ, the probability
depends on a function p(µ). We approach this prob-
lem by generalizing the Fisher information matrix (FIM)
Fij(θ) =
1
P (yes|θ)(1−P (yes|θ))
(
∂P (yes|θ)
∂θi
)(
∂P (yes|θ)
∂θj
)
, de-
pending on the vector θ = (θ1, θ2, . . . ), to a Fisher Infor-
mation Operator (FIO) involving the functional deriva-
tives of P?, as follows
F (p) = m2
P?
1− P? | ln q〉〈ln q| . (4)
Note that also P? depends on m, so that in the Zeno limit
we get a linear scaling of the Fisher information with m,
i.e. F (p) ≈ m| ln q〉〈ln q|/|〈ln q|p〉|. Moreover, since our
binary measurement outcomes determine just P? and not
its distribution, the FIO is a rank one operator. As a
3consequence, it is characterized by the single eigenvector
|v〉 = | ln q〉 corresponding to the non-zero eigenvalue
Fv = m
2 P?
1− P? ‖ ln q‖
2 , (5)
with ‖ · ‖ being the L2-norm, namely ‖ ln q‖2 =∫
µ
| ln q(µ)|2dµ.
It can be desirable to express the FIO in a cer-
tain basis, thus, transforming it into a FIM. For a
given basis {fi} the elements of the FIM read Fij =
m2 P
?
1−P? 〈fi| ln q〉〈ln q|fj〉. In particular, we might be
interested in expressing the FIO in terms of the sta-
tistical moments χk =
∫
µ
p(µ)µkdµ of the probability
density function p(µ). The respective basis functions,
then, are given by fk(µ) = 2
(−1)k
k!
∂k
∂µk
δDirac(µ), where
δDirac(µ) is the Dirac delta function. By means of a
Taylor expansion around zero we can express ln q(µ)
by ln(q(µ)) =
∑∞
k=1
∂k ln(q(µ))
∂µk
∣∣∣
µ=0
µk
k! , and, by defining
βk ≡ ∂
k ln(q(µ))
∂µk
∣∣∣
µ=0
, we obtain
P? = exp
{
m
∞∑
k=1
βkχk
k!
}
, (6)
as well as 〈fi| ln q〉 = βii! . The resulting FIM reads
Fij(χ) = m
2 P?
(1− P?)
βiβj
i!j!
, (7)
where the (infinite dimensional) vector χ contains the
statistical moments χk of p(µ). Notice that this result
is compatible with the standard definition of the FIM
Fij(χ) =
1
P?(1−P?)
∂P?
∂χi
∂P?
∂χj
, since
∂P?
∂χh
= mP? βh
h!
. As
observed for the FIO, the rank of the FIM is equal to
one [21]. This implies that, in principle, we can distin-
guish two probability density functions that differ by a
single statistical moment or a linear combination of them.
The highest sensitivity of such a distinguishability prob-
lem is found for a difference of the statistical moments
along the (single) eigenvector v corresponding to the non-
zero eigenvalue F˜v of the FIM. This eigenvalue is given
by
F˜v = m
2 P?
1− P?
∑
k
(
βk
k!
)2
. (8)
Since the basis functions {fk} were not normalized, it is
different from the eigenvalue Fv of the FIO. The i−th
element of the (non-normalized) eigenvector v results to
be vi = βi/i!. The most probable value P?, thus, can be
expressed as a function of Fv (F˜v) and |v〉 (v), as follows:
P? = Fv
Fv +m2‖v‖2 =
F˜v
F˜v +m2‖v‖2
(9)
or equivalently P? = exp{m〈v, χ〉}, where the functions
‖v‖ = √∑k(vk)2 and 〈v, χ〉 = ∑k vkχk are defined, re-
spectively, as the Euclidian norm and the scalar product.
The eigenvector depends only on the system properties
(β), while the eigenvalue depends on both the system
(β) and the probability density function p(µ) (χ). As
a matter of fact, by taking p(µ) such that its statistical
moments χ = v, the eigenvalue F˜v of the FIM can be
written as a function of only P?: F˜v = −m P?1−P? I(P?),
where I(P?) = − lnP? is the self-information related to
the event P?.
Zeno-Regime and Crame´r-Rao bound.— The confine-
ment error 1 − P? in the Zeno regime can now be ex-
pressed in terms of the FIO. Namely, analogously to
Eq. (2), we find 1−P? ∝ m〈v|p〉, where 〈v|p〉 is the scalar
product
∫
µ
p(µ)v(µ)dµ =
∫
µ
p(µ) ln q(µ)dµ. Hence, the
confinement error is given by the overlap between the dis-
tribution p(µ) with the eigenvector |v〉 of the FIO. The
standard (non-stochastic) Zeno limit is usually obtained
by increasing the number of measurements m in a fixed
time interval T , with the survival probability converging
to one [7]. In our case m measurements occur at random
times and thus we set T (m) = m
∫
µ
p(µ)dµ = T = const,
thus, fixing the expectation value of the final time. As
a consequence, in order to approach the Zeno limit we
need the condition lim m→∞
T (m)=T
m
∫
µ
p(µ) ln q(µ)dµ
!
= 0. In
other terms, increasing the number of interactions m, the
average value of ln q(µ) ≈ 1−q(µ) has to decrease at least
as 1/m. In the case of p(µ) = δ(µ − µ˜) we recover the
condition limm→∞m(1− q(µ˜)) != 0, which is usually ful-
filled when the m single intervals are set to µ˜ = T/m [7].
This is closely linked to a distinguishability problem, i.e.
the effect of the deviation of p(µ) from δ(µ) (correspond-
ing to infinitely many measurements) on the decrease of
the survival probability and the minimum deviation that
can be detected.
This problem can be formulated in terms of the
Crame´r-Rao bound. Let us consider a distortion in
the function space δp(f)(µ) = δc f(µ), where δc is
the parametrization of a small perturbation along the
direction f(µ) in the tangent space of the probabil-
ity density functions. The Fisher information for esti-
mating the parameter c is given by Ff = 〈f |F (p)|f〉.
The statistical moments corresponding to f(µ) are
ξ
(f)
k =
∫
µ
f(µ)µkdµ. The FIM allows us to ex-
press the Fisher information for estimating the param-
eter c in terms of the statistical moments as Fξ(f) =∑
i,j ξ
(f)
i Fijξ
(f)
j = m
2 P?
1−P?
(∑
k
βkξ
(f)
k
k!
)2
, leading to the
Crame´r-Rao bound
δc ≥ 1√
Fξ(f)
=
√
1− P?
m
√P?∑k βkξ(f)kk! . (10)
Alternatively, the Crame´r-Rao bound can be also directly
4computed from δp(f)(µ) as
δc ≥ 1√
Ff
=
√
1− P?
m
√P? ∫
µ
f(µ) ln q(µ)dµ
, (11)
which is equivalent to Eq. (10) because of∫
µ
f(µ) ln q(µ)dµ =
∑
k
βkξ
(f)
k
k! .
Example.— In the case of coherent evolution with
Hamiltonian H, i.e. ρ˙ = −i[H, ρ], the single measure-
ment quantum survival probability q(µj) is an even func-
tion, and, thus, all the odd coefficients βk, k = 1, 3, . . .,
of the Taylor expansion of ln(q(µ)) are identically equal
to zero. In the Zeno regime (for small time intervals) one
has q(µj) ≈ 1−∆2HΠµ2j , with HΠ = H−ΠHΠ, and the
variance being calculated with respect to the initial state
ρ0. In other terms, the leakage is given by the terms in
the Hamiltonian connecting the measurement subspace
with the rest of the Hilbert space. The corresponding sur-
vival probability after m measurements can be naturally
approximated to the second order of the time interval
length by the contribution of χ2, i.e. P? = 1−m∆2HΠχ2.
This allows us to express the survival probability in terms
of the relevant element F22 =
m∆2HΠ
χ2
of the FIM:
P? = 1− F22χ22, (12)
generalizing, thus, the result obtained for equally time-
distributed sequence of projective measurements [7]. As
a consequence of Eq. (12), we can straightforwardly de-
rive the Crame´r-Rao lower bound for estimating the sec-
ond moment χ2 from P?, i.e. ∆χ2 ≥ 1√
F22
=
√
χ2√
m∆HΠ
,
which provides a natural condition for the statistical mo-
ment indistinguishability in terms of the ratio χ2/∆χ2.
These analytical results can be applied to distinguish
two probability density functions p(µ), modeling the ran-
dom interaction of a quantum system with the outside,
and differing for a linear combination of their statistical
moments. Let us consider, thus, an uniform probabil-
ity distribution function p(µ) on the interval [µ1, µ2], i.e.
p(µ) = (Θ(µ − µ1) − Θ(µ − µ2))/(µ2 − µ1), where Θ is
the Heaviside function. The second moment of this dis-
tribution is given by χ2 =
∫ µ2
µ1
p(µ)µ2dµ =
µ32−µ31
3(µ2−µ1) . If
we only change µ2, the partial derivative of the second
moment is ∂χ2∂µ2 =
−3µ22µ1+2µ32+µ31
3(µ2−µ1)2 . The probability den-
sity function, instead, changes by δp(f)(µ) = δc f(µ) with
f(µ) = δDirac(µ−µ2)−p(µ)µ2−µ1 , leading to the Fisher informa-
tion
Ff = m
2 P?
1− P? 〈f | ln q(µ)〉
2 ≈ m∆2HΠ (µ
2
2 − χ2)2
χ2(µ2 − µ1)2 . (13)
On the other side, if we consider the sensitivity with
respect to a change in χ2, the Fisher information is
given by the respective matrix element F22 ≈ m∆2H/χ2,
as in Eq. (12). Because of the constraint in the dis-
tribution shape variation, the two results differ by the
FIG. 2. Most probable value P? as a function of µ1 and
µ2. The colour scale (from blue to red) of the surface refers
to the values assumed by the non-zero eigenvalue F˜v of the
corresponding FIM, normalized to the Euclidian norm of the
eigenvector. We consider a local spin Hamiltonian with N = 9
spins, m = 5000, ω = 2pi× 5 kHz, and ∆2HΠ set to its upper
bound ω2N holding for product states |ψ0〉 = |00...0〉. Inset:
uniform probability distribution p(µ) in the range [µ1, µ2].
square of the derivative of the second moment with re-
spect to the parameter, due to the derivative chain rule
F (f(µ))
F (χ2)(
∂
∂µ2
χ2)2
= 1 – see SI for more details. Now, let us
consider the local spin Hamiltonian H = ω
∑N
n=1 ~αn · ~σ,
with N spins and the normalized real coefficient vectors
~αn for the three Pauli spin matrices ~σ = (σx, σy, σz)
T .
We span the Zeno subspace by the initial state, i.e. the
projector Π = |ψ0〉〈ψ0|. This limits the variance to
∆2HΠ ≤ Nω2 for product states and to ∆2HΠ ≤ ω2N2
for entangled ones. This is also a bound to the single mea-
surement Fisher information Fsm in the Zeno limit, i.e.
Fsm = 4∆
2HΠ [7, 22]. In our case we have an additional
factor depending on p(µ) as given by Eq. (13). We can
saturate the bound for product states with |ψ0〉 = |00...0〉
and ~αn = (1, 0, 0), as well as the bound for entangled
states is with the GHZ state (|0..00〉 − i|1..1〉)/√2 and
~αn = (0, 0, 1). In Fig. 2, we show the behaviour of P? as
a function of µ1 and µ2, and the corresponding value of
F˜v. The larger is the latter value, the higher is the sensi-
tivity to distinguish finite perturbations δp(µ) by measur-
ing P? after m measurements. It occurs when approach-
ing the Zeno regime, with P? being close to 1. Finally,
Fig. 3 illustrates the Fisher information for a variation
in µ2, and its linear scaling with m and N as compared
to the theoretical bound for product states. The Fisher
information for m = 5000 is F (N) ≈ N × 6.5 ns−2. This
corresponds to a Crame´r-Rao bound for the parameter
µ2 of δµ2 ≥ 1√
F (N)
≈ 1√
N
× 0.39 ns. Depending on the
50
20
40
60
 0  1000  2000  3000  4000  5000
m
F (ns−2)
FIG. 3. Fisher information for determining the upper bound
µ2 of the uniform probability distribution p(µ) (simulation
orange dots) saturating the bound (blue lines) for product
states and exhibiting linear scaling with the number of mea-
surements m and the number of spins N = 1, .., 9 (from bot-
tom to top). The parameters are ω = 2pi× 5 kHz, µ1 = 10 ns,
µ2 = 60 ns.
number of qubits N the relative error is 0.2− 0.7 %.
Conclusions and Outlooks.— We have analytically
derived the conditions under which two neighboring
quantum states, resulting from a sequence of stochas-
tic quantum measurements on the system, can be effec-
tively distinguished. In particular, by exploiting large
deviation theory, we have introduced a Fisher Informa-
tion Operator (FIO), expressed in terms of the statistical
moments of the probability density function p(µ) defin-
ing the random nature of the interactions. This has al-
lowed us to properly analyze the sensitivity of the most
probable value of the probability for the system to be in
the measurement subspace with respect to an arbitrary
perturbation δp(µ) of p(µ), and to determine the corre-
sponding Crame´r-Rao bound. Finally, a numerical ex-
ample is shown, in which a parameter of a uniform prob-
ability density function is estimated with high precision.
These results, on one side, may trigger a widespread in-
terest for its foundational implications about the nature
of quantum Zeno phenomena, and, on the other, may find
promising applications for robust quantum information
processing in driving the system dynamics along various
quantum paths within the whole Hilbert space, and also
in the context of quantum metrology.
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6Supplementary Information
Fisher derivation for the uniform distribution p(µ)
Let us assume the standard Zeno approximations
q(µ) ≈ 1 − ∆2HΠµ2, P? = 1, (1 − P?) = m∆2HΠχ2,
and consider the uniform probability distribution p(µ) =
(Θ(µ−µ1)−Θ(µ−µ2))/(µ2−µ1), where Θ is the Heavi-
side function. The second moment of this distribution is
given by
χ2 =
∫ µ2
µ1
p(µ)µ2dµ =
µ32 − µ31
3(µ2 − µ1) =
µ21 + µ1µ2 + µ
2
2
3
.
Accordingly, the k-th moment is given by
χk =
µk+12 − µk+11
(k + 1)(µ2 − µ1) .
If we change µ2, then the partial derivatives of the sta-
tistical moments are
∂χk
∂µ2
=
(k + 1)µk2(µ2 − µ1)− (µk+12 − µk+11 )
(k + 1)(µ2 − µ1)2 .
In particular, for the second moment, we have
∂χ2
∂µ2
=
3µ22(µ2 − µ1)− (µ32 − µ31)
3(µ2 − µ1)2 =
−3µ22µ1 + 2µ32 + µ31
3(µ2 − µ1)2 .
The probability density function, instead, changes by
δp(f)(µ) = δc f(µ) with f(µ) = δDirac(µ−µ2)−p(µ)µ2−µ1 , leading
to the Fisher information
Ff =
P?
1− P?
(
m
∫
µ
δDirac(µ− µ2)− p(µ)
µ2 − µ1 ln q(µ)dµ
)2
≈ P
?
1− P?
(
m∆2HΠ
∫
µ
δDirac(µ− µ2)− p(µ)
µ2 − µ1 µ
2dµ
)2
≈ m∆2HΠ (µ
2
2 − χ2)2
χ2(µ2 − µ1)2 .
Conversely, if we treat χ2 as the estimation parameter θ,
the Fisher information reads
F (χ2) =
P?
1− P?
(
m
∂
∂θ
∫
µ
p(µ) ln q(µ)dµ
)2
≈ P
?
1− P?
(
m
∂
∂χ2
(∆2HΠχ2)
)2
=
P?
1− P?
(
m∆2HΠ
)2 ≈ m∆2HΠ/χ2.
This is also the respective matrix element of the Fisher
information matrix. The two results differ because we
put a contraint on the shape of the probability distribu-
tion. In fact, at the second order (since we neglect higher
moments) they differ by the square of derivative of the
second moment as the Fisher information follows a chain
rules for the derivative:
F (f(µ))
F (χ2)(
∂
∂µ2
χ2)2
=
(µ22 − χ2)2
(µ2 − µ1)2
(
3(µ2 − µ1)2
−3µ22µ1 + 2µ32 + µ31
)2
=
(3(µ2 − µ1)µ22 − (µ32 − µ31))2
9(µ2 − µ1)4
(
3(µ2 − µ1)2
−2µ22µ1 + µ32 + µ31
)2
=
(
3(µ2 − µ1)µ22 − (µ32 − µ31)
−3µ22µ1 + 2µ32 + µ31
)2
= 1 .
