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PROJECTIVE DUALITY OF ARRANGEMENTS WITH QUADRATIC
LOGARITHMIC VECTOR FIELDS
STEFAN O. TOHANEANU
ABSTRACT. In these notes we study hyperplane arrangements having at least
one logarithmic derivation of degree two that is not a combination of degree one
logarithmic derivations. It is well-known that if a hyperplane arrangement has a
linear logarithmic derivation not a constant multiple of the Euler derivation, then
the arrangement decomposes as the direct product of smaller arrangements. The
next natural step would be to study arrangements with non-trivial quadratic loga-
rithmic derivations. On this regard, we present a computational lemma that leads
to a full classification of hyperplane arrangements of rank 3 having such a qua-
dratic logarithmic derivation. These results come as a consequence of looking at
the variety of the points dual to the hyperplanes in such special arrangements.
1. INTRODUCTION
Let A be a central essential hyperplane arrangement in V a vector space of
dimension k over K a field of characteristic zero. Let R = Sym(V ∗) =
K[x1, . . . , xk] and fix ℓi ∈ R, i = 1, . . . , n the linear forms defining the hyper-
planes of A. After a change of coordinates, assume that ℓi = xi, i = 1, . . . , k.
A logarithmic derivation (or logarithmic vector field) of A is an element θ ∈
Der(R), such that θ(ℓi) ∈ 〈ℓi〉, for all i = 1, . . . , n. Picking the standard basis for
Der(R), i.e., ∂1 := ∂x1 , . . . , ∂k := ∂xk , if θ is written as
θ =
k∑
i=1
Pi∂i,
where Pi ∈ R are homogeneous polynomials of the same degree, then deg(θ) =
deg(Pi). The set of logarithmic derivations forms an R−module, and whenever
this module is free one says that the hyperplane arrangement is free.
In general, every central hyperplane arrangement has the Euler derivation:
θE = x1∂1 + · · ·+ xk∂k.
There exists a one-to-one correspondence between logarithmic derivations not mul-
tiples of θE and the first syzygies on the Jacobian ideal of A, which is the ideal
of R generated by the (first order) partial derivatives of the defining polynomial
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of A.1 Therefore, we are interested in hyperplane arrangements that have a mini-
mal quadratic syzygy, on its Jacobian ideal. Throughout the notes we are going to
use both terminologies: “non-trivial logarithmic derivation” or “minimal quadratic
syzygy”.
[5] presents interesting constructions of hyperplane arrangements with linear or
quadratic syzygies. These are summed up in Proposition 8.5: if A is an essential
arrangement with e(A′) ≤ 2, for all subarrangements A′ ⊆ A, then the Jacobian
ideal of A has only linear or quadratic syzygies, which are combinatorially con-
structed. Here e(A′) = minH∈A′(|A′| − |A′|H |) is the excess of A′. A question
comes up immediately: is it true that a free hyperplane arrangement with exponents
1’s and 2’s is supersolvable? The answer would be yes, if one shows that a free
arrangement with exponents 1’s and 2’s has quadratic Orlik-Terao algebra. Then,
by using [1, Theorems 5.1 and 5.11], one obtains supersolvability.
In these notes we do not discuss the freeness of the hyperplane arrangements we
study. We are more interested in the geometry of the configuration of points that
are dual to the hyperplanes of an arrangement that has a quadratic syzygy on its
Jacobian ideal.
At the beginning of the next section we briefly review [2, Proposition 4.29(3)]
that characterizes hyperplane arrangements with a linear syzygy, and we look at
this result from the projective duality view mentioned already. Next we study hy-
perplane arrangements with a quadratic minimal syzygy. We also obtain that the
dual points lie on an interesting variety, though its description is not even close to
the nice combinatorial case of the linear syzygy. Nevertheless, using this descrip-
tion we are able to classify up to a change of coordinates all rank 3 hyperplane
arrangements having a quadratic minimal syzygy on their Jacobian ideal (Theorem
2.4). We end with two questions, one addressing a simpler and shorter proof of
Theorem 2.4, and the other asking if it is possible to obtain a similar classification
but for higher rank arrangements with a quadratic minimal logarithmic vector field.
2. ARRANGEMENTS WITH LOW DEGREE LOGARITHMIC DERIVATIONS
2.1. Linear logarithmic derivations. Dropping the freeness condition which is
not necessary in our study, [2, Proposition 4.29(3)] shows the following: If A
is an arrangement with e1 linearly independent degree 1 logarithmic derivations
(including θE), then A is a direct product of e1 irreducible arrangements.
One can obtain the same result, with a different interpretation of e1, by studying
the points dual to the hyperplanes of A in the following manner. Keeping the
notations from the beginning of Introduction, let us assume that A has a linear
logarithmic derivation, not a constant multiple of θE:
θ = L1∂1 + · · · + Lk∂k,
1For more details about this, and in general about the theory of hyperplane arrangements, the first
place to look is the landmark book of Orlik and Terao, [2].
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where Lj are some linear forms in R. Because θ(xi) = aixi, i = 1, . . . , k for some
constants ai ∈ K, then
Li = aixi, i = 1, . . . , k,
and not all ai’s are equal to each-other (otherwise we would get a constant multiple
of θE).
For i ≥ k + 1, suppose ℓi = p1,ix1 + · · · + pk,ixk, pj,i ∈ K. The logarithmic
condition θ(ℓi) = λiℓi, i ≥ k + 1, λi ∈ K translates into

a1 0
.
.
.
0 ak

 ·


p1,i
.
.
.
pk,i

 = λi


p1,i
.
.
.
pk,i

 .
Therefore the points in Pk−1 dual to the hyperplanes ℓi sit on the scheme with
defining ideal I generated by the 2× 2 minors of the matrix[
a1x1 a2x2 · · · akxk
x1 x2 · · · xk
]
.
Obviously
I = 〈{(ai − aj)xixj : i 6= j}〉,
and this is the edge (graph) ideal of a complete multipartite simple graph on vertices
1, . . . , k; two vertices u and v belong to the same partition iff au = av.
For a simple graph G, a minimal vertex cover is a subset of vertices of G, mini-
mal under inclusion, such that every edge of G has at least one vertex in this subset.
By [4], since I is the edge ideal of a simple graph G (complete multipartite), all
the minimal primes of I are generated by subsets of variables corresponding to the
minimal vertex covers of G.2 Also, since I is generated by square-free monomials,
it must be a radical ideal, hence it is equal to the intersection of its minimal primes.
It is not difficult to show that if G is a complete multipartite graph with partition
P1, . . . , Ps, then the minimal vertex covers of G are V (G)− Pi, i = 1, . . . , s. So
I = I(G) = ∩si=1〈{xv : v ∈ V (G) − Pi}〉.
The points dual to the hyperplanes of A are in the zero set (the variety) of I . If
[p1, . . . , pk] ∈ V (I), then there is 1 ≤ j ≤ s with pv = 0, for all v ∈ V (G) − Pj .
Then the linear form dual to this point belongs to K[xv, v ∈ Pj], so it defines a
hyperplane in P|Pj |−1.
Since A has full rank, each component must contain at least one of these points,
and therefore we can group the linear forms accordingly to the components their
dual points belong to. So A = A1×· · ·×As where Ai ⊂ P|Pi|−1, i = 1, . . . , s and
P1, . . . , Ps is the partition of the complete multipartite graph we have seen above.
2Greg Burnham, an REU student of Jessica Sidman, attributes this well known result to Rafael
Villarreal, so we decided to use the same citation.
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2.2. Quadratic logarithmic derivations. In this subsection we consider hyper-
plane arrangements with quadratic logarithmic derivations, not a linear combina-
tion of linear logarithmic derivations. In other words, the Jacobian ideal has a
minimal quadratic syzygy.
Let A be as before, with
ℓi = xi, i = 1, . . . , k
and
ℓj = p1,jx1 + · · · + pk,jxk, j ≥ k + 1.
Let θ = Q1∂1 + · · · + Qk∂k be a quadratic logarithmic derivation, Qi ∈ R :=
K[x1, . . . , xk] quadratic homogeneous polynomials, assumed to have no common
divisor.
For i = 1, . . . , k, since θ(xi) = Lixi for linear form
Li = b1,ix1 + · · ·+ bk,ixk, bu,i ∈ K,
then Qi = Lixi, i = 1, . . . , k.
Similarly to the linear syzygy case, we will analyse the dual points to each hy-
perplane in A, and in fact the configuration of these points if A has a quadratic
logarithmic derivation. The next result gives the first insights into this regard.
Lemma 2.1. Let A be a hyperplane arrangement with a quadratic logarithmic
derivation. If V (ℓj) ∈ A, where ℓj = p1,jx1 + · · · + pk,jxk with pu,j, pv,j 6= 0,
then
[p1,j , . . . , pk,j] ∈ V (Iu,v),
where Iu,v is the ideal of R generated by the following k − 1 elements:
xu(bv,u − bv,v) + xv(bu,v − bu,u),
and
xuxv(bw,u − bw,v) + xvxw(bu,w − bu,u)− xuxw(bv,w − bv,v), w 6= u, v.
Proof. Suppose p1,j 6= 0 and p2,j 6= 0.
We have that θ(ℓj) = ℓj(A1,jx1 + · · · +Ak,jxk), Ai,j ∈ K, leading to
L1x1p1,j + · · ·+ Lkxkpk,j = (p1,jx1 + · · ·+ pk,jxk)(A1,jx1 + · · ·+Ak,jxk).
Identifying coefficients one obtains the following equations relevant to our cal-
culations:
p1,j(b1,1 −A1,j) = 0
p2,j(b2,2 −A2,j) = 0
and
p1,j(b2,1 −A2,j) + p2,j(b1,2 −A1,j) = 0
p1,j(bu,1 −Au,j) + pu,j(b1,u −A1,j) = 0, u ≥ 3
p2,j(bu,2 −Au,j) + pu,j(b2,u −A2,j) = 0, u ≥ 3.
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Since p1,j, p2,j 6= 0, we have A1,j = b1,1 and A2,j = b2,2, from the first two
equations, and from the second group of equations we have
p1,j(b2,1 − b2,2) + p2,j(b1,2 − b1,1) = 0
and for all u ≥ 3
Au,j = bu,1 +
pu,j
p1,j
(b1,u − b1,1)
= bu,2 +
pu,j
p2,j
(b2,u − b2,2).
From these one obtains that the dual point to the line ℓj = 0, belongs to the ideal
of R generated by
x1(b2,1 − b2,2) + x2(b1,2 − b1,1)
and
{x1x2(bu,1 − bu,2) + x2xu(b1,u − b1,1)− x1xu(b2,u − b2,2)}u≥3.

If j ≥ k+1, ℓj has at least two non-zero coefficients. If 1 ≤ i ≤ k, ℓi = xi and
the dual point to this hyperplane belongs to V (Iu,v) for any u, v 6= i. Summing up
we obtain the following:
Corollary 2.2. If a hyperplane arrangement A has a quadratic logarithmic
derivation then the points dual to the hyperplanes of A lie on the variety⋃
1≤u<v≤k
V (Iu,v), where each ideal Iu,v is defined as in Lemma 2.1.
2.3. The case of line arrangements in P2. In this subsection we classify the line
arrangements in P2 having a minimal quadratic syzygy on its Jacobian ideal. To
differentiate from the previous Subsection 2.1, we assume further that this Jacobian
ideal does not have a linear syzygy.
In what follows A has defining linear forms ℓ1 = x, ℓ2 = y, ℓ3 = z, and
ℓi = αix+ βiy + γiz, i ≥ 4.
With the previous notations we have
L1 = b1,1x+ b2,1y + b3,1z
L2 = b1,2x+ b2,2y + b3,2z
L3 = b1,3x+ b2,3y + b3,3z
and
Q1 = xL1, Q2 = yL2, Q3 = zL3.
From Corollary 2.2, we have the points dual to the lines, meaning [αi, βi, γi],
sitting on
V (Ixy) ∪ V (Ixz) ∪ V (Iyz),
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where
Ixy = 〈x(b2,1 − b2,2) + y(b1,2 − b1,1), xy(b3,1 − b3,2) + yz(b1,3 − b1,1)− xz(b2,3 − b2,2)〉
Ixz = 〈x(b3,1 − b3,3) + z(b1,3 − b1,1), xz(b2,1 − b2,3) + yz(b1,2 − b1,1)− xy(b3,2 − b3,3)〉
Iyz = 〈y(b3,2 − b3,3) + z(b2,3 − b2,2), yz(b1,2 − b1,3) + xz(b2,1 − b2,2)− xy(b3,1 − b3,3)〉.
Denote
a1 := b2,1 − b2,2
b1 := b1,2 − b1,1
a2 := b3,1 − b3,3
c2 := b1,3 − b1,1
b3 := b3,2 − b3,3
c3 := b2,3 − b2,2.
Then our ideals of interest become:
Ixy = 〈a1x+ b1y, y(a2x+ c2z)− x(b3y + c3z)〉
Ixz = 〈a2x+ c2z, z(a1x+ b1y)− x(b3y + c3z)〉
Iyz = 〈b3y + c3z, z(a1x+ b1y)− y(a2x+ c2z)〉.
Lemma 2.3. In the assumptions of this subsection, none of the ideals Ixy, Ixz, Iyz
is the zero ideal.
Proof. If one of these ideals is the zero ideal, say Ixy, then a1 = b1 = c2 = c3 = 0
and a2 = b3. This leads to
L1 = L2 = x+ y + sz, L3 = x+ y + tz,
with t 6= s (otherwise obtaining a linear syzygy on the Jacobian ideal). Then the
quadratic logarithmic derivation becomes
θ = x(x+ y + sz)∂x + y(x+ y + sz)∂y + z(x+ y + tz)∂z.
Let ℓ = αx + βy + γz be a linear form defining a line in A, but different than
ℓ1, ℓ2 or ℓ3.
θ(ℓ) = ℓ(Ax+By + Cz), for some A,B,C ∈ K gives
α = αA
β = βB
tγ = γC
α+ β = αB + βA
sα+ γ = αC + γA
sβ + γ = βC + γB.
If α, β, γ 6= 0, then A = B = 1, C = t. Fifth equation gives also C = s, which
contradicts with s 6= t.
If α = 0, then β, γ 6= 0, otherwise we’d get ℓ2 or ℓ3. Then B = 1 and C = t.
The sixth equation also gives C = s, contradiction with s 6= t.
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If γ = 0, then α, β 6= 0, giving A = B = 1, C = s. A priori this could
happen only if the defining polynomial of A is xyz
∏
(αix + βiy). But this is a
contradiction with the setup of this subsection: our arrangements do not have a
linear syzygy. 
Theorem 2.4. Let A be a line arrangement in P2, having a minimal quadratic
syzygy on its Jacobian ideal, but not a linear syzygy. Then, up to a change of
coordinates, A is one of the following three types of arrangements with defining
polynomials (see also their affine pictures below):
(1) F = xyz(x+ y)∏j(y + tjz), tj 6= 0.
(2) F = xyz(x+ y + z)∏j(y + tjz), tj 6= 0.
(3) F = xyz(x+ y + z)(x+ z)(y + z).
Proof. A couple of observations are in place:
• The point [0, 0, 1] (dual to ℓ3) is in V (Ixy), the point [0, 1, 0] (dual to ℓ2) is in
V (Ixz), and the point [1, 0, 0] (dual to ℓ1) is in V (Iyz).
• If the zero locus of any of the three ideals contains 3 or more points, then the
corresponding ideal will have codimension 1, and hence will be generated by the
linear generator (if the coefficients of this are not zero). This comes from the fact
that if the codimension of such an ideal is 2, then the zero locus will be a finite set of
points, and since the ideal is generated by a linear form and a quadric, by Be´zout’s
theorem we can have at most 2 points in this zero locus (exactly 2 if the line and
the conic intersect transversally). Lemma 2.3 assures that this codimension is > 0.
The proof goes through several cases enforced by these two bullets.
CASE 1: Suppose n1 ≥ 2 dual points have the first two coordinates different than
zero. Then, from Lemma 2.1 these points belong to V (Ixy). From the two bullets
above, codim(Ixy) = 1.
CASE 1.1: Suppose a1 6= 0.
If b1 = 0 then these n1 points will be on V (a1x), hence their first coordinate
will be zero. Contradiction. So b1 6= 0, and these n1 points have homogeneous
coordinates [b1,−a1, t], for some t ∈ K.
Also, codim(Ixy) = 1 implies a1x+ b1y divides y(a2x+ c2z)− x(b3y+ c3z),
which is true if and only if a2 = b3, c3 = −a1w, c2 = b1w, for some w ∈ K.
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We can have t = 0, leading to the point [b1,−a1, 0], and the corresponding dual
linear form b1x − a1y; or t 6= 0 and in this last situation [b1,−a1, t] ∈ V (Ixz) ∩
V (Iyz) (as all the coordinates of this point are different than zero, and from Lemma
2.1). So a2b1 + c2t = 0, leading to wt = −a2. Note that also b3(−a1) + c3t = 0,
but by using c3 = −a1w and b3 = a2, after simplifying by a1 6= 0 one obtains the
same wt = −a2.
CASE 1.1.1: a2 = 0.
If t 6= 0, then w = 0 and so a2 = b3 = c2 = c3 = 0. This leads to
Ixy = 〈a1x+ b1y〉, Ixz = Iyz = 〈z(a1x+ b1y)〉.
Looking at ℓi = αix + βiy + γiz, i ≥ 4, if γu = 0, for some u, then none of
the corresponding αu or βu can be zero, as we would obtain ℓ1 or ℓ2. So the dual
point [αu, βu, 0] has the first two coordinates 6= 0, the setup of CASE 1. Hence
a1αu+ b1βu = 0, equivalently obtaining the linear form b1x−a1y; same situation
when t = 0.
If γu 6= 0, then we obtain again that the first two coordinates of the dual points
of ℓi, i ≥ 4 must satisfy the equation a1x+ b1y = 0.
This leads to the only possibility of A having the defining polynomial: F =
xyz(b1x − a1y)
∏
(b1x − a1y + γjz), γj 6= 0. After an appropriate change of
coordinates one gets
F = x(x+ y)yz
∏
(y + γjz), γj 6= 0,
which is a type (1) arrangement.
CASE 1.1.2: a2 6= 0.
Then w 6= 0 and t = −a2/w 6= 0. We are still in the situation b1 6= 0, see the
beginning of CASE 1.1. So c2 = b1w 6= 0.
First possibility. Suppose there exists another (dual) point, different than [0, 1, 0]
and [b1,−a1,−a2/w], and with the first and last coordinate different than zero.
Then, by Lemma 2.1 this point belongs to V (Ixz), and hence it has homogeneous
coordinates [c2, t′,−a2] = [b1, t′/w,−a2/w], for some t′ ∈ K.
If t′ 6= 0, then this extra point is in V (Ixy) as well (by Lemma 2.1). Therefore,
t′/w = −a1. So our extra point is not different than [b1,−a1,−a2/w], though we
assumed that it is. This leads to the only possible for this extra dual point to be
[c2, 0,−a2].
By the second bullet, codim(Ixz) = 1, and hence a2x + c2z divides z(a1x +
b1y) − x(b3y + c3z). Since c2 6= 0, one gets that a1 = b3 and b1 = a2w′, c3 =
−c2w
′
, for some w′ ∈ K.
Putting everything together we have the conditions
a1 = a2 = b3 6= 0 and b1 = a2w′, c3 = −c2w′, c3 = −a1w, c2 = b1w.
Second possibility. Suppose in addition to the First possibility above, there is
an extra dual point with the last two coordinates different than zero, and different
than [b1,−a1,−a2/w]. This extra point must have coordinates [t′′, c3,−b3] =
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[t′′/w,−a1,−a2/w] (from the conditions expressed above). Similarly as before,
one must have t′′ = 0, and therefore this extra point is [0,−a1w,−a1].
i. If First and Second possibilities occur, then the defining polynomial of A
is of the form xyz(c2x−wa1y − a1z)(c2x− a1z)(−a1wy − a1z). After
an appropriate change of coordinates one gets
F = xyz(x+ y + z)(x + z)(y + z),
which is the braid arrangement A3, or type (3) in our statement.
ii. If just the First possibility occurs, then the defining polynomial of A is
xyz(c2x− wa1y − a1z)(c2x− a1z), w 6= 0,
an arrangement of type (1) of 5 lines.
iii. If none of the possibilities occur, then one obtains the defining polynomial
of A is
xyz(c2x− wa1y − a1z), w 6= 0,
an arrangement of type (2) of 4 lines.
CASE 1.2: Suppose a1 = b1 = 0. Then,
Ixy = 〈y(a2x+ c2z)− x(b3y + c3z)〉
Ixz = 〈a2x+ c2z, x(b3y + c3z)〉
Iyz = 〈b3y + c3z, y(a2x+ c2z)〉.
CASE 1.2.1: Suppose one of the n1 points also has the third coordinate different
than zero. So this point is of the form [α, β, γ], with α, β, γ 6= 0. Lemma 2.1
implies that these coordinates must satisfy also the equations
a2α+ c2γ = 0
b3β + c3γ = 0.
Situation i. If a2 6= 0 and b3 6= 0, then this point must be [c2/a2, c3/b3,−1].
Also c2, c3 6= 0.
If there is another dual point with the first and last coordinate not equal to zero,
and different than this point, then, from the two bullets at the beginning of the
proof, codim(Ixz) = 1 leading to a2x+ c2z dividing x(b3y + c3z). But under the
conditions a2, b3, c2, c3 6= 0, this is impossible.
For this situation we obtain A with defining polynomial
F = xyz(c2x/a2 + c3y/b3 − z)
∏
j
(αjx+ βjy), αj , βj 6= 0,
which, after a change of coordinates is a type (2) arrangement in our statement.
Situation ii. If a2 6= 0 and b3 = 0, then c3 = 0 and c2 6= 0. Then our ideals are
Ixy = Iyz = 〈y(a2x+ c2z)〉, Ixz = 〈a2x+ c2z〉.
Looking at ℓi = αix + βiy + γiz, i ≥ 4, if βu = 0, for some u, then the
corresponding αu, γu 6= 0, as we would obtain ℓ1 or ℓ3. So this point is of the
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form [αu, 0, γu] ∈ V (Ixz); therefore a2αu + c2γu = 0, and therefore obtaining
ℓu = c2x− a2z.
If βu 6= 0, since [αu, βu, γu] ∈ V (Ixy) ∪ V (Ixz) ∪ V (Iyz), we obtain a2αu +
c2γu = 0, as well.
In this situation one obtains
F = xyz(c2x− a2z)
∏
j
(c2x+ βjy − a2z), βj 6= 0,
which after a change of coordinates is an arrangement of type (1) in the statement.
Situation iii. If a2 = 0 and b3 6= 0, then c2 = 0 and c3 6= 0. This is a similar
situation as Situation ii.
Situation iv. If a2 = b3 = 0, then c2 = c3 = 0, and with a1 = b1 = 0 (the
setup of CASE 1.2), one obtains L1 = L2 = L3, leading to xFx+ yFy+ zFz = 0,
contradiction.
CASE 1.2.2: Suppose all the n1 points have the last coordinate equal to zero.
Then, since they are points on V (Ixy), one must have a2 = b3.
Also, if the linear forms different than these n1 are ℓ1 = x, ℓ2 = y and ℓ3 = z,
then A is a pencil of lines and a line at infinity, which is the case of Section 2 about
arrangements with linear syzygies. Since we exclude this particular case, we can
assume that there must exist a point with the first and last coordinate not zero. This
extra point is in V (Ixz), so it must satisfy the equations
a2x+ c2z = 0 and a2xy + c3xz = 0.
So there can exist only one such extra point: [c2, c3,−a2]. In this case, the defining
polynomial looks like:
F = xyz(x+ c3y + z)
∏
j
(αjx+ βjy), αj , βj 6= 0,
which after a change of coordinates is of type (1) if c3 = 0, and it is of type (2) if
c3 6= 0.
CASE 2: Suppose that we have exactly one dual point with the first two coordi-
nates nonzero, exactly one point with the first and last coordinates nonzero, and
exactly one point with the last two coordinates nonzero. Then it is not difficult to
see that we obtain a type (3) arrangement. 
Remark 2.5. In the setup of Theorem 2.4, using [3, Proposition 3.6] one obtains
that the singular locus of A lies on a cubic curve. First observe that in all the three
types presented this is indeed the case, the cubic being a union of three lines.
Second, let us consider an arrangement of 5 generic lines. The singular locus
consists of 10 points which are in sufficiently general position such that there is no
cubic passing through all of them; every time one requires for a cubic to pass to
such a point the dimension of the space of cubics drops by one, starting with the di-
mension of plane cubics being equal to 10. So A cannot have as a subarrangement
an arrangement of 5 generic lines.
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If this second observation would give a less computational and more inspiring
proof for Theorem 2.4, we would be happy to see it.
We end with a remark regarding a possible generalization of Theorem 2.4 to
hyperplane arrangements in arbitrary number of variables and having a quadratic
minimal syzygy (i.e., quadratic minimal logarithmic derivation).
Remark 2.6. The argumentation presented in Subsection 2.1 is based on the pri-
mary decomposition of a certain edge ideal. The similar ideal of interest in the case
of quadratic logarithmic derivation is IA :=
⋂
1≤u<v≤k
Iu,v, where each ideal Iu,v
is defined as in Lemma 2.1. It would be really interesting to be able to follow the
same approach and use the primary decomposition of IA in order to prove Theorem
2.4.
Does the ideal IA have a meaning beyond the Corollary 2.2?
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