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HOMOGENIZATION OF FIRST ORDER EQUATIONS
WITH u/ǫ-PERIODIC HAMILTONIAN:
RATE OF CONVERGENCE AS ǫ→ 0
AND NUMERICAL APPROXIMATION OF THE EFFECTIVE
HAMILTONIAN.
YVES ACHDOU AND STEFANIA PATRIZI
Abstract. We consider homogenization problems for first order Hamilton-Jacobi equations
with uǫ/ǫ periodic dependence, recently introduced by C. Imbert and R. Monneau, and also
studied by G. Barles: this unusual dependence leads to a nonstandard cell problems. We study
the rate of convergence of the solution to the solution of the homogenized problem when the
parameter ǫ tends to 0. We obtain the same rates as those obtained by I. Capuzzo Dolcetta
and H. Ishii for the more usual homogenization problems without the dependence in uǫ/ǫ. In a
second part, we study Eulerian schemes for the approximation of the cell problems. We prove
that when the grid steps tend to zero, the approximation of the effective Hamiltonian converges
to the effective Hamiltonian.
1. Introduction
We consider homogenization problems for first order Hamilton-Jacobi equations with uǫ/ǫ
periodic dependence, namely
(1.1)
{
uǫt +H
(
t
ǫ
, x
ǫ
, u
ǫ
ǫ
,Duǫ
)
= 0, (t, x) ∈ (0,+∞)× RN ,
uǫ(0, x) = u0(x), x ∈ R
N
with the following assumptions on the Hamiltonian H:
(H1) Periodicity: for any (t, x, u, p) ∈ R×RN ×R× RN
H(t+ 1, x+ k, u+ 1, p) = H(t, x, u, p) for any k ∈ ZN ;
(H2) Regularity: H : R×RN×R×RN → R is Lipschitz continuous and there exists a constant
C1 > 0 such that, for almost every (t, x, u, p) ∈ R×R
N × R× RN
|D(t,x)H(t, x, u, p)| ≤ C1(1 + |p|), |DuH(t, x, u, p)| ≤ C1, |DpH(t, x, u, p)| ≤ C1;
(H3) H(t, x, u, p)→ +∞ as |p| → +∞ uniformly for (t, x, u) ∈ R×RN ×R;
(H4) There exists a constant C such that for almost every (t, x, u, p) ∈ R× RN × R× RN
|DpH(t, x, u, p) · p−H(t, x, u, p)| ≤ C.
Problem (1.1) with H independent of t was introduced by Imbert and Monneau [11] as a
simplified model for dislocation dynamics in material science. The complete model is introduced
in [12] and leads to nonlocal first order equations of the type
uǫt +
(
c(
x
ǫ
) +M ǫ(
uǫ
ǫ
)
)
|Duǫ|+H
(
uǫ
ǫ
,Duǫ
)
= 0
where M ǫ is a nonlocal jump operator and c is a periodic velocity. In the latter model, the level
sets of the solution uǫ describe dislocations.
Going back to (1.1), it was proved in [11] that, with H independent of t,
• under assumptions (H1) and (H2), there exists a unique bounded continuous viscosity
solution of (1.1);
1
2 YVES ACHDOU AND STEFANIA PATRIZI
• under assumptions (H1)-(H3), the limit u0 of uǫ as ǫ → 0 exists and it is the unique
bounded continuous solution of the homogenized problem
(1.2)
{
u0t +H(Du
0) = 0, (t, x) ∈ (0,+∞)× RN ,
u0(0, x) = u0(x), x ∈ R
N ,
where the effective Hamiltonian H is uniquely defined by the long time behavior of the
solution of
(1.3)
{
λ = vt +H(x,−λt+ p · x+ v, p+Dv), (t, x) ∈ (0,+∞)× R
N ,
v(0, x) = 0, x ∈ RN .
More precisely, we have the following theorem
Theorem 1.1 (Imbert-Monneau, [11]). Let H be independent of t. Assume (H1)-(H3) and
u0 ∈W
1,∞(RN ). Then, as ǫ→ 0, the sequence uǫ converges locally uniformly in (0,+∞)× RN
to the solution u0 of (1.2), where, for any p ∈ RN H(p) is defined as the unique number λ for
which there exists a bounded continuous viscosity solution of (1.3). Moreover H : RN → R is
continuous and satisfies the coercivity property
H(p)→ +∞ as |p| → +∞.
The proof in [11] is rather involved: it uses a twisted perturbed test function for a higher
dimensional problem posed in R× RN × R.
Under the additional assumption (H4), an easier proof of Theorem 1.1 was given by Barles, [3],
as a byproduct of a general result on the homogenization of Hamilton-Jacobi equations with
non-coercive Hamiltonians.
Remark 1.2. The hypothesis (H4) which was not used in [11] guarantees the existence of a
function H∞ such that
H∞(t, x, u, p) = lim
s→0+
sH(t, x, u, s−1p).
Moreover H∞ satisfies (H1)-(H3).
In [3], thanks to assumption (H4), the equation for uǫ is interpreted as an equation for the
motion of a graph: indeed, following [3], for t ∈ R, (x, y) ∈ RN+1, (px, py) ∈ R
N+1, let us
introduce the non-coercive Hamiltonian F defined by
(1.4) F (t, x, y, px, py) =
{
|py|H(t, x, y, |py |
−1px), if py 6= 0,
H∞(t, x, y, px), otherwise.
The function U ǫ(t, x, y) := uǫ(t, x)− y satisfies
(1.5)
{
U ǫt + F
(
t
ǫ
, x
ǫ
, U
ǫ+y
ǫ
,DxU
ǫ,DyU
ǫ
)
= 0, (t, x, y) ∈ (0,+∞)× RN+1,
U ǫ(0, x, y) = u0(x)− y, (x, y) ∈ R
N+1.
In [3] Barles proves that the sequence U ǫ converges to the solution U0 of the following problem
(1.6)
{
U0t + F (DxU
0,DyU
0) = 0, (t, x, y) ∈ (0,+∞)× RN+1,
U0(0, x, y) = u0(x)− y, (x, y) ∈ R
N+1,
where for (px, py) ∈ R
N+1, F (px, py) is the unique number λ for which the cell problem
(1.7) Vt + F (t, x, y, px +DxV, py +DyV ) = λ in R× R
N+1.
admits bounded sub and supersolutions. This result makes it possible to solve the homogeniza-
tion problem for (1.1):
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Theorem 1.3 (Barles, [3]). Assume (H1)-(H4). Then the sequence uǫ converges locally uni-
formly in (0,+∞) × RN to the solution u0 of (1.2). The function H(p) in (1.2) can be cha-
racterized as follows: H(p) = F (p,−1), where, for any (px, py) ∈ R
N+1, F (px, py) is the unique
number λ for which the equation (1.7) admits bounded sub and supersolutions in R×RN+1.
An important step in the proof of Theorem 1.3 consists of homogenizing the non-coercive
level-set equation satisfied by 1 {Uǫ≥0}.
In this paper, we tackle two questions:
• Is it possible to estimate the rate of convergence of uǫ to u0 when ǫ→ 0?
• Is is possible to approximate numerically the effective Hamiltonian?
The first question was answered by Capuzzo Dolcetta and Ishii, [4] for a more classical homoge-
nization problem: the estimate ‖uǫ − u0‖∞ ≤ Cǫ
1
3 was obtained for Hamilton-Jacobi equations
of the type
uǫ +H
(
x,
x
ǫ
, uǫ
)
= 0,
where (x, y, p) → H(x, y, p) is a coercive Hamiltonian, uniformly Lipschitz continuous for |p|
bounded and periodic with respect to y; moreover, if H(x, y, p) does not depend on x, then the
convergence is linear in ǫ. We will show that in the present case, it is possible to obtain the
same rates of convergence as ǫ→ 0 by adapting the proof in [4] using the arguments contained
in [3]. Our main result on this topic is Theorem 2.1 in § 2. The main idea is to approximate U ǫ
(with an error smaller than ǫ) by a discontinuous function U˜ ǫ which takes integer values where
U ǫ has noninteger values and which is a discontinuous viscosity solution of
U˜ ǫt + F
(
t
ǫ
,
x
ǫ
,
y
ǫ
,DxU˜
ǫ,DyU˜
ǫ
)
= 0, (t, x, y) ∈ (0,+∞)× RN+1.
The latter equation has to be compared with (1.5). This approximation U˜ ǫ is obtained as the
limit as δ → 0 of φδ(U
ǫ) where (φδ)δ is a sequence of increasing functions. The method of
Capuzzo Dolcetta and Ishii [4] can then be applied to U˜ ǫ.
The second question was studied in [1] for equation
uǫ +H
(x
ǫ
, uǫ
)
= 0,
where (y, p)→ H(y, p) is a coercive Hamiltonian, uniformly Lipschitz continuous for |p| bounded
and periodic with respect to y; in this article, a complete numerical method for solving the
homogenized problem was studied, including as a main step the approximation of the effective
Hamiltonian by solving discrete cell problems. Error estimates were proved. Here, we will study
the approximation of the cell problem (1.7) by Eulerian schemes in the discrete torus. We have
prefered to study the approximation of the noncoercive N +2 dimensional problem (1.7) rather
than that of the coercive N +1 dimensional problem (1.3) because the solution of (1.3) may not
be periodic. In § 3, we prove Theorem 3.1, the discrete analogue of the ergodicity Theorems
in [3], i.e. that there exists a unique real number λ∆th such that the discrete analogue of (1.7)
has a solution. The arguments in the proof are the discrete counterparts of those in [3]. Then,
we prove Proposition 3.3, which states that the discrete effective Hamiltonian converges to the
effective Hamiltonian when the grid step of the discrete cell problem tends to zero.
To summarize, the paper is organized as follows: Section 2 is devoted to finding estimates on
the rate of convergence as ǫ → 0. Section 3 is devoted to the numerical approximation of the
effective Hamiltonian by Eulerian schemes. Finally, we present some numerical tests in Section
4.
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2. An estimate on the rate of convergence when ǫ→ 0
This section is devoted to the estimate of the rate of the uniform convergence of the solutions
of (1.1) to the solution of the equation (1.2) in term of ǫ.
2.1. The main result.
Theorem 2.1. Assume (H1)-(H4) and u0 ∈ W
1,∞(RN ). Let uǫ and u0 be respectively the
viscosity solutions of (1.1) and (1.2). Then there exists a constant C, independent of ǫ ∈ (0, 1),
such that for any T > 0
(2.1) sup
[0,T ]×RN
|uǫ(t, x)− u0(t, x)| ≤ CeT ǫ
1
3 .
If u0 is affine then
(2.2) sup
R+×RN
|uǫ(t, x)− u0(t, x)| ≤ Cǫ.
2.2. Preliminary results. In this section we recall some results that will be used later to
obtain error estimates.
The assumptions (H1)-(H4) on H guarantee that F satisfies
(F1) Periodicity: for any (t, x, y, px, py) ∈ R× R
N+1 × RN+1
F (t+ 1, x+ k, y + 1, px, py) = F (t, x, y, px, py) for any k ∈ Z
N ;
(F2) Regularity: F : R×RN+1×RN+1 → R is Lipschitz continuous and there exists a constant
C1 > 0 such that, for almost every (t, x, y, px, py) ∈ R× R
N+1 × RN+1
|D(t,x)F (t, x, y, px, py)| ≤ C1(|px|+ |py|), |DyF (t, x, y, px, py)| ≤ C1|py|,
|D(px,py)F (t, x, y, px, py)| ≤ C1;
(F3) Coercivity: F (t, x, y, px, py) → +∞ as |px| → +∞ uniformly for (t, x, y) ∈ R × R
N+1,
|py| ≤ R, for any R > 0;
Remark that F (t, x, y, 0, 0) = 0. This and (F2) imply that for every (t, x, y, px, py) ∈ R×R
N+1×
R
N+1
(2.3) |F (t, x, y, px, py)| ≤ C1(|px|+ |py|).
Moreover, by construction, F satisfies the ”geometrical” assumption
(F4) For any (t, x, y, px, py) ∈ R× R
N+1 × RN+1 and any λ > 0,
F (t, x, y, λpx, λpy) = λF (t, x, y, px, py).
Assumption (F4) guarantees that (1.5) is invariant by any nondecreasing change U → ϕ(U), see
[5] and [10], i.e., any function V = ϕ(U ǫ), with ϕ nondecreasing is solution of{
Vt + F
(
t
ǫ
, x
ǫ
, U
ǫ+y
ǫ
,DxV,DyV
)
= 0, (t, x, y) ∈ (0,+∞) ×RN+1,
V (0, x, y) = ϕ(u0(x)− y), (x, y) ∈ R
N+1.
Finally, note that (F3) and (F4) imply the existence of a positive constant C2 such that
(2.4) F (t, x, y, px, 0) ≥ C2|px| for all (t, x, y, px) ∈ R×R
N+1 × RN .
In [3], in order to construct sub and supersolutions of (1.7), Barles introduces for α > 0 the
auxiliary equation
(2.5) Wαt + F (t, x, y, px +DxW
α, py +DyW
α) + αWα = 0, (t, x, y) ∈ R× RN+1,
with F defined by (1.4), and shows that if (H1)-(H4) hold true, then (2.5) admits a unique
continuous periodic viscosity solution. Moreover the limit of αWα(t, x, y) as α → 0+ does not
depend on (t, x, y) and the half-relaxed limits of Wα −minWα provide a bounded subsolution
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and a bounded supersolution of (1.7), with λ = − limα→0+ αW
α(t, x, y). We use the notation
P = (px, py) ∈ R
N+1 and Wα(x, y, P ) for the unique solution of (2.5). We have the following
proposition:
Proposition 2.2 (Barles, [3]). For any (t, x, y, P ) ∈ R × RN+1 × RN+1, P = (px, py), the
following estimates hold
(i) min(t,x,y)∈R×RN+1 −F (t, x, y, P ) ≤ αW
α(t, x, y, P ) ≤ max(t,x,y)∈R×RN+1 −F (t, x, y, P );
(ii) There exists a constant K1 > 0 depending on ‖F (t, x, y, px, py)‖∞ and C2 such that
max
R×RN+1
Wα − min
R×RN+1
Wα ≤ K1.
Further properties of Wα(x, y, P ) are given in the following lemma:
Lemma 2.3. For any (t, x, y, P ) ∈ R× RN+1 × RN+1 the following estimates hold
(i) α|DPW
α(t, x, y, P )| ≤ C1, where C1 is introduced in (F2);
(ii) |αWα(t, x, y, P ) + F (P )| ≤ αK1, where K1 is introduced in Proposition 2.2;
(iii) Wα(t, x, y, 0) ≡ 0;
(iv) ‖DF‖∞ ≤ C1.
Proof. Let us fix Q ∈ RN+1. The Lipschitz continuity of F , i.e. (F2), implies that the function
W (t, x, y) =Wα(t, x, y, P +Q) satisfies
Wt + F (t, x, y, P +DW ) + αW ≤ C1|Q|
and then, by comparison
αW (t, x, y) ≤ αWα(t, x, y, P ) + C1|Q|.
A similar argument shows that αW (t, x, y) ≥ αWα(t, x, y, P ) − C1|Q|. It then follows
α|Wα(t, x, y, P +Q)−Wα(t, x, y, P )| ≤ C1|Q|,
which proves (i).
Let us turn out to (ii). We claim that
µ := α max
R×RN+1
Wα ≥ −F (P ).
Indeed, Wα(t, x, y, P ) is a supersolution of
Wαt + F (t, x, y, P +DW
α) = −µ.
Let V be a bounded subsolution of (1.7), then by comparison between Wα+µt and V −F (P )t,
we have
V (t, x, y)−Wα(t, x, y) ≤ V (0, x, y) −Wα(0, x, y) + t(F (P ) + µ).
Since V andWα are bounded, dividing by t > 0 and letting t tend to +∞, we obtain µ ≥ −F (P ).
Then from (ii) of Proposition 2.2, for (t, x, y) ∈ R× RN+1,
αWα(t, x, y, P ) ≥ α min
R×RN+1
Wα ≥ α max
R×RN+1
Wα − αK1 ≥ −F (P )− αK1.
A similar argument shows that
αWα(t, x, y, P ) + F (P ) ≤ αK1;
this concludes the proof of (ii).
Property (iii) follows from F (t, x, y, 0, 0) = 0 and the uniqueness of the periodic solution of
(2.5).
Finally, (iv) is an immediate consequence of
F (P )− F (Q) ≤ 2αK1 + α‖DPW
α‖∞|P −Q|
and of (i). ✷
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We conclude this section by recalling some properties of the solutions u0 and uǫ.
Proposition 2.4. There exist constants CT , L > 0 such that for any (t, x), (s, y) ∈ [0, T ]× R
N
(2.6) |uǫ(t, x)|, |u0(t, x)| ≤ CT ,
|u0(t, x) − u0(s, y)| ≤ L(|t− s|+ |x− y|).(2.7)
Moreover, for any t ∈ [0, T ], the Lipschitz constant of u0(t, ·) is the Lipschitz constant of the
initial datum u0.
Proof. By comparison
|uǫ(t, x)− u0(x)| ≤ C0t
where C0 = maxx,y,|p|≤|u0|1,∞ |H(x, y, p)|. This implies (2.6) for u
ǫ. Similarly can be showed the
same estimate for u0.
The Lipschitz continuity of u0 follows from the comparison principle for (1.2), see [2], Theorem
III.3.7 and Remark III.3.8. ✷
2.3. Proof of the main result. This section is devoted to the proof of Theorem 2.1. We are
going to show that for any T > 0
sup
[0,T ]×RN+1
|U ǫ(t, x, y) − U0(t, x, y)| ≤ CeT ǫ
1
3 ,
where C does not depend on T . Since U ǫ(t, x, y) = uǫ(t, x) − y and U0(t, x, y) = u0(t, x) − y,
this estimate automatically gives (2.1).
Let us consider a function φ : R → R with the following properties
(2.8)

φ′(s) > 0, for any s ∈ R,
lim
s→+∞
φ(s) = 1, lim
s→−∞
φ(s) = 0,
|φ(s)− χ(s)|, |φ′(s)| ≤ K21+s2 , for any s ∈ R,
where we have denoted by χ(s) the heaviside function defined by
χ(s) =
{
1, for s ≥ 0,
0, for s < 0.
For n ∈ N, ǫ, δ > 0, let us define the function
ϕn,δǫ (s) :=
n∑
i=−n
ǫφ
(
s− iǫ
δ
)
− ǫ(n+ 1).
Then we have:
Lemma 2.5. Assume (2.8). Then for any s ∈ R, the limit limn→+∞ ϕ
n,δ
ǫ (s) exists and the
function ϕδǫ :
ϕδǫ(s) := lim
n→+∞
ϕn,δǫ (s)
is of class C1 with (ϕδǫ)
′(s) > 0 for any s ∈ R. Moreover
(2.9) lim
δ→0+
ϕδǫ(s) =
{
(i− 1)ǫ+ φ(0)ǫ, if s = iǫ,
iǫ, if iǫ < s < (i+ 1)ǫ.
See the Appendix for the proof of the lemma.
Let us define
U˜ ǫ,δ(t, x, y) := ϕδǫ(U
ǫ(t, x, y)).
HOMOGENIZATION OF FIRST ORDER EQUATIONS 7
Since F satisfies the ”geometrical” assumption (F4), the function U˜ ǫ,δ is solution of
(2.10)
{
U˜ ǫ,δt + F
(
t
ǫ
, x
ǫ
, U
ǫ+y
ǫ
,DxU˜
ǫ,δ,DyU˜
ǫ,δ
)
= 0, (t, x, y) ∈ (0, T )× RN+1,
U˜ ǫ,δ(0, x, y) = ϕδǫ(u0(x)− y), (x, y) ∈ R
N+1.
By stability of viscosity solutions, see e.g. [7], the limit U˜ ǫ(t, x, y) of U˜ ǫ,δ(t, x, y) as δ → 0+
is a discontinuous viscosity solution of (2.10) with initial datum ϕǫ(u0(x) − y), where ϕǫ(s) =
limδ→0+ ϕ
δ
ǫ(s). This means that (U˜
ǫ)∗ = lim sup∗δ→0+ U˜
ǫ,δ (resp. (U˜ ǫ)∗ = lim inf∗ δ→0+ U˜
ǫ,δ) is a
viscosity subsolution (resp. supersolution) of (2.10), and (U˜ ǫ)∗(0, x, y) ≤ (ϕǫ)
∗(u0(x)− y) (resp.
(U˜ ǫ)∗(0, x, y) ≥ (ϕǫ)∗(u0(x)− y)). Moreover, by (2.9)
U˜ ǫ(t, x, y) =
 iǫ, if iǫ < U
ǫ(t, x, y) < (i+ 1)ǫ,
(i− 1)ǫ+ φ(0)ǫ, if (t, x, y) ∈ Int{U ǫ = iǫ}.
At the points (t, x, y) ∈ ∂{U ǫ = iǫ}, the value of U˜ ǫ depends on the lower semi-continuous or
the upper semi-continuous envelope that we consider in the definition of discontinuous viscosity
solution. In particular, since U ǫ is continuous, U˜ ǫ has the following properties
(2.11)
|(U˜ ǫ)∗(t, x, y) − U ǫ(t, x, y)|, |(U˜ ǫ)∗(t, x, y)− U
ǫ(t, x, y)| ≤ ǫ for any (t, x, y) ∈ [0, T ]× RN+1
and
(2.12) DU˜ ǫ(t, x, y) = 0 if U ǫ(t, x, y) 6= iǫ, i ∈ Z.
Condition (2.12) implies that U˜ ǫ is actually a solution of{
U˜ ǫt + F
(
t
ǫ
, x
ǫ
, y
ǫ
,DxU˜
ǫ,DyU˜
ǫ
)
= 0, (t, x, y) ∈ (0, T ) × RN+1,
U˜ ǫ(0, x, y) = ϕǫ(u0(x)− y), (x, y) ∈ R
N+1.
Indeed, when iǫ < U ǫ(t, x, y) < (i + 1)ǫ, for some i ∈ Z, the function U˜ ǫ is constant in a
neighborhood of (t, x, y). Then the result follows from the fact that F (t, x, y, 0) = 0. On the
other hand, when U ǫ(t, x, y) = iǫ, by periodicity, F
(
t
ǫ
, x
ǫ
, U
ǫ+y
ǫ
, P
)
= F
(
t
ǫ
, x
ǫ
, y
ǫ
, P
)
.
In order to estimate |U ǫ−U0| it is convenient to estimate |U˜ ǫ−U0|; indeed, U
ǫ
ǫ
does not any
longer appear in the equation satisfied by U˜ ǫ.
Let us define V ǫ(t, x, y) = e−tU˜ ǫ(t, x, y) and V 0(t, x, y) = e−tU0(t, x, y). The functions V ǫ
and V 0 are respectively solutions of
(2.13)
{
V ǫt + V
ǫ + F
(
t
ǫ
, x
ǫ
, y
ǫ
,DxV
ǫ,DyV
ǫ
)
= 0, (t, x, y) ∈ (0, T ) ×RN+1,
V ǫ(0, x, y) = ϕǫ(u0(x)− y), (x, y) ∈ R
N+1,
and
(2.14)
{
V 0t + V
0 + F (DxV
0,DyV
0) = 0, (t, x, y) ∈ (0, T ) × RN+1,
V 0(0, x, y) = u0(x)− y, (x, y) ∈ R
N+1.
For alleviating the notations, let us denote a vector of RN+1 by X = (x, xN+1), where x ∈ R
N
and xN+1 ∈ R. We first estimate from above the difference (V
ǫ)∗−V 0: for this, let us introduce
the auxiliary function
Φ(t,X, s, Y ) = (V ǫ)∗(t,X) − V 0(s, Y )− ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
−
|X − Y |2
2ǫβ
−
|t− s|2
2σ
−
r
2
|X|2 −
η
T − t
,
(2.15)
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where α = ǫθ, θ, β, σ, r, η ∈ (0, 1) will be fix later on and β and θ satisfy
(2.16) 0 < θ < 1− β.
In view of (2.6), (2.11), (i) of Proposition 2.2 and (2.3),
Φ(t,X, s, Y ) ≤ 2CT + ǫ+ |xN+1 − yN+1|+
ǫ
α
C1
|X − Y |
ǫβ
−
|X − Y |2
2ǫβ
−
r
2
|X|2
for all (t,X), (s, Y ) ∈ [0, T ] × RN+1. Hence, Φ attains a global maximum at some point
(t,X, s, Y ) ∈ ([0, T ] ×RN+1)2. Standard arguments show that t, s < T for σ small enough.
Claim 1: There exists a constant M1 > 0 independent of ǫ such that
|t−s|
σ
≤M1(1+ |yN+1|).
The inequality Φ(t,X, t, Y ) ≤ Φ(t,X, s, Y ) and Proposition (2.4) imply
|t− s|2
2σ
≤ V 0(t, Y )− V 0(s, Y ) ≤ |e−t − e−s||U0(t, Y )|+ e−s|U0(t, Y )− U0(s, Y )|
≤ |t− s|(CT + |yN+1|) + L|t− s|
from which Claim 1 follows.
Claim 2: There exists a constant M2 > 0 independent of ǫ and T , such that
|X−Y |
ǫβ
≤M2.
The inequality Φ(t,X, s,X) ≤ Φ(t,X, s, Y ) implies
|X − Y |2
ǫβ
≤ V 0(s,X)− V 0(s, Y ) + ǫWα
(
t
ǫ
,
X
ǫ
, 0
)
− ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
.
Using (2.7), (i) of Lemma 2.3 and (2.16) we then infer
|X − Y |2
ǫβ
≤ (L+1)|X −Y |+
ǫ
α
C1
|X − Y |
ǫβ
= (L+1)|X −Y |+ ǫ1−θ−βC1|X −Y | ≤M2|X − Y |.
This concludes the proof of Claim 2.
Claim 3: There exists a constant M3 > 0 independent of ǫ such that r|X|
2 ≤M3.
The inequality Φ(t, 0, s, 0) ≤ Φ(t,X, s, Y ) implies
r
2
|X |2 ≤ (V ǫ)∗(t,X)− V 0(s, Y ) + V 0(s, 0)− (V ǫ)∗(t, 0) + ǫWα
(
t
ǫ
, 0, 0
)
− ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
.
Then, using (2.6), (2.11), Claims 1 and 2, (iii) of Lemma 2.3, (i) of Proposition 2.2 and (2.3),
we deduce
r
2
|X|2 ≤ e−t[U ǫ(t,X)− U0(s, Y )] + |e−t − e−s||U0(s, Y )|+ ǫ
+ V 0(s, 0)− (V ǫ)∗(t, 0) − ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
≤ 4CT +M2ǫ
β + |t− s|(CT + |yN+1|) + 2ǫ+
ǫ
α
C1
|X − Y |
ǫβ
≤ C + 2σM1|yN+1|
2 ≤ C + 2σM1|X |
2,
and Claim 3 follows by choosing σ < r8M1 .
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Now, suppose first that t = 0, then
(V ǫ)∗(t,X) − V 0(t,X)− ǫWα
(
t
ǫ
,
X
ǫ
, 0
)
−
η
T − t
−
r
2
|X|2
≤ (ϕǫ)
∗(u0(x)− xN+1)− V
0(s, Y )− ǫWα
(
0,
X
ǫ
,
X − Y
ǫβ
)
for any (t,X) ∈ [0, T ]×RN+1, from which, using (i) of Proposition 2.2, (iii) of Lemma 2.3, (2.3)
and Claim 2, we deduce
(V ǫ)∗(t,X) − V 0(t,X) ≤ (ϕǫ)
∗(u0(x)− xN+1)− V
0(s, Y ) +
η
T − t
+
r
2
|X|2 + ǫ1−θC1M2.
Letting σ, η and r go to 0+ and using (2.11) and Claim 2 we obtain
(V ǫ)∗(t,X) − V 0(t,X) ≤ (ϕǫ)
∗(u0(x)− xN+1)− (u0(y)− yN+1) + Cǫ
1−θ
≤ (ϕǫ)
∗(u0(x)− xN+1)− (u0(x)− xN+1) + (L+ 1)|X − Y |+ Cǫ
1−θ
≤ C(ǫβ + ǫ1−θ) + ǫ,
which implies
(2.17) U ǫ(t,X)− U0(t,X) ≤ Cet(ǫβ + ǫ1−θ).
The same estimate can be showed if s = 0.
Next, let us consider the case t, s > 0.
Claim 4: There exists a constant C > 0 independent of ǫ and T such that
t− s
σ
+
η
(T − t)2
+ (V ǫ)∗(t,X) + F
(
X − Y
ǫβ
)
≤ C(ǫ1−θ−β + ǫθ).
The function
(t,X) → (V ǫ)∗(t,X)− ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
−
|X − Y |2
2ǫβ
−
r
2
|X|2 −
|t− s|2
2σ
−
η
T − t
(2.18)
has a maximum at (t,X). By adding to Φ a smooth function vanishing with its first derivative
at (t,X), we may assume the maximum is strict.
Next, for j > 0, let us introduce the function
Ψj(t, s,X, Y, Z) : = (V
ǫ)∗(t,X)− ǫWα
(
s, Y,
Z − Y
ǫβ
)
−
|X − Y |2
2ǫβ
−
r
2
|X|2 −
|t− s|2
2σ
−
η
T − t
−
j
2
(|t− ǫs|2 + |X − Z|2 + |X − ǫY |2).
Let Pj = (tj, sj ,Xj , Yj , Zj) be a maximum point of Ψj on the set
A := B(t, 1) ×B
(
t
ǫ
, 1
)
×B(X, 1) ×B
(
X
ǫ
, 1
)
×B(X, 1).
Since (t,X) is a strict maximum point of (2.18), tj → t, sj →
t
ǫ
, Xj , Zj → X and Yj →
X
ǫ
as
j → +∞. Then, for j large enough, Pj lies in the interior of A. Moreover, standard arguments
show that
(2.19) j|tj − ǫsj|
2, j|Xj − Zj |
2, j|Xj − ǫYj|
2 → 0 as j → +∞.
Remark that this implies in addition that
(2.20) 2j|tj − ǫsj||Xj − ǫYj| ≤ j|tj − ǫsj|
2 + j|Xj − ǫYj|
2 → 0 as j → +∞.
Since (V ǫ)∗ and Wα are respectively viscosity subsolutions of (2.13) and supersolution of (2.5),
we obtain
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tj − s
σ
+
η
(T − tj)2
+ j(tj − ǫsj) + (V
ǫ)∗(tj,Xj)
+ F
(
tj
ǫ
,
Xj
ǫ
,
Xj − Y
ǫβ
+ rXj + j(Xj − Zj) + j(Xj − ǫYj)
)
≤ 0
(2.21)
and
j(tj − ǫsj) + αW
α
(
sj, Yj ,
Zj − Y
ǫβ
)
+ F
(
sj, Yj ,
Zj − Y
ǫβ
+ j(Xj − ǫYj)
)
≥ 0.(2.22)
Subtracting (2.21) and (2.22) and using the Lipschitz continuity of F , assumption (F2), we get
tj − s
σ
+
η
(T − tj)2
+ (V ǫ)∗(tj,Xj)− αW
α
(
sj , Yj,
Zj − Y
ǫβ
)
≤
C1
ǫ
(|tj − ǫsj|+ |Xj − ǫYj |)
(
|Zj − Y |
ǫβ
+ j|Xj − ǫYj|
)
+ C1
(
|Xj − Zj|
ǫβ
+ r|Xj|+ j|Xj − Zj|
)
.
(2.23)
Let us estimate j|Xj − Zj |. From the inequality Ψj(tj , sj,Xj , Yj ,Xj) ≤ Ψj(tj , sj,Xj , Yj, Zj) we
deduce that
j
2
|Xj − Zj|
2 ≤ ǫWα
(
sj, Yj ,
Xj − Y
ǫβ
)
− ǫWα
(
sj, Yj ,
Zj − Y
ǫβ
)
,
and using (i) of Lemma 2.3 we get
j
2
|Xj − Zj|
2 ≤ C1
ǫ
α
|Xj − Zj |
ǫβ
= C1ǫ
1−θ−β|Xj − Zj|.
Then
(2.24) j|Xj − Zj | ≤ 2C1ǫ
1−θ−β.
Then, passing to the limsup as j → +∞ in (2.23) and taking into account Claim 2, (2.19) and
(2.20), we obtain
(2.25)
t− s
σ
+
η
(T − t)2
+ (V ǫ)∗(t,X)− αWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫ
)
≤ C(ǫ1−θ−β + r|X|).
By Claim 3, r|X| ≤ r
1
2M
1
2
3 , hence choosing r > 0 such that r
1
2M
1
2
3 ≤ ǫ
1−θ−β, we have r|X| ≤
ǫ1−θ−β.
Finally, Claim 4 easily follows from (2.25), Claim 2 and the following inequality
−αWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
≥ F
(
X − Y
ǫβ
)
− αK1 ≥ F
(
X − Y
ǫβ
)
−K1ǫ
θ
which comes from (ii) of Lemma 2.3 .
Claim 5: There exists a constant C > 0 independent of ǫ and T such that
t− s
σ
+ V 0(s, Y ) + F
(
X − Y
ǫβ
)
≥ −Cǫ1−θ−β.
The function
(s, Y )→ φ(s, Y ) := V 0(s, Y ) + ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
+
|X − Y |2
2ǫβ
+
|t− s|2
2σ
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has a minimum at (s, Y ), consequently (0, 0) ∈ D−φ(s, Y ). If we set
V˜ (s, Y ) := V 0(s, Y ) +
|X − Y |2
2ǫβ
+
|t− s|2
2σ
, W˜ (Y ) := ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
,
by properties of semijets of Lipschitz functions, see e.g. Lemma 2.4 in [4], there exists Q ∈ RN+1
such that
(0, Q) ∈ D−V˜ (s, Y ) = D−V 0(s, Y )−
(
t− s
σ
,
X − Y
ǫβ
)
−Q ∈ D−W˜ (Y ).
Since V 0 is a supersolution of (2.14), we have
(2.26)
t− s
σ
+ V 0(s, Y ) + F
(
X − Y
ǫβ
+Q
)
≥ 0.
By (i) of Lemma 2.3,∣∣∣∣ǫWα( tǫ , Xǫ , X − Yǫβ
)
− ǫWα
(
t
ǫ
,
X
ǫ
,
X − Z
ǫβ
)∣∣∣∣ ≤ ǫαC1 |Y − Z|ǫβ = C1ǫ1−θ−β|Y − Z|,
from which we get the following estimate of Q:
(2.27) |Q| ≤ C1ǫ
1−θ−β.
Then, Claim 5 follows from (2.26) using estimate (2.27) and the Lipschitz continuity of F as-
sured by (iv) of Lemma 2.3.
Claims 4 and 5 imply
(V ǫ)∗(t,X)− V 0(s, Y ) ≤ C(ǫ1−θ−β + ǫθ),
for some constant C independent of ǫ and T . Since (t,X, s, Y ) is a maximum point of Φ, we
have
(V ǫ)∗(t,X) − V 0(t,X) ≤ Φ(t,X, s, Y ) + ǫWα
(
t
ǫ
,
X
ǫ
, 0
)
+
r
2
|X|2 +
η
T − t
,
for all (t,X) ∈ [0, T ]× RN+1. Then, by (iii) of Lemma 2.3
(V ǫ)∗(t,X) − V 0(t,X) ≤ (V ǫ)∗(t,X)− V 0(s, Y )− ǫWα
(
t
ǫ
,
X
ǫ
,
X − Y
ǫβ
)
+
r
2
|X|2 +
η
T − t
≤ C(ǫ1−θ−β + ǫθ) +
ǫ
α
C1
|X − Y |
ǫβ
+
r
2
|X|2 +
η
T − t
≤ C(ǫ1−θ−β + ǫθ) +
r
2
|X|2 +
η
T − t
,
for some positive constant C. Hence, sending r, η,→ 0+ and taking into account (2.11), we get
U ǫ(t,X)− U0(t,X) ≤ Cet(ǫ1−θ−β + ǫθ).
Then, from the previous estimate and (2.17), we can conclude that for all β, θ ∈ (0, 1) satisfying
(2.16) we have
U ǫ(t,X) − U0(t,X) ≤ Cet(ǫ1−θ−β + ǫθ + ǫβ),
for all (t,X) ∈ [0, T ]× RN+1. The optimal choice of the parameters is θ = β = 13 , which gives
sup
[0,T ]×RN+1
(U ǫ(t,X) − U0(t,X)) ≤ Cǫ
1
3 .
The opposite inequality follows by similar arguments, replacing (V ǫ)∗ with V 0 and V 0 with
(V ǫ)∗ in (2.15), and the proof of Theorem 2.1 in the general case is complete.
12 YVES ACHDOU AND STEFANIA PATRIZI
Now, let us consider the case when u0 is affine. Let us suppose that u0(x) = p · x + c0 for
some p ∈ RN and c0 ∈ R. In this case, the solution of (1.2) is u
0(t, x) = p · x+ c0 −H(p)t. Let
V be a bounded viscosity supersolution of (1.7) with px = p and py = −1. Let us define
V ǫ(t,X) = U0(t,X) + ǫV
(
t
ǫ
,
X
ǫ
)
.
Since u0(x)−y ≥ ϕǫ(u0(x)−y)− ǫ then V
ǫ(0,X) ≥ ϕǫ(u0(x)−y)− (M+1)ǫ whereM = ‖V ‖∞.
Hence, it is easy to check that V ǫ is a supersolution of{
V ǫt + F
(
t
ǫ
, X
ǫ
,DXV
ǫ
)
= 0, (t,X) ∈ (0, T )× RN+1,
V ǫ(0,X) = ϕǫ(u0(x)− y)− (M + 1)ǫ, (x, y) ∈ R
N+1.
By comparison we get V ǫ(t,X) ≥ (U˜ ǫ)∗(t,X) − (M + 1)ǫ and this implies that U0(t,X) −
U ǫ(t,X) ≥ −Cǫ. A similar argument shows that U0(t,X) − U ǫ(t,X) ≤ Cǫ and this concludes
the proof of the theorem. ✷
3. Approximation of the effective Hamiltonian by Eulerian schemes
In this section we give an approximation of the effective Hamiltonian F (P ). To this end, we
introduce an approximation scheme for the equation (2.5) and for simplicity we only discuss the
case N = 2. Given NX and Nt positive integers, we introduce ∆t = 1/Nt, h = 1/NX and
R
2
h := {Xi,j = (xi, yj) |xi = ih, yj = jh, i, j ∈ Z},
R∆t := {tn = n∆t |n ∈ Z}.
An anisotropic mesh with steps h1 and h2 is possible too; we take h1 = h2 only for simplicity.
We denote by W n,P,αi,j our numerical approximation of W
P,α at (tn, xi, yj) ∈ R∆t×R
2
h. For (2.5)
we consider the implicit Eulerian scheme of the form
(3.1)
W n+1,P,αi,j −W
n,P,α
i,j
∆t
+ αW n+1,P,αi,j + S(tn, xi, yj, h, [W
n+1,P,α]i,j) = 0,
where
S(tn, xi, yj , h, [W ]i,j)
= g(tn, xi, yj , (∆
+
1W )i,j + px, (∆
+
1W )i−1,j + px, (∆
+
2 W )i,j + py, (∆
+
2 W )i,j−1 + py)
(3.2)
and
(∆+1W )i,j =
Wi+1,j −Wi,j
h
, (∆+2W )i,j =
Wi,j+1 −Wi,j
h
.
We make the following assumptions on g:
(g1) Monotonicity: g is nonincreasing with respect to its fourth and sixth arguments, and
nondecreasing with respect to its fifth and seventh arguments;
(g2) Consistency: for any t ∈ R, (x, y) ∈ R2 and (qx, qy) ∈ R
2
g(t, x, y, qx, qx, qy, qy) = F (t, x, y, qx, qy).
(g3) Periodicity: for any t ∈ R, (x, y) ∈ R2 and Q ∈ R4
g(t+ 1, x+ 1, y + 1, Q) = g(t, x, y,Q);
(g4) Regularity: g is locally Lipschitz continuous and there exists C˜1 > 0 such that for any
t ∈ R, (x, y) ∈ R2 and Q ∈ R4
|DQg(t, x, y,Q)| ≤ C˜1;
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(g5) Coercivity: there exist C˜2, C˜3 > 0 such that for any t ∈ R, (x, y) ∈ R
2, (q1, q2) ∈ R
2
g(t, x, y, q1, q2, 0, 0) ≥ C˜2(|q
−
1 |
2 + |q+2 |
2)
1
2 − C˜3;
(g6) For any t ∈ R, (x, y1), (x, y2) ∈ R
2, q1, q2 ∈ R
g(t, x, y1, q1, q2, 0, 0) = g(t, x, y2, q1, q2, 0, 0).
The points (g1)-(g4) are standard assumptions in the study of numerical schemes for Hamilton-
Jacobi equations. The coercivity hypothesis (g5) can be substituted by the weaker condition
lim
q+1 +q
−
2 →+∞
g(x, y, q1, q2, q3, q4) = +∞
if g (and hence F ) does not depend on time. If g is homogeneous of degree 1 w.r.t. Q, then the
two coercivity conditions are equivalent.
As an example, we suppose that the Hamiltonian F is of the form F (t, x, y, px, py) = a(t, x)|px|+
b(t, x, y)|py |, with a and b Lipschitz continuous functions and a(t, x) ≥ C˜2 > 0; we consider a
generalization of the Godunov scheme proposed in [15]:
g(t, x, y, q1, q2, q3, q4)
= a(t, x)[(q−1 )
2 + (q+2 )
2]
1
2 + b+(t, x, y)[(q−3 )
2 + (q+4 )
2]
1
2 − b−(t, x, y)[(q+3 )
2 + (q−4 )
2]
1
2 .
where q+ = max(q, 0) and q− = (−q)+. Then hypothesis (g1)-(g6) are satisfied.
The following theorem is the discrete version of the analogous result in [3] for the exact
solution WP,α of (2.5).
Theorem 3.1. Assume (g1)-(g6). Then we have
(i) For any P = (px, py) ∈ R
2, α, h, ∆t > 0 there exists a unique (W n,P,αi,j ) periodic solution
of (3.1);
(ii) There exists a constant K˜1 depending on ‖F (·, ·, ·, P )‖∞, C˜1 in (g4), C˜2, C˜3 in (g5), px
and py, but independent of α, h and ∆t such that
max
i,j,n
W n,P,αi,j −min
i,j,n
W n,P,αi,j ≤ K˜1;
(iii) There exists a constant F
∆t
h (P ) such that
(3.3) lim
α→0+
αW n,P,αi,j = −F
∆t
h (P ) ∀i, j, n;
(iv) F
∆t
h (P ) is the unique number λ
∆t
h ∈ R such that the equation
(3.4)
W n+1,Pi,j −W
n,P
i,j
∆t
+ S(tn, xi, yj, h, [W
n+1,P ]i,j) = λ
∆t
h
admits a bounded solution.
Proof. A proof of the existence of a unique solution of (3.1) in the uniform grid on the torus
with step h is given in [6].
Let us prove (ii). First, remark that by comparison with constants we have
(3.5) max
i,j,n
|αW n,P,αi,j | ≤ C0,
where C0 := ‖F (·, ·, ·, P )‖∞. Next, let us define
W
n
i := max
j
W n,P,αi,j .
We claim that W
n
i satisfies
W
n+1
i −W
n
i
∆t
+ αW
n+1
i + S(tn, xi, h, [W
n+1
]i) ≤ 0,
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where
S(tn, xi, h, [W ]i) := min
j
g(tn, xi, yj, (∆
+
1 W )i + px, (∆
+
1W )i−1 + px, py, py).
Indeed, for any i and n, denote by j(i,n) the index j such that W
n
i = maxjW
n,P,α
i,j = W
n,P,α
i,j(i,n)
,
then
W n+1,P,α
i,j(i,n+1)
−W n,P,α
i,j(i,n+1)
∆t
≥
W n+1,P,α
i,j(i,n+1)
−W n,P,α
i,j(i,n)
∆t
=
W
n+1
i −W
n
i
∆t
,
(∆+1 W
n+1,P,α)i,j(i,n+1) =
W n+1,P,α
i+1,j(i,n+1)
−W n+1,P,α
i,j(i,n+1)
h
≤
W n+1,P,α
i+1,ji+1,n+1
−W n+1,P,α
i,j(i,n+1)
h
= (∆+1W
n+1
)i,
(∆+1W
n+1,P,α)i−1,j(i,n+1) =
W n+1,P,α
i,j(i,n+1)
−W n+1,P,α
i−1,j(i,n+1)
h
≥
W n+1,P,α
i,j(i,n+1)
−W n+1,P,α
i−1,j(i−1,n+1)
h
= (∆+1W
n+1
)i−1,
and
(∆+2W
n+1,P,α)i,j(i,n+1) =
W n+1,P,α
i,j(i,n+1)+1
−W n+1,P,α
i,j(i,n+1)
h
≤ 0,
(∆+2W
n+1,P,α)i,j(i,n+1)−1 =
W n+1,P,α
i,j(i,n+1)
−W n+1,P,α
i,j(i,n+1)−1
h
≥ 0.
Since (W n,P,αi,j ) satisfies (3.1), using the monotonicity assumption (g1), we get
W
n+1
i −W
n
i
∆t
+ αW
n+1
i + S(tn, xi, h, [W
n+1
]i)
≤
W
n+1
i −W
n
i
∆t
+ αW n+1,P,α
i,j(i,n+1)
+ g(tn, xi, yj(i,n+1) , (∆
+
1W
n+1
)i + px, (∆
+
1 W
n+1
)i−1 + px, py, py)
≤
W n+1,P,α
i,j(i,n+1)
−W n,P,α
i,j(i,n+1)
∆t
+ αW n+1,P,α
i,j(i,n+1)
+ g(tn, xi, yj(i,n+1) , (∆
+
1W
n+1,P,α)i,j(i,n+1) + px, (∆
+
1 W
n+1,P,α)i−1,j(i,n+1) + px,
(∆+2W
n+1,P,α)i,j(i,n+1) + py, (∆
+
2W
n+1,P,α)i,j(i,n+1)−1 + py)
≤ 0,
as desired. Then, by (g4), (g5) and (3.5), we see that W
n
i satisfies
W
n+1
i −W
n
i
∆t
+ C˜2
(
|[(∆+1 W
n+1
)i + px]
−|2 + |[(∆+1W
n+1
)i−1 + px]
+|2
) 1
2
− ≤ 0,
where K1 = C0 + C˜3 + 2C˜1|py|. In particular we infer that
W
n+1
i −W
n
i ≤ K1∆t,
which implies that if n ≥ m then
(3.6) W
n
i −W
m
i ≤ K1(n−m)∆t = K1(tn − tm).
Next, let us consider
W i = max
n
W
n
i .
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Similar arguments as before show that W i satisfies
C˜2
(
|[(∆+1 W )i + px]
−|2 + |[(∆+1 W )i−1 + px]
+|2
) 1
2
≤ K1,
which implies the existence of a constant K2 > 0 depending on C0, C˜1, C˜2, C˜3, px and py such
that
(3.7) max
i
|(∆+1W )i| ≤ K2.
Now, let (i1, n1) and (i2, n2) be such that maxi,nW
n
i = W
n1
i1
and mini,nW
n
i = W
n2
i2
, and let
ni2 be such that W i2 = maxnW
n
i2
= W
ni2
i2
. By periodicity, we may take |xi1 − xi2 | ≤ 1 and
0 ≤ tni2 − tn2 ≤ 1. Then using (3.7) and (3.6), we get
W
n1
i1
=W i1
≤W i2 +K2|xi1 − xi2 |
≤W
ni2
i2
+K2
≤W
n2
i2
+K1(tni2 − tn2) +K2
≤W
n2
i2
+K0.
Then we have proved that
(3.8) max
i,n
W
n
i −min
i,n
W
n
i ≤ K0,
where K0 depends only on C0, C˜1, C˜2, C˜3, px and py.
Next, we consider the behavior of W n,P,αi,j in j. We claim that
W n,P,αi,j1 + pyyj1 ≤W
n,P,α
i,j2
+ pyyj2 if j1 ≥ j2 and py < 0,
(3.9) W n,P,αi,j1 =W
n,P,α
i,j2
for any j1, j2 if py = 0,
W n,P,αi,j1 + pyyj1 ≥W
n,P,α
i,j2
+ pyyj2 if j1 ≥ j2 and py > 0.
Let us consider the case py < 0. Suppose by contradiction that
M := max
i,n,j1≥j2
(W n,P,αi,j1 −W
n,P,α
i,j2
+ py(yj1 − yj2)) =W
n,P,α
i,j1
−W n,P,α
i,j2
+ py(yj1 − yj2) > 0.
Then j1 ≥ j2 + 1. We have the following estimate
(∆+1W
n,P,α)i,j1 − (∆
+
1W
n,P,α)i,j2 =
W n,P,α
i+1,j1
−W n,P,α
i,j1
h
−
W n,P,α
i+1,j2
−W n,P,α
i,j2
h
=
W n,P,α
i+1,j1
−W n,P,α
i+1,j2
h
−
W n,P,α
i,j1
−W n,P,α
i,j2
h
≤ 0.
Similarly
(∆+1W
n,P,α)i−1,j1 ≥ (∆
+
1W
n,P,α)i−1,j2 ,
and
W n,P,α
i,j1
−W n−1,P,α
i,j1
∆t
≥
W n,P,α
i,j2
−W n−1,P,α
i,j2
∆t
.
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Moreover, we have
(∆+2W
n,P,α)i,j1 + py =
W n,P,α
i,j1+1
−W nP,α
i,j1
h
+ py
=
W n,P,α
i,j1+1
−W n,P,α
i,j2
h
+ py
yj1+1 − yj2
h
−
W n,P,α
i,j1
−W n,P,α
i,j2
h
− py
yj1 − yj2
h
≤ 0,
similarly
(∆+2W
n,P,α)i,j1−1 + py ≥ 0, (∆
+
2 W
n,P,α)i,j2 + py ≥ 0, (∆
+
2W
n,P,α)i,j2−1 + py ≤ 0.
Then, since W n,P,αi,j satisfies (3.1), using assumptions (g1) and (g6), we get
α(W n,P,α
i,j1
−W n,P,α
i,j2
) ≤ −g(tn, xi, yj1 , (∆
+
1W
n,P,α)i,j1 + px, (∆
+
1W
n,P,α)i−1,j1 + px, 0, 0)
+ g(tn, xi, yj2 , (∆
+
1 W
n,P,α)i,j1 + px, (∆
+
1 W
n,P,α)i−1,j1 + px, 0, 0) = 0.
This implies that
0 < αM = α(W n,P,α
i,j1
−W n,P,α
i,j2
+ py(yj1 − yj2)) ≤ αpy(yj1 − yj2) < 0,
which is a contradiction and this concludes the proof of (3.9) for py < 0. The case py ≥ 0 can
be treated in an analogous way.
Now, to prove (ii), we use the properties (3.8) and (3.9) of W n,P,αi,j and again we only consider
the case py < 0. Let (i1, j1, n1) and (i2, j2, n2) be such that W
n1,P,α
i1,j1
= maxi,j,nW
n,P,α
i,j and
W n2,P,αi2,j2 = mini,j,nW
n,P,α
i,j . Let j be such that W
n2
i2
= W n2,P,α
i2,j
. By periodicity, we can take
0 ≤ yj − yj2 ≤ 1 and |xi1 − xi2 | ≤ 1. Then
W n1,P,αi1,j1 =W
n1
i1
≤W
n2
i2
+K0
=W n2,P,α
i2,j
+K0
≤W n2,P,αi2,j2 + py(yj2 − yj) +K0
≤W n2,P,αi2,j2 − py +K0,
and this concludes the proof of (ii).
The property (iii) easily follows from (ii) and (3.5). Indeed, from (3.5), up to subsequence,
αmini,j,nW
n,P,α
i,j converges to a constant −F
∆t
h (P ) as α → 0
+. Then from (ii), for any i, j, n,
we get
|αW n,P,αi,j + F
∆t
h (P )| ≤ |αmin
i,j,n
W n,P,αi,j + F
∆t
h (P )|+ α|W
n,P,α
i,j −min
i,j,n
W n,P,αi,j |
≤ |αmin
i,j,n
W n,P,αi,j + F
∆t
h |+ αK˜1 → 0 as α→ 0
+,
and (iii) is proved.
Let us turn to (iv). Let us define Zn,P,αi,j =W
n,P,α
i,j −mini,j,nW
n,P,α
i,j . By (ii), up to subsequence,
(Zn,P,αi,j ) converges to a grid function (Z
n,P
i,j ) as α→ 0
+. The grid function (Zn,P,αi,j ) satisfies
Zn+1,P,αi,j − Z
n,P,α
i,j
∆t
+ αZn+1,P,αi,j + S(tn, xi, yj, h, [Z
n+1,P,α]i,j) = −αmin
i,j,n
W n,P,αi,j .
Letting α → 0+, since by (ii) (Zn,P,αi,j ) is bounded and αmini,j,nW
n,P,α
i,j → −F
∆t
h , we see that
(Zn,Pi,j ) is a solution of (3.4) with λ
∆t
h = F
∆t
h .
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To prove the uniqueness of a solution (λ
∆t
h , (W
n,P
i,j )) of (3.4), we show that if there exists a
subsolution (Un,Pi,j ) of (3.4) with λ
∆t
h = λ1 and a supersolution (V
n,P
i,j ) of (3.4) with λ
∆t
h = λ2,
then λ2 ≤ λ1.
Let M = maxi,j,n(U
n,P
i,j − V
n,P
i,j ) = U
n0,P
i0,j0
− V n0,Pi0,j0 . Then
Un0,Pi0,j0 − U
n0−1,P
i0,j0
∆t
≥
V n0,Pi0,j0 − V
n0−1,P
i0,j0
∆t
,
(∆+1 U
n0,P )i0,j0 ≤ (∆
+
1 V
n0,P )i0,j0 , (∆
+
1 U
n0,P )i0−1,j0 ≥ (∆
+
1 V
n0,P )i0−1,j0 ,
(∆+2 U
n0,P )i0,j0 ≤ (∆
+
2 V
n0,P )i0,j0 , (∆
+
2 U
n0,P )i0,j0−1 ≥ (∆
+
2 V
n0,P )i0,j0−1.
From the monotonicity of g,
λ1 ≥
Un0,Pi0,j0 − U
n0−1,P
i0,j0
∆t
+ g
(
tn0 , xi0 , yj0 , (∆
+
1 U
n0,P )i0,j0 + px, (∆
+
1 U
n0,P )i0−1,j0 + px,
(∆+2 U
n0,P )i0,j0 + py, (∆
+
2 U
n0,P )i0,j0−1 + py
)
≥
V n0,Pi0,j0 − V
n0−1,P
i0,j0
∆t
+ g
(
tn0 , xi0 , yj0 , (∆
+
1 V
n0,P )i0,j0 + px, (∆
+
1 V
n0,P )i0−1,j0 + px,
(∆+2 V
n0,P )i0,j0 + py, (∆
+
2 V
n0,P )i0,j0−1 + py
)
≥ λ2.
This concludes the proof of (iv). ✷
We need a more precise estimate on the rate of convergence of αW n,α,Pi,j to F
∆t
h (P ):
Proposition 3.2. Assume (g1)-(g6). Then for any i, j, n
|αW n,α,Pi,j + F
∆t
h (P )| ≤ K˜1α,
where K˜1 = K˜1(P ) is the constant in (ii) of Theorem 3.1.
Proof. As in the proof of (ii) of Lemma 2.3, the result follows from the comparison principle
for (3.1) and (ii) of Theorem 3.1. ✷
Now, we are ready to show that the function F
∆t
h is actually an approximation of the effective
Hamiltonian F .
Proposition 3.3. Assume (g1)-(g6). Let F
∆t
h be defined by (3.3) and let F be the effective
Hamiltonian. Then, for any P ∈ R2
lim
(∆t,h)→(0,0)
F
∆t
h (P ) = F (P )
uniformly on compact sets of R2.
Proof. To show the result we estimate WP,α(tn, xi, yj) −W
n,P,α
i,j . To this end, following the
same proof as in [8] and [1], we assume that
sup
i,j,n
|αWP,α(tn, xi, yj)− αW
n,P,α
i,j | = sup
i,j,n
(αWP,α(tn, xi, yj)− αW
n,P,α
i,j ) = m ≥ 0.
The case when supi,j,n |αW
P,α(tn, xi, yj) − αW
n,P,α
i,j | = supi,j,n(αW
n,P,α
i,j − αW
P,α(tn, xi, yj)) is
handled in a similar manner.
For simplicity of notations we omit the index P . Let us denote Wαh,∆t(tn,Xi,j) := W
n,α
i,j ,
(tn,Xi,j) ∈ R∆t × R
2
h. For (X,Y ) ∈ R
2 × R2h and (t, s) ∈ R× R∆t, consider the function
Ψ(t,X, s, Y ) = αWα(t,X)− αWαh,∆t(s, Y ) +
(
5C0 +
m
2
)
βǫ(t− s,X − Y ),
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where, as before, C0 = ‖F (·, ·, ·, P )‖∞ and βǫ = β
(
t
ǫ
, X
ǫ
)
with β a non-negative smooth function
such that 
β(t,X) = 1− |X|2 − |t|2 , if |X|2 + |t|2 ≤ 12 ,
β ≤ 12 , if
1
2 ≤ |X|
2 + |t|2 ≤ 1,
β = 0, if |X|2 + |t|2 > 1.
We have the following lemma:
Lemma 3.4. The function Ψ attains its maximum at a point (t0,X0, s0, Y0) such that
(i) Ψ(t0,X0, s0, Y0) ≥ 5C0 +
3
2m;
(ii) βǫ(t0 − s0,X0 − Y0) ≥
3
5 .
For the proof, see Lemma 4.1 in [8].
Lemma 3.4 (ii) implies that
βǫ(t0 − s0,X0 − Y0) = 1−
∣∣∣∣X0 − Y0ǫ
∣∣∣∣2 − ∣∣∣∣t0 − s0ǫ
∣∣∣∣2 .
Then, from the inequality Ψ(s0, Y0, s0, Y0) ≤ Ψ(t0,X0, s0, Y0) we deduce that
(3.10)
(
5C0 +
m
2
)(∣∣∣∣X0 − Y0ǫ
∣∣∣∣2 + ∣∣∣∣ t0 − s0ǫ
∣∣∣∣2
)
≤ αWα(t0,X0)− αW
α(s0, Y0) ≤ 2C0.
This implies that |t0 − s0| → 0 and |X0 − Y0| → 0 as ǫ → 0. Moreover, since W
α and Wαh,∆t
are periodic, we can assume that (t0,X0, s0, Y0) lies in a compact set of (R×R
2)2. Hence, from
(3.10) and the continuity of Wα we get that
(3.11)
∣∣∣∣X0 − Y0ǫ
∣∣∣∣2 + ∣∣∣∣ t0 − s0ǫ
∣∣∣∣2 → 0 as ǫ→ 0.
Since (t0,X0) is a maximum point of (t,X)→ αW
α(t,X) +
(
5C0 +
m
2
)
βǫ(t− s0,X − Y0), we
have
−
5C0 +
m
2
α
∂tβǫ(t0 − s0,X0 − Y0) + αW
α(t0,X0)
+ F
(
t0,X0,−
5C0 +m/2
α
DXβǫ(t0 − s0,X0 − Y0) + P
)
≤ 0.
(3.12)
Let i0, j0 and n0 be such that Xi0,j0 = Y0 and s0 = tn0 . Since (s0, Y0) is a minimum point of
(s, Y )→ αWαh,∆t(s, Y )− (5C0 +m/2) βǫ(t0 − s,X0 − Y ), we obtain
W n0,αi0+1,j0 −W
n0,α
i0,j0
≥
5C0 +m/2
α
[βǫ(t0 − s0,X0 − Y0 − he1)− βǫ(t0 − s0,X0 − Y0)],
where e1 = (1, 0)
T . From the monotonicity of g,
W n0,αi0,j0 −W
n0−1,α
i0,j0
∆t
+ αW n0,αi0,j0 + g
(
s0, Y0,
5C0 +m/2
α
(∆+1 βǫ(t0 − s0,X0 − ·))i0,j0 + px,
(∆+1W
n0,α)i0−1,j0 + px, (∆
+
2 W
n0,α)i0,j0 + py, (∆
+
2W
n0,α)i0,j0−1 + py
)
≥ 0.
(3.13)
But
|(∆+1 βǫ(t0 − s0,X0 − ·))i0,j0 − e1 ·DY βǫ(t0 − s0,X0 − Y0)| =
h
2
|eT1D
2
Y Y βǫ(t0 − s0,X0 − Y )e1|,
for some Y belonging to the segment (Y0, Y0 + he1). Assuming h small enough, so that Lemma
3.4 (ii) implies that |t0−s0|
2+|X0−Y0|
2+h2 ≤ ǫ
2
2 , we obtain that D
2
Y Y βǫ(t0−s0,X0−Y ) =
2
ǫ2
I,
then
(3.14) |(∆+1 βǫ(t0 − s0,X0 − ·))i0,j0 − e1 ·DY βǫ(t0 − s0,X0 − Y0)| =
h
ǫ2
.
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Now, (3.13), (3.14) and the monotonicity of g yield
W n0,αi0,j0 −W
n0−1,α
i0,j0
∆t
+ αW n0,αi0,j0 + g
(
s0, Y0,
5C0 +m/2
α
e1 ·DY βǫ(t0 − s0,X0 − Y0) + px,
(∆+1W
n0,α)i0−1,j0 + px, (∆
+
2W
n0,α)i0,j0 + py, (∆
+
2 W
n0,α)i0,j0−1 + py
)
+ C˜1h
5C0 +m/2
ǫ2α
≥ 0.
Repeating similar estimates for the other arguments in g and for the derivative with respect to
time, we finally find that
5C0 +m/2
α
∂sβǫ(t0 − s0,X0 − Y0) + αW
n0,α
i0,j0
+
F
(
s0, Y0,
5C0 +m/2
α
DY βǫ(t0 − s0,X0 − Y0) + P
)
+ C
h+∆t
ǫ2α
≥ 0,
(3.15)
where C is independent of h,∆t, ǫ and α.
Subtracting (3.12) and (3.15) and using (F2) we get
(3.16) αWα(t0,X0)− αW
α
h,∆t(s0, Y0) ≤ C
h+∆t
ǫ2α
+
C
α
∣∣∣∣X0 − Y0ǫ
∣∣∣∣2 + Cα
∣∣∣∣ t0 − s0ǫ
∣∣∣∣2 ,
where C is independent of h,∆t, ǫ and α.
Choose ǫ = ǫ(∆t, h) such that ǫ → 0 as (∆t, h) → (0, 0) and h+∆t
ǫ2
→ 0 as (∆t, h) → (0, 0).
From (i) of Lemma 3.4
sup
i,j,n
|αWP,α(tn, xi, yj)− αW
n,P,α
i,j | = m ≤ supΨ−
(
5C0 +
m
2
)
βǫ(t0 − s0,X0 − Y0)
= αWα(t0,X0)− αW
α
h,∆t(s0, Y0).
Then from (3.16) and (3.11), we obtain
sup
i,j,n
|αWP,α(tn, xi, yj)− αW
n,P,α
i,j | ≤
C
α
o(1) as (∆t, h) → (0, 0).
From the previous estimate, (ii) of Lemma 2.3 and Proposition 3.2 we finally obtain
|F (P )− F
∆t
h (P )| ≤ K˜1α+K1α+
C
α
o(1),
and letting (h,∆t)→ (0, 0), we find that
lim sup
(∆t,h)→(0,0)
|F (P )− F
∆t
h (P )| ≤ K˜1α+K1α,
for any fixed α > 0. This implies that lim(∆t,h)→(0,0) F
∆t
h (P ) = F (P ). Since K1 = K1(P ) and
K˜1 = K˜1(P ) are bounded for P lying on compact subsets of R
2, the convergence is uniform on
compact sets. ✷
Remark 3.5. If F is coercive, then we can get an estimate of the rate of convergence of F
∆t
h
to F . Indeed, we have:
|F
∆t
h − F | ≤ (h+∆t)
1
2 ,
see Proposition A.3 in [1].
We conclude this subsection by recalling the principal properties of F
∆t
h .
Proposition 3.6. Assume (g1)-(g6), (H1)-(H4). Then the approximate effective Hamiltonian
F
∆t
h is Lipschitz continuous with a Lipschitz constant independent of h and ∆t and for any
px ∈ R
F
∆t
h (px, 0) ≥ C2|px|.
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Proof. For the proof of the Lipschitz continuity of F , see the proof of Proposition A.2 in [1].
Let us show the coercivity property. Let (W n,P,αi,j ) be a solution of (3.4) for P = (px, 0). Let
(i0, j0, n0) be a maximum point of (W
n,P,α
i,j ), then
W n0,P,αi0,j0 −W
n0−1,P,α
i0,j0
∆t
≥ 0, (∆+1W
n0,P,α)i0,j0 ≤ 0, (∆
+
1W
n0,P,α)i0−1,j0 ≥ 0,
(∆+2W
n0,P,α)i0,j0 ≤ 0, (∆
+
2W
n0,P,α)i0,j0−1 ≥ 0.
By the monotonicity assumption (g1) and (2.4), we have
F
∆t
h (px, 0) ≥ g(tn0 , xi0 , yi0 , px, px, 0, 0) = F (tn0 , xi0 , yi0 , px, 0) ≥ C2|px|.
✷
3.1. Long time approximation. A different way to approximate the effective Hamiltonian is
given by the evolutive Hamilton-Jacobi equation
(3.17)
{
Vt + F (t, x, y, px +DxV, py +DyV ) = 0, (t, x, y) ∈ (0,+∞)× R
N+1,
V (0, x, y) = V0(x, y), (x, y) ∈ R
N+1,
where V0 is bounded and uniformly continuous on R
N+1. Indeed, it is proved in [3] that (3.17)
admits a unique solution V which is bounded and uniformly continuous on [0, T ]×RN+1 for any
T > 0, and satisfies
lim
t→+∞
V (t, x, y)
t
= −F (P ).
We approximate (3.17) by the implicit Eulerian scheme
(3.18)
V
n+1,P
i,j −V
n,P
i,j
∆t + S(tn, xi, yj, h, [V
n+1,P ]i,j) = 0
V 0,Pi,j = V0(xi, yj),
where S is defined as in (3.2). A proof of the existence of a solution V = (V n,Pi,j ) of (3.18) is
given in [6] under assumptions (g1)-(g5).
Let W = (W n,P,αi,j ) be a solution of (3.4), then by comparison, there exist constants c and c
such that
c+W n,P,αi,j − nF
∆t
h (P )∆t ≤ V
n,P
i,j ≤ c+W
n,P,α
i,j − nF
∆t
h (P )∆t.
Since W is bounded, this proves that
lim
n→+∞
V n,Pi,j
n∆t
= −F
∆t
h (P ).
3.2. Approximation of the homogenized problem. We now come back to theN -dimensional
homogenized problem (1.2). From Theorem 1.3 we know that if H is the effective Hamiltonian
in (1.2), then H(p) = F (p,−1) for any p ∈ RN . Hence, from Proposition 3.3, the discrete
Hamiltonian
H
∆t
h (p) := F
∆t
h (p,−1),
is an approximation of H(p) for any p ∈ RN .
As in [1], we approximate (1.2) by the problem
(3.19)
{
∂tu∆t,h +H
∆t
h (Du∆t,h) = 0, (t, x) ∈ (0,+∞)× R
N ,
u∆t,h(0, x) = u0(x), x ∈ R
N ,
where h and ∆t are fixed, and u0 is the same initial datum as in (1.2).
By Proposition 3.6 H
∆t
h is Lipschitz continuous and coercive, so (3.19) has a unique viscosity
solution u∆t,h which is an approximation of the solution u
0 of (1.2):
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Proposition 3.7. Let u0 and u∆t,h be respectively the viscosity solutions of (1.2) and (3.19).
Then for any T > 0
(3.20) sup
[0,T ]×RN
|u∆t,h − u
0| → 0 as (∆t, h) → (0, 0).
Proof. If L0 is the Lipschitz constant of the initial datum u0, then, by Proposition 2.4, the
functions u0(t, ·) and u∆t,h(t, ·) are Lipschitz continuous with same Lipschitz constant L0. By
Proposition 3.3 the approximate Hamiltonian H
∆t
h converges to H uniformly for |p| ≤ L. Hence
(3.20) follows by the following proposition, which is a standard estimate in the regular pertur-
bation theory of Hamilton-Jacobi equations (see Theorem VI.22.1 in [2])
Proposition 3.8. If there exists η > 0 such that if Hi, i = 1, 2, satisfy (H1)-(H3) with
‖H1 −H2‖∞ ≤ η,
and if ui, i = 1, 2, are viscosity solutions of{
ut +Hi(Du) = 0, (t, x) ∈ (0, T ) × R
N
u(0, x) = u0(x), x ∈ R
N ,
where u0 is bounded and uniformly continuous on R
N , then, for some constant C,
‖u1 − u2‖∞ ≤ Cη.
✷
Remark 3.9. In order to compute numerically the approximation of u0, we need further dis-
cretizations. Indeed, we have approximated H(p) by H
∆t
h (p) for any fixed p ∈ R
N . Since it is
not possible to compute H
∆t
h (p) for any p, one possibility is to introduce a triangulation of a
bounded region of RN and compute H
∆t
h (pi), where pi are the vertices of the simplices and to
approximate all the other values H
∆t
h (p) by H
∆t
h,k(p), where H
∆t
h,k is the linear interpolation of
H
∆t
h and we denote by k the maximal diameter of the simplices. The solution u
k
∆t,h of
(3.21)
{
∂tu
k
∆t,h +H
∆t
h,k(Du
k
∆t,h) = 0, (t, x) ∈ (0,+∞)× R
N ,
uk∆t,h(0, x) = u0(x), x ∈ R
N ,
is an approximation of u∆t,h as k → 0 and hence, by Proposition 3.7, of u
0 as (∆t, h, k) →
(0, 0, 0). Finally, discretizing (3.21) by means a monotone, consistent and stable approximation
scheme, we can compute numerically an approximation of the solution u0 of 1.2. See [1] for
details.
4. Numerical Tests
The present paragraph is devoted to the description of numerical approximations of the ef-
fective Hamiltonian.
4.1. Results.
4.1.1. First case. We discuss a one dimensional case where the Hamiltonian is
H(x, u, p) = 2 cos(2πx) + sin(8πu) + (1− cos(6πx)/2)|p|.
We have used two approaches for computing the effective Hamiltonian.
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(g1) Barles cell problem: the first approach consists of increasing the dimension and consid-
ering the long time behavior of the continuous viscosity solution w of
(4.1)
wt + F (x, y, p +Dxw,−1 +Dyw) = 0, (t, x, y) ∈ (0,∞)× R× R,
w(0, x, y) = 0, (x, y) ∈ R× R,
where F is given by (1.4). In the present case, from the periodicity of H with respect to
x and u, w is 1-periodic with respect to x and 1/4-periodic with respect to y. We know
that when t→∞, w(t, ·, ·)/t tends to a real number λ and that H(p) = −λ.
For approximating (4.1) on a uniform grid, we have used an explicit Euler time marching
method with a Godunov monotone scheme (see [9, 16]). A semi-implicit time marching
scheme which allows for large time steps may be used as well, see [1], but very large time
steps cannot be taken because of the periodic in time asymptotic behaviour of w.
Alternatively, we have also used the higher order method described in [13], see also [14].
It is a third order TVD explicit Runge-Kutta time marching method with a weighted
ENO scheme in the spatial variables. This weighted ENO scheme is constructed upon
and has the same stencil nodes as the third order ENO scheme but can be as as high as
fifth order accurate in the smooth part of the solution.
(g2) Imbert-Monneau cell problem: when p is a rational number (p = n
q
), instead of consid-
ering a problem posed in two space dimensions, one possible way of approximating the
effective Hamiltonian H(p) is to consider the cell problem
(4.2)
vt +H(x, v + p · x, p+Dv) = 0, (t, x) ∈ (0,∞)× R,
v(0, x) = 0 x ∈ R.
This problem has a unique continuous solution which is periodic of period q with respect
to x (in fact, the smallest period of v may be a divisor of q). From [11] (Theorem 1), we
know that there exists a unique real number λ such that v(τ,x)
τ
converges to λ as τ →∞
uniformly in x, and that H(p) = −λ. Moreover, when t is large, the function v(t, x)−λt
becomes close to a periodic function of time. In what follows, (4.2) will be referred to as
Imbert-Monneau cell problem. Note that the size of the period varies with p and may
be arbitrary large. This is clearly a drawback of this approach which is yet the fastest
one for one dimensional problems and moderate values of q.
For approximating (4.2) on a uniform grid, we have used either the abovementioned
explicit Euler time marching method with a Godunov monotone scheme or the third
order TVD explicit Runge-Kutta time marching method with a weighted ENO scheme
in the spatial variable.
In Figure 1, we plot the graph of the effective Hamiltonian computed with the high order methods
and both Imbert-Monneau and Barles cell problems. For Barles cell problems, the grid of the
square [0, 1] × [0, 1/4] has 400 × 100 nodes and the time step is 1/1000. For Imbert-Monneau
cell problems, the grids in the x variable are uniform with a step of 1/400 and the time step is
1/1000. The two graphs are undistinguishable. It can be seen that the effective Hamiltonian is
symmetric with respect to p and constant for small values of p, i.e. |p| . 1.3. The points where
we have computed the effective Hamiltonian are concentrated near 1.3 where the slope of the
graph changes. Our computations clearly indicate that the effective Hamiltonian is piecewise
linear.
In order to show the convergence of v(τ,x)
τ
and w(τ,x)
τ
, we take p = 1.3 so the space period of
the Imbert-Monneau cell problem is 5. In Figure 2, we plot 〈w(τ)〉
τ
(left) and 〈v(τ)〉
τ
(right) as
a function of τ , where 〈v(τ)〉 is the median value of v(τ, ·) on a spatial period. Both functions
converge to constants when τ → ∞ and the limit are close to each other (the error between
the two scaled median values is smaller than 10−3 at τ ∼ 60 and we did not consider much
longer times). In Figure 3, we plot the graphs of the functions w(τ, 0, 0) − 〈w(τ)〉 (left) and
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Figure 1. First case: the effective Hamiltonian as a function of p obtained with
both Barles and Imbert-Monneau cell problems.
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Figure 2. First case, p = 1.3. Left: the median value of w(τ, ·)/τ on a period
as a function of τ . Right: the median value of v(τ, ·)/τ on a period as a function
of τ
v(τ, 0) − 〈v(τ)〉 (right). We see that these functions become close to time-periodic. In Figure 4
(top), we plot the contour lines of the function w(τ, x, y)/τ as a function of (x, y) for τ = 60. In
the bottom part of the figure we plot the graph of y → w(τ, 0.13, y)/τ for the same value of τ .
We see that w has internal layers. In Figure 5, we plot the graph x→ v(τ, x)/τ for τ = 60. We
first see that the function takes all its values in a small interval and has very rapid variations
with respect to x (is nearly discontinuous). This does not contradict the theory, because there
are no uniform estimates on the modulus of continuity of v(τ, ·)/τ .
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Figure 3. First case, p = 1.3: w(τ, 0, 0) − 〈w(τ)〉 (left) and v(τ, 0) − 〈v(τ)〉
(right) as a function of τ
4.1.2. Second case. We consider a two dimensional problem, where the Hamiltonian is
H(x, u, p) = cos(2πx1)+cos(2πx2)+cos(2π(x1−x2))+sin(2πu)+
(
1−
cos(2πx1)
2
−
sin(2πx2)
4
)
|p|.
For this case, only the Imbert-Monneau cell problems have been approximated on uniform grids
with step 1/200. The time step is 0.005. In Figure 6, we plot the contours and the graph of
the effective Hamiltonian computed with the high order method. We can see that the effective
Hamiltonian is symmetric with respect to p = (0, 0), constant for small vectors p. In Figure 7,
we plot 〈v(τ)〉
τ
as a function of τ . We see that this function converges when τ → ∞. In Figure
8, we plot the contours of v(τ, ·)/τ for τ = 59.935 and p = (1, 1). We see that for large values of
τ , v is close to discontinuous.
Appendix A.
Proof of Lemma 2.5. To show that the sequence is convergent it suffices to show that for any
s ∈ R ϕn,δǫ (s) is a Cauchy sequence. Fix s ∈ R and let i0 ∈ Z be the closest integer to s, i.e.,
s = i0ǫ+ γǫ, with γ ∈
(
−12 ,
1
2
]
. Let k > m > |i0|, then, by assumptions (2.8) we have
ϕk,δǫ (s)− ϕ
m,δ
ǫ (s) =
−m−1∑
i=−k
ǫφ
(
s− ǫi
δ
)
+
k∑
i=m+1
ǫφ
(
s− ǫi
δ
)
− ǫ(k −m)
=
−m−1∑
i=−k
ǫ
[
φ
(
s− ǫi
δ
)
− 1
]
+
k∑
i=m+1
ǫφ
(
s− ǫi
δ
)
≤ ǫK2δ
2
−m−1∑
i=−k
1
(s− ǫi)2
+ ǫK2δ
2
k∑
i=m+1
1
(s− ǫi)2
= K2
δ2
ǫ
−m−1∑
i=−k
1
(i0 − i+ γ)2
+K2
δ2
ǫ
k∑
i=m+1
1
(i0 − i+ γ)2
.
Similarly, it can be showed that
ϕk,δǫ (s)− ϕ
m,δ
ǫ (s) ≥ −K2
δ2
ǫ
−m−1∑
i=−k
1
(i0 − i+ γ)2
−K2
δ2
ǫ
k∑
i=m+1
1
(i0 − i+ γ)2
.
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Figure 4. First case, Barles cell problem, p = 1.3. Top: contour lines of
w(τ, ·)/τ on a period as a function of (x, y). Bottom: the cross-section x = 0.13.
Hence |ϕk,δǫ (s) − ϕ
m,δ
ǫ (s)| → 0 as m,k → +∞. Similar arguments show that the sequence
(ϕδ,nǫ )′ converge uniformly on compact sets of R. This implies that ϕδǫ is of class C
1 with
(ϕδǫ)
′(s) = limn→+∞(ϕ
δ,n
ǫ )′(s).
Now, let us show (2.9). Let s = i0ǫ+ γǫ for some i0 ∈ Z and γ ∈ [0, 1). Then
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Figure 5. First case, Imbert-Monneau cell problem, p = 1.3: Top: Third order
Runge Kutta/WENO scheme: v(τ, x)/τ as a function of x for τ = 60; the right
part is a zoom. Bottom: same computation with Euler/Godunov scheme with
the same grid parameters: some oscillations are smeared out, but the average
value of the solution is well computed.
ϕn,δǫ (s)− i0ǫ = ǫ
[
φ
(γǫ
δ
)
− 1
]
+
i0−1∑
i=−n
ǫ
[
φ
(
i0ǫ+ γǫ− ǫi
δ
)
− 1
]
+
n∑
i=i0+1
ǫφ
(
i0ǫ+ γǫ− ǫi
δ
)
≤ ǫ
[
φ
(γǫ
δ
)
− 1
]
ǫ+
δ2
ǫ
K2
i0−1∑
i=−n
1
(i0 − i+ γ)2
+
δ2
ǫ
K2
n∑
i=i0+1
1
(i− i0 − γ)2
= ǫ
[
φ
(γǫ
δ
)
− 1
]
+
δ2
ǫ
K2
n+i0∑
i=1
1
(i+ γ)2
+
δ2
ǫ
K2
n−i0∑
i=1
1
(i− γ)2
.
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Figure 6. Second case, the effective Hamiltonian computed by solving Imbert-
Monneau cell problems.
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Figure 7. Second case, p = (1, 1). The median value of v(τ, ·)/τ on a period as
a function of τ .
Similarly
ϕn,δǫ (s)− i0ǫ ≥ ǫ
[
φ
(γǫ
δ
)
− 1
]
−
δ2
ǫ
K2
n+i0∑
i=1
1
(i+ γ)2
−
δ2
ǫ
K2
n−i0∑
i=1
1
(i− γ)2
.
Letting n→ +∞, we get∣∣∣ϕδǫ(s)− i0ǫ− ǫ [φ(γǫδ )− 1]∣∣∣ ≤ δ2ǫ K2
+∞∑
i=1
1
(i+ γ)2
+
δ2
ǫ
K2
+∞∑
i=1
1
(i− γ)2
.
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Figure 8. Second case, the contours of the solution of Imbert-Monneau cell
problem for p = (1, 1) at time τ = 59.935.
If γ > 0 then φ
(
γǫ
δ
)
− 1 → 0 as δ → 0+ and ϕδǫ(s) → i0ǫ if δ → 0
+. If γ = 0, then
ϕδǫ(s)→ (i0 − 1)ǫ+ φ(0)ǫ if δ → 0
+ and (2.9) is proved. ✷
Acknowledgments. The second author was supported by DEASE: MEST-CT-2005-021122.
References
[1] Y. Achdou, F. Camilli and I. Capuzzo Dolcetta, Homogenization of Hamilton-Jacobi equations: Nu-
merical Methods. Math. Models Methods Appl. Sci., 18 (2008), 1115-1143.
[2] M. Bardi and I. Capuzzo Dolcetta, Optimal control and viscosity solutions of Hamilton-Jacobi-Bellmann
equations, Birkhauser, 1997.
[3] G. Barles, Some homogenization results for non-coercive Hamilton-Jacobi equations. Calculus of Variations
and Partial Differential Equations, 30 (2007), no. 4, 449-466.
[4] I. Capuzzo Dolcetta and H. Ishii, On the rate of convergence in homogenization of Hamilton-Jacobi
equations. Indiana Univ. Math. J., 50 (2001), 1113-1129.
[5] Y. G. Chen, Y. Giga and S. Goto, Uniqueness and existence of viscosity solutions of generalized mean
curvature flow equations. J. Differential Geom., 33 (1991), 749-786.
[6] B. Cockburn and J. Qian, Continuous dependence results for Hamilton-Jacobi equations, Collected lectures
on the preservation of stability under discretization (Fort Collins, CO, 2001) SIAM, 67-90.
[7] M.C. Crandall, H. Ishii and P.L. Lions, User’s guide to viscosity solutions of second order partial
differential equations, Bull. Amer. Math. Soc. (N.S.), 27 (1992), no. 1, 1-67.
[8] M.C. Crandall and P.L. Lions, Two approximations of solutions of Hamilton-Jacobi equations, Mathe-
matics of Computations, 43 (1984), 1-19.
[9] B. Engquist and S. Osher, One-sided difference approximations for nonlinear conservation laws, Math.
Comp., 36-154 (1981), 321–351.
[10] L. C. Evans and J. Spruck, Motion of level sets by mean curvature. J. Differential Geom., 33 (1991),
635-681.
HOMOGENIZATION OF FIRST ORDER EQUATIONS 29
[11] C. Imbert and R. Monneau, Homogenization of first order equations with u/ǫ-periodic Hamiltonians. Part
I: local equations. Archive for Rational Mechanics and Analysis, 187 (2008), no. 1, 49-89.
[12] C. Imbert, R. Monneau and E. Rouy, Homogenization of first order equations with u/ǫ-periodic Hamil-
tonians. Part II: applications to dislocation dynamics. Comm. Partial Differential Equations, 33 (2008), no.
1-3, 479-516.
[13] G.-S. Jiang and D. Peng, Weighted ENO schemes for Hamilton-Jacobi equations. SIAM J. Sci. Com-
put.,21(6) (2000), 2126–2143.
[14] G.-S. Jiang and C.-W. Shu, Efficient implementation of weighted ENO schemes. J. Comput. Phys., 126(1)
(1996),202–228.
[15] S. Osher and J. A. Sethian, Fronts propagation with curvature-dependent speed: Algorithms based on
Hamilton-Jacobi formulations. J. Comput. Phys., 79 (1988), no. 1, 12-49.
[16] J. A. Sethian, Level set methods and fast marching methods, volume 3 of Cambridge Monographs on Applied
and Computational Mathematics. Cambridge University Press, Cambridge, second edition, 1999. Evolving
interfaces in computational geometry, fluid mechanics, computer vision, and materials science.
UFR Mathe´matiques, Universite´ Paris Diderot, Case 7012, 75251 Paris Cedex 05, France, and
Laboratoire Jacques-Louis Lions, Universite´ Paris 6, 75252 Paris Cedex 05
E-mail address: achdou@math.jussieu.fr
SAPIENZA Universita` di Roma, Dipartimento di Matematica, Piazzale A. Moro 2, I-00185 Roma,
Italy
E-mail address: patrizi@mat.uniroma1.it
