Cryo-electron microscopy provides the means to quantitatively study macromolecules in their native state. However, the original mass distribution of the macromolecule is distorted by the contrast transfer function (CTF) of the electron microscope. In addition, the zeros of the CTF put a practical limit on the resolution that can be achieved. Substantial improvement to the quality of the results can be accomplished by collecting the data using a series of defocus settings. Such data sets can be combined and the resolution can be extended beyond the first zero of the CTF. This procedure can be applied either at the stage of raw data, or more effectively at the stage of reconstructed volumes which have a high signal-to-noise ratio as a result of averaging over many projections. A method of threedimensional (3D) reconstruction that combines an algebraic, iterative 3D reconstruction technique with CTF correction is proposed. The potential to incorporate a priori knowledge into the reconstruction process is discussed. This approach was used to obtain a 3D reconstruction of the E. coli 70S ribosome from energy-filtered cryo-images.
Introduction
Single particle reconstruction methods [21] make it possible to obtain three-dimensional density maps of macromolecular complexes that are not amenable to crystallization. When combined with cryo techniques [8, 16, 29, 33] and recent advances in image processing methods [17, 18] , these methods yield structural maps that can be quantitatively interpreted [9] . Even though substantial improvement in the resolution of three-dimensional results has been achieved, further progress is hampered by the image/contrast distortions introduced by the electron microscope (EM). These effects can be described within a linear, weak-phase approximation by the contrast transfer function (CTF) of the microscope. Additional distortions are caused by the inelastically scattered electrons, which contribute a high and slowly varying background to the image. Moreover, if multiple scattering events occur, the inelastically scattered electrons can give rise to elastic bright field images, acting as "internal sources", and the image we observe can be thought of as a superposition of a large number of bright field images, each originating from an inelastically scattered electron having different angular incidence and energy [22] . The conventional linear contrast transfer function cannot account for these inelastic and multiple scattering effects. However, zero-loss energy filtering in the EM eliminates virtually all inelastically scattered electrons and thus reduces non-linear effects to a minimum. In ice, elastic scattering from nucleic acids is predicted to be more than twice as strong as from protein, whereas the amount of inelastic scattering is similar for the two types of molecules. Thus, energy filtration should also greatly increase the contrast between RNA and protein [26], a desired effect in the study of the protein-nucleic acid complexes such as the ribosome. Finally, by combining energy-filtered cryo-EM with CTF correction one can, in principle, obtain absolute densities of biological molecules that agree very well with those from X-ray structures [14, 25] .
Linear Theory of the Contrast Transfer Function
The contrast transfer theory was formulated in the seventies [4, 7, 11, 12, 15] . It can be demonstrated [29] that under the weak-phase approximation the relationship between the object and the bright field image can be described by the linear transfer theory. In Fourier space,
where Φ(k) is the Fourier transform of the object (linearly related to the Coulomb potential distribution), I(k) is the Fourier transform of the observed image, k is the spatial frequency vector, and k kθ/λ, where θ is the scattering vector and λ is the electron wavelength. H(k) is the CTF, with the explicit form
The term W (here assumed to be constant in the spatial frequency range considered) is called amplitude contrast ratio, and γ(k) is the phase shift produced by the lens aberrations and defocusing. γ(k) is rotationally symmetric assuming that the astigmatism is negligible. The contrast transfer functions for our choice of defocus values are shown in Figure 1 . Since the amplitude contrast is different for different atomic species, Equation 2 is strictly correct only for a single species of atoms [6, 10] . The use of single value for W implies that W will be to some extent specimendependent.
The presence of additional effects in the image formation process requires expansion of the CTF model given by Equation 2. These effects include: finite source size [7] , energy spread [12, 31], resolution-limiting effects of the film [3] , scanner [14] , and drift [5, 13] . All these effects have a frequency-limiting impact on the EM image which can be approximately described by so called envelope functions. To demonstrate the effect of envelope functions, the same CTFs of Figure 1 are again shown for the conditions of our experiment ( Fig. 2; for details see the section on Application to Energy-Filtered Images).
Methods of Correction for the CTF
The goal of the CTF correction (for a review of some of the earlier literature, see [28] ) is to recover the original values of the amplitudes of the Fourier transform of the image, within the framework of the linear approximation.
According to Equation 1, Fourier transform of the observed image is the product of the CTF and the Fourier transform of the object. Thus, it is tempting to divide the Fourier transform by the CTF (estimated or known) to recover the exact values of the object:
Unfortunately, this simple solution rarely yields desired results. In practice, the measured image is corrupted by noise, which will be enhanced upon division by the CTF in regions where the CTF is small. The CTF of the EM is low in the low-spatial frequency region, but also tends to zero at high spatial frequencies. Most problematic are zero crossings in the range between these extremes where division is impossible. Thus, a better approach is to take advantage of the fact that in most practical cases the noise is not correlated with the original image. Using this assumption one would seek a filter function F(k) that minimizes the expected mean squared deviation of the restored object (k) = F(k)I(k) from the original object [19] : (1)
where E[.] denotes the expectation over an ensemble of images. The solution to this problem is given by so-called Wiener filter [24] :
Here SNR denotes the signal-to-noise ratio of the original image and the noise (in the general case it can be frequency dependent and given by the ratio of the respective power spectra). In the noiseless case (SNR → ∞) the Wiener filter approximates the pseudo-inverse filter [1] defined by:
Thus, it also approximates the simple inversion, as given by Equation 3. For the other extreme case, namely SNR → 0, the application of the Wiener filter will approximately correspond to the multiplication by the CTF. In intermediate cases, depending on the value of the SNR used, the Wiener filter will in general amplify frequencies in those regions where CTF has moderate to large values and suppress frequencies in regions where the CTF has small values. In addition, as follows from Equation 5, wherever the CTF has zero value the filtered image will have its Fourier amplitude set to zero. Thus, the Wiener filtration does not make any attempts to recover the information in the missing frequency regions, a property that limits its appeal as a tool for the CTF correction for EM data. Moreover, the Wiener filters are often criticized for excessive suppression of the measurement noise, while performing only minor corrections [2] .
The iterative methods for the CTF corrections [2] attempt to find an approximation (r) of an original image such that the squared residual error is minimized over the appropriate region of support:
is given in real space and * denotes convolution. The solution is found in a recursive manner starting from the initial approximation (i) (r) (usually a blank image). The advantage of the iterative methods is that additional constraints can be incorporated into the process, either linear, in form of regularization, or non-linear, for example, as a positivity constraint. In some cases these additional constraints, often referred to as a priori knowledge on the image, can help to recover information suppressed by the zeros of the CTF.
The presence of zeros in the CTF of the electron microscope and the dependence of the locations of these zeros on the defocus value suggest that the CTF correction can be augmented by collecting a defocus series data set. Such data, if combined in Fourier space, should for all the practical purposes cover the whole range of frequencies. Assuming that L defocus values ∆z l have been used, both the Wiener filter method and iterative methods can be used to combine the data sets and correct for the CTF effects. The Wiener filter for the l'th data set has the form [10, 27]:
and the Fourier transform of the CTF corrected object is given by
As in the case of a single defocus data set (Eqn. 5), the spatial frequency regions corresponding to the zeros of the CTFs are set to zero in the respective data sets. Thus, it becomes evident that the knowledge about the precise settings of the defocus during data collection is essential for this method to succeed.
The iterative method can be easily extended to the defocus case series by having Equation 7 modified to where w l > 0 defines the relative importance of the l'th defocus data set. As in the case of a single defocus data set (Eqn. 7) the solution is found in a recursive manner starting from the appropriate approximations l (0) (x) and the a priori knowledge about the original image can be easily incorporated.
In the field of electron microscopy the data are available in the form of projections of the biological macromolecule. Thus, in principle, the CTF correction should be applied directly to the 2D data (i.e., original micrographs). Unfortunately, due to the very low signal-tonoise ratio in cryo-EM images this method is not likely to succeed. Instead, the CTF correction must be applied after all the orientation parameters were found and a 3D reconstruction could be calculated. At this point, due to the heavy oversampling in Fourier space, the structure has much higher SNR, and errors in individual projections are (10) less likely to dominate the result. Since our measured data are 2D projections of the structure, the best solution is to make CTF correction an integral part of the 3D reconstruction procedure. In this way the final volume is obtained in one single step and any accumulation of errors is avoided.
To design the method of three-dimensional reconstruction with CTF compensation from defocus series, we have to modify Equation 10. Both 3D reconstruction and CTF application can be treated as algebraic problems. In real space, the effect of the CTF can be described by a point spread function, represented by a square matrix, and the projection operation by a non-square matrix P. Moreover, since the CTF function was assumed to be rotationally symmetric, it can be applied to the 3D object instead of 2D projections. Thus, denoting the unknown, CTF artifactsfree object by g and using matrix notation, we obtain from equation 10 
The first sum can be pre-calculated and stored as a 3D volume in the computer memory. Thus, the input projections d l have to be read only once and are never again accessed during the course of the iterations. In addition, the product B T B is the Laplacian of the 3D volume g (n) , which can be calculated more efficiently without actually creating the matrix B T B. The point spread function is space-invariant, so H l has a block-Toeplitz structure [2] , and H l is equal to H l T . Because of the large size of the matrix it is more convenient to use the CTF H l in Fourier space and to modify the Fourier transform of the volume instead of using matrix multiplication or real space convolution.
Application to Energy-Filtered Images of the 70S E. coli Ribosome
The specimen was prepared following the procedure of Wagenknecht et al. [32] . Molybdenum 400-mesh grids were used to minimize thermal effects. The specimens were examined in a Zeiss/LEO EM912 (Oberkochen, Germany) transmission electron microscope operated at 120 kV. The microscope is equipped with a Köhler illumination system and an Omega energy filter. All the microscopy was done at a temperature below -170°C using an Oxford cryo-holder CT3500 (Oxford Instruments, Oxford, UK) and temperature controlling unit. A 90 µm object aperture was used in all experiments. Three images were taken at zero degree tilt of the same specimen area using the defocus settings 1.5 µm, 2.0 µm and 2.5 µm at a magnification of 52000x, which was calibrated using catalase crystals. The dose for each exposure was 5e -/Å 2 , thus the total dose accumulation reached 15e -/Å 2 for the data collected at 2.5 µm defocus. The width of the zero-loss energy filter was 14 eV. Images were recorded on Kodak (Rochester, NY) SO163 films and processed in the developer D19 at full strength for 12 minutes. The negatives were scanned using the Perkin Elmer (Norwalk, CT) flatbed PDS 1010A microdensitometer with a step size of 20 µm. The corresponding pixel size on the specimen is 3.8Å.
The parameters of the CTFs (defocus, source size, energy spread, amplitude contrast ratio) were determined using the method described by Zhu et al. [34] . Briefly, the power spectrum of a large field is computed and rotationally averaged. The resulting profile is background corrected and fitted on the basis of CTF theory and analytical expressions for the envelope terms. The amplitude contrast ratio was determined as 0.14. After windowing the particles were subjected to the 3D projection alignment procedure [18] with an angle increment of 2°. A previous reconstruction of the 70S ribosome [18] was used as initial reference for a 2.5 µm-defocus group (2254 images). The resulting reconstruction was used as a reference for a 2.0 µm-defocus group (2043 images) and the result was in turn used as a reference for a 1.5 µm-defocus group (1539 images) (Figs. 3a and 3b) . Finally, after all the necessary parameters were established, images from all three groups were used in a 3D reconstruction with the CTF compensation program (Figs. 3c and 3d), as described in the section on "Methods of Correction for the CTF". To test the influence of the nonlinear constraints on the 3D reconstruction process we decided to use the most intuitive one, namely a positivity constraint. Since the CTF-corrected volume should be linearly related to the Coulomb potential distribution within the object it is reasonable to assume that the density values should be positive. The 3D reconstruction calculated by enforcing positivity of the volume is shown in Figures 3e  and 3f .
The gain in resolution after the CTF correction and merging of three defocus groups is easy to notice in the surface representations (Fig. 3d versus Fig. 3b ), but is particularly striking in the appearance of the central slice (11) (12) 3-D reconstruction with contrast transfer compensation ( Fig. 3c versus Fig. 3a) . The number of high-frequency internal details increases dramatically and broad maxima have become better localized. The addition of the positivity constraint to the 3D reconstruction and CTF correction process does not change the surface representation in any significant way (Fig. 3f versus Fig. 3d ). The main difference can be noticed in the central slice (Fig. 3e) where the artifacts surrounding the structure are all but eliminated.
The analysis of resolution was done using Fourier Shell Correlation (FSC) curves (FSC is a 3D version of Fourier Ring Correlation measure [23] ). For each 3D reconstruction all the input projections were divided randomly into two equal subsets, for each subset a 3D reconstruction was calculated, and these two volumes were compared in Fourier space using FSC curves (Fig. 4) . The curve for 1.5 µm-defocus data set has a first minimum at approximately 1/25 Central slice of the CTF-corrected reconstruction using three data sets with defocus settings 1.5 µm, 2.0 µm and 2.5 µm, respectively. (d) Surface representations of the CTF-corrected reconstruction using three data sets with defocus settings 1.5 µm, 2.0 µm and 2.5 µm, respectively. (e) Central slice of the CTFcorrected reconstruction using the positivity constraint and three data sets with defocus settings 1.5 µm, 2.0 µm and 2.5 µm, respectively. (f) Surface representations of the CTF-corrected reconstruction using three data sets with defocus settings 1.5 µm, 2.0 µm and 2.5 µm, respectively. Scale bars = 100 Å. Å -1 , which is the position of the first zero of the corresponding CTF (Fig. 2) . The curve for CTF-corrected reconstruction using three data sets with defocus settings 1.5 µm, 2.0 µm and 2.5 µm has a minimum at lower frequency and then rises at 1/25 Å -1 , which proves that the gap in frequency range caused by the zero of the CTF was successfully filled by the information originating from two other data sets. The FSC curve for the CTF-corrected reconstruction decreases quickly at about 1/19 Å -1 . In this region CTFs for both 2.0 µm and 2.5 µm data sets intersect zero. The CTF for 1.5 µm data set has a maximum in this region, but as it is clear from its FSC curve that SNR is insufficient to provide significant contributions to the merged reconstruction. Thus, due to the particular choice of defocus values there was no phase information recovered past the spatial frequency of 1/20 Å -1 . The addition of the positivity constraint modified the FSC significantly. In the whole frequency range considered the FSC has higher values and extends to almost 1/15 Å -1 . Nevertheless, the visual analysis of the corresponding structures and, most significantly, the central slices (Figs. 3c and 3e ) leads to the conclusion that the gain in resolution is mostly due to the elimination of artifacts in the background, not due to the increase in details of the structure.
The influence of CTF correction on the reconstructed structures is best illustrated on the histogram of density (Fig. 5 ). The 70S ribosome should have two main density components, namely protein and RNA. In addition, the ice surrounding the structure and filling its cavities and tunnels should have a major contribution. This can be noticed on the corresponding histograms: both 1.5 µm defocus data set and CTF-corrected volume have large maximum in their histogram of mass around the zero value (in the course of the 3D reconstruction process the density of ice was arbitrarily set to zero). The main difference is the position of the second maximum, which in the case of the 1.5 µm reconstruction is hardly separated from the "ice maximum", while after CTF correction the gap between the two maxima becomes wider. The histogram of density of the third reconstruction has a shape similar that of the CTF-corrected: two maxima are separated, but the negative values are eliminated.
Conclusions
The application of the 3D reconstruction with CTF compensation procedure to the energy filtered EM images of 70S E. coli ribosome proves that this strategy leads to the significant increase in the resolution (as measured by FSC curves). Due to the availability of the reference volume and application of the 3D projection alignment procedure the results could be obtained in a relatively short time. The FSC curves agree with the resolution limits set by the parameters of CTFs, as estimated from the micrographs using a newly designed retrieval procedure. The particular choice of the defocus settings in the collected defocus series (1.5 µm, 2.0 µm and 2.5 µm) proved to be the most important factor in the limiting the resolution of the merged, CTFcorrected reconstruction. Further experiments with other choices of defocus settings are necessary to establish the practical limit to the resolution that can be obtained using energy filtered EM data. 
