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Abstract 
 
Hydromechanical coupled processes in a shallow fractured carbonate reservoir rock were 
investigated through field experiments coupled with analytical and numerical analyses. The 
experiments consist of hydraulic loading/unloading of a water reservoir in which fluid flow 
occurs mainly inside a heterogeneous fracture network made up of vertical faults and bedding 
planes. Hydromechanical response of the reservoir was measured using six pressure–normal 
displacement sensors located on discontinuities and two surface tiltmeters. A dual hydraulic 
behavior was characterized for low-permeability bedding planes well connected to high-
permeability faults. Displacement responses show high-variability, nonlinear changes, 
sometimes with high-frequency oscillations, and a large scattering of magnitudes. Initial 
normal stiffnesses and effective normal stresses along fault planes were estimated in the field 
by interpreting pressure–normal displacement relations with a nonlinear function between 
effective normal stress and normal displacement. Two-dimensional discontinuum modeling 
with transient fluid flow was performed to fit measurements during hydraulic loading tests. 
Results show that the hydromechanical behavior of the reservoir is restored if a high stiffness 
contrast is allocated between low- and high-permeability discontinuities. Thus, a dual-
permeability network of discontinuities will likely also be a contrasting stiffness network, in 
which the deformation of major flow-conducting discontinuities is significantly influenced by 
the stiffness of the surrounding less-permeable discontinuities.  
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1. Introduction 
 
In fractured rock with a low-permeability porous matrix, the main hydromechanical processes 
occur in the fracture network system. Coupled hydromechanical processes in such fractured 
rock are particularly difficult to characterize, mainly because of the lack of knowledge related 
to the discontinuity network geometry, and the great variability of hydromechanical properties 
in both intact rock matrix and fractures. Many previous works have studied the 
hydromechanical behavior of fractured rock through laboratory experiments on a single 
deformable natural fracture [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11] and [12], and 
some constitutive models including hydromechanical interactions have been proposed [4], [7], 
[13], [14], [15], [16], [17], [18] and [19]. However, because of scale effects, laboratory data 
can hardly be used for deriving the in situ hydromechanical properties of a fractured rock 
mass [20]. In situ field measurements appear to be essential determining the hydromechanical 
features of fractured rock [20], [21], [22], [23] and [24]. Commonly, these in situ 
measurements are based on hydraulic-well-testing methods [21] and [25] on single 
deformable discontinuities. Coupled with a back-calculation numerical analysis, these 
hydraulic tests can provide useful estimations of hydromechanical properties, but they do not 
allow a complete and accurate description of hydromechanical effects. To improve accuracy 
in estimating the hydromechanical properties of discontinuities, Rutqvist et al. [22] 
recommend combining hydraulic tests and mechanical displacement measurements. However, 
in situ tests on discontinuities that measure both hydraulic and mechanical responses are rare 
[3], [24], [26], [27], [28] and [29], and very few simultaneous in situ hydromechanical 
measurements of a discontinuous network have been carried out [29]. 
 
To improve our knowledge of hydromechanical couplings in shallow fractured reservoir rock, 
a medium-scale field experiment consisting of a hydraulic loading and unloading was 
performed in a water reservoir, to obtain values for some experimental parameters. Measured 
hydromechanical effects were analyzed through 2D coupled hydromechanical discontinuum 
modeling, using the distinct element code UDEC. 
 
This paper first presents a detailed description of the experimental site. Second, results are 
presented of simultaneous hydraulic and mechanical measurements obtained during hydraulic 
well tests on single discontinuities, and from hydraulic loading and unloading of the rock 
mass. Then, a first attempt to analyze the experimental data was carried out, using an 
analytical solution based on the nonlinear Cundall and Hart joint model [15]. Thereafter, 
hydromechanical modeling is performed to fit experimental results, considering a relation 
between the changes in hydraulic aperture, normal stress, hydraulic pressure, and normal 
stiffness of the discontinuities. Finally, results are discussed both at the single discontinuity 
scale and at the entire reservoir scale. 
 
2. Experimental set up and hydrogeological context 
 
2.1. Hydrogeological context 
 
The Coaraze Laboratory Site is located in the French Southern Alps (Fig. 1). This site 
corresponds to a natural reservoir (30×30 m) made up of a 15 m thick pile of fractured 
limestone limited at the top and bottom by an impervious glauconious marl layer (Fig. 1). The 
fractured calcareous rock mass is drained by a spring (average annual yield of 12 l s-1) that 
appears directly on a vertical impervious fault contact between permeable limestone and 
impervious glauconious marls. This fault serves as a natural dam for the water stored in the 
reservoir. The spring is artificially closed with a water-gate; the piezometric level can be 
controlled in the reservoir by opening or closing the gate. Water from a fault, located 30 m 
upstream from the water-gate, continuously flows into the reservoir. The topographic surface 
was waterproofed with concrete to a 10 m height, to avoid water leakage from the 
discontinuities when water pressure increases. When the water-gate is closed, no more 
discharge occurs at the spring, and the pressure increases and stabilizes up to 10 m above the 
water-gate. When pressure stabilizes, two temporary springs (T1 and T2) overflow at the 
reservoir boundaries (Fig. 1). When the water-gate is opened, water stored in the reservoir 
flows out. The hydraulic boundaries of the reservoir are thus fully known and can be 
summarized as follows: 
 
• Four impervious boundaries corresponding to the top and bottom geologic layers, the 
downstream fault zone, and the topographic surface covered with concrete 
 
• One permeable boundary corresponding to the upstream fault. During the experiments, small 
changes in pressure head along this fault (less than 5×103 Pa) suggest that the fault can be 
assumed to be a constant-pressure-head boundary. 
 
 
 
Fig. 1. Hydrogeological context (a) 3D view and (b) longitudinal cross section. 
 
 
2.2. Discontinuity network geometry 
 
Carbonate rocks at the Coaraze site present a regular stratification inherited from sedimentary 
processes, with two sets of orthogonal near-vertical brittle faults generated by a polyphased 
tectonic evolution during the Alpine orogeneses. From surface and boring scan-line data, the 
network can be characterized by 26 decametric discontinuities that extend over the boundaries 
of the reservoir and forming three sets (Figs. 2a, b and c): 
 
• Three faults with a N50/N70 trend dipping 70°–90° NW (F11, F12, and F13). These faults 
have a 2–3 m spacing. 
 
• Eleven faults with a N120/N140 trend dipping 75°–90° NE (F1 to F10 and F14) and with a 2 
m spacing. 
 
• Twelve bedding planes with a N40 trend dipping 45° SE (S1 to S12) and with a 0.5–1 m 
spacing. 
 
 
 
 
Fig. 2. (a,b) 3D geometrical model of rock mass fractures viewed from two angles. (c) Pole 
plots showing brittle faults and bedding planes orientations (lower hemisphere). (d) 
Experimental device. (e) Pressure–strain measurement device at the single joint scale. 
 
 
Metric and below-metric discontinuities are sparse. Minor bedding planes appear parallel to 
the major bedding planes. Near-vertical faults correspond to a small brittle zone (0.001–0.01 
m thick) with reverse kinematic. 
 
At the single discontinuity scale, amplitude distribution of surface asperity was studied 
statistically on 61 profiles measured with CLA rating method, after Tse and Curden, and 
Fénart [32] and [33]. The surface roughness of major fault planes is larger than that of 
bedding planes with average values of asperity heights (CLA) being 1.4±0.3×10-3 and 
0.5±0.2×10-3 m. 
 
2.3. Experimental set up 
 
Simultaneous in situ measurements of fluid pressures, rock matrix, and discontinuity strains 
are automatically and continuously monitored at various points to follow hydromechanical 
effects from the single discontinuity scale to the reservoir scale ([34] and Figs. 2b and d). 
 
Six coupled pressure–strain measurements were located on the discontinuities that belong to 
the three discontinuity sets: point 1 inside the F2 fault; points 2, 4, and 5 inside the F11 and 
F12 faults; and, points 3 and 6 inside the S2 major bedding plane. In addition to these points, 
point 7 was sealed into the unfractured rock matrix and oriented parallel to bedding planes. At 
a so-called coupled pressure–strain point, two sensors were installed by two small borings 
(Fig. 2e) in order not to disturb the state of stress inside the reservoir. Pressure measurements 
were carried out using a vibrating-wire interstitial pressure sensors with an accuracy of 10 Pa. 
Strain measurements are carried out with a 0.15 m long vibrating-wire extensometers, having 
an accuracy of 0.5 µm/m. 
 
At the topographic surface of the reservoir, two unidirectional tiltmeters are coupled to the 
rock near the F11 fault at a point located 10.9 m upstream and 10.2 m higher than the water-
gate, and 2–2.6 m above the maximum piezometric head in the unsaturated zone of the 
reservoir (Figs. 2a, b and d). At the measurement point, one tiltmeter measures tilt in a N150 
trend and the other in a N60 trend. These are the two main vertical fault directions of the 
fracture network. These sensors are meant to better constrain the mechanical behavior at the 
boundary of the experimental zone. 
 
3. Hydraulical experiments 
 
3.1. Testing procedure 
 
Tests were performed in three ways to characterize the hydraulic behavior of the rock mass at 
various scales: 
 
1. Single fractures conductivities and storativities were characterized with slug tests. 
 
2. Hydraulic connections between fractures and flow paths inside the fracture network 
were estimated with pump tests conducted at constant flow rate. 
 
3. Storativity of discontinuities at the reservoir scale was estimated by water-gate closing 
experiments of different periods. Results of storativity were described in detail in 
Guglielmi and Mudry [35]. 
 
3.2. High variability of discontinuity permeabilities from slug-test results 
 
Slug tests were measured at eight points (the six coupled pressure–strain measurement points 
and two others) where single discontinuities were isolated with inflatable packers. Slug tests 
were conducted with very low slug sizes in order not to induce mechanical deformation. 
Assuming (1) that the discontinuity apertures did not change with pressure and (2) that there 
was no exchange of water between the discontinuities and the rock matrix, the solution of 
Cooper et al. [36] was applied to analyze the tests. 
 
 
There are two very different groups of values, corresponding to the bedding planes (points 6, 
8, 9a, and 9b in Table 1 and Fig. 2) and the faults (points 1, 4, 5, and 10 in Table 1 and Fig. 
2). Fault hydraulic conductivities ranging from 0.57×10
-4
 to 1.9×10
-4
 m s-1 appear to be two 
orders of magnitude higher than that of bedding planes (0.9×10
-6
 and 7.6×10
-6
 m s
-1
). Fault 
storativities, ranging from 0.7×10
-8
 to 3×10
-8
, are three orders of magnitude higher than that 
of bedding planes (0.5×10
-11
 and 3.4×10
-11
). Within the groups, there is a 10–30 % variation, 
sometimes within the same discontinuity (e.g., points 1 and 10 on fault F3, points 4 and 5 on 
fault F11, and points 6 and 8 on bedding plane S2). This scattering can be taken as 
representative for hydraulic conductivity results, because it is larger than the classical 
uncertainty (20 %) introduced by Cooper's solution for the results [37] and [38].  
 
Table 1. Hydraulic and mechanical properties of discontinuities and rock matrix 
 
---------------------------------------------------------------------------------------------------------------- 
Measuring      Type of   Hydraulic parameters Mechanical parameters 
point          discontinuities      K  S Bh U             kn1          an                      'n1 
          (m.s
-1
)     (m)    (m)  (GPa.m
-1
) (Pa
-1
.m
-1
)  (Pa) 
---------------------------------------------------------------------------------------------------------------- 
1            Fault F2    5.7×10
-5
  0.7×10
-8
  2.6×10
-4
  1.3×10
-6
    132      3.33    1.99×10
5
  
2            Fault F12          X            X           X         4.4×10
-6 
     66      19.6    5.79×10
4
  
3     Bedding plane S2             X            X           X         9.6×10
-8
     20         X         X  
4            Fault F11    2.3×10
-4
  2.6×10
-8
  5.3×10
-4
    1×10
-4
      1.4      0.54      5.1×10
4
  
5            Fault F11    1.9×10
-4
  1.9×10
-8
  4.8×10
-4
    1×10
-4
      7.2      0.29    1.58×10
5
  
6      Bedding plane S2      7.6×10
-6
  3.4×10
-11
 9.6×10
-5
 9.6×10
-8
     20        X          X  
8      Bedding plane S2      3.8×10
-6
  2.1×10
-11
  6.8×10
-5
    X          20        X          X  
9a      Bedding plane S2      3.2×10
-6
  1.8×10
-11
  6.2×10
-5
    X          20        X          X  
9b      Bedding plane S3       9.0×10
-7
  0.5×10
-11
 3.3×10
-5
    X          20        X          X  
10            Fault F2               2.0×10
-4
   3×10
-8
     4.9×10
-4
     X           X        X          X  
7       Rock matrix             Impervious               E=70 GPa ; =0.29 ; d=2400 kg.m-3  
---------------------------------------------------------------------------------------------------------------- 
(K: hydraulic conductivity; S: storativity; Bh: measured hydraulic aperture; dU: maximum normal displacement; 
kn1: initial normal stiffness; an: parameter of CYJM model; s'n1: initial normal stress; E: Young's modulus; ?: 
Poisson's ratio; d: mass density). 
 
 
From hydraulic conductivity values, the hydraulic apertures (Bh) of discontinuities were 
estimated using the classical relation established by Witherspoon et al. [31] assuming that the 
flow inside the discontinuity follows the cubic law. Fault apertures range between 2.6×10-4 
and 5.4×10-4 m (4.4×10-4 m mean value) and bedding plane values range between 3.3×10-5 
and 9.6×10-5 m (6.5×10-5 m mean value). 
 
3.3. Connectivity of the discontinuity network 
 
To detect connections between the discontinuities, constant-rate pumping tests were carried 
out at the eight different points. A pumping test was performed at one point while drawdown 
was synchronously followed at all the other points. We present the pump test (rate: 1.43×10-3 
l s-1 during 34 mn) performed at point 4 on fault F11 (Fig. 2 and Fig. 3).  
 
 
 
 
Fig. 3. (a) Results of pump tests. (b) Conceptual flow model. 
 
 
The drawdowns in the faults (points 1, 4 and 5) all show two characteristic periods: a steep 
nonlinear early slope (0–10 mn), followed by a low inclination linear slope for the rest of the 
test (11–34 mn). In the bedding planes, the drawdown at point 6 shows significant 
oscillations, characterizing the response of the bedding plane to the pressure fall in fault F11. 
For this reason, the fault can be taken as a constant pressure boundary for the bedding plane. 
The drawdown curves typically represent the hydraulic behavior of a dual-permeability 
aquifer, in which pressure drops first in the highly permeable faults and then in the less 
permeable bedding planes [39]. 
 
Taking into account the magnitude of the response in the highly permeable faults, point 5 is 
very well connected to point 4, because the drawdown at the two points are similar (also, 
other pumping tests performed at point 5 showed similar to that performed at point 4). This 
fact suggests that a high permeability zone links the two points within the fault F11 plane. 
Points 1 and 3, while close to the pumped point, show smaller responses. For this reason, they 
can be taken as medium (point 3) to poorly (point 1) connected to point 4. This means that a 
low to medium permeability zone links faults F11 and F2, and the fault F11, with the bedding 
plane S2. As a consequence, flow in the faults appears strongly inhomogeneous and 
noncylindrical at the metric scale. 
 
3.4. Conceptual model 
 
The hydraulic behavior of the site can be characterized as follows: 
 
• The existence of a dual permeability discontinuity network with highly permeable faults and 
low permeability bedding planes. 
 
• 10–30% scattering of hydraulic conductivity within the single discontinuity planes. 
 
• High connectivity of the discontinuities. 
 
Previous hydraulic quantifications [35] showed that the storativity of major faults only 
represents 4% of aquifer storativity. The remaining 96% corresponds to storage in the bedding 
planes, with an apparently major role played by minor metric bedding planes. 
 
These results suggest two major hydraulic behaviors within the discontinuity network (Fig. 
3b). First, the high hydraulic-conductivity contrast between the discontinuities (Kf/Kbp=100) 
denotes that the reservoir is drained by the fault network, with, faults representing hydraulic 
boundaries for connected bedding planes. Second, large-scale storage experiments [35] have 
emphasized the role played by metric bedding planes, which could be taken as an effect of the 
anisotropic porous matrix. 
 
4. Hydromechanical experiments 
 
The loading experiment analyzed in this paper began when the water-gate was completely 
closed (t=0 on the graphs in Fig. 4). There is a rapid pressure build-up in the faults to steady 
state (points 1, 2, 4, 5) and in zones of bedding planes very close to faults (point 3). In zones 
of bedding planes that are distant from faults (point 6), the pressure rise is slower. Since all 
measuring points are roughly set at the same elevation, pressure heads above the points are 
about the same, ranging from 50 to 55 kPa. The experiment duration was set to 23 min (grey 
zone on graphs of Fig. 4). After 23 min, the water-gate is re-opened. Pressure falls in 1 min 
within the faults and in the bedding plane zones close to faults (point 3), whereas it keeps on 
rising in the bedding plane zones further away from the faults (point 6).  
 
  
 
 
Fig. 4. Comparison of hydromechanical responses in faults, bedding planes, and rock matrix 
caused by a 23 min long hydraulic loading. 
4.1. Analysis of synchronous temporal signals of in situ pressure and normal 
displacements 
 
When the water-gate is closed, normal displacement measurements display highly variable 
nonlinear signals, whose response and amplitude more or less correlate with pressure 
variations at points (Fig. 4). A hysteresis of variable amplitude (large to moderate at points 1, 
4, and 5, and null at points 2, 6 and 7) appears between increasing and decreasing pressure 
changes. For sufficiently long waiting times at the end of experiments, normal displacement 
measurements generally return to initial values. Thus, the mechanical behavior of the rock 
mass appears to be elastic for the low-hydrostatic-pressure experiments carried out on the site. 
The slow return of the normal displacement to its initial state, at points located on the faults, is 
interpreted as being associated to water stored into zones close to the fault that flows towards 
the fault. The zones close to the fault may correspond to the connected bedding planes. 
 
4.1.1. High variability of normal displacements responses 
 
Points 1 and 5 are the only points where normal displacement response is qualitatively 
identical to pressure response. An early dynamic opening occurs when pressure starts 
elevating above the points until pressure has reached about 90% of its final value. Then, a 
linear opening follows until the end of the experiment. The closure is as quick as the pressure 
drop. All the other points show generally noisy normal displacement responses, often altered, 
compared to pressure variations at the points. At point 3, the very noisy normal displacement 
response displays no obvious correlation with pressure loading. At points 2, 4, and 6, normal 
displacement responses look similar. In the early stage (between 0 and 10 min), curves 
display oscillations without any pressure rise above the point. This means that during this time 
period, local normal displacement responses result from total stress variations inside the 
fracture network. The oscillations correspond to opening and closing of the discontinuity, 
over an average period of 3 min (unfortunately, the sampling frequency employed (0.02 Hz) 
appears insufficient to give a good restoration of the signal). After 10 mn, the discontinuity 
opens, following a pressure rise above the point that is still highly nonlinear. When pressure 
falls, the responses appear very noisy at all points, and there is a clear time lag between the 
mechanical normal displacement and the pressure fall. Oscillations roughly similar to the 
early ones were observed. For long-enough waiting times at the end of experiments, a 
damping of normal displacement responses occurs, along with a return to initial low-noise 
values. 
 
There is a clear difference between the high magnitude values for normal fault displacements 
at points 1, 2, 4 and 5 (1.3×10-6, 4.7×10-7, 2.25×10-4 and 1.4×10-5 m, respectively) and, the 
very low to null amplitude values of bedding planes points 3 and 6 (1.05×10-7 and 5×10-8 m, 
respectively). Such a scatter will be examined further, since it can result from a different state 
of stress at the measuring point (bedding planes being more pressurized than faults) or from 
different geometrical characteristics of the discontinuities (faults surface roughnesses being 
very different from bedding plane roughnesses). 
 
4.1.2. Rock matrix deformation 
 
Point 7 measures the response during pressure build up within the discontinuity network. 
Highly dynamic responses occurred at points 2 or 6, suggesting that it can be linked to the 
normal displacement response of these discontinuities. Magnitudes that range from -0.7×10-7 
to 4.5×10-7 m display intermediate values between those of the bedding planes and those of 
the faults. 
 
4.1.3. Synthesis 
 
Points 1 and 5 display typical coupled responses as can be found in other in situ experiments 
[3], [24], [26] and [29]. In all those experiments, such a response was obtained from the 
injection of water in a pressurized single fracture. In fluid injections, this assumption is often 
made according to which the total stress of the rock mass was unchanged [40]. Thus, the 
distribution of fluid pressure within the fracture plane determines the changes in effective 
normal stress acting across the fracture-hence the magnitude of the change in aperture. 
 
In the Coaraze experiments, the pressure loading procedure is very different, because water 
injection is generalized at the discontinuity network scale. Thus, total stress in the rock mass 
changed when pressure was increased. This means that normal displacement responses at one 
point result from pressure rises above the point within the discontinuity, and from total 
stress/strain variations around the discontinuity. At points 1 and 5, it seems that the normal 
displacement response is clearly linked to the hydraulic pressure rise. This can be explained 
by the high discontinuity permeability at these points. Nevertheless, the linear part of the 
responses after 10 min time certainly also results from normal displacement variations at the 
network scale, caused by the high connectivity between discontinuities. The influence of total 
stress/strain changes is clearly demonstrated by the responses of the other point which display 
strain oscillations independent from pressures changes above the points. 
 
4.2. Boundary effects from tilt measurements 
 
Tilt curves are nonlinear, similar to the one of the normal displacement of fault versus time 
measured at point 5 (Fig. 4). When the water-gate is closed, the tilt signals are characterized 
by a N150 tilt ranging from 0 to 1.3×10-6 rad, and N60 tilt ranging from 0 to 3.95×10-6 rad. 
In more detail, during water-pressure elevation (23 min), positive tilt variations correspond to 
an overall rotation of the rock mass towards the interior of the slope. Between 13 and 15 min, 
the tilt curves show second-order reverse peak, mainly on the N150 trend that is not visible on 
the fault displacement curve. This peak corresponds to a displacement towards the exterior of 
the rock mass (negative tilt variation) followed by a displacement towards the interior. This is 
clearly not correlated with any displacement response at different points. When the water-gate 
is opened, a rapid variation of surface tilt occurs in 1 min, followed by a residual rotation with 
a slow return (time lag of 9 mn for N150 tilt) to the initial state (Fig. 4). Pressure fall induces 
a negative tilt variation which corresponds to a quick movement towards the exterior of the 
rock mass. 
 
This experiment clearly shows that surface tilts display smooth responses that, as a first 
approximation, look like the F11 fault displacement curve. This fact denotes that boundary 
effects (at the topographic surface) seem to result from hydromechanical responses at the 
depth of the most permeable discontinuities of the reservoir (as has already been observed in 
other case studies [41], [42], [43], [44] and [45]). One interpretation would be to consider that 
the discontinuities have a low stiffness value or are subject to lower stresses compared to 
other discontinuities. Thus, a coupled effect occurs in which high permeability and weak 
mechanical properties reinforce each other to amplify deformation at the free surface of the 
reservoir. 
 
4.3. Analysis of pressure–normal displacements curves 
 
4.3.1. Objectives and analysis procedure 
 
The objective is to obtain in situ mechanical properties of discontinuities from the analysis of 
pressure/normal displacement curves that can be used as input parameters for numerical 
modeling purposes (developed in Section 5). We focus on the periods where normal 
displacement response follows pressure rise above the measuring point. As has been shown in 
Section 4.1.1, such responses are less noisy within the faults than within bedding planes. For 
this reason, only the mechanical properties of faults have been estimated at points 1, 2, 4, and 
5 (Fig. 5). Bedding planes stiffnesses were determined from literature data (Table 1).  
 
 
 
 
Fig. 5. Comparison of the Un/P relationship inferred from the in situ measurements and the 
back-calculation with modified Cundall and Hart's formulation. 
 
 
Measured curves of normal displacement as a function of pressure (Fig. 5) present a 
hyperbolic form typical of a nonlinear function, linking effective normal stress to normal 
displacement (as has been described in numerous laboratory tests [7], [13] and [15]). 
Pressure/normal displacement curves are analyzed using an analytical approach, derived from 
the Cundall and Hart formulation [15] given in the following section. In this formulation, 
tangential displacement is neglected because no measurements of shear stress have been 
performed during experiments. 
 
4.3.2. Analytical formulation 
 
Cundall and Hart [15] proposed a hyperbolic function to fit the effective normal stress–normal 
displacement relation, and to express the normal joint stiffness kn as follows: 
     (1) 
 
 
where  is the effective normal stress, Un is the closure of the discontinuity, and, an and en are 
model parameters (en is usually taken equal to 2). 
 
The relation between the stress and closure will be completely defined, knowing the value of 
the discontinuity closure Un1 for a given normal stress . 
 
Thus, the normal displacement change ?Un(1-2)(=Un2-Un1) due to variation in effective 
normal stress from  to  can be expressed by the following linear relationship between   
 
   (2) 
 
 
The raw data are the pressures versus normal displacements. Pressure can be introduced in 
Eq. (2) using a simplified formulation of the effective normal stress. In fact, Duveau et al. 
[19] defined the effective normal stress inferred from hydromechanical laboratory tests on a 
single discontinuity under normal loading [46] and [47] as follows: 
 
    (3) 
 
 
In this formulation, P is the pressure within the two planes of the discontinuity, and Sc is the 
constant area ratio. This model enables the description of discontinuity behavior under a 
pressure rise that remains inferior to total normal stress sn, which is the case of the Coaraze 
experiments. A parameter (1—Sc) is defined to take into account the nonuniform pressure 
distribution within the discontinuity, which can be described as a succession of co-planar 
voids separated by contact zones with a constant area ratio Sc (0<Sc<1). 
 
From experimental results, the effective normal stress change according to a pressure change 
can be expressed as follows: 
 
   (4) 
 
 
By introducing Eq. (4) in Eq. (2), it appears that too many unknown parameters exist. 
Therefore, this equation doesn’t lead to a unique solution. For this reason, and in order to have 
a rough analytical estimation of the stiffness, we consider the particular case in which ?sn(1-
2)=0. A linear relationship is then expressed between : 
 
  (5) 
 
 where  is the effective normal stress at zero hydraulic pressure, and where 
   (6) 
 
 
and 
   (7) 
 
 
In Eq. (5),  is the initial effective normal stress on the discontinuity before any pressure rise in 
the rock mass. The  was estimated using a 2D numerical model of the reservoir simulating 
discontinuities not saturated with water. The reservoir is consolidated to compute the initial 
state of stress. The state of stress was assumed to result mainly from the weight of the 
geological unit and a stress field strongly influenced by the topographic surface. Estimated 
values of  vary between 51 and 199 kPa, depending on the measuring points (Table 1). From 
these values, Sc was computed to fit measured pressure/normal displacement curves. Then, A 
and B were determined from the equation of the analytical line that best fits the experimental 
values. 
 
Finally, an initial normal stiffness was recalculated as follows: 
 
   (8) 
 
 
kn1 is the normal stiffness, and  the normal stress. 
 
4.3.3. Parameters identification 
 
Fig. 5 displays results from the analytical estimation of normal displacement versus pressure 
curves compared to experimental results. It clearly appears that the best fit is obtained for 
points 4 and 5, while the fit is very poor for points 1 and 2. Nevertheless, the mechanical 
properties of faults deduced from the analytical formulation must be taken with caution. A 
reasonable range of values was used for input parameters in the modeling performed in 
Section 5. Thus, the range for the initial normal stiffness kn1 of the faults scatters between 1.4 
and 7.2 GPa/m for N60 faults, and between 66 and 132 GPa/m for N130 faults (Table 1). The 
stiffness of bedding planes was taken to be equal to 20 GPa/m [16]. 
 
All the calculated curves (Fig. 5) were obtained for an Sc value ranging from 0 (Point 1 and 2 
in Fig. 5) to 0.1 and 0.2, respectively for points 4 and 5. This is certainly underestimated, 
because it means that surfaces in contact within the two planes of the discontinuity only 
correspond to 0–20% of the total discontinuity surface. Nevertheless, the mechanical behavior 
is estimated, it can be seen that there is a high discrepancy between the results of calculations 
and experiments at some points. This is interpreted as a strong effect of normal stress change 
on faults displacements, and that it was strongly abusive to fix this parameter to 0 in the 
analytical formulation. Looking in detail at the curves, one can observe that the discrepancy 
between calculated and experimental curves increases with pressure rise within the 
discontinuities (especially at points 1, 2, and 5 in Fig. 5). At the early portion of pressure rise 
in the fault, which corresponds roughly to the 3–5 values, water flows mainly within the two 
planes of the faults, and the hydromechanical effect is predominant close to the discontinuity. 
Later, deformation diffuses further into the surrounding rock mass, so that the variations in 
normal stresses become more influential. 
 
5. Analysis of hydromechanical effects at the scale of the fractured rock mass 
 
5.1. Model geometry and input parameters 
 
A 2D hydromechanical numerical analysis was developed considering a 12×16 m cross 
section perpendicular to the topographic surface (Fig. 6 and Figs. 2a and b). The 
discontinuities included in the model correspond to three N60 faults and eleven bedding 
planes (Figs. 2a, and b). This model was selected after studying the influence of boundary 
effects using a model with an extended width of 400 m. The model is constrained by 
displacement-type boundary conditions (Fig. 6). The grid point is made up of triangular mesh 
elements whose sides are 0.25 m long. Mechanical features of the rock matrix were 
determined from laboratory tests (Table 1). Geological units included in the model have the 
same mechanical properties. Mechanical parameters of the discontinuities were previously 
determined (see Section 4.3.3, above). Shear stiffness was derived from kn using the relation 
ks=kn/10 that can be used for shallow fractured rocks [48]. Hydraulic properties assigned to 
the discontinuity network are the initial hydraulic apertures (Bhi) at zero stress. Bhi is 
obtained from aperture values (Bh) inferred from slug tests that were corrected with maximal 
normal displacement magnitudes (dU) measured at the different points (Bhi=Bh–dU) (Fig. 6). 
Hydraulic boundary conditions of the cross section are taken as impermeable. A quasi-static 
coupled hydromechanical calculation with transient fluid flow was performed, the fluid set to 
be compressible.  
 
 
 
 
Fig. 6. Initial conditions of coupled hydromechanical modeling. 
 
 
The coupled hydromechanical modeling was carried out in four successive stages. A 
rectangular geometry was first consolidated under gravity to compute the initial state of stress. 
Then, the stress modification induced by the excavation of the valley was computed. Vertical 
stresses were identical for each tests ranging from 0 to 3.2×105 Pa. The initial 
hydromechanical state was then computed considering that when the water-gate is opened, the 
water table level is 0.5 m higher than the water-gate (this is simulated applying a hydraulic 
pressure of 5 kPa at the bottom of the model). The fourth stage corresponds strictly speaking 
to the ―test‖. Hydraulic overloading () was applied with boundary conditions in pressure 
imposed at the base of the cross section. Then, hydromechanical effects were monitored with 
pressure and displacement fields at three control points (5, 6, and C) inside and on the surface 
of the cross section. 
 
5.2. Numerical modeling at the rock mass scale 
 
Two-dimensional numerical calculations were performed with the UDEC code [50] which 
uses the distinct element method [49] to model the coupled effects of stress-flow. Two 
dimensional modeling was justified by the evidence that a direct application of 3D 
discontinuity data can result in an extremely complex model, one that is unmanageable in 
terms of solution run times. A balance was made to reproduce the important geological 
elements and their effects on the modeled mechanisms with an efficient 2D model. The 
simulated rock mass was assumed to consist of an assemblage of blocks interfaced by discrete 
discontinuities [50]. In UDEC, the deformation of fractured rock consists in the elastic and/or 
plastic deformation of intact rock blocks, and of displacements along and across 
discontinuities [51]. For purely elastic behavior, the concept of ―deformable fracture‖, caused 
by a nonlinear relation between effective normal stress and normal displacement, was 
introduced in UDEC through the Continuously Yielding Joint Model ―CYJM‖ (see Eq. (1)) 
proposed by Cundall and Hart [15] and later revised by Lemos [17]. 
 
A fully coupled hydromechanical analysis was performed in which hydraulic conductivity is 
dependent on the mechanical displacement of discontinuities and on matrix deformation; 
conversely, fluid pressures affect the mechanical behavior [52]. The blocks are impermeable 
and bounded by fluid-filled discrete discontinuities. Fluid flow is calculated using the 
classical cubic law based on the parallel plate model [30] and [31]. The hydraulic aperture 
―Bh‖ of the discontinuity at a given normal stress is updated according to its mechanical 
normal displacement variation ―Un ‖, following the relation:  
 
Bh = Bhi + Un,   (9) 
 
 
where Bhi is the initial hydraulic aperture at the initial reference effective normal stress, . 
 
5.3. Parametric study 
 
5.3.1. Modeling procedure 
 
The modeling aims at estimating the reservoir's hydromechanical behavior, given a set of 
measurements that correspond to one surface tilt and two deep coupled pressure/normal 
displacements, respectively, located on a fault (point 5 in fault F11) and on a bedding plane 
(point 6 on bedding plane S2). 
 
Because the input parameters exhibit wide variability within one discontinuity type and 
between the two main types of discontinuities, measurement values at point 5 and 6 are 
neither necessarily representative of the hydromechanical behavior of all discontinuity plane 
zones, nor representative of the hydromechanical response for the other discontinuities of the 
same type. To solve this scale and heterogeneity-effect problem, a reference case (test 1) was 
defined with the input parameters presented in Table 2. Then, test 1 was used as a reference in 
a sensitivity study to address the importance of each of the input parameters on the 
hydromechanical behavior of the discontinuities network (Table 2).  
 
Table 2. Hydromechanical properties used in the 11 parametric tests   
----------------------------------------------------------------------------------------------------------------- 
Test  Initial normal stiffness “kn1”         Initial hydraulic aperture  Young modulus  
(GPa/m)             “Bhi” (m) (Bhi=Bh-U)       “E”  (GPa) 
Fault   Bedding plane          Fault  Bedding plane   
kn1  an      
----------------------------------------------------------------------------------------------------------------- 
  
1  7.2  0.29  20    3.9×10
-4 
 8.2×10
-5
   
2  7.2  0.29  20    4.3×10
-4
  9.6×10
-5
   
3  7.2  0.29  20    2.6×10
-4
  6.8×10
-5
   
4  7.2  0.29  20    4.3×10
-4
  6.8×10
-5
   
5  7.2  0.29  50    3.9×10
-4
  8.2×10
-5
   
6  7.2  0.29  100    3.9×10
-4 
 8.2×10
-5
   
7  7.2  0.29  500    3.9×10
-4
  8.2×10
-5
   
8  132  3.33  20    3.9×10
-4 
 8.2×10
-5
   
9  70  1.81  20    3.9×10
-4
  8.2×10
-5
   70  
10  7.2  0.29  20    3.9×10
-4
  8.2×10
-5
   90  
11  7.2  0.29  20    3.9×10
-4
  8.2×10
-5
   50  
 
 
In this parametric modeling, the CYJM nonlinear model was assumed for faults. A constant 
stiffness was applied for bedding planes because the normal stress does not vary much; as a 
matter of fact, the magnitudes of normal displacements are very small (0 at point 3, and 5×10-
8 m at point 6). Rock matrix behavior is taken as linearly elastic and isotropic. 
 
5.3.2. Description of test 1 reference case 
 
We review the test 1 reference case results with special attention to pressure/normal 
displacement variations (Figs. 7a and c), time variations (Figs. 7b and d) and surface tilt 
variations (Fig. 7e). The calculated water pressure–normal displacement relation at point 5 on 
fault F11 best fits the experimental data (Fig. 7a). Considering a low effective normal stress 
and a low fault plane stiffness, and taking into account the influence of the surrounding 
bedding planes, the pressure-displacement relation is well approximated with a nonlinear 
discontinuity behavior. This implies that the hydromechanical behavior of the fault is 
intimately dependent on fault stiffness, initial normal stress, and ambient joint features. The 
modeling shows that the fault opens continuously as the pressure rises. The bedding plane S2 
(point 6) closes for a null pressure (-4×10-7 m closure in Fig. 7c), and then opens with 
pressure rise. Values of normal displacement in the bedding plane were overestimated by a 
factor of 15, and the shapes of calculated curves for normal displacement are far from the 
measured ones (Fig. 7c) because of the low stiffness allocated to bedding planes to best fit the 
hydromechanical measurements of fault F11.  
 
  
 
 
Fig. 7. Reference case of hydromechanical modelling. (a) Normal displacement versus water 
pressure at point 5 of fault F11. (b) Normal displacement and water pressure versus time at 
point 5 of fault F11. (c) Normal displacement versus water pressure at point 6 of bedding 
plane S2. (d) Normal displacement and water pressure versus time at point 6 of bedding plane 
S2. (e) N150 tilt versus time (left vertical axis corresponds to calculated N150 tilt—right 
vertical axis corresponds to measured N150 tilt). 
  
A significant deviation is observed in the calculated time response of the fault, which is a 
factor of 3 shorter than the measured time response (Fig. 7b). This can be explained by (1) an 
overestimation of the fault hydraulic aperture, or (2) a 3D effect linked to the sequence of 
hydraulic loading. In fact, in situ experiments displayed a 30% variation of hydraulic 
apertures not represented in the simple cubic law within the UDEC model. Hydraulic loading 
is performed by a closing of a water-gate about 12 m downstream from the chosen cross 
section (Fig. 2c). After the closure, a transient nonlinear gradient propagation from the water-
gate to the measuring point can induce a different time lag compared to the simulated vertical 
pressure rise from the base of the model. For the bedding plane (Fig. 7d), the time lag 
between calculated and measured responses is much smaller. The shape of the calculated 
response is very similar to the measured one for the fault. For the bedding plane, the 
calculated response displays two periods. In the early times, from 0 to 12 min, there occurs a 
negative displacement variation corresponding to a closure of the plane while there is no 
pressure in the discontinuity. This period corresponds to the pressure-displacement rise within 
the fault. Closure of the bedding plane can thus be explained by a normal stress increase in the 
discontinuity linked to the hydromechanical opening of the fault. After 12 min, there is an 
increase in displacement values that correlate with the pressure rise within the bedding plane. 
 
Calculated and measured tilt curves look very different. Both present two periods: an early 
time positive rise, during which the calculated deformation rate is a factor 1.5 higher that the 
measured one, and a second period of negative (calculated) or null (measurement) variation of 
measured tilt. Nevertheless, the simulation can help in explaining the tilt response. In the early 
times (0–10 mn in Fig. 7), there is a positive rise that corresponds to a rotation towards the 
right side of the modeled cross section (which is the interior of the slope, as can be seen on 
Fig. 6). This rotation is correlated with a calculated pressure rise to steady state that occurs 
only within the vertical faults. The opening of the vertical faults and the closing of bedding 
planes in the pressurized area cause the swelling of the base of the free surface of the rock 
mass (between 0 and 6 m elevation) and the sagging at the top of the free surface of the rock 
mass (above 6 m elevation). This sagging explains the rotation of the upper part of the slope. 
After 10 min of time, there is a negative tilt variation that corresponds to a rotation towards 
the free surface of the rock mass. This rotation is correlated with a pressure rise inside the 
bedding planes while it is at steady state inside the vertical faults. As a consequence, 
deformation is mainly characterized by the bedding plane openings. At the upper part of the 
slope, it creates a resorption of the early sagging effect, and the negative rise is not observed 
on the tilt row data. This is explained by the fact that the deformation of bedding planes was 
overestimated, for two main reasons: (1) the bedding plane stiffness chosen for the 
calculations is much too low; and (2) in the UDEC modeling, hydromechanical effects occur 
everywhere within the bedding planes. Experimental data clearly show that this is not a 
realistic solution, because some zones of the planes are not subject to any displacement (point 
3 in Fig. 4). This overestimation of coupled effects within the bedding planes certainly 
explains the magnitude of calculated tilt, which is 70 times higher than the measured one. 
Nevertheless, this simulation shows the strong influence of the reservoir volume change on 
surface tilt. Note that the shape of the tilt curve is directly linked to the dual-permeability 
behavior of the aquifer, which induces two successive loading effects in two different zones 
of the rock mass. 
 
5.3.3. Effect of stiffness of discontinuities 
 
The stiffness of bedding planes strongly affects the pressure/normal displacement relation 
both for fault F11 and for bedding plane S2 (tests 5, 6, and 7 in Figs. 8a and d). The results 
show that if the normal stiffness of the bedding plane is above 20 GPa/m, the opening of the 
fault is reduced by a factor of 2–3 during the pressure rise (Fig. 8a). A variation in initial fault 
stiffness from maximum to average values also reduces the opening of the fault by a factor of 
3, but it does not influence the bedding plane response (test 8, and 9 in Figs. 8a and d). A kn1 
of 500 GPa/m allocated to the bedding plane is necessary to capture the low normal 
displacement of this one (test 7 in Fig. 8d). This value can be considered as realistic for a 
natural bedding plane in fresh calcareous rocks compared to laboratory values [16].  
 
 
 
Fig. 8. Sensitivity analysis to discontinuity initial stiffness change. (a) Normal displacement 
versus water pressure at point 5 of fault F11. (b) Water pressure versus time at point 5 of 
fault F11. (c) Normal displacement versus time at point 5 of fault F11. (d) Normal 
displacement versus water pressure at point 6 of bedding plane S2. (e) Water pressure versus 
time at point 6 of bedding plane S2. (f) Normal displacement versus time at point 6 of bedding 
plane S2. (g) N150 tilt versus time (left vertical axis corresponds to calculated N150 tilt and 
right vertical axis corresponds to measured N150 tilt). 
 Stiffness has no effect on calculated time responses of water pressure for normal 
displacements that do not agree well with the experimental responses (Figs. 8b, c, e and f). 
The discrepancy is significant in the fault, for which all the curves look roughly similar to 
curves of the reference case. It is also about the same for bedding planes, where the time lag is 
approximated except for test 7, for which the calculated pressure increase is delayed 
compared with the measured one (Fig. 8e). This is explained by the very small opening of the 
bedding plane under pressure rise compared to the other tests (Fig. 8f). Thus, the hydraulic 
conductivity of the bedding plane remains much lower than in the other tests. 
 
Calculated surface deformations in each test did not agree well with the measured ones. 
Nevertheless, it clearly appears that the magnitude of N150 tilt is intimately dependent on 
stiffness of discontinuities. Particularly, a stiffness of 132 GPa/m (test 8 in Fig. 8g) of the 
fault allows an approximation of the measured tilt amplitude, even if the calculated magnitude 
remains 20 times higher than measured one. Test 7 results displays a tilt signal with no 
negative variation after 10 min that looks close to the shape of the experimental signal, even 
if, the calculated amplitude is also much too high. 
 
Results shown in Fig. 8 highlight further the significant sensitivity of hydromechanical 
couplings in the rock mass to stiffness changes in discontinuities. Notably, the stiffness of 
bedding planes strongly affects the normal displacement of faults and the surface tilt signal. 
Initial normal stiffness of fault inferred from in situ measurements appears to have the best 
agreement with the calibrated pressure/normal displacement relation within faults. 
Concerning the bedding planes, results of numerical study show that the back-calculated 
normal stiffness that best fits field measurements is 500 GPa/m, which is up a factor of 25 
from the value obtained by laboratory tests. This is likely caused by a scale effect linked to 
unrepresentative sampling of the bedding plane surface asperities between tested areas in core 
samples and actual areas of in situ bedding planes. 
 
5.3.4. Effect of hydraulic apertures of discontinuities 
 
Initial hydraulic aperture values for discontinuities have a minor effect on the magnitude and 
shape of pressures/normal displacements curves, both for faults and bedding planes and for 
the surface deformations (Figs. 9a, d and g). It clearly shows that a great contrast in initial 
hydraulic apertures between faults and bedding planes shifts the pressure-time and the normal 
displacement-time bedding planes curves by a factor of 1–2 along the time axis (Figs. 9e and 
f, test 4). Moreover, results from Test 4 show that the inflexion part separating the two 
slightly nonlinear slopes of fault pressure and normal displacement curves (Fig. 9b and c) is 
strongly influenced by the bedding plane closures during the pressure increase in faults. For 
the magnitude of bedding plane closure, the opening of fault in the inflexion part occurs with 
a different magnitude, according to the contrast in hydraulic apertures between 
discontinuities. The more significant the contrast in hydraulic aperture, the higher the 
magnitude of fault opening is (test 4 in Fig. 9c). Inversely, the lower the contrast in hydraulic 
apertures, the lower the magnitudes of fault opening (test 3 in Fig. 9c). This implies that the 
fault normal displacement is dependent on pressure increase and on displacement of the 
surrounding less permeable discontinuities.  
 
 
 
 
  
 
Fig. 9. Sensitivity analysis to discontinuity initial hydraulic aperture change. (a) Normal 
displacement versus water pressure at point 5 of fault F11. (b) Water pressure versus time at 
point 5 of fault F11. (c) Normal displacement versus time at point 5 of fault F11. (d) Normal 
displacement versus water pressure at point 6 of bedding plane S2. (e) Water pressure versus 
time at point 6 of bedding plane S2. (f) Normal displacement versus time at point 6 of bedding 
plane S2. (g) N150 tilt versus time (left vertical axis corresponds to calculated N150 tilt and 
right vertical axis corresponds to measured N150 tilt). 
 
A change in hydraulic aperture does not cause a significant change in surface tilt 
deformations. However, the magnitude is higher when the contrast in hydraulic apertures is 
higher (Fig. 9g, test 4). 
 
5.3.5. Effect of deformation modulus of rock matrix 
 
Young's moduli variations (between 50 and 90 GPa) have no significant influence on the 
magnitude and shape of pressures and normal displacements curves for discontinuities, or on 
surface deformations (Fig. 10).  
  
 
 
Fig. 10. Sensitivity analysis to Young's modulus change in rock matrix (a) Normal 
displacement versus water pressure at point 5 of fault F11. (b) Water pressure versus time at 
point 5 of fault F11. (c) Normal displacement versus time at point 5 of fault F11. (d) Normal 
displacement versus water pressure at point 6 of bedding plane S2. (e) Water pressure versus 
time at point 6 of bedding plane S2. (f) Normal displacement versus time at point 6 of bedding 
plane S2. (g) N150 tilt versus time (left vertical axis corresponds to calculated N150 tilt and 
right vertical axis corresponds to measured N150 tilt). 
 
 
6. Discussion 
 
6.1. Nonuniqueness of the solution and discrepancy between models and experiments 
 
The sensitivity study clearly shows that, at the scale of the rock mass, the calibration is 
difficult to perform simultaneously at the three measuring points, which causes certain 
nonuniqueness in the model solution. In fact, if we define the best-fit case as the calculated 
solution that gives simultaneously the closest numerical response to the experimental response 
measured at all 3 points, tests 1 and 7 can be chosen with the following model resolutions: 
 
• A 5–46% maximum discrepancy between calculated and measured pressure/normal 
displacement curves at point 5 on fault F11. Test 1 best fits the fault response, whereas test 7 
displays a 46% discrepancy. Nevertheless, such a discrepancy is far below the differences 
between experimental responses of faults, which range between 4.5×10-7 and 2.25×10-4 m 
(Fig. 4). The calculated curve is, for example, very close to the experimental curve at point 1 
(Fig. 4 and Fig. 5), which is submitted to a similar effective stress to that of point 5 (Table 1). 
 
• A 5–76% maximum discrepancy between calculated and measured pressure/normal 
displacement curves at point 6 on bedding plane S2. Test 7 best fits the bedding plane 
response, whereas test 1 displays a 76% discrepancy. 
 
• A 94% maximum discrepancy between calculated and measured tilt curves at point C. The 
calculated and experimental surface deformation rates look similar, but both tests displayed 
solutions with results diverging far from the experimental data. 
 
The modeling procedure shows that the hydromechanical behavior inferred from 
measurements can be approached with a poor-to-medium discrepancy for a high-normal-
stiffness contrast between bedding planes and faults. 
 
6.2. Limitation and back analysis of the adopted model parameterization 
 
At point 3 in Fig. 4, raw experimental data display no displacement variations, whereas there 
is a pressure rise within the discontinuity. The model is unable to predict no-displacement 
behaviors within zones of bedding planes. Two possible hypotheses could account for the 
insufficient effective stress variation at the monitoring point (1) an increase in total normal 
stress, or (2) an insufficient pressure-rise effect within the discontinuity. The first hypothesis 
is well formulated in the adopted model formulation. In fact, the coupled analysis performed 
displays a total stress increase that induces closure of the related bedding plane (Fig. 7d). This 
closing does not prevent the discontinuity from opening when there is a pressure rise, and 
signifies that insufficient effective stress variation could be better explained by the second 
hypothesis. The so-called insufficient effect of pressure rise has been experimentally observed 
at the laboratory scale and physically linked to the discontinuity morphology [47] and [53]. 
The effective stress applied to a very rough discontinuity can be described by Eq. (3), in 
which it clearly appears that a high-pressure rise will have only a slight effect on the 
mechanical displacement if there is minimal penetration of water between the two surfaces of 
the discontinuity. Because the Sc parameter is not taken into account in the adopted modeling, 
pressure rise is applied to the entire surface planes and the displacement generated throughout 
the discontinuity is much overestimated. 
 
The static modeling is not able to restore pressure and displacement oscillations within the 
discontinuities. Note that these behaviors are predominant within the low-permeability 
bedding planes. Similar behavior has been observed in situ in some slug test raw data [54] and 
in laboratory flow experiments through single discontinuities [30]. Such a behavior is usually 
explained by the rugosity effect of discontinuity surfaces, which results in a noncylindrical 
flow. Witherspoon et al. [31] developed a modified cubic law that integrates a friction factor 
―f‖ to account for the roughness of the fracture surface. This modification enables a good 
description of the nonlinear discontinuity's behavior, but it cannot simulate the oscillations. 
 Surface tilt deformation was not well represented by numerical results. Modeling captures the 
experimental curve shape, but strongly overestimates the tilt magnitude, causing to a poor 
model solution for representing the hydromechanical behavior of the bedding planes. The 
main result is that tilt variations come from the convolution of mechanical displacements 
spread over all the discontinuities of the network. More precisely, differential pressure 
loading, first within the high permeable discontinuities and then within the remaining low 
permeable ones, consisted of two successive periods on the tilt curves. This result accords 
well with studies at others scales that enabled imaging of deep discontinuities resulting from 
hydromechanical behavior's influence on the subsurface tilt [55]. 
 
6.3. Time response of the discontinuity network 
 
According to the measured results, a time lag occurs between the time when pressure 
increases and discontinuity opens, and, inversely, when pressure decreases and discontinuity 
closes. The same effect is observed for surface-tilt-deformation changes associated with fluid 
pressure changes. Field observations illustrated well this phenomenon, notably when pressure 
is stable after hydraulic loading over a 23-min period. The rock mass deformation continues 
in discontinuities, in the rock matrix, and on the surface whereas, fluid pressures are stable. 
This implies that the elastic deformation at a given point of the rock mass may be caused by a 
local pressure change occurring at an other point a distance away from this one. Such time–
dependent behavior has been observed for time intervals of some minutes to several hours, 
and reported in [3], [24], [29], [40], [55] and [56]. The delay between deformation and 
pressure change has been interpreted as a ―distant dilatancy effect‖, linked to the elastic 
behavior of the system in response to local pressure perturbation [24]. Alm [40] specified that 
if fractures and intact rock matrix were viscous and subjected to long-term pressurization, 
fracture stiffness and hydraulic apertures could be different, because of the time dependent 
deformation. 
 
 
7. Conclusion 
 
Simultaneous hydraulic and mechanical measurements showed highly variable interdependant 
hydromechanical responses within a well-connected discontinuities network. From a pressure-
versus-normal displacement curve analysis, stiffness of single discontinuities can be estimated 
using a nonlinear function between effective normal stress and normal displacement. It 
appears that calculated curves only fit the beginning of the experimental pressure–normal 
displacement curves when pressure rising within the discontinuity is small enough. When 
pressure rises, the other well-connected surrounding discontinuities are affected, and the 
hydromechanical response of the tested discontinuity is strongly constrained by boundary 
conditions. This means that the mechanical parameters of single discontinuities must be 
deduced from the beginning of in situ pressure–normal displacement curves. 
 
Modeling showed that the mechanical opening of major flow-conducting discontinuities is 
affected by the stiffness of surrounding less permeable discontinuities. Those discontinuities 
with a large initial hydraulic conductivity were more sensitive to small changes in effective 
normal stress than discontinuities with a small initial hydraulic conductivity. A two-parallel-
plates model with a hyperbolic stress–displacement relation was in good agreement with field 
behavior. The highly nonlinear and oscillatory behavior of pressure–displacement responses 
within low-permeable discontinuities show that in some zones of a discontinuity network, the 
same simple model with quasi-static solutions does not match the hydromechanical response 
of discontinuities. 
 
A more appropriate discrete representation of hydromechanical behavior of a well-connected 
fractured reservoir would necessary rely on the restoration of complex behavior (like 
channelling and water compressibility effects) for low permeable discontinuities that 
represent almost 96% of the reservoir network.  
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