Abstract. We study the interpolation property of Sobolev spaces of order 1 denoted by W 1 p,V , arising from Schrödinger operators with positive potential. We show that for 1 ≤ p 1 < p < p 2 < q 0 with p > s 0 , W 1 p,V is a real interpolation space between W 1 p1,V and W 1 p2,V on some classes of manifolds and Lie groups. The constants s 0 , q 0 depend on our hypotheses.
Introduction
In [2] , the Schrödinger operator −∆ + V on R n with V ∈ A ∞ , the Muckenhoupt class (see [14] ), is studied and the question whether the spaces defined by the norm f p + |∇f | p + V We have the following interpolation theorem for the non-homogeneous Sobolev spaces W 1 p,V : Theorem 1.3. Let M be a complete Riemannian manifold satisfying a local doubling property (D loc ). Let V ∈ RH qloc for some 1 < q ≤ ∞. Assume that M admits a local Poincaré inequality (P sloc ) for some 1 ≤ s < q. Then for 1 ≤ r ≤ s < p < q, W In fact, this expression is a norm since V ∈ A ∞ yields V > 0 µ − a.e.. For the homogeneous Sobolev spacesẆ 1 p,V , we have Theorem 1.6. Let M be a complete Riemannian manifold satisfying (D). Let V ∈ RH q for some 1 < q ≤ ∞ and assume that M admits a Poincaré inequality (P s ) for some 1 ≤ s < q. Then, for 1 ≤ r ≤ s < p < q,Ẇ It is known that if V ∈ RH q then V + 1 ∈ RH q with comparable constants. Hence part of Theorem 1.3 can be seen as a corollary of Theorem 1.6. But the fact that V + 1 is bounded away from 0 also allows local assumptions in Theorem 1.3, which is why we distinguish in this way the non-homogeneous and the homogeneous case.
The proof of Theorem 1.3 and Theorem 1.6 is done by estimating the K-functional of interpolation. We were not able to obtain a characterization of the K-functional. However, this suffices for our needs. When q = ∞ (for example if V is a positive polynomial on R n ) and r = s, then there is a characterization. The key tools to estimate the K-functional will be a Calderón-Zygmund decomposition for Sobolev functions and the Fefferman-Phong inequality (see section 3).
We end this introduction with a plan of the paper. In section 2, we review the notions of doubling property, Poincaré inequality, Reverse Hölder classes as well as the real K interpolation method. At the end of this section, we summarize some properties for the Sobolev spaces defined above under some additional hypotheses on M and V . Section 3 is devoted to give the main tools: the Fefferman-Phong inequality and a Calderón-Zygmund decomposition adapted to our Sobolev spaces. In section 4, we estimate the K-functional of real interpolation for non-homogeneous Sobolev spaces in two steps: first of all for the global case and secondly for the local case. We interpolate and get Theorem 1.3 in section 5. Section 6 concerns the proof of Theorem 1.6. Finally, in section 7, we apply our interpolation result to the case of Lie groups with an appropriate definition of W Acknowledgements. I thank my Ph.D advisor P. Auscher for the useful discussions on the topic of this paper.
Preliminaries
Throughout this paper we write 1 1 E for the characteristic function of a set E and E c for the complement of E. For a ball B in a metric space, λB denotes the ball co-centered with B and with radius λ times that of B. Finally, C will be a constant that may change from an inequality to another and we will use u ∼ v to say that there exist two constants C 1 , C 2 > 0 such that C 1 u ≤ v ≤ C 2 u. Let M denotes a complete non-compact Riemannian manifold. We write µ for the Riemannian measure on M, ∇ for the Riemannian gradient, | · | for the length on the tangent space (forgetting the subscript x for simplicity) and · p for the norm on L p (M, µ), 1 ≤ p ≤ +∞. 
Furthermore, M satisfies a global doubling property or simply doubling property (D)
if one can take r 0 = ∞. We also say that µ is a locally (resp. globally) doubling Borel measure. where
Poincaré inequality.
Definition 2.3 (Poincaré inequality on M). Let M be a complete Riemannian manifold, 1 ≤ s < ∞. We say that M admits a local Poincaré inequality (P sloc ) if there exist constants r 1 > 0, C = C(r 1 ) > 0 such that, for every function f ∈ C ∞ 0 , and every ball B of M of radius 0 < r < r 1 , we have
M admits a global Poincaré inequality (P s ) if we can take r 1 = ∞ in this definition.
Let us recall some known facts about Poincaré inequality with varying q. It is known that (P qloc ) implies (P ploc ) when p ≥ q (see [17] ). Thus, if the set of q such that (P qloc ) holds is not empty, then it is an interval unbounded on the right. A recent result from Keith-Zhong [20] asserts that this interval is open in [1, +∞[ in the following sense:
Theorem 2.5. Let (X, d, µ) be a complete metric-measure space with µ locally doubling and admitting a local Poincaré inequality (P qloc ), for some 1 < q < ∞. Then there exists ǫ > 0 such that (X, d, µ) admits (P ploc ) for every p > q − ǫ (see [20] and section 4 in [6] 
The endpoint q = ∞ is given by the condition: w ∈ RH ∞ whenever, for any ball B,
We say that w ∈ RH qloc for some 1 < q < ∞ (resp. q = ∞) if there exists r 2 > 0 such that (2.1) (resp. (2.2)) holds for all balls B of radius 0 < r < r 2 . The smallest C is called the RH q (resp. RH qloc ) constant of w.
Proposition 2.7.
Proof. These properties are standard, see for instance [14] .
Proposition 2.8. (see section 11 in [2] , [19] ) Let V be a non-negative measurable function. Then the following properties are equivalent: 2.4. The K method of real interpolation. The reader is referred to [7] , [8] for details on the development of this theory. Here we only recall the essentials to be used in the sequel. Let A 0 , A 1 be two normed vector spaces embedded in a topological Hausdorff vector space V , and define for a ∈ A 0 + A 1 and t > 0,
For 0 < θ < 1, 1 ≤ q ≤ ∞, we denote by (A 0 , A 1 ) θ,q the interpolation space between A 0 and A 1 :
It is an exact interpolation space of exponent θ between A 0 and A 1 , see [8] Chapter II.
Definition 2.10. Let f be a measurable function on a measure space (X, µ). We denote by f * its decreasing rearrangement function: for every t > 0,
We denote by f * * the maximal decreasing rearrangement of f : for every t > 0,
It is known that (Mf ) * ∼ f * * and µ({x : |f (x)| > f * (t)}) ≤ t for all t > 0. We refer to [7] , [8] , [9] for other properties of f * and f * * . To end with this subsection let us quote the following theorem ( [18] ): Theorem 2.11. Let (X, µ) be a measure space where µ is a non-atomic positive measure. Take 0 < p 0 < p 1 < ∞. Then
, 
Proof. Let (f n ) n be a Cauchy sequence in W 
e. The unicity of the limit gives us g = V f . Proposition 2.13. Assume that M satisfies (D) and admits a Poincaré inequality (P s ) for some 1 ≤ s < ∞ and that V ∈ A ∞ . Then, for s ≤ p ≤ ∞,Ẇ 1 p,V equipped with the norm
Proof. Let (f n ) n be a Cauchy sequence inẆ 1 p,V . There exist a sequence of functions (g n ) n and a sequence of scalar (c n ) n with g n = f n − c n converging to a function g in L p,loc and ∇g n converging to ∇g in L p (see [15] ). Moreover, since (V f n ) n is a Cauchy sequence in L p , it converges to a function h µ − a.e.. Lemma 3.1 in section 3 below yields
also Cauchy in L s,loc , the sequence of constants (c n ) n is Cauchy in L s,loc and therefore converges to a constant c. Take
e.. The unicity of the limit gives us h = V f . Hence, we conclude that f ∈Ẇ In the following proposition we characterize the W 1 p,V . We have Proposition 2.14. Let M be a complete Riemannian manifold and let V ∈ RH qloc for some 1 ≤ q < ∞. Consider, for 1 ≤ p < q,
equip it with the same norm as
Therefore, under the hypotheses of Proposition 2.14,
Principal tools
We shall use the following form of Fefferman-Phong inequality. The proof is completely analogous to the one in R n ( see [22] , [2] ):
. (Fefferman-Phong inequality). Let M be a complete Riemannian manifold satisfying (D).
Let w ∈ A ∞ and 1 ≤ p < ∞. We assume that M admits also a Poincaré inequality (P p ). Then there is a constant C > 0 depending only on the A ∞ constant of w, p and the constants in (D), (P p ), such that for all ball B of radius
Proof. Since M admits a (P p ) Poincaré inequality, we have
This and
lead easily to
Now we use that w ∈ A ∞ : there exists ε > 0, independent of B,
We take ǫ > 0 such that Cǫ
. We obtain then
This proves the desired inequality and finishes the proof.
We proceed to establish two versions of a Calderón-Zygmund decomposition: 
where N, C depend only on the constants in (D), (P s ), p and the
2) is satisfied thanks to the Lebesgue differentiation theorem. Otherwise the maximal theorem -Theorem 2.2-and p ≥ s give us that
In particular Ω = M as µ(M) = ∞. Let F be the complement of Ω. Since Ω is an open set distinct of M, let (B i ) be a Whitney decomposition of Ω ( [11] ). That is, the balls B i are pairwise disjoint and there exist two constants C 2 > C 1 > 1, depending only on the metric, such that 1. Ω = ∪ i B i with B i = C 1 B i and the balls B i have the bounded overlap property; 2.
By the bounded overlap property of the balls B i , we have that ♯I x ≤ N. Fixing j ∈ I x and using the properties of the B i 's, we easily see that 1 3 r i ≤ r j ≤ 3r i for all i ∈ I x . In particular, B i ⊂ 7B j for all i ∈ I x . Condition (3.5) is nothing but the bounded overlap property of the B i 's and (3.4) follows from (3.5) and (3.6). Note that V ∈ RH q implies V q ∈ A ∞ because there exists ǫ > 0 such that V ∈ RH q+ǫ and hence V q ∈ RH 1+ ǫ q
. Proposition 2.8 shows then that V s ∈ RH q s . Applying Lemma 3.1 we get (3.7)
We declare
Let us now define the functions b i . Let (χ i ) i be a partition of unity of Ω subordinated to the covering (B i ), such that for all i, χ i is a Lipschitz function sup-
, where ψ is a smooth function, ψ = 1 on [0, 1],
, +∞[ and 0 ≤ ψ ≤ 1. Set
Let us estimate B i T s b i dµ. We distinguish two cases:
where we used that B i ∩ F = ∅ and the property (D). The Poincaré inequality (P s ) gives us
as y can be chosen in F ∩ B i . Finally,
We used that B i ∩ F = ∅, Jensen's inequality and (3.7), noting that B i is of type 2. 2. If B i is of type 1, then
where we used that B i ∩ F = ∅ and that B i is of type 1. Set now g = f − i b i , where the sum is over balls of both types and is locally finite by (3.5) . The function g is defined almost everywhere on M, g = f on F and g = 2 f B i χ i on Ω where j means that we are summing over balls of type j. Observe that g is a locally integrable function on M. Indeed, let ϕ ∈ L ∞ with compact support. Since d(x, F ) ≥ r i for x ∈ supp b i , we obtain
We used the Hölder inequality, (P s ) and that B i ∩ F = ∅, s ′ being the conjugate of s.
However, for the homogeneous case -section 5-we need this observation to conclude that g ∈ L 1,loc .) It remains to prove (3.2). Note that i χ i (x) = 1 and
for all x ∈ Ω. A computation of the sum i ∇b i leads us to
By definition of F and the differentiation theorem, |∇g| is bounded by α almost everywhere on F . It remains to control h 2 ∞ where h 2 = 2 f B i ∇χ i . Set h 1 = 1 f B i ∇χ i . By already seen arguments for type 1 balls, |f B i | ≤ Cαr i . Hence, |h 1 | ≤ C 1 1 1 B i α ≤ CNα and it suffices to show that h = h 1 + h 2 is bounded by Cα. To see this, fix x ∈ Ω. Let B j be a Whitney ball containing x. We may write
Since B i ⊂ 7B j for all i ∈ I x , the Poincaré inequality (P s ) and the definition of B j yield
Thus h ∞ ≤ Cα.
Let us now estimate Ω T q g dµ. We have
We used the estimate
Finally, since by Proposition 2.8 V s ∈ RH q s , we get
By construction of the type 2 balls and by (3.7) we have V
To finish the proof, we have to verify that g ∈ W 1 q,V . For that we just have to control F T q g dµ. As g = f on F , this readily follows from Proof. The only difference between the proof of this proposition and that of Proposition 3.2 is the estimation (3.9). Indeed, as we have seen in the proof of Proposition 3.2, we have |∇g| ≤ Cα almost everywhere. By definition of F and the differentiation theorem, (|g| + |V g|) is bounded by α almost everywhere on F . We have also seen that for all i, |f
It remains to estimate |V g|(x). We have
where we used the definition of RH ∞ , and Jensen's inequality as s ≥ 1. We used also (3.7) and the bounded overlap property of the B i 's.
Estimation of the K-functional in the non-homogeneous case
Denote for 1 ≤ r < ∞, T r f = |f | r + |∇f | r + |V f | r , T r * f = |f | r * + |∇f | r * + |V f | r * , T r * * f = |f | r * * + |∇f | r * * + |V f | r * * . We have tT r * * f (t) = t 0 T r * f (u)du for all t > 0. 
In the particular case when r = s, we obtain the upper bound of K for every f ∈ W 1 r,V + W 1 ∞,V and get therefore a true characterization of K. Proof. We refer to [6] for an analogous proof. 
Proof. In a first step we prove this theorem in the global case. This will help to understand the proof of the more general local case.
4.1. The global case. Let M be a complete Riemannian manifold satisfying (D). Let V ∈ RH q for some 1 < q < ∞ and assume that M admits a Poincaré inequality (P s ) for some 1 ≤ s < q. The principal tool to prove Theorem 4.2 in this case will be the Calderón-Zygmund decomposition of Proposition 3.2.
We prove the left inequality by applying Theorem 2.11 with p 0 = r and p 1 = q which gives for all f ∈ L r + L q :
Moreover, we have
is bounded for every 1 ≤ l ≤ ∞. Hence we conclude with
We now prove item 2. Let f ∈ W 1 p,V , s ≤ p < q and t > 0. We consider the Calderón-Zygmund decomposition of f given by Proposition 3.2 with α = α(t) = (MT s f ) * 
This follows from the fact that Moreover, since (Mf ) * ∼ f * * and (f + g) * * ≤ f * * + g * * , we obtain
Notice that for every t > 0, µ(Ω t ) ≤ t qr q−r . It comes that
Let us estimate Ft T q f dµ. Consider E t a measurable set such that Combining (4.1) and (4.2) we deduce that
which finishes the proof in that case.
4.2.
The local case. Let M be a complete non-compact Riemannian manifold satisfying a local doubling property (D loc ). Consider V ∈ RH qloc for some 1 < q < ∞ and assume that M admits a local Poincaré inequality (P sloc ) for some 1 ≤ s < q.
Denote by M E the Hardy-Littlewood maximal operator relative to a measurable subset E of M, that is, for x ∈ E and every f locally integrable function on M:
where B ranges over all open balls of M containing x and centered in E. We say that a measurable subset E of M has the relative doubling property if there exists a constant C E such that for all x ∈ E and r > 0 we have
This is equivalent to saying that the metric measure space (E, d/E, µ/E) has the doubling property. On such a set M E is of weak type (1, 1) and bounded on L p (E, µ), 1 < p ≤ ∞.
We now prove Theorem 4.2 in the local case. To fix ideas, we assume r 0 = 5, r 1 = 8, r 2 = 2. The lower bound of K in item 1. is trivial (same proof as for the global case). It remains to prove the upper bound. For all t > 0, take
We thus obtain item 2. in this case.
and for all x ∈ M, x does not belong to more than N 1 balls B j := B(x j , 1). Consider a C ∞ partition of unity (ϕ j ) j∈J subordinated to the balls
The balls B j satisfy the relative doubling property with the constant independent of the balls B j . This follows from the next lemma quoted from [3] p.947. 
and
Let us return to the proof of the theorem. For any x ∈ B j we have
where we used (4.4) of Lemma 4.3. Consider now
where C is the constant in (4.5). The set Ω j is an open subset of B j then of M and Ω j ⊂ Ω for all j ∈ J. For the f j 's, and for all t > 0, we have a Calderón-Zygmund decomposition similar to the one done in Proposition 3.2: there exist b jk , g j supported in B j , and balls (B jk ) k of M, contained in Ω j , such that (4.6)
with C and N depending only on q, p and the constant C(r 0 ), C(r 1 ), C(r 2 ) in (D loc ) and (P sloc ) and the RH qloc condition of V , which is independent of B j . The proof of this decomposition is the same as that of Proposition 3.2, taking for all j ∈ J a Whitney decomposition (B jk ) k of Ω j = M and using the doubling property for balls whose radii do not exceed 3 < r 0 and the Poincaré inequality for balls whose radii do not exceed 7 < r 1 and the RH qloc property of V for balls whose radii do not exceed 1 < r 2 . By the above decomposition we can write f = 
We used the bounded overlap property of the (Ω j ) j∈J 's and that of the (B jk ) k 's for all j ∈ J. It follows that b r ≤ Cα(t)µ(Ω) 1 r . Similarly we get |∇b| r ≤ Cα(t)µ(Ω)
Analogously
q,V -same argument as in the proof of the global case-, it follows that
Thus, we get the desired estimation for f ∈ W 1 p,V .
Interpolation of non-homogeneous Sobolev spaces
Proof of Theorem 1.3. The proof of the case when V ∈ RH ∞loc is the same as the one in section 4 in [6] . Consider now V ∈ RH qloc for some 1 < q < ∞. For 1 ≤ r ≤ s < p < q, we define the interpolation space
where we used that for l > 1,
On the other hand, let f ∈ W 
Using the same computation as above, we conclude that
It remains to estimate II. We have
We used the monotonicity of (MT s f ) * together with p q < 1, the following Hardy inequality
> 0, the fact that g * l ∼ g l for all l ≥ 1 and Theorem 2.2. Therefore,
Proof. Since p 2 < q 0 , item 1. of Proposition 2.7 gives us that V ∈ RH p 2 loc . Therefore, Theorem 1.3 yields the corollary. (We could prove this corollary also using the reiteration theorem.)
Interpolation of homogeneous Sobolev spaces
Denote for 1 ≤ r < ∞,Ṫ r f = |∇f | r + |V f | r ,Ṫ r * f = |∇f | r * + |V f | r * andṪ r * * f = |∇f | r * * + |V f | r * * . For the estimation of the functional K for homogeneous Sobolev spaces we have the corresponding results: 
Under the hypotheses of Theorem 1.6 with V ∈ RH ∞ :
2. for s ≤ p < ∞, there exists C 2 such that for every f ∈Ẇ 1 p,V and every t > 0
Before we prove Theorems 6.1, 6.2 and 1.6, we give two versions of a Calderón-Zygmund decomposition. 
with C and N depending only on q, p and the constant in (D), (P s ) and the RH ∞ condition.
The proof of these two decompositions goes as in the case of non-homogeneous Sobolev spaces, but taking Ω = x ∈ M : MṪ s f (x) > α s as f p is not under control. We note that in the non-homogeneous case, we used that f ∈ L p only to control b ∈ L r and g ∈ L ∞ when V ∈ RH ∞ and Ω |g| q dµ when V ∈ RH q and q < ∞.
Proof of Theorem 6.1 and 6.2. We refer to [6] for the proof of Theorem 6.2. The proof of item 1. of Theorem 6.1 is the same as in the non-homogeneous case. Let us turn to inequality 2. Consider f ∈Ẇ 
Proof of Theorem 1.6. We refer to [6] when q = ∞. When q < ∞, the proof follows directly from Theorem 6.1. Indeed, item 1. of Theorem 6.1 gives us that
,p , while item 2. gives us as in section 5 for non-homogeneous Sobolev spaces, thatẆ
Interpolation of Sobolev spaces on Lie Groups
Consider G a connected Lie group. Assume that G is unimodular and let dµ be a fixed Haar measure on G. Let X 1 , ..., X k be a family of left invariant vector fields such that the X i 's satisfy a Hörmander condition. In this case the Carnot-Carathéodory metric ρ is a true metric is a distance, and G equipped with the distance ρ is complete and defines the same topology as the topology of G as manifold (see [12] page 1148). It is known that G has an exponential growth or polynomial growth. In the first case, G satisfies the local doubling property (D loc ) and admits a local Poincaré inequality (P 1loc ). In the second case, it admits the global doubling property (D) and a global Poincaré inequality (P 1 ) (see [12] , [16] , [21] , [24] for more details). Examples: For examples of spaces on which our interpolation result applies see section 11 of [6] . Examples of RH q weights in R n for q < ∞ are the power weights |x| −α with −∞ < α < 
