Frozen Jacobian iterative methods are of practical interest to solve the system of nonlinear equations. A frozen Jacobian multi-step iterative method is presented. We divide the multi-step iterative method into two parts namely base method and multi-step part. The convergence order of the constructed frozen Jacobian iterative method is three, and we design the base method in a way that we can maximize the convergence order in the multi-step part. In the multi-step part, we utilize a single evaluation of the function, solve four systems of lower and upper triangular systems and a second frozen Jacobian. The attained convergence order per multi-step is four. Hence, the general formula for the convergence order is 3 + 4(m − 2) for m ≥ 2 and m is the number of multi-steps. In a single instance of the iterative method, we employ only single inversion of the Jacobian in the form of LU factors that makes the method computationally cheaper because the LU factors are used to solve four system of lower and upper triangular systems repeatedly. The claimed convergence order is verified by computing the computational order of convergence for a system of nonlinear equations. The efficiency and validity of the proposed iterative method are narrated by solving many nonlinear initial and boundary value problems. c 2016 All rights reserved.
Introduction
It is not always possible to get the closed form solution of a nonlinear problem, and iterative methods provide an alternative option to solve them. Most of the problems in science and engineering are modeled in the form of initial value problems (IVPs) and boundary value problems (BVPs). When it is hard to solve nonlinear IVPs and BVPs we utilize iterative methods. Usually, nonlinear IVPs and BVPs are discretized, and we get the associated system of nonlinear equations. Solving the system of nonlinear equations means that we solve indirectly nonlinear IVPs and BVPs. The classical iterative method for solving system of nonlinear equation is the Newton method [11] . We denote a system of nonlinear equations by There are also some other classical iterative methods that have convergence order three. For instance, the Halley [7, 10] and Chebyshev [17] y n = initial guess, F (y n ) φ φ φ = F(y n ), F (y n ) L(y n ) = F (y n )φ φ φ, y n+1 = y n − I + 1 2 L(y n ) φ φ φ.
The Halley and Chebyshev iterative methods are computationally expensive. When we ask the question about the optimality of convergence order of an iterative method for a given number of function evaluations, this question has the answer in the case of single nonlinear equations, but in the case of the system of nonlinear equations, we do not have any answer. According to Kunge-Traub [11] conjecture, an iterative method, without memory for solving a single nonlinear equation, could achieve maximum convergence order 2 s−1 , and s is the total number of function evaluations. The iterative methods for solving nonlinear equations [5, 9, 13, 16, 19] have attained the proper attention of a large community of researchers. Sometimes it is possible to generalize an iterative method for solving nonlinear equations with an iterative method for solving system of nonlinear equations. For instance, in the case of Newton method, we have this nice generalization but there is a significant number of iterative solvers for solving nonlinear equations do not have such kind of generalization and reason is that we can not adopt the arithmetic designed for the scalar numbers to vectors. It means when we develop the iterative method for solving system of nonlinear equations we have constraints on vector arithmetic operations. Many researchers have made good effort to construct iterative methods [1-3, 6, 12, 14, 17, 18] to solve system of nonlinear equations. Some authors have designed frozen Jacobian multi-step iterative methods for solving system of nonlinear equations. The details of some iterative methods are enclosed in this article. Montazeri et al. [12] proposed an iterative method HJ for solving systems of nonlinear equations and this method has convergence order 2m for m ≥ 2, here m is the step number. In fact, this method is a frozen Jacobian multi-step iterative method, and its base method has convergence order four. The per multi-step increment in the convergence order is two. The HJ method is an efficient iterative method because it requires only one inversion of Jacobian (regarding LU factors) and the information of frozen Jacobian is repeatedly utilized to solve lower and upper triangular systems. A new method FTUC [2] has better convergence order comparing with that of HJ. The convergence order of the base method of FTUC is five and multi-step increment in the convergence order is three. The efficiency of FTUC method is better than HJ method. There is the other method MSF [17] that has 3m convergence order but this method is designed only for solving the system of weakly nonlinear equations. The applicability of MSF is limited in the case of the general system of nonlinear equations because it requires the computation of second order Fréchet derivative.
Number of steps = m ≥ 2, Convergence order = 2m, Function evaluations = m − 1, Jacobian evaluations = 2, LU-factorization = 1, Matrix-vector multiplications = m, Vector-vector multiplications = 2m, Number of solutions of lower and upper triangular systems of equations = 2m − 1, 
Number of steps = m, Convergence-order = 3m, Function evaluations = m, Jacobian evaluations = 2, Second-order Fréchet derivative = 1, LU-factorization = 1, Matrix-vector multiplications = 2m − 2, Vector-vector multiplications = m + 2, Number of solutions of lower and upper triangular systems of equations = 3m − 1,
We design a new iterative method that has better convergence order, and it is a frozen Jacobian multi-step iterative method. The efficiency of the proposed iterative method is hidden in the multi-step part because the multi-step part requires a single evaluation of the system of nonlinear equations and solution of four lower and upper triangular systems.
New multi-step iterative method
The new multi-step iterative method (MFAA) can be described as
Number of steps = m ≥ 2, Convergence order = 4m − 5, Function evaluations = m, Jacobian evaluations = 2, LU-factorization = 1, Matrix-vector , multiplications = 3(m − 2), Vector-vector, multiplications = 4(m − 2), Number of solutions of lower , and upper triangular , systems of equations = 4m − 6,
The convergence order of MFAA is 4m − 5 and m is the step number. The proposed iterative method requires two Jacobian evaluations and 4m − 6 solutions of lower and upper triangular systems. The per multi-step increment in the convergence order is four, and it makes the method highly convergent. The computational cost of different binary operations is given in Table 1 . Table 1 : Computational cost of different operations (the computational cost of a division is l times to multiplication).
LU-factorization Multiplications
Solution of lower and upper triangular systems Multiplications
To make comparison between different iterative methods, the efficiency index is defined as
where C is the computational cost. The computational cost of different iterative methods is shown in Table 2 when the number of multi-step are equal. Table 3 displays the computational cost differences of the different iterative method with the computational cost of MFAA iterative method when the convergence orders of all methods are same. The conditions are shown in Table 4 when the cost of our proposed iterative method MFAA is less than the computational cost of other iterative methods. Table 2 : Computational cost of different iterative methods when the number of steps m are equal, the average computational cost of fi f ij , f i is α(β, γ) and α(β, γ) is the ratio between the average computational cost of fi f ij , f i and the computational cost of a multiplication. Computational cost Bounds on m
Convergence analysis
The proof of convergence order of the iterative method MFAA is established in this section via the mathematical induction. First, we will prove the convergence order of the iterative method MFAA for m = 3 and then for m > 3. In our convergence analysis, Taylor's series helps us in the expansion of the system of nonlinear equation around the simple root and hence, we deal with higher order Fréchet derivatives. The constraint of Fréchet differentiability on the system of nonlinear equations is essential because it is the Fréchet differentiability that is the responsible for linearization of the system of nonlinear equation. On the contrary, in Gâteaux differentiability does not have this nice property of linearization which is the soul of Newton-like methods. A function F(·) is said to be Fréchet differentiable at a point y if there exists a linear operator A ∈ L(R n , R q ) such that
The linear operator A is called the first order Fréchet derivative and we denote it by F (y). The higher order Fréchet derivatives can be computed recursively as follows:
where v is a vector independent from y.
Theorem 3.1. Let F : Γ ⊆ R n → R n be a sufficiently Fréchet differentiable function on an open convex neighborhood Γ of y * ∈ R n with F(y * ) = 0 and det(F (y * )) = 0, where F (y) denotes the Fréchet derivative of F(y). Let A 1 = F (y * ) and
where F (j) (y) denotes j-order Fréchet derivative of F(y). Then, for m = 3, with an initial guess in the neighborhood of y * , the sequence {y m } generated by MFAA converges to y * with local order of convergence at least seven and error
Proof. We define the error at the nth step e n = y n − y * . To complete the convergence proof, we performed the detailed computations by using Maple and details are provided below in sequence. Proof. All the computations are made under the assumption of Theorem 3.1. We know from Theorem 3.1 that the convergence order of MFAA method is seven for m = 3. By performing the computations in a similar manner we get the following error equation for m = 4 e 4 = 30A . Now we assume that the convergence order of MFAA is 4s − 5 for s ≥ 4, and we will prove that the convergence order of MFAA is 4s − 1 for (s + 1)-th step. If the convergence order of MFAA is 4s − 5 then
where d 1 is the asymptotic constant and symbol ∼ means the approximation. By using (3.1), we perform the following steps to complete the proof. 
Numerical testing
In this section, we will verify the claimed convergence order and solve some famous nonlinear initial and boundary value problems. We adopt the following definition of computational convergence order (COC)
Verification of computational convergence order
Consider the following system of nonlinear equations
(4.1) Table 5 shows that the computational convergence orders are according to theoretical convergence order of the iterative method MFAA. Next we consider the Lane Emden boundary value problem
In Table 6 , we fix the number of steps and solve the Lane-Emden problem. We find that computational order of convergence of the iterative method MFAA agrees with theoretical convergence order. In Figure  1 , we plotted the numerical solution of the Lane-Emden equation for different indices ranging from two to five. It is noticeable that it is not always possible to confirm the convergence order by solving boundary and initial value problems. 
3-D nonlinear Poisson problem
We study the following nonlinear Poisson Dirichlet boundary value problem
where p(x, y, z) is the source term and f (u) = u s is a nonlinear function. Using Chebyshev pseudo-spectral collocation method [4, 8, 15] , we performed the following discretization of (4.3) 4) where I denotes the identity matrix, and ⊗ is a Kronecker product and T ·· is the discretization of second order derivative. In Tables 7 and 8 , we show the error in the numerical solution of the problem (4.3) for different nonlinear terms against the various grid sizes. We achieved almost 15-digit accuracy in the computed solution. It is important to note that we perform only one iteration and multi-steps. It means we compute only once the LU factors of the Jacobian at the initial guess and use these LU factors repeatedly in the multi-step part to solve the system of linear equations to achieve the high order of convergence. 
2-D nonlinear wave equation
The 2-D nonlinear wave equation can be written as
where nonlinear function f (u) = u s and c, s are constants. By assuming the solution u = exp(−t) sin(x + y), we compute source term p(x, y). The 2-D nonlinear wave equation is solved by imposing Dirichlet boundary conditions. By the application of Chebyshev pseudo-spectral collocation method, we discretize (4.5) and get the following system of nonlinear equations
The 2-D nonlinear wave equation is solved over three different size grids. Table 9 depicts that we achieved 11-digit accuracy by performing a single iteration of our proposed iterative method MFAA. In all tables, we stop to perform further step when we see that there is not the reduction in the norm of the error of the numerical solution. 
Stiff nonlinear boundary value problem
The iterative method FTUC has comparable efficiency with the iterative method MFAA. For the purpose of comparison, we solve a stiff nonlinear boundary value problem which is written as
where f 1 (z) = exp(z), f 2 (z) = exp(2z), λ = 1e − 3, z(0) = 1, and z(1) = 0. For the discretization of this problem we use finite difference method. The discrete form of (4.7) is
where stands for the point-wise multiplication and diag for the diagonal matrix. To make the nonlinear function expensive, we adopt the following Matlab code big =1 e7 ; f1 = @ ( z ) exp ( z )+0* sum ( rand (1 , big )); f2 = @ ( z ) exp (2* z )+0* sum ( rand (1 , big )); df1 = @ ( z ) exp ( z )+0* sum ( rand (1 , big )); df2 = @ ( z ) 2* exp (2* z )+0* sum ( rand (1 , big ));
We want to show that if the evaluation of the nonlinear function is expensive, then a method that has fast convergence will take less simulation compare to slow convergence method. The convergence order of the iterative method MFAA is higher than that of FTUC. We choose 500 as the size of the associated system of nonlinear equations in the stiff nonlinear boundary value problem. Both methods use a single iteration to achieve 13-digit accuracy in the infinity norm of F(·). Table 10 shows the computational cost of different operations and sequences of error on steps for both methods. Few successive approximations of the solution for the considered stiff nonlinear boundary value problem are plotted in Figure 2 . The simulation time of the iterative method MFAA is less because it has the higher order of convergence relatively and the evaluation of the nonlinear function is expensive. We made the nonlinear function computationally costly to show the effectiveness of our proposed iterative method. 
Conclusions
We solved four nonlinear problems to show the efficiency and validity of our proposed iterative method. The numerical results show that the proposed iterative method is an efficient iterative method for solving system of nonlinear equations. The soul of the proposed iterative method is hidden in the idea of frozen Jacobian. To make the frozen Jacobian computationally efficient, we add multi-steps in a way that we use LU factor information from the base method and perform a single evaluation of the function per multi-step to achieve a high order of convergence. The per step increment of our proposed iterative method is four and what we pay is the solution of four lower and upper triangular system of equation with a single evaluation of the system of nonlinear equations. In general, it is hard to verify the convergence order for all boundary value problem that is why we did not show COC for the problems (4.3) and (4.5).
