We present a new methodology, which combines molecular dynamics and stochastic dynamics, for modeling the permeation of ions across biological ion channels. Using molecular dynamics, a free energy profile is determined for the ion(s) in the channel, and the distribution of random and frictional forces is measured over discrete segments of the ion channel. The parameters thus determined are used in stochastic dynamics simulations based on the non-linear generalized Langevin equation. We first provide the theoretical basis of this procedure, which we refer to as "distributional molecular dynamics", and detail the methods for estimating the parameters from molecular dynamics to be used in stochastic dynamics. We test the technique by applying it to study the dynamics of ion permeation across the gramicidin pore. Given the known difficulty in modelling the conduction of
We present a new methodology, which combines molecular dynamics and stochastic dynamics, for modeling the permeation of ions across biological ion channels. Using molecular dynamics, a free energy profile is determined for the ion(s) in the channel, and the distribution of random and frictional forces is measured over discrete segments of the ion channel. The parameters thus determined are used in stochastic dynamics simulations based on the non-linear generalized Langevin equation. We first provide the theoretical basis of this procedure, which we refer to as "distributional molecular dynamics", and detail the methods for estimating the parameters from molecular dynamics to be used in stochastic dynamics. We test the technique by applying it to study the dynamics of ion permeation across the gramicidin pore. Given the known difficulty in modelling the conduction of [2] ions in gramicidin using classical molecular dynamics, there is a degree of uncertainty regarding the validity of the MD-derived pmf for gramicidin. Using our techniques, and systematically changing the pmf, we are able to reverse-engineer a modified pmf which gives a current-voltage curve closely matching experimental results.
I. INTRODUCTION
We develop a novel method for using molecular dynamics (MD) to formulate [6A] stochastic dynamics simulations that mimic MD trajectories for the variables of interest. In this way, we can simulate the dynamics several hundred times faster than would be possible using MD alone. Our approach differs from that normally used in Brownian dynamics simulations of biological systems, in that the motion of the ions is determined by parameters taken directly from MD simulations, rather than from macroscopic electrostatic considerations such as the solution to Poisson's equation, and other assumptions of rigid boundaries and memoryless noise.
Throughout the paper, we will consider the illustrative example of a model of biological membrane ion channel. The model consists of a protein containing a channel structure, embedded in a lipid membrane, and surrounded by a solution containing water and various ions. We are concerned with measuring quantities such as the current through the channel under various ion concentrations and applied potentials. It is computationally im- [3A] practical to use MD to estimate the channel conductance 1,2 for the following reason: in order to directly gather conduction data from MD simulations, we need to simulate a large system containing tens or hundreds of thousands of atoms for times longer than the expected time between ion conductions, which implies at least 10 9 or 10 10 timesteps in order to gather a statistical sample of conduction events.
To make progress, we apply a 'distributional' philosophy to sampling the motion of the ions. We assume that we are only interested in the motion of the ions being conducted through the channel, and not in the detailed motions of the protein, lipid and water molecules. We view the latter as 'background' variables, important only to the extent that they influence the motion of the ions. In the 'direct' approach of MD, the actual trajectories of the system are calculated, and ensemble averages are then taken.
This allows us to calculate statistical properties of the ion trajectories, but the process is computationally expensive. In the 'distributional' approach, we aim to improve the computational efficiency by directly sampling from the distribution of ion trajectories without having to explicitly simulate the background variables. This requires us to gather knowledge of the distribution of ion trajectories by performing MD simulations, and to find a way of applying the resulting data to generate new trajectories.
There are many possibilities for applying this 'distributional' approach.
We cannot hope to directly measure the probability distribution over all possible trajectories, that is, the set of all variables evaluated at all times. [5C] One obvious way to make progress would be to discretize both time and the state of the system, so that at time t i the system is assigned some state 
.).
This is a Markov-chain model of the system. It has several attractive features [1] and has been employed in the past 3 .
However, in this paper we choose to generate our sample trajectories using stochastic dynamics, specifically the generalized Langevin equation 4 .
The reasons for this choice essentially reflect the fact that the generalized Langevin equation provides a more direct and obvious link to physics. The forces experienced by the ions appear explicitly in the equations, which has the advantage that new forces can be easily added, where the information is not available from MD simulations. For example, we can add ion-ion forces that are derived from a theoretical model. The generalized Langevin equation also applies constraints (i.e. the fluctuation-dissipation theorem) that are derived from physical considerations, which may arguably improve the stability of the sampling. No assumptions are made about the length and time scales over which various correlations may apply. These correlations, along with the actual trajectories, force data and the like, are readily derived from the model, and may provide physical insight into the mechanisms of conduction. On the other hand, Markov-chain models can be said to be a more direct embodiment of the 'distributional' approach referred to above, and should be able, with enough data, to exactly reproduce the statistics of ion passage through the channel, whereas the generalized Langevin approach makes certain extra assumptions. We refer to this method of gathering dy- [5B] namical data from MD in order to generate a stochastic dynamics simulation that approximates the MD trajectories as "distributional molecular dynamics".
Our approach has similarities to several previous efforts, which all perform stochastic simulations with parameters taken from measurements of free energy and diffusive properties in molecular dynamics or similar systems. For example, Burykin et. al. 5 represented by discrete states along the channel axis. In this paper, we will aim to develop a relatively general theory, that also uses a more realistic generalized Langevin model for the motion of the ion. Our motivation is to approach as close as is feasible to the actual distribution of ion trajectories implicit to the molecular dynamics system under consideration.
As a first test, we apply these methods to the gramicidin channel. Gramicidin channels are a useful benchmark example since, firstly, macroscopic approximations break down in channels containing single-file water 7 and secondly, gramicidin is a one, or at most two, ion channel, which simplifies the analysis. Several simplifying assumptions are made -for example, we assume that the ion obeys a generalized Langevin equation with an exponential friction kernel. We find that the pmf deduced using the charmm27 [2] parameters is too high, and hence the conductance is much lower than that seen in experiment. This is perhaps not surprising, given the known difficulty in modelling the energetics of ions in gramicidin using MD, and the fact that systematic errors have been identified that artificially raise the pmf 8 .
By reverse engineering, we modify the pmf so that experimental results are reproduced. Note, however, that the resulting reverse engineered pmf is not necessarily unique.
II. THEORETICAL FORMULATION
The procedure we propose comprises of three steps:
[6C]
1. A stochastic physical model is derived or assumed for the system, e.g. the generalized Langevin equation.
2. The parameters governing the evolution of the system variables are estimated from MD simulations.
3. The stochastic simulation is then carried out by numerically solving a stochastic dynamics equation, making use of the parameters derived in the previous step.
In the following sections, we describe each of these steps.
A. Derivation of a stochastic physical model
In this step, we choose a stochastic equation to model the motion. We could simply assume that a particular equation applies e.g. the Langevin equation or the non-linear generalized Langevin equation (as used in this paper). We shall discuss the theoretical basis for this choice in order to gain some understanding of the validity and limits of the chosen approach.
Our system can be described by an indexed set of phase variables Γ = We are interested in a projection Γ s that describes, for the ion channel example, the positions and momenta of all ions of interest. The remaining phase space coordinates are of interest only through their effect on Γ s ; they can be considered to be a "heat bath". Thus we partition the phase space into variables of interest, or "system" variables, and "bath" variables
where
are the system phase variables, and
are the bath phase variables. Naturally,
We show that, under reasonable assumptions, the equations of motion can be expressed as a non-linear (due to the presence of a position dependent force) generalized Langevin equation 9-11 , obeying a generalized fluctuationdissipation theorem 11 . Our starting point is the fact that MD obeys Newton's laws of motion, and therefore will obey certain physical constraints.
We wish to build these constraints into the model, rather than simply hoping that we have sampled the MD distribution well enough to ensure that they are satisfied. Using the partitioning into system and bath spaces, we can write the Hamiltonian as
where H s describes terms arising purely from the system variables, H b describes terms arising purely from the bath variables, and H sb describes the interaction between the system and the bath.
Here we define m and M to be the system and bath mass tensors; in Cartesian coordinates these are diagonal, with, for example m ii being the mass of the ith particle.
Also define the forces
These are, respectively, the force exerted on the system by U s , the force exerted on the bath by U b , the force exerted on the system by U sb and the force exerted on the bath by U sb .
B. The potential of mean force
At this point, we will re-assign the force terms. Define the pmf (potential of mean force) 12 as the potential whose gradient F P M F is the equilibrium average of F s sb at a given value of q. As this is a function only of q, we subtract it from F sb and add it onto F s . Thus,
where the subscripts "RF" and "D" denote, respectively, "Random plus Frictional" and "Deterministic". The total force on the system variables can now be written
C. The generalized Langevin equation
In much of the literature 13 , it is assumed that the evolution of the projection of the system plus bath onto the system variables can adequately be 
where the sum of the second and third terms in Eq. (16) is equal to F RF defined in Eq. (13) 
Here, the function K(t) denotes the friction kernel and is intrinsic to the system. Finally, we assume that F R is a Gaussian random process 10 . This can be empirically verified from MD simulations using the KolmogorovSmirnov or Andersen-Darling tests on the joint distribution over multiple time periods (see the Results section).
There is no theoretical guarantee that Eq. (16) is a reasonable approximation to the system motion, although this seems to be a reasonable as- 
D. Calculating the friction kernel
By multiplying Eq. (16) on the right by p T (0) and taking an ensemble average (conditioned on q(t = 0)), we can derive an equation for the momentum autocorrelation function C(t) ≡ p(t)p T (0) :
Note that the correlation function on the right hand side of this equation
can be estimated from the simulation data, provided the pmf is known.
If we approximate
is done in Straub et al. 13 , then Eq. (18) simplifies to
where K = K + k/m. Because, in realistic systems, K(t) should decay to zero as t → ∞, k/m can be estimated as the limit of K . Therefore, if we make this harmonic approximation, it is not necessary to have knowledge of the pmf in order to derive K.
Eqs. (18) and (19) are Volterra equations. Given C, they can be solved for the friction kernel K(t) by numerical integration 16 . Alternatively, an ex-[7A]
plicit expression for K(t) can be derived using Laplace transform methods 17 , but this method, while being theoretically neater, tends to be numerically unstable in practice 18 .
To summarize: using data derived from molecular dynamics simulation, we calculate C(t). Solving Eq. (19) then yields the friction kernel K(t). This, along with the pmf, enables us to fully characterize the non-linear general- 
III. METHODS

A. Estimating the parameters of the generalized Langevin equation using molecular dynamics simulations
In this section, we will discuss estimation of the parameters of the generalized Langevin equation. As we have just showed, these are
: the deterministic force (gradient of the pmf + system force) and,
K(t) : the friction kernel.
It should be noted that the accuracy of the measured parameters will depend, among other factors, on the degree to which the system attains stationarity (ergodicity) over the measurement time horizon. It is an interesting question what the timescale of ergodicity is, especially for single file water channels such as the gramicidin channel considered later as a numerical example.
Estimating the potential of mean force
The process of estimating the pmf has been extensively discussed in the literature 12,19-22 . Single particle pmfs can be 1D functions (e.g. the order parameter is z, the distance along the axis of the channel), two-dimensional functions (with order parameters (z, r), for channels that are approximately radially symmetric, or three-dimensional functions (z, r, θ). In addition,
we may have to consider the joint pmf for two or more particles -so for example, we would have a four dimensional order parameter (q 1 , r 1 , q 2 , r 2 )
for two particles where cylindrical symmetry is assumed.
So long as the non-linearity is not too high, in the case where there are more than two ions in the channel, we need only calculate a two-ion pmf, since the force on one ion due to all the others can be expressed as a sum of ion-ion interactions. So at worst, we can expect to have to calculate a six-dimensional pmf (three spatial dimensions and two ions).
However, even this can be computationally prohibitive. In this paper, we use a three-dimensional, radially symmetric pmf for a single ion. This choice is reasonable for a narrow channel such as gramicidin. Ion-ion interactions are modeled via force calculations derived from macroscopic electrostatics, although in future work, we intend to make two-ion pmf measurements.
For details of how the pmf was calculated in this paper, see the section titled "Details of the method used for gramicidin", below.
Estimating the frictional and random forces from molecular dynamics simulation
As discussed above, the generalized Langevin equation and the fluctuationdissipation theorem implies that both the frictional and random forces can be calculated from the friction kernel, K(t). Our problem is, then, how to sample K(t) in cases where the starting point is far from (system) equilibrium. For example, for an ion channel, how do we sample paths that start at or near the top of the potential barrier, given that the ion will rarely be observed in such a position?
We discuss two methods : "harmonic bias potential", and "clamp and [5A]
release". The harmonic bias potential method is computationally more efficient, but relies on modifying the system potential in a way that may lead to systematic error in the results. The clamp and release method is computationally more expensive and prone to methodological errors, but is more rigorous from a theoretical point of view. In the numerical studies on the gramicidin channel presented in this paper, we used the harmonic bias potential method, although we have also performed some tests using clamp and release.
Estimating the friction kernel K(t) using a harmonic bias potential
In this method, a harmonic potential is applied to the ion, centered at the point in the channel at which the friction kernel is to be measured, and using a spring constant strong enough to prevent the ion from wandering too far from this point. The trajectory is gathered and analyzed, using the results of the previous section. Data gathered from the umbrella sampling used to estimate the pmf can be used in place of a separate simulation.
There is no guarantee that the presence of the harmonic bias potential will not distort the friction kernel. This would be a second order effect (since [4B]
the first order effect of any quadratic potential is compensated for in our solution, see Eq. (19)). Furthermore, supposing the friction experienced inside the channel did not depend strongly on the ion's location in the channel, we would have further grounds for confidence in the results.
Estimating the friction kernel K(t) using clamp and release
We can show thermodynamically that we can sample from the equilibrium [6C] distribution contingent on q(0) = q 0 simply by sampling from the equilibrium distribution of the system where q(0) is fixed to q 0 , and sampling p(0) from a Boltzman distribution.
We thereby arrive at the following "clamp and release" procedure. First we perform the "clamp" phase: The system variables are "clamped" to q = q 0 . The initial value of p(t = t 0 ) is sampled from a Boltzmann distribution.
The "clamped" system is then equilibrated. Alternatively, instead of fixing q 0 , we can restrain it with a tight harmonic potential centered on q 0 , in which case there will be no need to sample p(t = t 0 ).
Second, we perform the "release" phase. We remove the constraint on q, and we evolve the system while collecting the trajectory q(t).
At the end of the release phase, we decide whether to stop collecting data.
The condition for stopping can be decided by testing disjoint subsets of the collected data; the observed variation in the resulting friction kernel will give an estimate of an upper bound on the statistical variation. If the stopping criterion is not met, we repeat the clamp and release cycle. The system is reverted back to its state immediately after the clamped equilibration, some further equilibration is performed, and a new release phase is started.
The procedure above is schematically illustrated in Fig. 1 .
This scheme is similar to that proposed by Adib 22 , although our aim is to measure the statistics of the ion by measuring correlation functions, rather than measuring the pmf.
Now suppose we obtain a set of such trajectories, taken from the equilibrium distribution subject to q(0) = q 0 . Using the results of the previous section, we can use these trajectories to compute K(t), contingent on the initial value of q, q(t = 0) = q 0 . However, microscopic reversibility ensures that the same autocorrelation function will apply contingent on the final value of q(t = t f ) = q 0 . This suits our aim, which is to propagate q(t)
forward in time, subject to its current position q(t) and information about its previous trajectory, q(t ), t < t.
Note also that Eq. (18) can be shown to apply, even when the autocorrelation is taken contingent on the initial or final value of q, as it is here.
Because we know C(t), we can now apply Eq. (18) to determine the friction kernel, K(t), contingent on the final value of q(t = t f ).
B. Carrying out the distributional MD simulation
In this step, the simulation is carried out by solving the non-linear generalized Langevin equation, as described in other papers 4, 23, 24 . However, there are several complications, for example involving the boundary conditions for simulation space, that also need to be dealt with 25 .
Our stochastic dynamics setup for ion channels is shown schematically in Fig. 2 . We divide the simulation space into two regions: a region consisting of two reservoirs, representing the bulk solution, and a channel region.
A fixed dielectric boundary between the protein / lipid system and the bulk / channel region is defined by embedding a cylindrically symmetric idealization of the shape of the gramicidin channel within a dielectric slab that represents the lipid bilayer.
In the bulk region, normal Brownian dynamics is carried out 25 In the channel region, the generalized Langevin equation is solved 4,23,24 , using the pmf and friction kernel derived from MD measurements, and using a shorter timestep, typically 2 fs. The option exists to apply external forces using macroscopic electrostatics, where the relevant data is not available from the MD measurements. For example, if we have not obtained a twoion pmf, we can choose to treat ion-ion interactions in the same way as they are treated in the reservoir regions: using Coulomb and van der Waals forces plus two body image forces, calculated using the dielectric boundary.
C. Details of the method used for the numerical example
We apply the theory and techniques outlined above to the gramicidin ion channel, an antibiotic polypeptide that has been extensively studied previously [26] [27] [28] [29] [30] .
There are several reasons for choosing this channel as a test case: firstly, channels containing single-file water are not amenable to macroscopic electrostatics modeling 7 , and secondly, gramicidin is a one, or at most two ion channel, which simplifies the analysis.
Generalized Langevin simulations are carried out using the general procedure outlined above. In what follows, we discuss particular choices and approximations that we have made in simulating the gramicidin channel.
A three-dimensional, cylindrically symmetric single particle pmf is used for the single particle potential that is applied to each ion. This is likely to be a good approximation to the real (non-cylindrically symmetric) pmf.
The friction kernel is approximated using an exponential model 4,23 :
The statistics that determine the ion motion are therefore governed by two parameters: γ, the inverse velocity decay time due to friction, and κ, the inverse decay time of the friction memory kernel. These parameters depend on the position of the ion in the channel. While this exponential model for the friction kernel ignores features seen in real measured friction kernels, we use it in this proof-of-principle study firstly because it provides the simplest possible way to estimate the general effect of a decaying friction kernel using only two parameters, and secondly because it is guaranteed to be at least as good a representation of the motion as the more commonly used Brownian dynamics, since it can be made to approach the effect of a delta function as κ → ∞. More general models for the friction kernel could be implemented [4C] using e.g. the algorithm of Nilsson and Padró 24 .
In this initial study, the ion-ion potential consists of three terms: the usual Coulomb force, short range van der Waals forces consisting of a 6-12
Lennard-Jones potential, and an interaction, calculated by solving Poisson's equation, that results from the interaction of one ion with the surface charges induced by other ions on the fixed boundary of the protein-lipid system.
In single file channels, such as gramicidin, it is likely that this may not accurately capture some features of the ion-ion potential. For example, the mutual interaction between two ions separated by a single file chain of water molecules will probably not be well described by Poisson's equation as applied here. Therefore, in future studies, we wish to model the ion-ion interaction using a two-ion pmf that is measured directly from MD. Note, however, that, since gramicidin is predominantly a one or two ion channel, the approximations used here may adequately capture the dynamics of ion conduction, at least in cases where the concentration in not high enough to cause strong ion-ion interactions to take place inside the channel.
Timesteps of 100 fs in the bulk region and 2 fs in the channel region are used. We obtain the pmf and the friction kernel for an ion located at various points in the channel using the molecular dynamics protocol outlined below: We begin with a model of the gramicidin dimer obtained from the protein data bank, pdb accession number 1jno 31 . Water is placed inside the channel, to speed up the equilibration process. A dmpc membrane is then built around the hydrated channel, using the "Membrane Builder" procedure developed by Woolf and Roux 32 and charmm 33 , and the membrane/protein system is then hydrated.
We run our simulations at zero concentration. This is done primarily [7B] because the interactions between the ions in solution will later be explicitly included in our generalized Langevin simulations, and we wish to avoid any minor effects that may arise from double counting of interactions between an ion in the channel and the bulk solution.
Various restraints are applied to the system. Firstly, weak restraints [7C] are applied to stop the protein from drifting or rotating too far from its initial position: the z motion of the center of mass is weakly constrained by applying equal z-accelerations to each protein atom to avoid straining the bonds in the protein, and the C α atoms are in addition weakly constrained in the xy plane to prevent the protein tilting too much or drifting from the center of the simulation cell. Secondly, the Trp-9 χ 1 and χ 2 dihedrals are constrained 8 , in order to prevent slow timescale dynamics that otherwise might occur as these residues drift to other, metastable rotamers. Thirdly, a cylindrical boundary of radius 8Å is applied to the test ion to prevent it from moving too far from the central axis in cases where it is no longer restrained by the channel.
The system, consisting of the gramicidin dimer, the dmpc membrane, water inside the channel, bulk water, and a test ion, is equilibrated using The data collected for the wham analysis is then analyzed to determine the friction kernel, using the harmonic bias potential method explained previously. For each ion trajectory, we calculate the momentum autocorrelation and derive the kernel K(t), using the methods detailed in the theory section. The reciprocal of the relaxation time constant, γ, is then calculated as the time integral of K(t) from t = 0 to t = ∞. In reality, we examine the cumulative integral as a function of t, and note that it saturates after about t ≈ 2 ps (see Fig. 5 B) . We then take the average value of the cumulative integral in the plateau region. Given γ, we then find κ in Eq. (20) by fitting an exponential function to K(t).
IV. RESULTS FOR THE NUMERICAL EXAMPLE A. Components of forces acting on the ions
The one-and three-dimensional pmf profile constructed from the gramicidin pore using the charmm27 force field is shown in Fig. 3 A and B . The pmf profile we calculated is broadly similar to that reported by Allen et al. 8, 38, 39 .
In our pmf, outer and inner energy binding sites, each about 2 kT (T = 310 K) in depth are visible at z = ±11Å and z = ± 9Å respectively. In the center of the pore is an energy barrier that rises about 17 kT higher than the bottom of the wells. Several local minima are also visible along the length of the channel. In the lower panel, we show a two-dimensional slice through the three-dimensional, cylindrically symmetric profile encountered by a K + ion in the pore. As the ion moves away from the channel axis, the central barrier increases. Thus, the ion will predominantly dwell close to the axis of the pore.
Also shown in Fig. 3 A is the un-symmetrized one-dimensional pmf, as calculated directly from the raw data. There is an asymmetry in moving from one side of the membrane to the other of about 2.5 kT. This is consistent with the kind of error that might be expected from simulations on the order of 1-2 ns 12 , and gives some indication of the order of error that might be present in our symmetrised profile. As this study is primarily intended to test the theoretical techniques in this paper, and given the other more serious uncertainties due, for example, to the force field parameters, we have limited our calculation to 1.5 ns per wham data collection window.
In order to verify that our stochastic simulations really are governed by the pmf shown in Figs. 3 A and B , we present, in Fig. 4, a comparison between the 1-dimensional pmf as derived from MD and a corresponding pmf calculated from our stochastic simulation under similar conditions to the original MD simulation. The match is excellent, except for a small discrepancy of around 0.5 kT in the level of the bulk, which could be due either to a simulation artifact or to the difficulty of sampling the region around the transition to the bulk. We have performed this comparison both with (shown) and without background ions, finding more or less the same result in either case, which shows that the background solution has little effect on the one-ion pmf for the case studied here.
The friction kernels K(t) measured inside (z = 1.5Å) and outside (z = 20Å) of the channel, and their cumulative integrals are illustrated in Fig. 5 .
From the cumulative integral of K(t) vs. t, we can see that, within the channel, γ is increased by the presence of a long tail on K. Thus the motion of the ion in the channel is significantly retarded by an "echo" effect that takes effect over a timescale some ten times longer than that of the initial decay of the friction kernel. Using an exponential friction kernel to represent these dynamics will not be sufficient to fully represent the subtle details of the motion of the ion, but nonetheless should be a reasonable approximation for most purposes. We test whether the distribution of the random force can be approximated by a Gaussian distribution by applying the Kolmogorov-Smirnov and
Anderson-Darling tests for normality to the data. We find that, given several hundred force samples, it is valid to assume a Gaussian random force.
While the question of non-Gaussian force is somewhat subtle and quite interesting, we believe, based on these observations and other tests, that we are justified in modeling the random force as a Gaussian random variable.
B. Current vs voltage curves
In order to obtain current vs voltage curves in this numerical example, we apply a voltage drop that is linear over the length of the channel. Simulations are carried out at 500 mM concentration.
We incorporate the pmf illustrated in Fig. 3 , along with the measured profiles for D and κ, into our stochastic dynamics algorithm and measure the current flowing across the pore. A simple estimate using the Boltzmann factor suggests that a barrier of this magnitude would suppress the current by more than six orders of magnitude. Clearly, we would not expect to see any ion surmounting this barrier during a feasible simulation period.
With no applied potential, ions drift in and out of both binding sites. To In order to obtain current-voltage curves under conditions more representative of the experimental data for gramicidin gramicidin, we systematically lower the barrier height and measure the currents across the channel. From the original pmf, we subtract a potential well of the form E = A exp(−(z/σ) 4 ) so that the central barrier is low enough to permit conduction to take place. This modification to the potential is to a large extent arbitrary. However, it may be able to adequately represent the situation in real gramicidin, since one might suppose that, whatever the correct modification to the MD pmf might be, it should act systematically over the whole length of the channel and preserve features such as the outer binding sites and the central barrier.
The pmf that produced a close match to the experimental currentvoltage relationship is shown in Fig. 8 A. The height A and half-width σ of the well subtracted from the original pmf are, respectively, 11 kT and 8Å. The depth of the well at each end of the pore is about 5 kT and a barrier of about 9 kT interposes between the two wells. In order to produce the best possible match to experimental data, we also found it necessary to artificially narrow the pore somewhat outside the channel mouth, at around z = 14-16Å.
The current-voltage curve illustrated in Fig. 8 This may give an indication of what kind of pmf would be needed in order to replicate experimental observations. However, the simplifications made in our treatment of ion-ion interactions here mean that more work will be needed in order to come to a firmer conclusion.
V. CONCLUSIONS
In this paper we have given a framework for a distributional molecular dynamics methodology: It uses molecular dynamics simulations to inform stochastic dynamics. The resulting algorithm enables simulations that are two to three orders of magnitude faster than molecular dynamics simulations, while still sampling from approximately the same distribution of trajectories as does molecular dynamics. For the example discussed here, stochastic dynamics is 500 times faster on a single processor. We have discussed the theory and assumptions involved in going from a deterministic molecular dynamics to a stochastic dynamics simulation. We have then described details of how to estimate the parameters for the generalized Langevin equation from molecular dynamics simulations: namely, the pmf and the friction kernel.
The new methodology presented here is then tested by modeling the permeation of ions across the gramicidin pore. Given the known difficulty [2] of modelling ion conduction in gramicidin using classical MD 8 , it is perhaps not surprising that the pmf we have calculated using the conventional charmm27 force field is unable to reproduce the experimentally determined conductance. This may be due to artifacts in the MD simulations or possibly the sensitivity of the energy profile to small changes in the force field 8 , or a combination of these two factors. As real-life gramicidin is known to conduct ions, we systematically modify the potential in order to to match the experimental current-voltage relationship.
In the future, we will refine the technique, for example by implementing [6B]
more accurate ion-ion interactions, a more accurate modeling of the friction kernel in stochastic dynamics simulations, and a more careful treatment of the bulk / channel interface. The technique could then be fruitfully applied to more accurately measure macroscopic observables such as conductances and selectivity sequences, for various ion channels under a range of conditions. Carbon or boron-nitride nanotubes 42 , due to their simplicity and rigidity, would be another particularly good candidate for study using this technique. Ultimately, we hope to enable a direct link to be made between aspects of channel structure and function, a task that would be nearly intractible using, for example, conventional molecular dynamics modelling. 
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