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After years of neglect, alternative measures to effect indicators are finally receiving more attention in a variety of social and behavioral science disciplines. As consideration of causal, formative, and composite indicators becomes more common so do questions about how to analyze them. Some research on identification and estimation of causal indicator models is available (e.g., Bollen 1989, pp. 311-313,331; Bollen and Davis 2009a; Diamantopoulos et al. 2008; MacCallum and Browne 1993) . But the validity, selection, and elimination of causal, composite, or formative indicators have received scant attention. The focus of this paper is on these issues. Some authors have broached these topics in the course of writing about causal or formative indicators (e.g., Bollen 1989, pp. 222-223; Bollen and Lennox 1991; Diamantopoulos et al. 2008; Jarvis et al. 2003; Petter et al. 2007) . One clear message from these works is that researchers should not use effect indicator selection tools such as item-total correlations or Cronbach's alpha when evaluating other types of indicators.
Another common theme is the greater importance of individual causal indicators in measuring a concept versus the interchangeability of effect indicators. For instance, Bollen and Lennox (1991, p. 307-308) argue that we can sample effect indicators, but we need a "census" of causal indicators. Jarvis et al. (2003, p. 202) state that "dropping a causal indicator may omit a unique part of the composite latent construct and change the meaning of the variable." Although these discussions are helpful, our fields would benefit from further discussion.
1 Detmar Straub was the accepting senior editor for this paper. Thomas Stafford served as the associate editor.
The purpose of this paper is to present ideas on evaluating the validity of causal, composite, or formative indicators in measurement models. This task is facilitated by considering the selection and elimination of effect indicators in that the similarities and differences between these traditional and nontraditional indicators are illuminating. A division is also made between models whose only possible flaw is that one or more of the indicators are not a measure of the intended concept and a second set of models where more serious structural misspecifications are present. But the task is the same: evaluating the validity of indicators.
The next section presents background information to clarify my terminology, the role played by theory, a summary table of validity checks, and my position on when to eliminate indicators. Next are sections that examine these different indicators in models that are correctly specified, followed by a section on these indicators in incorrectly specified models. A concluding section summarizes the discussion.
Background Information
Terminology
Structural equation models (SEMs) and concerns about measurement cover a broad range of disciplines. The diversity of disciplines and groups writing on SEMs has resulted in a diversity of terms with sometimes the same term applied in different ways. For this reason I clarify my basic terminology and assumptions.
Concepts are the starting point in measurement. Concepts refer to ideas that have some unity or something in common. The meaning of a concept is spelled out in a theoretical definition. The dimensionality of a concept is the number of distinct components that it encompasses. Each component is analytically separate from other components, but it is not easily subdivided. The theoretical definition should make clear the number of dimensions in a concept. Each dimension is represented by a single latent variable in a SEM, so if a concept is unidimensional we need a single latent variable; if it is bidimensional, we will need two latent variables.
SEMs are sets of equations that encapsulate the relationships among the latent variables, observed variables, and error variables. Parameters such as coefficients, variances, and covariances from the same model are estimable in different ways (e.g., ML, PLS) with the different estimators having different properties. So the model and estimation method are distinct and should not be confused.
Indicators are observed variables that measure a latent variable. I use indicator and measure to mean the same thing. One primary distinction is whether the indicator is influenced by the latent variable or vice versa. Effect (or reflective) indicators depend on the latent variable. Causal indicators affect the latent variable. Blalock (1964) appears to be the first social or behavioral scientist to make the distinction between causal and effect indicators. The term formative indicator came much later than causal indicators and had a meaning more restrictive than causal indicators. Fornell and Bookstein (1982, p. 292) defined formative indicators as when constructs are conceived as explanatory combinations of indicators (such as "population change" or "marketing mix") that are determined by a combination of variables, their indicators should be formative.
As this quote illustrates, an important difference between causal indicators and formative indicators is that formative indicators completely determine the "latent" variable. Crudely put, the R-square for the composite variable is 1.0 since it is a linear combination of the formative indicators. Causal indicators have no such restriction.
Another distinction is that causal indicators should have conceptual unity in that all the variables should correspond to the definition of the concept whereas formative indicators are largely variables that define a convenient composite variable where conceptual unity is not a requirement. That is, the composite variable with its formative indicators might just be a useful summary device for the effect of several variables on other variables (e.g., see Heise's [1972] sheaf coefficient). In other situations, researchers' use of the term formative indicators departs from its original meaning and they appear to mean the same as causal indicators.
To avoid the ambiguity of the term formative indicator, I use composite indicator to refer to an indicator that is part of a linear composite variable (Grace and Bollen 2006) . Although composite indicators might share similarities, they need not have conceptual unity. In other words, I use composite indicators to refer to the original use and sometimes current use of formative indicators. Causal indicators differ from the composite indicators in that causal indicators tap a unidimensional concept (or dimension of a concept) and the latent variable that represents the concept is not completely determined by the causal indicators. That is, an error term affects the latent variable as well. As I will explain later, whether an indicator is a composite or causal indicator has implications for evaluating validity.
The Necessity of Theory
Theory enters measurement throughout the process. We need theory to define a concept and to pick out its dimensions. We need theory to develop or to select indicators that match the theoretical definition and its dimensions. Theory also enters in determining whether the indicator influences the latent variable or vice versa. Each relation specified between a latent variable and an indicator is a theoretical hypothesis. Empirical estimates and tests aid in assessing whether the set of relations are consistent with the data. However, empirical consistency between the data and model alone is insufficient to support the validity of measures. There must be theory behind the relations to make the validity argument credible.
On the other hand, theory might suggest that an indicator is valid, but the empirical estimates linking the latent variable and indicator might be weak to zero. If this occurs in a wellfitting model, these results cast doubt on the validity of the measure even if theory suggests its validity. The burden would be on the researcher to explain why a valid measure is not related to its latent variable. It could be that the measure is valid, but that the model is misspecified in a way that leads to low values of the validity statistics. This explanation is most convincing if the researcher is specific on the nature of the misspecifications and why these problems would lead to low validity estimates.
Although I will not repeatedly discuss this in the remaining sections, I assume throughout that there is measurement theory to support the models and the relations between the latent variables and indicators within them. The empirical estimation and tests are intended to evaluate these ideas.
Validity Checks
I define the validity of a measure as follows: "The validity of a measure x i of ξ i is the magnitude of the direct structural relation between ξ i and x i " (Bollen 1989, p. 197) . Causal indicators occur when the observed indicators have a direct effect on the latent variable whereas effect indicators are indicators where the latent variable has a direct effect on the indicator. Table 1 gives a summary of the validity assessment that I would recommend (Bollen 1989, pp. 197-206) . The first step is to compare the definition of the concept (or dimension of the concept) that is the object of measurement to the indicator and to check whether the indicator corresponds to this definition. This is a type of face validity check in that the researcher assesses whether it is sensible to view the indicator as matching the idea embodied by the concept.
The second check in Table 1 is to examine the overall fit of the model. Assuming that the researcher is using an estimator such as ML that provides a test of whether the model adequately reproduces the variances, covariances, and means of the observed variable, a chi-square test statistic and various fit indexes are available to help in assessing model fit. The fit indexes to choose and the weight to give to them is subject to controversy and this is an issue that cannot be easily resolved. However, the researcher will need to make the judgment as to whether model fit is adequate enough to use the other validity checks that are specific to the individual indicators.
Another aspect of assessing measurement validity is having the factor and measures embedded in a fuller model with additional causes and consequences of the main latent variable. Part of assessing validity is determining whether a measure and latent variable relate to other distinct latent variables as expected. Sometimes this is called external validity. For instance, there often are variables thought to be determinants or consequences of a specific latent variable. If I estimate a model with this full set of relationships and I find the expected effects, then this is further support for the validity of the latent variable and its measures. Failure to find such relationships undermines validity even if the preceding validity measures are satisfactory. This idea is closely related to construct validity where part of the validity assessment is done by evaluating if a construct relates to other constructs as predicted by theory or substantive considerations. When such variables are available, they enhance the validation process.
If the researcher is satisfied with model fit, the remaining validity checks bear examination. Using the definition of validity from the previous section, the factor loadings (λ) for effect indicators and the regression coefficients (γ) for causal indicators provide the unstandardized validity coefficient. Here the researcher makes sure that the coefficients have the correct sign and looks for their statistical and substantive significance. The standardized validity coefficients are treated similarly except that these coefficients give the expected standard deviation shift in dependent variable for a one standard deviation shift in the other variable net of other influences on the dependent variable. I will say more about these validity checks in the other sections.
Indicator Elimination
Viewpoints on when an indicator should be eliminated vary with one extreme answering "never" and the other suggesting whenever an indicator is found inadequate. I would place myself between these two endpoints. If a definition of a concept (or a dimension of it) leads a researcher to include an indicator as a measure of it, this is strong a priori evidence to keep it. On the other hand, if repeated empirical tests find a statistically and substantively weak relation of the indicator to its purported latent variable, then it is difficult to maintain the validity of the indicator. The distinction between causal and effect indicators has relevance here. Effect indicators of the same latent variable that have the same explained variance are in some sense interchangeable. Although more indicators are generally better than fewer, which indicators are used is less important.
With causal indicators, removal of an indicator can be more consequential. The causal indicators help to determine the latent variable, so that removal of a causal indicator might change the nature of the latent variable. But here also if the coefficient of the causal indicator is not significant or is the wrong sign, it is possible that you have an invalid causal indicator. Decisions on whether to eliminate indicators must be made taking account of the theoretical appropriateness of the indicator and its empirical performance in the researcher's and the studies of others.
Indicators in Structurally Correct Models
We can analytically separate the task of indicator evaluation under two broad conditions. The first condition is when a researcher has correctly identified the dimensionality and the latent variables that represent a concept. Furthermore, most if not all of the indicators selected to measure the concept are correct in that there is a direct relationship between the indicator and the latent variable that represents the concept. The goal is to find which indicators do not adequately measure the concept. I refer to these as structurally correct models in that these are essentially valid models where the only possible flaw is that some indicators might have low to near zero validity.
It will help our understanding of the validity of causal indicators if we first present the better-known effect indicator model and then contrast it with causal indicators. To make the discussion more concrete, I consider five indicators and one latent variable. In one situation I have effect indicators, in another I have causal indicators, and finally I have composite indicators.
Five Effect Indicators, One Latent Variable
The equations of the measurement model 2 on which I focus are 2 These equations describe the hypothesized relation between the indicators and their latent variable without assuming that any particular estimator (e.g., ML or PLS) is being used.
where y j is the j th effect indicator of η, α j is the intercept in the measurement equation, λ j is the factor loading or regression coefficient of the effect of the latent factor on y j , η is the factor or latent variable that we hope to measure, and g j is the unique factor that contains all other influences on y j besides η. I assume that E(g j ) = 0, COV (g j , g j ) = 0, and that COV(g j , η) = 0 for i, j = 1, 2, 3,4,5 and i … j. This is equivalent to a single factor model with five indicators and uncorrelated unique factors (errors). Scaling the latent variable is sufficient to identify this model; that is, it is possible to find unique values for the remaining intercepts, factor loadings, and other parameters in this model. 4 (Without scaling the latent variable, the model is underidentified.)
Referring to Table 1 , the first check for the remaining indicators is whether they correspond to the definition of the concept that is represented by η. If they do not, then this is sufficient grounds to eliminate an indicator. Assuming that they do match the definition, then the next step is to assess whether the model represented in equation (1) fits the data. This requires that we estimate the model with a procedure that provides overall fit statistics. For instance, if the ML estimator is appropriate, then a likelihood ratio chi-square test is available to compare the hypothesized model to a saturated model. Adjustments to this chi-square test are readily available when the data exhibit significant nonnormality. There also are additional fit indexes that can supplement the chisquare test. If the fit is not adequate, then the researcher will need to find alternative specifications that might be better suited to the data. If the fit is judged to be good, then the other means of assessing validity are turned to next.
Employing a consistent estimator (e.g., maximum likelihood, two-stage least squares) of the parameters in this model, I can begin to assess the validity of the indicators. 5 The factor loadings ( ) for effect indicators provide the unstandardized  λ validity coefficient. Here the researcher makes sure that the coefficients have the correct sign and looks for their statistical and substantive significance. It provides the expected difference in the indicator (y j ) given a one unit difference in the latent variable (η). If a measure is valid, then I expect that the loading will be large in a substantive sense and that its estimate is statistically significant as well. Invalidity would be suggested by the opposite: a substantively small or statistically insignificant factor loading. For instance, suppose that the scaling indicator variable, y 1 , has a range from 0 to 100 as does y 2 . If y 2 has a coefficient (λ 2 ) of 0.1, then its validity appears much less than y 1 whose coefficient is 1.0.
Closely related is the standardized validity coefficient which gives the expected number of standard deviations that the indicator (y j ) differs for a one standard deviation difference in the latent variable (η). The unique validity variance provides the variance in the measure that is uniquely attributable to a specific latent variable. Assuming that only η directly affects y j , the unique validity variance is equivalent to the R-square for the indicator (y j ). This in turn is the amount of variation in the indicator explained by the latent variable. Finally, the collinearity analysis is not relevant for this example because only a single latent variable affects the measure so there is no correlation of the latent variable with anything else. This would be an issue if, say, there were two correlated latent variables influencing the same measure.
Another aspect of assessing measurement validity is having the factor and measures embedded in a fuller model with additional causes and consequences of η. In this hypothetical example and sometimes in practice, we do not have additional latent variables for external validity checks but this would be possible if this measurement structure were embedded in a larger model. Returning to the primary task of indicator selection in the effect indicator model in Figure 1 , I can now provide some guidance. First, each indicator should have a sufficiently 3 Here, as with the causal indicator and composite indicator model, we can estimate a measurement model and need not form indexes prior to analysis. 4 If the scaling indicator has zero validity, I would expect estimation problems and even if estimates are obtained, the R-square for this indicator would be near zero. 5 A consistent estimator is an estimator that converges on the true parameter values of the model as the sample size goes to infinity. A related concept is asymptotically unbiased. Asymptotically unbiased means that in large samples the expected value of the estimator is the population parameter. The usual maximum likelihood estimator that I use in this paper has these two properties. Partial least squares (PLS)-sometimes called a component-based SEM estimator-does not, so this makes it difficult to use PLS to make validity assessments. That is, if you have biased estimates of parameters in the model, using these to guide validity assessments could be misleading.
Figure 1. Five Effect Indicators, One Latent Variable
large and statistically significant unstandardized and standardized factor loading and R-square. For instance, an indicator with an R-square of less than 0.10 would be undesirable in that 90 percent or more of its variance would be due to error. Similarly a statistically nonsignificant factor loading would suggest a possibly invalid indicator. Any indicator with a statistically insignificant loading is a candidate for elimination since it suggests that the measure is not valid. Finally, when η is embedded in a fuller model it and its effect indicators should behave similarly to when it is not. For instance, if a researcher reanalyzes this model keeping y 1 as the scaling indicator, but using only three indicators, the factor loadings for the same variable in the three indicator and the original five indicator model should be within sampling fluctuations of each other if the indicators are valid. Large differences suggest structurally misspecified models and problems with indicator validity.
6 These judgments need to be made in the context of what other researchers have found with these indicators and taking account of the overall fit of the model. But measures that perform poorly on these criteria are candidates for elimination. The next subsection contrasts these criteria in the case of causal indicators.
Five Causal Indicators, One Latent Variable
In this section I move from effect indicators to causal indicators. The equation corresponding to causal indicators is
where α η is the intercept, x j is a causal indicator, γ ηj is the coefficient of x j and its effect on η, and ζ is the error or disturbance with E(ζ) = 0 and COV(x j , ζ) = 0 for j = 1 to 5. The presence of the error (ζ) in equation (2) is in recognition that other variables not in the model are likely to determine the values of the latent variable. It seems unlikely that we could identify and measure all of the variables that go into the latent variable and the error collects together all of those omitted causes.
An important difference from the effect indicator model in equation (1) is that the causal indicator model in (2) is not identified. This means that without additional information I cannot find unique values for the parameters in the model and hence cannot assess indicator validity.
To overcome this obstacle I assume that I have two effect indicators added to this model. Now instead of equation (2) alone, I also have
with the same assumptions made as I did for equation (1). These two effect indicators are sufficient to identify the causal indicator model once I scale the latent variable (e.g., λ 1 = 1, α 1 = 0). I now turn to assessing the validity of the causal indicators.
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Referring to Table 1 again, our starting point is the same as with effect indicators: Do the causal indicators correspond to the definition of the concept? The causal indicators should be initially chosen for their face validity in that on the face of it they seem to tap the concept (or dimension of a concept) that is being measured. If not, then they should not be used.
Figure 2. Five Causal Indicators, One Latent Variable
Our second validity criterion is to check the overall fit of the model. The model as specified is overidentified, so using an estimator like ML we can test its fit compared to the saturated model and supplement this with other fit indexes. A poor fit means we need to stop to determine the source of the problem before going further. A good fit suggests that we move on to the other validity checks.
The definition of validity given earlier refers to the direct structural relation between the measure and the latent variable. In the causal indicator model, the unstandardized validity coefficient is γ ηj and the standardized validity coefficient is its standardized counterpart 8 and these provide evidence relevant to the validity of the causal indicators. A researcher should examine the sign, magnitude, and statistical significance of these coefficients. In addition, the unique validity variance reveals the incremental variance explained by each causal indicator. A valid causal indicator should have a strong effect on η as gauged by these standards.
It is impossible to give exact numerical values for cutoff for each of these validity measures since the minimum validity acceptable would depend on several factors such as the findings from prior studies, the degree to which collinearity prevents crisp estimates of effects, the difficulty of measuring the latent variable, etc. However, a coefficient of a causal indicator with the wrong sign or that is not statistically significant would appear to be invalid and a candidate for exclusion. Alternatively, a causal indicator with a correct sign and statistically significant coefficient with an increase of the squared multiple correlation by 10 percent or more has support for its validity.
Before eliminating a causal indicator, a researcher must consider whether the allegedly invalid causal indicator suffers from high multicollinearity with the other causal indicators. Since η has more than one determinant, our validity assessment is more complicated than the previous effect indicator example in that we need to assess the impact of each x j separately from the other causal indicators. If x j were uncorrelated (or nearly so) with all other causal indicators, then the task would be easier in that I would not attribute to one causal indicator the effects of another. But when the causal indicators are highly correlated, there is the potential for the wellknown multiple regression problem of multicollinearity: An explanatory variable (a causal indicator) is highly correlated with the other explanatory variables (causal indicators) and it is more difficult to estimate its unique effects. This difficulty is reflected in larger standard errors than if there were lower collinearity and these larger standard errors imply less precise (more variable) coefficient estimates and validity coefficients. In the situation of high multicollinearity, a competing explanation for low unstandardized and standardized validity coefficients and low unique validity variance is that the causal indicator was so highly associated with the other causal indicators that estimates of distinct impact were not possible.
One factor that makes this collinearity issue less worrisome for causal indicators is that such indicators need not correlate (Bollen 1984) . This means in general we would not expect high degrees of collinearity among causal indicators, although it is possible. Fortunately, there are regression diagnostics available to assess when collinearity is severe or mild (e.g., Belsley et al. 1980 ) and many of these are adaptable to the causal indicator model.
Are effect indicators immune from the collinearity problem?
The brief answer is "no." We did not face this issue in equation (1) 
Five Composite Indicators, One Composite
The distinction between composite (formative) and causal indicators is subtle. I represent the composite indicator model for five indicators below:
This equation shares with equation (2) that the indicators (x's) help set the value of the left-hand side variable, but the differences from causal indicators are more important than this similarity. For one thing, the equation with composite indicators has no error (or disturbance) term since the composite indicators completely determine the composite. The composite variable C rather than the latent variable η is on the left hand side of the equation to reflect that we are dealing with a linear composite variable (C) rather than a latent variable (η).
At least as important, but less obvious, is that composite indicators need not share unidimensional conceptual unity. That is, composite indicators might be combined into a composite as a way to conveniently summarize the effect of several variables that do not tap the same concept although they may share a similar "theme." For instance, age, sex, gender, and race effects could be summarized in a demographic composite even though in this context demographic is not seen as a unidimensional latent variable. Indeed, another researcher might have a different set of demographic variables to form a demographic composite.
A troubling aspect of composite indicators not sharing unidimensional conceptual unity is whether it even makes sense to discuss the validity of these variables. Even if the unidimensional concept criterion is satisfied by the compositive indicators, it seems unlikely that there are many situations where an error term would be absent as in (4). This would mean that the latent variable that represents the unidimensional concept is an exact linear function of its indicators, which would seem to be a rarity. 9 Given that the concept of validity makes little sense for arbitrary composites formed from composite indicators, I will not discuss the validity measures for composite indicators.
Many researchers gloss over the distinction between composite indicators and causal indicators that I make here.
10 This distinction likely underlies some of the controversies in this area. For instance, if composite indicators form a composite without having unidimensional conceptual unity, then their coefficients could well be unstable as the composite is allowed to influence different outcome variables. Returning to the demographic composite, we would not expect the effects of age, race, and gender to be the same regardless of the outcome variable. On the other hand, if these are causal indicators intended to tap a single latent variable, then the coefficients of the causal indicators should be stable across different outcomes. This could explain some of the differences expressed in Howell et al. (2007 ) versus Bollen (2007 where the former is referring to composite (formative) indicators and the latter refers to causal indicators.
Summary of Structurally Correct Models
When we have "clean" models in which the researcher has essentially the correct specification and the only question is whether one or more of either the effect or causal indicators are valid, the task of indicator assessment is simplified. We can use the regression coefficients from the causal indicator to the latent variable (as in (2)) or from the latent variable to the effect indicator (as in (1) One complication with causal indicators is that we cannot identify or estimate any of the validity measures in a model when only causal indicators are present. The latent variable with causal indicators must emit at least one path to identify and estimate the unstandardized validity coefficients and it must emit at least two paths to identify and estimate the standardized validity measures (Bollen and Davis 2009b) .
The main remaining difficulty in indicator selection occurs with causal indicators or with effect indicators that depend on more than one collinear latent variable. In either of these cases, high collinearity might make it difficult to obtain sharp estimates of the distinct effects of the explanatory variables. In practice, causal indicators are often not highly collinear and effect indicators often depend on one latent variable, so the collinearity issue is less prevalent. Finally, composite indicators as an arbitrary linear combination of indicators are not subject to validity analysis in that the composite need not represent a unidimensional concept so the question of validity is not appropriate.
Indicators in Structurally Misspecified Models
The discussion to this point has focused on models that are structurally correctly specified. Real world modeling is more complex and makes the task of indicator selection more complicated. I turn now to some of these issues. As before, I treat effect indicator models first and then turn to causal indicator models to facilitate understanding the similarities and differences between these models. The effect indicators are included to contrast the similarities and differences between causal and effect indicators. For the reasons given in the last subsection, I do not discuss composite indicators further.
Five Effect Indicators, Two Latent Variables
Suppose we once again have five effect indicators, but now have two latent variables in the true model. The equations are
y 4 = α 4 + λ 42 η 2 + g 4 y 5 = η 2 + g 5 where I make the usual assumptions that the unique factors (g j ) have means of zero and are uncorrelated with the latent variables and with each other. Figure 3a is a path diagram of this model. In practice, researchers do not know the true generating model and are likely to make specification mistakes. Figures 3b to 3d are three examples of misspecified models. In Figure 3b , I mistakenly assume a single factor for all five indicators; Figure 3c also assumes a single factor but only uses y 1 , y 3 , and y 5 as indicators; and Figure 3d has a single factor but takes y 1 , y 2 , and y 3 as the only indicators.
Simulating data that conforms to Figure 3a (λ 11 = 1, λ 21 = .8, λ 31 = .6, λ 32 = .5, λ 42 = .8, λ 52 = 1, α 1 = 0, V(g j ) = 1, V(η k ) = 1, COV(η 1 , η 2 ) = .6, N = 1000), I estimated the factor loadings and R-squares for the models that matched Figures 3a to 3d using the ML estimator. These results are reported in Table  2 . The first columns with the results for the true model in Figure 3a show estimates that are within two standard errors of the population values. The low chi-square and high pvalue and the other fit indices consistently point toward a good fitting model. I could interpret the validity measures for this correct version of the model as I illustrated with the other correct models in the first part of the paper, but will not do so.
Rather I examine what happens in the incorrect models. Figure 3b mistakenly has one factor rather than two. All the factor loadings remain statistically and substantively significant, which might lead a researcher to view these as valid measures. But we know that y 4 and y 5 are invalid measures of the first factor (η 1 ) and that y 3 measures both η 2 and η 1 , although the model only permits η 1 to have an impact.
In applied settings we are not privileged to the knowledge of the true model, so how can we know that there is a validity issue with some of the measures in Figure 3b ? This is where the previous discussion about overall model fit is relevant. The chi-square of 70.8 with 5 df is highly statistically significant for the model in Figure 3b . The Relative Noncentrality Index (RNI) and Incremental Fit Index (IFI) pass conventional standards, but the Tucker-Lewis Index (TLI) and Bayesian Information Criterion (BIC) point toward an unacceptable fit.
11 The overall poor fit for some of the measures serves as a cautionary note about structural misspecifications and the misspecification creates uncertainty about the accuracy of the validity statistics.
The models in Figures 3c and 3d provide additional signs of trouble and potential invalidity. If these five indicators truly measured a single factor, then I would expect that fitting a single factor to a subset of the five indicators would lead to the same factor loadings and other parameter estimates for any parameters shared between the models. Any differences in factor loadings for the same variable should be due to just 11 Other fit indexes could be used, but in my experience these represent a useful variety of measures that perform well. Figure 3c , I keep the assumption of a single factor, but only use y 1 , y 3 , and y 5 as indicators. Figure  3d also is a single factor, but I only use y 1 , y 2 , and y 3 . Contrasting the estimates from the models that correspond to Figure 3c and 3d reveals a large difference in the factor loading estimates for y 3 (1.418 versus 0.897). Furthermore the R-squares for y 1 go from 0.30 to 0.47 and from 0.65 to 0.41 for y 3 . Finding differences this large raises questions about the model specification and cast doubt on any estimates of validity that use these model estimates as a basis. This illustrates that using different indicators in the model can provide evidence of an invalid structure and should deter the analyst from using the estimates to make validity assessments.
To minimize errors in indicator selection when working with effect indicators, a researcher should have a model with good overall fit and one in which the coefficients do not exhibit large changes when effect indicators of the same latent variable are added or subtracted from the model. Our misspecified models in Figures 3b to 3d did not exhibit these characteristics and the result was that at least some of the validity estimates were seriously misleading.
Five Causal Indicators, Two Latent Variables
In this subsection, I have a model with five causal indicators that influence two latent variables according to the following equations:
where the errors (ζ's) have a mean of zero and are uncorrelated with the causal indicators (x's) and with each other. Note that is the only causal indicator to influence both η's. The model is set up to parallel the situation of effect indicators, which are linked to two different latent variables. With no effect indicators both equations are underidentified. Suppose that I have one effect indicator for each latent variable
where the unique factors (g's) have means of zero and are uncorrelated with the latent variables (η's), but correlated with each other. Figure 4a is a path diagram of this model. Not knowing the true model, in practice researchers are likely to formulate models with at least some errors. Figure 4b is an example where a researcher incorrectly assumes a single latent variable (η) for the five causal indicators and that the latent variable has two effect indicators, y 1 and y 2 . Figure 4c is a model where once again a single latent variable is incorrectly used, but only one effect indicator (y 1 ) is available. Figure 4d is the same setup except that only y 2 is available as an effect indicator.
Simulating data for the model in Figure 4a (λ 11 = 1, λ 22 = 1, γ 11 = .5, γ 12 = .7, γ 13 = .2, γ 23 = .3, γ 25 = .7, α j = 0, V(g j ) = 1, COV(g 1 , g 2 ) = .6, V(ζ k ) = 1, N = 1000), I estimated each of the models in Figures 4a to 4d using the ML estimator. The results are reported in Table 3 . The model in Figure 4a is not identified. More specifically, we cannot separately identify the error variances for the η's and the error variances of the g's. Had I two effect indicators each for η 1 and η 2 , then this would not be necessary since the original model would be identified.
12 But to illustrate how to proceed in the situation of a single effect indicator for each latent variable, I do not assume additional effect indicators. In Figure 4a the coefficients of the causal indicators are identified and I can estimate them by using the partially reduced form model as described in Bollen and Davis (2009a) . 13 A similar situation holds for the models in Figures 4c and 4d and I also estimate these using the partially reduced form versions of these models.
The column of Table 3 that corresponds to Figure 4a shows that the estimates of the identified parameters are all within +/-2 times the standard errors of the true parameters. In addition, the likelihood ratio chi-square and the fit indices all indicate an excellent fitting model. Since the γ's are identified and estimated, I have the unstandardized validity coefficients to gauge the validity of each causal indicator as a measure of either η 1 or η 2 . The low to moderate association among the causal indicators does not create collinearity problems that prevent reasonable estimates of validity. The statistical significance and magnitude of coefficients reveal that x 1 to x 2 are valid measures of η 1 . Similarly, x 3 to x 4 are valid measures of η 2 . However, the lack of identification of the variances of ζ's (error variances of the η's) means that I cannot estimate the standardized validity coefficients for the causal indicators. (I could estimate the incremental validity variance by comparing the explained variance with and without each causal indicator.) Fortunately, the results for the coefficients are sufficient to highlight the validity of the causal indicators. Furthermore, if I modified the model to allow all five causal indicators to influence both η 1 and η 2 , then I also could establish that x 4 and x 5 are invalid measures of η 1 and that x 1 and x 2 are invalid measures of η 2 . Figure 4b to those for the true Figure 4a model reveals the problem of incorrectly assuming a single latent variable when two are present.
Figures 4c and 4d represent a case where a researcher might have different single effect indicators with which to estimate a model. Table 3 has columns that represent the results of estimating these models. Interestingly, the estimates that correspond to the model in Figure 4c correspond to estimates of the impact of these causal indicators on η 1 while the estimates that correspond to the model in Figure 4d are the estimates of the impact of these same causal indicators but on η12 . This implies that as long as a researcher recognizes that the effect indicators (y 1 and y 2 ) correspond to different latent variables, then it is possible to estimate the unstandardized validity coefficients and determine which causal indicator is valid for which latent variable. I tested the single latent variable model in the column that corresponds to Figure 4b . I found a poor fit as is expected given that the effect indicators actually measure two different latent variables. A good fit would be more likely if they did tap the same latent variable.
Some researchers have been puzzled by estimates of the impact of causal indicators that differ depending on the effect indicator (or other outcome variable) in the analysis. They have interpreted this as suggesting that this is a special problem with causal indicators. However, this is more of a problem with indicators not measuring the same latent variable. An analogous problem was found with effect indicators in the models represented in Figure 3b to 3d. In Figure 3b , I mistakenly assumed that all five effect indicators measure a single latent variable and the factor loadings differ from the true model with two factors. In Figures 3c and 3d , the factor loadings differ depending on which three effect indicators are used, a symptom of the incorrect number of latent variables, not of an inherent problem with effect indicators. So assuming a single latent variable when there are more and having indicators that tap different latent variables can lead to different assessments of validity whether a researcher is evaluating causal or effect indicators. For a discussion of this issue, see Howell et al. (2007) , Bagozzi (2007) , and Bollen (2007) for contrasting views.
Conclusion
Indicator selection and elimination begins with clear measurement theory that defines a concept, its dimensions, and the necessary latent variables to represent them. The definitions also guide the selection of indicators and specifying whether the measures are causal or effect indicators. 14 Once these relations are specified in SEM, a researcher can begin to assess the validity of indicators. An important step in the empirical analysis is determining whether the measurement model is an adequate description of the data using statistics such as the likelihood ratio chi-square test that compares the model fit to a saturated model. Additional fit indices often supplement the chi-square test. In addition, if the estimates are relatively stable using different effect indicators for the same latent variable, this is supportive of the model specification. We would not expect such stability when using a subset of causal indicators. Embedding this measurement structure in a larger model and checking whether the coefficients change beyond sampling fluctuations is another check on validity. If the results differ, this raises doubt about the specification.
If the fit of the model is adequate, then the researcher can examine the unstandardized and standardized validity coefficients and the unique validity variance measures to gauge the degree of validity. The analyst needs to consider the substantive and statistical significance of these estimates. For causal indicators or effect indicators that depend on two or more latent variables, it would be wise to perform collinearity diagnostics. All of these statistics provide information on the validity of the indicators. Indicators with low validity coefficients and low unique validity variance (in the absence of high collinearity) are ones that are candidates for elimination even if theory initially supported their use. This is true whether they are causal or effect indicators. On the other hand, statistically significant and substantively large unstandardized and standardized validity coefficients with moderate to high unique validity variance support the validity of an indicator.
What makes these assessments most difficult is deciding whether the model as a whole is adequate for the data. In many SEMs with large samples there is considerable statistical power to detect even minor mistakes in the model specification. In practice, there will be ambiguity in assessing overall model fit. This in turn leaves open the possibility of a structural misspecification that is sufficient to alter the parameter estimates vital to assessing indicator validity. Thus we must recognize and be willing to live with the fact that mistakes are possible where an invalid indicator is retained or a valid one discarded. It is this fact that reinforces the need for a theoretical basis to back up our specifications and empirical tests.
Finally, if composite (formative) indicators are combined to be a convenient summary of a set of variables, then the issue of validity is not present since there is not a claim that these indicators share conceptual unity. With the composite (formative) indicators, there is no expectation of stable coefficients across different dependent variables that the composite might predict. This distinction between causal indicators and composite (formative) indicators is not typically made and when ignored can contribute to controversy.
