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Enzymes speed up biochemical reactions at the core of life by as much as 15 orders of magnitude.
Yet, despite considerable advances, the fine dynamical determinants at the microscopic level of their
catalytic proficiency are still elusive. In this work, we use a powerful mathematical approach to
show that rate-promoting vibrations in the picosecond range, specifically encoded in the 3D protein
structure, are localized vibrations optimally coupled to the chemical reaction coordinates at the
active site. The universality of these features is demonstrated on a pool of more than 900 enzyme
structures, comprising a total of more than 10,000 experimentally annotated catalytic sites. Our
theory provides a natural microscopic rationale for the known subtle structural compactness of
active sites in enzymes.
I. INTRODUCTION
The intricate networks of metabolic cascades that power
living organisms ultimately rest on the exquisite abil-
ity of enzymes to increase the rate of chemical reac-
tions by many orders of magnitude. However, despite
a large body of evidence accumulated over the past two
decades in favor of the highly dynamical nature of pro-
teins, the question whether protein motions such as con-
formational changes and finer (and faster) reorganization
dynamics play a role in enzyme catalysis remains widely
debated [1].
Although many molecular machines contain intrinsi-
cally disordered domains [2], the 3D fold is central to
enzyme functioning. In particular, increasing evidence is
accumulating in the literature in favor of the existence
of specific fold-encoded motions believed to be optimally
coupled to the chemical reaction coordinate(s) [1, 3–8].
These motions typically correspond to localized vibra-
tions of the protein scaffold that contribute to the cat-
alytic reaction, i.e. modes that, if impeded, would lead
to a deterioration of the catalytic efficiency [1]. The ex-
istence and importance of such localized, shape-specific
motions, coined rate-promoting vibrations (RPV) [6] is
backed by many computational and experimental stud-
ies [4, 9–15], beginning with the pioneering ideas by Mc-
Clare on the functional role of non-equilibrium localized
motions in muscle contraction [16]. The role of RPVs
in enzymes has been highlighted for the tunneling reac-
tion coordinate in lactate dehydrogenase (LDH) [17–19].
Promoting modes in Purine Nucleosidase phosphorylase
(PNP) have also been explored more recently [20]. In-
terestingly, evidence for the existence of promoting vi-
brations coupling directly to the reaction coordinate in
enzyme-catalyzed hydrogen transfer reactions has also
been gathered from the temperature dependence of ki-
netic isotope effect (KIE) [21]. More generally, the key
rate-promoting role of fluctuations in the region of the
active site has been established on rigorous quantum me-
chanical grounds in the 1990s by Bruno and Bialek for
enzymatic hydrogen transfer [22]. Yet, despite the broad
set of evidence for specific dynamical effects in enzymes-
catalyzed reactions, a universal demonstration of the ex-
istence of RPVs in enzymes that could explain how spe-
cific vibrations at the active site contribute to increase
the reaction rate is still lacking.
To tackle the problem of assessing the role of vibrations
in the catalytic efficiency of enzymes, it is essential to
understand that in general protein motions play a rather
diverse and subtle role over a wide range of timescale
and distances [23]. The longest times, which correspond
to conformational changes of the protein, are in the ms-s
range [24] and are generally believed not to be directly
coupled to the enzymatic catalytic step, as most enzymes
have turnover rates in the 103 s−1 ballpark [1]. The mat-
ter is subtler for allosteric transitions (i.e., action at a
distance) [25], and slow conformational sampling, occur-
ring in the ms-s timescale too, with many studies ad-
vocating a variable degree of coupling of those motions
to the chemical step [26, 27], including the key advances
brought about by single-molecule enzymology [28, 29].
Faster conformational sampling in the ns-ms and faster
reorganization motions of the active sites in the ps-ns
range are commonly accepted to play an important role
in shaping the kinetic behavior of many enzymes, such
as alcohol dehydrogenase [30] and methylamine dehydro-
genase [31], as most clearly revealed by the pioneering
studies on the role of protein motions in hydrogen tun-
neling in soybean lypoxygenase-1 [30, 32].
Quantum-mechanical tunneling in hydrogen transfer at
room temperature was first demonstrated in 1989 in a
seminal paper on alcohol dehydrogenase [33]. In par-
ticular, this discovery revealed the tremendous power of
kinetic isotope effects studies to investigate the direct
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2coupling of fast vibrational modes localized at the active
site to the catalytic step [34]. The general surprising find-
ing is that the KIE is largely temperature-independent
in many native enzyme systems [9, 31, 32]. This is usu-
ally interpreted as the blueprint of an optimal structural
compactness at the active site, where reaction partners
are kept tight in the optimal geometry that underlies the
catalytically competent atomic arrangement. This fact
perfectly rhymes with the known reports that active sites
tend to lie in the stiffest regions of enzyme structures [35–
37] and that a subtle balance of rigidity and some specific
flexibility are implied in enzyme catalysis [38, 39].
Taken together, the above facts lead to an emerg-
ing picture where enzymes feature highly compact, pre-
organized active sites. These represent structurally com-
petent catalytic precursors that are generically modu-
lated through slow conformational sampling at the level
of the whole structure, but more finely and specifically
regulated by specific rate-promoting vibrations that cou-
ple directly to the reaction coordinate(s). Hydrogen
tunneling kinetics provides the perfect grounds for il-
lustrating these ideas. There is now a wide consen-
sus that donor-acceptor distances (DAD) at the active
site for enzymes that catalyze the transfer of some hy-
drogen species are modulated with sampling frequen-
cies in the 50− 300 cm−1 range [34], corresponding to
motions in the ps-ns range. These RPVs provide op-
timal compression along the DAD, thus enhancing the
tunneling rate through a vibrationally assisted mecha-
nism [22, 34]. In other words, fast conformational sam-
pling along the DAD is optimal in the substrate-bound
conformation, which generates active-site compression
leading to favorable close approach between donor and
acceptor atoms [34] on timescales slower than tunneling
times (fs).
In this paper, we take one step forward and show
that fold-specific, localized vibrations enforcing dynami-
cal compression at the active site are a universal feature
of enzymes. This suggests that enzymes structures have
evolved as optimally designed mechanical transducers of
vibrational energy mediated by RPV patterns [11]. The
article is organized as follows: first, we introduce the
localization landscape (LL), a novel and powerful math-
ematical tool which we use here to predict the spatial
distribution of energy in proteins modeled by the Elas-
tic Network Model (ENM) [40]. The implementation of
the LL is illustrated for a specific example, the well-
documented case of LDH, before reporting the results
of a systematic study of the correlation between active
sites and localized vibrations on a sample of about 1,000
enzymes (corresponding to more than 10,000 annotated
actives sites).
II. MATERIALS AND METHODS
In order to investigate the topological origin of vibra-
tional modes related to the active-site reorganization in
the specific timescale of interest (100 cm−1), we adopt a
coarse-grained elastic-network model (ENM) [36, 40, 41]
(see Appendix A). This model reduces each protein to a
collection of beads and springs that interact according to
a unique, fold-encoded connectivity pattern. In our case,
the beads correspond to the amino acids centered at the
Cα carbon of the tertiary structure (Fig. 1A). Enzymes
are therefore seen as a set of coupled harmonic oscillators
(Fig. 1B). As it is well known [42], the local connectivity
of each each amino acid is reflected in the sparsity pattern
of the force constant matrix (Fig. 1C). This connectivity
controls the localization pattern of high-frequency modes
(O(102) cm−1 in Cα-based ENM schemes).
The main idea of this paper is to use a novel mathe-
FIG. 1. Coarse grained model. A: All-atom view of the
L-Lactate Dehydrogenase dimer (LDH, PDB id: 1I0Z). B:
Elastic Network Model deduced from the tertiary structure.
C: Sparsity pattern of the 3N×3N force constant matrix Hαβij
used to compute the localization landscape (see Appendix A).
Each non-vanishing term is represented by a blue spot. In our
case of uniform spring constant and sharp cutoff coupling, this
matrix is a direct representation of the connectivity pattern
among residues.
matical tool, coined localization landscape (LL), to deci-
pher the subtle structure-dynamics-function relation in
enzymes. The LL, which rests on a universal theory
of wave localization, unveils the localization pattern of
standing waves in complex or disordered media [43], and
is extended here to the case of protein vibrations (see
Appendix A). Bypassing the need to compute the full
set of normal modes, the LL is a real-valued function
computed at each site of the ENM network by solving a
simple linear system based on the force constant matrix
(see Appendix B). This LL provides the essential infor-
mation about the interplay between the complex protein
3shape and the propagation of microscopic vibrations. In
particular, the “valleys” of the LL delineate the main
regions of existence of the large-amplitude localized vi-
brations, thus yielding an effective functional partition
of the molecule structure. In addition, the local maxima
of the LL identify the most localized vibrating areas or
“hot spots”, while the corresponding values of the LL at
these hot spots are very good predictors of the associ-
ated vibration frequencies [44, 45] (see also appendix B
and more specifically Fig. 9). We emphasize here that
the LL is about 50 times faster to compute than solving
the full eigenvalue problem (see Table I in Appendix C).
The LL reveals that the molecular architecture of en-
zymes seems so designed as to concentrate high-frequency
vibrations within a few domains, as it has been pointed
out in previous studies [35, 37, 46, 47]. Moreover, the
LL affords considerable new insight into how the local-
ization pattern also segments the molecular scaffold into
nearly vibrationally independent (i.e., uncoupled) clus-
ters of amino acids. Although this work focuses on en-
zymes, the localization property seems to remain general
for every protein.
III. RESULTS
The case of LDH is presented here as a paradigmatic ex-
ample to illustrate the insight offered by our method. As
a comparison, we first compute all the normal modes
(NM) by brute-force diagonalization of the dynamical
matrix. The patterns of the highest-frequency NMs
(Fig. 2A) reveal that they are highly confined to some
very specific residues. We then compute the high-
frequency LL of the enzyme (indicated by u in Fig. 2B).
The most interesting property of the LL appears when
comparing it to the catalytic structure of the enzyme,
characterized by the locations of the known active sites
of LDH (VAL-31, GLY-32, MET-33, LEU-65, GLN-66).
Clearly, catalysis in LDH takes place in the regions where
the fast vibrations of amino acids are preferentially con-
centrated.
The structure of the localization pattern appears even
more clearly when color-coding it onto the 3D conforma-
tions (Fig. 3), thus identifying unmistakably two distinct
regions in the molecule where fast vibrations are concen-
trated. We observe here that peaks (hot spots) of the
localization landscape that appear distant when plotted
along the backbone chain (Fig. 2B) are found around the
same spatial locations (here, the two red spots in Fig. 3).
We also find that the few peaks of the localization land-
scape that do not seem to correspond to any active site
are in fact found in the same regions, once the backbone
chain is folded into its tertiary structure. This observa-
tion applies very generally to all LLs computed for a very
large set of enzymes (see Fig. 7 in the following).
A careful analysis of the spatial structure of localized
modes reveals that high-frequency localized vibrations
are compressive motions. Hence, at hot-spots, amino
FIG. 2. Comparison between Normal Modes and
LL computation for human L-Lactate Dehydrogenase
dimer (LDH, PDB id: 1I0Z). A: Wave localization is vi-
sualized by plotting the 10 highest-frequency normal modes.
Their frequencies range from 94.2 to 99.3 cm−1. B: The LL
(u) is drawn along the protein backbone. Catalytic sites,
shown explicitly alongside the LL, clearly lie very close to the
LL maxima, corresponding to the sites of highest localization
(hot spots).
acids tend to get close-packed. This feature is demon-
strated here by computing at each residue the reduction
of the mean distance between nearest neighbors induced
by the highest-frequency modes (see Appendix D). Fig-
ure 4 displays the result of this computation in the case
of LDH: we clearly see that localization hot spots match
almost exactly the regions subjected to compression mo-
tions of large magnitude. A more detailed analysis of a
localized mode is presented in Fig. 5 (the example shown
in the figure is the eigenvector #10).
An important additional feature revealed by the LL
analysis of LDH is that the enzyme structure appears
to be partitioned into large-scale domains, i.e., contigu-
ous sets of sites separated by deep minima of the land-
scape (Fig. 6A). These domains comprise few hundreds
of amino acids associated with the oligomeric complexes
(monomer, dimer, trimer etc.). Each of these domains
exhibits a sub-structure comprising 2 to 4 regions of a
few tens of sites that harbor the most localized vibra-
tions. From the LL, we can define each domain as com-
prising a hot-spot and extending to the two lowest local
minima on both sides along the chain. Each of them can
be understood as a nearly independent vibrational region
(see Fig. 6B), weakly coupled to its neighbors. This rep-
resentation offers a totally new functional vision of the
4FIG. 3. 3D LL for human L-Lactate Dehydrogenase
dimer. The 3D LL is shown by color-coding the 3D coarse-
grained scaffold according to the amplitudes of the LL de-
picted in Fig. 2B. We observe here that peaks (hot spots) of
the localization landscape that appear distant when plotted
along the backbone chain are in fact found around the same
spatial location (the red spots). Wave localization is thus
predicted to occur within two distinct 3D domains lying at
the center of the molecule: these domains host the catalytic
activity.
protein and also paves the way for a new understanding
of allosteric processes [48]. This aspect will be addressed
further in the Discussion section.
The subtle connection unveiled above between local-
ization of vibrational energy and compressive reorgani-
zation of the active site is by no means an isolated case.
This has emerged neatly from the systematic study of
a set of 933 enzymes from the catalytic site atlas [49],
comprising a total of 10,566 experimentally annotated
catalytic sites. For each enzyme, we have computed the
LL and located its highest maxima (examples of 3D rep-
resentations of LLs for several enzymes are displayed in
Fig. 7, left column, while the right column displays the
partitioning of each enzyme into independently vibrating
domains, obtained from the LL using the procedure illus-
trated in Fig. 6).
Then, for each known catalytic site of the enzyme, we
have computed the distance to the nearest maximum of
the LL, expressed as a percent of the total length of the
backbone chain (see Fig. 8A). Figure 8B displays a his-
togram of these relative distances, computed over all en-
zymes and all catalytic sites. The dotted curve plotted
on top of the histogram represents the cumulative score.
In 95% of the cases, a catalytic site is found within 0.2%
of the total chain length from a localization hot spot.
FIG. 4. Compressive motions and localization sites
in the L-Lactate Dehydrogenase dimer (LDH). The
displacement amplitude (top graph) associated with the vi-
brational eigenvector #10 (frequency 94.17 cm−1) is local-
ized along the reaction coordinate residues VAL-31, GLY-
32, MET-33, as predicted by the LL (function U, middle
graph). The computation of the local compression factor (see
Appendix D) clearly shows that these localized modes are
compression modes.
By comparison, the distance along the chain between a
site picked at random and the nearest localized vibration
site would be on average 10% of the chain length, i.e.,
about 200 times farther away! This striking concordance
clearly indicates that vibrational energy localization, as
dictated by the 3D scaffold, must play a key role in the
design of enzyme function: in 95% of the case, catalytic
sites are located in domains where residues exhibit fast
compressive motions.
IV. DISCUSSION
Localization of vibrations is a general feature of the scaf-
fold of proteins. The LL is a novel theoretical tool that
allows one to capture quickly and efficiently the funda-
mental relationship between the 3D structure and the
spatial pattern of localized vibrations, first by predict-
ing their locations and second by showing how the com-
plex and irregular shape of the macromolecule can be
partitioned (segmented) into a few weakly coupled clus-
ters of vibrations. These are identified by highly local-
ized vibrations involving few specific residues with pe-
riods of the order 2− 4 ps, that systematically take the
form of compressive motions. Channeling thermal (or
5FIG. 5. A rate-promoting vibration (RPV) in the
L-Lactate Dehydrogenase dimer (LDH). Localization
landscape color-coded on the coarse-grained structure with
a close-up of the compression field corresponding to the vi-
brational eigenvector #10 (frequency 94.17 cm−1) along the
reaction coordinate: residues VAL-31, GLY-32, MET-33 com-
press towards ARG 106. The localized eigenmode #10 corre-
sponds to the rate-promoting vibrations found in Ref. [19].
non-equilibrium) vibrational energy along such specific
localized eigenvectors could be crucial for optimal en-
zyme functioning, e.g. in reducing the transfer distance
associated with transition-state barriers or modulating
donor-acceptor distances along specific directions, thus
accelerating the chemical reaction step. Our analysis
through the LL, performed on 933 enzymes, has con-
firmed that the overwhelming majority of their catalytic
sites are located at hot spots and are henceforth at the
core of specific, fold-rooted compressive motions.
These considerations can be given additional physical
meaning in the context of a phenomenological modified
Marcus-like tunneling theory that is used with success
to interpret experimental data on enzyme-catalyzed H-
transfer reactions [50]. According to such theoretical
scheme, the overall tunneling rate can be written as
kt ∝ e−β(∆G+λ)2/4λ
∫
e−SG(R)/2~ Pe(R) dR (1)
In the above expression ∆G denotes the free energy bar-
rier associated with the global transition between re-
actant and product in the multi-dimensional space of
heavy nuclear coordinate and λ the corresponding re-
organization energy, both associated with slow confor-
mational sampling needed to reach the tunneling-ready
state (TSR). The effect of rate-promoting vibrations is to
FIG. 6. Localization and functional domains. A: Parti-
tioning of the molecule obtained from the LL. On the land-
scape plotted on the backbone chain, one selects the 4 highest
local maxima (marked by a spike on the color bar) separated
by the 4 lowest local minima (marked by the dotted lines). In
the LL theory, each domain can be seen as a local harmonic
oscillator, weakly coupled to the others. B: The partition-
ing of the LDH obtained in frame B, plotted on the tertiary
structure, exhibits distinct spatial domains.
weigh H tunneling from the ground-state, here expressed
in the WKB approximation through the ground-state ac-
tion SG(R) which is a function of the donor-acceptor
distance R. The rate-promoting vibration(s) specifically
couple to the DAD coordinate providing a slow modula-
tion (compared to tunneling times) of the donor-acceptor
potential energy represented by the equilibrium probabil-
ity density Pe(R) corresponding to optimal compression
through RPV motions along the DAD at the active site.
The characteristic times for thermally activated bar-
rier crossing and/or tunneling in an enzymatic reaction
are fast compared to the period of typical rate-promoting
vibrations associated with the local reorganization of the
active site (ps-ns), which are themselves swift compared
to the time-scales of slow conformational sampling and
conformational changes (ms-s). This hierarchy of time
scales allows localized motions to slowly modulate (with
respect to the actual transition step) the energy land-
scapes associated with chemical reactions. However, such
modulations occur millions of times per second while the
3D conformation of the protein appears frozen, as the
free energy landscape associated with the global reactant-
product equilibrium is essentially static at the scale of the
transition state lifetime. The striking and universal cor-
respondence between the enzymatic active sites and the
localization hot spots strongly suggests that such ps-ns
6FIG. 7. Domains in other enzymes. The partitioning
procedure is illustrated for four enzymes. The clustering of
the enzymes into vibrationally independent subregions is a
general feature.
local, time-modulated compressions are a basic feature of
enzymes that is likely the product of evolutive optimiza-
tion.
Another intriguing logical consequence of our analysis
is that resonance mechanisms (i.e the fact that clusters
may eventually communicate with common vibrations)
between distant localization sites may promote energy
transfer across the molecular structure without affecting
the sites located in between. By spatially confining vibra-
FIG. 8. Proximity score for 10,566 annotated catalytic
sites (933 enzymes) from the catalytic site atlas [49],
gauging the match between a functional site and a main local-
ization hot spot. Frame A: The relative distance is scored
by taking the shortest distance between catalytic sites and
the main localization hot spots, divided by the chain length.
Frame B: Main histogram. 95% of active sites are found
at one of the highest localization spots with an error smaller
that 0.2% of the enzyme length along the chain. Inset: Size
distribution.
tions at very specific places, wave localization may allow
in principle distant sites to be “fed” with energy. Long-
range communication would occur through specific pro-
tein paths associated with each specific frequency, with-
out involving the rest of the structure (i.e thus preventing
resonant leakage of energy to other modes). Therefore,
localized vibrations may have a key role in allosteric ef-
fects, as pointed out in Ref. 51.
In summary, investigating localized vibrations that
control the active site reorganization in enzymes allows
one to gain fundamental insight into the dynamical de-
terminants of their functioning. The discovery of the
related localization landscape sheds light onto the sub-
tle link between the geography of fast compressive mo-
tions within an enzyme and its catalytic activity. Local-
ized vibrations involving residues at or close to the active
site correspond to motions that are typically compatible
with the accepted timescales of rate-promoting vibrations
(50− 300 cm−1) [34, 52] and typically favor the short-
ening of transfer distances at molecular contact. Our
analysis framework also offers an intriguing rationale for
controlling fast dynamical effects at catalytic sites: any
change in dynamical properties (interactions or mass)
can be monitored with an extremely fast computational
approach, allowing direct comparison with experiments,
7such as Kinetics Isotope Effects measurements [1].
Appendix A: Elastic network model of protein
dynamics
Elastic network models (ENM) of protein dynamics have
been introduced by M. Tirion in 1996 [41] and later re-
formulated in a coarse-grained version by Bahar and co-
workers under the name of anisotropic network model
(ANM) [42]. In the ANM, a given protein comprising
N residues is represented by an ensemble of N fictitious
particles, the mass of each particle being concentrated at
the location of the corresponding α-carbons. By defini-
tion, the equilibrium configuration of the system is taken
to coincide with the experimentally solved structure (i.e.
from X-ray diffraction or as an average over several NMR
conformers). All particles are taken to have the same
mass, which we set equal to the average amino acid mass
M = 110 a.m.u., and each particle interacts with its
neighboring particles through a central harmonic force.
Let us denote ri(t) and Ri the instantaneous and the
equilibrium position vector of the i-th residue, respec-
tively. The total potential energy of the system is that
of a network of beads and central springs, that is,
V =
1
2
∑
i>j
Kij(rij −Rij)2 , (A1)
where Kij is the force constant of the spring connect-
ing the residues i and j, while rij = |ri − rj | and
Rij = |Ri −Rj | are the instantaneous and equilibrium
Euclidean distances between the pair (i, j). The matrix
of force constants can e specified in several ways. Here,
in line with the original ideas of the ENM modeling strat-
egy, we use a single stiffness k for all springs and identify
the set of interacting pairs through a connectivity matrix,
that is,
Kij = k cij (A2)
where cij = {1 for Rij ≤ Rc and 0 otherwise}. Accord-
ing to previous studies [36], we set k = 5 kcal/mol/A˚2
and choose a cutoff Rc = 10 A˚. In order to compute
the localization landscape of a protein, we consider the
harmonic approximation of the ANM, which corresponds
to
V =
1
2
∑
ij
∑
αβ
Hαβij uiαujβ +O(u3) (A3)
where uiα = riα − Riα (α = x, y, z) are the Cartesian
components of the displacement vector of residue i. The
Hessian matrix H is directly derived from the total po-
tential energy through
Hαβij
def
=
∂2V
∂uiα∂ujβ
∣∣∣∣
{u=0}
= −Kijsαijsβij + δij
∑
m
Kjms
α
mjs
β
mj (A4)
where sαij = R
α
ij/Rij are the Cartesian components of
the unit equilibrium inter-particle vectors. The normal
modes (NM) of a system of interacting particles, such
as the residues in an elastic network, are the eigenvec-
tors of the mass-weighted Hessian matrix (also known as
dynamical matrix),
H˜ = M−1/2 H M−1/2 (A5)
where M is the diagonal mass matrix. It is well known
that the high-frequency NMs of vibrations of protein
structures are strongly localized in space, which is a re-
sult of the spatial quenched disorder of their equilibrium
structures [42]. This is still true in our coarse-grained
model where the highest frequencies are of the order
of 100 cm−1 and the corresponding displacement vector
fields are localized in regions of the size of one coordina-
tion shell, i.e. O(Rc).
Appendix B: The localization landscape of thermal
phonons
1. Calculation of the localization landscape
Within the ANM framework, the equations of motion
read
Miu¨iα = −
∑
jβ
Hαβij ujβ (B1)
By introducing the mass-weighted coordinates Xiα =√
Miuiα, this set of equations can be put into the fol-
lowing vector form:
X¨ = −H˜X (B2)
We look for solutions to Eq. (B2) in the form X =
Ye−jωt, which amounts to solving the related eigenvalue
problem, i.e. finding the eigenvectors Yn and frequencies
ωn such that
H˜Yn = ω2n Yn (B3)
The displacement of residue i can be decomposed into
the contributions along each eigenvector Yn, that is,
uiα(t) =
Xiα(t)√
Mi
=
1√
Mi
3N∑
n=1
αnY
n
iα e
−jωnt. (B4)
Ref. [43] introduces a mathematical function called local-
ization landscape (LL) for predicting low-frequency lo-
calization. Yet, in the case of an inhomogeneous discrete
system, high-frequency eigenvectors also correspond to
localized, short-wavelength vibrations. According to a
procedure similar to the one developed in [47], a high-
frequency LL can also be computed as the solution U to
the following linear system
H˜c U = 1 , (B5)
8where
H˜αβc,ij =
{
c− H˜αβij if i = j, α = β
H˜αβij otherwise.
(B6)
Here, c is a small real positive constant such that all
eigenvalues of the matrix H˜c are positive. The phys-
ical idea behind this (see Ref. 47) is to look for lo-
calized modes of wave vector close to k = pi/a where
a ' 3.83 A˚ is the equilibrium distance between consecu-
tive α-carbons along the protein primary structure. This
is the only 1D path belonging to the connectivity graph
that ensures translational invariance along the chain. Fi-
nally, the localization landscape U used in this paper to
rationalize the location of catalytic sites in enzymes is
defined as the geometrical average of the three Cartesian
components of U, namely
Ui =
( ∑
α∈x,y,z
UiαUiα
)1/2
(B7)
Appendix C: Computing Efficiency of the Method
An other important aspect of this approach is its remark-
able computational efficiency. The study of proteins mo-
tions is usually conducted through an analysis of the nor-
mal modes. This requires solving the eigenvalue problem
(see Eq. (B3) in Appendix B)
H˜Yn = ω2n Yn (C1)
where Y and ω2n correspond to the normal modes and
eigenfrequencies, respectively. Retrieving these quanti-
ties from normal modes analysis (NMA) can be a com-
putational issue for large macromolecules (number of
residues N > 10000), especially when long range interac-
tions are accounted for, as they considerably reduce the
sparsity of the matrix H˜. By contrast, the localization
landscape is obtained by solving a simple linear system
of algebraic equations
LˆU = 1, (C2)
where Lˆ stands for a self-adjoint operator constructed
from the dynamical matrix (see Eq. (B5) in Appendix B).
Table I compares the computational cost of the two afore-
mentioned approaches, by reporting the required CPU-
time as a function of the number of degrees of freedom
(d.o.f). The ratio between the CPU times required by
the two methods is displayed in the last column. The LL
approach is roughly 50 times more efficient for the typ-
ical protein size encountered in this study, although we
have have restricted this analysis to the case of tridiago-
nal matrices: in practice, the computational gap between
the two methods is even more substantial in realistic sys-
tems. This performance offers a clear advantage for a
systematic analysis of large sets of protein data.
TABLE I. Comparison between Normal modes (NMA) and
localization landscape (LL) analyses.
CPU time [s]
# of d.o.f. NMA LL Ratio NMA/LL
500 0.72 0.0032 22
1000 4.6 0.17 27
2000 40 1 40
5000 840 18 47
10000 6600 132 50
20000 54000 571 100
FIG. 9. Localization Landscape for HIV-1 Protease
(PDB id: 1A30). Wave localization is visualized through
the displacement pattern of the 2 fastest eigenmodes (1 and
2), with frequencies of the order of 96 cm−1. The locations
of the maxima identify the most localizing areas, i.e. the
“hot spots”. Each eigenfrequency can be associated with a
peak height in the landscape, whose values are arbitrary as
they depend on the choice of the constant c in Eq. (B5). In
this case, we have chosen c = 18 in non-dimensional units
(k = M = 1), to ensure that all eigenvalues of the oper-
ator (B5) are positive. The maximum value of U (≈ 0.9)
yields ωmax =
√
c− 1/Umax ≈ 4.11. With the choice k = 5
kcal/mol/A˚2, M = 110 a.m.u., this gives ωmax ≈ 94.8 cm−1,
in agreement with the maximum frequency found by brute-
force diagonalization of the dynamical matrix. The line that
cuts horizontally the landscape at a given height reveals where
the vibrations at that particular frequency are observed along
the backbone chain.
9Appendix D: Calculation of the local compression
factor
The compression factor Ci measures the average level of
local compression at a given site. For a given pair i, j, this
amounts to evaluating the change in Euclidean distance
along a given normal mode with respect to the equilib-
rium distance Rij . In mathematical terms, Ci reads
Ci = 1
NS ci
∑
n∈S
∑
j
cij
Rij −( ∑
α=x,y,z
(Rαij + a(Y
n
iα − Y njα))2
)1/2 , (D1)
where S is the set comprising the NS highest-frequency
normal modes, ci =
∑
j cij is the connectivity of residue
i and a is an arbitrary displacement in A˚. In our calcu-
lation we chose a = 1 A˚, smaller than half the shortest
inter-residue distance Rij ' 3.8 A˚. This ensures that Ci
are positive quantities, in agreement with the physical
requirement that relative displacements cannot exceed
equilibrium inter-distances.
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