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The Anderson localization transition is one of the most well studied examples of a zero tem-
perature quantum phase transition. On the other hand, many open questions remain about the
phenomenology of disordered systems driven far out of equilibrium. Here we study the localization
transition in the prototypical three-dimensional, noninteracting Anderson model when the system
is driven at its boundaries to induce a current carrying non-equilibrium steady state. Recently
we showed that the diffusive phase of this model exhibits extensive mutual information of its non-
equilibrium steady-state density matrix. We show that that this extensive scaling persists in the
entanglement and at the localization critical point, before crossing over to a short-range (area-law)
scaling in the localized phase. We introduce an entanglement witness for fermionic states that we
name the mutual coherence, which, for fermionic Gaussian states, is also a lower bound on the
mutual information. Through a combination of analytical arguments and numerics, we determine
the finite-size scaling of the mutual coherence across the transition. These results further develop
the notion of entanglement phase transitions in open systems, with direct implications for driven
many-body localized systems, as well as experimental studies of driven-disordered systems.
The notion that the entropy due to entanglement can
be extensive in quantum many-body systems came into
sharp focus with the introduction of the eigenstate ther-
malization hypothesis (ETH), which postulates that even
single eigenstates of thermalizing (chaotic) Hamiltonians
are in thermal equilibrium [1–3]. Macroscopic thermody-
namic entropy arises in this formulation through intrin-
sic extensive (“volume-law”) entanglement of the eigen-
states. Historically, these concepts arose from study-
ing foundational questions in statistical mechanics and
quantum aspects of black hole thermodynamics [4, 5];
however, advances in isolating and controlling quantum
many-body systems now allow these foundational con-
cepts about the role of entanglement in statistical me-
chanics to be tested experimentally through both direct
measurements [6–11] and indirect methods [12–23].
However, there are also many situations where the
entanglement entropy is not extensive. This includes
mixed-state density operators of thermal equilibrium
Gibbs states and ground states of many local Hamilto-
nians [24, 25], as well as eigenstates of systems that are
many-body localized (MBL) [26–29]. In the latter case,
there is an entanglement phase transition at the MBL
transition between extensive eigenstate entanglement in
the ETH-obeying thermal phase and sub-extensive (only
boundary-law) entanglement in the MBL phase where
the ETH is violated [30–33]. Other examples of entangle-
ment phase transitions have been analyzed in a random
tensor network model [34] and in quantum circuit mod-
els with measurements [35–38]. Due to the fundamental
difficulty in distinguishing classical and quantum corre-
lations in mixed states [39], the entanglement properties
of many-body mixed state density operators in micro-
scopic models have generally been less studied than pure
states, but there are examples of boundary-driven open
systems with extensive entanglement in their long time
states [40].
In this Letter, we further develop the phenomenology
of entanglement phase transitions in open systems by
studying the Anderson localization transition from this
perspective. We consider the prototypical case of single-
particle Anderson localization on a three-dimensional lat-
tice with a quenched random potential [41]. But we study
this as a noninteracting many-fermion open system that
is boundary-driven. The driving is by clean conducting
leads with incoming scattering states populated at differ-
ent chemical potentials at the two ends of a disordered
“sample.” We examine the non-equilibrium steady state
(NESS) of this driven open system.
Recently, we showed that the NESS density matrix
exhibits volume-law mutual information in the diffusive
phase of this system [40]. Here, we extend this analysis
to study the entanglement, as well as the localized phase
and the localization critical point. We find that the lo-
calized phase exhibits area-law mutual information, as
might be expected. We find that the mutual informa-
tion remains volume-law at the critical point and in the
diffusive phase. Throughout this work, we use an entan-
glement witness for fermionic states that we introduce
here and name the “mutual coherence.” For Gaussian
fermionic states, as are encountered in the boundary-
driven Anderson model, the mutual coherence is a lower
bound on the mutual information. Combining single-
parameter scaling theory and numerics with simple phys-
ical arguments based on the production, spreading, and
decoherence of operators in this system, we determine the
finite-size critical scaling of the mutual coherence through
the localization transition. Due to the relative dearth
of examples of non-equilibrium phase transitions where
entanglement density serves as an order parameter, we
believe this example can serve as a useful point of ref-
erence, with potentially immediate consequences for the
analysis of current-driven MBL systems [42–45]. In addi-
tion, these results are broadly applicable to noninteract-
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2ing models of disordered systems, making our predictions
experimentally testable in a wide range of physical sys-
tems on mesoscopic length scales.
Although the Anderson model was originally intro-
duced in 1958 [41], systematic investigations of metal-
insulator transitions in noninteracting versions of these
models only began in the 1970’s (for an overview see Ref.
[46]). Since that time, there has been continued progress
on understanding these transitions from a variety of an-
gles including approximate field theory descriptions [47],
numerical computations [48], and rigorous mathematics
[49]. Despite this sustained effort, the effects we describe
in this work have, to our knowledge, not been previously
identified. We believe the reason for this omission is that
the point of departure for our analysis is rather unconven-
tional in that we are interested in the many-body state
of the fermions when they are driven out of equilibrium
by a chemical potential bias. On the other hand, much
of the literature on noninteracting Anderson models has
focused on near equilibrium response functions, which
can be characterized in terms of few-particle equilibrium
Green’s functions. Spectral and spatial statistics (includ-
ing entanglement properties [50]) of single-particle wave-
functions at criticality have been extensively analyzed
[51, 52]; however, the effects considered in this work only
appear when performing weighted sums over all single-
particle scattering states, with non-equilibrium popula-
tions. Because part of the motivation for this work is
to gain insights into noninteracting Anderson localiza-
tion transitions that may also apply to interacting sys-
tems and MBL, we focus on arguments rooted in random
quantum circuit models [40, 53, 54], which are more eas-
ily generalized to account for interactions [55–58]. In the
supplemental material, we present an alternative deriva-
tion of the entanglement scaling analysis that more di-
rectly connects to past work on Anderson models [59]. In
both cases, we find that the volume-law mutual informa-
tion and entanglement that builds up at the critical point
and in the diffusive phase arises from a subtle interplay
between the production and decoherence of long-range
correlations, a key insight of our work, that has not been
appreciated in past work on this problem.
Despite some similarities, there are a number of cru-
cial distinctions between the entanglement phase tran-
sition studied in this work and the eigenstate entangle-
ment transition studied in MBL. One difference is that
here we consider the single mixed NESS of an open quan-
tum system driven out of equilibrium, whereas the MBL
transition occurs for exponentially many eigenstates of
a closed quantum system. A second important distinc-
tion is that the volume-law entanglement found here in
the diffusive phase relies on the many-body system being
noninteracting: according to our previous analysis, an
interacting driven and diffusive system should have only
area-law entanglement [40]. The phases in the thermal-
to-MBL entanglement transition, on the other hand, are
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µL
<latexit sha1_base64="bH3Kimh4Gh7f0S7WEv7Qo0/LjGk=">AAAB7HicbZC7SgNBFIbPxluMt6ilzWAQrMKuC FoGbSwsIrhJIFnC7GQ2GTIzu8xFCEuewcZCEVsfyM63cZJsoYk/DHz85xzmnD/OONPG97+90tr6xuZWebuys7u3f1A9PGrp1CpCQ5LyVHVirClnkoaGGU47maJYxJy24/HtrN5+okqzVD6aSUYjgYeSJYxg46ywJ2z/vl+t+XV/LrQKQQ E1KNTsV796g5RYQaUhHGvdDfzMRDlWhhFOp5We1TTDZIyHtOtQYkF1lM+XnaIz5wxQkir3pEFz9/dEjoXWExG7ToHNSC/XZuZ/ta41yXWUM5lZQyVZfJRYjkyKZpejAVOUGD5xgIlibldERlhhYlw+FRdCsHzyKrQu6oHjh8ta46aIowwn cArnEMAVNOAOmhACAQbP8ApvnvRevHfvY9Fa8oqZY/gj7/MHrUiOlQ==</latexit><latexit sha1_base64="bH3Kimh4Gh7f0S7WEv7Qo0/LjGk=">AAAB7HicbZC7SgNBFIbPxluMt6ilzWAQrMKuC FoGbSwsIrhJIFnC7GQ2GTIzu8xFCEuewcZCEVsfyM63cZJsoYk/DHz85xzmnD/OONPG97+90tr6xuZWebuys7u3f1A9PGrp1CpCQ5LyVHVirClnkoaGGU47maJYxJy24/HtrN5+okqzVD6aSUYjgYeSJYxg46ywJ2z/vl+t+XV/LrQKQQ E1KNTsV796g5RYQaUhHGvdDfzMRDlWhhFOp5We1TTDZIyHtOtQYkF1lM+XnaIz5wxQkir3pEFz9/dEjoXWExG7ToHNSC/XZuZ/ta41yXWUM5lZQyVZfJRYjkyKZpejAVOUGD5xgIlibldERlhhYlw+FRdCsHzyKrQu6oHjh8ta46aIowwn cArnEMAVNOAOmhACAQbP8ApvnvRevHfvY9Fa8oqZY/gj7/MHrUiOlQ==</latexit><latexit sha1_base64="bH3Kimh4Gh7f0S7WEv7Qo0/LjGk=">AAAB7HicbZC7SgNBFIbPxluMt6ilzWAQrMKuC FoGbSwsIrhJIFnC7GQ2GTIzu8xFCEuewcZCEVsfyM63cZJsoYk/DHz85xzmnD/OONPG97+90tr6xuZWebuys7u3f1A9PGrp1CpCQ5LyVHVirClnkoaGGU47maJYxJy24/HtrN5+okqzVD6aSUYjgYeSJYxg46ywJ2z/vl+t+XV/LrQKQQ E1KNTsV796g5RYQaUhHGvdDfzMRDlWhhFOp5We1TTDZIyHtOtQYkF1lM+XnaIz5wxQkir3pEFz9/dEjoXWExG7ToHNSC/XZuZ/ta41yXWUM5lZQyVZfJRYjkyKZpejAVOUGD5xgIlibldERlhhYlw+FRdCsHzyKrQu6oHjh8ta46aIowwn cArnEMAVNOAOmhACAQbP8ApvnvRevHfvY9Fa8oqZY/gj7/MHrUiOlQ==</latexit><latexit sha1_base64="bH3Kimh4Gh7f0S7WEv7Qo0/LjGk=">AAAB7HicbZC7SgNBFIbPxluMt6ilzWAQrMKuC FoGbSwsIrhJIFnC7GQ2GTIzu8xFCEuewcZCEVsfyM63cZJsoYk/DHz85xzmnD/OONPG97+90tr6xuZWebuys7u3f1A9PGrp1CpCQ5LyVHVirClnkoaGGU47maJYxJy24/HtrN5+okqzVD6aSUYjgYeSJYxg46ywJ2z/vl+t+XV/LrQKQQ E1KNTsV796g5RYQaUhHGvdDfzMRDlWhhFOp5We1TTDZIyHtOtQYkF1lM+XnaIz5wxQkir3pEFz9/dEjoXWExG7ToHNSC/XZuZ/ta41yXWUM5lZQyVZfJRYjkyKZpejAVOUGD5xgIlibldERlhhYlw+FRdCsHzyKrQu6oHjh8ta46aIowwn cArnEMAVNOAOmhACAQbP8ApvnvRevHfvY9Fa8oqZY/gj7/MHrUiOlQ==</latexit>
µR
<latexit sha1_base64="AxU/pAggnAwmtoQk2QLz+ECY4Pw=">AAAB7HicbZDLSgMxFIbP1Futt6pLN8EiuCozIuiy6MZlFa cttEPJpJk2NMkMuQhl6DO4caGIWx/InW9j2s5CW38IfPznHHLOH2ecaeP7315pbX1jc6u8XdnZ3ds/qB4etXRqFaEhSXmqOjHWlDNJQ8MMp51MUSxiTtvx+HZWbz9RpVkqH80ko5HAQ8kSRrBxVtgTtv/Qr9b8uj8XWoWggBoUavarX71BSqyg0hCOte4GfmaiH CvDCKfTSs9qmmEyxkPadSixoDrK58tO0ZlzBihJlXvSoLn7eyLHQuuJiF2nwGakl2sz879a15rkOsqZzKyhkiw+SixHJkWzy9GAKUoMnzjARDG3KyIjrDAxLp+KCyFYPnkVWhf1wPH9Za1xU8RRhhM4hXMI4AoacAdNCIEAg2d4hTdPei/eu/exaC15xcwx/JH3 +QO2YI6b</latexit><latexit sha1_base64="AxU/pAggnAwmtoQk2QLz+ECY4Pw=">AAAB7HicbZDLSgMxFIbP1Futt6pLN8EiuCozIuiy6MZlFa cttEPJpJk2NMkMuQhl6DO4caGIWx/InW9j2s5CW38IfPznHHLOH2ecaeP7315pbX1jc6u8XdnZ3ds/qB4etXRqFaEhSXmqOjHWlDNJQ8MMp51MUSxiTtvx+HZWbz9RpVkqH80ko5HAQ8kSRrBxVtgTtv/Qr9b8uj8XWoWggBoUavarX71BSqyg0hCOte4GfmaiH CvDCKfTSs9qmmEyxkPadSixoDrK58tO0ZlzBihJlXvSoLn7eyLHQuuJiF2nwGakl2sz879a15rkOsqZzKyhkiw+SixHJkWzy9GAKUoMnzjARDG3KyIjrDAxLp+KCyFYPnkVWhf1wPH9Za1xU8RRhhM4hXMI4AoacAdNCIEAg2d4hTdPei/eu/exaC15xcwx/JH3 +QO2YI6b</latexit><latexit sha1_base64="AxU/pAggnAwmtoQk2QLz+ECY4Pw=">AAAB7HicbZDLSgMxFIbP1Futt6pLN8EiuCozIuiy6MZlFa cttEPJpJk2NMkMuQhl6DO4caGIWx/InW9j2s5CW38IfPznHHLOH2ecaeP7315pbX1jc6u8XdnZ3ds/qB4etXRqFaEhSXmqOjHWlDNJQ8MMp51MUSxiTtvx+HZWbz9RpVkqH80ko5HAQ8kSRrBxVtgTtv/Qr9b8uj8XWoWggBoUavarX71BSqyg0hCOte4GfmaiH CvDCKfTSs9qmmEyxkPadSixoDrK58tO0ZlzBihJlXvSoLn7eyLHQuuJiF2nwGakl2sz879a15rkOsqZzKyhkiw+SixHJkWzy9GAKUoMnzjARDG3KyIjrDAxLp+KCyFYPnkVWhf1wPH9Za1xU8RRhhM4hXMI4AoacAdNCIEAg2d4hTdPei/eu/exaC15xcwx/JH3 +QO2YI6b</latexit><latexit sha1_base64="AxU/pAggnAwmtoQk2QLz+ECY4Pw=">AAAB7HicbZDLSgMxFIbP1Futt6pLN8EiuCozIuiy6MZlFa cttEPJpJk2NMkMuQhl6DO4caGIWx/InW9j2s5CW38IfPznHHLOH2ecaeP7315pbX1jc6u8XdnZ3ds/qB4etXRqFaEhSXmqOjHWlDNJQ8MMp51MUSxiTtvx+HZWbz9RpVkqH80ko5HAQ8kSRrBxVtgTtv/Qr9b8uj8XWoWggBoUavarX71BSqyg0hCOte4GfmaiH CvDCKfTSs9qmmEyxkPadSixoDrK58tO0ZlzBihJlXvSoLn7eyLHQuuJiF2nwGakl2sz879a15rkOsqZzKyhkiw+SixHJkWzy9GAKUoMnzjARDG3KyIjrDAxLp+KCyFYPnkVWhf1wPH9Za1xU8RRhhM4hXMI4AoacAdNCIEAg2d4hTdPei/eu/exaC15xcwx/JH3 +QO2YI6b</latexit>
L0xL0xL0 region with 
random potential
Clean 0 0.5 1
-1
0
1
Metal: W<Wc
Critical: W=Wc
Insulator: W>Wc
(b) Di↵usive : W < Wc<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
Critical : W =Wc
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
Localized : W > Wc
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
c†x(t)<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
cy(t)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
t = 0
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
x1/L0
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
x1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
 n
(x
)/
 n
(0
)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
Clean
FIG. 1. (a) We study a noninteracting, boundary-driven
fermionic system consisting of a cubic disordered region of
size L0 × L0 × L0 coupled to clean leads on both ends.
The left/right incoming scattering states (denoted by incom-
ing arrows) are taken to be at thermodynamic equilibrium
with the same temperature, but different chemical potentials
µL/R. Red and blue traces show the diffusive operator dy-
namics of an initially local density operator in the random
circuit version of this model [40]. (b) Non-equilibrium den-
sity profile δn(x) in the limit L0 →∞ for the diffusive phase
0 < W < Wc, the critical point W = Wc, and the localized
phase W > Wc for ξ/L0 = 0.05 and a = 0.25. In the localized
phase, transport occurs dominantly through a sub-extensive
number of “resonant” states near the center of the sample.
already fully interacting and their entanglement proper-
ties are thus expected to be robust to small local changes
to the Hamiltonian.
Much of our analysis applies quite broadly to any
noninteracting model exhibiting an Anderson metal-
insulator transition. For concreteness, we focus on the
setup shown in Fig. 1(a). Two clean, semi-infinite quasi-
1D wires with transverse dimensions L0×L0 are linked by
a cubic disordered region of length L0. The Hamiltonian
is given by
H =
∑
〈xy〉
c†xcy +
∑
x
Vxc
†
xcx, (1)
where cx are fermionic annihilation operators for site x,
we work in units where the nearest-neighbor hopping
rate is one, and the quenched disorder at each site Vx
are drawn from independent uniform distributions be-
tween ±W/2 (Vx = 0 in the leads). We assume periodic
boundary conditions in the transverse directions, and use
a simple cubic lattice. The localization transition in the
disordered region occurs at a critical disorder strength
in these units Wc ≈ 16.5 [60–62]. We are interested in
the non-equilibrium steady state (NESS) defined by the
condition that the incoming scattering states from the
left/right lead are in thermal equilibrium with the same
temperature T and different chemical potentials µL/R.
More precisely, defining aαnE as the fermionic annihilation
operator for the incoming scattering states with energy
E in transverse channel n and lead α, we take
{aαnE , aβ†mE′} = δ(E − E′)δαβδmn, (2)
〈aα†nEaβmE′〉 = δ(E − E′)δαβδmnnαE , (3)
3where nαE = [e
(E−µα)/T + 1]−1 is the Fermi function. It
is further convenient to define sum and difference Fermi
functions ns,dE = (n
L
E ± nRE)/2. To avoid complications
associated with bound states in the sample, we allow for
leads with anisotropic hopping in the longitudinal (x1)
direction t‖ > t⊥ [48]. Similarly, to avoid mobility edge
effects we take µL/R near zero energy with a chemical
potential bias δµ = |µL − µR|  T and much less than
the width of the mobility edge in the sample.
Mutual coherence.—Due to the absence of interactions,
all correlation functions of the NESS density matrix ρ
can be expressed in terms of the second-order correlation
functions,
Gxy = 〈c†xcy〉 = Tr[ρ c†xcy], (4)
according to Wick’s theorem [63–65]. Particle conserva-
tion implies that 〈cxcy〉 = 0. The unique correspondence
between the density matrix and the two-point function
for Gaussian states motivates us to introduce the “mutual
coherence” as a particularly simple measure of entangle-
ment and correlations between regions A and B:
C(A : B) = 2
∑
x∈A,y∈B
|〈c†xcy〉|2 + |〈cxcy〉|2, (5)
which measures the overall magnitude of spatial coher-
ences between the fermions. Within the set of fermionic
states, C(A : B) serves as an entanglement witness be-
cause it is zero between all separable fermionic states.
Here, we define separable fermionic states with respect
to a bipartition A and B as the set of states that can be
formed by local fermionic operations and classical com-
munication on A and B [66]. This definition implies that
each region has a well defined fermionic parity so that
the correlations
〈c†i cj〉 = 〈c†i 〉〈cj〉 = 0, 〈cicj〉 = 〈ci〉〈cj〉 = 0, (6)
vanish in a separable state for i ∈ A and j ∈ B. As a re-
sult, all such separable fermionic states have zero mutual
coherence. For Gaussian fermionic states, the mutual co-
herence is a lower bound on the mutual information [59].
Moreover, for Gaussian states near infinite temperature,
it accurately approximates both the mutual information
and the fermionic entanglement negativity [67].
We can move between the original fermionic operators
and the scattering states using the scattering state wave-
functions φαnE(x)
cx =
∑
nα
∫
dE φαnE(x)a
α
nE , a
α
nE =
∑
x
φα∗nE(x)cx, (7)
where the wavefunctions are normalized to have unit cur-
rent in the incoming lead [68]. For a fermionic system
whose incoming scattering states are at local equilibrium
in each lead, the two-point function takes the form
Gxy = G
s
xy +G
d
xy =
∫
dE [qsE(x,y) + q
d
E(x,y)], (8)
qs,dE (x,y) =
∑
n
[φL∗nE(x)φ
L
nE(y)± φR∗nE(x)φRnE(y)]ns,dE ,
where we have separated out the contributions to Gxy
into an “equilibrium” (s) part that is symmetric under
the exchange µL ↔ µR and a “non-equilibrium” (d) part
that vanishes when δµ = 0. Time-reversal symmetry of
H implies that Gsxy is real and carries zero current.
Diffusive phase.—The non-equilibrium density profile
across the transition is shown in Fig. 1(b). In the dif-
fusive phase, the coarse grained density profile follows
from the steady-state solution to the diffusion equation
D∇2δn(x) = 0: δn(x)/δn(0) = 1−2x1/L0. HereD is the
diffusion constant, δn(x) = Gdxx is the non-equilibrium
contribution to the density profile, and we have taken
µL = −µR > 0.
It was shown in our previous work that the mutual
coherence (first defined here) exhibits a volume-law scal-
ing in the diffusive phase [40]. An intuitive picture for
this scaling was developed using a random circuit model,
which can be realized in the present context by allowing
both the nearest-neighbor hopping rates and disorder in
H to change randomly in time and space at discrete in-
tervals. The time-dependence of the parameters prevents
localization and heats up the system, but with a den-
sity gradient between the left and right leads. Evolving
the coherences |〈c†xcy〉|2 under H(t), one finds that they
have an effective source term near x = y proportional
to 〈J(x)〉 · ~∇〈n(x)〉, where J(x) is the current operator
and ~∇n(x) is the local density gradient. This can be
interpreted as a microscopic realization of Ohm’s law of
dissipation. A schematic picture of the subsequent oper-
ator dynamics for the coherences is shown in Fig. 1(a).
In effect, the coherences generated by the source live for
a diffusive Thouless time τTh = L
2
0/D, before escaping
into the reservoirs. The time-averaged current density
satisfies Fick’s law 〈J(x)〉 = −D~∇〈n(x)〉, which leads to
the scaling of the source term as D[δn(0)]2/L20. Thus,
the local production rate for the coherences scales as
∼ D/L20 and their lifetime scales as ∼ L20/D. Defining
the coherence density of site x with a given region A as
cA(x) = C(A : {x}), we can see that the coherence pro-
duction rate balances with the decay rate to give an order
one coherence density of a site in the bulk with the rest of
the sample. Crucially, these coherences are spread fairly
uniformly across the entire sample, which implies that
this finite coherence density will persist when we take
A to be given by the left half the sample L. Summing
the coherence density over the right half of the sample
R gives rise to the volume-law scaling for C(L : R). To
generalize this analysis to the time-independent case, one
has to take into account the frequency dependence of the
4100 200 300 400
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<latexit sha1_base64="u7JpuiEyI/qK FVVLtgiDLKHc1zc=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfTgoejFYwXTF NpQNttNu3SzCbsToZT+Bi8eFPHqD/Lmv3Hb5qCtLyw8vDPDzrxRJoVB1/12SmvrG5tb 5e3Kzu7e/kH18Khl0lwz7rNUprodUcOlUNxHgZK3M81pEkkeRKO7WT144tqIVD3iOON hQgdKxIJRtJYf3AQ91qvW3Lo7F1kFr4AaFGr2ql/dfsryhCtkkhrT8dwMwwnVKJjk00 o3NzyjbEQHvGNR0YSbcDJfdkrOrNMncartU0jm7u+JCU2MGSeR7UwoDs1ybWb+V+vkG F+HE6GyHLlii4/iXBJMyexy0heaM5RjC5RpYXclbEg1ZWjzqdgQvOWTV6F1UfcsP1zW GrdFHGU4gVM4Bw+uoAH30AQfGAh4hld4c5Tz4rw7H4vWklPMHMMfOZ8/T/GOWA==</l atexit><latexit sha1_base64="u7JpuiEyI/qK FVVLtgiDLKHc1zc=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfTgoejFYwXTF NpQNttNu3SzCbsToZT+Bi8eFPHqD/Lmv3Hb5qCtLyw8vDPDzrxRJoVB1/12SmvrG5tb 5e3Kzu7e/kH18Khl0lwz7rNUprodUcOlUNxHgZK3M81pEkkeRKO7WT144tqIVD3iOON hQgdKxIJRtJYf3AQ91qvW3Lo7F1kFr4AaFGr2ql/dfsryhCtkkhrT8dwMwwnVKJjk00 o3NzyjbEQHvGNR0YSbcDJfdkrOrNMncartU0jm7u+JCU2MGSeR7UwoDs1ybWb+V+vkG F+HE6GyHLlii4/iXBJMyexy0heaM5RjC5RpYXclbEg1ZWjzqdgQvOWTV6F1UfcsP1zW GrdFHGU4gVM4Bw+uoAH30AQfGAh4hld4c5Tz4rw7H4vWklPMHMMfOZ8/T/GOWA==</l atexit><latexit sha1_base64="u7JpuiEyI/qK FVVLtgiDLKHc1zc=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfTgoejFYwXTF NpQNttNu3SzCbsToZT+Bi8eFPHqD/Lmv3Hb5qCtLyw8vDPDzrxRJoVB1/12SmvrG5tb 5e3Kzu7e/kH18Khl0lwz7rNUprodUcOlUNxHgZK3M81pEkkeRKO7WT144tqIVD3iOON hQgdKxIJRtJYf3AQ91qvW3Lo7F1kFr4AaFGr2ql/dfsryhCtkkhrT8dwMwwnVKJjk00 o3NzyjbEQHvGNR0YSbcDJfdkrOrNMncartU0jm7u+JCU2MGSeR7UwoDs1ybWb+V+vkG F+HE6GyHLlii4/iXBJMyexy0heaM5RjC5RpYXclbEg1ZWjzqdgQvOWTV6F1UfcsP1zW GrdFHGU4gVM4Bw+uoAH30AQfGAh4hld4c5Tz4rw7H4vWklPMHMMfOZ8/T/GOWA==</l atexit><latexit sha1_base64="u7JpuiEyI/qK FVVLtgiDLKHc1zc=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfTgoejFYwXTF NpQNttNu3SzCbsToZT+Bi8eFPHqD/Lmv3Hb5qCtLyw8vDPDzrxRJoVB1/12SmvrG5tb 5e3Kzu7e/kH18Khl0lwz7rNUprodUcOlUNxHgZK3M81pEkkeRKO7WT144tqIVD3iOON hQgdKxIJRtJYf3AQ91qvW3Lo7F1kFr4AaFGr2ql/dfsryhCtkkhrT8dwMwwnVKJjk00 o3NzyjbEQHvGNR0YSbcDJfdkrOrNMncartU0jm7u+JCU2MGSeR7UwoDs1ybWb+V+vkG F+HE6GyHLlii4/iXBJMyexy0heaM5RjC5RpYXclbEg1ZWjzqdgQvOWTV6F1UfcsP1zW GrdFHGU4gVM4Bw+uoAH30AQfGAh4hld4c5Tz4rw7H4vWklPMHMMfOZ8/T/GOWA==</l atexit>
W > Wc
<latexit sha1_base64="O5iG6gIT+vWz j0Vw7dKUoJnNSfs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQkRS8eK5im0 Iay2W7apZtN2J0IpfQ3ePGgiFd/kDf/jds2B219YeHhnRl25o0yKQy67rdTWlvf2Nwq b1d2dvf2D6qHRy2T5ppxn6Uy1e2IGi6F4j4KlLydaU6TSPIgGt3N6sET10ak6hHHGQ8 TOlAiFoyitfzgJuixXrXm1t25yCp4BdSgULNX/er2U5YnXCGT1JiO52YYTqhGwSSfVr q54RllIzrgHYuKJtyEk/myU3JmnT6JU22fQjJ3f09MaGLMOIlsZ0JxaJZrM/O/WifH+ DqcCJXlyBVbfBTnkmBKZpeTvtCcoRxboEwLuythQ6opQ5tPxYbgLZ+8Cq2Lumf54bLW uC3iKMMJnMI5eHAFDbiHJvjAQMAzvMKbo5wX5935WLSWnGLmGP7I+fwBUv+OWg==</l atexit><latexit sha1_base64="O5iG6gIT+vWz j0Vw7dKUoJnNSfs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQkRS8eK5im0 Iay2W7apZtN2J0IpfQ3ePGgiFd/kDf/jds2B219YeHhnRl25o0yKQy67rdTWlvf2Nwq b1d2dvf2D6qHRy2T5ppxn6Uy1e2IGi6F4j4KlLydaU6TSPIgGt3N6sET10ak6hHHGQ8 TOlAiFoyitfzgJuixXrXm1t25yCp4BdSgULNX/er2U5YnXCGT1JiO52YYTqhGwSSfVr q54RllIzrgHYuKJtyEk/myU3JmnT6JU22fQjJ3f09MaGLMOIlsZ0JxaJZrM/O/WifH+ DqcCJXlyBVbfBTnkmBKZpeTvtCcoRxboEwLuythQ6opQ5tPxYbgLZ+8Cq2Lumf54bLW uC3iKMMJnMI5eHAFDbiHJvjAQMAzvMKbo5wX5935WLSWnGLmGP7I+fwBUv+OWg==</l atexit><latexit sha1_base64="O5iG6gIT+vWz j0Vw7dKUoJnNSfs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQkRS8eK5im0 Iay2W7apZtN2J0IpfQ3ePGgiFd/kDf/jds2B219YeHhnRl25o0yKQy67rdTWlvf2Nwq b1d2dvf2D6qHRy2T5ppxn6Uy1e2IGi6F4j4KlLydaU6TSPIgGt3N6sET10ak6hHHGQ8 TOlAiFoyitfzgJuixXrXm1t25yCp4BdSgULNX/er2U5YnXCGT1JiO52YYTqhGwSSfVr q54RllIzrgHYuKJtyEk/myU3JmnT6JU22fQjJ3f09MaGLMOIlsZ0JxaJZrM/O/WifH+ DqcCJXlyBVbfBTnkmBKZpeTvtCcoRxboEwLuythQ6opQ5tPxYbgLZ+8Cq2Lumf54bLW uC3iKMMJnMI5eHAFDbiHJvjAQMAzvMKbo5wX5935WLSWnGLmGP7I+fwBUv+OWg==</l atexit><latexit sha1_base64="O5iG6gIT+vWz j0Vw7dKUoJnNSfs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQkRS8eK5im0 Iay2W7apZtN2J0IpfQ3ePGgiFd/kDf/jds2B219YeHhnRl25o0yKQy67rdTWlvf2Nwq b1d2dvf2D6qHRy2T5ppxn6Uy1e2IGi6F4j4KlLydaU6TSPIgGt3N6sET10ak6hHHGQ8 TOlAiFoyitfzgJuixXrXm1t25yCp4BdSgULNX/er2U5YnXCGT1JiO52YYTqhGwSSfVr q54RllIzrgHYuKJtyEk/myU3JmnT6JU22fQjJ3f09MaGLMOIlsZ0JxaJZrM/O/WifH+ DqcCJXlyBVbfBTnkmBKZpeTvtCcoRxboEwLuythQ6opQ5tPxYbgLZ+8Cq2Lumf54bLW uC3iKMMJnMI5eHAFDbiHJvjAQMAzvMKbo5wX5935WLSWnGLmGP7I+fwBUv+OWg==</l atexit>
W =Wc
<latexit sha1_base64="vgqz1WSKtxYo 3lHLyoVilIEv0/Y=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQiFL14rGCaQh vKZrtpl242YXcilNLf4MWDIl79Qd78N27bHLT1hYWHd2bYmTfKpDDout9OaW19Y3OrvF 3Z2d3bP6geHrVMmmvGfZbKVLcjargUivsoUPJ2pjlNIsmDaHQ3qwdPXBuRqkccZzxM6 ECJWDCK1vKDm6DHetWaW3fnIqvgFVCDQs1e9avbT1mecIVMUmM6npthOKEaBZN8Wunmh meUjeiAdywqmnATTubLTsmZdfokTrV9Csnc/T0xoYkx4ySynQnFoVmuzcz/ap0c4+tw IlSWI1ds8VGcS4IpmV1O+kJzhnJsgTIt7K6EDammDG0+FRuCt3zyKrQu6p7lh8ta47aI owwncArn4MEVNOAemuADAwHP8ApvjnJenHfnY9FacoqZY/gj5/MHUXiOWQ==</latexi t><latexit sha1_base64="vgqz1WSKtxYo 3lHLyoVilIEv0/Y=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQiFL14rGCaQh vKZrtpl242YXcilNLf4MWDIl79Qd78N27bHLT1hYWHd2bYmTfKpDDout9OaW19Y3OrvF 3Z2d3bP6geHrVMmmvGfZbKVLcjargUivsoUPJ2pjlNIsmDaHQ3qwdPXBuRqkccZzxM6 ECJWDCK1vKDm6DHetWaW3fnIqvgFVCDQs1e9avbT1mecIVMUmM6npthOKEaBZN8Wunmh meUjeiAdywqmnATTubLTsmZdfokTrV9Csnc/T0xoYkx4ySynQnFoVmuzcz/ap0c4+tw IlSWI1ds8VGcS4IpmV1O+kJzhnJsgTIt7K6EDammDG0+FRuCt3zyKrQu6p7lh8ta47aI owwncArn4MEVNOAemuADAwHP8ApvjnJenHfnY9FacoqZY/gj5/MHUXiOWQ==</latexi t><latexit sha1_base64="vgqz1WSKtxYo 3lHLyoVilIEv0/Y=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQiFL14rGCaQh vKZrtpl242YXcilNLf4MWDIl79Qd78N27bHLT1hYWHd2bYmTfKpDDout9OaW19Y3OrvF 3Z2d3bP6geHrVMmmvGfZbKVLcjargUivsoUPJ2pjlNIsmDaHQ3qwdPXBuRqkccZzxM6 ECJWDCK1vKDm6DHetWaW3fnIqvgFVCDQs1e9avbT1mecIVMUmM6npthOKEaBZN8Wunmh meUjeiAdywqmnATTubLTsmZdfokTrV9Csnc/T0xoYkx4ySynQnFoVmuzcz/ap0c4+tw IlSWI1ds8VGcS4IpmV1O+kJzhnJsgTIt7K6EDammDG0+FRuCt3zyKrQu6p7lh8ta47aI owwncArn4MEVNOAemuADAwHP8ApvjnJenHfnY9FacoqZY/gj5/MHUXiOWQ==</latexi t><latexit sha1_base64="vgqz1WSKtxYo 3lHLyoVilIEv0/Y=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfQiFL14rGCaQh vKZrtpl242YXcilNLf4MWDIl79Qd78N27bHLT1hYWHd2bYmTfKpDDout9OaW19Y3OrvF 3Z2d3bP6geHrVMmmvGfZbKVLcjargUivsoUPJ2pjlNIsmDaHQ3qwdPXBuRqkccZzxM6 ECJWDCK1vKDm6DHetWaW3fnIqvgFVCDQs1e9avbT1mecIVMUmM6npthOKEaBZN8Wunmh meUjeiAdywqmnATTubLTsmZdfokTrV9Csnc/T0xoYkx4ySynQnFoVmuzcz/ap0c4+tw IlSWI1ds8VGcS4IpmV1O+kJzhnJsgTIt7K6EDammDG0+FRuCt3zyKrQu6p7lh8ta47aI owwncArn4MEVNOAemuADAwHP8ApvjnJenHfnY9FacoqZY/gj5/MHUXiOWQ==</latexi t>
6
<latexit sha1_base64="VU9HqF+C4zBByit odJLJ95QOZyc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfVY9OKxBfsBbSib7aRdu9m E3Y1QQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjV DFssljEqhNQjYJLbBpuBHYShTQKBLaD8d2s3n5CpXksH8wkQT+iQ8lDzqixVuOqX664VXcusg peDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3S kLn7eyKjkdaTKLCdETUjvVybmf/VuqkJb/yMyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oo oyY7Mp2RC85ZNXoXVR9Sw3Liu12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5 zDH/kfP4AgjOMug==</latexit><latexit sha1_base64="VU9HqF+C4zBByit odJLJ95QOZyc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfVY9OKxBfsBbSib7aRdu9m E3Y1QQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjV DFssljEqhNQjYJLbBpuBHYShTQKBLaD8d2s3n5CpXksH8wkQT+iQ8lDzqixVuOqX664VXcusg peDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3S kLn7eyKjkdaTKLCdETUjvVybmf/VuqkJb/yMyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oo oyY7Mp2RC85ZNXoXVR9Sw3Liu12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5 zDH/kfP4AgjOMug==</latexit><latexit sha1_base64="VU9HqF+C4zBByit odJLJ95QOZyc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfVY9OKxBfsBbSib7aRdu9m E3Y1QQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjV DFssljEqhNQjYJLbBpuBHYShTQKBLaD8d2s3n5CpXksH8wkQT+iQ8lDzqixVuOqX664VXcusg peDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3S kLn7eyKjkdaTKLCdETUjvVybmf/VuqkJb/yMyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oo oyY7Mp2RC85ZNXoXVR9Sw3Liu12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5 zDH/kfP4AgjOMug==</latexit><latexit sha1_base64="VU9HqF+C4zBByit odJLJ95QOZyc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfVY9OKxBfsBbSib7aRdu9m E3Y1QQn+BFw+KePUnefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjV DFssljEqhNQjYJLbBpuBHYShTQKBLaD8d2s3n5CpXksH8wkQT+iQ8lDzqixVuOqX664VXcusg peDhXIVe+Xv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtShphNrP5otOyZl1BiSMlX3S kLn7eyKjkdaTKLCdETUjvVybmf/VuqkJb/yMyyQ1KNniozAVxMRkdjUZcIXMiIkFyhS3uxI2oo oyY7Mp2RC85ZNXoXVR9Sw3Liu12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5 zDH/kfP4AgjOMug==</latexit>
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FIG. 2. (a) Scaling of Cd(L : R) between the left and right
half of the sample in the diffusive phase (W = 10), the critical
point (W = 16.5), and in the localized phase (W = 21). We
took a fixed chemical potential bias δµ/Wc = 3 · 10−3 and
varied L0 between 12 and 20. The red/blue/black dashed
lines are fits to volume/volume/area-law scaling, respectively.
(b) Finite size scaling of dCd(L : R)/dx. The derivative was
evaluated at x = 24 to ensure δµ/ETh ∝ x/|y|ν > 1 for |y| > 1
and δµ is much larger than the level spacing near the critical
point |y|  1. The black dashed line shows a fit to Aξ/L0
on the insulating side, consistent with a crossover to area law
scaling for the mutual coherence. In both (a)-(b) we took
(t‖, t⊥) = (3, 1) in the leads and T = 0.
diffusion constant and other effects that arise due to en-
ergy conservation in this model. We present a formalism
in the supplemental material that allows one to include
these effects in the scaling analysis. Figure 2(a) presents
numerical evidence for this volume-law scaling in the dif-
fusive phase. The non-equilibrium contribution to the
mutual coherence Cd(L : R) ≡ 2
∑
x∈L,y∈R |Gdxy|2 was
computed from scattering state wavefunctions obtained
via a transfer matrix method [48].
Critical point.—At the critical point (W = Wc) in an
infinite disordered system, single-parameter scaling the-
ory predicts a scale dependent diffusion constant D(x) ∼
D0/|x| [69]. In the case of the open geometry considered
here, one can similarly describe the transport through the
sample in terms of an inhomogeneous diffusion constant
D(x) = D0/(1 + xB/xc), where xB = min(x1, L0 − x1)
is the distance to the nearest boundary and D0 and xc
are free parameters [70]. The steady-state profile shown
in Fig. 1(b) is modeled with the solution to the diffusion
equation ~∇ ·D(x)~∇δn(x) = 0.
In the case of the mutual coherence, we can find the
local production rate for the coherences ∼ D(x)/L20 by
applying similar arguments as in the diffusive phase. The
production rate in the bulk of the sample ∼ L−30 is sup-
pressed by the scale-dependent diffusion constant. How-
ever, the time for these coherences to reach the boundary
now scales as τTh ∼ L30. Thus, we still expect an order
one coherence density for each site in the bulk with the
rest of the sample. This coherence is again spread fairly
uniformly throughout the sample, leading to a volume-
law scaling for C(L : R). Our numerical results shown in
Fig. 2(a) agree with this scaling analysis. Note that we
take δµ much less than the width of the single-particle
mobility edge, but still much greater than the single-
particle level spacing in the sample ∼ L−30 . We leave
a full analysis of the crossover at the mobility edge for
future work.
Localized phase.—For the localized phase, the physical
mechanism underlying transport is quite distinct from
the critical point and diffusive phase. In this case, trans-
port can only occur due to the exponentially weak over-
lap of the localized states in the sample with both leads.
We refer to the localized states near the center of the
sample with nearly equal (but still exponentially small)
tunneling rates to both leads as “resonant” states. One
signature that resonant states dominate transport is that
the density profile exhibits a sharp step-like feature as
shown in Fig. 1(b). The width of the step is deter-
mined by the fluctuations in the tunneling rate of the
resonant states to the leads, which directly maps to a
well-studied problem in the statistics of directed paths
in random media [71–73]. In dimension d, one thus ex-
pects the width of the step to scale as ξ1−aLa0 , where
ξ ∼ |W −Wc|−ν is the localization length, ν ≈ 1.57 in
3D, and a ≈ 1/(d+1) [73]. One can partially account for
these effects with a spatially varying diffusion constant
of the form D(x) ∼ e−x1(L0−x1)/ξ2(1−a)L2a0 [74, 75], which
was used to model the density profile in Fig. 1(b).
In determining the mutual coherence, it is important
to note that, although the current flowing through the
resonant states is exponentially small (leading to an ex-
ponentially weak production rate for the coherences), the
slow production rate of coherences is compensated by
their exponentially long lifetime. Thus, each point in the
localized wavefunction of a resonant state has order one
coherence density with the rest of that state. In the sup-
plemental material, we provide an explicit calculation of
this effect in a simplified 1D model for the resonant states
as a two-mirror cavity [59]. One distinction from the dif-
fusive phase and the critical point, however, is that these
coherences are now confined within a localization length
ξ of the source due to the exponential localization of the
wavefunctions. As a result, we predict that the scaling
for C(L : R) is upper bounded by the area law ∼ ξL20
in the localized phase [76]. Another important difference
is that the spatial location of the resonant states fluctu-
ates strongly within the sample on the macroscopic scale
∼ ξ1−aLa0 . This latter point implies that, deep in the
localized phase (ξ  L0), the mutual coherence between
the left and right half has contributions from only a fi-
nite fraction of the resonant states & ξa/La0 . In single-
parameter scaling theory, this could lead to the scaling
for the mutual coherence with ξ as ξ1+bL2−b0 for some
0 ≤ b < 1. Our numerical results in Fig. 2(a)-(b) are
consistent with an area-law scaling (b = 0), but, due to
the limited sizes we are able to access, we can not clearly
resolve this point in the present work.
Scaling function.—Assuming the validity of single-
5parameter scaling theory [77], we can write a scaling
function for the mutual coherence for δµ much greater
than T and much less than the width of the mobility
edge
Cd(L : R) = L
α
0 f [δµL
3
0/Wc, (W/Wc − 1)L1/ν0 ], (9)
where the first argument x = δµL30/Wc measures δµ in
units of the level spacing in the sample and the second ar-
gument is y = (W/Wc − 1)L1/ν0 ∝ (L0/ξ)1/ν . According
to our scaling analysis and numerical results at the criti-
cal point, the scaling dimension of the mutual coherence
is α = 0. Instead, the volume-law scaling arises from the
scaling function f(x, y) being linear in x at large values
of x for y ≤ 0. Figure 2(b) shows our numerical finite
size scaling analysis of dCd(L : R)/dx, where we see a
collapse of the data for large systems sizes. The numeri-
cal data is consistent with a crossover to area-law scaling
in the localized phase based on the large y behavior of
the scaling function as f(x, y) ∼ x/yν ∝ δµ ξL20.
Conclusion.—In this work, we revisited the Anderson
localization transition as an example of an entanglement
phase transition in open quantum many-body systems.
Future work could investigate the many-body localiza-
tion transition from a similar perspective, where inter-
actions may qualitatively change the scaling behavior on
both sides of the localization transition. Another promis-
ing direction is to experimentally study the mutual co-
herence in driven-disordered systems accessible by local
probes such as ultracold atoms, two-dimensional con-
densed matter systems, or scalable quantum information
platforms.
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S1. SCALING ANALYSIS FOR THE MUTUAL COHERENCE
In this section, we use qualitative arguments based on single-parameter scaling theory [S1] to derive the
scaling behavior of the mutual coherence across the localization transition. Unlike the arguments based
on the random quantum circuit model discussed in the main text, the formalism introduced in this section
explicitly takes energy conservation into account. In principle, this formalism could be extended to derive
the behavior in the entire critical regime ξ/L ∼ 1; however, for simplicity, we focus on the behavior in the
two phases and at the critical point.
We can write a formula for the disorder averaged, non-equilibrium contribution to the mutual coherence
as a double-energy integral over scattering states
Cd(A : B) =
∑
x∈A,y∈B
Gd(x,y) =
∫
dE
∑
x∈A,y∈B
cdE(x,y)
∫
d∆ f(E,∆), (S1)
cdE(x,y) =
∣∣qdE(x,y)∣∣2, (S2)
f(E,∆) =
∑
x,y[q
d
E+∆/2(x,y)]
∗qdE−∆/2(x,y)∑
x∈A,y∈B c
d
E(x,y)
, (S3)
where cdE(x,y) is the disorder average of
∣∣qdE(x,y)∣∣2 and f(E,∆) is an energy correlation function. This
formulation is convenient because the energy-resolved spatial correlation functions qs,dE (x,y) evolve under
an Anderson model
−i∂tqαE(x,y) =
∑
δ
qαE(x+ δ,y) + (Vx − E)qαE(x,y), (S4)
where δ indexes nearest neighbor sites. This implies that cdE(x,y) satisfies a diffusion equation for 0 < W <
S2
Wc [S2]
(iω +DE∇2x)Y DE (x,x′, ω) = δ(x− x′), (S5)
cdE(x,y) =
∫
d3x′
∣∣JDEy(x′)∣∣2 Y DE (x,x′, 0), (S6)
Y DE (x,x
′, ω) = GAE+ω/2(x,x
′)GRE−ω/2(x,x
′), (S7)
where |JDEy(x′)|2 is an effective DC source term centered near x′ = y and Y DE (x,x′, ω) is the disorder
averaged density-density response function on the diffusive length scale (G
A/R
E are the retarded/advanced
Green’s functions). Since there is no diffusion in the leads, Y DE (x,x
′, ω) has to satisfy the boundary condition
that it vanishes in the leads [S2]. As a result, this equation will have the solution
Y DE (x,x
′, 0) =
1
4piDE |x− x′| + V
D
x′ (x), |x− x′|  ξ, (S8)
where ξ ∼ |W −Wc|ν is the correlation length on the diffusive side and V Dx′ (x) is non-singular at x = x′ and
is chosen to satisfy the boundary conditions.
At a given energy there are strong fluctuations in both the density gradient and local current, which means
that the source term for the non-equilibrium density will simply scale as the difference in the Fermi functions,
|JDEy(x′)|2∼ [ndE ]2 = (nLE − nRE)2; however, the diffusive description is only valid for |x − x′| much greater
than the correlation length ξ, whereas the scaling cdE(x,y) ∼ [ndE ]2 only holds on lengths scales on the order
of the mean free path `. To match the two scales ` < |x− y| < ξ, we use the approximate description of the
critical regime in terms of a scale dependent diffusion constant [S1]
~∇x ·Dc(x− x′)~∇xY cE(x,x′, 0) = δ(x− x′), (S9)
where Dc(x−x′) ∼ |x−x′|2−d0 for spatial dimension d0. The solution to this anomalous diffusion equation
in the absence of boundaries is scale-invariant, which can be seen by rescaling space x → αx. Integrating
both sides of Eq. (S9) over a ball of radius  and applying Green’s theorem in the limit → 0 we find
Y cE(x,x
′, 0) = − 1
4pi
log(|x− x′|) + V cx′(x), (S10)
where V cx′(x) is non-singular at x = x
′ and is needed to match the boundary conditions on Y cE away from
the source. The solution for the coherence field will then be given by
cdE(x,y) =
∫
d3x′
∣∣JcEy(x′)∣∣2 Y cE(x,x′, 0), ξ > |x− y|  `. (S11)
Finally, in the vicinity of |x−y| & `, the diffusion constant saturates to its microscopic value D0E = vF `/d0
where vF is the Fermi velocity. The solution in the critical regime has the property that the amplitude
of cdE(x,y) is independent of the length scale, which implies that it inherits the scaling [n
d
E ]
2 from the
microscopic regime. Matching this scaling to the diffusive region we arrive at the result
cdE(x,y) ∼
ξ [ndE ]
2
|x− y| , L0  |x− y| & ξ. (S12)
The functional form for separations on the order of L0 can be found by solving the diffusion equation with
the appropriate boundary conditions at the leads, which inherits the scaling of Eq. (S12).
The mutual coherence also depends on the energy correlation function; however, this correlation function
will only have significant correlations on the scale of the Thouless energy ETh = D/L
2
0. Assuming this
scaling, and using the fact that D ∼ 1/ξ, we arrive at an overall volume law scaling for the mutual coherence
in the low-temperature regime T  δµ that is independent of ξ
Cd(L : R) ∼
∫
dE[ndE ]
2L30 ∼ |δµ|L30. (S13)
S3
At the critical point (ξ → ∞) there is no diffusive region and cdE(x,y) maintains an amplitude on the
order of [ndE ]
2 throughout the entire sample. On the other hand, the Thouless energy is reduced to scale
as the level spacing ETh ∼ 1/L30 because that is the transit time through the sample in the presence of the
anomalous diffusion. In this case, we still find a volume law scaling for the mutual coherence, but its precise
prefactor will differ from the diffusive phase
Cd(L : R) ∼ |δµ|L30. (S14)
This scaling will persist until δµ approaches the mobility edge.
For the resonant states in the insulating phase W > Wc, the coherence field remains localized in the
region |x− y| . ξ with amplitude on the order of [ndE ]2, which strongly reduces the total amount of mutual
coherence. The energy correlation range is, however, much larger. A sensible upper bound is to use the level
spacing in the localized region ∼ 1/ξ3. Together these two scalings predict the upper bound for the scaling
for the mutual coherence in the localized phase
Cd(L : R) . |δµ|ξL20. (S15)
S2. CAVITY MODEL FOR LOCALIZED PHASE
In this section, we present a simplified cavity model to describe the mutual coherence in the localized phase.
Transport in the localized phase occurs through “resonant” states in the sample that have exponentially
small, but nearly equal, tunneling rates to both leads. These states give rise to narrow transmission peaks,
whose width is much less than the single-particle level spacing in the sample ∼ L−30 .
Since many qualitative aspects of the localized phase in 3D are present already in 1D, we consider a 1D
model of the form
H =
∑
x<0,x>L0
(c†xcx+1 + h.c.) + tL(c
†
0c1 + h.c.) + tR(c
†
L0
cL0+1 + h.c.) +
∑
n
ωnb
†
nbn
=
∑
x<0,x>L0
t(c†xcx+1 + h.c.) +
∑
n
(tLφ
n
1 b
†
nc0 + tRφ
n
L0b
†
ncL0+1 + h.c.) +
∑
n
ωnb
†
nbn,
(S16)
where cx are fermion operators on an infinite lattice, the sample consists of sites 1, . . . , L0, with local tunneling
rates tL/R to the left/right lead (taken to be exponentially small in analogy to the resonant states), and
bn =
∑
x φ
n
xcx are operators that create eigenstates of the sample when tL = tR = 0 with energies ωn. For
a disordered system, φnx are the localized wavefunctions, but they could also be eigenstates of a finite chain
with hopping t0, in which case
ωn = 2t0 cos[npi/(L0 + 1)], n = 1, . . . , L0, (S17)
φnx ∝ sin[nxpi/(L0 + 1)], x = 1, . . . , L0. (S18)
This effectively models a Fabrey-Perot cavity. The scattering state wavefunctions can be found from
Schro¨dinger’s equation
kψ
k
0 = ψ
k
−1 + tL
∑
n
φn1ψ
k
n, (S19)
kψ
k
n = tLφ
n
1ψ
k
0 + ωnψ
k
n + tRφ
n
L0ψ
k
L0+1, (S20)
kψ
k
L0+1 = ψ
k
L0+2 + tR
∑
n
φnL0ψ
k
n, (S21)
where k = 2 cos k is the energy of a scattering state in the lead with wavefunctions e
±ikx. Assuming k = ωn0
S4
for a given n0, we find the solution
ψkL0+1 = −
tLφ
n0
1
tRφ
n0
L0
ψk0 , (S22)
ψkn =
tL
k − ωn
(
φn1 − φnL0
φn01
φn0L0
)
ψk0 , (S23)
ψkn0 =
e−ik
tLφ
n0
1
ψk0 −
∑
n 6=n0
tLφ
n
1
k − ωn
(
φn1 − φnL0
φn01
φn0L0
)
ψk0
φn01
, (S24)
ψkL0+2 = kψ
k
L0+1 − tR
∑
n
φnL0ψ
k
n. (S25)
The transmission coefficient for a state incoming from the right lead is given by
t−k =
2i sin k
ψkL0+1 − e−ikψkL0+2
, (S26)
evaluated for ψk0 = 1. The solution to the right incoming scattering state wavefunction is then given by
Eqs. (S22) and (S25) with ψk0 = t
−
k . In the vicinity of a resonance, for t
2
L, t
2
R and δ = ωn0 − k much less
than the level spacing in the sample, the transmission coefficient is approximately given by
t−k ≈
2i sin ke2ikφn01 φ
n0
L0
tLtR
φn021 t
2
L + φ
n02
L0
t2R − δeik
. (S27)
This corresponds to a Lorentzian profile about the resonance with a width given by the same result one
obtains from a Fermi’s golden rule calculation
γn0 = (φ
n02
1 t
2
L + φ
n02
L0
t2R) sin
2 k. (S28)
The behavior of the current and density gradient in this cavity model is more subtle because one also has
to take into account the exponentially suppressed amplitude of the off-resonant states. We can gain some
intuition for the properties of this solution by considering a two-site system with n0 = 1. In this case, the
expectation value of the current and density gradient in the scattering state from the right lead with energy
k are given by
JRk = i〈0|aRk(c†1c2 − c†2c1)aR†k |0〉 ∝ 2(φ11φ22 − φ12φ21)Im[ψk∗1 ψk2 ], (S29)
∇nRk = 〈0|aRk(c†1c1 − c†2c2)aR†k |0〉 ∝ 2(φ11φ21 − φ12φ22)Re[ψk∗1 ψk2 ]. (S30)
For a two mode system without disorder, one mode is symmetric and the other is anti-symmetric, implying
that the wavefunction coefficient is non-zero. From these expressions we can determine that the current and
density gradient on resonance both scale as |t−k |2 ∼ 1 when tL ∼ tR. On the other hand, the coherence
between the two sites actually diverges as
〈0|aRkc†1c2aR†k |0〉 ∝ φ11φ12|ψk1 |2 ∼ 1/t2L/R. (S31)
This implies that after summing over the scattering states in the vicinity of the resonance, which has a width
γ1 ∼ t2L/R, one finds that J ·∇n ∼ t2L/R and 〈c†1c2〉 ∼ 1. This is consistent with our intuitive picture that the
coherences are sourced at an exponentially slow rate, but live for an exponentially long time, leading to an
order one coherence density within each resonant localized state. The contribution to the current and mutual
coherence from scattering states that are far detuned in energy from the resonant states is exponentially
suppressed.
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S3. MUTUAL COHERENCE BOUNDS MUTUAL INFORMATION
In this section, we show that the mutual coherence serves as a generic lower bound to the mutual infor-
mation for Gaussian fermionic states. Near infinite temperature, the mutual coherence approximates the
mutual information and the fermionic entanglement negativity [S3].
The Renyi entropies can be expressed in terms of the correlation matrix G as
Sα(ρ) =
1
1− α log Tr[ρ
α] =
1
1− α Tr[log(G
α + (I−G)α)], α 6= 1, (S32)
S1(ρ) = −Tr[ρ log ρ] = −Tr[G logG]− Tr[(I−G) log(I−G)], (S33)
where Gij = Tr[ρc
†
i cj ] and the second equality in Eq. (S32) and Eq. (S33) holds for Gaussian fermionic
states that conserve particle number. To prove the bound on the mutual information I1(A : B) = S1(ρA) +
S1(ρB)− S1(ρAB), we first transform into a basis where G is diagonal in subspace A and B, i.e.,
UGU† = D + c, (S34)
D =
(
DA 0
0 DB
)
, (S35)
where D is a diagonal matrix with eigenvalues between 0 and 1 and c is only nonzero in the upper and lower
right blocks.
We define the particle number NpAB = Tr[D] and hole number N
h
AB = NAB − NpAB , where NAB is the
total number of sites in A and B. We introduce the single-particle/hole density matrices (i.e., positive,
semidefinite Hermitian matrices with unit trace) ρp = (D + c)/NpAB and ρ
h = (I − D − c)/NhAB and the
diagonal density matrices ρpd = D/N
p
AB and ρ
h
d = (I−D)/NhAB . The mutual information can be written as
the sum of relative entropies in this NAB-dimensional Hilbert space
I1(A : B) = N
p
ABS(ρ
p|ρpd) +NhABS(ρh|ρhd), (S36)
where the relative entropy is defined as S(ρ|σ) = −Tr[ρ log σ] − S1(ρ). Using the bound on the relative
entropy S(ρ|σ) ≥ 12 ||ρ− σ||21 and the inequality ||X||1≥ Tr[XY ]/||Y || [S5], we arrive at the bounds
NaABS(ρ
a|ρad) ≥
1
2NaAB
(
Tr[cG]
||G||
)2
=
1
2NaAB
(
Tr [c2]
||G||
)2
≥ C(A : B)
2
2NaAB
. (S37)
Together, these two inequalities imply the lower bound
I1(A : B) ≥ NAB
2NpABN
h
AB
C(A : B)2. (S38)
As a result, when N
p/h
AB and C(A : B) are all extensive quantities (i.e., proportional to NAB), then the
mutual information must also be extensive.
One limit where C(A : B) is directly proportional to the mutual information is when the fermionic system
is close to an infinite temperature state with G = I2 + δG. Expanding in powers of δG for any α > 0, we find
Sα(ρ) = N log 2− 2αTr[δG2] +O(Tr[δG3]), (S39)
I1(A : B) = 2C(A : B). (S40)
Using identities proved in [S6], one can show that the fermionic entanglement negativity [S3] can also be
approximated in terms of the mutual coherence when the system is near infinite temperature.
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