When 0 1    , the Kac-Murdock-Szegö matrix 
Introduction
We conclude this Introduction with some facts about self-inversive polynomials [22] , [23] . A classical theorem due to Cohn states that all zeros of the m 'th degree polynomial 
Eqn. (2.9) is satisfied when (   R or 2 n  ), so this condition is sufficient for normality. A quick calculation gives the 1,2 element of the left-hand side of (2.9) as
in which the sum is empty when 2 n  . Consequently, (2.9) implies
which in turn implies (   R or 2 n  ). Thus our sufficient condition is necessary.
(vii) (cf. [4] , [10] 3. Polynomials associated with eigenvalues; zeros on unit circle
The polynomials of (3.3) and (3.4) satisfy the similar relations
Eqn. 
is given by (3.9), the  of (2.5) becomes
By (3.11) and (3.1), the quantity in square brackets in (3. 
is an eigenvalue of
and the two quantities
Eqns. (3.1), (3.6), and the condition 1
(iii)  (ii): (The proof that follows resembles the proof of Proposition 3.1 of [28] , but the latter proof concerns 1 We will also use the usual floor and ceiling notations, with 
is a "type-1 eigenvalue" of 
is a "type-2 eigenvalue" of 
so we are led to examine the roots of the trigonometric functions in square brackets.
For the special case 0 1    , the relations of these functions to the eigensystem have been discussed in many works [1] - [4] , [29] (see also the slightly different functions of signal-processing works such as [5] - [7] ). Theorem 4.1-which uses the terms introduced in Theorem 3.7-thus demonstrates that the well-known trigonometric functions pertain, more generally, to the eigensystem for all  C .
In this case, the corresponding type-1 eigenvalue k 
is a k
In this case, the corresponding type-2 eigenvalue k  can be found from   
is a k  -eigenvector.
Proof: By (4.1) and Theorem 3.7, the two conditions will distinguish type-1 and type-2 zeros and eigenvalues by using an odd and even index k , respectively (recall from Theorem 3.7 that the two types are mutually exclusive). In Section 6, this notation will prove to be useful for the case   R . 
and  is a double eigenvalue. Moreover, n    is a double eigenvalue of type 1 iff
where n  is given in (3.16) and where 0 t C is any zero of the polynomial
while n    is a double eigenvalue of type 2 iff
where 0 t C is any zero of the polynomial
In (4.14) and (4.16) we denote
The multivaluedness of Arccost does not affect (4.14) and (4.16). When n  odd, 
The right-hand side of this asymptotic approximation vanishes when z assumes the value 1 /  and, consistent with our initial assumptions, this value is independent of n and lies within the unit circle (i.e., consistent with a formula in [18] and, specifically, with the "sharpened" conclusion that can be found on p. 264 of [18] . 1 In other words, our ( 
Remark 6.4 Our "ordinary/extraordinary eigenvalues" roughly correspond to the distributed/outlying spectrum introduced by Trench in [18] for the "generalized KacMurdoch-Szegö matrices" that we discussed in Remark 5.4 (see also [17] 
as well as the hyperbolic functions 
Furthermore, from (6.2), (6.3), and (3.16) we see that
0 for even; 0 for odd with 3
1 for even; 1 for odd
0 for even; 0 for odd Murdock, and Szegö [1] ; the latter results (of [1] ) can also be found in [2] , [4] , [29] , and other works. To the best of the author's knowledge, the parts of Theorem 6.5
pertaining to the case 1   are new. 7. Real-symmetric case: Simple approximations for eigenvalues
We now build upon Theorem 6.5 to obtain some approximate formulas for the eigenvalues. They are simple enough to facilitate understanding and in some cases, precise enough for potential use as initial approximations for iterative eigenvalue solvers. The formulas that follow are exemplary-it is possible to obtain many more.
Regula-falsi approximations to ordinary eigenvalues
For the case 1 1     , Trench [29] (see also [4] ) proposed using the regula falsi method to the equations first developed by Kac, Murdock, and Szegö 
