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ABSTRACT
Using the Montreal Urban Snow Experiment (MUSE) 2005 database, surface radiation and energy ex-
changes are simulated in offline mode with the Town Energy Balance (TEB) and the Interactions between
Soil, Biosphere, and Atmosphere (ISBA) parameterizations over a heavily populated residential area of
Montreal, Quebec, Canada, during the winter–spring transition period (from March to April 2005). The
comparison of simulations with flux measurements indicates that the system performs well when roads and
alleys are snow covered. In contrast, the storage heat flux is largely underestimated in favor of the sensible
heat flux at the end of the period when snow is melted. An evaluation and an improvement of TEB’s snow
parameterization have also been conducted by using snow property measurements taken during intensive
observational periods. Snow density, depth, and albedo are correctly simulated by TEB for alleys where snow
cover is relatively homogeneous. Results are not as good for the evolution of snow on roads, which is more
challenging because of spatial and temporal variability related to human activity. An analysis of the residual
term of the energy budget—including contributions of snowmelt, heat storage, and anthropogenic heat—is
performed by using modeling results and observations. It is found that snowmelt and anthropogenic heat
fluxes are reasonably well represented by TEB–ISBA, whereas storage heat flux is underestimated.
1. Introduction
At high latitudes and under a cold winter climate,
cities may be covered by snow for several months of the
year. This is notably the case for most Canadian cities.
During recent years, the Meteorological Service of
Canada (MSC) put special emphasis on the represen-
tation and understanding of snow processes and their
influence on radiation and energy exchanges at the sur-
face in urban areas. In this context, the Montreal Urban
Snow Experiment (MUSE) 2005 (Lemonsu et al. 2008)
has been conducted to document the evolution of surface
characteristics as well as radiation and energy budgets in
a homogeneous dense urban area of Montreal (Quebec,
Canada) during the winter–spring transition period (from
March to April 2005).
In addition to this experimental effort, a new urban
mesoscale modeling system has been developed by in-
cluding an urban canopy model, the Town Energy Bal-
ance model (TEB; Masson 2000), in the physics package
of MSC’s atmospheric models. Over the last 10 years,
such urban schemes have been developed to simulate
the specific physical processes that occur in urban can-
opies. In particular, these schemes resolve the surface
energy budget (SEB) with various degrees of complex-
ity (Mills 1997; Best 1998; Brown 2000; Masson 2000;
Kusaka et al. 2001; Grimmond and Oke 2002; Martilli
et al. 2002; Vu et al. 2002; Dupont et al. 2004). Most of
these models only consider sensible and storage heat
fluxes and very few treat water exchanges and latent heat
fluxes (Grimmond et al. 1986; Masson 2000; Dupont et al.
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2004). Except for TEB, none of the models takes into
account the possible presence of snow on built covers.
TEB has already been evaluated in offline mode for
various urban sites (Masson et al. 2002; Lemonsu et al.
2004; Offerle et al. 2005; Roberts et al. 2006), in each
case under warm, sunny, and dry meteorological con-
ditions. Recently, the complete MSC system, including
TEB, has been run over Oklahoma City (Oklahoma) to
simulate two intensive observational period (IOP) cases
taken from the Joint Urban 2003 experiment (Allwine
et al. 2004; Lemonsu et al. 2009). Only Pigeon et al. (2008)
tested the scheme for a wintertime period, but it was
without snow because this was over Toulouse (France).
The present study examines TEB’s performance un-
der cold and snowy conditions by focusing on radiation/
energy exchanges and snow cover evolution using the
MUSE dataset. The main objective is to assess and quan-
tify the impact of snow on the SEB of a North American
city with a cold climate during the winter–spring tran-
sition period.
In the process of achieving this objective, special in-
terest has been given to the analysis of the residual term
of the SEB. In MUSE, a net radiation flux and turbulent
fluxes of heat and humidity are experimentally estimated
for the energy budget. In these conditions, the residual
term includes contributions from anthropogenic heat re-
lease, snow melting, and heat storage (Lemonsu et al.
2008), which are not directly measured. A simple eval-
uation of these contributions is proposed here for the
period including IOP1 and IOP2 (when snow measure-
ments are available), according to two methods based on
observations, ancillary data, and modeling results.
The TEB–Interactions between Soil, Biosphere, and
Atmosphere (ISBA) system is presented in section 2 with
specific attention to snow parameterizations. In section 3,
the general framework of the simulation and the nu-
merical setup are described, after a brief reminder on
both the MUSE 2005 experiment and on the numerous
data available for testing the models. Evaluation results
are then presented in section 4; the first part of this section
focuses on radiation and energy exchanges, whereas most
of the section is concerned with the performance of
TEB’s and ISBA’s snow parameterizations. The residual
term of the energy budget is discussed in section 5, with
a summary and conclusions in section 6.
2. Urban modeling system
Surface radiation and energy exchanges are simulated
with a surface numerical system that includes TEB and
ISBA for built-up and vegetated covers, respectively.
These two models are run independently and provide
surface fluxes, which are then averaged according to the
respective fractions of built-up and vegetated covers.
The representation of snow processes in TEB and ISBA
is described later.
a. ISBA land surface scheme
The land surface scheme ISBA (Noilhan and Planton
1989) represents surface processes including water and
energy budgets over natural land covers. This scheme
has been used in many situations and has been exten-
sively described in the literature (Noilhan and Planton
1989; Noilhan and Mahfouf 1996; Boone et al. 1999;
Be´lair et al. 2003a,b). Its force–restore version, which
includes three soil layers [surface, root, and deep layers,
according to Boone et al. (1999)], is used in this study. A
set of soil properties (e.g., soil texture and thickness,
field capacity, and wilting point) and vegetation (e.g.,
leaf area index, albedo, emissivity, and roughness length)
are prescribed as input parameters.
Here, ISBA is integrated using the snow scheme de-
veloped by Douville et al. (1995, hereinafter referred to
as D95). This scheme includes physically based snow
hydrology with a single surface energy budget, including
contributions from fractions of snow-covered fn and snow-
free (12 fn) areas. This composite surface is characterized
by a single surface temperature Ts and by averaged al-
bedo at, emissivity t, and heat transfer coefficient Ct,
computed from properties of snow, vegetation, and soil.
D95 solves prognostic equations for snow water equiv-
alent Wn, snow density rn, and snow albedo an to sim-
ulate the snowpack evolution. The variables Wn and rn
are assumed to be constant across the snowpack. The
mass conservation equation is given by
›W
n
/›t5P
n
 E
n
 F
n
, (1)
where Pn is the snowfall rate, En is the snow sublimation
rate, and Fn is the snowmelt rate. The snow aging pro-
cess is associated with compaction and deterioration of
the snowpack that translates into an increase of snow
density and a decrease of snow albedo. These mecha-
nisms are parameterized in D95 using formulations
based on time constants. Snow density rn increases ex-
ponentially with time [as proposed by Verseghy (1991)]:
r
n
(t1Dt)5 [r
n
(t) rmaxn ] exp[rn(t) rmaxn ]1 rmaxn . (2)
Snow albedo an follows an exponential decrease during
the melting period (Verseghy 1991):
a
n
(t1Dt)5 [a
n
(t) aminn ] exp t f
Dt
t
1
 
1 aminn , (3)
whereas it simply decreases linearly during the cold pe-
riod (according to Baker et al. 1990):
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In Eqs. (2)–(4), t1 is a period of one day (86 400 s), tf is a
time constant set to 0.24, which corresponds to an expo-
nential e-folding time of about 4 days, and ta is another
time constant set to 0.008. Fresh snow is characterized
by a minimum value of snow density rminn 5 100 kg m
3
and a maximum value of snow albedo amaxn 5 0.85. Snow
density and albedo, as parameterized in Eqs. (2), (3),
and (4), are restricted by the limiting values rmaxn 5
300 kg m3 and aminn 5 0.50.
b. TEB urban canopy model
The TEB urban scheme (Masson 2000) is a single-layer
urban canopy model based on a simple geometry of urban
covers. Radiation and energy budgets are solved inde-
pendently for roofs, roads, and walls and then aggregated
for the whole urban canopy. The following mean geo-
metric parameters describe the urban arrangement:
building fraction, mean building height, roughness length
for momentum, canyon aspect ratio, and the ratio be-
tween walls and horizontal built-up areas. Radiative and
thermal properties of materials are associated with each
specific urban facet.
The TEB model includes snow reservoirs on hori-
zontal surfaces (i.e., roofs and roads), which intercept
snowfall. This representation of snow is derived from
D95, as described in the previous section, but it was
modified in the following ways: 1) the radiation budget
resolved for snow-covered fractions of roads takes into
account shadow effects and multiple reflections inside
the street canyon, and 2) surface energy budgets are
resolved independently for snow-free and snow-covered
portions of roofs and roads and then aggregated. Prog-
nostic variables of TEB’s snow parameterization are
snow water equivalent Wn*, snow density rn*, snow al-
bedo an*, and snow temperature Tn* for roof and road
(the index * refers to roof or road).
The time evolution of snow properties in the urban en-
vironment is parameterized according to the same formu-
lations as given in Eqs. (1)–(4), except for snow aging,
which is accelerated in cities because of human activities
(pedestrians, traffic, and pollution). Because snow darkens
and densifies more rapidly than in nonurban areas, the time
constants tf and ta associated with snow density and snow
albedo, respectively, have been modified. These constants
must be modified independently for roof and road snow
reservoirs, because the impact of human activities is dif-
ferent at the street level and on the roofs (this will be dis-
cussed in section 4b). Finally, the version of TEB used here
does not take into account the snow removal operations
because there were none during the field campaign.
3. Application of TEB–ISBA to MUSE 2005
a. MUSE 2005
The MUSE 2005 experiment (described in Lemonsu
et al. 2008) has been conducted in a homogeneous dense
urban area of Montreal from 17 March to 14 April 2005.
During this transition period from winter to spring con-
ditions, snow was observed to evolve from near-total to
zero fractional coverage. The urban arrangement at the
observational site was composed of adjacent two- or three-
story houses with flat roofs and separated by streets and
alleys (see aerial photo in Fig. 1). The mean urban
canopy height was approximately 9.5 m. Each house had
a backyard (partially covered by concrete), an alley side,
and a small front yard streetside. About 25% of the land
surface was covered by lawns and sparse trees.
A 20-m-high tower was located in a backyard of Fabre
Street (Fig. 1), and it was instrumented at its top to mea-
sure incoming and outgoing short- and longwave radia-
tion, as well as turbulent fluxes by the eddy correlation
technique. An infrared camera was also installed at the
top of the tower and oriented toward Fabre Street. Be-
cause of the large temperature difference between snow-
covered and snow-free surfaces, measurements from the
thermal camera were used to determine the snow cover-
age fractions. In addition, snow depth on the roof nearest
to the tower was measured with a remote sensor. Two
infrared thermometers provided automatic measurements
of surface temperature, in Fabre Street and the alley, for
the first-story brick wall.
To collect additional manual observations, four 1-day
IOPs were conducted during MUSE 2005 on 18, 22,
30 March, and 5 April (see Fig. 2). Among these ob-
servations, radiative surface temperature measurements
were taken hourly for various urban facets, including
walls at different levels, sidewalks, and pavement in
Fabre and Saint-Zotique Streets, and in the alley. Also,
snow depth, density, and albedo were measured four
times per day in Fabre Street and the alley (Fig. 1), as long
as the snowpack was deep enough to allow measurements.
b. TEB–ISBA numerical setup
TEB–ISBA schemes are run in an offline mode for the
complete experimental period, that is, from 1500 LST
17 March to 0800 LST 14 April. It is forced using a 30-min
time step with short and longwave downward radiation,
air pressure, air temperature, specific humidity, and
wind speed, recorded at the top of the tower (za 5 20 m
above ground level). Hourly precipitation rates are ob-
tained from the operational meteorological station at
the Montreal international airport, located in Dorval
(17 km from the tower).
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Atmospheric forcings are presented in Fig. 2. During
the experimental period, the shortwave radiation pro-
gressively increases, in conjunction with a warming of the
near-surface air as shown by the positive trends of air
temperatures. It is particularly marked after 10 days of the
experiment. At the beginning of the campaign, air tem-
peratures vary from negative values at night to positive
values during daytime. After 26 March, air temperatures
are systematically positive with mean values of about 68C.
Moderate winds are recorded, weaker at night (less than
2 m s21) than during daytime (4–6 m s21). Finally, some
scattered and not very intense rainfall events are observed
during the period but no snowfall event is recorded.
Lemonsu et al. (2008) showed that the source-area
ground characteristics relative to turbulent flux mea-
surements remain homogeneous during the experiment.
The TEB–ISBA schemes can, thus, be run on a single grid
point using mean surface parameters describing the ur-
ban environment. The mean urban canyon concept used
in TEB, however, does not fit well with the particular
urban configuration of the experimental area (composed
of streets and alleys that differ in their characteristics
and where human activities are varied). Pedestrian and
vehicle traffic circulation is concentrated mostly in the
streets and is very limited in the alleys. Furthermore, the
snow removal operation only takes place in the streets,
which leads to a very different snowpack evolution; the
snow in the streets disappears quickly, whereas it stays
much longer (and untouched) in the alleys. To take into
account these different characteristics in the model, two
independent simulations are performed for roads Sroad
and alleys Salley, with different descriptive parameters.
FIG. 1. (a) Aerial photograph of the study area (Source: Navigateur Urbain, city of Montreal,
available online at http://www.navurb.com). (b) Simplified representation of land covers for the
study area, including dimensions of the various urban elements in meters.
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FIG. 2. Atmospheric forcings: (a) downward shortwave and (b) downward longwave radiation (W m22),
(c) air temperature (8C), (d) specific humidity (g kg21), (e) wind speed (m s21), (f) pressure (hPa), and (g)
precipitation rate (kg m22 s21). (a) The MUSE study period is delimited by black frames, whereas periods
SNOW and NOSN are represented by gray areas. (g) The dates of the four IOPs are shaded.
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The input parameters for TEB–ISBA provide in-
formation on built covers and vegetation properties.
Except for the mean building height, which has an esti-
mated value of 9.5 m according to Lemonsu et al. (2008),
all geometric parameters are determined using an aerial
photograph provided by the Navigateur Urbain of the
city of Montreal (available online at http://www.navurb.
com), together with simplified sketches of the urban ar-
rangement (presented in Figs. 1a,b). The geometric pa-
rameters associated with the configurations of Sroad and
Salley are listed in Table 1.
In the experimental area, most of the roofs are flat and
made of dark asphalt and tar (plus insulation material
and wood in internal layers of the roofs). The exterior of
the walls is made of bricks (plus insulation and wood
in internal layers), whereas roads are made of asphalt
(plus soil underneath). Thermal and radiative properties
of these materials are prescribed from the literature
data (ASHRAE 1981; Oke 1987; Mills 1993; Masson
et al. 2002). For roads, the albedo can be defined using
local observations obtained during the last IOP of the
experiment (5 April 2005) over dry pavement free of
snow. For pervious or natural covers, short grass is the
dominant type of vegetation, together with a few trees.
Soil texture is prescribed using the Soil Landscapes of
Canada database, provided by Agriculture and Agri-
Food Canada. The values of vegetation properties are
those typically used for parks that include lawn and
a few trees. It should be noted, however, that vegetation
is still inactive during MUSE 2005 (i.e., March and
April); therefore, the leaf area index is set to zero.
c. Initial conditions for TEB–ISBA
As much as possible, TEB–ISBA’s prognostic variables
are initialized by using measurements collected during
MUSE 2005. Otherwise, these variables are specified from
model outputs produced by Environment Canada’s re-
gional numerical weather prediction system (see Mailhot
et al. 2006). This is notably the case for ISBA’s soil tem-
peratures and soil water contents that were not measured
during the experiment. For TEB, surface temperatures for
roofs are initialized from infrared camera data, whereas
for roads, alleys, and walls, surface temperatures are
obtained from IOP1 manual measurements. Internal
building temperature is prescribed to a comfortable tem-
perature of 208C. Finally, temperature deep under the
pavement is specified using deep soil temperature from
Environment Canada’s regional model forecast. The
previously defined variables are initialized in the same
manner for both the Sroad and Salley simulations.
In contrast, most of the initial conditions for snow
properties are different for the two simulations because
snow cover as well as the state of snow aging were sig-
nificantly different at the start of the experiment in the
alleys and in the streets. Snow cover and properties were
found to be more homogeneous in the alleys than in the
streets, where human activities disturb the snowpack. The
characteristics of snow in the streets were observed to be
quite variable from one location to another (Ho 2002; Ho
and Valeo 2005). For instance, snow on front yards was
mostly undisturbed, in contrast with sidewalks where pe-
destrians walk, with road curbs where cars are parked, and
with pavement where traffic takes place. Consequently, it
is quite challenging to specify realistic mean snow prop-
erties for TEB’s initialization, in particular for Sroad.
Nevertheless, initial values of snow properties (snow
depth, density, and albedo over ground-based built areas,
pervious covers, and roofs) for Sroad and Salley were de-
fined using as much data collected during IOP1 as pos-
sible, or according to simple assumptions when data are
not available experimentally. This is discussed in further
detail in section 5a.
4. Comparison of model outputs with observations
Snow conditions rapidly evolve during the experiment
from a near-total to a zero snow coverage fraction. The
TABLE 1. Main TEB–ISBA input parameters for SRoad and SAlley.
Parameter Description Unit SRoad SAlley
Cover fractions
fnature Natural cover fraction — 0.16 0.49
fbuilt Built cover fraction — 0.84 0.51
fwater Water fraction — 0 0
ISBA’s input parameters
fveg Vegetation fraction — 0.30 0.30
fsoil Bare soil fraction — 0.70 0.70
LAI Leaf area index m2 m22 0 0
z0m Roughness length for
momentum
m 0.024 0.024
z0h Roughness length for
heat
m 0.0024 0.0024
anat Albedo — 0.20 0.20
nat Emissivity — 0.97 0.97
TEB’s input parameters
fbld Building density — 0.33 0.39
zbld Mean building height m 9.5 9.5
z0m Roughness length for
momentum
m 1.24 1.24
z0h Roughness length for
heat
m 0.0062 0.0062
lC Wall–plane area ratio — 0.56 1.08
aroof Roof albedo — 0.08 0.08
roof Roof emissivity — 0.90 0.90
aroad Road albedo — 0.16 0.16
road Road emissivity — 0.94 0.94
awall Wall albedo — 0.25 0.25
wall Wall emissivity — 0.90 0.90
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impact of these variations on radiation and energy bud-
gets was discussed by Lemonsu et al. (2008), who com-
pared the observed fluxes temporally averaged for three
different periods: MUSE corresponds to the complete
experimental period, except for the days when the tower
was down or when it was raining; SNOW is a 4-day period
(18–21 March) early in the experiment, characterized by
a large snow cover; and NOSN is a 3-day period (9–
11 April) later in the experiment when there is almost no
more snow. Observations and model outputs are com-
pared here using the same periods to assess the model
performance under these different conditions.
a. Energy budget
The energy budget can be written as
Q*1Q
F
5Q
H
1Q
E
1DQ
S
1Q
M
1DQ
A
, (5)
where Q* is the net radiation; QF is the anthropogenic
heat flux; QH and QE are the turbulent sensible and la-
tent heat fluxes, respectively;DQS is the storage heat flux
(in ground, artificial materials, and snow packs); QM is
the flux associated with the snowmelt process (no soil
water freezing in this case); andDQA is the net advective
heat flux. Because of the homogeneity of surface char-
acteristics, DQA can be neglected here [as discussed in
Lemonsu et al. (2008)].
The measurements provide Q*, QH, and QE. The net
radiation Q* is estimated from the radiation budget
Q* 5 SY 1 LY 2 S[ 2 L[, with SY and LY being the
short- and longwave downward radiation (used as forc-
ing), and S[ and L[ being the short- and longwave up-
ward radiation. The fluxes QH and QE are calculated
using an eddy correlation technique. The residual term
Qres is derived from the remaining components that
cannot be directly measured, so that
Q
res
5Q*Q
H
Q
E
5DQ
S
1Q
M
Q
F
. (6)
For the experimental site and the study period, QF is
quite small as compared with DQS and QM (this will be
discussed in section 5). As a result, Qres ’ DQS 1 QM.
For NOSN, QM is assumed to be zero because there is no
more snow and then Qres only depends on DQS.
It is worth emphasizing that the experimental data
contain some errors resulting from the instrumentation
or measurement techniques. According to the literature,
errors between 5% and 20% are noted for Q* (Kohsiek
et al. 2007) and are of the order of 10% and 15% for QH
and QE, respectively (Mauder et al. 2007). It is also
known that the eddy correlation method usually induces
an underestimation of the turbulent heat fluxes (Foken
et al. 2006), which can be partially attributed to local
vertical advections caused by turbulent organized struc-
tures (Kanda et al. 2004; Steinfeld et al. 2007). Finally, the
use of different measurement methods for radiation
components and turbulent heat fluxes can also contribute
to an energy budget closure problem. As a result, the
residual term is associated with an uncertainty in a range
of 0%–15%, resulting from an accumulation of errors on
the measurements of Q*, QH, and QE. Although these
measurement errors are not negligible, their orders of
magnitude do not question the main results presented
afterward.
Table 2 summarizes the bias and RMSE between the
model results and observations for the MUSE, SNOW,
and NOSN periods, and by separating daytime and night-
time hours. (Note that even though daytime and nighttime
periods should be defined based on SY, the net radiation
Q* is used instead in this study in a manner consistent
with the literature.)
According to MUSE averaged results (Fig. 3a), Q* is
well simulated at daytime but slightly overestimated at
night (with a bias of16.8 W m22 as indicated in Table 2)
because energy losses by infrared emissions are under-
estimated (not shown). It is also seen that the parti-
tioning of the net radiation between QH, QE, and Qres
is not well simulated by the model. During daytime,
the simulation overestimates QH (bias5138.6 W m
22)
while simulating a realistic QE. This leads to a strong
underestimate of Qres, in comparison with observations
(bias5243.2 W m22) for which Qres is the predominant
term of the energy budget. At night, Qres is over-
estimated (bias 5 113.4 W m22).
TABLE 2. Statistical scores including bias (model 2 observed)
and RMSE calculated from 30-min measurements and model
outputs for energy budgets components (W m22). These scores are
calculated successively for MUSE, SNOW, and NOSN, and for
each of these periods for all day, daytime (Q* . 0), and nighttime
(Q* , 0) hours.
Bias RMSE
MUSE SNOW NOSN MUSE SNOW NOSN
All day
Q* 11.3 13.5 10.9 6.5 13.4 9.9
QH 119.5 12.2 132.1 38.8 8.5 67.6
QE 22.2 27.5 11.8 6.0 8.8 11.3
Qres 216.1 18.8 233.0 46.2 16.2 80.8
Daytime
Q* 23.8 24.9 25.7 6.1 14.0 11.3
QH 138.6 20.5 168.0 53.2 10.3 92.3
QE 10.8 29.1 18.7 6.3 10.2 14.5
Qres 243.2 14.6 282.4 62.1 18.2 109.0
Nighttime
Q* 16.8 112.6 18.0 6.8 12.5 7.9
QH 21.2 15.2 27.0 3.0 5.5 10.6
QE 25.4 25.8 25.6 5.4 6.6 5.6
Qres 113.4 113.2 120.6 13.3 13.4 21.7
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When snow is present, the fluxes are very well simu-
lated as shown by the SNOW energy budget (Fig. 3b);
for instance, QH and Qres daytime biases are equal to
20.5 and 14.6 W m22, respectively. It is worth noting,
however, that the initial results for QE (with values near
zero) prompted us to reexamine the surface evaporation
process in TEB. The quantity of snow that melts on roofs
and on roads was lost for the system in the initial version
of TEB. It is now transferred to the roof and road water
reservoirs. The new latent heat flux QE is in better
agreement with observations, but it still remains a bit
underestimated (daytime bias 5 29.1 W m22). A de-
tailed analysis of Qres still indicates differences between
the model and observations. Even though it is very well
simulated during daytime, Qres is overestimated during
the night (bias 5 113.2 W m22). In addition, the in-
tegral of Qres calculated over the SNOW period is pos-
itive for both the model and observations (147.9 and
139.1 W m22, respectively) but larger in the model.
It was previously noted that Qres includes contribu-
tions fromDQS and QM (with QF negligible). As a result,
ð
SNOW
Q
res
dt5
ð
SNOW
DQ
S
dt1
ð
SNOW
Q
M
dt. (7)
The integral of DQS is usually close to zero over a di-
urnal cycle (even if some part of it can be used to warm
the ground). With snow, QM largely contributes to Qres
during daytime but is zero at night (no melting). The
integral of QM is then positive and corresponds to en-
ergy loss for the system. It could, thus, be argued that the
overestimation of Qres by the model during both day-
time and nighttime indicates that the daytime QM con-
tribution is probably overestimated and, conversely,
that the contribution of DQS is underestimated, leading
to a lack of heat storage during daytime and a lack of
heat release at night.
The weaknesses underlined by MUSE averaged re-
sults are amplified during the period without snow
(NOSN; Fig. 3c) with daytime QH and Qres biases of
168.0 and282.4 W m22, respectively. In the model, the
integral of Qres is close to zero (17.8 W m
22) because
the main contribution comes from DQS (QM 5 0). Sur-
prisingly, the integral of Qres for observations is still
largely positive (140.9 W m22) during the period with-
out snow. Even if the model tends to underestimate the
heat storage process, this cannot completely explain such
a discrepancy. It seems that some process(es) is missing
in order to understand the observed energy budget. This
will be discussed further in section 5. Finally, NOSN
daytime QE is overestimated in the model (bias 5
18.7 W m22). An analysis of model fluxes from TEB and
ISBA indicates that ISBA produces too much evapora-
tion from the ground when compared to observations.
b. Snow properties
Because ISBA and TEB snow schemes have never
been specifically evaluated in urban environments, the
FIG. 3. Simulated and observed energy budgets (W m22) aver-
aged over the (a) MUSE, (b) SNOW, and (c) NOSN periods, using
a 30-min time step. Vertical bars represent the standard deviations
of observed fluxes.
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MUSE 2005 dataset offers a first opportunity to estimate
the values of some parameters used in the time evolu-
tion of snow depth, density, and albedo (see section 2).
These include maximum snow density rmaxn and mini-
mum snow albedo aminn , which limit darkening and
compaction of snow during the aging process, and the
time constant tf that sets the snow aging speed for the
evolution of the snow density and albedo of (2) and (3).
However, it is not possible to assess parameters for fresh
snow characteristics (e.g., minimum snow density rminn
and maximum snow albedo amaxn ) because no snowfall
occurred during MUSE 2005. Likewise, within the
framework of MUSE 2005, the time constant ta used for
snow albedo during cold periods without snowmelt from
(4) cannot be evaluated.
Snow density, depth, and albedo were directly mea-
sured during the experiment, whereas the snow cover
fraction was estimated from analysis of infrared camera
imagery. For ground-based built covers, snow depth and
density were measured only where snow accumulation
was large enough to allow manual measurements, that is,
on front yards, at certain locations of sidewalks, and on
both sides of the alley, and only during the first two
IOPs. Such measurements were not feasible on main
roads and on a large part of the sidewalks where snow
was scattered, heterogeneous, and packed. The analysis
of snow properties on the ground will, therefore, focus
on the Salley results.
1) SNOW PROPERTIES ON GROUND
In agreement with snow albedo measured at the end of
the experiment when snow is old and highly deteriorated
(Fig. 4a), aminn of alleys has been reset to 0.15 (a much
lower value than 0.50 used in the original TEB formula-
tion). This minimum value is consistent with those ob-
tained experimentally by Bengtsson and Westerstro¨m
(1992) in Lulea, Sweden, and by Ho (2002) in Calgary,
Alberta, Canada. Over vegetation, snow albedo is as-
sumed to become a bit less dark and is set to 0.20.
Similarly, rmaxn of 350 kg m
23 for both the alleys and
vegetation (instead of 300 kg m23 in D95) seems more
consistent with the snow density increase observed be-
tween IOP1 and IOP2 (Fig. 4b). For time constant tf
used in the snow albedo prognostic Eq. (3), the same
observations in the alley suggest a more realistic value
of 0.174 in an urban environment (instead of 0.240 for
ISBA’s snow scheme according to D95).
These modifications result in a fairly good simulation
of the observed evolution of snow albedo and snow den-
sity (Figs. 4a,d). The snow albedo evolution in the alley
(Fig. 4a) is also in good agreement with time-dependent
albedo curves proposed by Valeo and Ho (2004) for
Calgary. In particular, the curve obtained for road shoul-
ders is quite similar to the one that is found for front yards
during MUSE 2005, both experimentally and numerically.
Snow depth is deduced from simulated snow density
and snow water equivalent. It decreases too rapidly in
comparison with measurements done in the alley (Fig. 4c).
This difference can probably be linked with the fact that
measurements were conducted on the edges of the alley,
which are shaded for a large part of the day. The pho-
tographs of the alleys taken during the campaign (see
Fig. 5b in Lemonsu et al. 2008) indicate that the snow-
pack is spatially heterogeneous with smaller snow depth
in the center of the alley. These disparities cannot be
reproduced by the model, which simply represents an
averaged snow depth. It was, thus, expected that simu-
lated snow depths should be smaller than those experi-
mentally obtained. Nonetheless, one can note that the
simulation is more comparable with snow depth mea-
sured on sidewalks and front yards. These results, and
notably the evolution of the snow fraction in the alley
(Fig. 4d), show that complete snowmelt occurs too early in
the simulation, that is, after 12 days. In contrast, the ob-
servations and the photographs indicate that a thin
snowpack persists in the alley until 5 April. Finally, snow
fraction over vegetation is also presented in this figure,
although no measurement is available for comparison.
However, our knowledge of the site indicates that in the
simulation, snow melts too rapidly over vegetation as well.
2) SNOW PROPERTIES ON ROOFS
For roofs, only snow depth and snow cover fraction
were measured during MUSE 2005. As a result, the values
of the snow parameters and time constants (rmaxn , a
min
n ,
and tf) cannot be directly evaluated. In a way similar to
ground-based covers, it seems reasonable to assume that
an appropriate value for tf is 0.174. Time constant r
max
n is
kept to 300 kg m23 by assuming that snow compaction is
more limited on roofs than on the ground in the urban
environment. Finally, aminn is set to 0.30 (instead of 0.15
for ground-based built covers and 0.20 for vegetation)
because snow albedo decreases less rapidly on roofs
since there is no alteration resulting from the pedes-
trians. According to snow depth data and estimates of
snow cover fraction (Fig. 5), the snowpack melted very
rapidly and snow completely disappeared on the roofs
two-and-half days after the beginning of the experiment.
The main features of this behavior are correctly repro-
duced by the model simulation.
5. Energy budget residual term
The objective of this section is to quantify the differ-
ent contributions QM, QF, and DQS to the residual term
Qres [according to Eq. (6)], using both measurements
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FIG. 4. Simulated and observed snow properties on the ground: (a) snow albedo (documented
by manual measurements during IOPs), (b) snow density (kg m23), (c) snow depth (cm), and (d)
snow fraction estimated from infrared camera imagery. For the model outputs, snow properties
from Sroad and from Salley are presented, as well as snow cover fraction on vegetation.
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and modeling results. Numerically, both QM and QF are
determined in the model. Experimentally, QM is esti-
mated using snow measurements conducted during
IOPs, and QF is quantified using electricity consumption
data. For both the model and experiment, DQS is cal-
culated as a residue (DQS 5Qres 2QM 2QF). Because
there is not enough snow during IOP3 and IOP4 to
characterize the snowpack, this study is focused on the
period IOP1–IOP2 (i.e., from 17 to 22 March 2005).
a. Estimation of snowmelt flux from observations
The energy required to melt snow is evaluated ex-
perimentally by characterizing the snowpack temporal
evolution between IOP1 and IOP2 on the different types
of covers, using observations of rn*, snow depth dn*, and
snow cover fractions fn*. For roofs, alleys, and front yards,
snow measurements are directly available for IOP1 and
IOP2. For roads, sidewalks, and backyards, snow prop-
erties are determined from three simple hypotheses. 1)
For sidewalks and backyards, the snow density and depth
are the same as for front yards (except for snow depth on
sidewalk for IOP2 because it was directly measured). 2)
For roads, snow properties are needed only for IOP1,
because there was no more snow at the time of IOP2.
Given the fact that this is the location where snow accu-
mulation was the weakest, and considering the photo-
graphs of the roads taken during IOP1, snow depth is
taken equal to 5 cm. Snow density is the same as for front
yards. 3) For roofs, snow density is assumed to be the
same as in the alleys where snow is the least packed. All
values are summarized in Table 3.
Snow water equivalent is obtained from W
n*
5
d
n*
r
n*
, and snowmelt flux is then determined as Q
M
5
f* fn*Wn*LM/Dt, where f* is the fraction of cover type
(* refers to the cover type), fn* is the snow cover frac-
tion, LM is the latent heat of fusion, and Dt is the period
in seconds. The energy used for snow melting is then
estimated to be 19 W m22 over the whole day.
To distribute this total energy according to a mean
diurnal cycle, we assume that snowmelt occurs only when
the surface temperature is greater than the melting point
T00 5 273.16 K. For the period IOP1–IOP2, the main
snow-covered surfaces are the ground-based surfaces
because the roofs are very rapidly free of snow. An av-
eraged surface temperature is then estimated from
manual surface temperature measurements recorded in
FIG. 5. Simulated and observed snow properties on the roof: (a) the snow depth (cm),
measured by remote sensor, and (b) the snow fraction, estimated from infrared camera
imagery.
356 J O U R N A L O F A P P L I E D M E T E O R O L O G Y A N D C L I M A T O L O G Y VOLUME 49
the streets and in the alley during IOP1 and IOP2 (Fig. 6,
top). The daily evolution of the ‘‘observed’’ snowmelt
flux QM is finally estimated by assuming that QM is pro-
portional to this surface temperature when it is greater
than T00. Otherwise, QM is zero.
The simulated QM, averaged for the IOP1–IOP2 pe-
riod compares well with this snowmelt flux deduced
from observations (Fig. 6, bottom). The timing is good,
but the magnitude is slightly overestimated (by about
113%), more specifically in the morning. This confirms
the overestimate that had already been noted in section
4a. This deficiency can be explained by a too-rapid
snowmelt process over vegetation in the model (see also
snow cover fraction evolution in Fig. 4a). Because ISBA
is not directly coupled with TEB, it does not take into
account the canyon geometry for resolving its radiation
budget; however, it represents vegetated covers as open
areas. Consequently, shadow effects inside canyons are
not treated in ISBA, which tends to overestimate the
incoming radiation over vegetation. Indeed, according to
Semadeni-Davies and Bengtsson (1998) and Semadeni-
Davies et al. (2001), canyon effects tend to enhance or
decrease the net all-wave radiation received by snowpacks
located close to sun-lit or shaded walls, respectively. But
on average, snowpacks receive less radiation.
b. Estimation of anthropogenic heat flux from
electricity consumption data
Usually, anthropogenic heat flux QF is assumed to
include contributions from the human metabolism, do-
mestic heating (or an air-conditioning system), and ve-
hicle traffic. The human metabolism is negligible in
comparison with other heat sources (Grimmond 1992;
Sailor and Lu 2004). In the present case, the experimental
area is located in a residential district and, therefore, the
heat releases resulting from traffic are not considered as
important. The analysis will then focus on energy con-
sumption associated with domestic heating.
The quantity QF is calculated from electricity con-
sumption data provided by the Quebec electricity com-
pany Hydro-Que´bec by assuming that all domestic
heating systems in the area are electric. Although this is
not the case (oil and, to a much lesser extent, wood
heating are also used), electric systems are used in the
majority—that is, by 80%—of households in Montreal
according to Statistics Canada (2007). Unfortunately,
Hydro-Que´bec data are available only for the second
experimental campaign (MUSE 2006) that took place
during February–March 2006 in the same area as MUSE
2005. We use electricity consumption data for a period in
March 2006 that corresponded closely to the temperature
conditions observed during IOP1–IOP2.
Hydro-Que´bec provided hourly electricity consump-
tion Eelec (kW h) for a two-story house. In view of the
results of Lemonsu et al. (2008), this building can be as-
sumed to be representative of the buildings that are lo-
cated within the footprint of the measurements and that
contribute to the heat releases resulting from the do-
mestic heating. Indeed, the surface characteristics of the
footprints, based on the analysis of the National Topo-
graphic Data Base (NTDB) from Geomatics Canada,
indicate that the buildings are mainly two- and three-story
houses, whereas the public and commercial buildings are
negligible. According to the aerial photograph of the
area, each block is composed of about 30 contiguous
houses. The electricity consumed by a block can, thus, be
deduced as the sum of the contributions from all the
houses by assuming that each of them has approximately
the same consumption. Finally, starting from the descrip-
tion of urban arrangement presented in Fig. 1b and the
associated cover fractions, this term can be translated as
a flux expressed in watts per square meter.
This anthropogenic heat flux deduced from Hydro-
Que´bec data is referred to as QFHQ
and is shown in Fig. 7.
The values of anthropogenic flux are surprisingly weak
considering the cold climate of Montreal at this time of
the year. They vary around 5 W m22, which is much
TABLE 3. Snow properties evolution between IOP1 and IOP2 derived from IOPs measurement, and associated snowmelt flux for the
IOP1–IOP2 period, estimated for the different natural (front yards and backyards) and built (roofs, roads, alleys, and sidewalks) covers.
dn (cm) rn (kg m
23) Wn (kg m
23) fn QM (W m
22)
IOP1 IOP2 IOP1 IOP2 IOP1 IOP2 f* IOP1 IOP2 IOP1–IOP2
Roof 4.40 0.00 251* — 11.04 0 0.36 0.60 0.00 21.84
Front yard 30.50 19.73 321 334 97.91 65.90 0.09 1.00 0.95 22.45
Sidewalk 30.50* 21.45 321* 334* 97.91* 71.57* 0.15 1.00* 0.34 28.53
Road 5.00* 0.00 321* — 16.05* 0 0.15 0.70 0.00 21.30
Alley 35.80 32.57 251 310 89.86 100.97 0.05 1.00 0.95 10.23
Backyard 30.50* 19.73* 321* 334* 97.91* 65.90* 0.20 1.00* 0.95* 25.45
Total 219.34
* Values referring to snow properties that were not directly measured and that were deduced from measurements recorded on other types
on covers.
MARCH 2010 L E M O N S U E T A L . 357
lower than what is usually found in the literature (e.g.,
Oke 1988; K1ysik 1996; Ichinose et al. 1999; Sailor and
Lu 2004; Pigeon et al. 2007). They are more comparable
to the anthropogenic fluxes (not taking into account
traffic emissions) obtained by Grimmond (1992) and
Makar et al. (2006) for residential areas of Vancouver.
The flux Q
FHQ
follows a diurnal cycle with two maxima,
one at around 0700 LST and one at around 1900 LST.
The model diagnoses an anthropogenic flux QFMod
calculated as the flux required to maintain a comfortable
temperature for inhabitants of 208C inside buildings
(Pigeon et al. 2008). This flux is averaged over the period
FIG. 6. Averaged surface temperature (8C) computed from manual surface temperature
measurements recorded in the streets and the alley during IOP1 and IOP2 (top curve). Daytime
evolution of snowmelt flux (W m22) modeled by TEB–ISBA and estimated from measure-
ments during the IOP1–IOP2 period (bottom curves).
FIG. 7. Simulated and observed anthropogenic heat flux (W m22) averaged during the
IOP1–IOP2 period.
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IOP1–IOP2 (Fig. 7). It follows a diurnal cycle that is
directly linked to the daily evolution of the outside air
temperature, but with a delay of a couple of hours re-
sulting from the heat conduction process from the inside
to the outside of the buildings. The simulated anthro-
pogenic flux QFMod
is a bit lower than QFHQ
but of the
same order of magnitude (Fig. 7). This corroborates the
hypothesis that the anthropogenic flux is rather weak in
this district of Montreal, which is probably a result of the
construction standards (several federal programs en-
couraged housing renovations and thermal insulation in
the 1970s and 1980s). Finally, one can note that the model
does not reproduce the peak observed in the evening
because it only takes into account the domestic heating,
not the other types of electricity consumption (e.g.,
lighting or home appliances).
c. Estimation of storage heat flux and analysis
of energy budget
The storage heat flux DQS includes contributions for
heat storage inside the ground, snowpacks, and built
structures. With the previously mentioned estimates of
QM and QF, DQS can now be determined as the residue
of the energy budget [following Eq. (5)]:
DQ
S
5Q*1Q
F
 (Q
H
1Q
E
1Q
M
). (8)
Simulated DQS is computed following the same method
and averaged over the IOP1–IOP2 period. The com-
plete energy budget, including all the contributions ex-
pressed in Eq. (5) (except DQA that is neglected), is
presented in Fig. 8 for both the observations and model
outputs. The mean daytime partitioning is also calcu-
lated for daytime hours of the same period (Table 4) by
computing the ratio between the various energy sinks
(QH, QE, QM, and DQS) and the net quantity of energy
received by the system (Q* 1 QF).
Observations indicate that the main contributions come
from the heat storage process (42%) and the sensible
heat flux (33%). The snowmelt flux represents 17% of
Q*1QF and the latent heat flux is only 7%. Finally, the
anthropogenic heat flux is negligible because it only
contributes 1%. This partitioning is quite similar to the
one obtained for SNOW in section 4a, at least for QH,
QE, and Qres, because at this stage, Qres was not de-
composed in distinct contributions.
Although TEB–ISBA correctly simulates the SNOW
energy budget (see section 4a and Fig. 3b), it tends to
overestimate the daytime sensible heat flux for the
IOP1–IOP2 period, with 39% of Q* 1 QF instead of
33% in observations, probably because the snow melts
too rapidly over vegetation between IOP1 and IOP2
(see Figs. 4a,b). Latent heat flux associated with evap-
oration/sublimation of melting snow is still a bit under-
estimated (4% instead of 7%), but the values of QE are
quite small. According to the results presented pre-
viously, TEB–ISBA simulates a realistic snowmelt flux
QM, but it is a bit too large (22% instead of 17%), and an
anthropogenic heat flux QF comparable to the obser-
vations. Here, DQS computed as the residue is under-
estimated (36% instead of 42%); this bias is being
mainly driven by an overestimate of QH.
FIG. 8. (a) Simulated and (b) observed energy budgets (W m22) averaged over the IOP1–IOP2 periods using
a 30-min time step. For model outputs, all contributions are presented, that is, sensible and latent heat fluxes,
snowmelt flux, anthropogenic heat flux, and storage heat flux.
TABLE 4. Simulated and observed flux partitioning calculated for
the daytime hours of the IOP1–IOP2 period.
Obs Model
QH/(Q* 1 QF) 0.33 0.39
QE/(Q* 1 QF) 0.07 0.04
QM/(Q* 1 QF) 0.17 0.22
QF/(Q* 1 QF) 0.01 0.01
DQS/(Q* 1 QF) 0.42 0.36
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It is, however, important to note that by taking into
account the measurement uncertainties (presented in
section 4a), the observed contributions can be signifi-
cantly different. By assuming an underestimation of 15%
of QH and QE and an overestimation of 15% of DQS
(because it is deduced as the residue), their contribu-
tions become equal to 38%, 8%, and 36%, respectively.
These results are in better agreement with the simulated
contributions.
6. Summary and conclusions
The TEB–ISBA modeling system is evaluated over a
heavily populated residential area of Montreal during
the winter–spring transition, using the MUSE 2005 data-
base. Results are analyzed by separating periods with and
without snow to evaluate the performance of the system
under these different conditions.
The study of the energy budget at different periods of
MUSE 2005 shows a much better agreement between
model results and observations when the snow cover is
still important, rather than during the last days when
snow is almost melted. TEB–ISBA predicts a realistic
partitioning between the turbulent fluxes QH and QE
and the residual term Qres, when surfaces are snow
covered. At this period of the year, Qres, which includes
the contributions of storage heat flux DQS, snowmelt
flux QM, and anthropogenic heat flux QF, is mainly driven
by the snowmelt processes. The energy budget is cor-
rectly simulated by TEB–ISBA on average, although the
snow melts too rapidly over vegetation. This defect can be
attributed to an overestimation of the incident radiation
received by vegetation in ISBA because the shading
caused by buildings is not taken into account in the cur-
rent version of TEB–ISBA.
The evaluation of the simulated energy budget when
snow is melted exhibits several discrepancies. In this
case, according to the observations, the contribution of
DQS becomes dominant but is underestimated by the
model in favor of the sensible heat flux (and of the latent
heat flux in a lesser extent). Nevertheless, this process
alone cannot explain the very high Qres observed during
daytime. The fact that the daily integral of Qres is largely
positive suggests that an additional mechanism is acting
as an important sink of energy for the system during
daytime. At this stage, one plausible process could be
the effects of the freezing and thawing of water in the
soil. This issue is currently studied in more detail using
the MUSE 2006 database (Leroyer et al. 2010). How-
ever, the overestimation of QH and QE, associated with
the underestimation of Qres by TEB–ISBA in compari-
son to the observations, may be partially attributed to
errors in the measurements. It is known that the turbu-
lent heat fluxes calculated using the eddy correlation tech-
niques are usually underestimated, leading to an energy
budget closure problem.
Temporal evolution of snow cover and snow properties
by TEB–ISBA is also studied. The very rapid snowmelt
observed on roofs is well simulated by the system, as well
as the decrease of snow albedo and the increase of snow
density with time on ground-based built surfaces. In
contrast, the snow depth in the alleys and the streets is
underestimated, which can be attributed to the fact that
the measurements were done on the edges of roads and
alleys, whereas the model simulates a spatially averaged
snow depth.
Finally, the analysis of the residual term of the energy
budget for the IOP1–IOP2 period, based on snow prop-
erties, observations, and ancillary data (such as electricity
consumption), has allowed us to broadly quantify the dif-
ferent contributions resulting from snowmelt, heat stor-
age, and anthropogenic heat releases. The results indicate
that the anthropogenic heat flux is negligible compared to
the other processes. Although the snowmelt component is
considerable during this period (17% of net radiation
during daytime), storage heat flux remains dominant
(42%). Simulated fluxes are compared to this data and
confirm that TEB–ISBA underestimates the storage
heat flux.
This work presents encouraging results but also under-
lines some major modeling issues that have to be inves-
tigated. Some of TEB’s assumptions should be questioned,
such as the definition of a single urban canyon or the
isotropy of street orientations. The inclusion of vegeta-
tion inside the streets, already in progress, is also an
important development. In addition, we are working on
a better representation of snow in TEB and ISBA for the
urban environments, more particularly by coupling the
models to more advanced snow schemes (e.g., Boone
and Etchevers 2001; Be´lair et al. 2003b; Bouilloud and
Martin 2006) than the D95 snow parameterization. Sev-
eral improvements are planned, notably the explicit
representation of snow cover heterogeneities on roads,
the inclusion of the snowpack stratification that is not
possible with D95, and a more realistic treatment of an-
thropogenic impacts (e.g., snow plowing, deicer use, ef-
fects of road traffic, and pedestrians).
Such studies are strongly constrained by data avail-
ability. Although MUSE 2005 provided an original and
interesting database of snow properties, additional ob-
servations are required to better characterize the spatial
heterogeneity of snow and to document snow in the
gardens. The study period should also be extended to
cold episodes with snowfalls. This is the case of the field
campaign MUSE 2006 (Leroyer et al. 2010) and the
project Environmental Prediction in Canadian Cities
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(EPiCC; Voogt et al. 2009). Finally, specific attention
must be concentrated on the characterization of an-
thropogenic heat fluxes.
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