We consider an event-based communication mechanism for diffusion least mean-squares estimation in a sensor network, in which an intermediate estimate from a sensor is communicated to its neighbors only when a triggering criterion is satisfied. We provide a sufficient condition for the mean error stability of our proposed event-based diffusion strategy, and derive an upper bound of its steady-state network mean-square deviation (MSD). Simulations demonstrate that our event-based strategy can achieve similar steady-state network MSD as the adapt-then-combine diffusion strategy but at a significantly lower communication rate.
I. INTRODUCTION
In the era of big data and Internet-of-Things (IoT), smart devices continuously sense the environment and generate large amount of data rapidly. To better address the realtime challenges arising from online inference, optimization and learning, distributed adaptation algorithms have become especially promising and popular compared with traditional centralized solutions. As computation and data storage resources are distributed to every sensor node in the network, information can be processed and fused through local cooperation among neighboring nodes, and thus reducing system latency and improving robustness and scalability. Among various implementations of distributed adaptation solutions [1] - [4] , diffusion strategies are particularly advantageous for continuous adaptation using constant step-sizes, thanks to their low complexity, better mean-square deviation (MSD) performance and stability [5] - [9] . Therefore diffusion strategies have attracted a lot of research interests in recent years [10] - [17] .
In diffusion strategies, each sensor communicates local information to their neighboring sensors in each iteration. However, in IoT networks, devices or nodes usually have limited energy budget and communication bandwidth, which prevent them from frequently exchanging information with neighboring sensors. Several methods to improve energy efficiency in diffusion have been proposed in the literature, the works [18] - [20] aim at reducing the number of neighbors to cooperate with, whereas [21] - [23] reduces the dimension of the local information to be transmitted. These methods either rely on additional optimization procedures, or use auxiliary selection or projection matrices, which require more computation resources to implement. Unlike time-driven communication where nodes exchange information at every iteration, in eventbased communication mechanisms, nodes only trigger commu-nication with neighbors upon occurrence of certain meaningful events. This can significantly reduce energy consumption by avoiding unnecessary information exchange especially when the system has reached steady state. It also allows every node in the network to share the limited bandwidth resource so that channel efficiency is improved. Such mechanisms have been developed for state estimation, filtering, and distributed control over wireless sensor networks [24] - [28] , but have not been fully investigated in the context of diffusion adaptation. In [29] , the authors proposed a diffusion strategy where entries of the intermediate estimates are quantized into multiple predefined levels, and certain quantized entry of the latest intermediate estimate is communicated if it jumps to a different quantization level from the previous iteration. The performance of this method relies largely on the precision of the selected quantization scheme, which is difficult to optimize for online adaptation where the parameter of interest and environment may change over time.
In this paper, we propose an event-based diffusion strategy to reduce communication among neighboring nodes while preserve the advantages of diffusion strategies. Specifically, each node monitors the difference between the full vector of its current local update and the most recent intermediate estimate transmitted to its neighbors. A communication is triggered only if this difference is sufficiently large. We provide a sufficient condition for the mean error stability of our proposed strategy, and an upper bound of its steady-state network MSD. Simulations demonstrate that our event-based strategy achieves a similar steady-state network MSD as the popular adapt-thencombine (ATC) diffusion strategy but a significantly lower communication rate.
The rest of this paper is organized as follows. In Section II, we introduce the network model, problem formulation and discuss prior works. In Section III, we describe our proposed event-based diffusion LMS strategy and analyze its performance. Simulation results are demonstrated in Section IV, followed by concluding remarks in Sections V.
II. DATA MODELS AND PRELIMINARIES A. Network and Data Model
Consider a network represented by an undirected graph G = (V, E), where V = {1, 2, · · · , N} denotes the set of nodes, and E is the set of edges. Any two nodes are said to be connected if there is an edge between them. The neighborhood of each node k is denoted by N k which consists of node k and all the nodes connected with node k. Since the network is assumed to be undirected, if node k is a neighbor of node , then node is also a neighbor of node k. Without loss of generality, we assume that the network is connected.
Every node in the network aims to estimate an unknown parameter vector w • ∈ R M ×1 . At each time instant i ≥ 1, each node k observes data d k (i) ∈ R and u k (i) ∈ R M ×1 , which are related through the following linear regression model:
where v k (i) is an additive observation noise. We make the following assumptions.
Assumption 1. The regression process {u k,i } is zero-mean, spatially independent and temporally white. The regres-
The noise process {v k (i)} is spatially independent and temporally white. The noise v k (i) has variance σ 2 v,k , and is assumed to be independent of the regressors u (j) for all {k, , i, j}.
B. ATC Diffusion Strategy
To estimate the parameter w • , the network solves the following least mean-squares (LMS) problem:
The ATC diffusion strategy [5] , [8] is a distributed optimization procedure that attempts to solve (2) iteratively by performing the following local updates at each node k at each time instant i:
where μ k > 0 is a chosen step size. The procedure in (3) is referred to as the adaptation step and (4) is the combination step. The combination weights {a k } are non-negative scalars and satisfy:
The local estimates w k,i in the ATC strategy are shown to converge in mean to the true parameter w • if the step sizes μ k are chosen to be below a particular threshold [5] , [8] .
III. EVENT-BASED DIFFUSION

A. Event-based Communication
We consider a modification of the ATC strategy so that the local intermediate estimate ψ k (i) of each node k is communicated to its neighbors only at certain triggering time instants s n k , n = 1, 2, . . .. Let ψ k (i) be the last local intermediate 
(i) Trigger the communication, broadcast local update ψ k (i) to every neighbors ∈ N k .
6:
(ii) Mark γ k (i) = 1, and update ψ k (i) = ψ k (i). 7 :
(i) Keep silent.
9:
(ii) Mark γ k (i) = 0, and update ψ k (i) = ψ k (i − 1).
10:
end if 11:
Perform diffusion combination 12: w k (i) = a kk ψ k (i) + ∈N k \{k} a k ψ (i) 13 : end for estimate node k transmitted to its neighbors at time instant i, i.e.,
Let − k (i) be the a prior gap defined as
Let
where Y k is a positive semidefinite weighting matrix, and P 2 Σ = P T ΣP for any compatible matrix P .
For each node k, transmission of its local intermediate estimate ψ k (i) is triggered whenever
where δ k (i) is the threshold adopted by node k at time i. In this paper, we allow the thresholds to be time-varying. We further assume {δ k (i)} of each node k are upper bounded, and let
In addition, we define binary variables {γ k (i)} such that γ k (i) = 1 if node k transmits at time instant i, and 0 otherwise. The sequence of triggering time instants 0 ≤ s 1 k ≤ s 2 k ≤ . . . can then be defined recursively as
For every node in the network, we apply the eventbased adapt-then-combine (EB-ATC) strategy detailed in Algorithm 1. A succinct form of the EB-ATC can be summarized as the following equations,
B. Performance Analysis
In this subsection, we study the mean and mean-square error behavior of the EB-ATC diffusion strategy. Detailed derivations, notation definitions, as well as all the proofs are omitted due to the space constraint, and can be found in [30] . To begin with, the error vectors of each node k at time instant i are given by
Recall that under EB-ATC each node only combines the local updates {ψ (i)| ∈ N k } that were lastly received from its neighbors. Therefore, we also introduce the a posterior gap k (i) defined as:
to capture the discrepancy between the local intermediate estimate ψ k (i) and the estimate ψ k (i) that is available at neighboring nodes. We have
where − k (i) was defined in (7) . From (16), we have the following result. Lemma 1. The a posterior gap k (i) is bounded, and
Collecting the iterates ψ k,i , w k,i , and k (i) across all nodes we have,
By substituting (15) into (12), the error vector in (14) can be expressed as
which yields the following recursion:
where 
. (27) In addition, the block maximum norm of the network mean error is upper-bounded by
where
Due to the triggering mechanism and the resulting a posterior gap, (19) correlates with the error vectors (17) and (18) . Therefore explicitly characterizing the exact network MSD of EB-ATC is technically difficult. Instead, we study the upper bound of the network MSD in the sequel. 
then an upper bound of the network MSD in steady state is given by
where σ = 1 N vec(I MN ), μ max = max 1≤k≤N μ k , and
Remark 1. Assumption 3 is needed additionally to ensure that the set of μ k in (30) is non-empty. Moreover, (30) is only sufficient (but not necessary) for the stability of the exact network MSD in steady state. Indeed, numerical studies also suggest that without relying on Assumption 3 and choosing a step size even smaller than the lower bounds in (30) will not cause the divergence of the network MSD in steady state. 
IV. SIMULATION RESULTS
In this section, we illustrate the MSD performance and energy-efficiency of the proposed EB-ATC, and compare against ATC and the non-cooperative LMS algorithm. We performed simulations on a network with N = 60 nodes as depicted in Fig. 1(a) . The measurement noise powers {σ 2 v,k } are generated from a uniform distribution over [− 25, −10] dB. We consider a parameter of interest w • with dimension M = 10. The zero-mean regressor u k (i) has covariance R u,k = σ 2 u,k I M , where the coefficients {σ 2 u,k } are drawn uniformly from the interval [1, 2] . For the ease of implementation, the step size is set to μ = 0.01 for all the nodes. We also adopt constant and uniform triggering thresholds δ k (i) = δ for all {k, i}, and identity weighting matrix Y k = I M for the event triggering function of every node. Moreover, we use the Metropolis rule [8] for the diffusion combination (12) . All the simulations results are averaged over 200 Monte Carlo runs.
From Fig. 1(b) , it can be observed that compared with the ATC strategy, MSDs of the proposed EB-ATC in steady state are higher by a few dBs, but still much lower than that of the non-cooperative LMS algorithm, which demonstrates the capability of EB-ATC to preserve the benefits of diffusion cooperation. We also observe that, the convergence of EB-ATC is relatively slower. This is because in the transient phase, the event-based communication mechanism of EB-ATC restricts the frequency of exchanging the newest local intermediate estimates {ψ k,i }, for the purpose of energy saving.
Indeed, EB-ATC achieves significant communication overhead savings compared to ATC. To visualize this, we define the expected network triggering rate (ENTR) as follows:
Eγ k (i).
The ENTR at time instant i captures how frequently communication is triggered by each node at that time instant i, on average. ENTR is directly proportional to the average communication overhead incurred by the nodes in the network at each time instant. From (33), it is clear that 0 ≤ ENTR(i) ≤ 1, so a smaller value of ENTR(i) implies a lower energy consumption. Note that ATC has ENTR(i) = 1 for all time instants i. From Fig. 1(c) , we observe that the ENTR for EB-ATC decays rapidly over time during the transient phase, and for all the different triggering thresholds we tested, EB-ATC uses less than 30% of the communication overhead of ATC after the time instant i ≈ 150, which is the average time that the MSD of ATC is within 95% of its steady-state value. This demonstrates that even though EB-ATC has not reached steady state (which occurs on average at i ≈ 600), communication between nodes do not trigger very frequently as the intermediate estimates do not change significantly after this time instant. Furthermore, in steady state, although each node maintains estimates that are close to the true parameter value, communication triggering does not completely stop. This is due to occasional abrupt changes in the random noise and regressors, which can make the local intermediate estimate deviate significantly from its previous iteration value.
V. CONCLUSION
We have proposed an event-based diffusion strategy in which communication from each node to its neighbors is triggered only when a significant change has occurred in its local intermediate estimate. The proposed strategy is not only able to significantly reduce communication overhead, but can still maintain good MSD performance at steady state compared with the conventional diffusion ATC strategy. Future research includes analyzing the expected triggering rate theoretically, characterizing the rate of convergence, and establishing their relationships with the triggering threshold, so that the thresholds can be selected to optimally balance between the estimation performance and the communication energy consumption.
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