Content-Centric Network (CCN), one of the current research hotspots, is known as the network architecture with the best development prospects. As an important part of CCN, the performance of cache decision strategy directly affects the whole performance of CCN. A hierarchical caching decision algorithm (HCDA) is proposed to solve the problem of existing cache decision strategies in CCN. The strategy grades contents and nodes in network topology so that the content can be hierarchically cached. Doing so solves the redundancy caused by LCE (Leave Cache Everywhere). Simulation results show that compared with LCE and ProbC (Probabilistic Caching), HCD effectively raises the cache hit ratio and reduces the cache content redundancy; thus, the user requests hop is reduced.
Introduction
It is urgent to propose new network architecture because of the transformation of Internet' tasks and users' attention, which leads to the traditional network (IP-network) not being able to meet the needs of The Time any more [1] . In view of this, the scholars at home and abroad have put forward many different network architecture [2] , one of which named InformationCentric Network (ICN). This is an information-centric network architecture that has been widely recognized due to its good characteristics [3] . At the same time, the Content-Centric Network (CCN), a typical architecture of ICN, is considered the most promising future network architecture [4] .
Unlike IP-network, the identifier of content in CCN is its unique name, not IP-address; it is also regarded as the index that instructs users to obtain content [5] . At the same time, the supply and demand of content can be decoupled in spacetime due to the publish/subscribe mode [6] . CCN router also has the function of storing and forwarding content [7] so that CCN is able to cache in its domain. In addition, the request from users can be answered before it arrives source-server while reducing the average request delay; the load on source-server is greatly reduced.
As an important part of CCN [8] , the performance of domain-caching directly affects the overall performance of CCN. The buffer-space of CCN and each router is limited. Therefore, we must choose an effective domain-caching decision strategy, place content in suitable location, cache more diverse content in limited space, make more rational use of network resources, increase the diversity of cached content, and improve the cache hit ratio.
Background Knowledge

Content-Centric Network (CCN)
CCN is a revolutionary design idea for the future Internet that regards the content as the main communication unit [9] . It takes content as the center and distributes content with communication model. CCN has been hailed as the network architecture with the most development potential in the future.
Compared to IP network, CCN is more secure. All communication in CCN is managed by user himself. Plus, only the user receives content already demand. Not only can the user receive the content already requested, but also the unrequested content in IP network.
CCN, based on named data, uniquely names the content with hierarchical-naming. There are two kinds of packages: the Interest package and the Data package [10] . If a user requests content, he/she will broadcast an Interest related to content. After a node gets the Interest, it will send a Data related to the Interest to the user, if there is the content requested. A Data will meet the request of an Interest if the prefix of their names is matched. An Interest only receives a Data as a response in CCN, which can ensure the balance of traffic and high efficiency of communication between nodes.
Data and Interest possibly lose because of the high dynamic. Therefore, in order to ensure reliability, the request node needs to resend Interest again when the requirements are not satisfied for a period of time.
Caching Decision Strategy
In CCN, the cache policy is divided into two parts [11] . One is the cache decision strategy, which is to choose to cache content. The other is the cache replacement strategy, explaining how to choose the content to scrap and release space in order to store new content when the content's popularity changes or node's space is occupied. Meanwhile, there are contents that need to be cached. This paper focuses on the first part.
In order to give full play to the performance of CCN [12] , domain-caching decision strategy needs to meet the requirements as follows: (1) The content with high-visits should be cached to the edge of network, reducing request-delay and improving user experience; (2) Improve the multiplicity of content cached, reducing the redundant of the content and improving the cache hit ratio.
At present, there have been creative research achievements in domain-caching through the research of scholars at home and abroad [13] [14] . LCE put forward by the literature [15] , a default decision strategy, caches content to each router. So it causes huge redundancy and lower diversity. Also, LCE doesn't take access-amount into consideration. ProbC [16] tries to cache content to the router closed to user to reduce request-delay. However, ProbC, same as LCE, doesn't take accessamount into consideration, which increases the competition of the edge of network. MPC, proposed in the literature [17] is to backup the content with high-popularity as much as possible. MPC only caches the content with high-visits; therefore, the diversity is not ideal. In BCVC, proposed in literature [18] , the content is cached to the router with the largest remaining buffer-space along the path, not considering the traffic; in addition, BCVC is not able to cache the content to the edge.
In view of the above problems, a hierarchical caching decision algorithm. that can grade the content, the router in CCN and match their grades so that the content can be cached hierarchically is proposed. This avoids the redundancy caused by LCE, improves the multiplicity, and can more rationally allocate resources so that the utilization rate of resources is improved.
Hierarchical Caching Decision Algorithm (HCDA) for CCN
Basic Concept
There are some basic concepts in HCDA such as grade of content and router as well as traffic threshold, which determine the location where the content is cached. We will introduce them through the communication link shown in Figure 1 , in which there are N routers and a Content Source Server (CSS) as well as a User (U).
The Grade of Router
A router's grade mainly depends on the hops between the router and the user; it will decline with the hop increases. As shown in Figure 1 , there are N grades between R1 and RN according the hops from the user. 
The Grade of Content
The grade of content depends on the traffic to the content and the least hops from the router to CSS. As shown in Figure 1 , there are N routers from U to CSS, we take Rn (1 ≤ ≤ ) as an example, in which there are M contents, and we take Ci (1 ≤ ≤ ) as the research object. When the traffic of a content recorded in RIT reaches the traffic threshold (please refer to the 3.1.3), HCDA will grade Ci, according Equation (1).
Among them, is the grade of Ci; is the traffic of Ci; ℎ is the least hops from Rn to CSS, whose value is equal to LH (please refer to 3.2).
The Traffic Threshold
The traffic threshold is very important to HCDA, which directly affects the diversity of content cached in network. The traffic to a router will decline while the hop from the user increases. Meanwhile, the request from user follows the Zipf distribution [19] . Therefore, we can calculate the traffic threshold of Rn through Equation (2)
Among them, is the traffic threshold of Rn; is the total traffic to Rn; ℎ represents the least hops from Rn to CSS, whose value is equal to LH. Table ( RIT) on the basis of the original data structure (CS, PIT, FIB) of CCN. It is located in every router to record request information. It contains three fields: CN (Content Name), CA (Content Access) as well as LH (The Least Hops). Among them, CN is used to record the name of content requested; CA records the number of request to the router; the least hops from the router to the content source server is recorded in LH. In addition, in order to be able to match the content and router, HCDA also modified the format of the Data package, adding the field to record the grade of the content. Meanwhile, field is added to each router to record the grade of the router. Next, we will take the network topology; Figure 2 gives an example to introduce the core idea. In the network topology shown in Figure 2 , there is one content source server named CSS, six routers respectively named R1, R2, R3, R4, R5 and R6, and four users respectively named U1, U2, U3 and U4. Among them, there are eight contents in CSS. A user will send an Interest related to the content when he /she requests content. The Interest will be forwarded along the latest path from the user to CSS, and some routers along the way to CSS will respectively record the name of the content requested and the requests number in the process of forwarding the Interest. When one of the CA in RIT in a router reaches the traffic threshold, HCDA will choose the content matched to the router so that the content can be cached hierarchically.
Core Idea
HCDA adds a Requests Information
Implementation Process
The code shown in Table 1 describes the implementation process of the HCDA. Firstly, initialize the network, which is to empty CN (Content Name), CA (Content Access) and (the grade of each content), and find (the grade of routers) according to ℎ (the minimum hops from the router to the user). Secondly, the Interest will be forwarded along the nearest path from the user to the content resource server. In the process of forwarding, some routers along the path will record information related to the Interest. Then, celebrate (the traffic threshold of each router) according to (the total traffic of each router) and ℎ (the minimum hops from the router to the content source server). meanwhile, find according to (the traffic to each content) and ℎ . Finally, decide whether to cache the content according to , , . 
Simulation Analysis
In order to evaluate HCDA, we simulated LCE, ProbC and HCDA with a simulator named CCNSim, and compare them through Cache Hit Ratio (CHR) and Average Request Hop (ARH).
Simulation Environment and Parameter Configuration
The topology is a mesh, as shown in Figure 3 , in which there are ten routers with the cache space of the same size, and each one has the ability to rout and forward content at the same time. Meanwhile, there are eight users connected to the router located at the edge of the topology. In addition, there is a content source server named CSS, in which there are all backups of content that will be permanently stored. The simulation parameters are shown in Table 2 . Assuming there are 10000 content chunks in CSS and the size of each one is 1MB, i.e., N=10000, S=1, the value of C is shown in Figure 4 , and the value of M is 10 as shown in Figure 3 . ProbC has a cache probability of 0.7; that is, p=0.7. The traffic to content has been modeled following a Zipf distribution with α=1. LRU is adopted as the cache replacement strategy in our experiments. Figure 4 shows the simulation result. As seen, we mainly compare the Cache Hit Ratio (CHR) and the Avarage Request Hop (ARH) with the change of cache space. As shown in Figure 4 (a), CRH is increased with the cache space enlarges. We also see that compared to LCE and ProbC, HCDA respectively increases by 22.67% and 12.64% when cache space is 2000MB. Figure 4(b) shows us that the trend of ARH with cache space. It is very obvious that ARH shows a downward trend with cache space increases. However, compared to LCE and ProbC, HCDA respectively reduces by 0.45 hop and 0.21 hop. That means HCDA can cache more content in the router nodes so that the load pressure on CSS is greatly reduced.
Simulation Result Analysis
Conclusion
The domain-cache is the most important feature of CCN. As an important component of domain-cache, the characteristic of cache decision strategy directly affects the whole performance of CCN. LCE, the default decision strategy, causes huge redundancy with long request-delay and low hit-ratio. HCDA, as proposed in this paper, grades the content and routers to realize the hierarchical-cache. Simulation shows that compared to LCE and ProbC, HCDA is able to improve the cache hit ratio and reduce the average request delay.
For future work, we will design and research cache replacement strategy matched with HCDA, and apply them in a topology to optimize to achieve optimal performance.
