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Abstract
We propose to leverage the local information in image
sequences to support global camera relocalization. In con-
trast to previous methods that regress global poses from sin-
gle images, we exploit the spatial-temporal consistency in
sequential images to alleviate uncertainty due to visual am-
biguities by incorporating a visual odometry (VO) compo-
nent. Specifically, we introduce two effective steps called
content-augmented pose estimation and motion-based re-
finement. The content-augmentation step focuses on allevi-
ating the uncertainty of pose estimation by augmenting the
observation based on the co-visibility in local maps built
by the VO stream. Besides, the motion-based refinement is
formulated as a pose graph, where the camera poses are
further optimized by adopting relative poses provided by
the VO component as additional motion constraints. Thus,
the global consistency can be guaranteed. Experiments on
the public indoor 7-Scenes and outdoor Oxford RobotCar
benchmark datasets demonstrate that benefited from local
information inherent in the sequence, our approach outper-
forms state-of-the-art methods, especially in some challeng-
ing cases, e.g., insufficient texture, highly repetitive textures,
similar appearances, and over-exposure.
1. Introduction
Visual relocalization is a fundamental task in com-
puter vision. With various applications in robotics, au-
tonomous driving, and virtual/augmented reality, visual re-
localization has been studied for decades and a consider-
able amount of geometry-based systems have been devel-
oped [18, 23, 24, 30, 31]. Recently, with the success of deep
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Figure 1: Overview of our framework. Sequential im-
ages are first encoded as high-level features which are then
fed into the convolutional LSTM [27] for VO estimation.
These features are augmented individually by searching co-
visibility from hidden states in recurrent units before they
are fed into the estimator for global pose regression. Pre-
dicted poses are optimized within a pose graph in which
the predicted global poses and relative poses represent the
nodes and edges, respectively.
learning techniques in computer vision tasks, global poses
can be predicted by exploiting Convolutional Neural Net-
works (CNNs) [4, 14, 15, 20] and Recurrent Neural Net-
works (RNNs) [7, 33] in an end-to-end fashion. Most of
these methods recover camera poses from single images.
However, it is not easy to estimate stable poses from single
images due to insufficient information or visual ambiguities
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such as repetitive textures, similar appearances, and the ac-
curacy may also degrade with noise and over-exposure. As
a sequence provides locally consistent spatio-temporal cues
over consecutive frames, they have potentials to overcome
limitations that single images based relocalization suffers.
In order to best utilize the local consistency, we delve
into the nature of sequential data in terms of content and
motion. First, in contrast to single images, a sequence can
build a local map aggregating contents from consecutive
frames from different viewpoints [26]. Thus, a sequence
provides wider field of view and can distinguish stably de-
tected features. Ambiguities arisen from single images can
be alleviated with the local map. Additionally, considering
the continuous nature of camera motions, relative poses can
be exploited as additional constraints to mitigate the uncer-
tainty that global pose estimation undergoes [8, 21].
In this paper, we propose to learn camera relocaliza-
tion from sequences by incorporating a deep VO compo-
nent. The VO sub-network accepts sequential images as in-
put and predicts relative poses between consecutive frames.
The hidden states that preserve historical information of se-
quence are taken as local maps. Specifically, our model
learns camera relocalization by employing a two-step strat-
egy. Raw features are first augmented according to the co-
visibility in the local map for global pose prediction, namely
content-augmentation module; VO estimation is then taken
as a local motion constraint to enforce the consistency of
predicted global camera poses within a pose graph.
The overview of our architecture is shown in Fig. 1.
The encoder extracts features from images. The VO sub-
network takes sequential features as input and calculates
relative poses using convolutional LSTMs (Long Short-
Term Memory) [27]. The extracted features are then aug-
mented using hidden states with a soft attention, and fed
into a pose predictor to regress camera poses for each view
respectively. Finally, with vertexes denoting global poses
and edges representing relative poses, a pose graph is es-
tablished to enforce the consistency of predicted results.
Our model learns camera relocalization and VO estimation
jointly in a unified model, and can be used in an end-to-end
fashion. Our contributions can be summarized as follows:
• We propose to take advantages of the local information
in a sequence to support global camera poses estima-
tion by incorporating a VO component.
• Instead of raw features, our model estimates global
poses from contents augmented based on covisibility
in local maps.
• We adopt VO results as additional motion constraints
to refine global poses within a pose graph during train-
ing and testing processes.
Our approach outperforms state-of-the-art methods in
both the indoor 7-Scenes and outdoor Oxford RobotCar
datasets, especially in challenging scenarios. The rest of
this paper is organized as follows. In Sec. 2, related works
on relocalization and visual odometry are introduced. In
Sec. 3, our framework is described in detail. The perfor-
mance of our approach is compared with previous methods
in Sec. 4. Finally, we conclude the paper in Sec. 5.
2. Related work
We first introduce relevant methods for camera relocal-
ization, and then give a brief discussion on related VO al-
gorithms.
Visual Relocalization Image-based relocalization algo-
rithms recover the global pose approximately using the
one of the most similar image in the database [1, 13].
The approximation-like nature results in low accuracy.
Structure-based algorithms require a scene 3D representa-
tion and search correspondences between 3D points and
extracted features from a query image to establish 2D-3D
matches [2, 3, 30]. Then, the camera poses are estimated by
applying RANSAC and solving a Perspective-n-Point prob-
lem [6, 15, 24]. Despite their promising performance, they
require high computational cost, accurate intrinsic calibra-
tion and initialization for projection.
Recent works show that global camera poses can be es-
timated using a neural network in an end-to-end fashion.
PoseNet [16] is the first to regress 6-DoF camera poses di-
rectly with deep neural networks in an end-to-end fashion.
A series of following works extend PoseNet by modeling
the uncertainty of poses with Bayesian CNNs [14], intro-
ducing the geometric loss [15], and correcting the struc-
tured features using LSTMs [33]. Melekhov et al. [20] add
skip connections on ResNet34 [11] for preserving the fine-
grained information. All abovementioned methods estimate
camera localization from single images.
VidLoc [7] and MapNet [4] are closely related to our
work. VidLoc [7] accepts video clips as input and adopts
regular bidirectional LSTMs to model the sequence. Al-
though LSTMs can partially enhance observations, it cannot
remember historical knowledge for a long time [29], result-
ing in poor performance in processing long sequences. We
instead employ a soft attention mechanism to remedy the
finite capacity of recurrent units. Moreover, additional mo-
tion constraints are exploited to enforce the consistency of
poses, which is ignored in VidLoc [7]. MapNet [4] enforces
the motion consistency between predicted global poses dur-
ing training. However, the input for each view is only a
single image, and it requires extra data obtained from GPS
or VO/SLAM systems [8, 21] for pose refinement. In con-
trast, our model takes both the contents and motion cues
from a sequence into consideration. Besides, the motion
constraints can be performed in both training and testing
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stages, as our model directly provides relative poses from
the VO component.
Visual Odometry Traditionally, visual odometry is
solved by minimizing reprojection [21] or photometric er-
rors [8, 9]. Recently, a number of learning-based VO sys-
tems have been developed. Some leverage CNNs to pre-
dict ego-motions from videos [37, 39] or relative poses be-
tween paired images [32,38]. VO can also be formulated as
sequence-to-sequence problem and solved by a LSTM for
sequence modeling [34–36]. Benefited from the local tem-
poral information preserved in LSTMs, relative results are
predicted with promising accuracy.
In this paper, we embed a deep VO component to assist
relocalization. The hidden states with temporal information
are taken as local maps to augment the raw features of each
view. Moreover, the relative poses obtained from the VO
component are exploited as motion constraints to enforce
the consistency of global poses within a pose graph.
3. Method
In this section, we introduce our deep camera relocaliza-
tion framework in detail. An overall network is illustrated
in Fig. 2. The feature extractor module encodes images into
high-level features for VO estimation in Sec. 3.1. The ex-
tracted contents are augmented for global poses prediction
in Sec. 3.2. Estimated global poses are finally optimized
along with VO results within a pose graph in Sec. 3.3.
3.1. Feature Extraction and VO Estimation
Feature Extraction Similar to [4, 20], we adopt the
modified ResNet34 [11] to extract features from images.
The last global average pooling (GAP) layer and fully-
connected (FC) layer are discarded, producing 3D-tensors
as feature maps. As shown in Fig. 2, since camera relo-
calization and visual odometry are two closely related sub-
tasks, the similarity can also be inherited in the feature space
by sharing weights of feature extraction module. To be
specific, the output of our modified ResNet34 for frame t
is taken as raw feature Xt. Two consecutive raw features
are concatenated along the channel dimension and passed
through a group of residual networks to obtain fused fea-
tures Xvot for the VO task. This group of residual networks
shares the same number of BasicBlock with the last resid-
ual layer in ResNet34. It is worthy to note that the number
of input channels is changed and the pooling operation is
disabled.
Visual Odometry Estimation Learning visual odome-
try from image sequences using LSTMs [12] for temporal
reasoning has been proved effective [34, 35]. The regular
LSTM [12] cannot retain the spatial connections of features
with only 1D vectors as input. We adopt the convolutional
LSTM [27] as our recurrent unit following the work in [35].
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Figure 2: ResNet34 [11] with the last two layers discarded
is used to extract features with 512 channels. Features
of two consecutive frames are concatenated and passed
through the ResBlock consisting of 3 BasicBlocks for fu-
sion. Fused features are then fed into a convolutional LSTM
[27] for VO estimation. Raw features are augmented based
on the co-visibility in local maps using a soft attention
mechanism. Outputs of recurrent units and augmented fea-
tures are vectorized to calculate the relative and global 6-
DoF poses via 3 FC layers, respectively. The output chan-
nels of the first FC layer for both global and relative poses
estimation are 2048, while the left are 3.
The fused feature Xvot is fed into the recurrent unit as:
Ht, Ot = U(Xvot , Ht−1) , (1)
where Ht−1 and Ht represent hidden states at time t − 1
and t, respectively. Ot denotes the output 3D tensor of the
recurrent unit U at time t. It is passed through a GAP layer
and three FC layers (with output channels of 2048, 3 and 3)
to calculate the 6-DoF relative pose P vot,t−1.
Intuitively, the feature flow passing through recurrent
units is filtered and fused via the gates in convolutional
LSTMs. Hidden states with historical knowledge preserved
are viewed as local maps to boost the relocalization task.
3.2. Content-augmented Pose Estimation
We aim at utilizing multiple observations from a se-
quence to reduce the ambiguity of a single image. Since
images are high-dimension data with much redundant in-
formation, learning information from raw data is ineffec-
tive [34]. On the other hand, LSTMs cannot preserve long-
term knowledge [29]. Hence, fusing features instead of im-
ages using bidirectional LSTMs is incapable of processing
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Figure 3: We search the co-visible contents from all hidden
states with the guidance of raw features. The selection is
a soft attention by re-scaling each hidden state in temporal
domain and each channel of hidden states in spatial domain,
respectively.
long sequences. To deal with the problem, we take inspira-
tions from classic SLAM systems [21] by searching the co-
visibility relations from local maps built in the VO stream.
Content Augmentation In our work, both observa-
tions and local maps are represented implicitly as features.
Hence, the correlation in the feature space represents the
co-visibility relations between local maps and extracted fea-
tures for each view. We perform the correlation by employ-
ing a soft attention mechanism with raw features as guid-
ance. Considering the fact that the capacity of recurrent
units is finite, an attention module is operated in both spa-
tial and temporal domains, as shown in Fig. 3.
More specifically, for each observation It, we take its
raw feature map Xt as the guidance to select the most re-
lated knowledge by re-weighting all hidden states in the
spatio-temporal domain. Since both Xt and Hi are 3D ten-
sors, following GFS-VO [35], we calculate the cosine sim-
ilarity between the vectorized feature map of Xt and Hi in
each channel. Unlike GFS-VO that focuses on spatial cor-
relation between two tensors, we extend the correlation to
the temporal domain based on the intuition that each hidden
state contributes discriminatively to different views. The
whole process is described as:
X
′
t =
N∑
i=1
(AT (Xt, Hi)
C∑
j=1
AS(Xjt , Hji )Hji ) . (2)
Here, AT and AS denote the temporal and spatial correla-
tion respectively. N and C are the number of hidden states
and channels each hidden state has. Hji denotes the jth
channel of the ith hidden state. X
′
t ∈ RH×W×C is the ob-
tained input for It by fusing co-visible contents from the
whole sequence explicitly in the feature space.
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Figure 4: The pose graph consists of global poses indicating
nodes and VO results representing edges. During training
(top), both the nodes and edges are optimized and updated
dynamically. While in testing (bottom), we perform a stan-
dard pose graph optimization [5] to optimize only the global
poses with relative poses fixed as marginalization.
The soft attention we adopt discovers the filtered co-
visible contents and retains observations beyond a single
view but appear in local maps. More importantly, the ob-
tained content for each frame is view related and the field
of view is enlarged implicitly by images in the whole se-
quence in feature space.
Global Pose Estimation Given the augmented feature
X
′
t at time t, we can estimate the corresponding global pose
with the Estimator. X
′
t is fused by two convolutional layers
with kernel size of 3. Then the feature is fed into a GAP
layer and three FC layers (with output channels of 2048, 3
and 3), mapping features to global poses (see Fig. 2). As FC
layers preserve much of the global map information [4], the
process can be viewed as a registration between the local
map from a specific view and the global map of the scene.
3.3. Motion-based Refinement
The VO estimation provides relative poses with promis-
ing accuracy but drifts over time. The predicted global
poses undergo uncertainties while are drift-free. Therefore,
the two sub-tasks can be learned cooperatively, resulting in
a win-win situation. In our work, we employ a pose graph
to enforce the consistency of predictions. In the graph, all
global poses are defined as nodes which are connected by
edges, representing the relative poses, as shown in Fig. 4.
Joint Optimization in Training During the training
process, since the global and relative poses are not optimal,
both nodes and edges are optimized and updated dynami-
cally. We consider a local window with all frames in the
videos, and design the joint loss with the global and local
poses coupled as:
Ljoint =
N−1∑
i=1
D(Pi+1, P voi+1,iPi) . (3)
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The D computes the distance between two poses (to be dis-
cussed further). Ljoint indicates the consistency between
predicted global and relative poses. As the joint loss mainly
enforces the consistency between predicted poses, it is com-
bined with additional losses to optimize the model in a su-
pervised manner.
Pose Graph Optimization in Testing When in testing,
the VO sub-network recovers locally accurate relative poses
between consecutive frames. To further reduce the uncer-
tainty of global poses, we perform a standard pose graph
optimization (PGO) [5] by optimizing only the nodes with
edges fixed. We minimize the error as:
min
P
′
1:N
N∑
i=1
D(Pi, P ′i ) + α
N−1∑
i=1
D(P ′i+1, P voi+1,iP
′
i ) . (4)
Pi and P voi+1,i are the predicted global and local poses.
P
′
i denotes global poses to be optimized. As no loop clo-
sures are provided as in classic SLAM systems [21], the pre-
dicted global poses are optimized with local poses as con-
straints to force the consistency. The error against original
predictions is added, restricting the final results from devi-
ating too much from the original predictions. α is used to
balance the two errors.
Though MapNet [4] also employs a pose graph optimiza-
tion during inference, it requires extra computation with
known relative poses of testing images from the ground
truth or other VO/SLAM systems [8]. In contrast, our ap-
proach obtains these results from the model, and thus gets
rid of the dependence on extra data.
3.4. Loss Function
As our network learns camera relocalization and VO es-
timation jointly in a unified model, the losses are defined on
both the global and relative poses as:
Lg =
N∑
i=1
D(Pˆi, Pi) , (5)
Lvo =
N∑
i=2
D(Pˆ voi+1,i, P voi+1,i) . (6)
Lg and Lvo represent the global and relative losses, respec-
tively. Pˆi and Pˆ voi are ground truth global and relative
poses. For function D, we adopt the definition in [15]:
D(Pˆ , P ) = ||tˆ− t||1 exp−β +β + ||wˆ −w||1 exp−γ +γ ,
(7)
where t and w are both 3-DoF parameters representing
the predicted translation and rotation (in formulation of log
quaternion), while tˆ and wˆ denote the ground truths. β and
γ are the weights to balance the translational and rotational
errors. During training, β and γ are not fixed, we optimize
them as parameters with an initialization β0 and γ0.
The total loss consists of global pose loss Lg , VO loss
Lvo and motion constraint loss Ljoint as:
Ltotal = Lg + Lvo + Ljoint . (8)
Although different losses have different scales, the pa-
rameters β and γ of each loss can balance the scale.
4. Experiments
In this section, we first introduce the implementation de-
tails, datasets used for evaluation and baseline methods for
comparison. Then we compare our model with previous
approaches in Sec. 4.1 and 4.2. The ablation study and ad-
ditional results can be found in the supplementary material.
Implementation Details Our network takes monocular
RGB image sequences as input. We use 7 consecutive im-
ages to construct a sequence. Similar to [4], shorter side
length of all input images are rescaled to 256. We calculate
the pixel-wise mean for each of the scenes in the datasets
and subtract them with the input images. All βs and γs
are set to -3 and 0, respectively. The ResNet34 is pre-
trained on the ImageNet, while other parts of the network
are initialized using MSRA method [10]. We adopt the Py-
Torch [22] to implement the model on an NVIDIA 1080Ti
GPU. Adam [17] with weight decay of 5× 10−4 is used to
optimize the network with batch size of 16 for 200 epochs
in total. The initial learning rate is set to 10−4 and is kept
during the whole training process.
Dataset We conduct extensive experiments on the popu-
lar 7-Scenes [28] and Oxford RobotCar [19] datasets. The
7-Scenes was collected using a Kinect in seven different
indoor environments with spatial extent less than 4 me-
ters. Among the 7 categories, the Pumpkin was recorded in
the scene with a pumpkin on the floor, and contains many
texture-less areas. The Stairs was collected over the stairs
with lots of highly repetitive textures. Both the Pumpkin
and Stairs are challenging for relocalization algorithms (see
Fig. 5). Each category contains multiple sequences, some
of which are used for training and the others for testing.
The ground truth was obtained with KinectFusion. Both
RGB and depth image sequences are provided, while only
the RGB images are utilized in this paper.
The Oxford RobotCar dataset was captured through cen-
tral Oxford over several periods in a year. Consequently, it
contains observations under various conditions of weather,
traffic, pedestrians, construction and roadworks, which
makes it a big challenge for relocalization algorithms. Im-
ages captured by the center camera are used as input and the
interpolations of INS measurements are used as the ground
truth. We follow the train/split in MapNet [4] by using two
groups of subsets denoted as LOOP and FULL scenes.
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Sequence
Method Chess Fire Heads Office Pumpkin Kitchen Stairs Avg
PoseNet15 [16] 0.32 m, 8.12◦ 0.47m, 14.4◦ 0.29m, 12.0◦ 0.48m, 7.68◦ 0.47m, 8.42◦ 0.59m, 8.64◦ 0.47m, 13.8◦ 0.44m, 10.4◦
PoseNet16 [14] 0.37 m, 7.24◦ 0.43m, 13.7◦ 0.31m, 12.0◦ 0.48m, 8.04◦ 0.61m, 7.08◦ 0.58m, 7.54◦ 0.48m, 13.1◦ 0.47m, 9.81◦
PoseNet17 [15] 0.13m, 4.48◦ 0.27m, 11.30◦ 0.17m, 13.00◦ 0.19m, 5.55◦ 0.26m, 4.75◦ 0.23m, 5.35◦ 0.35m, 12.40◦ 0.23m, 8.12◦
Hourglass [20] 0.15m, 6.17◦ 0.27m, 10.84◦ 0.19m, 11.63◦ 0.21m, 8.48◦ 0.25m, 7.01◦ 0.27m, 10.15◦ 0.29m, 12.46◦ 0.23m, 9.53◦
LSTM-Pose [33] 0.24m, 5.77◦ 0.34m, 11.9◦ 0.21m, 13.7◦ 0.30m, 8.08◦ 0.33m, 7.00◦ 0.37m, 8.83◦ 0.40m, 13.7◦ 0.31m, 9.85◦
Ours 0.09m, 3.28◦ 0.26m, 10.92◦ 0.17m, 12.70◦ 0.18m, 5.45◦ 0.20m, 3.66◦ 0.23m, 4.92◦ 0.23m, 11.3◦ 0.19m, 7.47◦
Table 1: Median translation and rotation errors of previous methods using single images as input and our model on the
7-Scenes dataset [28]. The best results are highlighted.
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Figure 5: Results on the 7-Scenes dataset [28]. The green line indicates the ground truth and the red line represents the
predicted trajectories of various mehtods. From top to bottom, three testing sequences are Heads-seq-01, Pumpkin-seq-07,
Stairs-seq-01. The Pumpkin contains many texture-less regions, and Stairs has lots of highly repetitive textures.
Baseline Methods When evaluating on the 7-Scenes
benchmark, the baseline algorithms include PoseNet15
[16], PoseNet16 [14], PoseNet17 [15], Hourglass [20],
LSTM-PoseNet [33], VidLoc [7], and MapNet [4]. Both
PoseNet15 [16] and MapNet [4] are used for comparison
on the Oxford RobotCar. Although VidLoc [7] reported re-
sults on the LOOP scene, the training/testing sequences are
not provided.
4.1. Experiments on the 7-Scenes Dataset
Comparison with Image-based Methods Table 1
shows the results of methods taking single images as input
and our model. Obviously, our approach outperforms these
methods by a large margin. As these algorithms rely on sin-
gle images to recover global poses, their results inevitably
suffer from high uncertainties.
Comparison with Sequence-based Methods Table 2
demonstrates the comparison against sequence-based relo-
calization methods including VidLoc [7], MapNet [4] and
DSO [8]. Our approach achieves slightly better perfor-
mance on regular scenes including Fire, Heads, Kitchen.
While on scenarios with many texture-less regions (Pump-
kin) and highly repetitive textures (Stairs), our model ob-
tains outstanding results. As VidLoc [7] only considers
the fusion of observations, thus achieves lower accuracy
in translation. MapNet [4] introduces the pose constraints
during the training process and achieves promising perfor-
mance on regular scenes, while our model gives results with
higher accuracy. More importantly, our methods shows
great potential in dealing with difficult scenarios.
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Method
Scene DSO - [8] VidLoc [7] MapNet [4] Ours
Chess 0.17m, 8.13◦ 0.18m, NA 0.08m, 3.25◦ 0.09m, 3.28◦
Fire 0.19m, 65.0◦ 0.26m, NA 0.27m, 11.69◦ 0.26m, 10.92◦
Heads 0.61m, 68.2◦ 0.14m, NA 0.18m, 13.25◦ 0.17m, 12.70◦
Office 1.51m, 16.8◦ 0.26m, NA 0.17m, 5.15◦ 0.18m, 5.45◦
Pumpkin 0.61m, 15.8◦ 0.36m, NA 0.22m, 4.02◦ 0.20m, 3.69◦
Kitchen 0.23m, 10.9◦ 0.31m, NA 0.23m, 4.93◦ 0.23m, 4.92◦
Stairs 0.26m, 21.3◦ 0.26m, NA 0.30m, 12.08◦ 0.23m, 11.3◦
Avg 0.26m, 29.4◦ 0.25m, NA 0.21m, 7.77◦ 0.19m, 7.47◦
Table 2: Median translation and rotation errors of DSO [8],
VidLoc [7], MapNet [4] and our approach on the 7-Scenes
dataset [28]. The best results are highlighted.
Fig. 5 illustrates the qualitative comparison between pre-
vious methods and our approach. As PoseNet and its vari-
ations [14–16] localize the camera from single images in-
dividually, they produce many outliers in both regular and
challenging scenes. The number of outliers are reduced by
introducing motion constraints over outputs as MapNet [4].
However, this strategy brings finite improvements on scenes
with texture-less regions and repetitive textures, resulting
in zigzag trajectories. By considering the spatio-temporal
consistency of sequential images, our model gains much
smoother trajectories in the Pumpkin and Stairs categories.
4.2. Experiments on the Oxford RobotCar Dataset
We evaluate our model on the LOOP and FULL routes of
the Oxford RobotCar dataset [19]. Both of the two routes
are very long with trajectories of approximate 1120m and
9562m. The training and testing sequences are captured un-
der various weather conditions, which makes them labori-
ous for localization methods. Other uncertainties including
dynamic objects, similar appearances, and over exposure
further increase the difficulty, as shown in Fig. 6.
Quantitative Comparison Table 3 shows the quantita-
tive comparison of our approach against PoseNet and Map-
Net. Since the training and testing sequences are captured
under varying conditions at different times, PoseNet can
hardly handle such changes and outputs poor poses. Map-
Net produces promising results on shorter routes (LOOP1
and LOOP2), but the error increases sharply with the scene
growing larger (from 1120m to 9562m). The larger areas
may contain more locally similar appearances, degrading
the ability the relocalization systems. In contrast, taking
both the content and motion into consideration, our model
deals with these challenges more effectively.
Qualitative Comparison Fig. 7 represents the trajecto-
ries recovered by Stereo VO (results from [19]), PoseNet,
MapNet and our model. As shown clearly, Stereo VO
produces very smooth trajectories as the relative poses be-
tween consecutive frames can be calculated locally accu-
rately. Yet, Stereo VO drifts severely over time in such long
Figure 6: Samples of challenging conditions on the Robot-
Car dataset [19]. From left to right: three pairs of images
demonstrate the observations with over-exposure, changing
weather and dynamic objects, similar appearances at differ-
ent locations.
Method
Scene PoseNet [14–16] MapNet [4] Ours
LOOP1 28.81m, 19.62◦ 8.76m, 3.46◦ 9.07m, 3.31◦
LOOP2 25.29m, 17.45◦ 9.84m, 3.96◦ 9.19m, 3.53◦
FULL1 125.6m, 27.1◦ 41.4m, 12.5◦ 31.65m, 4.51◦
FULL2 131.06m, 26.05◦ 59.30m, 14.81◦ 53.45m, 8.60◦
Avg 77.85m, 22.56◦ 29.83m, 8.68◦ 25.84m, 4.99◦
Table 3: Mean translation and rotation errors of PoseNet
[14–16], MapNet [4] nad our method on Oxford RobotCar
dataset [19]. Results of PoseNet and MapNet are from [4].
The best results are highlighted.
routes. PoseNet predicts a lot of outliers which are far from
the ground truth locations. Utilizing the motion consistency,
MapNet [4] improves the accuracy of predicted poses and
reduces the number of outliers by a large margin. However,
there are still a lot of outliers across the whole areas due
to the local similarities of observations in large scenarios.
Compared with PoseNet and MapNet, our model eliminates
outliers more effectively and performs more stably in these
areas where the previous two methods give noisy results.
Cumulative Distribution Errors We additionally cal-
culate the cumulative distribution of the translation and ro-
tation errors on the LOOP and FULL scenes (shown in
Fig. 8). We can find that Stereo VO and PoseNet produce
poor results in both translation and rotation. MapNet and
our method produce very close results in regular regions.
While for scenarios causing larger uncertainties, the perfor-
mance of our model is markedly more stable. Deep learn-
ing techniques are not good at estimating camera orienta-
tions [25], let alone from single images. Therefore, another
important advantage of our model is its ability to give ac-
curate orientation estimation by considering the local infor-
mation of sequential images.
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Figure 7: Results of Stereo VO, PoseNet, MapNet and our model on the LOOP1 (top), LOOP2 (middle) and FULL1 scenes
(bottom) of the Oxford RobotCar dataset [19] The red and black lines indicate predicted and ground truth poses respectively.
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(a) Translation error on LOOP.
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(b) Rotation error on LOOP.
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(c) Translation error on FULL.
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(d) Rotation error on FULL.
Figure 8: Cumulative distributions of the mean translation (m) and rotation errors (◦) of all the methods evaluated on Oxford
RobotCar LOOP and FULL scenes. X-axis is the errors and y-axis is the percentage of frames with error less than the value.
5. Conclusion
In this paper, we aim to overcome the ambiguities of
single images in relocalization with assistance of the local
information in image sequences. To fully use the spatio-
temporal consistency, we incorporate a VO component.
Specifically, instead of raw features, our model estimates
global poses from features which are augmented by local
maps preserved in recurrent units based on the co-visibility.
Besides, as relative poses can be calculated with promising
accuracy in VO component due to the continuity of camera
motions, the predicted global poses are further optimized
with these relative poses constraints within a pose graph
during both the training and testing processes. Experiments
on both the indoor 7-Scenes and outdoor Oxford RobotCar
datasets demonstrate that our approach outperforms previ-
ous methods, especially in challenging scenarios.
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Abstract
In the supplementary material, we first introduce the
training and testing sequences adopted on the Oxford
RobotCar dataset [19] in Table 4. The descriptions of cor-
responding sequences are also included.
Moreover, we perform an ablation study in Sec. 5. In
Sec. 5, additional comparisons against previous methods on
various challenging scenes of the Oxford RobotCar dataset
are presented. We visualize the attention maps produced by
PoseNet [14–16], MapNet [4] and our model in Sec. 5.1
Ablation Study
We perform an ablation study to evaluate the effective-
ness of each part of our architecture in Table 5. Our basic
model achieves the poorest performance because both the
content augmentation and motion constraints are disabled.
Both the translation and orientation errors are reduced by
introducing the content augmentation. The performance is
further enhanced by adding the motion constraints.
Robustness to Various Conditions
Since practical visual localization approaches need to
deal with various conditions, we additionally compare the
robustness of PoseNet [14–16], MapNet [4] and our method
in handling situations including weather and seasonal varia-
tions, as well as day-night changes. Samples of images can
be seen in Fig. 9. As Oxford RobotCar dataset [19] provides
sequences fulfilling these conditions, we test the generaliza-
tion ability of three models quantitatively and qualitatively.
It’s worthy to note that our model is trained on the same se-
quences as PoseNet and MapNet, without any fine-tuning.
Quantitative Comparison
Table 6 presents the adopted sequences, descriptions
and quantitative results. Performances of both PoseNet
and MapNet degrade a lot due to the challenging changes.
We notice that MapNet achieves very close results with
PoseNet. The possible reason is that MapNet takes only
singe images to regress global camera poses, as PoseNet.
Though MapNet employs motion constraints over several
frames during training, motion constraints are incapable
of mitigating visual ambiguities existing in challenging
scenarios. In contrast, our content augmentation strategy
copes with these problems effectively (see attention maps
in Fig. 16) and the pose uncertainties are further alleviated
by the motion constraints.
Qualitative Comparison
Fig. 10, 11, 12, 13 show the trajectories of PoseNet,
MapNet and our model. To better visualize the comparison
Label Sequence Tag Train Test
– 2014-06-26-08-53-56 overcast X
– 2014-06-26-09-24-58 overcast X
LOOP1 2014-06-23-15-41-25 sun X
LOOP2 2014-06-23-15-36-04 sun X
– 2014-11-28-12-07-13 overcast X
– 2014-12-02-15-30-08 overcast X
FULL1 2014-12-09-13-21-02 overcast X
FULL2 2014-12-12-10-45-15 overcast X
Table 4: Training, testing sequences and corresponding de-
scriptions on the Oxford RobotCar dataset [19]. We adopt
the same train/test split as PoseNet [14–16] and MapNet [4].
Method
Scene Ours (basic) Ours (w/ content) Ours (full)
LOOP1 19.39m, 7.56◦ 9.48m, 4.23◦ 9.07m, 3.31◦
LOOP2 21.07m, 9.42◦ 10.56m, 4.37◦ 9.19m, 3.53◦
FULL1 108.13m, 19.49◦ 59.83m, 10.97◦ 31.65m, 4.51◦
FULL2 109.73m, 19.01◦ 85.98m, 11.93◦ 53.45m, 8.60◦
Avg 64.58m, 13.87◦ 41.46m, 7.88◦ 25.84m, 4.99◦
Table 5: Mean translation and rotation errors of variations
of our model on the Oxford RobotCar dataset [19]. Ours
(basic) indicates the model without content augmentation
and motion constraints. Ours (w/ content) indicates the
model with content augmentation but without motion con-
straints. Ours (full) contains both the content augmentation
and motion constraints. The best results are highlighted.
against PoseNet and MapNet, we plot the estimated poses of
frames with translation errors within the range of 50m and
100m, respectively. Cumulative translation and rotation dis-
tribution errors of three models are illustrated as well. As
can be seen obviously, our method gives much more accu-
rate translation and rotation predictions, especially in scenes
where PoseNet and MapNet produce lots of outliers.
5.1. Failure Cases
As shown in Fig. 14 and 15, all the three methods behave
poorly in sequences captured at night (FULL7 and FULL8),
although our methods gives better performance. The major
reason is that pixel values are changed too much between
day and night. The performance can be improved by fine-
tuning on data with similar conditions. Semantic informa-
tion can also be introduced in the future.
Feature Visualization
In Fig. 16, we visualize the attention maps of images for
PoseNet, MapNet and our model. We observe that PoseNet
and MapNet rely heavily on local regions including dy-
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(a) December, overcast (b) November, rain (c) February, snow (d) December, night (e) February, roadworks
Figure 9: Samples of images captured under different weather, season, illumination, and roadwork conditions on the Oxford
RobotCar dataset [19].
Description Method
Scene Sequence Tag PoseNet [14–16] MapNet [4] Ours
FULL3 2014-12-05-11-09-10 overcast, rain 104.41m, 20.94◦ 73.74m, 21.06◦ 57.54m, 8.49◦
FULL4 2014-11-25-09-18-32 overcast, rain 151.24m, 34.70◦ 166.70m, 35.62◦ 137.53m, 23.23◦
FULL5 2015-02-03-08-45-10 snow 125.22m, 21.61◦ 139.75m, 29.02◦ 71.42m, 12.92◦
FULL6 2015-02-24-12-32-19 roadworks, sun 132.86m, 32.22◦ 157.64m, 33.88◦ 81.92m, 16.79◦
FULL7 2014-12-10-18-10-50 night 405.17m, 75.64◦ 397.80m, 81.40◦ 385.58m, 68.81◦
FULL8 2014-12-17-18-18-43 night, rain 471.89m, 82.11◦ 430.49m, 85.15◦ 430.54m, 72.35◦
Avg – – 231.80m, 44.54◦ 227.69m, 47.69◦ 193.98m, 33.77◦
Table 6: Mean translation and rotation errors of PoseNet [14–16], MapNet [4] and our method on the Oxford RobotCar
dataset [19]. Results of PoseNet and MapNet are generated from weights released by [4]. The sequences were captured at
different times with day-night changes, as well as weather and seasonal variations. Moreover, changes of traffic, pedestrians,
construction and roadworks are also included. The best results are highlighted.
namic objects such cars (Fig. 16a, 16c, 16d). Even the front
part of the moving car, which is used for data collection, is
covered in the salient maps produced by PoseNet (Fig. 16c,
16d, 16e). These regions are either easily changed over time
or sensitive to similar appearances, leading to severe local-
ization uncertainties. In contrast, our model emphasizes
on stable features such as buildings (Fig. 16b) and roads
(Fig. 16c, 16d). Moreover, both local and global regions
(Fig. 16b, 16e) are included. Benefited from the content
augmentation, unstable features are suppressed while robust
features are advocated.
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Figure 10: Results of PoseNet, MapNet and our model on the FULL3 scenes of the Oxford RobotCar dataset [19]. The
red and black lines indicate predicted and ground truth poses respectively. The star represents the start point. The poses of
PoseNet and MapNet are from [4]. To better visualize the trajectories, we select points with translation errors within 50m
(top) and 100m (bottom). Cumulative translation (top right) and rotation (bottom right) errors are also illustrated.
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Figure 11: Results of PoseNet, MapNet and our model on the FULL4 scenes of the Oxford RobotCar dataset [19]. The
red and black lines indicate predicted and ground truth poses respectively. The star represents the start point. The poses of
PoseNet and MapNet are from [4]. To better visualize the trajectories, we select points with translation errors within 50m
(top) and 100m (bottom). Cumulative translation (top right) and rotation (bottom right) errors are also illustrated.
12
0 5 10 15 20 25 30 35 40
Translation Error (m)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Pe
rc
en
ta
ge
 o
f F
ra
m
es
PoseNet
MapNet
Ours
PoseNet [14–16] MapNet [4] Ours
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Rotation Error (°)
0.0
0.2
0.4
0.6
0.8
Pe
rc
en
ta
ge
 o
f F
ra
m
es
PoseNet
MapNet
Ours
Cumulative errors
Figure 12: Results of PoseNet, MapNet and our model on the FULL5 scenes of the Oxford RobotCar dataset [19]. The
red and black lines indicate predicted and ground truth poses respectively. The star represents the start point. The poses of
PoseNet and MapNet are from [4]. To better visualize the trajectories, we select points with translation errors within 50m
(top) and 100m (bottom). Cumulative translation (top right) and rotation (bottom right) errors are also illustrated.
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Figure 13: Results of PoseNet, MapNet and our model on the FULL6 scenes of the Oxford RobotCar dataset [19]. The
red and black lines indicate predicted and ground truth poses respectively. The star represents the start point. The poses of
PoseNet and MapNet are from [4]. To better visualize the trajectories, we select points with translation errors within 50m
(top) and 100m (bottom). Cumulative translation (top right) and rotation (bottom right) errors are also illustrated.
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Figure 14: Results of PoseNet, MapNet and our model on the FULL7 scenes of the Oxford RobotCar dataset [19]. The
red and black lines indicate predicted and ground truth poses respectively. The star represents the start point. The poses of
PoseNet and MapNet are from [4]. To better visualize the trajectories, we select points with translation errors within 50m
(top) and 100m (bottom). Cumulative translation (top right) and rotation (bottom right) errors are also illustrated.
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Figure 15: Results of PoseNet, MapNet and our model on the FULL8 scenes of the Oxford RobotCar dataset [19]. The
red and black lines indicate predicted and ground truth poses respectively. The star represents the start point. The poses of
PoseNet and MapNet are from [4]. To better visualize the trajectories, we select points with translation errors within 50m
(top) and 100m (bottom). Cumulative translation (top right) and rotation (bottom right) errors are also illustrated.
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Figure 16: Attention maps of example images for PoseNet [14–16] (top), MapNet [4] (middle) and our model (bottom) on the
Oxford RobotCar dataset [19]. Compared with PoseNet and MapNet, our model focuses more on static objects and regions
with geometric meanings. Both local and global are concentrated in our method to mitigate local similar appearances.
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