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In 1952, Radstrom proved a lemma which states that the Hausdortf distance 
between two convex sets A and B equals the Hausdorff distance between the trans- 
lated sets A + X and B + X, provided X is bounded. This paper extends this result 
to more general types of translations. The theory developed is then applied to the 
problem of establishing upper bounds on the Hausdorff distance between two 
unbounded convex feasible regions, one of which is obtained by perturbing the data 
defining the other. <T> 1986 Academic Press, Inc. 
1. INTRODUCTION 
The Hausdorff distance function is a useful tool in the theory of 
mathematical programming because it essentially measures how much two 
sets differ. The purpose of this paper is to extend a well-known result called 
“Radstrom’s Lemma” [l, Lemma 33 which has been employed in the 
works of Klee [2, p. 1051 and Robinson [3, p. 1341. The theory developed 
is then applied in Section 4 to the problem of establishing an upper bound 
on the Hausdorff distance between two unbounded convex feasible regions, 
one of which is obtained by perturbing the data defining the other. 
DEFINITION. Let C and D be subsets of Euclidean space E, at least one 
of which is nonempty. The Hausdorff distance h is defined by h(C, D) = 
max(supXsc d(x, D), supxsD d(x, C)}, where d is the usual metric and 
d(x,A)=inf,,., d(x, y). In the case both C and D are empty, h( C, D) = 0. 
We shall use the symbol 2E to represent he power set of E. As a function 
from (2E x 2E) to [0, + co], h is symmetric and satisfies the triangle 
inequality. If C and D are closed, then h(C, D) = 0 implies C = D. The 
Hausdorff metric is obtained by restricting h to the space of compact sub- 
441 
409/117/2-IO 
0022-247X/86 $3.00 
Copyright 0 1986 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
442 ROBERTG.BATSON 
sets of E. Finally, letting U be the closed unit ball in E, a useful refor- 
mulation of the definition of h is given by 
h(C,D)=inf{l>O:DcC+1U, CED+I,U}. 
We now state Radstrom’s Lemma, which describes the behavior of h 
when operating on a certain type of translation of convex sets. 
THEOREM 1.1 (Radstrom). Let A and B he convex sets in a Euclidean 
space E. Suppose also that A + AU and B + AU are closed for all ,I> 0, where 
U is the closed unit hall in E. rf Xc E is bounded, then h(A + X, B + X) = 
MA, B). 
The question which led to the results reported in this paper may be 
stated as follows. What can be said about the relationship between 
h(A + X, B + X) and h(A, B) when X is a convex cone, a subspace, or 
simply a set in E? After stating the necessary background material in Sec- 
tion 2, we present answers to this question in Section 3. 
2. RECESSION AND DECOMPOSITION PRELIMINARIES 
Since many of the proofs in this paper utilize the recession and decom- 
position theory of convex sets, we now explicitly state the definitions and 
results used here. For a more detailed treatment of recession theory see 
Rockafellar [4, Chap. 81. 
DEFINITION. An extreme point of a nonempty convex set C is a point 
x E X that cannot be represented as a convex combination y + (1 - A) z for 
some y, z E C and i E (0, 1) except by taking y = z = x. The set of all 
extreme points of C will be denoted ext C. 
DEFINITION. The recession cone O+C of a nonempty convex set C E R” 
isdefined byO+C={yER”:y+CcC). 
This cone is sometimes called the asymptotic cone of C. An equivalent 
characterization is 0 + C = { y E R”: x + ty E C, t > 0 and x E C}. The direc- 
tions of the vectors in O+C are called directions of recession of C. 
DEFINITION. The set ( - 0 + C) n 0 + C is called the lineality space oj’ C 
and is denoted L,. It consists of the zero vector and all nonzero vectors y 
such that for each x E C, the line through x in the direction of y is con- 
tained in C. 
The directions of the vectors in Lc are called directions in which C is 
linear. A useful characterization is Lc = { y: C + y = C}. 
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DEFINITION. If Lc = { 0}, we say C is a line-free convex set. A convex 
cone is called a pointed cone if it is line-free. 
We now present those decomposition and representation theorems 
needed in this paper. They appear in various forms in any textbook that 
treats extremal properties of convex sets, for instance, see [4, Chap. IS], 
[S, Chap. 21, [6, Sect. 81, or [7, Sect. 3.61. The decomposition formulas 
for closed convex sets in R” are collectively referred to as the “Kleee 
MinkowskiiHirsch-Hoffman-Goldman-Tucker theorem.” 
THEOREM 2.1. An unbounded convex set C that contains lines can be 
expressed as the direct sum C = (Cn L.$) + L,, where L+ is the orthogonal 
complement of L,. 
Note that C n L+ is a line-free convex set. The notation co and W mean 
convex hull and closed convex hull, respectively. 
THEOREM 2.2. If C is a closed line-free convex set, then 
C=co(ext C)+O+C. 
COROLLARY 2.2.1. Zf C is a closed line-free convex set, then 
C=W(ext C)+O+C. 
COROLLARY 2.2.2. A compact convex set is the convex hull of its extreme 
points. 
COROLLARY 2.2.3. A nonempty closed line-free convex set has at least 
one extreme point. 
In the next section, we prove three theorems establishing order proper- 
ties of the Hausdorff distance when operating on types of translation of 
convex sets more general in nature than Radstrom’s assumption of X boun- 
ded. 
3. THE MAIN RESULTS 
THEOREM 3.1. Let A and B be convex sets in a Euclidean space with 
closed unit ball U. Assume A + IU and B + AU are closed, for all i > 0, and 
let X be any set. Then h(A + X, B + X) < h(A, B). 
Proof. Consider the following containments, any one of which may or 
may not be true for a given 2 > 0: 
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(1) BzA+XJ, 
(2) A G B+XJ, 
(3) B+XEA+X+~U, 
(4) A+XcB+X+AU. 
Let di = h(A, B) and dz = h(A + X, B + X). Now d, is the inlimum of all 
1 b 0 that satisfy both (1) and (2) while d2 is the inlimum of all d > 0 that 
satisfy both (3) and (4). Since any A* that satisfied both (1) and (2) also 
satisfies (3) and (4), we have d, <d,. 1 
COROLLARY 3.1.1. IJ’ A and B are closed convex sets in a Euclidean 
space, then for any set X we have h( A + X, B + X) 6 h( A, B). 
Proof. It is well-known that if C is closed and D is compact, C+ D is 
closed. Since A and B are closed and j-U is compact for all 3. > 0, the result 
follows from the previous theorem. 1 
Another intuitively obvious translation theorem for h is given next. 
THEOREM 3.2. Let A and B he closed convex sets in a real normed linear 
space and assume A, B E Ll, where L is a subspace. The h( A + X, B + X) = 
h(A, B),for any XC L. 
Proof: Let U be the closed unit ball of the space, U, = Un L the unit 
ball in L, and Ut = Un L’. Consider the following four containments: 
(1) BGA+jLU,I, 
(2) AsB+~~U~, 
(3) B+XcA+X+%U, 
(4) A+XcB+X+RU. 
Containments (3) and (4) may be rewritten as follows: 
(3)’ B+XG(A+~U;)+(X+~U,), 
(4)’ A+XG(B+~U;)+(X+;LU,). 
If a given 1* satisfied (3)’ and (4)‘, then it also satisfies (I) and (2). By 
definition of h, we have h(A, B) < h(A +X, B + X). The opposite inequality 
is given by Corollary 3.1.1. 1 
COROLLARY 3.2.1. Let A and B be unbounded closed convex sets with the 
same recession cones and hence the same lineality space L, = L, = L. Then 
h(A, B)<h[(AnLl)‘, (BnLl)‘], where (AnL1)‘=W[ext(AnL’)] and 
(Bn L’)‘=CCi[ext(Bn L’)]. 
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Proof h(A, B)=h[(AnLl), (BnL’)] <h[(AnL’)‘, (BnL’)‘], 
where the equality is from Theorem 3.2 and the inequality is from 
Corollary 3.1.1. 1 
DEFINITION. Given a E R and nonzero UE R”, the set H= 
{x: (a, x) = U> is called a hyperpfune in R”. Associated with H are two 
closed half-spaces, Hf = {x: (a, x) >cc} and HP = {x: (a, x) <a}. 
DEFINITION. Let C be a convex set in R”. A supporting half-space to C is 
a closed half-space which contains C and has a point of C in its boundary. 
A supporting hyperplane to C is a hyperplane which is the boundary of a 
supporting half-space to C. 
DEFINITION. A face of a convex set C is a convex subset F of C such 
that every closed line segment in C with relative interior point in F has 
both endpoints in F. The zero-dimensional faces of C are the extreme 
points of C. 
DEFINITION. An exposed face of a convex set C is a face of the form 
Cn H, where H is a supporting hyperplane to C. 
If X and Y are compact sets in some Euclidean space, we know by 
definition of the Hausdorff metric that h(X, Y) is attained as d(x*, y*) for 
various pairs (x*, y*) E Xx Y. In the following theorem we characterize 
these pairs. 
THEOREM 3.3. Suppose A and B are nonempty line-free closed convex 
sets with identical recession cones. Assume A’ = F$ext A) and B’ = F$ext B) 
are both bounded. Then h(A, B) 6 h(A’, B’), where the right-hand-side dis- 
tance is attained as d(x*, y*) where one of the following conditions must 
hold: 
(1) x*Eext A’ and y*Ean exposedface of B’, 
(2) y* E ext B’ and x* E an exposed face of A’. 
In the first instance y* is unique for a given x* E ext A’ while in the second 
instance x* is unique for a given y* E ext B’. 
Proof Without loss of generality, assume in the definition of h(A’, B’) 
that the maximum occurs as SUP,,~, d(x, B’), where recall d(x, B’) = 
inf, E B d(x, y). By [4, p. 343, g(x) = d(x, B’) is a convex function of x. The 
supremum of g over A’ is attained by compactness and by [4, Theorem 
32.21 it is actually attained at a point x* E ext A’. We may now write 
d(x*, B’) = rnaxXSA, d(x, B’). 
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By closedness of the convex set B’, we may conclude (see [8, p. 691) that 
d(x*, B’) = d(x*, v*) for some unique y* E B’ where y* has the property 
that (x* - y*, y - y*) < 0, for all y E B’. Thus J* is contained in the 
exposed face of B’ given by F= B’n {y: (x*-y*, y-y*) =O}. 1 
4. APPLICATION TO STABILITY THEORY 
The study of stability in mathematical programming is concerned with 
continuity of the characteristics of the mathematical programming problem 
(MPP) when the data used to pose the problem are subjected to pertur- 
bations. By problem characteristics, we mean the feasible region, optimal 
value, and optimal policy set. For more details on stability consult the 
recent text by Fiacco [9]. 
The type of stability addressed here, as in [ 10, 111, is the continuity of 
the feasible region S considered as point-to-set function of the right-hand 
sides in the inequalities used to define S. Before applying the theory 
developed in Section 3, it is necessary to set some definitions and ground 
rules. 
DEFINITION. A point-to-set map A from a set X into a set Y is a function 
from X into the power set 2’ of all subsets of Y. 
Thus a point-to set map associates each x E X with a subset A ~ of Y. We 
will use capital letters to denote point-to-set maps and the notation A, for 
the image of x under A. 
There are numerous applications of such maps and their properties. For 
instance, the fixed-point theorem of Kakutani [ 121 has been used to prove 
one of the theoretic foundations of n-person game theory known as Nash’s 
Theorem. Applications in the fields of economics and optimal control are 
cited by Hogan [13], an excellent reference. Zangwill [14, 151 has shown 
that many algorithms in nonlinear programming can be expressed in terms 
of maps and that convergence of the algorithm is equivalent to upper 
semicontinuity of the associated map. A series of three papers [ 16-181 
studied stability in nonlinear programming via continuity of point-to-set 
maps, under the assumption that the feasible region is compact. 
DEFINITION. A mathematical programming problem (MPP) in Euclidean 
n-space R” is the problem of finding the supremum (or infimum) of a con- 
tinuous function over a nonempty set of points given implicitly by a finite 
system of continuous inequalities. 
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Symbolically, the MPP will be posed here as: 
Given 6 = (b ,,..., b,) R”, 
f: R” --) R continuous, and 
gi: R” + R continuous for i = l,..., m. 
Find sup f(x) where S6 = {x: gi(x) 6 6,, i = l,..., m ) # 0. 
xesfj 
The dependence of the feasible region S on the vector 6 is indicated by 
the point-to-set map notation S6. We will assume that the set of constraint 
inequalities is irredundant, that is, no one of the m inequalities could be 
deleted with the result that S6 does not change. 
DEFINITION. The function k: R” + R is said to be quasiconvex on a con- 
vex set X s R” if for all 1 E [0, i] and any x, y E X we have 
k[x + (1 - 2) y] 6 max{k(x), k(y)}. An entirely equivalent condition is 
that {x: k(x) <u} be convex, Va E R. Any convex function is quasiconvex. 
Before stating the next theorem, recall the notation C’ = W(ext C). In 
what follows, S’ is a point-to set submap of S. 
THEOREM 4.1. Assume the constraint.functions g, are quasiconvex and Sh 
is unbounded and line-free. Then for any b with the property that 
O+Sb= O+Sb, we have h(S,, Ss) < h(Sj,, Sb). 
Proof: Since each gi is continuous and quasiconvex, we know Sh is 
closed and convex for all b. The condition SI; unbounded and line-free 
implies the recession cone of S6 is a nontrivial pointed cone. Applying 
Corollary 3.1.1 with X= O+Sh yields the result. i 
The above theorem is useful in stability theory because continuity con- 
ditions which are proved for S’ at 6 will imply the same conditions for S at 
6. A “regularity condition” such as O+S,=O+SI, for all b in a 
b-neighborhood of b would imply the above inequality holds on that same 
neighborhood. This approach was used in the author’s dissertation [19]. 
THEOREM 4.2. Assume the constraint functions g, are linear and Sh is 
unbounded and line-free. Then for any b wvith the property that Of S, = 0 + Sh, 
we have h(St,, Sh) < h(Sb, Sk) where the right-hand side distance is attained 
as d(x*, y*) at a finite of pairs (x*, y*) where either (1) x.* text Sk and 
y* E a face of Sk, or (2) y* E ext Sk and x* E a face of &. 
Proof This follows from Theorem 3.3 because S,, and S’s have finitely 
many extreme points and “exposed face” is the same as “face” for 
polyhedral convex sets. 1 
Establishing the finiteness of the number of pairs (x*, y*) is useful. For 
example, Theorem 4.2 was used in [19] to construct a new proof of the 
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following theorem, which is well-known and has appeared elsewhere, e.g., 
[lo, p. 7601. Note that the regularity condition used below, 
6 E int (6: Sb # a}, implies that there exists 6 > 0 such that for every h in a 
h-neighborhood of 6 we have O+S, = O’S/;. 
THEOREM 4.3. Assume the constraint functions are linear and Sh is 
unbounded and line-free. If b E int (b: Sh # (211, then S is linearly continuous 
at b. That is, there exists 6 > 0 and y > 0 such that if b is in the 
a-neighborhood of 6, then 
h(S,,,Sh)<y lib-41. 
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