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THE EMPIRICAL DISTRIBUTION OF THE EIGENVALUES OF A
GRAM MATRIX WITH A GIVEN VARIANCE PROFILE
W. HACHEM, P. LOUBATON AND J. NAJIM
Abstract. Consider a N × n random matrix Yn = (Y nij ) where the entries are given
by Y nij =
σ(i/N,j/n)√
n
Xnij , the X
n
ij being centered i.i.d. and σ : [0, 1]
2 → (0,∞) being a
continuous function called a variance profile. Consider now a deterministic N ×n matrix
Λn =
(
Λnij
)
whose non diagonal elements are zero. Denote by Σn the non-centered matrix
Yn+Λn and by N∧n = min(N, n). Then under the assumption that limn→∞ Nn = c > 0
and
1
N ∧ n
N∧n∑
i=1
δ( i
N∧n
,(Λnii)
2
) −−−−→
n→∞
H(dx, dλ),
where H is a probability measure, it is proven that the empirical distribution of the
eigenvalues of ΣnΣTn converges almost surely in distribution to a non random probability
measure. This measure is characterized in terms of its Stieltjes transform, which is ob-
tained with the help of an auxiliary system of equations. This kind of results is of interest
in the field of wireless communication.
Re´sume´. Soit Yn = (Y nij ) une matrice N × n dont les entre´es sont donne´es par Y
n
ij =
σ(i/N,j/n)√
n
Xnij , les X
n
ij e´tant des variables ale´atoires centre´es, i.i.d. et ou` σ : [0, 1]
2 →
(0,∞) est une fonction continue qu’on appellera profil de variance. Conside´rons une ma-
trice de´terministe Λn =
(
Λnij
)
de dimensions N × n dont les e´le´ments non diagonaux
sont nuls. Appelons Σn la matrice non centre´e de´finie par Σn = Yn + Λn et notons
N ∧ n = min(N, n). Sous les hypothe`ses que limn→∞ Nn = c > 0 et que
1
N ∧ n
N∧n∑
i=1
δ( i
N∧n
,(Λnii)
2
) −−−−→
n→∞
H(dx, dλ),
ou` H est une probabilite´, on de´montre que la mesure empirique des valeurs propres de
ΣnΣTn converge presque suˆrement vers une mesure de probabilite´ de´terministe. Cette
mesure est caracte´rise´e par sa transforme´e de Stieltjes, qui s’obtient a` l’aide d’un syste`me
d’e´quations auxiliaire. Ce type de re´sultats pre´sente un inte´reˆt dans le champ des com-
munications nume´riques sans fil.
Key words and phrases: Random Matrix, empirical distribution of the eigenvalues, Stielt-
jes transform.
AMS 2000 subject classification: Primary 15A52, Secondary 15A18, 60F15.
1. Introduction
Consider a N × n random matrix Yn = (Y nij ) where the entries are given by
Y nij =
σ(i/N, j/n)√
n
Xnij (1.1)
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where σ : [0, 1] × [0, 1] → (0,∞) is a continuous function called a variance profile and the
random variables Xnij are real, centered, independent and identically distributed (i.i.d.) with
finite 4 + ǫ moment. Consider a real deterministic N × n matrix Λn = (Λnij) whose non-
diagonal elements are zero and consider the matrix Σn = Yn + Λn. This model has two
interesting features: The random variables are independent but not i.i.d. since the variance
may vary and Λn, the centering perturbation of Yn, though (pseudo) diagonal can be of full
rank. The purpose of this article is to study the convergence of the empirical distribution
of the eigenvalues of the Gram random matrix ΣnΣ
T
n (Σ
T
n being the transpose of Σn) when
n→ +∞ and N → +∞ in such a way that Nn → c, 0 < c < +∞.
The asymptotics of the spectrum of N×N Gram random matrices ZnZTn have been widely
studied in the case where Zn is centered (see Marcˇenko and Pastur [14], Yin [21], Silverstein
et al. [15, 16], Girko [8, 9], Khorunzhy et al. [12], Boutet de Monvel et al. [4], etc.). For
an overview on asymptotic spectral properties of random matrices, see Bai [2]. The case of
a Gram matrix ZnZ
T
n where Zn is non centered has comparatively received less attention.
Let us mention Girko ([9], chapter 7) where a general study is carried out for the matrix
Zn = (Wn +An) where Wn has a given variance profile and An is deterministic. In [9], it is
proved that the entries of the resolvent (ZnZ
T
n −zI)−1 have the same asymptotic behavior as
the entries of a certain deterministic holomorphic N×N matrix valued function Tn(z). This
matrix-valued function is characterized by a non linear system of (n+N) coupled functional
equations. Using different methods, Brent Dozier and Silverstein [5] study the eigenvalue
asymptotics of the matrix (Rn+Xn)(Rn+Xn)
T in the case where the matricesXn and Rn are
independent random matrices, Xn has i.i.d. entries and the empirical distribution of RnR
T
n
converges to a non-random distribution. It is proved there that the eigenvalue distribution
of (Rn+Xn)(Rn+Xn)
T converges almost surely towards a deterministic distribution whose
Stieltjes transform is uniquely defined by a certain functional equation.
As in [5], the model studied in this article, i.e. Σn = Yn + Λn, is a particular case of
the general case studied in ([9], chapter 7, equation K7) for which there exists a limiting
distribution for the empirical distribution of the eigenvalues. Since the centering term Λn is
pseudo-diagonal, the proof of the convergence of the empirical distribution of the eigenvalues
is based on a direct analysis of the diagonal terms of the resolvent (ΣnΣ
T
n − zI)−1. This
analysis leads in a natural way to the equations characterizing the Stieltjes transform of
the limiting probability distribution of the eigenvalues. In the Wigner case with a variance
profile (matrix Yn and the variance profile are symmetric), let us mention the recent work of
Anderson and Zeitouni [1] where the asymptotics of the spectum and central limit theorems
are investigated by means of systematic combinatorial enumeration.
Recently, many of these results have been applied to the field of Signal Processing and
Communication Systems and some new ones have been developed for that purpose (Silver-
stein and Combettes [17], Tse et al. [18, 19], Debbah et al. [7], Li et al. [13], etc.). The
issue addressed in this paper is mainly motivated by the performance analysis of multiple-
input multiple-output (MIMO) digital communication systems. In MIMO systems with n
transmit antennas and N receive antennas, one can model the communication channel by a
N×n matrix Hn = (Hnij) where the entries Hnij represent the complex gain between transmit
antenna i and receive antenna j. The statistics Cn =
1
n log det(In+
HnH
⋆
n
σ2 ) (where H
⋆
n is the
hermitian adjoint and σ2 represents the variance of an additive noise corrupting the received
signals) is a popular performance analysis index since it has been shown in information the-
ory that Cn is the maximum number of bits per channel use and per antenna that can be
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transmitted reliably in a MIMO system with channel matrix Hn. Since
Cn =
1
n
N∑
k=1
log(1 +
µk
σ2
),
where (µk)1≤k≤N are the eigenvalues of HnH⋆n, the empirical distribution of the eigenvalues
of HnH
⋆
n gives direct information on Cn (see Tulino and Verdu [20] for an exhaustive review
of recent results). For wireless systems, matrixHn is often modelled as a zero-mean Gaussian
random matrix and several articles have recently been devoted to the study of the impact
of the channel statistics (via the eigenvalues of HnH
⋆
n) on the probability distribution of Cn
(Chuah et al. [6], Goldsmith et al. [10], see also [20] and the references therein). Of particular
interest is also the channel matrix Hn = FN (Yn + Λn)F
T
n where Fk = (F
k
pq)1≤p,q≤k is the
Fourier matrix (i.e. F kpq = k
− 12 exp(2iπ (p−1)(q−1)k )) and the matrix Yn is given by (1.1) (see
[20], p. 139 for more details). The matrices Hn and Σn having the same singular values, we
will focus on the study of the empirical distribution of the singular values of Σn. Moreover, we
will focus on matrices with real entries since the complex case is a straightforward extension.
In the sequel, we will study simultaneously quantities (Stieltjes kernels) related to the
Stieltjes transforms of ΣnΣ
T
n and Σ
T
nΣn. Even if the Stieltjes transforms of ΣnΣ
T
n and
ΣTnΣn are related in an obvious way, the corresponding Stieltjes kernels are not, as we shall
see. We will prove that if N/n −−−−→
n→∞
c > 0 (since we study at the same time ΣnΣ
T
n and
ΣTnΣn, we assume without loss of generality that c ≤ 1) and if there exists a probability
measure H on [0, 1]× R with compact support such that
1
N
N∑
i=1
δ( i
N
,(Λnii)
2
) D−−−−→
n→∞
H(dx, dλ)
where D stands for the convergence in distribution, then almost surely, the empirical distri-
bution of the eigenvalues of the random matrix ΣnΣ
T
n (resp. Σ
T
nΣn) converges in distribution
to a deterministic probability distribution P (resp. P˜). The probability distributions P and
P˜ are characterized in terms of their Stieltjes transform
f(z) =
∫
R+
P(dx)
x− z and f˜(z) =
∫
R+
P˜(dx)
x− z , Im(z) 6= 0.
as follows. Consider the following system of equations∫
g dπz =
∫
g(u, λ)
−z(1 + ∫ σ2(u, ·)dπ˜z) + λ1+c ∫ σ2(·,cu)dπz H(du, dλ)
∫
g dπ˜z = c
∫
g(cu, λ)
−z(1 + c ∫ σ2(·, cu)dπz) + λ1+∫ σ2(u,·)dπ˜z H(du, dλ)
+ (1 − c)
∫ 1
c
g(u, 0)
−z(1 + c ∫ σ2(·, u)dπz) du
where the unknown parameters are the complex measures πz and π˜z. Both equalities stand
for every continuous function g : H → R, where H ⊂ [0, 1]×R is the compact support of H .
Then, this system admits a unique pair of solutions (πz(dx, dλ), π˜z(dx, dλ)). In particular,
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πz is absolutely continuous with respect to H while π˜z is not (see Remarks 2.5, 2.6 and 2.7
for more details). The Stieltjes transforms f and f˜ are then given by
f(z) =
∫
[0,1]×R
πz(dx, dλ) and f˜(z) =
∫
[0,1]×R
π˜z(dx, dλ).
The article is organized as follows. In Section 2, the notations and the assumptions are
introduced and the main results (Theorem 2.3 and Theorem 2.4) are stated. Section 3 is
devoted to the proof of Theorem 2.3. Section 4 is devoted to the proof of Theorem 2.4. In
Section 5, we state as corollaries of Theorems 2.3 and 2.4 two simpler results which already
exist in the literature. We also give details for the statement of the results in the complex
setting (Section 5.3).
2. Convergence of the Stieltjes Transform
2.1. Notations and Assumptions. Let N = N(n) be a sequence of integers such that
lim
n→∞
N(n)
n
= c.
Consider a N × n random matrix Yn where the entries are given by
Y nij =
σ(i/N, j/n)√
n
Xnij
where Xnij and σ are defined below.
Assumption A-1. The random variables (Xnij ; 1 ≤ i ≤ N, 1 ≤ j ≤ n , n ≥ 1) are real,
independent and identically distributed. They are centered with E(Xnij)
2 = 1 and satisfy:
∃ ǫ > 0, E|Xnij |4+ǫ <∞.
where E denotes the expectation.
Assumption A-2. The real function σ : [0, 1] × [0, 1] → R is such that σ2 is continuous.
Therefore there exist a non-negative constant σmax such that
∀(x, y) ∈ [0, 1]2, 0 ≤ σ2(x, y) ≤ σ2max <∞. (2.1)
Remark 2.1. As long as σ2 remains continuous, σ can vanish on portions of the domain
[0, 1]2.
Denote by var(Z) the variance of the random variable Z. Since var(Y nij ) = σ
2(i/N, j/n)/n,
the function σ will be called a variance profile. Denote by δz0( dz) the dirac measure at point
z0. The indicator function of A is denoted by 1A(x). Denote by Cb(X ) (resp. Cb(X ;C))
the set of real (resp. complex) continuous and bounded functions over the topological set X
and by ‖f‖∞ = supx∈X |f(x)|, the supremum norm. If X is compact, we simply write C(X )
(resp. C(X ;C))) instead of Cb(X ) (resp. Cb(X ;C))).
We will denote by
D−→ the convergence in distribution for probability measures and by w−→
the weak convergence for bounded complex measures.
Consider a real deterministic N × n matrix Λn = (Λnij) whose non-diagonal entries are
zero. We will often write Λij instead of Λ
n
ij . We introduce the N × n matrix Σn = Yn +Λn.
For every matrix A, we will denote by AT its transpose, by Tr(A) its trace (if A is square)
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and by FAA
T
, the empirical distribution function of the eigenvalues of AAT . Since we will
study at the same time the limiting spectrum of the matrices ΣnΣ
T
n and Σ
T
nΣn, we can
assume without loss of generality that c ≤ 1. We also assume for simplicity that N ≤ n.
We assume that:
Assumption A-3. There exists a probability measure H( du, dλ) over the set [0, 1]×R with
compact support H such that
1
N
N∑
i=1
δ( i
N
, (Λnii)
2
)(du, dλ) D−−−−→
n→∞ H( du, dλ). (2.2)
Remark 2.2 (The complex case). Assumptions (A-1), (A-2) and (A-3) must be slightly mod-
ified in the complex setting. Related modifications are stated in Section 5.3.
When dealing with vectors, the norm ‖ · ‖ will denote the Euclidean norm. In the case of
matrices, the norm ‖ · ‖ will refer to the spectral norm.
Remark 2.3. Due to (A-3), we can assume without loss of generality that the Λnii’s are
bounded for n large enough. In fact, suppose not, then by (A-3), 1N
∑N
i=1 δΛ2ii → HΛ(dλ)
whose support is compact and, say, included in [0,K]. Then Portmanteau’s theorem yields
1
N
∑N
1 1[0, K+δ](Λ
2
ii)→ 1 thus
#{Λii, Λ2ii /∈ [0, K + δ]}
N
= 1− 1
N
N∑
1
1[0, K+δ](Λ
2
ii) −−−−→n→∞ 0. (2.3)
Denote by Λˇn = (Λˇ
n
ij) the matrix whose non-diagonal elements are zero and set Λˇ
n
ii =
Λnii1{(Λnii)2≤K+δ}. Then it is straightforward to check that
1
N
∑N
i=1 δ( iN , Λˇ2ii)
(du, dλ) →
H( du, dλ). Moreover, if Σˇn = Yn + Λˇn then
‖FΣΣT − F ΣˇΣˇT ‖∞
(a)
≤ rank(Σˇ− Σ)
N
(b)
≤ #{Λii, Λ
2
ii /∈ [ 0, K + δ]}
N
(c)−−−−→
n→∞
0.
where (a) follows from Lemma 3.5 in [21] (see also [16], Section 2), (b) follows from the fact
that for a rectangular matrix A, rank(A) ≤ the number of non zero entries of A and (c)
follows from (2.3). Therefore, FΣΣ
T
converges iff F ΣˇΣˇ
T
converges. In this case they share
the same limit. Remark 2.3 is proved.
Remark 2.4. Due to Remark 2.3, we will assume in the sequel that for all n, the support of
1
N
∑
δ( iN ,Λ2ii)
is included in a compact set K ⊂ [0, 1]× R.
Let C+ = {z ∈ C, Im(z) > 0} and C∇ = {z ∈ C+, |Re(z)| ≤ Im(z)}.
2.2. Stieltjes transforms and Stieltjes kernels. Let ν be a bounded nonnegative mea-
sure over R. Its Stieltjes transform f is defined by:
f(z) =
∫
R
ν(dλ)
λ− z , z ∈ C
+.
We list below the main properties of the Stieltjes transforms that will be needed in the
sequel.
Proposition 2.1. The following properties hold true:
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(1) Let f be the Stieltjes transform of ν, then
- the function f is analytic over C+,
- the function f satisfies: |f(z)| ≤ ν(R)Im(z) ,
- if z ∈ C+ then f(z) ∈ C+,
- if ν(−∞, 0) = 0 then z ∈ C+ implies z f(z) ∈ C+.
(2) Conversely, let f be a function analytic over C+ such that f(z) ∈ C+ if z ∈ C+
and |f(z)||Im(z)| bounded on C+. Then, f is the Stieltjes transform of a bounded
positive measure µ and µ(R) is given by
µ(R) = lim
y→+∞
−iy f(iy).
If moreover zf(z) ∈ C+ if z ∈ C+ then, µ(R−) = 0.
(3) Let Pn and P be probability measures over R and denote by fn and f their Stieltjes
transforms. Then(
∀z ∈ C+, fn(z) −−−−→
n→∞ f(z)
)
⇒ Pn D−−−−→
n→∞ P.
Let A be an n×p matrix and let In be the n×n identity. The resolvent of AAT is defined
by
Q(z) = (AAT − z In)−1 = (ρij(z))1≤i,j,≤n , z ∈ C\R.
The following properties are straightforward.
Proposition 2.2. Let Q(z) be the resolvent of AAT , then:
(1) For all z ∈ C+, ‖Q(z)‖ ≤ (Im(z))−1. Similarly, |ρij(z)| ≤ (Im(z))−1.
(2) The function hn(z) =
1
nTr Q(z) is the Stieltjes transform of the empirical distribu-
tion probability associated to the eigenvalues of AAT . Since these eigenvalues are
nonnegative, z hn(z) ∈ C+ for z ∈ C+.
(3) Let ~ξ be a n× 1 vector, then Im
(
z~ξQ(z)~ξT
)
∈ C+ for z ∈ C+.
Denote byMC(X ) the set of complex measures over the topological set X . In the sequel,
we will call Stieltjes kernel every application
µ : C+ →MC(X )
either denoted µ(z, dx) or µz(dx) and satisfying:
(1) ∀g ∈ Cb(X ),
∫
g dµz is analytic over C
+,
(2) ∀z ∈ C+, ∀g ∈ Cb(X ), ∣∣∣∣
∫
g dµz
∣∣∣∣ ≤ ‖g‖∞Im(z)
(3) ∀z ∈ C+, ∀g ∈ Cb(X ) and g ≥ 0 then Im
(∫
g dµz
) ≥ 0,
(4) ∀z ∈ C+, ∀g ∈ Cb(X ) and g ≥ 0 then Im
(
z
∫
g dµz
) ≥ 0.
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Let us introduce the following resolvents:
Qn(z) = (ΣnΣ
T
n − zIN )−1 = (qij(z))1≤i,j≤N , z ∈ C+,
Q˜n(z) = (Σ
T
nΣn − zIn)−1 = (q˜ij(z))1≤i,j≤n , z ∈ C+,
and the following empirical measures defined for z ∈ C+
Lnz (du, dλ) =
1
N
N∑
i=1
qii(z) δ( iN ,Λ2ii)
(du, dλ), (2.4)
L˜nz (du, dλ) =
1
n
N∑
i=1
q˜ii(z) δ( in ,Λ2ii)
(du, dλ)
+
(
1
n
n∑
i=N+1
q˜ii(z) δ i
n
(du)⊗ δ0(dλ)
)
1{N<n}, (2.5)
where ⊗ denotes the product of measures. Since qii(z) (resp. q˜ii(z)) is analytic over C+,
satisfies |qii(z)| ≤ (Im(z))−1 and min (Im(qii(z)), Im(zqii(z))) > 0, Ln (resp. L˜n) is a Stieltjes
kernel. Recall that due to Remark 2.4, Ln and L˜n have supports included in the compact
set K.
Remark 2.5 (on the limiting support of Ln). Consider a converging subsequence of Lnz , then
its limiting support is necessarily included in H.
Remark 2.6 (on the limiting support of L˜n). Denote by Hc the image of the probability
measure H under the application (u, λ) 7→ (cu, λ), by Hc its support, by R the support of
the measure 1[c,1](u) du ⊗ δ0(dλ). Let H˜ = Hc ∪ R. Notice that H˜ is obviously compact.
Consider a converging subsequence of L˜nz , then its limiting support is necessarily included
in H˜.
2.3. Convergence of the empirical measures Lnz and L˜
n
z .
Theorem 2.3. Assume that H is a probability measure over the set [0, 1]×R with compact
support H. Assume moreover that (A-2) holds. Then the system of equations∫
g dπz =
∫
g(u, λ)
−z(1 + ∫ σ2(u, t)π˜(z, dt, dζ)) + λ
1+c
∫
σ2(t,cu)π(z,dt,dζ)
H(du, dλ) (2.6)
∫
g dπ˜z = c
∫
g(cu, λ)
−z(1 + c ∫ σ2(t, cu)π(z, dt, dζ)) + λ
1+
∫
σ2(u,t)π˜(z,dt,dζ)
H(du, dλ)
+ (1 − c)
∫ 1
c
g(u, 0)
−z(1 + c ∫ σ2(t, u)π(z, dt, dζ)) du
(2.7)
where (2.6) and (2.7) hold for every g ∈ C(H), admits a unique couple of solutions (π(z, dt, dλ), π˜(z, dt, dλ))
among the set of Stieltjes kernels for which the support of measure πz is included in H and
the support of measure π˜z is included in H˜.
Moreover the functions f(z) =
∫
dπz and f˜(z) =
∫
dπ˜z are the Stieltjes transforms of
probability measures.
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Remark 2.7 (on the absolute continuity of πz and π˜z). Due to (2.6), the complex measure
πz is absolutely continuous with respect to H . However, it is clear from (2.7) that π˜z has
an absolutely continuous part with respect to Hc (recall that Hc is the image of H under
(u, λ) 7→ (cu, λ)) and an absolutely continuous part with respect to 1[c,1](u) du ⊗ δ0(dλ)
(which is in general singular with respect to Hc). Therefore, it is much more convenient to
work with Stieltjes kernels π and π˜ rather than with measure densities indexed by z.
Theorem 2.4. Assume that (A-1), (A-2) and (A-3) hold and denote by π and π˜ the two
Stieltjes kernels solutions of the coupled equations (2.6) and (2.7). Then
(1) Almost surely, the Stieltjes kernel Ln defined by (2.4) converges weakly to π, that is:
a.s. ∀z ∈ C+, Lnz w−−−−→n→∞ πz.
(2) Almost surely, the Stieltjes kernel L˜n defined by (2.5) converges weakly to π˜.
Proofs of Theorems 2.3 and 2.4 are postponed to Sections 3 and 4.
Corollary 2.5. Assume that (A-1), (A-2) and (A-3) hold and denote by π and π˜ the two
Stieltjes kernels solutions of the coupled equations (2.6) and (2.7). Then the empirical dis-
tribution of the eigenvalues of the matrix ΣnΣ
T
n converges almost surely to a non-random
probability measure P whose Stieltjes transform f(z) =
∫
R+
P(dx)
x−z is given by:
f(z) =
∫
H
πz(dx, dλ).
Similarly, the empirical distribution of the eigenvalues of the matrix ΣTnΣn converges almost
surely to a non-random probability measure P˜ whose Stieltjes transform f˜(z) is given by:
f˜(z) =
∫
H˜
π˜z(dx, dλ).
Proof of Corollary 2.5. The Stieltjes transform of ΣnΣ
T
n is equal to
1
N
∑N
i=1 qii(z) =
∫
dLnz .
By Theorem 2.4,
a.s. ∀z ∈ C+,
∫
dLnz −−−−→n→∞
∫
dπz . (2.8)
Since
∫
dπz is the Stieltjes transform of a probability measure P by Theorem 2.3, eq. (2.8)
implies that FΣnΣ
T
n converges weakly to P. One can similarly prove that FΣ
T
nΣn converges
weakly to a probability measure P˜. 
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3. Proof of Theorem 2.3
We first introduce some notations. Denote by
D(π˜z , πz)(u, λ) = −z
(
1 +
∫
σ2(u, t)π˜(z, dt, dζ)
)
+
λ
1 + c
∫
σ2(t, cu)π(z, dt, dζ)
,
d(πz)(u) = 1 + c
∫
σ2(t, cu)π(z, dt, dζ),
D˜(πz , π˜z)(u, λ) = −z
(
1 + c
∫
σ2(t, cu)π(z, dt, dζ)
)
+
λ
1 +
∫
σ2(u, t)π˜(z, dt, dζ)
,
d˜(π˜z)(u) = 1 +
∫
σ2(u, t)π˜(z, dt, dζ),
κ(πz)(u) = −z
(
1 + c
∫
σ2(t, u)π(z, dt, dζ)
)
.
Let ν be a complex measure over the set H (recall that H is compact by (A-3)) then we
denote by ‖ν‖tv the total variation norm of ν, that is
‖ν‖tv = |ν|(H)
= sup
{∣∣∣∣
∫
f dν
∣∣∣∣ , f ∈ C(H;C), ‖f‖∞ ≤ 1
}
.
3.1. Proof of the unicity of the solutions. Notice that the system of equations (2.6)
and (2.7) remains true for every g ∈ C(H;C) (consider g = h + ik) and assume that both
(πz , π˜z) and (ρz, ρ˜z) are pairs of solutions of the given system. Let g ∈ C(H;C), then (2.6)
yields:∫
g dπz −
∫
g dρz =
∫
z g(u, λ)
∫
σ2(u, t)(π˜(z, dt, dζ)− ρ˜(z, dt, dζ))
D(π˜z , πz)×D(ρ˜z, ρz) H(du, dλ)
+
∫
cλ g(u, λ)
∫
σ2(t, cu)(ρ(z, dt, dζ)− π(z, dt, dζ))
D(π˜z, πz)×D(ρ˜z, ρz)× d(πz)× d(ρz) H(du, dλ)
and∣∣∣∣
∫
g dπz −
∫
g dρz
∣∣∣∣ ≤ |z|σ2max ‖g‖∞ ‖π˜z − ρ˜z‖tv
∫
dH
|D(π˜z , πz)×D(ρ˜z , ρz)|
+ c σ2max ‖g‖∞ ‖πz − ρz‖tv
∫
λH(du, dλ)
|D(π˜z , πz)×D(ρ˜z , ρz)× d(πz)× d(ρz)|
If one takes the supremum over the functions g ∈ C(H;C), ‖g‖∞ ≤ 1, one gets :
‖πz − ρz‖tv ≤ α‖πz − ρz‖tv + β‖π˜z − ρ˜z‖tv
where
α = α(π, ρ, π˜, ρ˜) = c σ2max
∫
λH(du, dλ)
|D(π˜z , πz)×D(ρ˜z, ρz)× d(πz)× d(ρz)|
β = β(π, ρ, π˜, ρ˜) = |z|σ2max
∫
dH
|D(π˜z , πz)×D(ρ˜z, ρz)|
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Similarly, (2.7) yields:∫
g dπ˜z −
∫
g dρ˜z = c
∫
c z g(u, λ)
∫
σ2(t, cu)(π(z, dt, dζ)− ρ(z, dt, dζ))
D˜(πz , π˜z)× D˜(ρz , ρ˜z)
H(du, dλ)
+c
∫
λ g(u, λ)
∫
σ2(u, t)(π˜(z, dt, dζ)− ρ˜(z, dt, dζ))
D˜(πz, π˜z)× D˜(ρz, ρ˜z)× d˜(π˜z)× d˜(ρ˜z)
H(du, dλ)
+ (1− c)
∫ 1
c
c z g(u, 0)
∫
σ2(t, u)(π(z, dt, dζ)− ρ(z, dt, dζ))
κ(πz)× κ(ρz) du
and∣∣∣∣
∫
g dπ˜z −
∫
g dρ˜z
∣∣∣∣ ≤ c2σ2max|z| ‖g‖∞‖πz − ρz‖tv
∫
dH∣∣∣D˜(πz , π˜z)× D˜(ρz , ρ˜z)∣∣∣
+ c σ2max‖g‖∞‖π˜z − ρ˜z‖tv
∫
λH(du, dλ)∣∣∣D˜(πz , π˜z)× D˜(ρz, ρ˜z)× d˜(π˜z)× d˜(ρ˜z)∣∣∣
+ (1− c)cσ2max|z| ‖g‖∞‖πz − ρz‖tv
∫ 1
c
du
|κ(πz)× κ(ρz)|
As previously, by taking the supremum over g ∈ C(H;C), ‖g‖∞ ≤ 1, we get:
‖π˜z − ρ˜z‖tv ≤ α˜‖πz − ρz‖tv + β˜‖π˜z − ρ˜z‖tv
where
α˜ = α˜(π, ρ, π˜, ρ˜) = c σ2max|z|

c ∫ dH∣∣∣D˜(πz , π˜z)× D˜(ρz, ρ˜z)∣∣∣ + (1 − c)
∫ 1
c
du
|κ(πz)× κ(ρz)|


β˜ = β˜(π, ρ, π˜, ρ˜) = c σ2max
∫
λH(du, dλ)∣∣∣D˜(πz, π˜z)× D˜(ρz, ρ˜z)× d˜(π˜z)× d˜(ρ˜z)∣∣∣
We end up with the following inequations:{ ‖πz − ρz‖tv ≤ α‖πz − ρz‖tv + β‖π˜z − ρ˜z‖tv
‖π˜z − ρ˜z‖tv ≤ α˜‖πz − ρz‖tv + β˜‖π˜z − ρ˜z‖tv (3.1)
Let us prove now that for z ∈ C∇ with Im(z) large enough, then α < 12 .
Since π and π˜ are assumed to be Stieltjes kernels, Im
(
z
∫
σ2(u, t)π˜(z, dt, dζ)
) ≥ 0 and
Im
(∫
σ2(t, cu)π(z, dt, dζ)
) ≥ 0. Therefore, Im(D(π˜z , πz)) ≤ −Im(z) and hence |Im(D(π˜z , πz))| ≥
Im(z). Similarly, |Im(D(ρ˜z , ρz))| ≥ Im(z). Thus,
1
|D(π˜z , πz)×D(ρ˜z , ρz)| ≤
1
Im2(z)
.
Now consider zd(πz). As previously, Im(zd(πz)) ≥ Im(z). As |zd(πz)| ≥ |Im(zd(πz))|, this
implies that 1|zd(πz)| ≤ 1Im(z) and 1|d(πz)| ≤
|z|
Im(z) . Since z ∈ C∇, |z|Im(z) ≤
√
2. The same
argument holds for d(ρz) thus we get
α ≤ 2 c σ
2
max
∫
λH(du, dλ)
Im2(z)
<
1
2
for Im(z) large enough.
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With similar arguments, one can prove that
β ≤
√
2σ2max
Im(z)
, α˜ ≤ 3σ
2
max
Im(z)
, β˜ ≤ 2σ
2
max
Im2(z)
∫
λH( dudλ). (3.2)
Therefore max(α,β, α˜, β˜) ≤ θ < 12 for z ∈ C∇ and Im(z) large enough where θ does not
depend on (π, π˜, ρ, ρ˜). Therefore, the system (3.1) yields
‖πz − ρz‖tv = ‖π˜z − ρ˜z‖tv = 0 for z ∈ C∇ and Im(z) large enough.
Now take z ∈ C+ and g ∈ C(H). Since ∫ g dπz and ∫ g dρz (resp. ∫ g dπ˜z and ∫ g dρ˜z) are
analytic over C+ and are equal in C∇ for Im(z) large enough, they are equal everywhere.
Since this is true for all g ∈ C(H), πz and ρz (resp. π˜z and ρ˜z) are identical on C+. This
proves the unicity.
3.2. Proof of the existence of solutions. Let us now prove the existence of solutions to
(3.1). Define by recursion
π0(z, du, dλ) = π˜0(z, du, dλ) = −1
z
H(du, dλ),
and 

∫
g(u, λ)πp(z, du, dλ) =
∫ g(u,λ)
D(π˜p−1z ,π
p−1
z )
H(du, dλ)∫
g(u, λ)π˜p(z, du, dλ) = c
∫ g(cu,λ)
D˜(πp−1z ,π˜
p−1
z )
H(du, dλ) + (1− c) ∫ 1c g(u,0)κ(πp−1z )du
for all g ∈ C(H). It is straightforward to check that π0z (resp. π˜0z) is a Stieltjes kernel.
Moreover, this remains true for πp and π˜p by induction over p. As for the unicity, we can
establish { ‖πpz − πp−1z ‖tv ≤ α‖πp−1z − πp−2z ‖tv + β‖π˜p−1z − π˜p−2z ‖tv
‖π˜pz − π˜p−1z ‖tv ≤ α˜‖πp−1z − πp−2z ‖tv + β˜‖π˜p−1z − π˜p−2z ‖tv
(3.3)
where α, α˜,β and β˜ depend on (πp−1z , π˜
p−1
z , π
p−2
z , π˜
p−2
z ). As in (3.2), one can prove that
max(α, α˜,β, β˜) ≤ θ < 1
2
for z ∈ C∇ and Im(z) large enough
where θ does not depend on (πp−1z , π˜
p−1
z , π
p−2
z , π˜
p−2
z ). Therefore, (π
p
z ) and (π˜
p
z ) are Cauchy
sequences with respect to the norm ‖ · ‖tv whenever z ∈ C∇ and Im(z) is large enough. This
yields the existence and unicity of kernels πz and π˜z such that
∀g ∈ C(H),


∫
g dπpz −−−→p→∞
∫
g dπz∫
g dπ˜pz −−−→p→∞
∫
g dπ˜z
whenever z ∈ C∇ and Im(z) is large enough.
Let g ∈ C(H) be fixed. Recall that z 7→ ∫ g dπpz is analytic on C+ and that ∀z ∈ C+,
| ∫ g dπpz | ≤ ‖g‖∞Im(z) . Therefore, (∫ g dπpz )p≥0 is a normal family. From every subsequence of
(
∫
g dπpz )p one can thus extract a converging subsequence (
∫
g dπMz )M where M = M(p)
such that
∀K ⊂ C+, K compact sup
z∈K
∣∣∣∣
∫
g dπMz − Γ(g)(z)
∣∣∣∣ −−−−→M→∞ 0,
where Γ(g)(z) is analytic over C+. If z ∈ C∇ and Im(z) is large enough, we know that∫
g dπpz →
∫
g dπz . Therefore, Γ(g)(z) =
∫
g dπz for z ∈ C∇ and Im(z) large enough.
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From this we can conclude that for all z ∈ C+ , every subsequence has the same limit,
say Γ(g)(z) thus:
∀z ∈ C+,
∫
g dπpz −−−→p→∞ Γ(g)(z), (3.4)
where Γ(f)(z) is analytic. Moreover, it is straightforward to prove that
(1) Γ(a g + b h)(z) = aΓ(g) + bΓ(h),
(2) |Γ(g)(z)| ≤ ‖g‖∞Im(z) ,
(3) Im(Γ(g)(z)) ≥ 0 if g ≥ 0 and z ∈ C+,
(4) Im(zΓ(g)(z)) ≥ 0 if g ≥ 0 and z ∈ C+.
As H is compact and since the application g 7→ Γ(g)(z) defined for g ∈ C(H) is lin-
ear (property 1) and continuous (property 2), the Riesz representation theorem yields the
existence of a measure πz(du, dλ) = π(z, du, dλ) such that
Γ(g)(z) =
∫
g(u, λ)π(z, du, dλ).
Similarly one can prove that ∫
g dπ˜pz → Γ˜(g)(z) =
∫
g dπ˜z. (3.5)
Let us now prove that π and π˜ satisfy (2.6) and (2.7). We first check that1
∀z ∈ C+, ∀u ∈ [0, 1], d(πz)(u) 6= 0. (3.6)
Indeed assume that for a given u, there exists z0 ∈ C+ such that d(πz0)(u) = 0 and
consider the function Φ(z) =
∫
σ2(t, cu)π(z, dt, dζ). As d(πz)(u) = 1 + Φ(z), we have
Im(Φ(z0)) = 0. Since Im(Φ(z)) is harmonic and non-negative over C
+, the mean value
property implies that Im(Φ(z)) = 0 over C+. By the Cauchy-Riemann equations, Re(Φ(z))
is therefore constant. But since |Φ(z)| ≤ σ2maxIm(z) , we have Φ(z) = 0. This yields in particular
d(πz0)(u) = 1 which contradicts d(πz0)(u) = 0.
Due to (3.4), (3.5) and (3.6), one has 1
D(π˜pz ,π
p
z)(u,λ)
→p 1D(π˜z,πz)(u,λ) . Since 1D(π˜pz ,πpz)(u,λ) ≤
1
Im(z) , the dominated convergence theorem yields:∫
g(u, λ)
D(π˜pz , π
p
z )(u, λ)
H(du, dλ) −−−→
p→∞
∫
g(u, λ)
D(π˜z , πz)(u, λ)
H(du, dλ).
On the other hand
∫
g dπpz →p
∫
g dπz and (2.6) is established. One can establish Eq. (2.7)
similarly.
It remains to prove that f(z) =
∫
dπz is the Stieltjes transform of a probability measure
(one will prove similarly the corresponding result for f˜(z) =
∫
dπ˜z). Recall that
Im(f(z)) = Im
(∫
dπz
)
≥
∫
Im(z)
|D(π˜z , πz)(u, λ)|2
H(du, dλ) > 0
by (2.6). Moreover, since |f(z)| ≤ 1Im(z) , f(z) is the Stieltjes transform of a subprobability
measure. It remains to check that limy→+∞ iyf(iy) = −1. Since∣∣∣∣
∫
σ2(u, t)π˜(iy, dt, dζ)
∣∣∣∣ ≤ σ2maxy and
∣∣∣∣
∫
σ2(t, cu)π(iy, dt, dζ)
∣∣∣∣ ≤ σ2maxy ,
1Il existe peut-eˆtre un argument plus naturel base´ sur |d(pipz )| ≥
√
2
2
. A voir...
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and
iyf(iy) =
∫
iy H(du, dλ)
−iy(1 + ∫ σ2(u, t)π˜(iy, dt, dζ)) + λ
1+c
∫
σ2(t,cu)π(iy,dt,dζ)
,
the Dominated convergence theorem yields the desired result. Theorem 2.3 is proved.
4. Proof of Theorem 2.4
We first give an outline of the proof. The proof is carried out following three steps:
(1) We first prove that for each subsequence M(n) of n there exists a subsequence
Msub =Msub(n) such that for all z ∈ C+,
LMsubz
w−−−−→
n→∞
µz and L˜
Msub
z
w−−−−→
n→∞
µ˜z , (4.1)
where µz and µ˜z are complex measures, a priori random, with support included in
H (Section 4.1).
(2) We then prove that z 7→ µz and z 7→ µ˜z are Stieltjes kernels (Section 4.2).
(3) We finally prove that for a countable collection of z ∈ C+ with a limit point, say
C = {zp}p∈N ∪ {z∞} with zp → z∞,
the measures µz and µ˜z (which are a priori random) satisfy equations (2.6) and (2.7)
almost surely for all z ∈ C. Since C has a limit point in C+, analyticity arguments
will yield:
a.s. ∀z ∈ C+, µz = πz and µ˜z = π˜z.
Otherwise stated,
a.s. ∀z ∈ C+, Lnz w−→ πz and L˜nz w−→ π˜z
which yields the desired result (Section 4.3).
4.1. Step 1: convergence of subsequences LMsubz and L˜
Msub
z . Let z0 ∈ C+ and let B =
{z ∈ C, |z−z0| < δ} ⊂ C+. Due to assumption (A-3) and to the fact that |qii(z)| ≤ Im−1(z),
Helly’s theorem implies that for each subsequence of n there exists a subsequenceM =M(n)
and a complex measure µz0 such that
LMz0
w−−−−→
n→∞
µz0 .
Since Ln is random, µz0 is a priori random too but due to (A-3), its support is included
in H. Let (zk, k ≥ 1) be a sequence of complex numbers dense in C+, then by Cantor
diagonalization argument, one can extract a subsequence from M , say Msub, such that
∀k ∈ N, LMsubzk
w−−−−→
n→∞
µzk and L˜
Msub
zk
w−−−−→
n→∞
µ˜zk ,
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where µzk and µ˜zk are complex measures, a priori random. Let g ∈ C(K) and let z ∈ C+.
There exists zk such that |z − zk| ≤ ǫ and
∣∣∣∣
∫
g dLMsub(n)z −
∫
g dLMsub(m)z
∣∣∣∣ ≤
(a)︷ ︸︸ ︷∣∣∣∣
∫
g dLMsub(n)z −
∫
g dLMsub(n)zk
∣∣∣∣
+
∣∣∣∣
∫
g dLMsub(n)zk −
∫
g dLMsub(m)zk
∣∣∣∣︸ ︷︷ ︸
(b)
+
∣∣∣∣
∫
g dLMsub(m)zk −
∫
g dLMsub(m)z
∣∣∣∣︸ ︷︷ ︸
(c)
Let n and m be large enough. Since LMsubzk converges, (b) goes to zero. Since qii(z) is analytic
and since |qii(z)| ≤ Im−1(z), there exists K > 0, such that
∀i ≥ 1, ∀z, z′ close enough, |qii(z)− qii(z′)| ≤ K|z − z′|.
Thus max{(a), (c)} ≤ K‖g‖∞|z − zk|. Therefore,
(∫
g dLMsubz
)
is a Cauchy sequence and
converges to Θ(g)(z). Since g 7→ Θ(g)(z) is linear and since |Θ(g)(z)| ≤ Im−1(z)‖g‖∞, Riesz
representation’s theorem yields the existence of µz such that Θ(g)(z) =
∫
g dµz (recall that
the support of µz is included in H which is compact). The convergence of L˜Msubz can be
proved similarly and (4.1) is satisfied. The first step is proved.
4.2. Step 2: the kernels µz and µ˜z are Stieltjes kernels. Let us now prove that
z 7→ ∫ g dµz is analytic over C+. Since ∣∣∫ g dLMsubz ∣∣ ≤ Im−1(z)‖g‖∞, from each subsequence
of
(∫
g dLMsubz
)
, one can extract a subsequence that converges to an analytic function. Since
this limit is equal to
∫
g dµz, the analyticity of z 7→
∫
g dµz over C
+ is proved. Since
properties (3) and (4) defining the Stieltjes kernels are satisfied by Lnz , the kernel µz inherits
them. Therefore, µz is a Stieltjes kernel. Similarly, one can prove that µ˜z is a Stieltjes kernel.
The second step is proved.
4.3. Step 3: the kernels µz and µ˜z are almost surely equal to πz and π˜z. We will
now prove that almost surely µz and µ˜z satisfy equations (2.6) and (2.7).
In the sequel we will drop the subscript n from the notations relative to matrices, and
the superscript n from Λnii. Let ~ei = (δi(k))1≤k≤n and ~fi = (δi(k))1≤k≤N . For the sake of
simplicity, ΣT will be denoted Ξ. Consider the following notations:
Matrix Y Λ Σ ΣT(i) Y
T ΛT Ξ ΞT(i)
ith row ~yi· Λii~ei ~ξi· ~ηi· ~y·i Λii ~fi ~ξ·i ~η·i
Matrix when ith row - - Σ(i) Σ
T
(i,i) - - Ξ(i) Ξ
T
(i,i)
is deleted
In particular, ~ξi· = ~yi· + Λii~ei and ~ξ·i = ~y·i + Λii ~fi for 1 ≤ i ≤ N . We will denote by Di
and ∆j the respectively n× n and N ×N diagonal matrices defined by
Di = diag
(
σ
(
i
N ,
1
n
)
√
n
, · · · , σ
(
i
N , 1
)
√
n
)
, ∆j = diag
(
σ
(
1
N ,
j
n
)
√
n
, · · · , σ
(
1, jn
)
√
n
)
.
Finally, for 1 ≤ i ≤ N , we denote by D(i,i) and ∆(i,i) the matrices that remain after deleting
row i and column i from Di and ∆i respectively.
We can state our first lemma:
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Lemma 4.1. Let z ∈ C+ be fixed.
(1) The ith diagonal element qii(z) of the matrix (ΣΣ
T − zIN )−1 can be written :
qii(z) =
1
−z − zn
∑n
k=1 σ
2
(
i
N ,
k
n
)
q˜kk(z) +
Λ2
ii
1+ 1
n
∑
N
k=1 σ
2( kN ,
i
n )qii(z)+ε
(4)
i,n
+ε
(5)
i,n
+ Λii ε
(1)
i,n + ε
(2)
i,n + ε
(3)
i,n
(4.2)
where 1 ≤ i ≤ N and
ε
(1)
i,n = −z ~yi·
(
ΣT(i)Σ(i) − zI
)−1
~eTi − z ~ei
(
ΣT(i)Σ(i) − zI
)−1
~yTi·
ε
(2)
i,n = −z ~yi·
(
ΣT(i)Σ(i) − zI
)−1
~yTi· + zTr
(
D2i
(
ΣT(i)Σ(i) − zI
)−1)
ε
(3)
i,n = zTr
(
D2i
(
ΣTΣ− zI)−1)− zTr(D2i (ΣT(i)Σ(i) − zI)−1
)
ε
(4)
i,n = ~ηi·
(
Σ(i,i)Σ
T
(i,i) − zI
)−1
~ηTi· − Tr
(
∆2(i,i)
(
Σ(i,i)Σ
T
(i,i) − zI
)−1)
ε
(5)
i,n = Tr
(
∆2(i,i)
(
Σ(i,i)Σ
T
(i,i) − zI
)−1)
− Tr
(
∆2i
(
ΣΣT − zI)−1)
Moreover almost surely,
∀k, 1 ≤ k ≤ 5, lim
n→∞
1
N
N∑
i=1
∣∣∣ε(k)i,n∣∣∣ = 0. (4.3)
(2) If 1 ≤ i ≤ N then the ith diagonal element q˜ii(z) of the matrix (ΣTΣ − zIn)−1 =
(ΞΞT − zIn)−1 can be written:
q˜ii(z) =
1
−z − zn
∑N
k=1 σ
2
(
k
N ,
i
n
)
qkk(z) +
Λ2
ii
1+ 1
n
∑
n
k=1 σ
2( iN ,
k
n )q˜ii(z)+ε˜
(4)
i,n
+ε˜
(5)
i,n
+ Λii ε˜
(1)
i,n + ε˜
(2)
i,n + ε˜
(3)
i,n
.
(4.4)
If N + 1 ≤ i ≤ n, then q˜ii can be written:
q˜ii(z) =
1
−z − zn
∑N
k=1 σ
2
(
k
N ,
i
n
)
qkk(z) + ε˜
(2)
i,n + ε˜
(3)
i,n
. (4.5)
where
ε˜
(1)
i,n = −z ~y·i
(
ΞT(i)Ξ(i) − zI
)−1
~fTi − z ~fi
(
ΞT(i)Ξ(i) − zI
)−1
~yT·i
ε˜
(2)
i,n = −z ~y·i
(
ΞT(i)Ξ(i) − zI
)−1
~yT·i + zTr
(
∆2i
(
ΞT(i)Ξ(i) − zI
)−1)
ε˜
(3)
i,n = zTr
(
∆2i
(
ΞTΞ− zI)−1)− zTr(∆2i (ΞT(i)Ξ(i) − zI)−1
)
ε˜
(4)
i,n = ~η·i
(
Ξ(i,i)Ξ
T
(i,i) − zI
)−1
~ηT·i − Tr
(
D2(i,i)
(
Ξ(i,i)Ξ
T
(i,i) − zI
)−1)
ε˜
(5)
i,n = Tr
(
D2(i,i)
(
Ξ(i,i)Ξ
T
(i,i) − zI
)−1)
− Tr
(
D2i
(
ΞΞT − zI)−1)
16 HACHEM ET AL.
Moreover, almost surely
for k = 1, 4, 5 lim
n→∞
1
N
N∑
i=1
∣∣∣ε˜(k)i,n ∣∣∣ = 0,
for k = 2, 3 lim
n→∞
1
n
n∑
i=1
∣∣∣ε˜(k)i,n ∣∣∣ = 0. (4.6)
Proof of Lemma 4.1. Since qii(z) = (ΣΣ
T − zI)−1ii , this element is the inverse of the Schur
complement of
(
Σ(i)Σ
T
(i) − zI
)
in
(
ΣΣT − zI) (see for instance [11], Appendix A). In other
words
qii(z) =
(
‖~ξi·‖2 − z − ~ξi·ΣT(i)(Σ(i)ΣT(i) − zI)−1Σ(i)~ξTi·
)−1
.
Using the identity
I − ΣT(i)(Σ(i)ΣT(i) − zI)−1Σ(i) = −z(ΣT(i)Σ(i) − zI)−1 ,
we have
qii(z) =
1
−z − z~ξi·(ΣT(i)Σ(i) − zI)−1~ξTi·
=
1
−z − z~yi·(ΣT(i)Σ(i) − zI)−1~yTi· − zΛ2ii~ei(ΣT(i)Σ(i) − zI)−1~eTi + Λiiε
(1)
i,n
=
1
−z − zn
∑n
k=1 σ
2
(
i
N ,
k
n
)
q˜kk(z)− zΛ2ii~ei(ΣT(i)Σ(i) − zI)−1~eTi + Λiiε
(1)
i,n + ε
(2)
i,n + ε
(3)
i,n
.
Similarly, we have
~ei(Σ
T
(i)Σ(i) − zI)−1~eTi = (ΣT(i)Σ(i) − zI)−1ii
=
1
−z − z~ηi·(Σ(ii)ΣT(ii) − zI)−1~ηTi·
=
1
−z
(
1 + 1n
∑N
k=1 σ
2
(
k
N ,
i
n
)
qkk(z) + ε
(4)
i,n + ε
(5)
i,n
) (4.7)
And (4.2) is established. It is important to already note that since ~ηi· is the ith row of ΣT(i),
E~ηi· = 0 (while E~yi· = (0, · · · ,Λii, · · · , 0)). If i ≤ N , (4.4) can be established in the same
way. If i ≥ N + 1, then ~ξ·i is centered: There are no more Λii and all the terms involving
Λii disappear in (4.4), which yields (4.5).
We now prove that
1
N
N∑
i=1
∣∣∣ε(1)i,n∣∣∣ a.s.−−−−→n→∞ 0. (4.8)
One will prove similarly that 1N
∑N
i=1 |ε˜(1)i,n| → 0 a.s. Denote by Rn = (ΣT(i)Σ(i) − zI)−1 =
(ρij). Since Rn is symetric, ε
(1)
i,n = −z2~yi·Rn~eTi and
|~yi·Rn~eTi |4 = |
n∑
k=1
Yikρki|4 =
∑
k1,k2,l1,l2
Yik1Yik2Yil1Yil2ρk1i ρ¯k2i ρl1i ρ¯l2i.
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Denote by ERn the expectation conditionnally to the σ-algebra generated by Rn. Since ~yi·
and Rn are independent and since EYik = 0, we get:
ERn |~yi·Rn~eTi |4 = 2ERn
∑
k,l;k 6=l
Y 2ik|ρki|2Y 2il |ρli|2
+ERn
∑
k,l;k 6=l
Y 2ikρ
2
kiY
2
il ρ¯
2
li + ERn
∑
k
Y 4ik|ρki|4
≤ 4E(Xnij)4
σ4max
n2
∑
k,l
|ρki|2|ρli|2 = 4E(Xnij)4
σ4max
n2
(∑
k
|ρki|2
)2
but
∑
k |ρki|2 = ‖Rnei‖2 ≤ ‖Rn‖2 ≤ 1Im2(z) . Therefore,
E
∣∣∣ε(1)i,n∣∣∣4 ≤ |2z|44E(Xnij)4σ4max
n2Im4(z)
∝ 1
n2
. (4.9)
Finally,
P
{
1
N
N∑
i=1
∣∣∣ε(1)i,n∣∣∣ > δ
}
≤ 1
δ4N4
E
(
N∑
i=1
|ε(1)i,n|
)4
(a)
≤ 1
δ4N4
(
N∑
i=1
(
E|ε(1)i,n|4
) 1
4
)4
≤ 1
δ4
sup
1≤i≤N
E|ε(1)i,n|4
(b)∝ 1
n2
where (a) follows from Minkowski’s inequality and (b) from (4.9) and Borel-Cantelli’s lemma
yields Eq. (4.8).
Let us now prove that
1
N
N∑
i=1
∣∣∣ε(2)i,n∣∣∣ a.s.−−−−→n→∞ 0. (4.10)
One will prove similarly that 1n
∑ |ε˜(2)i,n|, 1N ∑ |ε(4)i,n| and 1N ∑ |ε˜(4)i,n| go to zero a.s. Denote by
~xi· = (Xi1, · · · , Xin) and write ~yi· = ~xi·Di. In particular,
~yi·(ΣT(i)Σ(i) − zI)−1~yTi· = ~xi·Di(ΣT(i)Σ(i) − zI)−1DTi ~xTi·
where ~xi· and Di(ΣT(i)Σ(i) − zI)−1DTi are independent. Lemma 2.7 in [3] states that
E|~xi·C~xTi· − TrC|p
≤ Kp
((
E(Xi1)
4TrCCT
)p/2
+ E(Xi1)
2pTr(CCT )p/2
)
(4.11)
for all p ≥ 2. Take p = 2+ ǫ/2 where ǫ is given by (A-1) and let C = Di(ΣT(i)Σ(i)−zI)−1DTi .
Then
∀q ≥ 1, Tr(CCT )q ≤ σ
4q
max
n2q−1
× 1
Im2q(z)
. (4.12)
Therefore, (4.11) and (4.12) yield
E|~xi·C~xTi· − TrC|2+ǫ/2 ≤
K1
n1+ǫ/4
+
K2
n1+ǫ
≤ K
n1+ǫ/4
where the constants K, K1 and K2 depend on the moments of Xi1, on σmax and on Im(z).
Thus
E
∣∣∣ε(2)i,n∣∣∣p ≤ K|z|pn1+ǫ/4 . (4.13)
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Finally,
P
{
1
N
N∑
i=1
∣∣∣ε(2)i,n∣∣∣ > δ
}
≤ 1
δpNp
E
(
N∑
i=1
|ε(2)i,n|
)p
(a)
≤ 1
δpNp
(
N∑
i=1
(
E|ε(2)i,n|p
) 1
p
)p
≤ 1
δp
sup
1≤i≤N
E|ε(2)i,n|p
(b)∝ 1
n1+ǫ/4
where (a) follows from Minkowski’s inequality and (b) from (4.13), and Borel-Cantelli’s
lemma yields (4.10).
We now prove that
1
N
N∑
i=1
∣∣∣ε(3)i,n∣∣∣ a.s.−−−−→n→∞ 0. (4.14)
One will prove similarly that 1n
∑ |ε˜(3)i,n| goes to zero. Since ΣTΣ = ΣT(i)Σ(i) + ~ξTi· ~ξi·, Lemma
2.6 in [16] yields:
∣∣∣Tr((ΣTΣ− zI)−1 − (ΣT(i)Σ(i) − zI)−1)D2i ∣∣∣ ≤ σ2maxnIm(z) ,
In particular, ∣∣∣ε(3)i,n∣∣∣ ≤ |z|σ2maxnIm(z) (4.15)
which immediatly yields (4.14).
We finally prove that
1
N
N∑
i=1
∣∣∣ε(5)i,n∣∣∣ a.s.−−−−→n→∞ 0. (4.16)
One will prove similarly that 1N
∑ |ε˜(5)i,n| goes to zero. Write
ε
(5)
i,n = Tr∆
2
(i,i)
(
Σ(i,i)Σ
T
(i,i) − zI
)−1
− Tr∆2(i,i)
(
Σ(i)Σ
T
(i) − zI
)−1
+Tr∆2(i,i)
(
Σ(i)Σ
T
(i) − zI
)−1
− Tr∆2i
(
ΣΣT − zI)−1
As for ε
(3)
i,n, one can prove that∣∣∣∣Tr∆2(i,i) (Σ(i,i)ΣT(i,i) − zI)−1 − Tr∆2(i,i) (Σ(i)ΣT(i) − zI)−1
∣∣∣∣ ≤ σ2maxnIm(z)
by applying Lemma 2.6 in [16]. Let
κi,n = Tr∆
2
(i,i)
(
Σ(i)Σ
T
(i) − zI
)−1
− Tr∆2i
(
ΣΣT − zI)−1 .
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By applying to ΣΣT − zI the identities relative to the inverse of a partitioned matrix (see
[11], Appendix A), we obtain: Tr∆2i
(
ΣΣT − zI)−1 = Ψ1 +Ψ2 +Ψ3 where
Ψ1 = Tr∆
2
(i,i)
(
Σ(i)Σ
T
(i) − zI
)−1
Ψ2 =
Tr∆2(i,i)
(
Σ(i)Σ
T
(i) − zI
)−1
Σ(i)~ξ
T
i· ~ξi·Σ
T
(i)
(
Σ(i)Σ
T
(i) − zI
)−1
−z − z~ξi·(ΣT(i)Σ(i) − zI)−1~ξTi·
Ψ3 =
1
n
σ2
(
i
N ,
i
n
)
−z − z~ξi·(ΣT(i)Σ(i) − zI)−1~ξTi·
.
In particular, κi,n = −Ψ2 −Ψ3. We have
|Ψ2| =
∣∣∣∣∣∣∣
~ξi·ΣT(i)
(
Σ(i)Σ
T
(i) − zI
)−1
∆2(i,i)
(
Σ(i)Σ
T
(i) − zI
)−1
Σ(i)~ξ
T
i·
−z − z~ξi·(ΣT(i)Σ(i) − zI)−1~ξTi·
∣∣∣∣∣∣∣
≤ ∥∥∆(i,i)∥∥2
∥∥∥∥(Σ(i)ΣT(i) − zI)−1Σ(i)~ξTi·
∥∥∥∥2∣∣∣z + z~ξi·(ΣT(i)Σ(i) − zI)−1~ξTi· ∣∣∣
Let Σ(i) =
∑N−1
l=1 νlulv
T
l be a singular value decomposition of Σ(i) where νl, ul, and vl are
respectively the singular values, left singular vectors, and right singular vectors of Σ(i). Then
∥∥∥∥(Σ(i)ΣT(i) − zI)−1Σ(i)~ξTi·
∥∥∥∥2 = N−1∑
l=1
ν2l
∣∣∣vTl ~ξTi· ∣∣∣2
|ν2l − z|
2
and
Im
(
z + z~ξi·(ΣT(i)Σ(i) − zI)−1~ξTi·
)
= Im(z)

1 + N−1∑
l=1
ν2l
∣∣∣vTl ~ξTi· ∣∣∣2
|ν2l − z|2

 .
As a consequence, |Ψ2| ≤ σ
2
max
n
1
Im(z) . Furthermore, since Im
(
z~ξi·(ΣT(i)Σ(i) − zI)−1~ξTi·
)
≥ 0
by Proposition 2.2-(3), we have |Ψ3| ≤ σ
2
max
n
1
Im(z) . Thus,
∣∣∣ε(5)i,n∣∣∣ ≤ σ2maxn 3Im(z) , which immedi-
atly yields (4.16). Lemma 4.1 is proved. 
Recall notation D introduced at the beginning of Section 3:
D(π˜z, πz)(u, λ) = −z
(
1 +
∫
σ2(u, t)π˜(z, dt, dζ)
)
+
λ
1 + c
∫
σ2(t, cu)π(z, dt, dζ)
.
Corollary 4.2. Let z ∈ C+ be fixed. Then almost surely
∀g ∈ C(K), lim
n→∞
∣∣∣∣∣ 1N
N∑
i=1
qniig(Λ
2
ii, i/N)−
1
N
N∑
i=1
g(Λ2ii, i/N)
D(µ˜z, µz)
(
i
N
)
∣∣∣∣∣ = 0. (4.17)
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Proof of Corollary 4.2. Following the notations D and d introduced at the beginning of
Section 3, we introduce their empirical counterparts:
dn(u) = 1 +
1
n
N∑
k=1
σ2
(
k
N
,
N
n
u
)
qii(z) + ε
(4)
i,n + ε
(5)
i,n
Dn(u) = −z − z
n
n∑
k=1
σ2
(
u,
k
n
)
q˜kk(z) +
Λ2ii
dn(u)
+Λii ε
(1)
i,n + ε
(2)
i,n + ε
(3)
i,n
Since qii = (D
n(i/N))−1 by (4.2) and (ΣT(i)Σ(i) − zI)−1ii = (−zdn(i/N))−1 by (4.7), Propo-
sition 2.2-(1) yields:
1
|Dn(i/N)| ≤
1
Im(z)
and
1
|dn(i/N)| ≤
|z|
Im(z)
. (4.18)
On the other hand, since µz and µ˜z are Stieltjes kernels, we have:
1
|D(µ˜z , µz)(i/N,Λ2ii)|
≤ 1
Im(z)
and
1
|d(µz)(i/N)| ≤
|z|
Im(z)
. (4.19)
Therefore,
qnii −
1
D(µ˜z , µz)
(
i
N ,Λ
2
ii
) = −z
(∫
σ2(i/N, ·) dL˜nz −
∫
σ2(i/N, ·) dµ˜z
)
Dn
(
i
N
)×D(µ˜z, µz) ( iN ,Λ2ii)
+
Λii ε
(1)
i,n + ε
(2)
i,n + ε
(3)
i,n
Dn
(
i
N
)×D(µ˜z, µz) ( iN ,Λ2ii)
+
Λ2ii
(
N
n
∫
σ2(·, i/n) dLnz − c
∫
σ2(·, i/n) dµz
)
d(µz)
(
i
N
)× dn ( iN )×Dn ( iN )×D(µ˜z, µz) ( iN ,Λ2ii)
+
Λ2ii
(
ε
(4)
i,n + ε
(5)
i,n
)
d(µz)
(
i
N
)× dn ( iN )×Dn ( iN )×D(µ˜z, µz) ( iN ,Λ2ii)
Recall that the Λii’s are assumed to be bounded (say |Λii| ≤ K). Due to (4.18) and
(4.19), we get:∣∣∣∣∣qnii − 1D(µ˜z , µz) ( iN ,Λ2ii)
∣∣∣∣∣ ≤ |z|Im2(z)
∣∣∣∣
∫
σ2(i/N, ·) dL˜nz −
∫
σ2(i/N, ·) dµ˜z
∣∣∣∣︸ ︷︷ ︸
I(i,n)
+
K
∣∣∣ε(1)i,n∣∣∣+ ∣∣∣ε(2)i,n∣∣∣+ ∣∣∣ε(3)i,n∣∣∣
Im2(z)
+
|z|2K2
Im4(z)


∣∣∣∣Nn
∫
σ2(·, i/n) dLnz − c
∫
σ2(·, i/n) dµz
∣∣∣∣︸ ︷︷ ︸
J(i,n)
+
∣∣∣ε(4)i,n∣∣∣+ ∣∣∣ε(5)i,n∣∣∣


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In order to prove supi≤N I(i, n) → 0, recall that C([0, 1]2) = C([0, 1]) ⊗ C([0, 1]). In
particular, ∀ǫ > 0, there exists k ∈ N, gl ∈ C([0, 1]) and hl ∈ C([0, 1]) for l ≤ k such that
supx,t
∣∣∣σ2(x, t)−∑kl=1 gl(x)hl(t)∣∣∣ ≤ ǫ. Therefore,∣∣∣∣
∫
σ2(i/N, ·) dL˜nz −
∫
σ2(i/N, ·) dµ˜z
∣∣∣∣ ≤ sup
x
∣∣∣∣
∫
σ2(x, ·) dL˜nz −
∫
σ2(x, ·) dµ˜z
∣∣∣∣ −−−−→n→∞ 0
which implies that supi≤N |I(i, n)| goes to zero. One can prove similarly that supi≤N J(i, n)
goes to zero. Therefore,∣∣∣∣∣ 1N
N∑
i=1
qniig(Λ
2
ii, i/N)−
1
N
N∑
i=1
g(Λ2ii, i/N)
D(µ˜z , µz)
(
i
N ,Λii
)
∣∣∣∣∣
≤ |z|‖g‖∞
Im2(z)
sup
i≤N
I(i, n) +
‖g‖∞
Im2(z)
(
K
1
N
N∑
i=1
|ε(1)i,n|+
1
N
N∑
i=1
|ε(2)i,n|+
1
N
N∑
i=1
|ε(3)i,n|
)
+
|z|2K2‖g‖∞
Im4(z)
(
sup
i≤N
J(i, n) +
1
N
N∑
i=1
|ε(4)i,n|+
1
N
N∑
i=1
|ε(5)i,n|
)
.
and (4.17) is proved with the help of Lemma 4.1. 
We now come back to the proof of the third step of Theorem 2.4. For simplicity, we will
denote by n∗ =Msub(n) where Msub is defined previously, by N∗ = N(n∗).
A direct application of the Dominated convergence theorem yields that (λ, u) 7→ g(λ,u)D(µ˜z ,µz)(u,λ)
is bounded and continuous therefore (A-3) yields
1
N∗
N∗∑
i=1
g(Λ2ii, i/N
∗)
D(µ˜z , µz)(i/N∗,Λ2ii)
−−−−→
n→∞
∫
g(λ, u)
D(µ˜z, µz)(u, λ)
H(dλ, du). (4.20)
Moreover,
1
N∗
N∗∑
i=1
g(Λ2ii, i/N
∗)qii −−−−→
n→∞
∫
g dµz . (4.21)
Consider now a countable set C with a limit point. Since C is countable, (4.17) holds almost
surely for every z ∈ C and for every g ∈ C(K). Thus (4.20) and (4.21) yield that µz and µ˜z
satisfy (2.6) (and similarly (2.7)) almost surely for all z ∈ C.
Since µz and µ˜z are Stieltjes kernels, one can easily prove that z 7→
∫ g
D(µ˜z,µz)
dH is
analytic over C+. Therefore, by (2.6), the two analytic functions z 7→ ∫ g dµz and z 7→∫
g
D(µ˜z ,µz)
dH coincide almost surely over C which contains a limit point. They must be
equal almost surely over C+. Therefore µz and µ˜z satisfy (2.6) (and similarly (2.7)) almost
surely for all z ∈ C+.
Since µ and µ˜ are Stieltjes kernels satisfying almost surely (2.6) and (2.7), they must be
almost surely equal to the unique pair of solutions (π, π˜) by Theorem 2.3. In particular, µ
and µ˜ are almost surely non-random. Thus for every subsequence M =M(n),
a.s., ∀z ∈ C+, LMz w−−−−→
n→∞
πz and L˜
M
z
w−−−−→
n→∞
π˜z .
Therefore, the convergence remains true for the whole sequences Lnz and L˜
n
z . Theorem 2.4
is proved.
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5. Further Results and Remarks
In this section, we present two corollaries of Theorems 2.3 and 2.4. We will discuss the
case where Λn = 0 and the case where the variance profile σ(x, y) is constant. These results
are already well-know ([4, 5, 8, 9]).
5.1. The Centered case.
Corollary 5.1. Assume that (A-1) and (A-2) hold. Then the empirical distribution of the
eigenvalues of the matrix Yn Y
T
n converges a.s. to a non-random probability measure P whose
Stieltjes transform f is given by
f(z) =
∫
[0,1]
πz(dx),
where πz is the unique Stieltjes kernel with support included in [0, 1] and satisfying
∀g ∈ C([0, 1]),
∫
g dπz =
∫ 1
0
g(u)
−z + ∫ 10 σ2(u,t)1+c ∫ 1
0
σ2(x,t)πz(dx)
dt
du. (5.1)
Remark 5.1. In this case, one can prove that πz is absolutely continuous with respect to du,
i.e. πz(du) = k(z, u)du where z 7→ k(z, u) is analytic and u 7→ k(z, u) is continuous. Eq.
(5.1) becomes
∀u ∈ [0, 1], ∀z ∈ C+, k(u, z) = 1
−z + ∫ 10 σ2(u,t)1+c ∫ 1
0
σ2(x,t) k(x,z)dx
dt
. (5.2)
Eq. (5.2) appears (up to notational differences) in [8] and in [4] in the setting of Gram
matrices based on Gaussian fields.
Proof. Assumption (A-3) is satisfied with Λnii = 0 and H(du, dλ) = du ⊗ δ0(λ) where du
denotes Lebesgue measure on [0, 1]. Therefore Theorems 2.3 and 2.4 yield the existence of
kernels πz and π˜z satisfying (2.6) and (2.7). It is straightforward to check that in this case
πz and π˜z do not depend on variable λ. Therefore (2.6) and (2.7) become:∫
g dπz =
∫
g(u)
−z(1 + ∫ σ2(u, t)π˜(z, dt))du (5.3)
and ∫
g dπ˜z = c
∫
[0,1]
g(cu)
−z(1 + c ∫ σ2(t, cu)π(z, dt))du
+(1− c)
∫
[c,1]
g(u)
−z(1 + c ∫ σ2(t, u)π(z, dt)) du
=
∫
[0,1]
g(u)
−z(1 + c ∫ σ2(t, u)π(z, dt))du, (5.4)
where g ∈ C([0, 1]). Replacing ∫ σ2(u, t)π˜(z, dt) in (5.3) by the expression given by (5.4),
one gets the following equation satisfied by πz(du):∫
g dπz =
∫
g(u)
−z + ∫ σ2(u,t)
1+c
∫
σ2(s,t)π(z,ds)
dt
du

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5.2. The non-centered case with i.i.d. entries.
Corollary 5.2. Assume that (A-1) and (A-2) hold where σ(x, y) = σ is a constant function.
Assume moreover that 1N
∑N
i=1 δΛ2ii → HΛ(dλ) weakly, where HΛ has a compact support.
Then the empirical distribution of the eigenvalues of the matrix ΣnΣ
T
n converges a.s. to a
non-random probability measure P whose Stieltjes transform is given by
f(z) =
∫
HΛ( dλ)
−z(1 + cσ2f(z)) + (1− c)σ2 + λ1+cσ2f(z)
. (5.5)
Remark 5.2. Eq. (5.5) appears in [5] in the case where Σn = σZn+Rn where Zn and Rn are
assumed to be independent, Znij =
Xij√
n
, the Xij being i.i.d. and the empirical distribution
of the eigenvalues of RnR
T
n converging to a given probability distribution. Since Rn is not
assumed to be diagonal in [5], the results in [5] do not follow from Corollary 5.2.
Proof. One can build a sequence (i/n,Λ2ii) such that
1
n
∑n
i=1 δ(i/n,Λ2ii)
D−→ du ⊗ HΛ(dλ).
Therefore (A-3) is satisfied with H(du, dλ) = du ⊗HΛ(dλ) and Theorems 2.3 and 2.4 yield
the existence of kernels πz and π˜z satisfying (2.6) and (2.7). It is straightforward to check
that in this case πz and π˜z do not depend on variable u. Equation (2.6) becomes∫
g dπz =
∫
g(u, λ)
−z(1 + σ2 ∫ π˜(z, dt, dζ)) + λ
1+cσ2
∫
π(z,dt,dζ)
H(du, dλ)
Let g(u, λ) = 1, then (2.6) becomes
f(z) =
∫
1
−z(1 + σ2f˜(z)) + λ1+cσ2f(z)
HΛ(dλ) (5.6)
Denote by fn(z) =
1
N
∑N
1 qii(z) and by f˜n(z) =
1
n
∑N
1 q˜ii(z) =
1
nTr(Σ
T
nΣn − zI)−1. Since
fn(z) =
1
NTr(ΣnΣ
T
n − zI)−1 and f˜n(z) = 1nTr(ΣTnΣn − zI)−1 (recall that N ≤ n), we have
f˜n(z) =
N
n fn(z) +
(
1− Nn
) (− 1z ) . This yields f˜(z) = cf(z) − 1−cz . Replacing f˜(z) in (5.6)
by this expression, we get (5.5). 
5.3. Statement of the results in the complex case. In the complex setting, Assump-
tions (A-1)-(A-3) must be modified in the following way:
Assumption A-1. The random variables (Xnij ; 1 ≤ i ≤ N, 1 ≤ j ≤ n , n ≥ 1) are complex,
independent and identically distributed. They are centered with E|Xnij |2 = 1 and satisfy:
∃ ǫ > 0, E|Xnij |4+ǫ <∞.
Assumption A-2. The complex function σ : [0, 1]×[0, 1]→ C is such that |σ|2 is continuous
and therefore there exist a non-negative constant σmax such that
∀(x, y) ∈ [0, 1]2, 0 ≤ |σ(x, y)|2 ≤ σ2max <∞. (5.7)
If Λn is a complex deterministic N×n matrix whose non-diagonal entries are zero, assume
that:
Assumption A-3. There exists a probability measure H( du, dλ) over the set [0, 1]×R with
compact support H such that
1
N
N∑
i=1
δ( i
N
, |Λnii|2
) (du, dλ) D−−−−→
n→∞
H( du, dλ). (5.8)
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In Theorem 2.3 (Eq. (2.6) and (2.7)), one must replace σ by its module |σ|. The statements
of Theorem 2.4 and Corollary 2.5 are not modified.
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