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a b s t r a c t
The present work deals with employing a new form of the homotopy perturbation method
(NHPM) for solving stiff systems of linear and nonlinear ordinary differential equations
(ODEs). In this scheme, the solution is considered as an infinite series that converges
rapidly to the exact solution. Two problems are chosen as illustrative examples to show
the effectiveness of the present method. In obtaining the exact solution for each case, the
capability and the simplicity of the proposed technique is clarified.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Stiff system of ordinary differential equations (ODEs) arise inmodeling various real-world physical problems [1]. Solving
such a systemof ODEs is of great interest, and several numerical and analyticalmethods have been developed [2–7]. Classical
numerical methods, such as finite difference and finite element methods, are computationally expensive and are usually
affected by round-off errors, which may produce inaccurate results. Analytical methods that are widely used for solving
functional equations are very restrictive and they can be used only in very special cases [1]. Based on homotopy, which is a
basic concept in topology, a general analytic method has been established by He to obtain solutions of nonlinear differential
equations [8]. It continuously deforms a difficult problem into another one, which is easy to solve. In this method, the
solution is considered as the sum of an infinite series, which converges rapidly to the exact solution. This technique is used
for solving nonlinear oscillatorswith discontinuities [9], nonlinearwave equations [10], boundary value problems [11], limit
cycle and bifurcation of nonlinear problems [12], and many others [13–15]. It can be said that He’s homotopy perturbation
method (HPM) is a universal one, which is able to solve various kinds of nonlinear functional equations. For example, it
has been applied to nonlinear Schrödinger equations [16], nonlinear equations arising in heat transfer [17], the quadratic
Ricatti differential equation [18], strongly nonlinear differential equations [19], nonlinear higher-order boundary value
problems [20], and to other equations [21–26]. Although theHPM is an efficientmethod to solvemany differential equations,
it might perform poorly on stiff problems. Since many real-world modeling problems might lead to stiff equations, it is
essential to have alternative approaches which can deal with such problems. In this paper, we propose a new homotopy
perturbation method (NHPM) to obtain exact solutions of a stiff system of ODEs. This numerical scheme is based upon
Taylor series expansion and is capable of finding the exact solution of many nonlinear differential equations. For further
details of stiff problems, the reader is referred to some previous works in this field [2–7]. Several examples are presented to
illustrate the efficiency of the proposed approach.
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2. Analysis of the method
Let us consider the following initial value problem:
x′(t) = Ax(t)+ εf (x, t), x(0) = x0, (1)
where A is a regular n-order matrix, ε is a small perturbation parameter, and the components of vector x are functions xi(t),
with i = 1, 2, . . . , n.
For solving system (1) by the NHPM we construct the following homotopy:
(1− p) X ′(t)− x0(t)+ p X ′(t)− AX(t)− εf (X, t) = 0, (2)
or, equivalently,
X ′(t) = x0(t)− p (x0(t)− AX(t)− εf (X, t)) . (3)
Applying the inverse operator L−1 =  t0 ( · ) dt to both sides of Eq. (3), we obtain
X(t) = X(0)+
∫ t
0
x0(η) dη − p
∫ t
0
(x0(η)− AX(η)− εf (X, η)) dη

, (4)
where X(0) = x0.
Suppose that the solutions of system (4) have the following form:
X(t) =
∞−
n=0
pnXn(t), (5)
where Xn(t), n = 0, 1, 2, . . . are functions which should be determined.
Now, suppose that the initial approximations to the solutions x0(t) have the form
x0(t) =
∞−
n=0
αnPn(t), (6)
where αn are unknown coefficients, and P0(t), P1(t), P2(t), . . . are specific functions.
Substituting (5) and (6) into (4) and equating the coefficients of pwith the same power leads to
p0 : X0(t) = x0 +
∞−
n=0
αn
∫ t
0
Pn(η) dη,
p1 : X1(t) = −
∞−
n=0
αn
∫ t
0
Pn(η) dη +
∫ t
0
(AX0(η)+ εf (X0, η)) dη,
p2 : X2(t) =
∫ t
0
(AX1(η)+ εf (X0,X1, η)) dη,
p3 : X3(t) =
∫ t
0
(AX2(η)+ εf (X0,X1,X2, η)) dη,
...
pn : Xn(t) =
∫ t
0
(AXn−1(η)+ εf (X0,X1,X2, . . . ,Xn−1, η)) dη,
....
(7)
Now, if these equations are solved in such a way that X1(t) = 0, then Eq. (7) results in X2(t) = X3(t) = X4(t) = · · · = 0,
and therefore the exact solution can be obtained by using
X(t) = X0(t) = x0 +
∞−
n=0
αn
∫ t
0
Pn(η) dη. (8)
It is worth noting that, if X(t) is analytic at t = t0, then their Taylor series
X(t) =
∞−
n=0
an(t − t0)n (9)
can be used in Eq. (7), where a0, a1, a2, . . . are known coefficients and αn are unknown ones, which must be computed.
We explain this method by considering several examples.
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3. Examples
In this section, to illustrate the method and to show the ability of the method, three examples are presented.
Example 1. Let us consider the following stiff problem, taken from [2–4]:
x′1(t) = −2x1(t)+ x2(t)+ 2 sin t,
x′2(t) = −(ε−1 + 2)x1(t)+ (ε−1 + 1)(x2(t)− cos t + sin t),
(10)
with A =
[ −2 1
−

ε−1 + 2

ε−1 + 1
]
, initial conditions x1(0) = 2, x2(0) = 3, and solution, independent of ε,
x1(t) = 2e−t + sin t, x2(t) = 2e−t + cos t.
The eigenvalues of the system are λ1 = −1 and λ2 = ε−1, which enables its degree of stiffness to be regulated.
For solving system (10) by the NHPM, we construct the following homotopy:
X ′1(t) = x1,0(t)− p

x1,0(t)+ 2X1(t)− X2(t)− 2 sin t

,
X ′2(t) = x2,0(t)− p

x2,0(t)+ (ε−1 + 2)X1(t)− (ε−1 + 1)(X2(t)− cos t + sin t)

.
(11)
Assume that, x1,0(t) =∑∞n=0 αnPn(t), x2,0(t) =∑∞n=0 βnPn(t), Pi(t) = t i, X1(0) = 2 and X2(0) = 3.
By integration of system (11), we have
X1(t) = 2+
∞−
n=0
αn
n+ 1 t
n+1 − p
 ∞−
n=0
αn
n+ 1 t
n+1

+
∫ t
0
(2X1(t)− X2(t)− 2 sin t) dη,
X2(t) = 3+
∞−
n=0
βn
n+ 1 t
n+1 − p
 ∞−
n=0
βn
n+ 1 t
n+1

+
∫ t
0
((ε−1 + 2)X1(t)− (ε−1 + 1)(X2(t)− cos t + sin t)) dη.
(12)
Suppose the solutions of system (12) to be in the following form:
Xi(t) = Xi,0(t)+ pXi,1(t)+ p2Xi,2(t)+ · · · , i = 1, 2, (13)
wherein Xi,j(t), i = 1, 2 and j = 0, 1, 2, . . . are functions which should be determined.
Substituting (13) into (12) and equating the coefficients of pwith the same powers leads to
p0 :

X1,0(t) = 1+
∞−
n=0
αn
n+ 1 t
n+1,
X2,0(t) =
∞−
n=0
βn
n+ 1 t
n+1,
p1 :

X1,1(t) = −
∞−
n=0
αn
n+ 1 t
n+1 −
∫ t
0

2X1,0(η)− X2,0(η)− 2 sin η

dη,
X2,1(t) = −
∞−
n=0
βn
n+ 1 t
n+1 −
∫ t
0
((ε−1 + 2)X1,0(η)− (ε−1 + 1)(X2,0(η)− cos η + sin η)) dη,
pj :

X1,j(t) = −
∫ t
0

2X1,j−1(η)− X2,j−1(η)

dη,
X2,j(t) = −
∫ t
0
((ε−1 + 2)X1,j−1(η)− (ε−1 + 1)X2,j−1(η)) dη,
j = 2, 3, . . . .
Now, if we set the Taylor series of X1,1(t) at t = 0 equal to zero, we have
−(α0 + 1)t +

−α0 + 1− α12 +
β0
2

t2 +

−α1
3
− α2
2
+ β1
6

t3 +

−α3
4
+ β2
12
− α2
6
− 1
12

t4
+

−α3
10
− α4
5
+ β3
20

t5 +

1
360
+ β4
30
− α5
6
− α4
15

t6 + · · · = 0.
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In a similar manner, setting the Taylor series of X2,1(t) at t = 0 equal to zero, leads to
−(β0 + 2)t +

1
2
− α0 − β12 +
β0
2
+ ε−1

β0
2
− α0
2
+ 1
2

t2
+

1
6
+ β1
6
− β2
3
− α1
3
+ ε−1

β1
6
− α1
6
+ 1
6

t3
+

− 1
24
+ β2
12
− β3
4
− α2
6
+ ε−1

β2
12
− α2
12
− 1
24

t4
+

− 1
120
− α3
10
+ β3
20
− β4
5
+ ε−1

β3
20
− α3
20
− 1
120

t5
+

1
720
+ β4
30
− β5
6
− α4
15
+ ε−1

β4
30
− α4
30
+ 1
720

t6 + · · · = 0.
It can easily be shown that
α0 = −1, α1 = 2, α2 = −32 , α3 =
1
3
, α4 = − 124 , α5 =
1
60
, . . . ,
β0 = −2, β1 = 1, β2 = −1, β3 = 12 , β4 = −
1
12
, β5 = 1120 , . . . .
Therefore, the exact solutions of the system of differential equation (10) can be expressed as
x1(t) = X1,0(t) = 2+
∞−
n=0
αn
n+ 1 t
n+1
= 2
∞−
n=0
(−1)ntn
n! +
∞−
n=0
(−1)nt2n+1
(2n+ 1)! = 2e
−t + sin t,
x2(t) = X2,0(t) = 3+
∞−
n=0
βn
n+ 1 t
n+1
= 2
∞−
n=0
(−1)ntn
n! +
∞−
n=0
(−1)nt2n+1
(2n+ 1)! = 2e
−t + cos t.
Example 2. Let us consider the following stiff system of nonlinear ODEs taken from [5]:
x′1(t) = −(ε−1 + 2) x1(t)+ ε−1 (x2(t))2 ,
x′2(t) = x1(t)− x2(t)(1+ x2(t)),
(14)
with A =
−(ε−1 + 2) 0
1 −1

, initial conditions x1(0) = 1, x2(0) = 1 and solution, independent of ε,
x1(t) = e−2t , x2(t) = e−t .
The eigenvalues of the system are λ1 = −1 and λ2 = −

ε−1 + 2, which enables its degree of stiffness to be regulated.
For solving system (14) by the NHPM, we construct the following homotopy:
X ′1(t) = x1,0(t)− p

x1,0(t)+ (ε−1 + 2) X1(t)− ε−1 (X2(t))2

,
X ′2(t) = x2,0(t)− p

x2,0(t)− X1(t)+ X2(t)(1+ X2)(t)

,
(15)
where
x1,0(t) =
∞−
n=0
αntn, x2,0(t) =
∞−
n=0
βntn, X1(0) = 1, X2(0) = 1.
By integration of Eq. (15), we have
X1(t) = 1+
∞−
n=0
αn
n+ 1 t
n+1 − p
 ∞−
n=0
αn
n+ 1 t
n+1

+
∫ t
0

(ε−1 + 2) X1(t)− ε−1 (X2(t))2

dη,
X2(t) = 1+
∞−
n=0
βn
n+ 1 t
n+1 − p
 ∞−
n=0
βn
n+ 1 t
n+1

+
∫ t
0
(−X1(t)+ X2(t)(1+ X2(t))) dη.
(16)
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Supposing the solutions of system (16) to have the form (13), substituting (13) into (16) and equating the coefficients of p
with the same power leads to
p0 :

X1,0(t) = 1+
∞−
n=0
αn
n+ 1 t
n+1,
X2,0(t) = 1+
∞−
n=0
βn
n+ 1 t
n+1,
p1 :

X1,1(t) = −
∞−
n=0
αn
n+ 1 t
n+1 −
∫ t
0

(ε−1 + 2) X1,0(η)− ε−1

X2,0(η)
2 dη,
X2,1(t) = −
∞−
n=0
βn
n+ 1 t
n+1 −
∫ t
0
(−X1,0(η)+ X2,0(η)(1+ X2,0(η))) dη,
pj :

X1,j(t) = −
∫ t
0

(ε−1 + 2) X1,j−1(η)− ε−1
j−1
k=0
X2,k(η)X2,j−k−1(η)

dη,
X2,j(t) = −
∫ t
0

−X1,j−1(η)+ X2,j−1(η)+
j−1
k=0
X2,k(η)X2,j−k−1(η)

dη,
j = 2, 3, . . . .
Now, if we set the Taylor series of X1,1(t) at t = 0 equal to zero, we have
− (α0 + 2) t +

ε−1β0 − α12 −

1+ ε
−1
2

α0

t2
+

ε−1
3

β1 + β20
 β1
3
−

1
3
+ ε
−1
6

α1 − α23

t3 +

ε−1
4

2β2
3
+ β0β1

− α3
4
−

1
6
+ ε
−1
12

α2

t4
+

ε−1
5

2β0β2
3
+ β
2
1
4
+ β3
2

− α4
5
−

1
10
+ ε
−1
20

α3

t5 +

ε−1
6

β1β2
3
+ β0β3
2
+ 2β4
5

− α4
6
−

1
15
+ ε
−1
30

α4

t6 + · · · = 0.
In a similar manner, setting the Taylor series of X2,1(t) at t = 0 equal to zero,
− (β0 + 1) t +

α0
2
− β1
2
− 3β0
2

t2 +

α1
6
− β2
3
− β1
2
− β
2
0
3

t3 +

α2
12
− β2
4
− β1β0
4
− β3
4

t4
+

α3
20
− 2β2β0
15
− β
2
1
20
− 3β3
20
− β4
5

t5 +

α4
30
− β3β0
12
− β5
6
− β2β1
18
− β4
10

t6 + · · · = 0.
It can easily be shown that
α0 = −2, α1 = 4, α2 = −4, α3 = 83 , α4 = −
4
3
, α5 = 2445 , . . . ,
β0 = −1, β1 = 1, β2 = −12 , β3 =
1
6
, β4 = − 124 , β5 =
1
120
, . . . .
Therefore, the exact solutions of the system of differential equations (14) can be expressed as
x1(t) = X1,0(t) = 1+
∞−
n=0
αn
n+ 1 t
n+1 =
∞−
n=0
(−1)n (2t)n
n! = e
−2t ,
x2(t) = X2,0(t) = 1+
∞−
n=0
βn
n+ 1 t
n+1 =
∞−
n=0
(−1)ntn
n! = e
−t .
Example 3. Consider the following system of linear differential equations with the exact solutions x1(t) = cos t and
x2(t) = sin t taken from [1]:
dx1(t)
dt
= −3x1(t)+ 2x2(t)+ 3 cos t − 3 sin t, x1(0) = 1,
dx2(t)
dt
= 2x1(t)− 3x2(t)− cos t + 3 sin t, y2(0) = 0.
(17)
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For solving system (17) by the NHPM, we construct the following homotopy:
dX1(t)
dt
= x1,0(t)− p

x1,0(t)+ 3X1(t)− 2X2(t)− 3 cos t + 3 sin t

,
dX2(t)
dt
= x2,0(t)− p

x2,0(t)− 2X1(t)+ 3X2(t)+ cos t − 3 sin t

.
(18)
Assume that, x1,0(t) =∑∞n=0 αnPn(t), x2,0(t) =∑∞n=0 βnPn(t), Pi(t) = t i, X1(0) = 1 and X2(0) = 0.
By integration of Eq. (18), we have
X1(t) = 1+
∞−
n=0
αn
n+ 1 t
n+1 − p
 ∞−
n=0
αn
n+ 1 t
n+1

+
∫ t
0
(3X1(η)− 2X2(η)− 3 cos η + 3 sin η) dη,
X2(t) =
∞−
n=0
βn
n+ 1 t
n+1 − p
 ∞−
n=0
βn
n+ 1 t
n+1

+
∫ t
0
(−2X1(η)+ 3X2(η)+ cos η − 3 sin η)dη.
(19)
Suppose that the solutions of system (19) have the following form:
Xi(t) = Xi,0(t)+ pXi,1(t)+ p2Xi,2(t)+ · · · , i = 1, 2, (20)
where Yi,j(x), i = 1, 2 and j = 0, 1, 2, . . . are functions which should be determined.
Substituting (20) into (19) and equating the coefficients of pwith the same powers leads to
p0 :

X1,0(t) = 1+
∞−
n=0
αn
n+ 1 t
n+1,
X2,0(t) =
∞−
n=0
βn
n+ 1 t
n+1,
p1 :

X1,1(t) = −
∞−
n=0
αn
n+ 1 t
n+1 −
∫ t
0

3X1,0(η)− 2X2,0(η)− 3 cos η + 3 sin η

dη,
X2,1(t) = −
∞−
n=0
βn
n+ 1 t
n+1 −
∫ t
0
(−2X1,0(η)+ 3X2,0(η)+ cos η − 3 sin η) dη,
pj :

X1,j(t) = −
∫ t
0

3X1,j−1(η)− 2X2,j−1(η)

dη,
X2,j(t) = −
∫ t
0
(−2X1,j−1(η)+ 3X2,j−1(η)) dη,
j = 2, 3, . . . .
Now, if we set X1,1(t) = 0, then
−α0 t +

β0 − 32 −
3α0
2
− α1
2

t2 +

−1
2
+ β1
3
− α1
2
− α2
3

t3
+

β2
6
− α2
4
− α3
4
+ 1
8

t4 +

β3
10
− 3α3
20
− α4
5
+ 1
40

t5 + · · · = 0,
and if we set X2,1(x) = 0, then
(1− β0) t +

3
2
+ α0 − β12 −
3β0
2

t2 +

−β2
3
− β1
2
+ α1
3
+ 1
6

t3
+

α2
6
− β2
4
− β3
4
− 1
8

t4 +

α3
10
− 1
120
− 3β3
20
− β4
5

t5 + · · · = 0.
It can easily be shown that
α0 = 0, α1 = −1, α2 = 0, α3 = 13! , α4 = 0, α5 = −
1
5! , . . . ,
β0 = 1, β1 = 0, β2 = − 12! , β3 = 0, β4 =
1
4! , β5 = 0, . . . .
Therefore, the exact solutions of the system of differential equation (17) can be expressed as
x1(t) = X1,0(t) = 1+
∞−
n=0
αn
n+ 1 t
n+1 = cos t,
x2(t) = X2,0(t) =
∞−
n=0
βn
n+ 1 t
n+1 = sin t.
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4. Conclusion
In this work, we have used a new homotopy perturbationmethod for finding an analytical approximation to the solution
of a stiff system of ODEs. By using this method, we obtain a new efficient approximation to solve nonlinear ODEs. In the
HPM, ADM, and VIM [27–29], we reach a set of recurrent differential equations, which must be solved consecutively to
give the approximate solutions of these problems. Sometimes, we have to do many computations to reach higher orders of
approximation with acceptable accuracy. But, as can be seen, in the new method, we have used from the first approximate
solution xi,0(t) = 0, i = 1, 2, . . . to obtain an approximate solution of these problemswith high accuracy. The computations
finally lead to a set of nonlinear equations with one unspecified value in each equation. This set can be readily solved using
Maple, and putting these values into the first approximate solution yields the exact solution. Also, as an advantage of the new
homotopy perturbation method over the decomposition procedure of Adomian, the former method provides the solution
of the problem without calculating the Adomian polynomials. However, applying this method to the said boundary-type
equations yields double and triple series in computations, and as a consequence needs complex and highly time-consuming
manipulations.
In these cases, the classical homotopy perturbation method (HPM) is preferred. It should be mentioned that we have
successfully applied the new method to a wide variety of initial-type differential equations of heat transfer and nonlinear
strongly differential equations, and we have obtained the exact solutions of these systems. Therefore, we believe that
the new method is a promising technique for finding exact solutions for a wide variety of mathematical problems. The
computations associated with the examples in this article were performed using Maple 11.
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