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For a smooth projective variety X of dimension n, on the product of Chow varieties
Ca(X)×C n−a−1(X) parameterizing pairs (A, B) of an a-cycle A and an (n − a − 1)-cycle
B in X , Barry Mazur raised the problem of constructing a Cartier divisor supported on the
locus of pairs with A ∩ B ≠ ∅. We introduce a new approach to this problem, and new
techniques supporting this approach.
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1. Introduction
Let X be a smooth projective variety of dimension n over an algebraically closed field k. The Chow variety Cd,d′(X)
parameterizes algebraic cycles on X . In particular, there is a bijection between Cd,d′(X)(k) and the set of effective algebraic
cycles on X of dimension d and degree d′. (We suppress the degree since it plays no role.) Let a and b be nonnegative integers
such that a+b+1 = n. The productCa(X)×Cb(X)parameterizes pairs (A, B) of an a-dimensional cycleA and a b-dimensional
cycle B. Since a + b is less than n, one expects a generic A and B to be disjoint. But one expects that the incidence locus I
parameterizing incident pairs is a codimension 1 closed subvariety in Ca(X)× Cb(X). When k = C, Mazur [18] constructed
aWeil divisor supported on the incidence locus using intersection theory operations on the universal cycles. He then posed
the problem whether I is the support of a Cartier divisor on Ca(X)× Cb(X) satisfying certain additional natural properties.
In [25] Wang proved that the Weil divisor (n − 1)!I is Cartier by using the Archimedean height pairing on algebraic
cycles. Using relative fundamental classes in Deligne cohomology, Barlet and Kaddar [5] constructed an incidence Cartier
divisor in the analytic setting under the assumption that the incidence is generically finite over the parameter space.
In this paper we initiate a new approach to Mazur’s question:
• define the incidence line bundle L on a product of Hilbert schemes as the determinant of a complex formed from the
universal flat families;
• construct a descent datum (identification of pullbacks satisfying the cocycle condition) on L with respect to the mor-
phism to the corresponding Chow varieties; and
• demonstrate its effectiveness (thatL is induced by a line bundle on the Chow varieties).
The chief difficulty is formulating a usable criterion for effective descent. This results from the study of the morphism of
Picard groups induced by a seminormal proper hypercovering of a seminormal scheme (Section 3).We use these techniques
to settle the a = 0 case of Mazur’s problem (see 4.6 and 4.9). This case had folklore status among some experts, and the
referee pointed out that this case can be handled without all of the techniques developed here (see 4.9 for a discussion).
But this simplest case of Mazur’s problem is also the case which most clearly illustrates the new techniques. The particular
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Hilbert-Chow morphisms considered in this paper admit reasonably explicit descriptions which are lacking in the general
case. Thus the case a = 0 serves first as a testing ground, then asmotivation for studying the determinant formula in general.
The considerably more difficult case a = b = 1, i.e., curves on a threefold, was solved in [21]. In a forthcoming paper
[23] we will use techniques developed in this paper, together with improvements to the methods of [21], to carry out the
program for general a, b, thus giving a positive answer to Mazur’s question.
In Section 2 we review properties of determinant functors, leading up to the definition of the incidence line bundle. In
Section 3 we establish a criterion for a descent datum to be effective, and we discuss conditions under which a morphism
of schemes (in the application, with target a Picard scheme) may be defined by specifying it pointwise. The results of
these sections may be of more general interest. Then in Section 4 we specialize to the case a = 0 and give an algebraic
characterization of the Hilbert-Chow morphism for zero-cycles which allows us to apply the results of the preceding
sections; in Section 5 we analyze Hilbert-Chow for codimension 1 subschemes. In a forthcoming paper we will generalize
the results and constructions of Sections 4 and 5.
Conventions. All schemes considered in this paper are locally Noetherian. We use the definition of the Chow variety
from [17]. In characteristic 0, there is a functor of effective algebraic cycles (of dimension d and degree d′) defined on
the category of seminormal k-schemes; and this functor is represented by a seminormal, projective k-scheme Cd,d′(X)
[17, I.3.21]. In characteristic p > 0, there are several plausible notions of a family of effective algebraic cycles, stemming from
the ambiguity of the field of definition of a cycle [17, I.4.11]. In this case we work with the seminormal, projective k-scheme
Cd,d′(X) constructed in [17, I.4.13]. This coarsely represents at least two reasonable functors of effective algebraic cycles.
Since we rely on the method of ‘‘seminormal descent," our methods do not apply to other definitions of Chow varieties
(e.g., those of Barlet [4], Angéniol [1], and Rydh [24]) when those constructions yield Chow varieties/schemes which are not
seminormal.
2. Definition of the incidence line bundle
A determinant functor assigns an invertible sheaf to each perfect complex. We discuss this notion following [16]. Then
we record some well-known facts about perfect complexes, for which the standard reference is [11, Exp. I,II,III]. With these
foundations in place, we conclude this section with the definition of the incidence line bundle on a product of Hilbert
schemes.
Notation. Let X be a scheme. Let D(X) denote the derived category of the abelian category Mod(X) of OX -modules. Denote
by D+(X), respectively D−(X), the full subcategory of D(X)whose objects are complexes ofOX -modules which are bounded
below, respectively bounded above. Denote by Db(X) the full subcategory whose objects are complexes which are both
bounded below and bounded above.
We denote by D(q)coh(X) the full triangulated subcategory of D(X) consisting of pseudo-(quasi)coherent complexes, and
by D∗(q)coh(X) the corresponding bounded category for ∗ = +,−, b [13, 1.4 p.38, 2.1 p.85]. We denote by Parf(X) ⊂ Db(X)
the full triangulated subcategory consisting of perfect complexes [11, Exp. I Def. 4.7 p.44].
Let Parf-is(X) denote the category whose objects are perfect complexes on X , with morphisms isomorphisms in D(X).
Let Pic(X) denote the category whose objects are invertible sheaves on X , and whose morphisms are isomorphisms. This is
a Picard category in the sense of [2, Exp. XVIII Def. 1.4.2].
The main result of [16, Thm. 2] is that there exists up to canonical isomorphism a unique determinant functor detX :
Parf-is(X)→ Pic(X) extending the usual determinant (top exterior power) of a locally free sheaf. Indeed the idea is to locally
replace a perfect complex by a bounded complex of locally free sheaves, and take the signed tensor product of the usual
determinants of the locally free terms. Then one shows this patches to give a global invertible sheaf. For every true triangle
of complexes 0→ F1 α−→ F2 β−→ F3 → 0 in Parf-is(X), we require an isomorphism iX (α, β) : det(F1)⊗det(F3) ∼−→ det(F2),
and the isomorphisms i (extending the obvious i for short exact sequences of locally free sheaves) are required to be
compatible with isomorphisms of triangles, and more generally triangles of triangles. Associated to morphisms of schemes
we have base change isomorphisms interchanging the determinant with pullback, and these are required to be compatible
with composition of morphisms of schemes.
Associated Cartier divisors. If F ∈ Parf(X) is acyclic at every x ∈ X of depth 0, then [16, Ch. II] constructs a Cartier
divisor Div(F ) on X and a canonical isomorphism OX (Div(F )) ∼= detX (F ) extending the trivialization OX,x ∼= detx F at
x ∈ X of depth 0. The formation of this divisor and isomorphism is compatible with base change f : X ′ → X such that
Lf ∗(F ) is acyclic at every x′ ∈ X ′ of depth 0 [16, Thm.3(v)]. Furthermore, in case X is normal and x ∈ X is a point of depth 1,
the coefficient of {x} in the Weil divisor associated to Div(F ) is the alternating sum of the lengths (at x) of the cohomology
sheaves, i.e.,
∑
i (−1)iℓx(H i(F )). This construction is also studied in [8, Sect. 3] and [19, Ch. 5 Sect. 3].
We move on to some very general facts about the behavior of perfect complexes under various operations.
Proposition 2.1. [11, Exp. III Cor. 4.8.1] Let f : X → Y be a proper morphism of schemes such that f∗(OX ) ∈ Parf(Y ) (e.g., f is
smooth). Suppose Y is Noetherian. Then for F ∈ Parf(X), we have R f∗F ∈ Parf(Y ).
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Lemma 2.2. Let i : Z → X be a closed immersion of schemes such that i∗(OZ ) ∈ Parf(X), let f : X → Y be a morphism of
schemes as in Proposition 2.1, and p = f ◦ i : Z → Y the composition. Then there is a canonical isomorphism of functors
R f∗(i∗(OZ )⊗L−) ∼= R p∗(Li∗−)
from Parf(X) to Parf(Y ).
Proof. For any F ∈ Parf(X), we have i∗(OZ )⊗LF = i∗(Li∗F ). Since i∗ is exact, we have R p∗ ∼= R f∗ ◦ R i∗ = R f∗ ◦ i∗. The
claim follows. 
Lemma 2.3. Let f : X → Y be an affine morphism of schemes. Then there is a canonical isomorphism of functors
R f∗(−) ∼= f∗(−)
from D+qcoh(X) to D
+
qcoh(Y ). (The right-hand side means apply f∗ termwise.)
If f is finite locally free and Y is Noetherian, the isomorphism is also as functors from Parf(X) to Parf(Y ).
Proof. This is a consequence of the cohomological characterization of affine morphisms [10, II. Cor. 5.2.2] and the Leray
acyclicity lemma. That D+qcoh(X) lands in D
+
qcoh(Y ) is a special case of [13, Ch. II Prop. 2.1]. For the final statement, we use
Proposition 2.1. 
Nowwe define an invertible sheaf, the incidence line bundle, on a product of Hilbert schemes. Let B be a base scheme, and
P a smooth projective B-scheme. Let H1,H2 denote the Hilbert schemes corresponding to numerical polynomials q1, q2,
and setH1,2 := H1 ×B H2. Over eachHi we have a universal flat family, a closed subscheme of P ×B Hi. Denote by Ui its
pullback to P ×B H1,2.
Construction 2.4. By [11, Exp. III Prop. 3.6] we have that OUi is perfect on P ×B H1,2. By Proposition 2.1 and the fact that
perfect complexes are closed under derived tensor product, we have that R pr23∗(OU1⊗LOU2) is a perfect complex onH1,2.
The incidence bundleL is defined to be its determinant:
L := detH1,2R pr23∗(OU1⊗LOU2).
Remark 2.5. Let U ⊂ H1,2 denote the open subscheme over which the universal families are disjoint. One expects U is
dense when deg(q1) + deg(q2) < dim(P). If U is dense then the complex OU1⊗LOU2 is generically acyclic, hence so is
R pr23∗(OU1⊗LOU2). In this situation we define the incidence divisor to be the Cartier divisor associated toL. The incidence
divisor is the Cartier divisor determined by the line bundle L and the trivialization L|U ∼= OU induced by the acyclicity of
R pr23∗(OU1⊗LOU2) on U . By construction the incidence divisor is supported on the incidence locus.
Remark 2.6. In this paper we are interested in the case B is the spectrum of a field, deg(q1) = 0, and deg(q2) = dim(P)−1.
As previously mentioned, in a forthcoming paper wewill consider more generally the case deg(q1)+deg(q2)+1 = dim(P).
Remark 2.7. Even if universal cycles on the Chow varieties are available, they are not in general flat over the Chow varieties
(even for zero-cycles), so it is not possible in general to make the determinant construction directly on the Chow varieties.
3. Seminormal varieties and Picard functors
In this section we study the map π∗ : Pic(X) → Pic(X•) induced by a proper hypercovering X• augmented towards a
scheme X , which satisfies OX = π∗(OX•). Our goal is to show π∗ : PicX → PicX• is a proper radicial morphism of schemes
in this situation.
Definition 3.1. Let X• be a simplicial k-scheme. The simplicial Picard group Pic(X•) is the group of simplicial line bundles,
i.e., invertible OX•-modules. By [3, Prop. 4.1] an element of Pic(X•)may be considered as a pair (L, φ), where L ∈ Pic(X0)
and φ : p0∗L ∼−→ p1∗L is an isomorphism on X1 satisfying the cocycle condition on X2. The Picard functor of X•, denoted
PicX• , is the fppf-sheafification of the functor which assigns to a k-scheme T the Picard group Pic(X• × T )modulo pullbacks
of invertible sheaves on T .
Remark 3.2. If K is a field and f : X• → Spec K is a proper simplicial K -scheme (e.g., it is a proper hypercovering augmented
towards a proper K -scheme X), then there is an exact fppf-cohomology sequence [6, 8.1 p.203]:
0→ H1(Spec K , f∗Gm)→ Pic(X•)→ PicX•(K)→ H2(Spec K , f∗Gm)→ . . .
Since H1(Spec K , f∗Gm) can be computed in the Zariski topology, where it vanishes, this sequence shows that the natural
map Pic(X•)→ PicX•(K) is an inclusion. When K is separably closed, this inclusion is an isomorphism.
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Definition 3.3. Let X be a scheme and π : X• → X be a proper hypercovering augmented towards X . Then we say that
(L, φ) ∈ Pic(X•) is Zariski locally effective if it satisfies the following condition: for every x ∈ X , there exists an open U ⊂ X
containing x and a trivialization Tx : L|π0−1(U)
∼−→ Oπ0−1(U) compatible with φ in the sense that the diagram
p0∗(L|π0−1(U))
p0∗T /
φ

O(p0)−1(π0−1(U))
=

p1∗(L|π0−1(U))
p1∗T / O(p1)−1(π0−1(U))
commutes.
Proposition 3.4. Let X be a scheme, and let π : X• → X be a proper hypercovering augmented towards X which satisfies
OX = π∗(OX•). Then
• π∗ : Pic(X)→ Pic(X•) is injective, and
• the image of π∗ consists of those (L, φ) that are Zariski locally effective.
Proof. The first part results from the Leray spectral sequence and extracting units from the hypothesis OX = π∗(OX•).
We proceed to identify the essential image of π∗. For i = 0, 1, let ai : L→ pi∗pi∗L denote the canonical map. Denote by
M denote the subsheaf of π0∗L equalizing the two maps π1∗(φ) ◦ π0∗(a0) and π0∗(a1) : π0∗L→ π1∗p1∗L. Then we claim
M is the unique invertible subsheaf of π0∗L satisfying (π∗M, can) ∼= (L, φ).
The hypothesis guarantees that the following diagram commutes, at least when restricted to open subschemes forming
a Zariski covering of X . The vertical isomorphisms in the diagram are induced by T .
π1∗p0∗L
π1∗(φ)
%LL
LLL
LLL
LL

π0∗L
:uuuuuuuuu
/

π1∗p1∗L

π1∗p0∗O
π1∗(1)
%LL
LLL
LLL
LL
π0∗O
:uuuuuuuuu
/ π1∗p1∗O
That is, locally on X ,M ∼= Ker(π0∗OX0 → π1∗OX1). Now the hypothesis OX = π∗(OX•) impliesM is invertible. To see
the canonical map π0∗M → L is an isomorphism, it suffices to show it is surjective. But the hypothesis says exactly that
local sections forL extend along a neighborhood of the fiber of π0. Finally, uniqueness follows from the first part. 
We endeavor to establish a scheme-theoretic version of Proposition 3.4.
Lemma 3.5. Let k be a perfect field, and let X• be a seminormal and proper simplicial k-scheme. (Thismeans all Xi are seminormal.)
Then the Picard functor PicX• is representable by a group scheme PicX• which is locally of finite type over k and separated.
Proof. The proof of representability of the Picard functor of a smooth proper simplicial k-scheme in [3, A.2] carries over to
our setting. For example, we can reduce to the case k is algebraically closed since Xi ×k k is seminormal if Xi is seminormal
and k is perfect [9, 5.9]. Let {X0,i} denote the connected components of X0. If there are x0,1 ∈ X0,1, x0,2 ∈ X0,2 such that
there exists no y ∈ X1 with p1(y) = x0,1 and p2(y) = x0,2, then X• can be written as the direct sum of proper simplicial
subschemes. In this way, and using the properness of the components X0,i, we reduce to the case Γ (X•,OX•) = k.
Now we verify PicX• is separated. If B is locally Noetherian (here, B = Spec k) and X → B is locally of finite type, then
the diagonal ∆ : X → X ×B X is quasi-compact. A quasi-compact monomorphism of locally finite type group schemes
is automatically a closed immersion by [7, Exp. VIB Cor. 1.4.2], hence any locally finite type group scheme is automatically
separated. 
Lemma 3.6. Let X be a proper variety over a perfect field k, and let π : X• → X be a seminormal proper hypercovering. Then the
morphism π∗ : PicX → PicX• is affine.
Proof. The composition PicX → PicX• → PicX0 is affine by [11, Exp. XII Cor. 1.5(b)]. The scheme PicX• is separated, hence
the morphism PicX• → PicX0 is separated. Now by [14, II. Ex. 4.8], we conclude PicX → PicX• is affine. 
Lemma 3.7. Keep the notation and hypotheses as in Lemma 3.6, and suppose in addition OX = π∗(OX•). Then the morphism
π∗ : PicX → PicX• is radicial, i.e., for any field K , PicX (K)→ PicX•(K) is injective.
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Proof. Let K ⊃ k be a field. Since the hypothesis OX = π∗(OX•) is stable under the base change k → K , the first part of
Proposition 3.4 implies Pic(X ×k K) injects into Pic(X• ×k K). The product of seminormal schemes (over a perfect field k) is
again seminormal if one factor is locally of finite type over k [9, 5.9]. In particular X• ×k K is seminormal.
It suffices to show injectivity for algebraically closed fieldsK [12, Ch. I 3.5.5], sowe assumeK = K . Thenwe knowPicX•×kK
exists by Lemma 3.5, and that Pic(X• ×k K) = PicX•×kK (K) by 3.2. (Actually we only need that Pic(X• ×k K)→ PicX•×kK (K)
is injective.) Finally we have Pic(X ×k K) = PicX×kK (K) by 3.2. This completes the proof. 
Lemma 3.8. Let G1,G2 be group schemes locally of finite type over a field, and let f : G1 → G2 be a quasi-compact and radicial
morphism. Then f is finite.
Proof. Since f is radicial, its kernel is discrete. Since f is quasi-compact, by [7, Exp. VIB 1.4.1(v)], having a discrete kernel is
equivalent to being finite. 
Now we state a circumstance under which pointwise lifts of a morphism glue.
Proposition 3.9. Let T be a seminormal scheme of finite type over a field, and let f : X → Y be a proper radicial morphism of
locally finite type schemes over the same field. Let g : T → Y be a morphism. Suppose that for all t ∈ T , we have a commutative
diagram:
Spec κ(t) /

X
f

T
g / Y
Then g lifts to a morphism T → X.
Proof. Let p2 : (X ×Y T )red → T be the natural morphism. Since all points of T factor through X , the image of f set-
theoretically contains the image of g . As a radicial morphism is universally a bijection onto its image, we conclude p2 is a
bijection.
We claim p2 induces an isomorphism on all residue fields. Any t ∈ T admits a lift to X , so maps to X ×Y T . By the
universal property of the reduction, t (being a reduced scheme) lifts to (X ×Y T )red. This means κ(t) contains κ(s), where
s ∈ (X ×Y T )red is the unique point lying over t . Whence κ(t) ∼= κ(s).
Finally we observe that p2 is proper. Now since T is seminormal we conclude that p2 is an isomorphism. The composition
p1 ◦ (p2)−1 : T → X is the desired lift. 
Remark 3.10. Proposition 3.9 can also be deduced from the valuative criterion of properness together with the pointwise
characterization of morphisms from a seminormal scheme [22, 2.8].
For ease of reference we record a combination of the previous results.
Theorem 3.11. Let X be a proper variety over a perfect field k, and let π : X• → X be a seminormal proper hypercovering such
that OX = π∗(OX•). Let T be a seminormal k-scheme of finite type, and let g : T → PicX• be a morphism. Suppose that for all
field points of T , the morphism g lifts to PicX . Then g lifts to a morphism T → PicX .
Proof. By Proposition 3.9 it suffices to show π∗ : PicX → PicX• is proper and radicial. Lemma 3.7 implies π∗ is radicial.
Lemma 3.6 implies π∗ is quasi-compact. Then Lemma 3.8 implies π∗ is finite, in particular proper. 
Corollary 3.12. With the notation and hypotheses as in 3.11, suppose in addition X is connected and k is algebraically closed.
Let (L, φ) ∈ Pic(X• × T ) be a line bundle such that for every t ∈ T , (L|X•×{t}, φ|X•×{t}) is Zariski locally effective. Then (L, φ)
descends to a uniqueL ∈ Pic(X × T ).
Proof. Interpreting the descent of each L|X•×{t} as a lift of the morphism Spec κ(t) → PicX• to PicX , by Theorem 3.11 we
obtain a morphism T → PicX . To see this determines the desired line bundle, consider the diagram:
0 / Pic(T ) /
=

Pic(X × T ) /

PicX (T )

/ 0
0 / Pic(T ) / Pic(X• × T ) / PicX•(T )
Since X is connected and k is algebraically closed, the morphism π : X → Spec k satisfies π∗(OX ) = OSpec k and has a
section. Hence by [6, 8.1 Prop. 4], the top row is exact. Therefore the morphism T → PicX is induced by a line bundle on
X × T . Since the outer maps are monomorphisms, so is the middle one; so this line bundle is unique. 
Finally we describe the construction by which our seminormal proper hypercoverings will arise.
Construction 3.13. Let f : Y → X be a proper surjective morphism of schemes. Then f determines a seminormal proper
hypercovering Y• → X augmented towards X as follows: Y0 = Y sn and Yi := (Y ×X · · · ×X Y )sn is the seminormalization of
the (i+ 1)-fold fiber product of Y over X . Because seminormalization is a functor, the canonical projections and sections of
the standard proper hypercovering (with Yi = Y ×X · · · ×X Y ) determine the face and degeneracy maps.
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4. The Hilbert-Chowmorphism for zero-cycles
In the next two sectionswe illustrate themethods of the previous sections by proving the incidence line bundle defined in
Section2descends to the correspondingproduct of Chowvarietieswhen a = deg(q1) = 0. The argument canbe summarized
in the following diagram.
H m ×H P p / H m × Cn−1 q /
s
v
C0,m × Cn−1
The morphism s equips Cn−1 with a universal cycle which is flat, hence we can perform Construction 2.4 directly on
H m × Cn−1. (Alternatively one can use the descent datum for L along p defined in Section 5. Then since s is a section to
p, s∗L descends L.) In this section we define the descent datum for s∗L along q, and verify the criterion established in
Section 3. Thus we conclude the incidence line bundle descends to C0,m × Cn−1 via q.
In the first subsection we show how the determinant enters naturally into the Hilbert-Chow morphism for zero-cycles,
relying on results from [15] and [20]. This allows us, in the second subsection, to define a descent datum on the incidence
line bundle. Then, using the geometry of the Hilbert-Chow morphism, we check the conditions of the descent criterion
established in Section 3. We conclude with a computation of the fibers of the incidence bundle.
4.1. Algebra
Notation. Let X be a quasi-projective scheme over a field k. LetH m(X) denote the Hilbert scheme ofm points on X , and let
Sm(X) denote themth symmetric product of X . If X is seminormal (e.g., smooth), then the Chow variety C0,m(X) agrees with
the symmetric product Sm(X) [17, I.3.22].
Let H ≤dim(X)−1(X) denote the disjoint union of the (reduced) Hilbert schemes H P(X) as P ranges over numerical
polynomials of degree ≤ dim(X) − 1. Let CDiv(X) denote the scheme of relative effective Cartier divisors on X [17, I.1.11,
I.1.12]; this is likewise a disjoint union indexed by discrete invariants.Wework one discrete invariant at a time and suppress
it from the notation. If X is projective over k, CDiv(X) ⊂ H ≤dim(X)−1(X) is an open subscheme; if in addition X is smooth
over k, CDiv(X) ⊂ H ≤dim(X)−1(X) is universally closed [17, I.1.13]. We have also Cn−1(X) = CDiv(X)sn by [17, I.3.4.2] and
[17, I.3.23.2.2].
Let iZ : Z ↩→ X × H m(X) denote the universal closed subscheme with (constant) Hilbert polynomial m, and let
iD : D ↩→ X ×CDiv(X) denote the universal Cartier divisor. By abuse of notation let Z,D also refer to the closed subschemes
of X ×H m(X)× CDiv(X) corresponding to the projection morphisms fromH m(X)× CDiv(X); likewise the inclusions. Let
p = pr2 ◦ iZ : Z → H m(X) denote the universal finite flat morphism of degree m (or its product with CDiv(X)), and let
pr1 : Z → X denote the projection.
The following theorem collects from the literature the relevant facts about the Hilbert-Chow morphism for zero-cycles.
Theorem 4.1. Let X be a quasi-projective scheme over a field k. There is a canonical morphism
FCX : H m(X) −→ Sm(X)
with the following properties.
• If X is affine and k is infinite, FCX is described by the unique k-algebramapΓ (Sm(X),O)→ Γ (H m(X),O)with the following
property: for any f ∈ Γ (X,O),
FCX# : f ⊗m → detm,X (f ).
• The morphism FCX is functorial for immersions and compatible with ground field extensions.
• If k is algebraically closed and Z ⊂ X is a closed subscheme of length m (determining the point mZ ∈ H m(X)(k)), then
FCX (mZ ) = [Z] :=∑p ℓ(OZ,p)[p].
Proof. We explain the notation in the first property. We denote Om,X := p∗OZ ; this is a finite locally free sheaf of OH m(X)-
algebras of rank m. For any global section f ∈ Γ (X,OX ), we get a global section (pr1)#(f ) of the structure sheaf of Z and
hence a global section of Om,X . We denote by
detm,X (f ) ∈ Γ (H m(X),OH m(X))
the determinant of multiplication by (pr1)#(f ) on the locally free sheaf Om,X .
Now we simply unpack the construction of the morphism in [15]. Since X → Spec k is quasi-projective, it is a flat
morphism satisfying Condition 1.1 of [15, II.1]: any finite set of points in any fiber (i.e., X itself) is contained in an open
affine U ⊂ X whose image is contained in an open affine of Spec k. The functor of m-fold sections FmX/Spec k is equal to the
Hilbert functorH mX . Then [15, II.3.2] constructs a natural transformation of functors:
FCX : H mX → HomSch/k(−, Sm(X))
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which we now describe. Let T be a k-scheme, and suppose iT : ZT ↩→ X × T belongs to H mX (T ). Then FCX maps ZT to the
following composition.
T
θZ/T−−→ Sm(ZT ×T . . .×T ZT ) S
m(iT )−−−→ Sm((X × T )×T . . .×T (X × T ))→ Sm(X) (4.1)
Note that the composition of the second and third arrows is Sm(pr1).
To see the transformation FCX has the first asserted property, let X be affine, and let f ∈ Γ (X,O). Then we have
Sm(pr1)# : Γ (Sm(X),O)→ Γ (Sm(×mT ZT ),O)
f ⊗m → (pr#1 (f ))⊗m
Suppose ZT → T corresponds locally to the finite locally freemap of k-algebras A → B, so that B is of rankm as an A-module.
Then θZ/T corresponds to the ring map (B⊗A . . .⊗A B)Sm → Awhich sends b⊗m to detA(b : B → B) ∈ A, the determinant of
multiplication by b [15, I.2.3, I.4.3]. Combining thiswith the formula for Sm(pr1)#, we see FCX#(f ⊗m) = detm,X (f ), as claimed.
To show the uniqueness of FCX# it suffices to show that the elements f ⊗m generate the k-vector space (A ⊗ . . . ⊗ A)Sm .
By [20, Prop. II.1 Sect. 6, Prop. IV.5 Sect. 5] divided powers and symmetric powers agree for free modules, and the elements
in the divided power algebra corresponding to f ⊗m generate essentially by definition [20, III.1, Sect. 1].
The Hilbert scheme of points is covariant for immersions X ′ → X , and the universal family overH m(X ′) is the pullback
of the universal family over H m(X). This, together with the fact that the sections θ are compatible with base change
[15, I.4.5], proves the compatibility with immersions. The compatibility with field extensions follows from the compatibility
of θ with base change.
Finally we calculate the fundamental cycle pointwise. With k algebraically closed and the notation as in the theorem, we
claim FCX (mZ ) = [Z] = ∑x∈X(k) ℓ(OZ,x). We may assume X is affine. Let f ∈ Γ (X,O). The map FCX is characterized by
mapping f ⊗m to detm,X (f ). Hence it is enough to show that
det(f |Γ (Z,OZ )) =
∏
x∈X(k)
f (x)ℓ(OZ,x).
This is [15, I.4.7]. 
Now we mention an amplification of the first property, following [15].
Proposition 4.2. Let X and Y be affine of finite type over an infinite field k. Then there is a unique k-algebra map
Γ (Sm(X)× Y ,O)→ Γ (H m(X)× Y ,O)
with the following property: for any f ∈ Γ (X,O), b ∈ Γ (Y ,O),
f ⊗m ⊗ b → detm,X (fb).
Proof. The morphism X × Y → Y satisfies Condition 1.1 of [15, II.1]. We have a canonical isomorphism Sm(×mY (X × Y )) ∼=
Sm(X)× Y [15, I.1.2]. The sections θ are compatible with base change by [15, I.4.5].
Let T be an affine k-scheme of finite type. The observations in the preceding paragraph imply we have a commutative
diagram whose bottom row is the product of (4.1) with Y :
T × Y
=

θZ×Y/T×Y/ Sm(×mT×Y (ZT × Y ))
∼=

Sm(iT ) / Sm(×mT×Y (X × T × Y ))
∼=

/ Sm(×mY (X × Y ))
∼=

T × Y θZ/T×1 / Sm(×mT (ZT ))× Y
Sm(iT ) / Sm(×mT (X × T ))× Y / Sm(X)× Y 
4.2. The descent datum
Keeping the notation from the previous subsection, fromnowon assume in addition X is smooth and projective over k. By
pulling back Construction 2.4 along the morphismH m(X)×CDiv(X) ↩→ H m(X)×H ≤dim(X)−1(X), we obtain an invertible
sheaf (called s∗L at the beginning of this section) onH m(X)× CDiv(X):
L = det R pr23∗(iZ ∗(OZ )⊗LiD∗(OD)).
We give a convenient description ofLwhich takes into account the vanishing of the higher direct images.
Lemma 4.3. With X,L as above, there is a canonical isomorphism:
L = (det pr23∗(ID ⊗ iZ ∗(OZ )))−1 ⊗ det pr23∗(iZ ∗(OZ )).
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Proof. Since D is a Cartier divisor, we have the canonical resolution of iD∗(OD) by locally free OX×CDiv(X)-modules:
0→ ID → OX×CDiv(X) → iD∗(OD)→ 0.
Now pullback to X ×H m(X)× CDiv(X) and tensor with iZ ∗(OZ ) to obtain:
iZ ∗(OZ )⊗LiD∗(OD) ∼= [ID ⊗ iZ ∗(OZ )→ iZ ∗(OZ )] (4.2)
with ID⊗ iZ ∗(OZ ) in degree−1 and iZ ∗(OZ ) in degree 0. Then use the quasi-isomorphisms in Lemmas 2.2 and 2.3 to obtain:
R pr23∗(iZ ∗(OZ )⊗LiD∗(OD)) ∼= [pr23∗(ID ⊗ iZ ∗(OZ ))→ pr23∗(iZ ∗(OZ ))] (4.3)
Taking the determinant of (4.3) finishes the proof. 
Now we combine the algebra from Theorem 4.1 and the preceding lemma into a description of L on sufficiently small
affines.
Lemma 4.4. Let X,L be as above. Let f : S = Spec A → H m(X) × CDiv(X) be a morphism, and let ZS,DS denote the
corresponding closed subschemes of X×S. Then possibly after replacing S by an open subschemewhich is part of a Zariski covering
of S, we have the following.
(1) There exists an affine open subscheme W ⊂ X × S containing the image of ZS and on which there exists a trivialization
βW : IDS |W ∼= OW .
(2) Given two such isomorphisms (βW )r , (βW )s, write (βW )r = (βW )s ◦ u, where u denotes multiplication by u ∈ Γ (W ,O∗W ).
Then the induced isomorphisms (βW )r ,(βW )s : f ∗L ∼= A differ by detS(u|ZS ).
Proof. A trivialization as in (1) induces an isomorphism as in (2) through the canonical isomorphism of Lemma 4.3. 
We return to the problem of defining a descent datum on the incidence bundleL. Themorphism FCX : H m(X)→ Sm(X)
gives rise to the (truncated) proper hypercovering augmented towards Sm(X) (arrows for sections omitted):
×3Sm(X)H m(X) /
q01,q02,q12// ×2Sm(X)H m(X) p1 /
p0 /
H m(X)
FCX / Sm(X)
We take the product with CDiv(X). We denote byFCX the resulting proper hypercovering augmented towards Sm(X) ×
CDiv(X).
Theorem 4.5. Let X be a smooth projective scheme over a field k, letL be as above, and use the notation immediately above. There
is an isomorphism φ : p0∗L ∼= p1∗L of invertible sheaves onH m(X)×Sm(X) H m(X)× CDiv(X) with the following properties:
• The isomorphism φ satisfies the cocycle condition: q∗12(φ) ◦ q∗01(φ) = q∗02(φ) on H m(X) ×Sm(X) H m(X) ×Sm(X) H m(X) ×
CDiv(X).
• The resulting descent datum (L, φ) is Zariski locally effective with respect to the proper hypercoveringFCX .
Proof. The choice ofW in Lemma 4.4 depends only on the closed subset underlying ZS , so we can find βW once S admits a
morphism to Sm(X)× CDiv(X). Therefore Sm(X)× CDiv(X) can be covered by open subsets S, such that on each X × S there
exists an open affineW ⊂ X × S and a trivialization βW : IDS ∼= OW . As in (2) of Lemma 4.4 this is induces a trivializationβW ofL on S ′ := (FCX × Id)−1(S). This in turn induces a unique φ(βW ) : p0∗L ∼= p1∗L such that (L, φ(βW )) ∼= (OS′ , can),
namely φ(βW ) = (p1∗(βW ))−1 ◦ p0∗(βW ). The cocycle condition for the descent datum (OS′ , can) coming from OS implies
that φ(βW ) satisfies the cocycle condition. One can also see this explicitly using q∗ij(φ(βW )) = (pj∗(βW ))−1 ◦ pi∗(βW ) for
ij ∈ {01, 12, 02}.
To show this construction patches to give a global isomorphism φ : p0∗L ∼= p1∗L, it suffices to show φ(βW ) = φ(u ·βW )
for every u ∈ Γ (W ,O∗W ). By Lemma 4.4(2) we have that
φ(u · βW ) = (p1∗detS′(FC∗X (u)|Z ))−1p0∗detS′(FC∗X (u)|Z )φ(βW ).
Proposition 4.2 implies that the determinant depends only on the underlying zero-cycle, i.e., p0∗ detS′(FC∗X (u)|Z ) =
p1∗ detS′(FC∗X (u)|Z ). This completes the proof. 
Now we show effectiveness of the descent datum just defined, i.e., that (L, φ) is induced by an element of Pic(Sm(X)×
CDiv(X)sn). By abuse of notation we do not distinguish between (L, φ) and its pullback to CDiv(X)sn = Cn−1(X).
Theorem 4.6. Keeping the notation and hypotheses as in Theorem 4.5, suppose in addition k is algebraically closed. Then:
• The line bundleL onH m(X)× Cn−1(X) descends to a line bundleM on C0,m(X)× Cn−1(X).
• The Weil divisor of the Cartier divisor associated toM is the Weil divisor constructed by Mazur.
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Proof. Use Construction 3.13 along the morphism H m(X) → C0,m(X) and denote the resulting seminormal proper
hypercovering by FC : X• → C0,m(X). Then by pulling back the descent datum constructed in Theorem 4.5, we promote
the incidence bundleL onX0 × Cn−1(X) to an element (L, φ) of Pic(X• × Cn−1(X)).
The second part of Theorem 4.5 says the descent datum (L, φ) is Zariski locally effective. Hence we just need to verify
that FC : X• → C0,m(X) satisfies the hypotheses of Proposition 3.4. We denote by H main(X) the main component of
H m(X)sn, i.e., the closure of the locus of m distinct points. The morphism FC′ : H main(X) → C0,m(X) is a proper birational
surjection between integral k-schemes. This is easy to see in this special case; the existence of such a component of the
Hilbert scheme (over any given positive-dimensional component of the Chow variety) is a general fact about the Hilbert-
Chow morphism proved in [17, I.4.14]. Since C0,m(X) is normal, by considering the Stein factorization of FC′ we conclude
OC0,m(X) = FC′∗(OH main(X)). Finally we note that a function onH m(X)sn which vanishes onH main(X) and which belongs to
FC∗(OX•), must vanish on all ofH m(X)
sn. Thus OC0,m(X) = FC′∗(OH main(X)) = FC∗(OX•).
To compare with Mazur’s construction we first show the rational trivialization of L on the dense open locus of disjoint
subschemes U0 ⊂ H m(X) × Cn−1(X) descends to a rational trivialization ofM on the dense open locus U ⊂ C0,m(X) ×
Cn−1(X) consisting of disjoint cycles. The proof of the first part of Theorem 4.5 shows the rational trivialization induces an
isomorphism (L|U0 , φ|U0) ∼= (OU0 , can). We have that U0 = FC−1(U), and Pic(U) → Pic(FC−1(U)•) is injective by the
first part of Proposition 3.4. Therefore bothL and its trivialization over U0 descend, so we have defined a Cartier divisor on
C0,m × Cn−1.
Now we compare the coefficients. Let T be the spectrum of the local ring of a depth 1 point on C0,m(X) × Cn−1(X).
There exists a finite flat morphism T ′ → T with T ′ the spectrum of a DVR, and such that T ′ → C0,m(X) × Cn−1(X)
factors through H m(X) × Cn−1(X). Hence it suffices to compare the constructions on spectra of DVRs T with morphisms
g : T → H m(X)× Cn−1(X) such that g(η) ∈ U0. Consider such a T and denote by ZT ,DT the subschemes corresponding to
the morphism g .
The coefficient in the determinant formula g∗L (i.e., the order of vanishing at the special point of T of the canonical
rational trivialization ofL) is−
i
(−1)iH i(Rπ∗(OZT⊗LODT )) = ℓ(OZT ⊗ ODT ).
By Serre’s Tor-formula this is equal to the intersection number [ZT ] · [DT ], which is exactly the coefficient in Mazur’s
construction. 
Computation of fibers. Keep the notation and hypotheses as in Theorem 4.6: let X be smooth and projective over k = k,
andM the incidence line bundle on C0,m(X) × Cn−1(X). Let Pi : S → X be morphisms of k-schemes, and let Z denote the
relative zero-cycle
∑
miΓPion X × S. Finally let D ⊂ X be a Cartier divisor.
Proposition 4.7. Let X,Z,D,M be as above. Then there is a canonical isomorphism of S-modules:
M|S ∼= ⊗i(P∗i (OX (D)))⊗mi .
Remark 4.8. Mazur [18] asked whether it was possible to define ‘fiberwise’ the incidence bundle on the Chow varieties. Set
Z := ∑miPi. This result says the assignment (Z,D) → 
Pi∈Supp(Z∩D)
(ND⊂X |Pi)⊗mi varies algebraically with the pair (Z,D),
and is canonically trivial exactly when Supp(Z) ∩ D = ∅.
Proof. Setm :=∑i mi. First we define the isomorphism under the assumption that for every generic point η ∈ S, we have
that Pi(η) ∉ D for every i. Then bothM|S and ⊗i(P∗i (OX (D)))⊗mi determine in a natural way Cartier divisors on S, and we
claim these are equal.
As before we may assume X is affine and D is principal, with ID generated by f ∈ Γ (X,O). Then under the map
Γ (Sm(X),O)→ Γ (S,O), the element f ⊗m maps to∏i (P#i f )mi .
We want to check this pulls back to the Cartier divisor associated to the determinant line bundle on S ′ := FCX−1(S).
Denote by ZS′ ↩→ X × S ′ the corresponding closed subscheme. By the assumption of disjoint supports, the natural sheaf
inclusion ID⊗OZS′ → OZS′ is an isomorphism over the generic points of S ′. Then Lemma 4.3 shows that Div(Rπ∗(OZS′⊗LOD)
is locally defined by detm,X (f ). This agrees with the pullback of
∏
i (P
#
i f )
mi by Theorem 4.1.
In the general case, we can find a divisor D′ linearly equivalent to D and such that D′ is generically disjoint from Z. Then
one uses a fixed OX (D) ∼= OX (D′) to define the canonical isomorphism. 
Remark 4.9. The referee pointed out a simpler proof of 4.6 which we summarize. Since the Chow variety C0,m(X) is normal
and (possibly after passing to an irreducible component) the morphism H m(X) → C0,m(X) is proper and birational, it
suffices to construct Zariski locally an invertible sheaf on C0,m(X) × CDiv(X) pulling back to the determinant line bundle
on H m(X) × CDiv(X). Then one reduces to the case C0,m(X) × PN as follows: for an embedding i : X ↩→ P(H0(X, L)) by
a sufficiently ample L, there is Zariski locally a morphism g : C0,m(X) × CDiv(X) → C0,m(X) × P(H0(X, L)∨) such that
in a neighborhood of the support of the universal zero-cycle on X × C0,m(X) × CDiv(X), the pullback of the universal
hyperplane H ↩→ P(H0(X, L)) × P(H0(X, L)∨) via (i, g) is the pullback of the universal Cartier divisor. The product
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C0,m(P(H0(X, L))) × P(H0(X, L)∨) is endowed with an incidence line bundle from the construction of the Chow variety,
and via C0,m(i) × Id : C0,m(X) × P(H0(X, L)∨) → C0,m(P(H0(X, L))) × P(H0(X, L)∨) we obtain the desired incidence line
bundle.
5. The Hilbert-Chowmorphism for codimension 1 subschemes
In the first subsection we state algebraic facts underlying the Hilbert-Chow morphism for codimension 1 subschemes.
In the second subsection we define the descent datum on L along the morphism H m(X) × H ≤dim(X)−1(X) → H m(X) ×
Cdim(X)−1(X), and we show it is effective. As stated in the beginning of Section 4, study of the morphism p is not strictly
necessary to obtain the line bundle on C0,m(X) × Cn−1(X). The results of the first subsection will be used in a forthcoming
paper [23].
5.1. Algebra
Let A → B be a finite locally free ring map, and letM• be a bounded complex of finite locally free B-modules. Our goal is
to find a formula relating detA M• and detA detB M•, and to show that the formula descends to the derived category.
The next two lemmas are exercises in linear algebra. We omit the proofs.
Lemma 5.1. Let A → B be a finite locally free ring homomorphism such that B is of rank n as an A-module. Let M1, . . . ,Mr be
locally free B-modules of rank 1. Then there exists a canonical isomorphism:
(∧nAB)⊗r−1 ⊗A ∧nA(M1 ⊗B · · · ⊗B Mr) = ∧nAM1 ⊗A · · · ⊗A ∧nAMr .
Lemma 5.2. Let A → B be a finite locally free ring homomorphism such that B is of rank n as an A-module. Let M be a locally free
B-module of rank k. Then there exists a canonical isomorphism:
∧nkA M = (∧nAB)⊗k−1 ⊗A ∧nA(∧kBM).
It also holds that:
∧nkA HomA(M, A) = (∧nAB)⊗−k−1 ⊗A ∧nA(∧kBHomB(M, B)).
Now we refine the canonical identifications just asserted to an identification of perfect complexes, and we show the
resulting identification descends to the derived category.
Proposition 5.3. Let A → B be a finite locally free ring homomorphism such that B is of rank n as an A-module. Let M• be a
bounded complex of finite locally free B-modules with rkB(M i) = mi. Then there is a canonical isomorphism
αMA : detAM• ∼= (detAB)rk(M
•)−1 ⊗A detAdetBM•
with the following properties.
(1) The α’s are compatible with base change: if A → A′ is any ring map, then αA ⊗A A′ = αA′ .
(2) The α’s are compatible with short exact sequences of complexes of locally free sheaves of finite rank: if 0 → M•1 → M•2 →
M•3 → 0 is such, then the following diagram commutes. The vertical arrows in the diagram are induced by the exact sequence.
detA M1 ⊗ detA M3

αM1⊗αM3/ (detA B)rk(M1)+rk(M3)−2 ⊗ detA detB M1 ⊗ detA detB M3

detA M2
αM2 / (detA B)rk(M2)−1 ⊗ detA detB M2
(3) The α’s are compatible with the canonical trivialization of an acyclic complex of locally free sheaves of finite rank: if H• is such
an acyclic complex, then the following diagram commutes.
detA H•
detA(0)

αH / (detA B)−1 ⊗ detA detB H•
1⊗detA detB(0)

A
can / (detA B)−1 ⊗ detA B
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(4) The α’s are compatible with quasi-isomorphisms of bounded complexes of locally free sheaves of finite rank: if q : M• → N•
is such, then the following diagram commutes.
detA M•
detA(q)

αM / (detA B)rk(M
•)−1 ⊗ detA detB M•
1⊗detA detB(q)

detA N•
αN / (detA B)rk(N
•)−1 ⊗ detA detB N•
Proof. By Lemma 5.2, (detA(detB M i))
−1 = (detA B)⊗−2 ⊗A detA((detB M i)−1).
We compute: detA(detB M•)
:= detA(⊗B,i(detB M i)(−1)
i
)
= ⊗A,i detA((detB M i)(−1)
i
)⊗A (detA B)1−
∑
i 1 by Lemma 5.1
= ⊗A,i(detA detB M i)(−1)
i ⊗A (detA B)(
∑
i odd 2)+1−
∑
i 1 by the second statement of Lemma 5.2
= ⊗A,i((detA B)⊗1−mi detA M i)(−1)
i ⊗A (detA B)(
∑
i odd 2)+1−
∑
i 1 by Lemma 5.2.
Recall that by definition, detA M• = ⊗A,i(detA M i)(−1)
i
.
Therefore:
(detA B)rk(M
•)−1 ⊗A detA detB M• = detA M• ⊗A (detA B)
∑
i (−1)i+
∑
i odd 2−
∑
i 1.
So it suffices to check
∑
i (−1)i +
∑
i odd 2−
∑
i 1 = 0, which holds one i at a time.
Compatibility with base change. The identifications in Lemmas 5.1 and 5.2 may be constructed by choosing an A-basis
for B and B-bases for theMi, then showing that both sides transform in the same way when the bases are changed. This also
characterizes the isomorphisms. Under αA ⊗A A′ the generator of detA M• ⊗A A′ determined by the base change to A′ of the
choices over A, maps to the generator of (detAB)rk(M
•)−1 ⊗A detAdetBM• determined by the base change to A′ of the choices
over A. Since αA′ has the same property, we have αA ⊗A A′ = αA′ .
Compatibility with short exact sequences. By definition [16, p.31], the isomorphism determined by a short exact
sequence of complexes is the tensor product of the isomorphisms in each degree, with sign. Therefore it suffices to show
that the formula for α is compatible with short exact sequences of locally free sheaves of finite rank. Let 0→ M1 ϕ−→ M2 ψ−→
M3 → 0 be such a sequence, and (localizing if necessary) let {m1,i}i∈I , {ψ(m2,j)}j∈J be B-bases forM1,M3 respectively. Also
let {bk}k∈K be an A-basis for B. Then the isomorphism detB M1 ⊗ detB M3 ∼= detB M2 is described by:
i∈I
m1,i ⊗

j∈J
ψ(m2,j) →

i∈I
ϕ(m1,i)

j∈J
m2,j
Taking detA of this identification introduces the extra factor of (detA B)−1 in the upper right corner, and shows the route
passing through this corner (with respect to the chosen bases) results in (

k∈K
bk)
rk(M2)−1 ⊗

k∈K
bk(

i∈I
ϕ(m1,i)

j∈J
m2,j).
On the other hand, the isomorphism detA M1 ⊗ detA M3 ∼= detA M2 is described by:
k∈K ,i∈I
bkm1,i ⊗

k∈K ,j∈J
bkψ(m2,j) →

k∈K ,i∈I
bkϕ(m1,i)

k∈K ,j∈J
bkm2,j
Applying αM2 , we get the same result as above.
Compatibility with acyclic complexes.We proceed by induction on the length of the acyclic complex. The length 2 case
amounts to showing α is compatible with isomorphisms of locally free sheaves of finite rank, which is a special case of
compatibility with short exact sequences of such. Let H• be an acyclic complex of length n + 1 supported in the interval
[i, i+n]. Following themethod and notation of [16, p. 34], we use the short exact sequence of complexes 0→ H•I → H• →
H•II → 0 with H•I acyclic of length 2 and H•II acyclic of length n. Set RHS(M) = (detA B)rk(M)−1 ⊗ detA detB M . The sequence
of acyclic complexes determines a cube:
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detA HI ⊗ detA HII
det(0)⊗det(0)

'OO
OOO
OOO
OOO
αHI⊗αHII / RHS(HI)⊗ RHS(HII)
(1⊗∧A∧B(0))⊗2

)RRR
RRRR
RRRR
RRR
detA H
det(0)

αH / RHS(H)
1⊗∧A∧B(0)

A⊗ A /
'NN
NNN
NNN
NNN
NNN
(∧AB)−2 ⊗ (∧AB)2
(RR
RRR
RRR
RRR
RR
A / (∧AB)−1 ⊗∧AB
The left and right faces commute by the inductive definition of the trivialization of the determinant of an acyclic complex
[16, p.34]. The back face commutes by the induction hypothesis. The top face commutes because the α’s are compatible
with short exact sequences of complexes of finite rank locally frees. The commutativity of the bottom face is trivial as the
unlabeled arrows are the canonical ones. Therefore the front face commutes as well, which is what we aimed to show.
Compatibility with quasi-isomorphisms. To define the determinant of a quasi-isomorphism of bounded complexes of
locally free sheaves of finite rank, we use the short exact sequences (again following the notation of [16, p.29]):
0→ M• (100)−−→ Z•q → Cok(100)→ 0
0→ N• (010)−−→ Z•q → Cok(010)→ 0
Then detA(q) : detAM• → detAN• is defined to be the composition:
detAM• ← detAM• ⊗ detACok(100)→ detAZ•q ← detAN• ⊗ detACok(010)→ detAN•.
Now we claim the following diagram commutes:
detA M•
αM

detA M• ⊗ detA Cok(100)o
αM⊗αCok(100)

/ detA Z•q
αZq

RHS(M•) RHS(M•)⊗ RHS(Cok(100))o / RHS(Z•q )
The left square commutes since the α’s are compatible with acyclic complexes. The right square commutes by compatibility
with short exact sequences. Attaching to the rightmost arrow the analogous diagram with N• and (010), we obtain a
diagram whose top row is detA(q) : detA M• → detA N• and which expresses the compatibility of the α’s with quasi-
isomorphisms. 
5.2. The descent datum
Notation. Let X be a smooth projective variety of dimension n over a field k. We keep the notation from Section 4. Write
H ≤n−1(X) = P H P(X) and let iV : V ↩→ X ×H P(X) denote the universal closed subscheme with Hilbert polynomial P .
Then by Construction 2.4 there is a well-defined invertible sheaf onH m(X)×H P(X):
L = det R pr23∗(iZ ∗(OZ )⊗LiV ∗(OV )).
We will also consider L as a line bundle on H m(X) × H ≤n−1(X). There is a morphism FC : H ≤n−1(X) → CDiv(X),
mapping a proper closed subscheme to its divisorial part [8, 3.2],[16, Ch. II], which gives rise to the (truncated) proper
hypercovering augmented towards CDiv(X) (section arrows omitted):
×3CDiv(X)H ≤n−1(X) /
q01,q02,q12// ×2CDiv(X)H ≤n−1(X) p1 /
p0 /
H ≤n−1(X) FC / CDiv(X)
As in the previous section, we take the product withH m(X) and use the same notation for the morphisms.
Theorem 5.4. Use the notation from above. There exists an isomorphism φ : p0∗L ∼= p1∗L of invertible sheaves on
H m(X) × H ≤n−1(X) ×CDiv(X) H ≤n−1(X). The isomorphism φ satisfies the cocycle condition: q∗12(φ) ◦ q∗01(φ) = q∗02(φ) on
H m(X)×H ≤n−1(X)×CDiv(X) H ≤n−1(X)×CDiv(X) H ≤n−1(X).
Furthermore, this descent datum is effective.
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Proof. First we interpret FC(V0) = FC(V1) (for V0, V1 ∈ H ≤n−1(X)) as an isomorphism of line bundles. Then wemanipulate
the formula forL so this isomorphism determines φ as in the theorem.
Interpretation of FC(V0) = FC(V1).We follow [8, p.69], whose Inv is our det. Additionally we focus attention on a pair
of Hilbert schemesH P0(X),H P1(X)mapping to the same component of CDiv(X).
For i = 0, 1, let Vi denote the closed subscheme of X×H P0(X)×CDiv(X)H P1(X) corresponding to the projectionmorphism
pi : H P0(X)×CDiv(X)H P1(X)→ H Pi(X). EachOVi is a torsion sheaf of finite Tor-dimension on X ×H P0(X)×CDiv(X)H P1(X)
since X is smooth. Therefore OVi defines a canonical global section of its determinant:
si : OX×H ×CDivH → det(OVi).
Now FC(V0) = FC(V1)means V0 and V1 determine the same Cartier divisor on X ×H P0(X)×CDiv(X) H P1(X): in addition
to the fact that det(OV0) ∼= det(OV1) as abstract invertible sheaves, there is a unique isomorphism ϕ01 making the diagram
commute:
OX×H ×CDivH
=

s0 / det(OV0)
ϕ01

OX×H ×CDivH
s1 / det(OV1)
By uniqueness, we find ϕ02 = ϕ12 ◦ ϕ01.
To defineφ, wewill construct, for every affine scheme S and everymorphism f : S → H m(X)×H P0(X)×CDiv(X)H P1(X),
an isomorphism φf : p0∗L|S ∼= p1∗L|S , compatible with arbitrary base change among affine schemes. So supposing such an
f is given, set fi = pi ◦ f : S = Spec A → H m(X)×H Pi(X), and let ZS, ViS denote the corresponding subschemes of X × S.
Set Γ (ZS,OZS ) = AZ and ∧ = det.
First we define
ϑ0 : f ∗p0∗det R pr23∗(iZ ∗(OZ )⊗LiV ∗(OV )) ∼= (∧AAZ )−1 ⊗∧A ∧AZ LiZS ∗iV0S ∗(OV0S )
to be the following composition. Denote by αS the isomorphism α
LiZS
∗ iV0S ∗(OV0S )
S constructed in Proposition 5.3.
f ∗p0∗ detR pr23∗(iZ ∗(OZ )⊗LiV ∗(OV ))
can
(∧AAZ )−1 ⊗∧A ∧AZ LiZS ∗iV0S ∗(OV0S )
f0∗ detR pr23∗(iZ ∗(OZ )⊗LiV ∗(OV ))
base change
det pS∗(LiZS
∗(iV0S ∗(OV0S )))
αS
O
det Lf0∗R pr23∗(iZ ∗(OZ )⊗LiV ∗(OV ))
base change
detR pS∗(LiZS
∗(iV0S ∗(OV0S )))
2.3
O
detR prS∗Lf0
′∗(iZ ∗(OZ )⊗LiV ∗(OV )) Z,V flat / detR prS∗(iZS ∗(OZS )⊗LiV0S ∗(OV0S ))
2.2
O
Similarly we define ϑ1, ϑ2. Now we define φf := (ϑ1)−1 ◦ (1⊗∧A(ϕ01|ZS )) ◦ ϑ0.
Compatibility with base change. Suppose also given a morphism g : T = Spec B → S = Spec A. Then we need to show
g∗φf = φfg . The ϕij’s are compatible with base change, so it suffices to show that the ϑi’s are compatible with base change.
Each ϑi is compatible with base change because its constituents are. For most of the identifications this is clear: the base
change isomorphisms are compatible with composition of morphisms, and the canonical identifications from Lemmas 2.2
and 2.3 are compatible with base change. Indeed there is little choice about which identifications enter into the ϑi’s except
for the isomorphism α, so the compatibility with base change amounts to a repackaging of Proposition 5.3 in a chain of
canonical identifications. Therefore we do not repeat the diagram which displays ϑi.
Cocycle condition. The virtue of the ϑ isomorphisms is that they express the incidence line bundle in terms of the
determinant of the codimension 1 subscheme. Then the cocycle condition for a triple of codimension 1 subschemes (i.e.,
ϕ02 = ϕ12 ◦ ϕ01) implies the cocycle condition for φ. In more detail we have
q∗ij(φf ) = (ϑj)−1 ◦ (1⊗∧A(ϕij|ZS )) ◦ ϑi.
Therefore:
[(ϑ2)−1 ◦ (1⊗∧A(ϕ12|ZS )) ◦ ϑ1] ◦ [(ϑ1)−1 ◦ (1⊗∧A(ϕ01|ZS )) ◦ ϑ0]
= (ϑ2)−1 ◦ (1⊗∧A(ϕ12|ZS )) ◦ (1⊗∧A(ϕ01|ZS )) ◦ ϑ0 = (ϑ2)−1 ◦ (1⊗∧A(ϕ02|ZS )) ◦ ϑ0.
Effectiveness. As mentioned in the introduction, the descent datum is effective because the morphism H ≤n−1(X) →
CDiv(X) has a section. For details on the section argument, see, e.g., [6, 6.1, Lemma 5]. Strictly speaking, we pull everything
back to (H ≤n−1(X))sn → Cn−1(X) and the fiber products along this morphism. 
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