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Abstract 
Software Cost Estimation (SCE) is one of important topics in producing software in recent decades. Real estimation requires cost 
and effort factors in producing software by using of algorithmic or Artificial Intelligent (AI) techniques. Boehm developed the 
Constructive Cost Model (COCOMO) that is one of the algorithmic SCE models. Also, these models contain three increasingly 
basic, intermediate and detailed forms, i.e. basic COCOMO is suitable for quick, early, rough order of among the estimates of 
required effort in producing software, but its accuracy is limited due to its loss of factors to account for difference between cost 
drivers. Intermediate COCOMO assumes these project attributes into account. In addition detailed COCOMO accounts for 
individual project phases used. The COCOMO algorithmic techniques families have used since 1981. In recent years, some 
techniques emerged by using intelligent techniques to solve and estimate the effort required in producing software. In this paper, 
different data mining techniques to estimate software costs are presented and then the results of each technique are evaluated and 
compared. However, NASA's projects to train and test each of these techniques are applied. Then, data set to train and test the 
data mining techniques improve the estimation accuracy of the models in many cases. We show the comparison between 
COCOMO model and data mining techniques here. The results indicate that these methods result in many benefit answers. Also 
we show the comparison of the estimation accuracy of COCOMO model with data mining techniques. Data mining techniques 
improve the estimation accuracy of the models in many cases. So the estimated effort more improvement in this models. 
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1. Introduction 
One of the most critical impressions on software quality collateral that defects SCE will be an important software 
development. In recent years, SCE method used for determining requirement effort has been a significant issue. 
These are applied based on experts’ experiences.  
Variety of available methods can be point to the algorithmic models. One of non-linear methods used for 
estimating SCE is COCOMO 81 Model in [1, 2, 3, and 4]. They are used since 1981[5]. Nowadays, by confecting 
COCOMO models and using AI techniques, new approach has been created for approximation and calibration new 
software in great companies and business applications [5]. This problem has direct relationship with success or 
failure in performed new projects.  
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However, Boehm et al [1] describe new approach to improve SCE accuracy. Pahariya et al [2] proposed new 
computational intelligence sequential hybrid architectures involving programming and Group Method of Data 
Handling (GMDH). This includes data mining methods such as Multi-Layer Regression (MLR), Radial Basis 
Function (RBF) and so on [2]. Other researches in ANN models for predicting SCE are [3, 4, 6, 7, 8, 9, 10 and 11]. 
Andreou et al [12] used Fuzzy Decision Trees (FDTs) for predicting required effort and software size in cost 
estimation as if strong evidence about those fuzzy transformations of cost drivers contributed to enhancing the 
prediction process. More studies in this topic are illustrated in [13, 14, 15, 16, 17, and 18]. Reddy et al [19] 
improved fuzzy approach for software effort of the COCOMO using Gaussian membership function which performs 
better than the trapezoidal function to presenting cost drivers. 
In this paper, we firstly describe COCOMO algorithmic models. Then explain the roles and application of these 
models in data mining techniques. In the next sections, we research on four data mining techniques results on 
training and testing data. For implementing AI models, we utilize data mining techniques such as Linear Regression 
(LR), ANN, Support Vector Regression (SVR) and K-Nearest Neighbors (KNN) classifiers. However, we compare 
outcomes of these methods with Intermediate COCOMO results in given actual and estimated efforts. 
2. Algorithmic Models 
Software cost drivers largely impress on required software effort and cost in the software development life cycle 
[16]. After estimation, project management will create new project development schedule. There are algorithmic 
models based on Source Line of Codes (SLOC), function point (FP) [16] and Effort Multipliers (EM) [20, 21, 22]. 
These models have been explained in [16]. Some of non-linear models are COCOMO I [1, 22], COCOMO II [11, 
23] advocate local calibration, Bailey et al [24] improved accuracy prediction. We choose intermediate COCOMO 
from among COCOMO families [1, 2, 5, and 16]. There are 15 parameters expected for SIZE (total 16 parameters in 
COCOMO 81) [1]. The non-linear formula for calculating the estimated effort in this method is applied: 
                                                                                                      (1) 
Where A is multi-plicative constant factor that is related to local organization processes, E depends on the type of 
software and EM are project attributes. It is developed by three types of projects (Organic, Semi-detached and 
Embedded), Size is the code size of the software measured by SLOC. And EMi is an EM made by combining 
process product and development attributes [5, 20, and 21]. More details are discussed in [1, 5, 18, 25, and 23]. 
COCOMO I and its predecessors are given by Boehm [22, 26] or in the COCOMO model definition manual [20]. 
More information about Intermediate COCOMO EM are discussed in [1, 21]. Each of EM has special rating in six 
ranges with more details in [1, 6, 7, and 22]. 
3. Evaluation Method 
Data mining techniques were used for analysis. The data set was divided into two groups: training and testing 
with following percentage ratios: 
x Training set – 80 % 
x Testing set – 20 % 
Evaluating of cost estimation accuracy in performed by comparing actual effort and estimated effort in order to 
compute MRE (Magnitude of Relative Error) [5] which can be described as follows: 
 
                                                                        (2) 
As shown more, we trained dataset with these models, then evaluated and compared it with MRE criterion. 
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4. Data Mining in SCE 
In recent years, data mining techniques have been applied in a sundry of domains. By means of data mining 
techniques and machine learning methods, many researches are done on the basis of SCE. We provide several data 
mining techniques from a historical data set taken from the former projects which will be applied later [27]. 
Technology Institute of California, NASA’s Jet Propulsion Laboratory peruses circumstance to consider the 
accuracy of SCE further in the beginning of project life cycle [28]. However, data mining techniques congenitally 
train and test the data in order to output superior models. 
Generally, our approach to estimate required software effort using data mining techniques are includes six steps 
as illustrate below: 
1. Collecting Pre-processing data: This may consist of deleting, adding, transforming and discrete building 
variables. These variables should have discrete values (such as actual effort, EM variables and Size of the 
projects).  
2. Creating training data sets and test data sets: We use them for training and testing with NASA’s projects 
based on Intermediate COCOMO. Major part of data set has been devoted to training data mining 
techniques, and minor part of it is applied for testing. 
3. Constructing data mining classifiers: It is composed of four methods that include LR, ANN, SVR and 
KNN. 
4. Training: These methods will be trained with Intermediate COCOMO dataset. 
5. Testing: The results are applied for testing new instances. Since the required effort and the cost estimated 
help these methods after training. Then accuracy measures are computed. 
6. Repetition of steps 4-5 until all the training and testing sets have been processed. 
In the following, four data mining techniques have been proposed for predicting new software cost and effort in 
PM (estimate effort in Person/Month). 
4.1. LR Model 
It is our intent to compare the standard regression-based local calibration method generated through the data 
mining techniques [28]. Among the other advantages of the method is its ability to present domains that evolve over 
time [29]. LR or Multiple LR (MLR) models can offer a resolution to the problem of SCE. The aim of regression 
analysis is to express the dependent variable in the form of function variable(s) independent coefficients and error 
values [30]. Error values are random variables and it does not explain changes in the value of independent variables. 
Our target is to consider this architecture finding’s error values by adopting new project variables with these 
parameters. In MLR, presume that a data set has N perceptions where the response is effort and P predicators are in 
[22] (e.g., Size of projects and EM).  
Let bi = (xi1, xi2, xi3, …, xip), i = 1, 2, …, 16, be the vector of P predictors and Yi be the response for ith 
observation. The architecture for MLR is expressed as: 
 
Yi = β0 + β1bi1 +…+ βpbiP                                                                                           (3) 
Where β0, β1, ..., βp are the predicts of coefficients, Yi is the predicts of answerable the ith observation [22]. By 
minimizing the sum of squared errors, calculated ordinary least squares [30] show that the response estimated from 
regression line minimizes the sum of squared distances between the regression line and observed response [22]. 
Know that E (formula 1) is exponential constant usually greater than 1.0 which depends on project types (Organic, 
Semi-detached, And Embedded) in COCOMO I used for estimating SCE in this model. Formula 1 is non-linear. In 
order to make it linear, we use formula 3 [22] for prediction SCE: 
 
Log (PM) = β0+ β1 log (Size) + β2 log (EM2) + … + β16 log (EM15)                             (4) 
 
We use greedy method for selecting attributes in LR algorithm application for SCE. By means of MRE in LR, the 
results of this method display in figure 1. 
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4.2. ANN Model 
ANN model is one of architecture that is used more in SCE. For performing it, suggested different ANN such as 
[3, 5, 8, and 29] are used. But in this paper for calibrating data, we have built our model with new Multi-Layer 
Perceptron (MLP) in ANN. While pending for the training action, the MLP network consecrates weights to the 
nodes to reach the best relevance between the training input and output values [8]. The MLP network implemented 
via the process many times sets out weights to minimize the mean squared error. In this model, we have three layers 
which consist of input layer, hidden layer and output layer. In input layer, there are 16 inputs (including Size of the 
project and 15 EM).  
We assign five units for hidden layer and one unit for output layer to display output values. The number of 
training time is 2000, of momentum is 0.2 and of learning rate is 0.1. The results of ANN model is illustrated in 
Figure1and Figure2. MRE in Intermediate COCOMO model and ANN in data set are evaluated, compared and then 
presented in Table 1. 
4.3.  SVR Model 
The SVR is implemented as the Support Vector Machine (SVM) for regression. Evgeniou et al [31] proposed a 
powerful learning algorithm based on recent advances in statistical learning theory proposed. It uses a hypothesis 
space of linear functions in a high dimensional space, trained with a learning algorithm from optimization theory, 
and it implements a learning bias derived from statistical learning theory [2].  
For predicting software costs, SVR applies a linear model to implement non-linear class borders. It maps non-
linear input vectors (consisting of EM and Size of the projects) into a high dimensional attributes space by means of 
kernels. In this topic, kernel is composed of poly kernel. Then, the support vectors are applied to invent an optimal 
linear separating hyper plane (in a case of pattern recognition) or a linear regression function (in the case of 
regression) in this feature space [2].  
Details about the evaluation and comparison of training and testing data for accuracy of cost estimation and 
MRE of SVR are in the following figures and Table 1. 
4.4. KNN Model 
This model is a method in AI for cases classification. It can select appropriate value of K based on cross-
validation [32]. It can also be distance weighting. Unlike all the previous learning methods in this paper, KNN does 
not build model from the training data. So, for classifying a test case such as d, define K-Neighborhood P as K 
nearest neighbors of d. Classification time is linear in training set size for each test case. Cross validation will be 
used to select the best K value. K= 2 in KNN classifier for prediction required effort.  
KNN search algorithm is Linear NN search. In this model, we did not use distance weighting. Additional 
information is shown in Figure 1 and Table1. 
5. Results and Discussion 
For evaluating the different SCE model with AI techniques, the most widely accepted evaluation criteria are 
MRE among 63 NASA’s projects. These data mining techniques are trained and tested in WEKA data mining tools. 
The comparison between the results of dataset applied in the LR, ANN, SVR and KNN with Intermediate 
COCOMO show that AI methods in many cases have a high efficiency in producing the correct prediction of 
Intermediate COCOMO method. As the comparison with COCOMO was presented in training section (Figure1), 
MRE data mining techniques compared with the COCOMO model are much less general.  
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Figure1.The amounts of MRE in Data Mining techniques and COCOMO in Training Data 
Comparison of the results suggests that among AI techniques, SVR model has less MRE than other AI 
techniques. Perhaps the reason for this result reached from training data, as a result of using regression technique in 
the SVM Model. For this type of data LR method displays much MRE in several cases. However, the amounts of 
MRE in ANN and SVR introduce better answers compared within COCOMO model. Chiefly SVR is best models in 
training data with %95 correct prediction.  
The following figure (figure 2) indicates that MRE is values in selected testing data. It is especially suitable in 
ANN model with %95 correct prediction comparison with COCOMO predictions. On the other hand, it illustrates 
high proficiency of this method in SCE. Also, these have proven success and applicability in SCE domain. AI 
techniques extensively applied in prediction have demonstrated their capability in predicting problems chiefly ANN 
methods. 
 
Figure2. The amounts of MRE in Data Mining techniques and COCOMO in Testing Data 
Table 1 depicts accuracy among AI techniques. It consists of LR, ANN, SVR and KNN prediction accuracy. 
Researches on AI techniques point than the estimated effort of software with AI models have more performance and 
accuracy of intermediate COCOMO model in many training and testing instances. Error values indicate that AI 
models in the local data are better answers in comparison with the algorithmic models as Intermediate COCOMO. 
This leads to the fact that in the local data, estimated effort has effectively been calibrated in data mining techniques.  
The following table (Table 1) shows the techniques in ANN algorithm with better performance than COCOMO 
models in prediction of software costs in training and testing data sets. This is possible by comparing MRE of the 
COCOMO with MRE of the data mining techniques. 
Table1. Performance Comparison between Data Mining Techniques 
Performance Comparison  LR ANN SVR KNN 
Correct Prediction on Training Data %74 %87 %95 %68 
Correct Prediction on Testing data %60 %95 %80 %60 
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In Table 2, the data mining techniques have definitely been collected. Prediction precision implies error values in 
each of them. In training data, studies evince that LR method has better proficiency and is more applicable 
comparison with KNN method and COCOMO model. Also, both of LR and KNN have almost the same 
performance on testing data in correct prediction. 
Table2. Prediction Accuracy in Data Mining Techniques 
Evaluation Accuracy LR ANN SVR KNN 
Correlation Coefficient %99 %99 %97 %1 
Mean absolute error 39.17 12.07 36.32 1.12 
Root mean squared error 81.52 16.64 41.09 5.44 
Relative absolute error 8.09% 2.49% 7.5% 0.23% 
Root relative squared error 11.6% 2.37% 20.08% 0.77% 
The proposed systems improve its estimation as the number of data set increases. Performance measure used in 
comparing the techniques is MRE. Estimation by data mining techniques also has an advantage which shows that 
these methods are very sagacious ones. 
6. Conclusion and Future Works 
This paper presents several SCE models based on data mining techniques for the choice of suitable AI techniques 
for essential effort in new projects. The techniques considered are LR, ANN, SVR and K-NN. That trained and 
tested instances are considered with these methods. Aim of all these works is evaluating and comparing data mining 
methods with Intermediate COCOMO in prediction accuracy.  
Studies conducted on AI techniques show that the estimated cost of the software within these models has more 
speed and accuracy of algorithmic models such as intermediate COCOMO. Other effective results indicate that AI 
models in the local data are better answers in comparison with algorithmic models. ANN and SVR techniques afford 
better answers in comparison with other techniques. Review of results on testing data evince as that in most cases, 
ANN and SVR have high performance in comparison of COCOMO model. So, ANN and SVR methods are more 
efficient than the LR and KNN models in training and testing data.  
The exploitation of data mining techniques for other applications in the software engineering cost management 
tendency can also be detected in the future as genetic algorithms, fuzzy decision trees, case based reasoning and 
other up to date data mining techniques. 
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