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Abstract
We design an eﬃcient algorithm for the reverse problem of the two-dimensional
range query. In the range query problem, we specify a range of a rectangular shape
in a given (n, n) array, and count the number of points in the range. If the points
have weights, we compute the sum of the weights in the range. In the reverse
problem, we give a value v and ﬁnd a range whose sum equals the value. The time
for our algorithms is O(n3 logn). We also give an algorithm with O(vn2 log2 n)
time. This is fast for a small v. We brieﬂy compare our problem with the maximum
subarray problem where we obtain a subarray that maximizes the sum.
1 Introduction
The maximum subarray problem is to ﬁnd an array portion of rectangular
shape that maximizes the sum of array elements in it. This problem occurs
in data mining [6] and [1] and graphics. In data mining, for example, record
items of sales amounts can be stretched over a two-dimensional array, where
each row and column corresponds to an age and an income level. Since the
array elements are all non-negative, the obvious solution is the whole array.
If we subtract the mean of the array elements from each array element, and
consider the modiﬁed maximum subarray problem, we can have more accurate
estimation on the sales trends with respect to some age groups and some
income levels. In graphics, if we subtract the mean values from the each pixel
value in a grey-scale graphic image, we can identify the brightest portion in
the image. Sub-cubic time algorithms for this problem are known in [11] and
[10].
The reverse range query problem is similar to the maximum subarray prob-
lem. It obtains a subarray whose sum equals the given value v. In comparison
to the above applications, it looks for an array portion whose sales sum is
a given value, or looks for some portion in graphics which is not brightest,
but has some grey value. This problem can be generalized into one where we
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ﬁnd an array portion whose sum is between v and w. The eﬃciency of our
algorithms for those problems is summarized in the following. The prepro-
cessing for sorting is O(n3 log n) and the time for one query is O(n3) for an
(n, n) array. This shows some contrast with the maximum subarray problem
whose worst case complexity is slightly below cubic and average case is close
to quadratic. To show comparison, we start from a review of the maximum
subarray problem in Section 2 and analyze the algorithm in Section 3. The an-
alyzing technique in this section can be used for both the maximum subarray
problem and the reverse range query problem. Then we proceed to review the
saddle point search in Section 4, which plays the central role for the reverse
range query. In Section 5, we introduce the concept of presort, and use it to
develop an eﬃcient algorithm for the reverse range query problem. In Section
6, we generalize the problem into one where we obtain an array portion whose
sum lies between given values v and w. In Section 7, we give an algorithm
with O(vn2 log2 n) time. This is fast when v is small. Section 8 concludes the
paper.
2 Review of the maximum subarray problem
We ﬁrst review distance matrix multiplication. The distance matrix mul-
tiplication is to compute the following distance product C = AB for two
n-dimensional matrices A = [ai,j] and B = [bi,j] whose elements are real num-
bers.
ci,j = min
n
k=1{ai,k + bk,j}
The best known algorithm for this problem for worst case is by Takaoka [8],
the computing time of which is O(n3(log log n/ log n)1/2). The best expected
time, O(n2 log n), for this problem with a wide class of random matrices is
by Moﬀat and Takaoka [7]. The meaning of ci,j is the shortest distance from
vertex i in the ﬁrst layer to vertex j in the third layer in an acyclic directed
graph consisting of three layers of vertices, which are labelled 1, ...,n in each
layer, and the distance from i in the ﬁrst layer to j in the second layer is ai,j
and that from i in the second layer to j in the third layer is bi,j. If we replace
the above min operation by max, we can deﬁne a similar product, where we
have longest distances in the above three layered graph. The algorithm can
be tailored to this version easily by symmetric considerations. We refer to the
original multiplication and the algorithm as the min version, and those with
max as the max version.
Now we proceed to the maximum subarray problem and the reverse range
query problem. We are given a two-dimensional array a[1..m, 1..n] as in-
put data. The maximum subarray problem is to maximize the array portion
a[k..i, l..j], that is, to obtain such indices (k, l) and (i, j). The revese range
query is to ﬁnd an array portion whose sum is equal to the given value v. We
suppose the upper-left corner has co-ordinate (1,1).
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2 -4 -6 -8 2 -5 4 1
{3 -2 9} -9 |3 6| -5 2
{1 -3 5} -7 |8 -2| 2 -6
Example 2.1 Let a be given by
Then the maximum subarray is given by the rectangle deﬁned by the upper
left corner (3, 5) and the lower right corner (4, 6), given by vertical bars. The
array portion whose sum is 13 is given by braces.
We assume that m ≤ n without loss of generality. We also assume that m
and n are powers of 2. If not, we can show the same asymptotic complexity
by embedding the array into the next powers of 2 beyond m and n. Bentley’s
algorithm ﬁnds the maximum subarray in O(m2n) time, which is deﬁned to
be cubic in this paper.
The central algorithmic concept in this section is that of preﬁx sum. The
preﬁx sums sum[1..n] of a one-dimensional array a[1..n] are computed by
sum[0] := 0;
for i := 1 to n do sum[i] := sum[i− 1] + a[i];
This algorithm can be extended to two dimensions with linear time O(mn),
the details of which are omitted.
We use distance matrix multiplications of both min and max versions
in this section. We compute the partial sums s[i, j] for array portions of
a[1..i, 1..j] for all i and j with boundary condition s[i, 0] = s[0, j] = 0. These
sums are often called the two-dimensional preﬁx sums of a. The outer frame-
work of the algorithm is given below. Note that the preﬁx sums once computed
are used throughout recursion.
Algorithm 1: Maximum subarray
If the array becomes one element, return its value.
Otherwise, if m > n, rotate the array 90 degrees.
Thus we assume m ≤ n.
Let Aleft be the solution for the left half.
Let Aright be the solution for the right half.
Let Acolumn be the solution for the column-centered problem.
Let the solution be the maximum of those three.
Here the column-centered problem is to obtain an array portion that
crosses over the central vertical line with maximum sum, and can be solved
in the following way.
283
Takaoka
Acolumn = max
i−1,n/2−1,m,n
k=1,l=0,i=1,j=n/2+1{s[i, j]− s[i, l]− s[k, j] + s[k, l]}.
In the above we ﬁrst ﬁx i and k, and maximize it over l and j. Then the
above problem is equivalent to maximizing the following for i = 1, ...,m and
k = 1, ..., i− 1.
Acolumn[i, k] = max
n/2−1,n
l=0,j=n/2+1{−s[i, l] + s[k, l] + s[i, j]− s[k, j]}
Let s∗[i, j] = −s[j, i]. Then the above problem can further be converted int o
Acolumn[i, k] = −minn/2−1l=0 {s[i, l] + s∗[l, k]}+maxnj=n/2+1{s[i, j] + s∗[j, k]} (1)
The ﬁrst part in the above is distance matrix multiplication of the min
version and the second part is of the max version. Let S1 and S2 be matrices
whose (i, j) elements are s[i, j − 1] and s[i, j + n/2]. For an arbitrary matrix
T , let T ∗ be that obtained by negating and transposing T . Then the above
can be computed by multiplying S1 and S
∗
1 by the min version and taking
the lower triangle, multiplying S2 and S
∗
2 by the max version and taking the
lower triangle, and ﬁnally subtracting the former from the latter and taking
the maximum from the triangle.
3 Analysis
Let us assume that m and n are each a power of 2, and m ≤ n. As we
saw in Section 2, we can reduce to the case where m = n by chopping the
array into squares. Thus we analyze the time T (n) for the (n, n) array. We
observe the algorithm splits the array vertically and then horizontally. We can
multiply (n, n/2) and (n/2, n) matrices by 4 multiplications of size (n/2, n/2).
We analyze the number of comparisons. The rest is proportional to this. Let
M(n) be the time for multiplying two (n/2, n/2) matrices. Thus we have the
following recurrence.
T (1) = 0
T (n) = 4T (n/2) + 12M(n).
We can show that if M(n) = O(n3(log log n/ log n)1/2) for the worst case,
T (n) = O(M(n)), and if M(n) = O(n2 log n) for the average case, T (n) =
O(M(n) log n).
4 Saddle point search
In this section, to prepare for the reverse problem of range query, we re-
view the saddle point search. Let A[1..n] and B[1..n] be two arrays sorted
in non-decreasing order and non-increasing order respectively. The following
algorithm, called the saddle point search, is folkl ore. The algorithm ﬁnds A[i]
and B[j] such that A[i] + B[j] = v for a given value v. After setting i and
j to 1, if A[1] + B[1] < v, we increase i until A[i] + B[j] < v becomes false.
If A[i] + B[j] > v, we increase j until A[i] + B[j] > v becomes false. This
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process continues alternately until it ﬁnds v or hits the boundary. We call the
behaviour of indices i and j an alternate move.
Algorithm 2: Saddle point search
i := 1; j := 1;
loop
while i ≤ n and A[i] +B[j] < v do i := i+ 1;
if i = n+ 1 or A[i] +B[j] = v then exit;
while j ≤ n and A[i] +B[j] > v do j := j + 1;
if j = n+ 1 or A[i] +B[j] = v then exit;
end loop
if i = n+ 1 or j = n+ 1 then write(’no solution’)
else write(’found at’, i, j);
Since i and j move alternately, the time of this algorithm is O(n). The
correctness is seen from the following fact. Let i1, i2, ... be the values of i
when the ﬁrst while loop is entered in this order, and j1, j2, ... be those of j
for the second while loop. We have the fo llowing three cases.
(1) A[1] +B[1] = v. We ﬁnd A[i] +B[j] at the beginning, and ﬁnish.
(2) A[1] + B[1] < v. In this case i changes ﬁrst. For k = 1, 2, ..., we have
A[i] + B[j] < v for i < ik+1 and jk ≤ j, and A[i] + B[j] > v for i ≥ ik+1 and
j < jk+1.
(3) A[1] + B[1] > v. In this case j changes ﬁrst. For k = 1, 2, ..., we have
A[i] + B[j] > v for i ≥ ik and j < jk+1, and A[i] + B[j] < v for i < ik+1 and
j ≥ jk+1.
Thus A[i] + B[j] = v for some (i, j) = (ik, jk′), where k and k
′ diﬀer by
at most one, or there is no solution. This algorithm terminates at the ﬁrst
solution. We can convert this to one that ﬁnds all solutions in the same time
complexity.
5 The reverse problem of range query
In this section, we consider the problem of obtaining a subarray whose sum
is equal to a given value v. Let a two dimensional array a of size (m,n) and
its two-dimensional preﬁx sum array s be given. We ﬁrst sort the sums Si,j[k]
of array portions a[i..j, 1..k] for k = 1, ..., n and those Tk,l[i] of a[1..i, k..l] for
i = 1, ...,m. We call these computations the horizontal presort and the ver-
tical presort. We denote the horizontally and vertically sorted arrays by Ci,j
and Di,j respectively. Array portion a[i..j, k] is illustrated by the hatched part
in the following. The sum in the hatched part is Si,j[k].
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k
-----------------------------
| | |
| | |
i|--------------------| |
|////////////////////| |
|////////////////////| |
j|--------------------| |
| |
-----------------------------
Algorithm 3: Horizontal presort
for i := 1 to m do for j := i to m do begin
for k := 1 to n do b[k] := s[j, k]− s[i− 1, k];
Let Si,j = b;
Sort array b in non-decreasing order;
Let Ci,j = b
end.
Obviously this takes O(m2n log n) time. The vertical presort can be done
similarly, taking O(mn2 logm) time. Now the algorithm for the reverse range
query follows, where if there is no solution, “empty” is returned.
Algorithm 4: Reverse range query
If the array becomes one element, check if its value is equal to v.
Otherwise, if m > n, rotate the array 90 degrees.
Thus we assume m ≤ n.
Let Aleft be the solution for the left half.
Let Aright be the solution for the right half.
Let Acolumn be the solution for the column-centered problem.
Return any non-empty solution of the above three, if any. Otherwise return
empty
In the above, the column centered problem can be solved using the saddle
point search in the following way. For each i and j, let ci,j[k] be the sums of
array portions a[i..j, k..n/2] for k = 1, ..., n/2, sorted in non-increasing order.
Let di,j[k
′] be those of a[i..j, n/2 + 1..n/2 + k′] for k′ = 1, ..., n/2, sorted in
non-decreasing order. Then by applying the saddle point search on ci,j and
di,j, we can solve the column centered problem in O(n) time for each i and
j. In total, we spend O(m2n) time for the column centered problem. The
following ﬁgure illustrates the column centered problem, in which indices i
and j for arrays c, d, and S are omitted.
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k n/2 k’
1 -----------------------------------------------
| | | | |
i |--------|-------------|----------|-----------|
| | | | |
| S[k] | c[k] | d[k’] | | c[k]+d[k’]=v?
j |----------------------|----------------------|
| | |
| | |
m -----------------------------------------------
Now we need to explain how to obtain the above arrays ci,j and di,j. Let
Hi,j be the sum of array portion a[i..j, 1..n/2]. When we do the horizontal
presort and the vertical presort using array elements as keys, we sort the
positions of the array elements together. Then by scanning array Ci,j made
by the algorithm presort and using the position index, we can extract those
elements into array ci,j and di,j, i.e., if the position index k belongs to the left
half of a, it goes to ci,j with key Hi,j − Si,j[k] and position index k, and if the
position k′ goes to the right half, it goes to array di,j with key Si,j[k′] −Hi,j
and position index k′− n/2. This process of creating arrays ci,j and di,j takes
O(n) time. The eﬀort of the vertical presort is used when we rotate the array
90 degrees. For recursive calls, we can pass ci,j and di,j as parameters, and
regard them as Ci,j or Di,j in the procedures called. Note that, we do not
need to scan the whole original arrays in the recursive calls.
Now we analyze the time for the algorithm for m = n. We note that we
have the same recurrence equation as in Theorem 1 except for the second
term; instead of 12M(n) we have O(n3), since we do saddle point search for
all i and j. Thus we have T (n) = O(n3). That is, after spending O(n2) time
for preﬁx sum computation and O(n3 log n) time for the presort, we can solve
one reverse range query problem in O(n3) time.
We can easily generalize the analysis into an (m,n) array, and show that
the time for presort is O(m2n log n), and that for one query is O(m2n) for
both the reverse range query and the generalized range query. If m = 1, the
presort takes O(n log n) time, and we can solve the one-dimensional problem
in O(n) time for one query.
6 Generalization of reverse range query
In this section we consider the problem of obtaining a subarray whose sum is
between v and w for v ≤ w. We ﬁrst modify the saddle point search slightly
so that we can ﬁnd the minimum A[i] +B[j] such that A[i] +B[j] ≥ v. If this
minimum A[i] + B[j] satisﬁes A[i] + B[j] ≤ w, this is a solution. Otherwise
we have no solution. Now the modiﬁed saddle point search follows.
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Algorithm 5: Modified saddle point search
i := 1; j := 1; min :=∞;
repeat
while i ≤ n and A[i] +B[j] < v do i := i+ 1;
if A[i] +B[j] < min then min := A[i] +B[j];
while j ≤ n and A[i] +B[j] > v do begin
if A[i] +B[j] < min then min := A[i] +B[j];
j := j + 1;
end
until i = n+ 1 or j = n+ 1;
At the end of the algorithm, min holds the minimum value of A[i]+B[j] that
is not less than v. If there is no such value, min is inﬁnity.
As seen from this algorithm, the generalized reverse range query has the
same time complexity as the reverse range query.
7 Faster algormithm for small v
In this section, we deal with integer values for the given array elements and
the value v, and give an algorithm for reverse range query with O(vn2 log2 n)
time. When v is a small integer, this algorithm is faster than that in Section
5.
For preparation, we begin with an enhanced saddle point search, called in-
dexed saddle point search. Let array elements have two ﬁelds key and index.
Arrays A and B are lexico-graphically sorted with key and index. That is, A
is ﬁrst sorted in non- decreasing order of key. Within the same key value, A
is sorted in non-decreasing order of index. In the case of B, it is ﬁrst sorted
in non- increasing order of key. Within the same key value, B is sorted in
non-decreasing order of index. The following algorithm ﬁnds i and j such that
A[i].key +B[j].key = v and A[i].index = B[j].index, if any.
Algorithm 6: Indexed saddle point search
i := 1; j := 1;
loop
while i ≤ n and A[i].key+B[j].key < v do i := i+1; if i = n+1 then
return “no solution”;
while i ≤ n and A[i].key +B[j].key = v and A[i].index < B[j].index
do i := i+ 1;
if i = n+ 1 then return “no solution”;
if A[i].key +B[j].key = v and A[i].index = B[j].index then return (i, j);
while j ≤ n and A[i].key +B[j].key > v do j := j + 1;
if j = n+ 1 then return “no solution”;
while j ≤ n and A[i].key +B[j].key = v and A[i].index > B[j].index
288
Takaoka
do j := j + 1;
if j = n+ 1 then return “no solution”;
if A[i].key +B[j].key = v and A[i].index = B[j].index then return (i, j);
end loop;
This algorithm is a generalization of the saddle point search in Section
4. After we ﬁnd A[i].key + B[j].key = v, we further seek the condition
A[i].index = B[j].index. Since the indices are sorted in non-decreasing order
within the same key value, we can ﬁnd the condition A[i].index = B[j].index
without overlooking. This can be viewed as a 2-way lexico-graphic sad-
dle point search, if we convert the condition A[i].index = B[j].index into
A[i].index−B[j].index = 0.
Now we apply the indexed saddle point search to our problem of reverse
range query. We divide the given rectangular array into four equal-sized ar-
rays. The upper-left, upper-right, lower-left, and lower-right portions are sym-
bolized by NW, NE, SW, and SE, abbreviation borrowed from geography. In
the following the row-centered problem is to obtain a region that crosses over
the horizontal center line. The center problem is to obtain a region that crosses
over the center point.
Algorithm 7: Reverse range query for small v
If the array is one-dimensional, solve it by Algorithm 4 in one dimension.
Otherwise, if m > n, rotate the array 90 degrees.
Thus we assume m ≤ n.
Let ANW be the solution for the upper-left part.
Let ANE be the solution for the upper-right part.
Let ASW be the solution for the lower-left part.
Let ASE be the solution for the lower-right part.
Let Aleft−row be the solution for the row-centered problem in the left hal f.
Let Aright−row be the solution for the row-centered problem in the right h alf.
Let Aupper−column be the solution for the column-centered problem in the u
pper half.
Let Alower−column be the solution for the column-centered problem in the l ower
half.
Let Acenter be the solution for the center problem.
Return any non-empty solution of the above nine, if any. Otherwise return
empty
Row-centered and column-centered problems are solved in the following.
We only show the row-centered problem. The column-centered problem is
similar.
Algorithm: Row-centered problem
If the array is one-dimensional, solve it by Algorithm 4 in one dimension.
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Let Aleft−row be the solution for the row-centered problem in the left hal f.
Let Aright−row be the solution for the row-centered problem in the right h alf.
Let Acenter be the solution for the center problem.
Return any non-empty solution of the above three, if any. Otherwise return
empty.
Now we show how to solve the center problem. We deﬁne NW [i, j],
NE[i, j], SW [i, j], and SE[i, j] by the partial sums of the region deﬁned by
(i, j) and the center. That is,
NW [i, j] = s[m/2, n/2]− s[i, n/2]− s[m/2, j] + s[i, j]
NE[i, j] = s[m/2, j]− s[i, j]− s[m/2, n/2] + s[i, n/2]
SW [i, j] = s[i, n/2]− s[i, j]− s[m/2, n/2] + s[m/2, j]
SE[i, j] = s[i, j]− s[i, n/2]− s[m/2, j] + s[m/2, n/2]
We sort in non-decreasing order the partial sumsNW [i, j] for i = 1, ...,m/2; j =
1, ..., n/2 together with indices (i, j). We sort them in lexicographic order of
(key, j, i) in O(mn logmn) time, where key is the value of NW [i, j] itself. We
name the sorted list as list[i], i = 1, ...,mn/4. We rename the above (key, j, i)
by (list[i].key, list[i].index1, list[i].index2). We can have the sorted lists for
NE, SW, and SE in a similar way; NE in non-decreasing order, SW and SE
in non-increasing order.
To solve the center problem for v, we divide the value as v = x+ y. Then
we ﬁnd regions touching the center vertical line; the left whose sum is x and
the right whose sum is y. To solve the right problem with y, we can use the
indexed saddle point search. The array A is the sorted list for NE, and array B
is that for SE. If we can ﬁnd A[I] and B[J ] such that A[I].key+B[J ].key = y
and A[I].index1 = B[J ].index1, the coordinates (A[I].index2, A[I].index1)
and (B[J ].index2, B[J ].index1) deﬁne the right solution for y. We can simi-
larly solve the left problem. To solve the center problem, we list up solutions
(A[I].index2, B[J ].index2) obtained from the indexed saddle point search us-
ing key and index1. We sort those solutions for the left half and the right
half, and sort those two lists in lexico-graphic order. By scanning those sorted
lists by alternate move, we can ﬁnd the solution in O(mn) time, if it exists.
Note that we check the equality of indices through the alternate move. The
following ﬁgure illustrates the solution for y, where j1 = A[I].index1 and
j2 = B[J ].index1, and i1 = A[I].index2 and i2 = B[J ].index2. We ﬁrst seek
solutions with j-coordinates matched in each of the left and right regions, and
then with i-coordinates matched over the two regions.
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j1 j2
---------------------------------------------------- x: hatched by /
| | |
| -----------------| | y: hatched by \
| |////////////////| |
| |////////////////|------- |i1
| |////////////////|\\\\\\| |
| |////////////////|\\\\\\| |
| |////////////////|\\\\\\| |
|------------------------|-------------------------|
| |///////////////////|\\\\\\\\\\\\\\\| |
| |///////////////////|\\\\\\\\\\\\\\\| |
| --------------------|\\\\\\\\\\\\\\\| |
| |\\\\\\\\\\\\\\\| |
| |---------------- |i2
| | |
| | |
----------------------------------------------------
After sorting, the time for each x and y such that x + y = v is O(mn).
Thus for all x and y such that x + y = v, it takes O(mn(v + logmn)) time.
Let us set up the recurrence for the times. Let T (m,n) be the time for the
whole problem. Let S(m,n) and S(n,m) be the times for the row-centered
and column-centered problems. The sorting eﬀort for the four regions used
in the ﬁrst center problem can be used for the second center problem using a
technique used in Section 5. The recurrence follows.
T (m, 1) = O(m), T (1, n) = O(n)
T (m,n) = 4T (m/2, n/2) + 2S(m/2, n) + 2S(n/2,m) +O(mn(v + logmn))
S(1, n) = O(n)
S(m,n) = 2S(m/2, n) +O(vmn)
By eliminating S, we have
T (m,n) = 4T (m/2, n/2) +O(vmn log(mn))
From this, we have T (m,n) = O(vmn log2(mn)). The time for sort-
ing s[i, 1..n] and s[1..m, j] for i = 1, ...,m; j = 1, ..., n for use in the one-
dimensional cases is absorbed in this complexity. For a square array, we have
T (n, n) = O(vn2 log2 n).
8 Concluding remarks
We showed that the reverse range query can be solved within the same frame
work as the maximum subarray problem, but with time complexity slightly
greater. It is open whether the reverse query can be solved in sub-cubic time.
The time is dominated by that of presort. The time for one query is slightly
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smaller than the time for presort. It is also open whether one query can be
solved in subcubic time, when we spend O(n3 log n) time for the presort. Note
that if we spend O(n4 log n) time to sort the n4 possible subarrays with those
sums as keys, one reverse range query can be solved in O(log n) time by binary
search. We showed O(vn2 log2 n) time for a small v. When v approaches n,
this complexity worsens.
There seems to be no room for improvement for the average case of the
reverse range query problem, which is a sharp contrast to the maximum sub-
array problem.
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