This paper presents a new dissipative analysis method for linear coupled differential-difference systems (CDDS) with general distributed delays in both state and output equation. More precisely, the distributed delay terms under consideration can contain any L 2 functions which are approximated via a broader class of functions in comparison with an existing approach which is based on the approximation via Legendre polynomials. By using this broader class of functions, we propose Krasovskii functionals with more general structures as compared to the existing approach based on polynomials, and also a generalized integral inequality. Based on our generalized approximation technique with the proposed integral inequality, sufficient conditions for the stability of CDDS with dissipativity properties are derived in terms of linear matrix inequalities. Several numerical examples are presented to show the effectiveness of our proposed methodologies.
Introduction
Coupled differential-difference systems (CDDS), which are mathematically related to time delay systems Briat (2014) , can characterize a broad class of models concerning delay or propagation effects Răsvan (2006) . It includes standard or neutral time-delay systems or some singular delay systems as well Gu (2006) . For more information on the topic of CDDS, see Gu & Liu (2009) and the references therein.
Over the past decades, series of significant results on the stability of CDDS Pepe (2005) ; Pepe et al. (2008) have been proposed based on the idea of constructing Krasovskii functionals. In particular, the idea of complete Krasovskii functional of linear time-delay systems Briat (2014) has been extended in to formulate a complete functional for a linear CDDS Gu & Liu (2009) , which may be constructed numerically Li (2012) via semidefinite programming. To the best of our knowledge, however, no results have been proposed in the reviewed publications on linear CDDS concerning non-trivial (non-constant) distributed delays. Generally speaking, analyzing distributed delay may require much more effort due to the complexities induced by different types of distributed delay kernels. For the latest available approaches on distributed delays in time domain, see Münz et al. (2009) ; Fridman & Tsodik (2009) ; Goebel et al. (2011) ; Seuret et al. (2015b) ; Feng & Nguang (2016b) .
In Seuret et al. (2015b) , an approximation scheme is proposed to deal with L 2 continuous distributed delay terms based on the application of Legendre polynomials. Although only at most two distributed delay kernels are considered, the stability conditions derived in Seuret et al. (2015b) are highly competent and exhibit a hierarchical feasibility enhancement with respect to the degree of the approximating Legendre polynomials. In this paper, we propose a new approach generalizing the results in Seuret et al. (2015b) . Unlike the approximation scheme in Seuret et al. (2015b) , our approximation is based on a more general class of orthogonal functions (this including the case of Legendre polynomials) or even non-orthogonal functions. The proposed methodology provides a unified solution which can handle the situations that multiple distributed matrix kernels are approximated individually over different integration intervals with general matrix structures. This is especially useful when the distributed delays among states and outputs are given over different delay intervals. Furthermore, unified measures are formulated with a matrix framework, which can characterize the corresponding approximation errors associated with targeted functions.
In this paper, we propose solutions on the dissipative analysis of a linear CDDS, which has distributed delays at both the states and output equation. Specifically, the distributed delay kernels considered here can be any L 2 function, which can be approximated by a class of functions. Our CDDS model incorporates many delay models, such as the models in Münz et al. (2009) ; Gu & Liu (2009); Li (2012) ; Seuret et al. (2015b) ; Feng & Nguang (2016b) , as special cases. Meanwhile, analysis of the behavior of the approximation errors is presented by using a matrix framework. It shows that, when orthogonal functions {φ i (·)} d i=1 are chosen as the approximator, the resulting approximation errors converge to zeros in a L 2 sense as d → ∞. Furthermore, a quadratic supply function is considered in this paper for the dissipative analysis. To incorporate the approximation errors into the resulting dissipative stability conditions, a general integral inequality is derived which introduces error related terms into its lower bound. By constructing a Krasovskii functional with the assistance of this inequality, sufficient conditions for the dissipative asymptotic (exponential) stability conditions can be derived in terms of linear matrix inequalities. The dissipative stability conditions are further proved to have a hierarchical feasibility enlargement under the framework of orthogonal functions, which is similar to the result in Seuret & Gouaisbaut (2015) . Finally, Several numerical examples are given to demonstrate the effectiveness and capacity of the proposed methodologies.
Notation
The notations in this paper follow standard rules, though certain new symbols are introduced for the sake of having a compact presentation : ρ ρ(X) stands for the spectra radius of X; notations ∥x∥ q = (
) 1 p are the norms associated with R n and the Lebesgue functions space L p (X R) and L p (X R n ), respectively. In addition, L p (X R n ) contains locally integrable Lebesgue measurable functions with reference to L p (X R n ). Moreover, the set L ∫ (X Y) contains of all functions which are Lebesgue integrable from X onto Y. We use H 1 (X R n ) to indicate the Sobolev space with the norm
, which contains L 2 functions whose weak derivatives belong to L 2 (X R n ). Sy(X) := X + X ⊤ is the sum of a matrix with its transpose. The standard gamma function is denoted by γ γ(·). A column vector containing a sequence of objects is defined as Col
where [] is an empty matrix with an appropriate column dimension based on specific contexts. * is applied to denote
O n×n denotes a n × n zero matrix with the abbreviation form O n , whereas 0 n denotes a n × 1 column vector. The diagonal sum of two matrices and n matrices are defined as
, respectively. ⊗ denotes the Kronecker product. Furthermore, we assume the order of operations concerning matrices to be matrix (scalars) multiplications > ⊗ > ⊕ > +. Finally, the notion of empty matrices is applied in this article to facilitate our derivation, whose rules of operations are in line with the definition in Matlab environment.
Preliminaries and Problem Formulations
In this section, we will provide definitions and lemmas, and also we will formulate our problem.
Definition 1 (Jacobi Polynomials). Given α > −1, β > −1 and r 2 > r 1 > 0, the Jacobi polynomials defined over [−r 2 , −r 1 ] with the weighting function
which satisfies ∀d ∈ N 0 ,
with
Let us define the notations
−r2 with d; δ ∈ N 0 , which are in line with the Legendre polynomials Seuret et al. (2015b) over [−r 1 , 0] and [−r 2 , −r 1 ], respectively. Note that it is easy to conclude ∀d;
Furthermore, we have ∀d;
which is a property of the Jacobi polynomials with α = 0 and β = 1. Finally, it is easy to see that ∀d ∈ N 0 ,
i , where the notations 1 d+1 and 1 d+1 are applied in the following portions of this paper. The following linear CDDṠ
with r 2 > r 1 > 0 and d 1 ; δ 1 ∈ N 0 is considered to be analyzed in this paper. Specifically, the initial condition of (5) is assumed to be
are the solution of (5), input signals, disturbances, and the regulated output, respectively, with n; µ ∈ N and m; q ∈ N 0 . The state space real valued matrices of the non-distributed delay terms in (5) are A 1 ; A 2 ; A 3 and A 6 ; A 7 ; A 8 and C 1 ; C 2 ; C 3 and D 1 ; D 2 with appropriate dimensions. Meanwhile, we definef (·) := Col
with d 2 ; δ 2 ∈ N 0 , which satisfy the conditions
which indicates the linear independence among the functions in Col
, are given matrices which characterize the distributed delay terms in (5). Finally, A 7 and A 8 satisfy
which ensures input to state stability for the associated difference equation in Gu (2010) .
Remark 1. Any distributed delay term can be decomposed into the distributed delay representation in (5) without having constraints with respect to matrix dimensions or the numbers of different functions contained therein. In addition, we emphasize here that φ 1 (·) and φ 2 (·) can become a 0×1 empty vector if ν 1 = ν 2 = 0.
In order to tackle the functions
, which might not satisfy (6), in an efficient and unified way, the functionsĺ d1 (·),f (·) andl δ1 (·),f (·) are applied to approximate φ 1 (·) and φ 2 (·), respectively. Specifically, the approximations are denoted by the decomposition:
whereΓ d andΓ δ are given coefficient with
) define the error of approximations. In addition, we define matrices
to measure the error residues of (9). Inspired by the principle of orthogonal approximation in Hilbert space Muscat (2014) , one option for theΓ d andΓ δ in (9) is
Remark 2. (11) might be interpreted as a vector form of the standard approximations (Least Squares) in Hilbert space Muscat (2014) 
to be the orthogonal bases (not necessary normal here) of the corresponding Hilbert space and satisfying (6) (Trigonometric series, for instance). Then one can conclude that by using (11) with d 1 = δ 1 = −1, each entry of the error vectorsέ d (·) andὲ δ (·) in (10) converges to zero in a L 2 sense, respectively, as d → ∞ and δ → ∞. Similarly, the aforementioned property also holds with
are the orthogonal bases of the corresponding Hilbert space. With d 2 = δ 2 = 0 in (5), (9)-(11) generalizes the polynomials approximation scheme proposed in Seuret et al. (2015b) via a matrix framework.
The following property of Kronecker products will be used throughout the paper.
1 See Theorem 7.2.10 in Horn & Johnson (2012) for the motivation of the critera in (7).
Moreover, ∀X ∈ R n×m , we have
for any A, B, C, D with appropriate dimensions.
Now we derive the following generalized new integral inequality which will be employed in deriving our main results.
Lemma 2. Given a set
, n ∈ N and a functions space
Proof. See Appendix A for details.
Remark 3.
In (14), one can interpret it as using f (·) to approximate φ(·). For instance, the distributed kernels φ 1 (·) and φ 2 (·) in (9) correspond to the position of φ(·). By using this interpretation, E d in (14) can be considered as a measure of approximation error similar to the ones in (9). Furthermore, if f (·) contain only orthogonal functions, then the behavior of E d can be quantitatively characterized, which will be shown in Corollary 1 later. It can be seen that (14) reduces to Lemma 1 in Seuret et al. (2015b) if f (·) contains only Legendre polynomials, that is, κ = 0 and {f i (·)} d i=0 to be Legendre polynomials. Moreover, by utilizing the Cauchy formula for repeated integrations (see (5), (6) and (25), (26) in Gyurkovics & Takács (2016) ), the results in Park et al. (2015) ; Gyurkovics & Takács (2016) and Chen et al. (2016) are covered by (14) as special cases with κ = 0 and appropriate f (·). Meanwhile, if κ = 0 and f (·) contains only orthogonal functions, then (14) reduces to the inequalities in Feng & Nguang (2016a) with a reverse order of Kronecker product. In addition, with κ = 0 and Liu et al. (2016) is the special case of (14) with appropriate ϖ(·) and f (·). By letting κ = 0 and ϖ(τ ) = 1, (14) reduces to the result of Lemma 4 in Feng & Nguang (2016b) . Finally, it is worthy to note that a summation inequality
can be easily obtained based on the derivation of (14), 2 which encompasses the results in Park et al. (2016) ; Seuret et al. (2015a) as special cases. Note that for a discrete system with finite length of delays indicating finite dimensions, (15) may produce a perfect bound with no conservatism at a finite d.
An interesting result on the matrix E d in Lemma 2 is given in the following corollary.
Corollary 1. Given all the prerequisites in Lemma 2 and assume that
contains only orthogonal functions, we have
where
Proof. See Appendix B for details.
to be the orthogonal bases of the corresponding Hilbert space and satisfying (6), then (10) follow the property in Corollary 1 with (11) 
are also orthogonal functions, thus Corollary 1 holds for (10) with (9) and d 2 = δ 2 = 0. Given (7) and (16), it is easy to see thatÉ
are well defined, which allows one to apply (14). On the other hand, the corresponding error matrices become an empty matrix with appropriate dimensions if ν 1 = 0 or ν 2 = 0.
The system (5) can be re-expreseed aṡ
] ,
with the approximation coefficients defined in (11). Note that the distributed delay terms in (17) are derived based on the identities
which themselves are obtained via the property in (12).
Main Results on Dissipative Analysis
The results of the dissipative analysis presented in this section are based on the construction of a Krasovskii functional:
where P ∈ S l and Q 1 ; Q 2 ; R 1 ; R 2 ; S 1 ; S 2 ; U 1 ; U 2 ∈ S µ and
with l := n + 2µ + ϱ, ϱ : The following lemma provides sufficient conditions for the stability of CDDS. It can be interpreted as a particular case of Theorem 3 in Gu & Liu (2009) with certain modifications.
Lemma 3. Given r > 0, consider a coupled differential-difference systeṁ
satisfying the prerequisites in the Theorem 3 of Gu & Liu (2009) , where 
withẋ(t) and ξ(t + ·) satisfying (24).
Definition 2 (Dissipativity).
Given r > 0, a coupled differential-difference systeṁ
is dissipative with respect to the supply rate function s(z(t), w(t)), if there exists a differentiable functional
with x(t), ξ(t+·) and z(t) satisfying (28). Under the assumption that (29) is equivalent to the standard definition of dissipativity. (See Briat (2014) for the definition of dissipativity without delays)
To incorporate performance objectives (dissipativity) into the analysis of (17), a quadratic form
is applied in this paper which is taken from Scherer et al. (1997) . For specific optimization objectives included by (30), see the details in Scherer et al. (1997) .
The main dissipative analysis result for (5) is derived in terms of LMIs as given in the following theorem. 
hold, whereF
and
, and A and Σ have been defined in (18)- (20). Furthermore,
with 1 Proof. Firstly, we prove that the existence of the feasible solutions of (32) and (33) infers both (26) and (29). Subsequently, we show that the existence of the feasible solutions of (31) and (32) v(x(t) , ξ(t + ·)) alongside the trajectory of (17) and consider (30), it produceṡ
where ϑ(t) and Θ 1 ;Θ 2 have been defined in (21) and (41), respectively, and the matrices H 1 and H 2 in (41) are obtained via the relations
which themselves can be derived by (13) with (12) and (6).
To obtain a upper bound for (42), let R 1 ⪰ 0, R 2 ⪰ 0 so that the inequalities
can be derived from (14) with appropriate choice of f (·) and φ(·) matching the matricesF d (τ );F δ (τ ) and (21). Furthermore, let U 1 ⪰ 0 and U 2 ⪰ 0 and apply (14) with κ = 0 and appropriate f (·) and considering the expression (19) with (12) and (13). It produces
where G 1 and G 2 are given in (36) and (37) which are derived by the relations
different from the relations in (43) and (44). Now applying (45) and (46) with (32) 
to (42) yieldṡ v(x(t), ξ(t + ·)) − s(z(t), w(t))
where Φ has been defined in (35). It is obvious to conclude that given (32) with
Moreover, considering the matrix structure of Φ + (A 6 A + Y ) ⊤ (S 1 + r 1 U 1 ) (A 6 A + Y ) − Σ ⊤ J 1 Σ together with the properties of negative definite matrices, we can conclude that the proposition Now we start to prove that (31) with (32) 
infers (25). Let ∥ϕ(·)∥
Given the structure of (22), it follows that ∃λ; η > 0 :
which is derived via the property of quadratic forms: (14) with κ = 0. Then (52) shows that it is possible to found an upper bound for (22) which satisfies (25) considering (27).
To construct a lower bound for v(x(t), ξ(t + ·)), apply (14) to (22) 
can be derived via (47) and (48), provided that (32) hold. Furthermore, apply (14) to the integrals ∫ 0 −r1 (22) with κ = 0 and appropriate f (·) considering (1) with α = 0 and β = 1. Then it yields
where the matrices W in (34) and H 3 ; H 4 in (40) are obtained by the property in (4) with the relations
By applying (53)- (55) to (22) with (32), we can conclude that (25) is satisfied if (31) and (32) hold considering (27). This shows that feasible solutions of (31)- (33) infers the existence of the functional in (22) satisfying all the criteria in (25) and (26) considering (27), and (29) . This finishes the proof.
Remark 6. For J 1 ⪯ 0 with J 1 ⊀ 0, the corresponding stability conditions can be easily derived based on the factorization presented in Scherer et al. (1997) . By allowing m, q to be zero, the scenario of stability analysis without performance requirements are naturally incorporated by Theorem 1. Moreover, if d 2 = δ 2 = 0 in (5), Theorem 1 with (11) reduces to the two delay channel version of the stability results in Seuret et al. (2015b) . (Note that the method in Seuret et al. (2015b) only consider a single delay channel) Remark 7. Note that the position of the error matrixÉ d andÈ δ in (33) may cause numerical problem if the eigenvalues ofÉ d andÈ δ are too small. To circumvent this potential problem, we can apply congruence transformations to Φ so that instead of using Φ ≺ 0, we use * Φ
with tuning factors η 1 ; η 2 ∈ R. After the transformation, the diagonal elements of the transformed matrix in (56) are no longer associated with the error terms appear at off-diagonal elements.
Similar to the results given in Seuret & Gouaisbaut (2015) and Gyurkovics & Takács (2016) , the following theorem is derived to show that Theorem 1 exhibits a hierarchical feasibility enhancement under the framework of orthogonal functions.
Theorem 2. Let either
d 1 = δ 1 = −1 or d 2 = δ 2 = 0 with the assumption thatf (·) := Col d2 i=1f i (·) ∈ C 1 ( [−r 1 , 0] R d2 ) andf (·) := Col δ2 i=1f i (·) ∈ C 1 ( [−r 2 , −r 1 ] R δ2 ) in which {f i (·)} ∞ i=1 and {f i (·)} ∞ i=1 contain
only orthogonal functions defined over the corresponding intervals. (See the Definition in Feng & Nguang (2016a) ) Given the same prerequisites in Theorem 1 with the same matrix variables, we have
Proof. Refer to Appendix C.
Numerical Simulations
In this section, numerical examples are presented to demonstrate the effectiveness of our proposed methods. All examples are tested in Matlab environment using Yalmip Löfberg (2004) with SDPT3 Toh et al. (2012) as the numerical solver. Note that we do not prescribe fixed positive eigenvalue margins for PSD (positive semi-definite) variables, rather the validity of a feasible result (minimization programs follow the same principle) is confirmed by verifying that all eigenvalues of the resulting PSD variables are strictly positive.
Stability analysis of a distribtuted delay system
Consider the following distributed delay systeṁ
−r with r 1 = r in line with Definition 1 and φ 1 (τ ) = sin(cos(12τ )). Furthermore, we
satisfying the first relation in (6).
Since without the distributed delay term, the system is unstable, thus the method in Münz et al. (2008 ) cannot be applied. Furthermore, since the function φ 1 (τ ) = sin(cos(12τ )) does not satisfy (6), the methods in Seuret & Johansson (2009) ; Feng & Nguang (2016b) are not able to handle (58). Now apply the spectrum methods in Breda et al. (2005) to (58) with M = 200. The resulting information of the spectrum of (58) Now apply a single delay version of Theorem 1 to (58), which is derived via the Krasovskii functional
as a simplified version of (22), where P ∈ S n+(d1+1)µ , Q; R ∈ S µ and η(t) := Col
) ⊗ I µ . Furthermore, the corresponding ϑ(t) in (21) and (49) is defined as
. The stability results are summarized in the following tables. The values of N and d 1 , d 2 are presented when the boundaries of the related delay intervals can be detected by the corresponding methods. Finally, NoV denotes the number of variables of the corresponding stability conditions. Breda et al. (2005) [ 0 Seuret et al. (2015b) ; see Table 2 . For the higher values for N > 25, our simulation shows that the computational time becomes too long to accurately obtain the values of the approximation coefficient term and the error term via the function vpaintegral in Matlab. On the other hand, the function integral in Matlab is not an alternative option due to its limited capacity of numerical accuracy when it comes to larger values of N .
From the results given in Tables 1 and 2 , one can clearly observe the advantage of our proposed method over the scheme in Seuret et al. (2015b) .
Dissipative analysis with distributed delays
Consider a system of the form (5) with d 1 = δ 1 = −1 and constant delays r 1 = 2, r 2 = 4.05 and the state space matrices
. We find out that the system with (60) is stable by applying the toolbox in Breda et al. (2014) . The dissipative objective for the system is the minimization of L 2 gain γ corresponding to the parameters J 1 = −γ −1 I 2 , J 2 = 0 2 and J 3 = γ in (30). Even one assumes the method in Münz et al. (2009) can be extended to handle systems with multiple delay channels, it still cannot be applied here given that A 1 is unstable. In addition, since φ 1 (τ ) = φ 2 (τ ) here do not satisfy (6), thus the problem of dissipative analysis may not be solved by a simple extension of the corresponding dissipative conditions in Feng & Nguang (2016b) towards CDDS as in Feng (2017) , even one assumes that the version of the dissipative conditions with two delay channels is derivable.
Letf (60), these correspond toḾ
in line with (6). By usingf (τ ),f (τ ) and φ 1 (τ ), φ 2 (τ ) with (12) and (9), we obtain
which corresponds to the distributed delay terms in (60). Now apply Theorem 1 with (11) to (60) The aforementioned examples have demonstrated the core contribution of the proposed methodology in this paper. Namely, the incorporation off (·) andf (·) in (5) and (22) can provide less conservative result for Theorem 1 compared to only applying polynomial functions.
Conclusion
In this paper, the dissipative analysis method for a linear CDDS incorporating distributed delays in state and output equations has been presented and given in terms of LMIs. The proposed approach can handle distributed delay with L 2 functions kernel and simultaneously incorporating approximation errors in the dissipative analysis conditions. In comparison to existing results in Seuret et al. (2015b) which depends on polynomials functions only to achieve approximations, the proposed method allows one to apply a broader class of elementary functions to approximate the distributed delay terms. As a result, our proposed methods can produce less conservative results in terms of the dissipative analysis conditions derived via constructing a Krasovskii functional with more general structures. Numerical examples have been presented to demonstrate the effectiveness of the proposed methodologies. A potential future direction is to investigate if the hierarchy dissipative results in Theorem 2 here can be derived without the original orthogonality constraints.
Proof. The proof of Lemma 2 is inspired by the results in Seuret et al. (2015b); Feng & Nguang (2016b) . To begin with, note that the matrix F −1 is well defined based on the Theorem 7.2.10 in Horn & Johnson (2012) 
is an inner product space. Moreover, one can conclude again based on the aforementioned property that
= κ and the fact that all functions in Col (f (·), ϕ(·)) are linearly independent. Conse- 
based on the relations between e(·), φ(·) and f (·).
Substituting the expression of y(·) into
, and considering (A.2) yields Now apply (12) to the term F (τ )U and E(τ )U and consider F (τ ) = f (τ ) ⊗ I n and E(τ ) = e(τ ) ⊗ I n . Then we have
(A.6) Furthermore, by (A.4) and the fact that
Now, utilizing the definitions
Consequently, (A.7) can be further simplified into ∫
by using (A.8) and (A.9). Substituting (A.10) into (A.3) and also considering the relations in (A.6) yields
Given U ⪰ 0, it gives (14). This finishes the proof.
Appendix B. Proof of Corollary 1
Proof. Note that only the dimension of f (·) is related to d, whereas κ as the dimension of φ(·) is independent from d. It is obvious to see that given f (·) containing only orthogonal functions, we have
(See the Definition 1 in Feng & Nguang (2016a) ). By using this property, it follows that
(τ )dτ the index d is added to the symbols Γ and e(τ ) in Lemma 2 without causing inconsistencies. Considering (B.1) and (A.1), we have
By considering (A.2) and the fact that 
Appendix C. Proof of Theorem 2
Proof. The proof here is inspired by the strategy in proving the Theorem 8 in Seuret et al. (2015b) .
Recognize that the matrices in (31) and (33) Given gg ⊤ ⪰ 0, hh ⊤ ⪰ 0 and (32), we can conclude that feasible solution of P λ ≻ 0 under (32) infer the existence of feasible solutions of P λ+1 ≻ 0 with δ 1 ← δ 1 + 1.
Now we start to prove the hierarchical results with respect to Φ λ ≺ 0 in (33). Note that the previous inequality can be written as
≺ 0 (C.5) whereΦ can be obtained easily based on the structure of Φ λ , and 
based on the relations in (16). Apply Schur complement again two time separately to (C.7) concludes that (C.7) holds if and only if
Now note that without considering the new term related to U 2 at δ 1 + 1, Ψ λ+1 contains all the elements to constitute Φ λ+1 via congruence transformations under the assumption (C.1). Considering (C.3), we can conclude that there exist nonsingular matrices Z 1 and Z 2 such that
under the structure of P λ+1 in (C.1), where Z 1 and Z 2 can be uniquely constructed according to the structures of Φ λ+1 and Ψ λ+1 . Since it is true that Φ λ ≺ 0 is equivalent to Ψ λ+1 ≺ 0 in (C.8) with P λ+1 in (C.1), it shows [ * ]Ψ λ+1 Z 1 ≺ 0 given Z 1 is nonsingular. Furthermore, because of the fact that gg ⊤ ⪰ 0 and (32) and Z 2 is invertible, one can derive Φ λ+1 ≺ 0 by (C.9). As a result, we have proved that given (32), the feasible solutions of Φ λ ≺ 0 with (C.1) infers the existence of the feasible solutions of Φ λ+1 ≺ 0 with δ 1 ← δ 1 + 1.
It is important to point out that (57) is also valid considering d 2 = δ 2 = 0 with the substitution d 1 ← d 1 +1 with a fixed δ 1 , which can be easily proved considering what we have presented in Appendix C together with the application of congruence transformations. Finally, since the proof procedures in Appendix C are based on the orthogonality ofĺ d1 (·) andl δ1 (·), hence the corresponding proof for (57) with d 1 = δ 1 = 0 and assumingf (·) andf (·) to contain orthogonal functions as stated in Theorem 2, can be easily constructed. This finishes the proof of this Theorem.
