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a b s t r a c t
We provide Stochastic Concurrent Constraint Programming (sCCP), a stochastic process
algebra based on CCP, with a semantics in terms of hybrid automata. We associate with
each sCCP program both a stochastic and a non-deterministic hybrid automaton. Then, we
compare such automata with the standard stochastic semantics (given by a Continuous
Time Markov Chain) and the one based on ordinary differential equations, obtained by a
fluid-flow approximation technique. We discuss in detail two case studies: Repressilator
and the Circadian Clock, with particular regard to the robustness exhibited by the different
semantic models and to the effect of discreteness in dynamical evolution of such systems.
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1. Introduction
Mathematical modeling of biological systems [38] is dominated by two formalisms: ordinary differential equations (ODE)
and stochastic processes, mainly Continuous Time Markov Chains (CTMC [51]). Differences are evident: ODEs describe the
systems as continuous and deterministic, while CTMC are discrete and stochastic. The choice of the most adequate formalism
with respect to accuracy and (computational) efficiency of the analysis depends on the system under examination and on
the properties one is interested to check. Differential models can count on a (mature) bulk of mathematical instruments
for their analysis, numerical solvers above all. However, biological processes often have inherently discrete components
(they are ultimately constituted of molecules interacting) and hence a continuous approximation may lead to incorrect
results, especially for systems with small-sized populations of molecules. Stochastic models are more precise, as they are
intrinsically discrete, they are able to capture the noise effects, and they are based onmore solid physical principles, at least
in the mass action case [28,29]. However, the exact simulation of discrete/stochastic models with the (celebrated) Gillespie
algorithm [28,29] is computationally more expensive and, in general, the analysis is more difficult.
A further crucial issue in Systems Biology is the language used to describe systems, which should provide such features
as compositionality and model reusability. Many Stochastic Process Algebras (SPA) have been applied in Systems Biology [22,
47]. Their semantics is defined classically in terms of CTMC and, more recently, also in terms of ODEs [35].
In this paper we focus on a particular SPA, namely stochastic Concurrent Constraint Programming (sCCP [9]), which
has already been successfully applied to biological modeling [15]. In addition to the standard CTMC-based semantics, sCCP
has also an ODE-based semantics [11]. A brief introduction of sCCP, covering the material needed in the paper, is given in
Section 2.
In Section 3 we discuss in detail an example of a simple self-repressing genetic network, constituted by a single gene
producing its repressor, and we compare the stochastic and differential semantics of a sCCP model of such a network.
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The behavior exhibited by these two formalisms is different for this system: while CTMC present an (irregular) oscillatory
pattern, ODE quickly converge to a stable steady state.
Comparing stochastic and deterministic dynamics is an interesting and difficult problem in itself: the effects of noise in the
stochastic evolution must be tamed, but in ameaningfulway. We comment on this problem again in Section 3, sketching an
approach based on the use of suitable temporal logics to formalize dynamical properties of interest, which are then model
checked in the two different systems. The rationale is that if the two systems satisfy the same class of formulae, then they
can be considered behaviorally equivalent (w.r.t. properties expressible in that class). Otherwise, formulae discriminating
between the two provide separation witnesses for the underlying hierarchy.
Having shown that the stochastic and the differential dynamics of the self-regulating gene network are intrinsically
different, we concentrate on the source of such discrepancy. Inspecting the construction of the ODE-based semantics, we
note how, approximating a boolean state of our processes with a continuous variable, we are in fact making a questionable
assumption. Next we show how, by avoiding this approximation, we are led straight to a decoupling of a finite number of
possible scenarios and, thereafter, to hybrid automata.
Hybrid automata (HA [33]) are a formalism mixing discrete and continuous ingredients: essentially, they are finite
automata extended with a set of variables evolving continuously in each state, according to state-specific differential
equations. The discrete dynamics is given by transitions between states, which are triggered when activation conditions on
variables are satisfied and, when taking place, also reset the value of some variables. We recall the basics of hybrid automata
in Section 4.
Classical hybrid automata have a non-deterministic evolution, but there are variants in which the discrete dynamics (and
possibly even the continuous one) is stochastic, namely Stochastic Hybrid Automata (SHA [8]). Hybrid automata have been
used to model biological systems in different ways [1,19,32]; see [12] for a survey.
Another class of hybrid approaches to model biological systems is that of hybrid simulation strategies [2,36,44]; see [46] for
a survey. Their strategy is aimed at speeding up of the simulation without altering too much the behavior of the original
stochastic model. They work by approximating just part of a system as continuous (either with deterministic or stochastic
differential equations), while keeping the rest discrete and stochastic. This partition is based on natural consideration on
rates’ magnitude and numerosity of species and it differs from our approach in a key aspect: We are driven by a (user
provided) sCCP program in the framework of which the continuous/discrete partition must take place.
In Section 5 we introduce an hybrid semantics for sCCP. The basic idea is to identify a finite set of ‘‘states’’ of the
stochastic system, each characterized by a specific dynamics. These ‘‘states’’ will constitute the discrete skeleton of the
hybrid automaton, while continuous laws and discrete transitions will be defined according to the dynamics within each
‘‘state’’. Discrete transitions, on the other hand, can either be stochastic, obtaining a semantics in terms of SHA, or made
(non-)deterministic, obtaining a semantics in terms of HA. More specifically, starting from the stochastic semantics of sCCP,
we first obtain a SHA, from which a non-stochastic HA is obtained. Part of the techniques used for this goal are anticipated
in Section 4.
Whether the stochastic component (and its computational/efficiency drawbacks) must be maintained is not always clear.
For example, in Section 5.3 we show that both the SHA and the HA obtained for the self-repressing network show a behavior
in line with the CTMC.
Summarizing, given an sCCPprogram,wehave 4different semantics associated to it,with a varying degree of discreteness
and continuity: standard (CTMC), differential (fluid-flow), hybrid, and stochastic hybrid. This feature can be exploited to
study the interplay between discrete and continuous dynamics and its drawbacks on modeling the behavior of the system.
As a matter of fact, the relationship between discreteness and continuity raises several interesting philosophical questions:
Is discreteness an essential property of biological systems? In which cases must it be maintained as part of the description
andwhen, instead, can it be safely continuously approximated? Doesmaintaining a level of discreteness increase ‘‘stability’’
of dynamic behaviors? And, finally, what is the behavioral role of stochasticity? We believe that a better understanding of
these questions can lead to an improvement and a speed-up of the analysis of models.
We address these issues exploiting the different semantics of sCCP. In particular, we focus on two properties of models:
one is the exhibited dynamical behavior and the other is how robust such behaviors are. Both features are dealt mainly
from a qualitative point of view. More specifically, we concentrate on systems that are expected to oscillate in alternating
phases, which represent an important issue in Systems Biology [31]. Hence, we investigate if oscillations are (qualitatively)
preserved when kinetic parameters governing the dynamics are perturbed.
Two case studies are discussed. The first is the well known Repressilator [24], a synthetic regulatory network supposed to
exhibit an oscillatory behavior. In Section 6 we compare the stochastic, differential, and hybrid sCCP models, performing a
robustness analysis of the latter. The second system is a simplified model of the circadian clock [50,31], studied in Section 7.
In particular, we are concerned with the effect on the stability of oscillations caused by the introduction of a small degree
of discreteness and stochasticity.
These preliminary results and the flexibility offered by the interplay between discrete and continuous dynamics suggest
HA as an interesting target formalism for the approximation of stochastic process algebras and, perhaps, for more general
modeling techniques with a stochastic ingredient.
Themethod presented here can, in principle, also be exported to other process algebra formalisms. Actually, we did some
work in this direction with stochastic pi-calculus in [16]. However, with this language there are additional problems to be
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dealt with; for instance the identification of the discrete skeleton is not so straightforward as in sCCP. We refer the reader
to [16] for further comments on this issue.
The work presented here partially appeared in [13,14].
2. Stochastic concurrent constraint programming
In this section we present a simplified version of stochastic Concurrent Constraint Programming (sCCP [9]), a stochastic
extension of CCP [49], together with its CTMC and ODE-based semantics [11].
A (simplified) sCCP program consists of a set of agents interacting via a shared store, containing a finite set of variables
X = {X1, . . . , Xn}, usually taking real values — although more structured numerical domains are possible. A configuration
c of the store is simply a valuation of the variables X. The basic action pi executable by agents is a guarded update of some
variables, of the form g(X)→ u(X,X′), where g(X) is a quantifier-free first order formula, with atomic formulae given by
inequality predicates on variables X, and u(X,X′) is a conjunction of predicates on X,X′ of the form X′ = f(X) (X′ denotes
variables of X after the update), for some function f : Rn → Rn.1 If f(X) = X + k, with k a vector of constants, we talk of
constant updates. In addition, the language has all the basic constructs of process algebras: non-deterministic choice, parallel
composition, and recursive calls. The characteristic feature of sCCP is the fact that each actionpi is given a stochastic duration
by associating to it an exponentially distributed random variable, whose rate depends on the state of the system through a
function λ : X→ R+. Stochastic actions are denoted by [pi ]λ.
Definition 2.1. A sCCP program is a tupleA = (A,D,X, init(X)), where
1. The initial agent A and the set of definitionsD are defined according to the following grammar:
D = ∅ |D ∪D | {C def= M}
pi = [g(X)→ u(X,X′)]λ(X)
M = pi.C |M +M
A = M | A ‖ A.
2. X is the set of variables of the store (with global scope);
3. init(X) is a predicate on X of the form X = x0, assigning an initial value to store variables.
All agents definable in sCCP are of the form C def= M , where C is the agent’s name (used for recursion) andM is a summation,
i.e. a choice among different actions. Note that all agents in D ,2 are sequential, i.e. they do not contain any occurrence of
the parallel operator, whose usage is restricted at the upper level of the network. Indeed, a sCCP program is the parallel
composition of sequential agents. Moreover, all variables are global, hence no parameter is passed in recursive calls. These
restrictions do not reduce the expressive power of the language; see Remark 2.2.
Remark 2.1. sCCP has been used as a modeling language for biological systems in [15], where models of biochemical and
genetic networks have been addressed. Themodeling style is predominantly reaction-centric: agents represent reactions and
store variables maintain the numerousness of the different reactants. However, an entity-centric approach can be adopted
when themodeler wants to distinguishablymodel some entities as agents. The typical example is an explicit model of genes,
suggested by the fact that they are present in a single copy in a cell and they havemore than one internal state (depending on
which transcription factors are bounded). Hence, genes are usually described in sCCP asmulti state agents; see Example 2.1.
For a more detailed discussion on modeling styles, we refer the reader to [15]. For biochemical and genetic networks, the
simplified language presented here suffices. However, more advanced reasoning capabilities of the constraint store can
be exploited to model more complex situations, like those arising due to combinatorial explosion in formation of protein
complexes. We tackled this problem with sCCP in [6].
Example 2.1. In order to provide a more concrete flavor of sCCP, we present the model of a simple genetic regulatory
network inwhich a gene produces a protein, which, after dimerization, acts as a repressor of its own production. Abstracting
away biological details, we model protein production as a single step event.
The protein and its dimer are represented by the variables Xp and Xp2, while dimerization and degradation are sCCP-agents.
The gene is also modeled as an agent, with two inner states: one in which Xp is produced (active state) and one in which
Xp is not produced at all (repressed state). The sCCP code is the following (∗ stands for ‘‘true’’ and the primed versions of
variables represent their value after a transition has taken place) 3:
1 The notion of entailment of CCP (see [49]) takes here a very simple form: a guard g(X) is entailed by a configuration c, c ` g(X), if g(c) is true.
2 In the following, with a slight abuse of notation, we sometimes write C ∈ D for C def= M ∈ D .
3 For the sake of readability, hereinafter sCCP agents are denoted indicating explicitly the variables they involve.
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Table 1
Structural Operational Semantics for the restricted version of sCCP presented here.
The first rule deals with basic actions, the second rule with the application of agents’
definitions, and the third with parallel composition. The number attached as label in the
transition relation represents the rate of the transition. Note also how basic actions are
active only if several conditions are satisfied simultaneously: the guard of the transition
must be true in the current state of the store, the rate of the transition must be strictly
positive, and the constraint store must be updated consistently.
((R1))
x ` g(x); x, x′ ` u(x, x′); λ(x) > 0〈[g(X)→ u(X,X′)]λ(X).C +M, x〉 λ(x)−→ 〈C, x′〉
((R2))
〈M, x〉 λ−→ 〈C ′, x′〉 , C def= M
〈C, x〉 λ−→ 〈C ′, x′〉 ((R3))
〈A1, x〉 λ−→
〈
A′1, x′
〉
〈A1 ‖ A2, x〉 λ−→
〈
A′1 ‖ A2, x′
〉
genefree(Xp, Xp2)
def= [∗ → X ′p = Xp + 1]kp.genefree(Xp, Xp2)+ [Xp2 > 0→ X ′p2 = Xp2 − 1]kbXp2.genebound(Xp, Xp2)
genebound(Xp, Xp2)
def= [∗ → X ′p2 = Xp2 + 1]ku.genefree(Xp, Xp2)
deg(Xp)
def= [Xp > 0→ X ′p = Xp − 1]kdXp.deg(Xp)
dimer(Xp, Xp2)
def= [Xp > 1→ X ′p = Xp − 2 ∧ X ′p2 = Xp2 + 1]kxXp(Xp−1)/2.dimer(Xp, Xp2)+ [Xp2 > 0→ X ′p = Xp + 2 ∧ X ′p2 = Xp2 − 1]k−xXp2.dimer(Xp, Xp2).
Operational semantics. The operational semantics of sCCP is given by a transition relation that generates a labeled transition
system (LTS), from which a Continuous Time Markov Chain (CTMC [45]) can be inferred; see [9,15] for further details. We
sketch briefly the mechanism:
• A congruence relation ≡ is defined on the set of all possible agents, making it a monoid with respect to stochastic
summation + and also a monoid with respect to parallel composition ‖. The set of agents modulo ≡ is indicated by
A.
• A configuration of the system is a pair 〈A, x〉 ∈ A× Rn, with A a parallel agent (modulo≡) and x ∈ Rn a valuation of the
system variables.
• The transition relation −→⊆ (A × Rn) × R+ × (A × Rn), defining the LTS, is given by Table 1 and commented in the
caption therein. The label of the relation records the actual rate of the transition.
• From the (reachable portion of the) LTS we obtain a Continuous Time Markov Chain (CTMC), described through the
infinitesimal generator matrix (cf. [45]), in the following way: the rate of going from state s1 to state s2 is obtained by
summing the rates of all edges of LTS connecting s1 to s2.
Reduced transition systems. sCCP sequential agents can be seen as automata synchronizing on store variables and they can be
conveniently represented as labeled graphs, called in [11] Reduced Transition Systems (RTS). Before giving a formal definition,
we need few additional concepts:
Definition 2.2. LetA = (A,D ,X, init (X)) be a sCCP program and let C ∈ D , C def= M =∑ki=1 pii.Ci, be a sequential agent.
1. The derivative set Der(C) of C is defined recursively as Der(C) = {C} ∪⋃i Der(Ci).
2. The action set action(C) of C is action(C) = {pi1, . . . , pik}. The definition can be extended to sets of agents S = {C1, . . . , Cn}
by letting action(S) =⋃ni=1 action(Ci).
In Example 2.1,wehaveDer(genefree) = {genefree, genebound} and action(dimer) = {pi1 = [Xp > 1→ X ′p = Xp−2∧X ′p2 =
Xp2 + 1]kxXp(Xp−1)/2, pi2 = [Xp2 > 0→ X ′p = Xp + 2 ∧ X ′p2 = Xp2 − 1]k−xXp2}.
In the previous definition, we consider each action as a distinct object, hence two sets action(C) and action(C ′) are always
disjoint. If C def= pi.C ′+M , then exit(pi) = C and enter(pi) = C ′, while guard(pi), update(pi), and rate(pi) denote respectively
the guard, update and rate function of the action pi . A special class of sCCP agents is the following:
Definition 2.3. LetA = (A,D ,X, init (X)) be a sCCP program.A is simple if and only if for all agents Ci and Cj in parallel in
A, Der(Ci) ∩ Der(Cj) = ∅ (i.e., there are no two copies of the same agent in A).
Remark 2.2. The syntactic restrictions introduced for sCCP seem rather strong. Indeed, the limitations on the use of parallel
operator and even the requirement of being simple are only apparent restrictions. In fact, every sCCP program with agents
containing parallel operators and possibly present in several copies can be transformed in an equivalent simple sCCP
program, where ‘‘equivalent’’ means that the resulting CTMC is isomorphic. The idea is to use additional store variables
to count the number of copies of different agents in parallel in the system. Something similar is done in the following to give
the definition of the ODE-based semantics.
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Fig. 1. Reduced Transition Systems for the three agents genefree , deg, and dimer defined in Example 2.1. Each edge is labeled by its rate function and by the
guard and the update (depicted in the guard→ update notation).
We can now define the Reduced Transition System:
Definition 2.4. Let A = (A,D ,X, init (X)) be a sCCP program. The reduced transition system for an agent C ∈ D is the
labeled multigraph RTS(C) = (S(C), E(C), `) defined by:
1. S(C) = Der(C);
2. E(C) = {(exit(pi), enter(pi)) | pi ∈ action(C)};
3. `(e) = (guard(pi), update(pi), rate(pi)), where pi is the action defining the edge e ∈ E(C).
With slight abuse of notation, in the followingwewrite rate(e), e ∈ E(C), to denote the rate function of the actionpi defining
e. The same caveat applies to guard and update.
In Fig. 1, we show the RTS for the three agents genefree, deg, and dimer defined in Example 2.1.
ODE-based semantics. In [11] we defined a fluid-flow approximation of sCCP. The method works by approximating as
continuous the system’s variables X and considering the effect of each transition on those variables. Two additional
restrictions on sCCP programs are required: all updates must be of the constant type and the program must be simple (cf.
Definition 2.3). The constraints on the constant updates introduce a restriction in the expressive power of the language,
yet they allow us to interpret sCCP-actions as continuous fluxes. Hence, these assumptions will be considered in force
throughout the rest of the paper.
The method proceeds in the following way:
1. Start from a simple sCCP programA = (A,D ,X, init (X)). Introduce one new variable PC for each sequential component
C ∈ D , counting the number of instances of C in parallel in the system. As the sCCP program is simple, PC takes values
in {0, 1}. Let P be the vector of PC ’s variables, and let Y = X ∪ P.
2. For each RTS(C), define the interaction matrix νC,Y as a matrix with rows indexed by Y and columns indexed by edges
e ∈ E(C). The entry νC,Y[X, e], for a variable X ∈ X, contains the net variation on X induced by update(e) (for instance, if
X ′ = X + 2 is the (only) conjunct of update(e) on X , then νC,Y[X, e] = 2). For variables PC ∈ P, instead, νC,Y[PC , e] stores
the net variation in the number of copies of C induced by e. Hence νC,Y[PC , e] = 0 for all C , unless e = (C ′, C ′′), C ′ 6= C ′′,
in which case νC,Y[PC ′ , e] = −1 and νC,Y[PC ′′ , e] = 1.
In addition, we consider also the rate vector φC,Y, indexed by edges e ∈ E(C), defined by φC,Y[e] = rate(e) · PC(e) ·
I(guard(e)), where I(·) is the indicator function (any function turning logical values into 0/1) and PC(e) is the variable
associated to the exit state of e.
3. The differential equations for agent C are Y˙ = ΦC (Y), with ΦC = νC,Y · φC,Y. If A = C1 ‖ . . . ‖ Cn, then the differential
equations for A are Y˙ = ΦA(Y) = ΦC1(Y)+ · · · + ΦCn(Y).
Going back to Example 2.1, we obtain, for instance, the following differential equation for the dimer protein Xp2:
X˙p2 = Pdimer
(
I(Xp > 1)kx
1
2
Xp(Xp − 1)− I(Xp2 > 0)k−xXp2
)
,
where I(·) denotes the logical value of an expression and Pdimer is the variable associated to component dimer, which can be
ignored as it is constantly equal to 1.
3. A simple motivating example
In this section we discuss in detail an example of a simple genetic network consisting of a single gene self-repressing
its own expression. The model presented here is even simpler than that of Example 2.1, as we neglect dimerization. We
first provide a straightforward sCCP model for this system, discussing the differences that can be observed between its
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(a) ODE. (b) CTMC.
Fig. 2. Comparison of the ODE (2(a)) and CTMC (2(b)) semantics of the sCCP Model 1. Parameters are kp = 1.0, kd = 0.01, kb = 0.01, ku = 0.001. All plots
in this section have been obtained with Dizzy [21].
stochastic and its ODE-based semantics. We also justify these differences by formalizing some dynamical properties in a
suitable temporal logic, showing that the two semantics satisfy different formulae.
The following model consists of a single gene, producing a protein X , acting as a repressor of its own expression. We
assume, as in Example 2.1, direct production of X by the gene. This system can be rendered in the following sCCP model:
Model 1. Self-repressing gene network:
genefree(X)
def= [∗ → X ′ = X + 1]kp .genefree(X)+ [X > 0→ X ′ = X − 1]kbX .genebound(X)
genebound(X)
def= [∗ → X ′ = X + 1]ku .genefree(X)
degrade(X) def= [X > 0→ X ′ = X − 1]kdX .degrade(X).
The first two agents in the model describe the two states of the gene (free and bounded), and the third agent implements a
degradation mechanism for the protein X .
Given the sCCPmodel, we can generate a CTMC and a set of ODEs, according to the prescriptions of the previous section.4
Given these two mathematical descriptions, we can compare their dynamical evolution. This is done in Fig. 2, where a
trajectory of the stochastic system and a solution of the ODE are compared, for the same value of system’s parameters. As
we can see, the stochastic trajectory exhibits an irregular oscillatory pattern, with X produced in bursts and then degraded.
The ODE, instead, predicts the convergence of X to a steady state. Note that X , in the stochastic system, can reach peak value
one order of magnitude bigger than the steady state value of the ODE system. Is this a typical pattern of fluctuations? Not
really, as can be seen in Fig. 3, where we plot the stochastic and ODE dynamics of the simpler system of Model 2, in which
X is produced at constant rate and degraded as usual.
Model 2. Simple production/degradation of X:
produce(X) def= [∗ → X ′ = X + 1]kp .produce(X)
degrade(X) def= [X > 0→ X ′ = X − 1]kdX .degrade(X).
4 The variables of the ODE are X – the quantity of the protein – and Gon and Goff , representing the free and bounded states of the gene, respectively. The
interaction matrices and rate vectors for the two components genefree and deg are the following:
νgene =
1 −1 10 −1 1
0 1 −1
 φgene =
 kpGonkbXGon
kuGoff
 νdeg =
−10
0
 φdeg = (kdX) .
The reader can easily check that the indicator function is redundant in the second component of φgene and in φdeg .
The ODEs for Model 1 are, therefore: X˙G˙on
G˙off
 = νgeneφgene + νdegφdeg =
kpGon − kbXGon + kuGoff − kdXkuGoff − kbXGon
kbXGon − kuGoff
 .
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(a) ODE. (b) CTMC.
Fig. 3. Comparison of the ODE (a) and CTMC (b) semantics of the sCCP Model 2. Parameters are kp = 1.0 and kd = 0.01.
Fig. 4. Average evolution of the stochastic system associated to sCCP Model 1. The average is computed out of 50,000 runs of a Monte Carlo simulation
algorithm.
As evident in Fig. 3, the stochastic system fluctuates around the steady state value of the ODE solution. Biological examples
showing a dynamical pattern similar to that of Fig. 2 can be found, for instance, in [41].
Howcanwe formalize the intuition that the stochastic and the differential systems of Fig. 2 are intrinsically different?One
single trace of the CTMC is not enough to state properties of the whole model. We need to analyze either the entire Markov
Chain, or a sample constituted by many traces. The simplest way of proceeding is that of computing the time average of
a sample of traces of the Markov Chain. In this case, however, we obtain an average trajectory close to the solution of the
ODEs, despite the fact that each simulated trace has a spiky behavior (see Fig. 4).
We stress that spiky and stationary trends are intrinsically different. For instance, consider an event triggered when X ≥ α,
where the threshold α is greater than the steady state value, but overcome by the spikes infinitely often. This event will
happen potentially infinitely many times in the spiky case, but never in the stationary one.
Indeed, by averaging out many traces, we lose something about qualitative features of their dynamics. In this case, for
instance, we lose information about the sequence of activations and deactivations of the gene, keeping track for each time
instant t , only of the fraction of traces for which the gene is active.
A different approach can be that of checking if the entire Markov Chain satisfies some qualitative characterization of a notion
of irregular oscillation. This can be obtained by formalizing such notion in Continuous Stochastic Logic [4], and checking if
it is satisfied by our CTMC using a model checking software like PRISM [39].
Temporal logic formulae, in fact, can capture qualitative (and partially quantitative) features of the trends of dynamical
systems. This approach has been used successfully, for instance, in [3,20].
The idea for expressing oscillations of Model 1 is that, if in our system X is above a certain threshold value α, then at some
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(a) Model 1
Fig. 5. Truth value of formula (2), for different values of probability p and time bound t , for the genetic network of Model 1 (a). The time bound t has been
chosen equal to 1, 5, and 10 times the expected time of the unbinding of the repressor from the gene. The threshold α equals 15 for both models. The
expected value of X at steady state for Model 2 is 10. Hence the fluctuations can be expected to bring X above 15. Indeed, the threshold 15 can be expected
to be reached in 60 time unit, starting from 0 (value computed with PRISM [42]). However, Model 2 does not satisfy the regularity condition expressed by
formula (2).
point in the future it will reach the value 0 and, similarly, if X is equal to zero, then in some point in the future X will become
greater than α. We also require that X will grow greater than α at some future time. Moreover, this property must be true
for every time instant. The formalization in CSL is the following (recall that in CSL each path property must be quantified by
the probability operator):
P≥p[G((X ≥ α→ P≥p[F(X = 0)]) ∧ (X = 0→ P≥p[F(X ≥ α)]) ∧ (P≥p[F(X ≥ α)]))]. (1)
In the previous formula, G stands for always, F for eventually, and P≥p is the path quantifier requiring that the set of paths
satisfying the following path formula has probability at least p.
Formula (1), however, does not work for our purposes. In fact, it is true also for the simpler system producing and degrading
X , which we do not consider having any oscillatory behavior. Indeed, there is a simple explanation for this: the unbounded
eventually operator is always satisfied with probability one, as there is non-zero probability for X to reach sooner or later
the thresholds α or 0; hence, if enough time is given, every given sequence of events (i.e, threshold attainments) will surely
happen. Therefore, in order to express a meaningful notion of (irregular) oscillation, we need to put a bound on the time
required for reaching α or 0. The formula to check is therefore:
P≥p[G((X ≥ α→ P≥p[F≤t(X = 0)]) ∧ (X = 0→ P≥p[F≤t(X ≥ α)]) ∧ (P≥p[F≤t(X ≥ α)]))], (2)
where F≤t is a bounded future operator.
In Fig. 5 we show its truth value for different values of p and t . As we can see, the probability of oscillations is very high
for reasonably small values of time t only in the genetic network. This is not the case in the simple production/degradation
system, for which the formula is always false (see the caption of Fig. 5 for further details).
Formula (2) has a counterpart in the non-stochastic logic CTL, which can be checked in a Kripke model derived from the
solution of the ODEs associated to the simple gene network [3]. The formula is
A[G((X ≥ α→ A[F≤t(X = 0)]) ∧ (X = 0→ A[F≤t(X ≥ α)]) ∧ (A[F≤t(X ≥ α)]))], (3)
where A requires the formula to be true in every trajectory, and a simple analysis of Fig. 2(a) will convince the reader that
it is clearly false for the ODEs of Model 1 (whose underlying Kripke structure has a unique path, due to the determinism of
ODE).
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Hence the stochastic and the ODE semantics can be proved to be qualitatively different, in the sense that there exists
a temporal formula which is always false in the differential system, but true (with high probability) in the stochastic one.
This formula states that the systemmanifests some form of oscillatory behavior, with each oscillation lasting no more than
t units of time.
The point is to understand what is the source of this difference.
If we inspect the mapping of sCCP to ODE in more detail, we find that the gene is ‘‘encoded’’ by the ODEs using two
variables, G and Gb, taking values in [0, 1] and adding up to 1. This continuous values are meant to represent a boolean
quantity in the stochastic system: the state of the gene. This approximation seems rather arbitrary and prone to introduce
errors. Note that an analogous approximation is performed also when computing the time-average: at each time instant t ,
the average value of G equals the fraction of traces in which the gene is free, and similarly for Gb. If the source of problems
is indeed approximating the state of the gene G as continuous, then a possible way out would be to maintain this portion
of the dynamics discrete, while approximating as continuous only the quantity of protein X . This choice requires a different
dynamical model, having a mixed discrete/continuous evolution. The choice inevitably falls on hybrid automata.
4. Hybrid automata
Hybrid automata are (collections of) dynamical systems presenting both discrete and continuous evolution. Essentially,
they can be thought as a set of variables evolving continuously in time, subject to instantaneous changes induced by the
happening of discrete control events. When discrete events happen, the automaton enters its next mode, where the laws
governing the flow of continuous variables may change.
Formally, a hybrid automaton H = (V , E,X, flow, init, inv, guard, reset) is a tuple such that:
• X = {X1, . . . , Xn} is a finite set of real-valued variables (the time derivative of Xj is denoted by X˙j, while the value of Xj
after a change ofmode is indicated by X
′
j ).• G = (V , E) is a finite labeled graph, called control graph. Vertices v ∈ V are the (control) modes, while edges e ∈ E are
called (control) switches and model the happening of a discrete event.
• Each vertex v ∈ V is associatedwith a set of ordinary differential equations5 X˙ = flowv (referred to as the flow conditions
in mode v). Moreover, initv and invv are two formulae on X specifying the admissible initial conditions and some invariant
conditions that must be true during the continuous evolution of variables in v (forcing a change of mode to happen when
violated).
• Edges e ∈ E of the control graph are labeled by guarde, a formula on X stating for what values of the variables each
transition activates (the so-called activation region), and by resete, a formula on X ∪ X′ specifying the change of the
variables’ values after the transition has taken place.
The traces of the system are the time traces of the system’s variables. Such variables evolve continuously within each mode,
and this continuous evolution is interleaved by discrete (and possibly discontinuous) jumps, corresponding to the happening
of discrete transitions.
Hybrid automata are generally non-deterministic: a discrete transition may happen in each point of its activation region
(but it is not forced to happen, unless invariant conditions are violated), resets can change the value of system’s variables
non-deterministically, and initial conditions are non-deterministic as well. Therefore, the simulation of a hybrid automaton
consists in the generation of (a set of) admissible traces. The reader is referred to [33] for an introductory survey.
In the following, however, we will deal with a (quasi) deterministic variant of HA, requiring discrete transitions to be urgent
(i.e., they must happen as soon as their guard becomes true) and reset6 and init predicates to be deterministic. The only
non-determinism left is the choice among transitions becoming active at the same instant.
For the sake of simplicity, we also require inv to be simply the ‘‘true’’ predicate.
Flux product. In the next sections we will make use of a product of hybrid automata, introduced in [13] and called flux
product. This is a very close relative of the standard notion of HA’s composition [33], the only difference regarding the way
fluxes are handled: in the flux product, right-hand sides of differential equations of shared variables are added.
Before giving the formal definition, we put forward some notation. The product G = G1 × G2 of two graphs G1 = (V1, E1)
and G2 = (V2, E2) is the graph G = (V , E), with vertex set V = V1 × V2 and edges of the form ((v1, w), (v2, w)), where
(v1, v2) ∈ E1, or ((v,w1), (v,w2)), where (w1, w2) ∈ E2. Given an edge e ∈ E, the first projection pi1(e) is defined for all
edges e = ((v1, w), (v2, w)), and is the edge (v1, v2) ∈ E1. The second projection pi2 is defined symmetrically.
Definition 4.1. Let H1 = (V1, E1,X1, flow1, init1, inv1, guard1, reset1) and H2 = (V2, E2,X2, flow2, init2, inv2, guard2,
reset2). The flux product of H1 and H2 is the hybrid automaton H1 ⊗ H2 = (V , E,X, flow, init, inv, guard, reset) defined
by
5 Other form of flow’s specification are possible (differential inclusions, first order formulae, etc.) but sets of differential equations are sufficient for our
purposes here.
6 Determinism of resete means that, for each point x ∈ Rn , there is a unique x′ ∈ Rn such that resete[x, x′ ] is true.
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1. (V , E) = (V1, E1)× (V2, E2);
2. X = X1 ∪ X2;
3. The flow for the variable X is flow(v1,v2)[X ] = flow1v1 [X ] + flow2v2 [X ], if X ∈ X1 ∩ X2. Otherwise, if X ∈ Xi, then
flow(v1,v2)[X ] = flowivi [X ];
4. init(v1,v2) = init1v1 ∧ init2v2 and inv(v1,v2) = inv1v1 ∧ inv2v2 ;
5. guarde = guard1e1 , if e ∈ E is such that pi1(e) = e1, otherwise, if pi2(e) = e2, then guarde = guard2e2 ;
6. resete = reset1e1 if pi1(e) = e1, while resete = reset2e2 if pi2(e) = e2.
Inspecting the previous definition, it is not difficult to see the following lemma holds:
Lemma 4.1. The flux product⊗ is associative and commutative.
Stochastic hybrid automata. We also need to deal with a stochastic version of hybrid automata, in which discrete transitions
happen at random times, exponentially distributed,while continuous evolution is still ruled by a set of differential equations,
like in the non-stochastic case. This model of Stochastic Hybrid Automaton [7] (SHA) is also known in literature as Piecewise
Deterministic Markov Process (PDMP) [23].
We will adopt here a definition which is simpler than the one given in [23], identifying a subclass of PDMP which is
sufficient for our purposes. We will refer to this model as Simple Stochastic Hybrid Automata (SSHA). Formally, a SSHA is a
tuple HS = (V , E,X, flow, init, inv, guard, reset, rate)where
• (V , E,X, flow, init, inv, guard, reset) is an hybrid automaton, with deterministic resets and initial conditions and with
true invariants;
• rate assigns to each edge e ∈ E a continuous function ratee : Rn → R+. Such a function gives the hazard of taking edge e.
Describing the time traces of a SSHA requires further notions. Essentially, in each mode the system’s variables evolve
according to the flow conditions. Such periods of continuous flow are interleaved by discrete jumps, now happening at
random times exponentially distributed with rate given by the function ratee. Specifically, if e is an edge exiting from the
current mode and guarde is active, then the system can take edge e at time t with infinitesimal probability ratee(X(t))dt ,
where with X(t)we indicate the random value at time t of the stochastic process defined by the SSHA.
This defines, for each edge e ∈ E, a random variable Te,t¯ for the time at which transition e is taken. Te,t¯ depends also on
t¯ , the time of the last jump, but not on the previous history, hence the system is memoryless. Random variables Te,t¯ are
exponentially distributed with a time-dependent rate function. Their cumulative distribution is given by [23,48]
P{Te,t¯ ≥ t} = e−Λe,t¯ (t) (4)
with, in our context,
Λe,t¯(t) =
∫ t−t¯
0
guarde(X(s+ t¯))ratee(X(s+ t¯))ds. (5)
The integral (5) is always defined in force of the continuity of the function ratee and of the fact that guarde is a step function.
In the current mode v ∈ V , given the time t¯ of the last jump (which must have had v as target mode), the next discrete
transition performed is the onewith the smaller Te,t¯ , among all edges exiting from v. This rule allows to construct a sequence
of random times TE1 , TE2 , . . . at which (random) discrete transitions E1, E2 happen. In between these times, the automaton
evolves according to the flow conditions of its current mode.
A SSHA can be simulated in the following way:
1. introduce a new variable Ze for each edge e ∈ E. Ze evolves according to the differential equation Z˙e = guarde · ratee in
the mode v such that e ∈ E(v), or according to Z˙e = 0 in other modes;
2. if the SSHA starts in mode v, for each edge e ∈ E(v), generate an independent random variable Ue uniformly distributed
in [0, 1];
3. take edge e as soon as guarde is true and
Ze ≥ − log(Ue); (6)
4. once a discrete transition is taken, reset all variables Ze to zero, and draw independent and uniformly distributed in [0, 1]
random variables Ue, for each edge e ∈ E(u), where u is the target mode of the transition. Go on applying steps 3 and 4,
until final time is reached.
This is the equivalent of the first eventmethod [51] for simulating homogeneous CTMC, by using the so-calledMonte Carlo
inversion method. In fact, suppose the last event happened at time t¯ . Then, as Ze(t¯) = 0 for t ≥ t¯ ,
Ze(t) =
∫ t
t¯
guarde(X(s))ratee(X(s))ds = Λe,t¯(t). (7)
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Recall that Monte Carlo simulation (see [51]) of random variable Te,t¯ consists in solving for t the equation P{Te,t¯ ≥ t} = Ue,
where Ue is a uniform variable in [0, 1]. Given Eqs. (4), (5) and (7), this is equivalent to determine when Ze = − log(Ue),
hence condition (6).7
Remark 4.1. A different simulation policy can be obtained by adaption of the next event method [25], better known in
Systems Biology as next reaction or Gibson–Bruck method. Such an algorithm reuses random variables by rescaling firing
times after a reaction took place (using properties of the exponential distribution). In our setting, as Ze variables (the
equivalent of firing times) are computed incrementally, such a method can be implemented by a simple modification of
point 4 above, resetting to zero only the variable Ze of the edge that fired. Actually, a third simulation policy can be obtained
by adapting the Gillespie’s direct method [28,29]. In this case, the next firing time is simulated by using the integral of the
global rate of firing (the sum of all rates); then a transition is chosen with probability proportional to its rate at the time of
firing. A discussion of hybrid simulation strategies can be found in [2].
Given a SSHAHs we construct now its deterministic version, in which discrete transitions are fired exactly at the expected
firing time of their stochastic counterpart.
Formally, we give the following
Definition 4.2. Let HS = (V , E,X, flow, init, inv, guard, reset, rate) be a SSHA. Its determinization is the (quasi)
deterministic Hybrid Automaton
H•S = (V •, E•, Y, flow•, init•, inv•, guard•, reset•),
where:
• The control graph is the same: (V •, E•) = (V , E).
• Y = X ∪ {Ze | e ∈ E}.• init• = init and inv• = inv.
• The flow of variable Y , flow•v[Y ], is given by
flow•v[Y ] =
{
flow(v)[Y ], for Y ∈ X
guarderatee, for Y = Ze, e ∈ E(v)
0, for Y = Ze, e 6∈ E(v)
• guard•e(Y) = guarde(X) ∧ Ze ≥ 1.
• For an edge e exiting from mode v, reset•e(Y, Y′) = resete(X,X′) ∧
∧
e∈E(v) Z
′
e = 0.
Essentially, the determinization of a SSHA is defined by formally including the mechanism for simulating SSHA, adding
edge variables to the set of system variables, with flow conditions ensuring that Eq. (7) holds. The reset condition∧
e∈E(v) Z
′
e = 0 corresponds to the memoryless property. The condition Ze ≥ 1, instead, forces the discrete transition to
fire at the expected time of its stochastic counterpart, as stated by the following
Proposition 4.1. Let Z re,t¯ be the random variable defined by Z
r
e,t¯ = Λe,t¯(Te,t¯), i.e. the random value of Ze at the first firing time of
e, given that the last transition fired at t¯ . Then
E[Z re,t¯ ] = 1.
Proof. Let P{Te,t¯ ≥ t} = e−Λe,t¯ (t) = F(t). Consider the random variable Ye,t¯ = F(Te,t¯). Then, given u ∈ [0, 1],
P{Ye,t¯ ≤ u} = P{F(Te,t¯) ≤ u} = P{Te,t¯ ≤ F−1(u)} = F(F−1(u)) = u, hence Ye,t¯ is uniformly distributed. Now,
Z re,t¯ = − log(F(Te,t¯)) = − log(Ye,t¯) = − log(Ue), hence E[Z re,t¯ ] = E[− log(Ue)] = 1. 
Remark 4.2. In light of Remark 4.1, a different definition of determinization results from next event simulation policy: The
reset predicate reset•e(Y, Y
′
)must be changed to reset•e(Y, Y
′
) = resete(X,X′) ∧ Z ′e = 0. Relationships between these two
definitions are currently under investigation.
A notion of flux product can be defined also for SSHA, essentially in the same way as in Definition 4.1. For completeness,
we provide a formal definition:
Definition 4.3. LetH1S = (V1, E1,X1, flow1, init1, inv1, guard1, reset1, rate1) andH2S = (V2, E2,X2, flow2, init2, inv2, guard2,
reset2, rate2) be two SSHA. The flux product of H1S and H
2
S is the simple stochastic hybrid automaton H
1
S ⊗ H2S =
(V , E,X, flow, init, inv, guard, reset, rate) defined by
1. V , E,X, flow, init, inv, guard, reset) is the flux product, as defined in Definition 4.1 of (V1, E1,X1, flow
1, init1, inv1,
guard1, reset1) and (V2, E2,X2, flow2, init2, inv2, guard2, reset2);
2. ratee = rate1e1 if pi1(e) = e1, while ratee = rate2e2 if pi2(e) = e2.
7 In (6) we use≥ instead of= to avoid deadlocks caused by a false guard when Ze = − log(Ue).
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A natural question is whether determinization and flux products commute, i.e. whether (H1S ⊗H2S )• = (H1S )•⊗(H2S )•. It is
easy to see that the two automata (H1S ⊗H2S )• and (H1S )•⊗ (H2S )• are formally different. In fact, the number of edge variables
is equal to the number of edges of the product graph for (H1S ⊗ H2S )•, and to the sum of the edges of (H1S )• and (H2S )• for
(H1S )
•⊗ (H2S )•. Nonetheless, the resulting HAs have the same dynamic behavior. In fact, (H1S ⊗H2S )• and (H1S )•⊗ (H2S )• have
the same control graph. For each correspondingmode of (H1S ⊗H2S )• and of (H1S )•⊗(H2S )•, edge variables, their flows, guards,
and resets involving them are in bijective correspondence. Moreover, edge variables are a local device: they are reset to zero
after each discrete transition, hence they do not propagate any information among modes. The only difference between the
two automata is the fact that (H1S )
•⊗(H2S )• reuses the same edge variables in differentmodes, while (H1S ⊗H2S )• has different
edge variables in each mode.
The above argument can easily be formalized in a proof of the following proposition.
Proposition 4.2. The restriction of the traces of (H1S⊗H2S )• to variables of (H1S )•⊗(H2S )• correspond to the traces of (H1S )•⊗(H2S )•.
5. Hybrid semantics for sCCP
In Section 2 we provided sCCP with two different semantics: the standard one based on CTMC, and a fluid-flow
approximation based on ODEs. In Section 3 we discussed in detail an example in which these two semantics present a
provably intrinsic different behavior: the stochasticmodel shows an (irregular) oscillatory pattern, while the ODEs converge
to a steady state. At the end of the section, we also suggested that Model 1 is inherently discrete in some parts, hence any
fluid-flow approximation may not be adequate to suitably approximate this discreteness. The solution sketched was to
associate a hybrid semantics to sCCP programs. This is the content of this section.
Consider the standard semantics of sCCP, given in terms of Continuous Time Markov Chains: all transitions the system
can take are discrete and stochastic. The first step in constructing a hybrid semantics is that of approximating part of these
transitions as continuous and deterministic, thus obtaining a Simple Stochastic Hybrid Automaton. A further step is that
of completely removing stochasticity. This can be accomplished by constructing the determinization of the obtained SSHA.
Note that this pipeline is alternative to the one presented in [13,14], where we directly derived the non-stochastic hybrid
automaton, possibly reintroducing stochasticity in a second moment. The method we will present here is, probably, more
natural and conceptually clearer, as more coherent to the initial (stochastic) specification given by the sCCP program.
In order to associate a SSHA to a sCCP program, we proceed in two steps. First, we construct an SSHA associated to each
sequential component of the system, then we combine these pieces using the flux product construction. Determinization
can equivalently be applied at both steps on the ground of Proposition 4.2.
Consider a simple sCCP-agentA = (A,D ,X, init (X)), with resets of the constant type. The first step of the mapping to
SSHA consists in constructing the RTS of each component C in parallel in the initial agent A. Consider the RTS of one such
component C , RTS(C) = (S(C), E(C), `), constructed according to Definition 2.4. Its structure suggests a clear separation
between discrete and continuous components of the sCCP program: vertices of the RTS will be the discrete states, while
edges connecting them will be the discrete transitions. The continuous part will be given by store variables and RTS-edges
looping on a single RTS-state. We discuss now this mapping in more detail.
Control graph. The control graph of the SSHA associated to a component C will be (V , E) = (S(C), Enl(C)), where S(C) is
the set of RTS-states of RTS(C), while Enl(C) is the set of non-looping edges of RTS(C), i.e. edges connecting two
different states of S(C).
Flows. The variables of the SSHA will be the store variables X of the sCCP-program. The fluxes acting on them are
constructed specializing the fluid-flow approximation technique, presented at the end of Section 2, to RTS-edges
looping in a single RTS-state. We indicate the looping RTS-edges in RTA-state v ∈ S(C) by El(C, v). We further
indicate by ν lX,C,v the local interaction matrix with one row for each sCCP-variable X ∈ X, and one column for
each edge e ∈ El(C, v). Analogously, we define the local rate vector φ lX,C,v , storing all the rate functions (times the
indicator functions of the guards) of edges e ∈ El(C, v).
Discrete transitions. Discrete transition of the SSHA will be derived by all RTS-edges changing RTS-state. The guard, reset
and rate predicates will be derived from the labels of the RTS-edge.
We are now ready to provide the formal definition:
Definition 5.1. Let A = (A,D ,X, init (X)) be a sCCP program and C ∈ D a component of the initial agent A. The Simple
Stochastic Hybrid Automaton associated to C is
HS(A, C) = (V , E,X, flow, init, inv, guard, reset, rate),
where
1. the control graph is (V , E) = (S(C), Enl(C));
2. the variables X of the SSHA are the ones of the sCCP-system;
3. The flow within mode v ∈ V is given by
flowv = ν lX,C,v · φ lX,C,v;
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4. initv = init(X) if v ∈ V = S(C) is the initial state of C , otherwise initv = false;
5. invv = true for each v ∈ V ;
6. for each e ∈ Enl(C), guarde = guard(e), resete = reset(e), and ratee = rate(e).
The effect of this definition is to maintain non-looping transitions of the RTS of C discrete and stochastic. Rates, guards,
and resets are copied from the sCCP counterpart.
In order to define the SSHA for a whole sCCP, we will use the flux product construction:
Definition 5.2. LetA = (A,D ,X, init (X)) be a sCCP program with initial agent A = C1 ‖ . . . ‖ Ck. The SSHA associated to
A is
HS(A, C1 ‖ . . . ‖ Ck) = HS(A, C1)⊗ · · · ⊗ HS(A, Ck).
Deterministic HA. If we want to proceed further on with the approximation of the sCCP-program, we can eliminate
stochasticity of SSHA, by constructing their determinization.
As we observed, on the ground of Proposition 4.2, determinization can be applied before or after the flux product
construction. It is however preferable to apply determinization at the level of sequential components, in order to reduce
the total number of edge variables.
Formally:
Definition 5.3. Let A = (A,D ,X, init (X)) be a sCCP program with initial agent A = C1 ‖ . . . ‖ Ck. The deterministic HA
associated toA is
H(A, C1 ‖ . . . ‖ Ck) = H•S (A, C1)⊗ · · · ⊗ H•S (A, Ck).
Remark 5.1 (State-space Explosion). One issue concerning the construction outlined in the paper is the number of discrete
modes of the final HA. In fact, the flux product construction generates a number of modes exponential in the number of
components. However, as long as we are interested in simulating the HA, this may not be a crucial issue, as not all putative
modes are always necessary. In particular, the automaton can be (built and) simulated on-the-fly, as in each temporal instant
only the currentmode and its outgoing transitions need to be kept inmemory; the othermodes can be inferred directly from
the HA of each single component. Note that, as far as we do not explicitly construct the flux product, but only the HA of the
components, the mapping scales linearly with respect to the number of sCCP components (the HA of a component has the
same complexity as the RTS).
5.1. Relationships among sCCP semantics
A natural question arising at this point is which mathematical relations hold among the four different semantics
associated to the same sCCP program.
In [10] we proved that ODEs obtained from a general sCCPmodel are a first order approximation of the differential equation
for the average of the CTMC defined by the standard stochastic semantics. If a notion of system’s size can be defined in a way
similar to biochemical reactions,8 then we can also deduce that, in the limit of size and molecular species going to infinity
with constant ratio (the so-called thermodynamic limit), CTMC trajectories will converge to the ODE’s solution in any finite
time horizon [40,30,27].
SSHA obtained from sCCP stand between ODE and CTMC, in the sense that only part of the stochastic transitions is
approximated as continuous. Therefore, we expect they will be closer to CTMC than ODEs. A mathematical proof of this
idea can probably be obtained by suitable manipulations of the master equation or of the infinitesimal generator of the
CTMC and of the SSHA [23,37]. The relationship between a SSHA and its determinization, instead, is less clear and needs to
be investigated in more detail. We hope to exploit the theory of Piecewise Deterministic Processes [23] for this task.
Finding measures on the quality of the approximation and bounds on the error seems an even tougher problem, due to
the different nature of the dynamics involved (stochastic vs deterministic, continuous vs discrete).
In the examples presented in the rest of the paper, however, we adopt a coarse criterion for comparison, based on
manifest qualitative equivalence of dynamics. This means that we will consider two systems similar if they exhibit the
same behavioral patters (e.g., if they both show similar oscillations). Wewill use the same criterion also to study how robust
is the dynamic behavior when parameters are changed.
This approach can be made more rigorous along the lines sketched in Section 3, i.e. by using suitable temporal logic
formulae to discriminate between different dynamical evolutions. Essentially, we can fix a set of formulae formalizing some
properties of interest in a temporal logic (like CSL or LTL) and declare two models equivalent if and only if they satisfy the
same subset of formulae. By adding or removing formulae from such a set, we can make the comparison finer or coarser.
Many details need to beworked out to implement such amethodology,whichwe are investigating: the temporal logic to use,
the formulae which better describe common behaviors, the model checking algorithms to use. This logic-based approach
8 This is obviously the case for sCCPmodels of biochemical networks, where the size is usually the volume times the Avogadro number, but other notions
of size can be defined as well. For instance, similarly to [27], the sum of all variables can be used, if it is conserved by agent’s actions.
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(a) Stochastic HA. (b) Deterministic HA.
Fig. 6. Stochastic Hybrid Automaton discussed in Example 5.1 (a), and its determinization (b).
can also be used for studying how parameters influence the dynamics of a model. In this sense, we would like to exploit
model checking approaches developed for hybrid systems, like [19,34], which are able to find bounds on parameter values
ensuring the validity of certain formulae.
Remark 5.2 (Discreteness). The level of discreteness in the hybrid semantics presented here is fixed and essentially
determined by the structure of the sCCP agents. It is ultimately the modeler who determines this level, while writing the
sCCP program.
A different andmore flexible approach can be envisaged, by making the degree of discreteness a parameter in the definition
of the semantics. This produces a lattice of hybrid automata (stochastic or not) associated to each sCCP program, with
elements corresponding to a different degree of discreteness. In this scheme, CTMC- and ODEs-based semantics of sCCP
are the top and bottom element of such a lattice.
In this way, wemaymodel the dynamics as discrete not only for control structures, like genes, but also for molecular species
present in small amounts. This can be an approach to deal in a formal framework with the known qualitative divergence in
dynamics between stochastic models and the corresponding continuous approximations when the concentration of species
is low, a problem that the current framework is not capable of to deal with in its generality. Furthermore, in this way we
will also be able to formally describe hybrid simulation strategies [46] within our framework (see also the conclusions for
further comments on this point). We are currently investigating this direction; preliminary results appeared in [18,17].
5.2. Non-determinism
The discrete transitions of the hybrid automaton H(A, A), associated to an sCCP program A via determinization, are
urgent, meaning that they are executed whenever their guard becomes true. As a consequence, H(A, A) is deterministic: it
has a unique temporal trace, determined by the initial conditions (assuming that no two edges can fire at the same time).
This is a rather strong requirement, which can induce behavioral divergence in certain cases. We illustrate this problem
through an example.
Example 5.1. Consider the SSHAdepicted in Fig. 6(a). It is composed by a singlemodewith two discrete looping transitions,9
which increase X by one unit at rate 1 + ε and decrease it by one unit at rate 1, with ε very small. This expresses nothing
but a slightly skewed random walk for variable X . In fact, the probability of taking the discrete transition increasing X is
(1+ ε)/(2+ ε), while the probability of decreasing X is 1/(2+ ε), coinciding in the limit ε→ 0. Although the average of
X will diverge at a slow speed (following a line with slope ε), we will actually observe almost the same fraction of increases
and decreases in any reasonable finite time window.
If we consider the determinization of such an automaton, shown in Fig. 6(b), we can easily observe that the transition
decreasing X will never fire. Indeed, as Z˙i = 1 + ε > 1 = Z˙d, the clock variable of the increasing transition, Zi, will always
be greater than Zd for t > 0. The net result is that X will grow to infinity much quickly than in the SHA (the points reached
after resets lay on a line with slope 1+ ε).
If wewant to recover part of the behavior of the SSHA, e.g. the alternation of firings of increases and decreases in the above
example, we may proceed by introducing some form of non-determinism, by modifying the definition of determinization of
a SSHA.
The idea is simple: we can split an HA-edge e in two, both having the same activations and resets derived from guards and
updates of the corresponding SSHAedge transition, but differing in the timing conditions. Choosing an interval [1−δ1, 1+δ2],
δ1 < 1, centered around 1, we can activate one transition non-deterministically when Ze ∈ [1− δ1, 1+ δ2] (and the other
guards are true). The other transition, instead, is urgent and it is activewhen Ze ≥ 1+δ2. This second transition is introduced
in order to deal with the case inwhich the first transition is non-deterministically not fired. The size δ1+δ2 of [1−δ1, 1+δ2]
essentially controls how much of the stochastic variability we are capturing; in fact, the fraction of stochastic transitions
we are considering equals the probability that Ze belongs to [1− δ1, 1+ δ2], which is e−(1−δ1) − e−(1+δ2), according to (4).
9 Looping transitions cannot be generated by our mapping from sCCP. It is not difficult, however, to tweak the example making it sCCP compatible: just
split the single mode in two and consider four transitions bridging them, two towards one mode (both increasing and decreasing X), and two towards the
other. This automaton is obtained from the following sCCP agents:
s0 :- [∗ → X ′ = X + 1]1+ε.s1 + [∗ → X ′ = X − 1]1.s1
s1 :- [∗ → X ′ = X + 1]1+ε.s0 + [∗ → X ′ = X − 1]1.s0.
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Fig. 7. Reduced transition system for Model 1.
Fig. 8. Simple stochastic hybrid automaton associated to Model 1.
Reasonably, the size δ1 + δ2 cannot be too large, as all points in [1− δ1, 1+ δ2] are to be considered equally probable to be
chosen in the non-deterministic case (in contrast with the stochastic model, where they are exponentially distributed).
One may wonder whether information about the variance can be used to determine the values of δ1 and δ2. Unfortunately,
the variance of random variables Z re,t¯ , associated to Ze’s (cf. Proposition 4.1), is always equal to one, as can be easily computed
along the lines of Proposition 4.1. The question of whether higher order moments can bring useful information for this task
is left to future investigations.
Going back to our previous example, we obtain (by solving the ODEs for the Z-variables), that the first increasing
transition can be fired for t ∈ [ 1−δ11+ε , 1+δ21+ε ], while the first decreasing transition can fired for t ∈ [1 − δ1, 1 + δ2]; these
two intervals overlap almost entirely for ε small. Hence, the fraction of traces for which the first discrete transition is an
increasing one is only slightly bigger than one half, in contrast with the deterministic case (in which all transitions where
increasing).
Remark 5.3. The previous discussion is centered around the definition of determinization based on first event policy. The
behavior of next event determinization and the effect of non-determinism on it need to be investigated.
5.3. The motivating example revisited
It is now time to show thehybrid semantics atwork.Wewill reconsider the example of Section 3, comparing thedynamics
of its hybrid semantics both with the stochastic and the differential ones.
In order to construct the stochastic and the deterministic hybrid automata associated to Model 1, we have to start from
the RTS of the two sequential agents constituting the sCCP-program, shown in Fig. 7. The structure of the RTS is very simple:
the gene component has a two-state RTS, while the degradation component has a single state.
Given the RTS, the construction of the SSHA is quite straightforward. The entire process (constructing the SSHA for the
two components and taking their product) is visually depicted in Fig. 8. The determinization of such an automaton can be
found, instead, in Fig. 9.
Let us turn now to inspect the dynamics of the two resulting automata. A simulation of their dynamics, obtained with
standard numerical methods, can be found in Fig. 10. As we can see, the oscillatory pattern manifest in the stochastic model
of Fig. 2(b) seems recovered in both cases. There is, of course, a difference between the stochastic and the non-stochastic
version of the Hybrid Automaton: the oscillations have irregular period in the first case and a regular one in the second. This
is, of course, one of the expected effects of removing stochasticity. What is interesting, however, is the fact that both traces
present the same qualitative trend with peaky oscillations. Indeed, the deterministic hybrid automaton clearly satisfies the
CTL-formula (3), for a suitable choice of parameters, in contrast with the system of differential equations associated to the
original sCCP-program. It is reasonable to suppose that the SSHA satisfies formula (2), as our empirical tests seem to confirm,
although we have no formal proof of this fact.10
10 We are not aware of any model checker for SHA capable of checking such a formula.
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Fig. 9. Deterministic hybrid automaton associated to Model 1.
(a) Stochastic HA. (b) Deterministic HA.
Fig. 10. Simulation of the Simple Stochastic hybrid automaton (a) and of its determinization (b), for parameters’ values as in the caption of Fig. 2. All
simulation of hybrid systems are performed with a tool we implemented, which makes use of standard numerical methods for integrating ODEs and for
event detection. Plots have been drawn in MATLAB.
What we consider important, in any case, is that we recovered the behavior of the stochastic system, simply by
maintaining discrete part of the dynamics. Stochasticity, in this example, does not seem to play a role as crucial as the one
played by discreteness. Aswewill see in the following sections, when other exampleswill be discussed in detail, this pattern
seems to be rather common, though obviously stochastic effects cannot always be neglected.11
6. Repressilator
The Repressilator [24] is a synthetic genetic regulatory network composed by three genes expressing three proteins, tetR,
λcI, and LacI. These proteins are transcription factors, acting as repressors of their genes in a cyclic fashion, i.e. tetR represses
λcI,λcI represses LacI, and LacI represses tetR. The Repressilator,which is expected to oscillate, has been extensively studied
in literature, especially in the context of general modeling approaches to genetic networks [5].
In [24], the authors study a mathematical model based on ODE with (cooperative) Hill dynamics for gene production. Their
model has either a stable limit cycle or a stable stationary point, depending on the value of parameters.
In [5], instead, authors provide a stochastic model, described in pi-calculus using simple building block units, the gene gates.
Themodel is extremely simplified, yet it exhibits a clear oscillatory pattern. Specifically, in themodel the protein production
is described as a single step action, while repression is modeled by collision of a single repressor on the promoter region,
instead of representing explicitly the binding/unbinding mechanism. Clearly, this model abstracts away many biological
details, hence it can provide only a qualitative picture of the system’s dynamics. We encode it in sCCP and study the
11 As a matter of fact, the choice of the level of approximation of a model depends on what properties one is interested into. If one is interested in the
variability of oscillations exhibited by Model 1, then stochasticity cannot be removed!
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Table 2
sCCP code for the Repressilator. We are using three template processes (with template
variables X for the protein and R for the repressor) that are instantiated with the three
global stream variables of the system, namely A, B, C . In the code, kp is the production rate
of each gene, kb and ku are the binding and unbinding rates of the repressor, and kd is the
degradation rate of each protein.
Neg(X, R) def= [∗ → X ′ = X + 1]kp .Neg(X, R)+ [R ≥ 1→ ∗]kbR .[∗ → ∗]ku .Neg(X, R)
Degrade(X) def= [X > 0→ X ′ = X − 1]kdX .Degrade(X)
Neg(A, C) ‖ Neg(B, A) ‖ Neg(C, B) ‖ Degrade(A) ‖ Degrade(B) ‖ Degrade(C)
relationships among the four different semantics at our disposal. The real biological systems remains in the background:
we know that it should oscillate (as confirmed by more detailed models and experimental results [24]), hence the presence
of oscillations is the criterion we adopt to validate the different sCCP semantics and to study robustness. We stress that
we are considering a qualitative and heuristic criterion for comparing dynamical behaviors and for robustness, which can
however be formalized in terms of equisatisfiability of suitable temporal logic formulae; see the discussion of Section 5.1.
As a matter of fact, in order to extract also quantitative information, more detailed models of the Repressilator should
be considered, explicitly representing a cooperative mechanisms of binding/unbinding [5,24]. An sCCP formalization of this
model of the Repressilator is straightforward [15] and is given in Table 2. The SSHA and the HA associated to one neg-gate, i.e.
one gene, are very similar to the ones of Figs. 8 and 9 (the gene agent of the example of Section 3 is indeed a self-repressing
neg-gate).
The deterministic hybrid model of the Repressilator has been first introduced in [13], where it is used to experimentally
justify the definition of the hybrid semantics for sCCP. Actually, looking at Fig. 11, we can see that while the stochastic and
both hybrid models oscillate, the ODEs have a radically different behavior, converging to a stable state. As a matter of fact,
the key difference between the stochastic and hybrid models on one side and the ODEs on the other is that the dynamics of
gene activations and deactivations is discrete for the former and continuous for the latter. This discreteness is thus essential
for the oscillations tomanifest at the level of detail of this model. Stochasticity, as for Model 1, does not seem here particularly
relevant (according to the validation criterion stated above), hence we will predominantly analyze the deterministic HA.
Remark 6.1. If we consider the average trace of the stochastic model of the Repressilator, its behavior is similar to the one
exhibited byModel 1: it does not oscillate at all; see Fig. 11(c). What happens can be readily explained: the stochastic traces
show an high variability in the period of oscillations, so that the phases of two traces are uncorrelated at regime (phase
diffusion [26]). Therefore, fixing a time instant, in two thirds of the traces each protein will not be expressed, while in the
other third of the traces it will be at its peak value (equal to kp/kd). Hence, in the average, the quantity of a protein converges
to kp3kd .
We will now analyze the hybrid model of the Repressilator, with particular attention to qualitative preservation of the
oscillatory behavior with respect to parameter changes. We will also compare the hybrid and the stochastic systems, trying
to see if stochasticity increases robustness of the model, or if discreteness of genes is enough to produce oscillations. We
perform this analysis following the suggestions of [5], where a thorough analysis of the stochasticmodel has been presented.
First of all, what really matters are the ratios between parameters, hence we can fix one of them, letting only the other three
vary. We choose to fix the production rate kp (cf. caption of Table 2) to the nominal value of 1.0.
In order to get an idea of what happens for the Repressilator, we did an extensive experimental study, simulating the
hybrid automaton for different combinations of parameters and using this information to draw a coarse grained map of the
parameter space. We focus on the deterministic HA, with urgent transitions, as its dynamical properties can be understood
by a single (accurate) numerical simulation. Traces are then automatically analyzed to detect oscillations. The results of this
analysis are shown in Fig. 12, where we use color maps to describe the presence/absence of oscillations and their amplitude
relative to the maximum value attainable by proteins under the combination of parameters considered (equal to kp/kd).
As we can see, the oscillations are present for a wide area of the parameters space. Furthermore, we can observe how
the increase of the binding rate kb stabilizes the behavior of the system, expanding the region of oscillations. Moreover,
oscillations are present more frequently if ku > kd. These results are in line with the behavior of the stochastic system,
cf. [5].
In order to compare the hybrid and the stochastic models, we consider parameter combinations near the boundary of the
oscillatory region, comparing the two systems.What happens is depicted in Fig. 13: the hybrid systems, when they oscillate,
have oscillations with small amplitude and short period. As for the effects of stochasticity, we observe that:
• stochasticity of gene’s dynamics introduces variability in the period, but does not alter the oscillatory pattern;
• stochasticity in production and degradationmakes the oscillations very noisy, due to the small amount of molecules into
play.
This supports the thesis that the key ingredient producing oscillations in this model of the Repressilator is the discreteness
of gene’s dynamics.
The hybrid model of the Repressilator we just discussed is symmetric, as all three genes share the same parameters. If
the deterministic model starts from identical initial conditions (i.e. A0 = B0 = C0), then the automaton has no way to break
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(a) CTMC. (b) ODE.
(c) CTMC average.
(d) HA. (e) SSHA.
Fig. 11. (a) Stochastic time trace for the Repressilator system of Table 2. Parameters are kp = 1, kd = 0.01, kb = 1, ku = 0.01. (b) Solution of the differential
equations associated to the sCCP program of Table 2. Parameters are the same as in stochastic simulation. (c) Average trace of the stochastic system for one
of the three repressors, computed using PRISM [39]. (d) Trace of the deterministic hybrid automatonmodel of the Repressilator, using the same parameters
as before. (e) Trace of the stochastic hybrid automaton model of the Repressilator, using the same parameters as before.
this starting symmetry, hence it should not exhibit oscillations with alternating peaks. This is indeed the case, as Fig. 14(a)
shows. The SSHA of the Repressilator, instead, it is not affected by this ‘‘limitation’’ (see Fig. 14(c)), as noise has the effect of
breaking the initial symmetry, leading the automaton away from the (unstable) solution of Fig. 14(a) into the usual (stable)
oscillatory pattern. The same effect can be obtained also by introducing a little amount of non-determinism, according to
Section 5.2 (cf. Fig. 14(b)). In simulating the non-deterministic automaton, we considered a uniform measure on the set of
admissible traces, generating one at random.
Remark 6.2. The previous discussion suggests that the non-deterministic version of the HA is somewhere in the middle
between the deterministic and the stochastic one. Non-determinism seems to be a possible way to introduce a small,
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(a) kb = 0.01. (b) kb = 0.1.
(c) kb = 1. (d) kb = 10.
Fig. 12. (a)–(d) Presence or absence of oscillations and their magnitude (relative to the maximum amplitude kp/kd) in the ku–kd plane (unbinding rate,
degradation rate, resp.), for various values of kb (binding rate). ku and kd range from 0.001 to 1. The color map assigns light colors to bigger oscillations,
thus white points correspond to full oscillations, while black point denote absence of oscillations.
controlled amount of variability, mimicking the perturbation effects of noise. Further work is required to investigate this
issue.
The Repressilator can be generalized by considering n instead of 3 genes, still repressing cyclically [43]. It can be shown,
for an ODEmodel using cooperative Hill’s equations, that oscillations are possible if and only if n is odd. The same effect can
be observed also for the generalized hybrid Repressilator (results not shown).
The experimental evidence presented shows that discreteness can have an important role in stabilizing the dynamics of
a system, hence it should not always be ignored in the modeling activity.
7. Circadian clock
The circadian clock is a biological mechanism involved in the regulation of the circadian rhythm of living beings, a typical
mechanism for responding to environmental stimuli, in this case the periodic change between light and dark. This system
has been extensively studied and modeled, as it is the prototypical example of a biological clock [31].
We investigate in this section themass-actionmodel of the circadian clock presented in [50],where the authors show that
both the ODE-based model and the stochastic model exhibit regular oscillations (for suitable parameters’ values). However,
they show that the stochastic model is more robust, as if internal noise was exploited by Nature to increase stability of
function (i.e., for a clock, oscillations).
The circadian system under analysis is schematically depicted in Fig. 15. It is a simple abstraction of the real biological
machinery involved. Basically, this system behaves like a clock, expressing proteins A and R periodically with a stable period.
We stress that the stability of the period is an essential requirement for a circadian clock model to be realistic.
The system consists of two genes, one expressing an activator protein A, the other producing a repressor protein R. The
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(a) CTMC, oscillating. (b) CTMC, not oscillating.
(c) HA, oscillating. (d) HA, bad oscillations.
(e) SSHA, oscillating. (f) SSHA, not oscillating.
Fig. 13. (a), (c), (e) Simulation, resp., of the stochastic, the hybrid deterministic, and the hybrid stochastic systems for kb = 10.0, kd = ku = 0.1. Oscillations
are still present in all three cases, with a small absolute amplitude (approximately equal to 10), although extremely noisy for the stochastic system. (b),
(d), (f) Simulation, resp., of the stochastic, the hybrid deterministic, and the hybrid stochastic systems for kb = 0.01, kd = 0.1, and ku = 1.0. The behavior
of the stochastic system is extremely noisy. Both hybrid systems do not present an oscillatory behavior with alternating peaks, but rather fluctuate around
a steady state.
transcription and the translation phases are modeled explicitly. Protein A is an enhancer for both genes, meaning that it
regulates positively their expression. Repressor R, instead, can capture protein A, forming the complex AR and making A
inactive. Proteins A and R are degraded at a specific rate (see caption of Fig. 15 for more details about the numerical values),
but R can be degraded only if it is not in complexed form,while A can be degraded in any form. Notice that regulation activity
of A is modeled by an explicit binding to the gene, which remains stimulated until A unbinds.
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(a) Deterministic HA. (b) Non-deterministic HA.
(c) Stochastic HA.
Fig. 14. (a) Simulation of the deterministic hybrid Repressilator, with parameters as in Fig. 11 and initial conditions A0 = B0 = C0 = 0. (b) Simulation of
the non-deterministic hybrid Repressilator with the same parameters as above and with activation conditions Ye ∈ [0.9, 1.1]. (c) Simulation of the simple
stochastic hybrid Repressilator with the same parameters as above.
Fig. 15. Biochemical network for the circadian rhythm regulatory system. The figure is taken from [50], like numerical values of rates. Rates are set as
follows: αA = 50, α′A = 500, αR = 0.01, α′R = 50, βA = 50, βR = 5, δMA = 10, δMR = 0.5, δA = 1, δR = 0.2, γA = 1, γR = 1, γC = 2, θA = 50, θR = 100.
We will focus on two main questions: What is the interplay between discreteness and stochasticity in the preservation
of oscillations and of the stability of their period? What are the key interactions that should be kept discrete/stochastic? In
order to tackle these questions, we first encode themodel in sCCP, turning then to an experimental study of the relationships
among the four semantics at our disposal: stochastic, ODE-based, and hybrids.
Remark 7.1. There are many studies concerning the robustness of circadian clock with respect to fluctuations in small
particle number [26]. These studies usually consider specific measures to capture certain behavioral aspects, for instance
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(a) ODE. (b) CTMC.
(c) SSHA. (d) HA.
Fig. 16. (a) Simulation of ODE-based model of the circadian clock, using parameters of Fig. 15. (b) Simulation of the CTMC-based model of the circadian
clock. (c) Simulation of the SSHA-based model of the circadian clock. (d) Simulation of the HA-based model of the circadian clock. The small cyan curve
indicates a temporal density for the combination of gene states in which A is in the enhanced state and R is in the normal state. Each point represents the
fraction of time in which genes are in this specific combination, for a 10 s long time-window, centered in the considered instant. The curve is scaled by a
factor of 1000.
the autocorrelation of period to study how long does it take for oscillations to get out of phase due to noise. Our interest
here is more of a qualitative nature and it is focussed on the effect of discreteness in the dynamics and its interplay with
stochasticity. Moreover, our qualitative criterion for robustness does not allow themeasurement of properties of themodel,
but rather it gives a picture of the general trend. Themeasures used in [26] and in other studies, however, can be also applied
in this context, and may reveal further interesting properties.
The code of the sCCP program modeling the circadian clock [15] is straightforward: each reaction is associated to a
single looping agent (similar to degradation agents of Section 2 and Table 2), while genes are modeled by two-state agents,
describing explicitly the binding and unbinding of the enhancer. The hybrid automata obtained from the sCCP model
have 4 states (they are the product of 2 two-state automata and few one-state automata), corresponding to the possible
combinations of gene states (enhanced or normal).
In Fig. 16 we show a comparison of stochastic, ODE, and hybrid models, for the set of parameters given in [50] (cf. also
caption of Fig. 15): The behavior is essentially the same for all four systems.
What are the interactions responsible for oscillations? Looking at the plots of Fig. 16, we can see that a peak of A is
followed by a peak of AR and then by a peak of R. Actually, an increase of the amount of A stimulates the transcription of
both genes A and R. However, the production of A is faster than the production of R both in the normal and in the excited
states. Therefore, for some time, R is not able to saturate A by complexation, hence A increases. This effect is contrasted by
the much slower degradation of the mRNA of R and of the protein R itself, with respect to the mRNA of A and the protein A.
Thismakes the concentration of R grow so that A becomes present only in the complexed form, thus inhibiting the enhancing
of gene expression. This, in turn, makes R gradually decay, due to its slow basic production rate. The cycle then starts again.
The previous discussion gives an idea of the complexity of this process, which is the result of the interaction of many
factors. However, one parameter that should be important for the process is the translation rate of R. Increasing this
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(a) ODE, βR = 12. (b) ODE, βR = 15.
(c) HA, βR = 25. (d) HA, βR = 50.
Fig. 17. (a) Simulation of the ODE-based model of the circadian clock with βR = 12 and all other parameters as in the caption of Fig. 15. (b) Simulation
of the ODE-based model of the circadian clock with βR = 15. (c) Simulation of the HA-based model of the circadian clock with βR = 25 and all other
parameters as in the caption of Fig. 15. (d) Simulation of the HA-based model of the circadian clock with βR = 50.
parameter, in fact, should decrease both duration andheight of the peak of expression ofA, eventuallymaking the oscillations
disappear. This intuition is indeed confirmed in Fig. 17(a) and (b), where solutions of the ODEs are presented for βR equal to
12 and 15, respectively. As we can see, the size of A’s peak decreases until it disappears.
Now, this is the effect ofβR on the systemof differential equations, where the state of the gene is represented by a variable
taking values in [0, 1]. We may wonder whether a discrete description of the gene dynamics will increase or decrease
robustness. Indeed, the oscillatory region is extended, as confirmed by Fig. 17(c), showing a plot of the hybrid model for
βR = 25.
However, the authors in [50] claim that it is internal noise that increases the stability of oscillations. As a matter of fact,
the introduction of stochasticity increases the interval of βR in which the system oscillates, as can be seen from Fig. 18(a)
(showing a stochastic simulation for βR = 50). The question is now to understand ‘‘howmuch’’ stochasticity is necessary: do
we need to describe the whole system as stochastic, or just a few transitions will suffice? In order to answer, we turn back
our attention to the simple stochastic hybrid automaton model. The only stochastic transitions of this automaton are the
binding and unbinding of A to the promoter region of the two genes. Its simulation for βR = 50, presenting an oscillatory
pattern, is shown in Fig. 18(b).
The experimental tests presented suggest that discreteness is an important factor in increasing the robustness of the
model. Actually, only a limited amount of discreteness seems sufficient in this respect, namely the description of genes as
two-state automata.
As a matter of fact, also stochasticity plays an important role: Treating the binding and unbinding of the enhancer as
discrete and stochastic basically guarantees the same behavior as the CTMC model. But how does stochasticity influence
the oscillations? Remember that oscillation starts with a peak of the free enhancer A. This event corresponds to a situation
in which gene A is enhanced but gene R is in its normal state. Specifically, a peak in the amount of A is triggered whenever
this combination of gene states occurs for a sufficiently long time, as confirmed by the small cyan curves in Figs. 16(c), 17(c)
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(a) CTMC, βR = 50. (b) SHA, βR = 50.
Fig. 18. (a) Simulation of the CTMC-based model of the circadian clock with βR = 50 and all other parameters as in the caption of Fig. 15. (b) Simulation of
the SHA-based model of the circadian clock with βR = 50.
representing a sort of ‘‘temporal density’’ (cf. caption of Fig. 16(c)). In the deterministic case, the increase of βR gradually
reduces this density below a critical threshold, under which oscillations disappear. Fluctuations of the stochastic system, on
the other hand, can still bring the density over the threshold, and trigger an oscillation loop. Notice that, the bigger βR the
harder it is for fluctuations to make the density overcome this threshold, hence oscillations have a highly variable period:
the happening of one oscillatory cycle is a random event, while regularity requires structural properties at work. What
we observed, in fact, is that when deterministic HA oscillates, then the stochastic systems show oscillations with a stable
period.12
8. Conclusions
In this paperwe provided sCCP, a stochastic process algebra based on CCP,with stochastic and (non-)deterministic hybrid
semantics. These semantics are approximations of the ‘‘true’’ CTMC, classically associated with sCCP, finer than the fluid
approximation with ODEs. These four semantics (CTMC, SSHA, HA, ODE) are compared in the paper using three case studies,
all exhibiting some form of oscillatory pattern in the stochastic regime. In all cases, a little amount of discreteness coupled
with ODEs was sufficient (and necessary) to qualitatively capture the oscillatory behavior. Stochasticity, instead, was not so
crucial in these examples: either it acted as a simple noise source (as in Model 1 and in Repressilator), so that oscillations
are caused by discreteness alone, or it induces oscillations but at the price of giving up the stability of their period (the
characteristic feature of the circadian clock).
The approach presented here differs from the more popular hybrid modeling methods of literature, which either work
directly with hybrid automata, identifying a priori the discrete components [1,19,32], or identify the discrete parts a
posteriori, using criteria based on magnitude of rates or numerousness of species (hybrid simulation strategies [46]). In our
approach, instead, the degree of discreteness, although determined a posteriori, is fixed and deduced from structural features
of themodel. In some sense, we identify ‘‘unavoidable’’ structural discreteness, lifting to the level of hybrid automata control
mechanisms and logical constraints already present in the sCCP program and playing a role in the observable behavior of
the model. The introduction of a variable degree of discreteness (cf. Remark 5.2) will also enable us to use criteria of hybrid
simulation algorithms. Therefore, our framework can capture in a flexible way the different flavors of hybrid models used
in systems biology. Moreover, this is obtained starting from a single model formalized in the sCCP language and provided
by the user. As a positive byproduct, this opens up the use, in an integrated way, of different analysis tools, from simulation
to model checking.
The relationships among stochasticity, discreteness, and continuity are indeed a fascinating problem, which is just
touched in its deepness in this work. No analysis of internal motivations grounding a discrete/continuous partition has
been made. In particular, we avoided taking into consideration (debatable) biophysical considerations, which we do not
feel sufficiently competent to make. What we can offer is the ‘‘computer scientist’s point of view’’: an analysis based on
12 The concept of stable period requires further explanations. In a deterministic model, oscillations have a stable period if and only if the duration of an
oscillation cycle is always the same. For a stochastic model, this cannot happen: stochasticity will unavoidably introduce variability in the period. However,
the distribution of period lengths can have different variance: if the distribution is concentrated near the average, wewill observe oscillationswith a similar
period (this is the notion of stablewe consider in the text). On the other hand, if the variance is large, the irregularity of the periodwill be evident. Note that,
in both cases, variability in the period will soon or later destroy phase synchrony (i.e., the autocorrelation function will always approach zero). See [26] for
a discussion of this issue in the context of another model of the circadian clock.
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logical/computational considerations, mainly baking behavioral/efficiency issues. The semantics in terms of HA, and its
further generalization to lattice ofHA, as suggested in Remark 5.2,mayprovide a new tool for dealingwith it. In this direction,
we need to study howmathematical instruments like those of [23,37] can be applied to our framework, and we should also
take into consideration continuous stochastic models.
Yet, we believe that discreteness, more than stochasticity, is the key ingredient acting as behavioral source in systemswhere
the number of molecules is very low. This intuition must be given a precise mathematical content, and this is an issue we
will investigate in future work. For now, we hope to have succeeded in having roused the interest of the reader on the
importance of being (a little bit) discrete!
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