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Abstract
In 2011, the Canadian enhanced Polar Outflow Probe (ePOP) satellite will
be launched. The ePOP satellite is equipped with several scientific Earth observa-
tion instruments, including a Radio Receiver Instrument (RRI) which will be used
to detect High Frequency (HF) radio waves transmitted from a ground-based trans-
mitter. The ground-based instrument will be one of the Super Dual Auroral Radar
Network (SuperDARN) array of radars. A radio wave transmitted from the Super-
DARN radar will propagate through the ionosphere and be detected by the RRI on
ePOP. Analysis of the characteristics of the signal received by the RRI will provide
information about the plasma density in the ionosphere between the transmitter and
receiver. As the ePOP satellite is not yet operational, extensive ray path modelling
has been performed to simulate the expected signal at the RRI for various ionospheric
conditions.
The other major objective of this research was to examine the effect of the vari-
able refractive index in the ionosphere on SuperDARN drift velocity measurements.
Past comparisons between velocities measured by SuperDARN and other instruments
have found that velocities measured by SuperDARN typically were about 20–30%
lower. This research has shown that underestimation of drift velocities by Super-
DARN is a consequence of not including the refractive index when these velocities
are calculated. As refractive index measurements are not readily available, this re-
search has involved developing and implementing various methods to estimate the
refractive index in the ionosphere. These methods have demonstrated that plasma
density values within the SuperDARN scattering volume are appreciably higher than
background plasma densities in the ionosphere. Application of these methods, which
has resulted in a much better understanding of the physics of the coherent scattering
process, has resulted in agreement between velocities measured by SuperDARN and
other instruments.
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Chapter 1
Introduction
1.1 Motivation for Research
In 2011 the Canadian designed and built CAScade, Smallsat, and IOnospheric Polar
Explorer (CASSIOPE) satellite will be launched. This satellite will carry a suite of
eight scientific instruments called the enhanced Polar Outflow Probe (ePOP) [Yau
et al., 2002; 2006]. The main objectives of the ePOP mission are to study outflows
of charged particles from the polar regions of the Earth, to perform tomographic
measurements of ionospheric electron densities, and to study wave particle inter-
actions and radio wave propagation in the ionosphere. Radio wave propagation
studies using the Radio Receiver Instrument (RRI) [James, 2003; James and Lun-
scher, 2006; James, 2006; James et al., 2006] on ePOP are an important part of this
research. The RRI will consist of two crossed dipole antennas which will be used
to receive High Frequency (HF) radio waves. Radio wave signals to be detected by
the RRI will primarily be provided by ground-based transmitters such as the Super
Dual Auroral Radar Network (SuperDARN) HF radars [Greenwald et al., 1995] and
ionosondes [MacDougall et al., 1995]. Analysis of the signal to be received by the RRI
from these ground-based transmitters will provide information about the physics and
properties of the ionosphere such as electron density distributions and radio wave
absorption regions. Signal parameters such as propagation time, polarization, and
relative power can all be used to determine electron density and absorption in the
ionosphere between the transmitter and receiver. This experiment will introduce a
new method to measure ionospheric electron densities using HF radio waves, to com-
plement the more common Very High Frequency (VHF) and Ultra High Frequency
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(UHF) tomographic experiments.
The main purpose of this research, and essentially all research in this field, is
to develop a better understanding of the physics of the near-Earth space environ-
ment and the linking of the Sun-Earth system. Accurate measurements of electron
density structures from the SuperDARN-ePOP experiment will aid in characterizing
and modelling the ionosphere. Better predictions of electron density profiles will
allow better HF communication links, in particular over the polar cap region where
commercial aircraft are more frequently flying. Aircraft flying more directly over the
polar region of the Earth must rely on HF radio waves to maintain communication
with ground stations as VHF and higher frequency radio waves are not refracted
sufficiently by the ionosphere to allow communication over large distances. Since
the ionosphere is highly variable and affects the propagation and absorption of HF
waves, accurate nowcasting and forecasting of ionospheric conditions is essential to
ensure that these aircraft can fly on the safest and most efficient routes. Further
benefits to space science research involve the increasing use of GPS (Global Posi-
tioning System) units. The accuracy and reliability of these units depends on the
variability of ionospheric electron density values. Another important goal of space
science is accurate forecasting of space weather conditions in near-Earth space. So-
lar storms are associated with energetic particles in the solar wind, which can be
accelerated in the magnetosphere of the Earth. Accurate forecasting of these storms
is essential to protect the electronics and inhabitants of Earth orbiting spacecraft.
For a solid understanding of the behaviour of the near-Earth space environment and
space weather, an understanding of the plasma processes is essential.
1.2 General plasma physics
A plasma is essentially a quasi-neutral gas of charged particles [Baumjohann and
Treumann, 1997]. Quasi-neutrality implies that, on average, the gas has the same
number of positive particles as negative particles. Small-scale regions of a plasma
may have excess charge or separation of charge may happen on very fast times scales,
2
but quasi-neutrality ensures that on large enough time and spatial scales, there are
equal numbers of positive and negative charge. If quasi-neutrality did not hold,
large electric fields would develop in the plasma which would cause particle motion
to cancel the fields and return the gas to quasi-neutrality. Another requirement of
charged particles in a plasma is that the kinetic energy of a given particle is much
higher than the potential energy due to any neighbouring particle. This criterion
implies that the electrons are not bound to the atoms (making the atoms ions) and
are often referred to as ‘free’ particles. In fact, the ions do influence the electrons
due to the Debye shielding effect in a plasma and it may be more accurate to refer
to the electrons as ‘unbound’ particles rather than ‘free’ particles.
An important quantity associated with a plasma is the plasma frequency fp. The
plasma frequency is the natural oscillation frequency of the charged particles in a
given plasma. Given a displacement of one species of particles in a plasma from the
other, the restoring Coulomb force will result in oscillations of the displaced charges
at a characteristic frequency. This is analogous to oscillations in a mechanical system
such as a pendulum or spring. The plasma frequency fp is dependent on charged
particle density N and mass m by the following equation:
fp =
1
2π
√
Ne2
ǫom
, (1.1)
where e is the elementary charge (1.602×10−19 C) and ǫo is the permittivity of free
space (8.85×10−12 F/m). Since the electrons and ions in a plasma have different
masses, they also have different natural oscillation frequencies. The mass of the ions
is much higher than that of the electrons, so the ion plasma frequency is much lower
than the electron plasma frequency. For example, typical ionospheric electron plasma
frequencies are between 1 MHz and 10 MHz, while the ion plasma frequencies are
less than 100 kHz. As this research is concerned with the interaction of HF (3 MHz–
30 MHz) electromagnetic waves with ionospheric plasma, the plasma frequency of
interest is the electron plasma frequency. A simple relation between electron density
Ne (units of m
−3) and plasma frequency (units of Hz) (SI units are used throughout
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this thesis) is:
fp = 8.98
√
Ne. (1.2)
Conversely, if a value for plasma frequency is provided, it is easy to determine the
electron density using:
Ne = 0.0124f
2
p . (1.3)
1.2.1 Particle motions
Charged particles in a plasma experience forces from both electric and magnetic
fields. The equation of motion for a particle moving with velocity v, mass m, and
charge q in an electric field E and magnetic field B is:
m
dv
dt
= q(E+ v ×B). (1.4)
If the simple case in which the electric field is zero is considered, manipulation of
Equation 1.4 will show that charged particles tend to rotate around the magnetic
field with a gyro- or cyclotron frequency fc of [e.g., Baumjohann and Treumann,
1997]:
fc =
|q|B
2πm
. (1.5)
The sense of rotation about the magnetic field is determined by the sign of the
charge. The velocity parallel to the magnetic field is not affected by the field and is
constant.
Next the situation in which both electric and magnetic fields are present and
influence the charged particles is considered. For an electric field component that is
parallel to the magnetic field E‖, the equation of motion reduces to:
m
dv‖
dt
= qE‖. (1.6)
This equation implies that charged particles will be accelerated along the parallel
component of the electric field. In practice, for most near-Earth space plasmas, these
parallel fields will accelerate the highly mobile electrons to create a canceling electric
field. Therefore, there is usually no component of the electric field parallel to the
magnetic field [e.g., Baumjohann and Treumann, 1997].
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The combination of perpendicular electric and magnetic fields leads to a drift of
charged particles called the ‘E cross B drift’. A charged particle will be accelerated
by the E-field in a direction perpendicular to the B-field. At the same time, the
magnetic field is applying a force perpendicular to the velocity of the particle which
causes the particle to rotate about the magnetic field. However, as the electric field
is constantly applying a linear acceleration on the particle, the gyroradius of the
particle (the radius of the orbit of the particle around the magnetic field lines) is
smaller on one side of the orbit than the other which causes the particle to drift in a
direction perpendicular to both the electric and magnetic fields. Working with the
equation of motion, the drift velocity VE×B of charged particles can be shown to be:
VE×B =
E×B
B2
. (1.7)
Notice that the E × B drift motion is independent of charge so that electrons and
ions drift together. The E×B drift is actually a specific case of the generalized force
drift of particles in a magnetic field. A similar situation will occur when any force is
applied perpendicular to a magnetic field (although, depending on the nature of the
force, particles of different charge may drift in opposite directions). A non-uniform
magnetic field will also create a similar drift as the gyroradius of charged particles
will again be different on either side of their orbit.
1.3 Sun/Earth System
1.3.1 The Sun and solar wind
The physics of near-Earth space, including the magnetosphere and ionosphere, is
largely driven by solar activity. An understanding of the solar processes involved
and the linking between the Sun and Earth is essential for understanding the physics
of the ionosphere, which is the primary focus of this research.
In astronomical terms, the Sun is a relatively ordinary star [e.g., Kivelson and
Russell, 1995]. Essentially, the Sun is a ball of gas which is held together by gravi-
tational attraction. The mass of the Sun is 1.99×1030 kg. The radius of the Sun is
5
696,000 km and the mean distance between the Sun and the Earth is 150×106 km
(this distance is defined as one astronomical unit (AU)). The effective temperature
of the surface of the Sun is ∼5800 K. Energy is produced in the core of the Sun
through fusion of hydrogen atoms to form helium. This fusion process generates
energy which slowly radiates outwards from the core to the surface of the Sun over
a period of about 10 million years. The composition of the Sun is mostly hydrogen
atoms (∼90%), helium atoms (∼10%), and small amounts of carbon, nitrogen and
oxygen (∼0.1%).
The solar corona is in essence the atmosphere of the Sun and contains gas of solar
origin, which is under a much higher pressure than the surrounding interstellar space.
This pressure difference allows solar plasma to escape the gravitational attraction
of the Sun and flow out into the solar system. It was theorized by Parker [1958],
and later confirmed by spacecraft measurements, that the speed of the plasma in
the solar wind actually increases as it flows outwards from the Sun. One instrument
for measuring solar wind parameters is the Advanced Composition Explorer (ACE)
spacecraft [Stone et al., 1998], which is located at the Sun-Earth libration point (the
location at which the gravity of the Sun and Earth balance). ACE is located outside
of the magnetosphere of the Earth and regularly monitors solar wind parameters
such as: flow speed, density, magnetic field strength and direction, and pressure.
The solar wind near the Earth has typical flow speeds of ∼450 km/s and charged
particle densities of 1–10 m−3. The composition of the solar wind is mostly protons,
electrons, and a small number of helium ions. It takes typically ∼4 days for solar
wind plasma to flow from the Sun to the Earth so the response of the near-Earth
space environment to activity observed on the Sun will be delayed by this amount
of time [e.g., Kivelson and Russell, 1995].
The solar wind carries part of the solar magnetic field, which is known as the
Interplanetary Magnetic Field (IMF), and it exists between the magnetosphere of
the Earth and the Sun. The IMF is generated by currents within the Sun and travels
outwards with the solar wind. The IMF has a complex structure with a magnitude
of ∼5 nT. The charged particles that are moving outwards due to the high pressure
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at the surface of the Sun effectively drag the IMF away from the Sun. Since the solar
wind plasma is quite rarefied and very few collisions occur, the IMF is essentially
‘frozen-in’ to the solar wind plasma. The frozen-in condition essentially means that
there is no diffusion of IMF field lines across the plasma in the time it takes the solar
wind to reach the Earth [e.g., Baumjohann and Treumann, 1997].
1.3.2 Magnetosphere of Earth
The magnetosphere is the region of near-Earth space that contains the magnetic field
of the Earth. The magnetic field of the Earth is approximately a dipole field with
a northern magnetic pole near the southern geographic pole of the Earth and the
southern magnetic pole near the northern geographic pole of the Earth. Although not
completely understood, it is assumed that current systems in the core of the Earth
create and maintain the magnetic field. Interactions between the magnetosphere
and the solar wind deform the magnetosphere from the simple dipole configuration
(discussed in more detail in the next section). Nonetheless, close to the surface of
the Earth (e.g., in the ionosphere), modelling the field as a dipole is a good approx-
imation. The magnetic field lines near the equator are nearly horizontal and point
northwards while in the polar regions they are nearly vertical—pointing downwards
in the northern hemisphere and upwards in the southern hemisphere [Baumjohann
and Treumann, 1997].
Using the equation for a dipole field, the magnetic field of the Earth B may be
approximated as follows:
B =
µoME
4πr3
[(−2 sinλ)rˆ + (cos λ)λˆ], (1.8)
where µo is the permeability of free space (4π×10−7 H/m), ME is the dipole moment
of the Earth (8.05×1022 Am2), r is the radial distance from the centre of the Earth
(unit vector rˆ), and λ is the magnetic latitude (unit vector λˆ) [e.g., Baumjohann
and Treumann, 1997]. Using this equation, the magnitude of the magnetic field at
the surface of the Earth is 3.1×10−5 T near the equator and 6.2×10−5 T at the
poles. Using these numbers, the cyclotron frequency (Equation 1.5) of electrons in
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the ionosphere of the Earth can be approximated to be on the order of 1 MHz. This
value varies with both altitude and latitude. A model of the magnetic field of the
Earth which is used for the ray path simulations discussed in this research is the
International Geomagnetic Reference Field (IGRF) model [Maus et al., 2005].
1.3.3 IMF–Magnetosphere interaction
In general, the solar wind and its accompanying IMF interact with the magneto-
sphere of the Earth and compress it on the dayside, while on the nightside the
magnetosphere is extended (or ‘dragged’) outwards by the solar wind and IMF [e.g.,
Kivelson and Russell, 1995; Baumjohann and Treumann, 1997]. This interaction
deforms the magnetosphere from the simple dipole approximation. The details of
the interaction between the IMF and the magnetosphere of the Earth can be quite
complex. Part of this complexity arises from the fact that the orientation of the IMF
field lines with respect to the magnetosphere of the Earth is a constantly changing
quantity.
The easiest IMF orientation to understand is the situation in which the IMF
is southward pointing when it encounters the Earth. Figure 1.1 illustrates the be-
haviour of the magnetic field of the Earth when a southward pointing IMF encounters
the magnetosphere. In this configuration, the southward IMF field lines encounter
the northward pointing magnetic field lines of the Earth at some point on the sun-
ward side or dayside of the magnetosphere (for example, the field line labelled ‘1’ in
Figure 1.1). When this occurs, magnetic field lines from the Earth connect or merge
with IMF lines. The two ends of these newly merged field lines do not both close
at the Earth (one end of the line is connected to one of the poles of the Earth and
the other end is connected to the IMF and ultimately the Sun) and are therefore
referred to as open field lines (magnetic field lines labelled ‘2’ and ‘3’ in the figure).
These open field lines are still being dragged outwards from the Sun by the solar
wind so they drape over the polar regions of the Earth and get stretched back into
the nightside or tail region of the magnetosphere (field lines ‘4’ and ‘5’ in the figure).
The tail region of the magnetosphere can be very elongated compared to the dayside
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Figure 1.1: The interaction between the IMF and the magnetosphere of the
Earth for a southward pointing IMF. Figure 9.11 from Kivelson and Russell
[1995].
of the magnetosphere because of this stretching (e.g., the tail extends more than 100
Earth radii (RE) away from the Earth, while the magnetosphere on the dayside is
compressed to ∼10 RE). The draped open magnetic field lines far out in the tail will
be compressed by solar wind pressure and will eventually reconnect with similarly
compressed open field lines from the opposite hemisphere (field line ‘6’ in the figure).
These newly reconnected (or closed) field lines are still stretched outwards in the tail
of the magnetosphere, but are now connected only to the Earth and begin to return
to a dipole configuration (field line ‘7’ in the figure). As a result, they travel towards
the Earth. Eventually, these reconnected field lines travel back around to the dayside
of the Earth and the whole process begins all over again (field lines ‘8’ and ‘9’ in
the figure). These processes are quite complex and merging on the dayside does not
necessarily occur at the same rate as reconnection on the nightside, however over
9
time the number of merged field lines on the dayside must equal the number that
reconnect on the nightside and an equilibrium in the magnetosphere is maintained.
Merging and transport of the newly closed magnetic field lines on the nightside
of the Earth also traps the solar wind plasma associated with these newly closed
field lines. This plasma is still frozen-in to the newly closed magnetic field lines
on the nightside and is accelerated towards the Earth. This process results in the
plasma gaining energy, and since these particles are free to move along field lines,
some accelerate into the northern or southern auroral zones of the atmosphere, where
the field lines to which they are attached connect to the Earth. These accelerated
particles impact and excite atmospheric atoms and molecules, which create visible
light known as the aurora.
Similar to the solar wind, the plasma in the F region of the ionosphere is essen-
tially attached (‘frozen-in’) to the magnetic field lines of the Earth, which are being
driven by solar activity in the auroral and polar regions. Figure 1.2 is a convection
map generated by the SuperDARN radars and illustrates the general convection pat-
tern for plasma in the polar cap ionosphere when the IMF is directed southward.
Under these conditions, merging and transport of field lines on the dayside results
in plasma convection which is antisunward over the polar region of the Earth. Re-
connection of open field lines in the tail of the magnetosphere and transport back
to the dayside also returns the plasma to the dayside along streamlines located at
lower latitudes. In general, this behaviour results in plasma motion in the iono-
sphere in the form of a twin-cell convection pattern. Essentially, plasma convection
in the ionosphere acts as a ‘footprint’ of the transport of magnetic field lines in the
magnetosphere. When the IMF is not entirely southward, much more complex in-
teractions between the magnetosphere and IMF result. The convection pattern in
the ionosphere reveals details about the interaction between the magnetosphere and
the IMF. Measurement of the large-scale convection patterns of plasma in the iono-
sphere is accomplished using instruments such as SuperDARN (discussed in detail
in Section 1.5.4).
Associated with the convection of charged particles in the ionosphere is a convec-
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Figure 1.2: SuperDARN map of typical ionospheric convection during south-
ward IMF conditions. Plasma flows anti-sunward over the polar cap (straight
arrows) and returns to the dayside at lower latitudes (curved arrows). Figure
2b from Chisham et al. [2007].
tion electric field. This field is essentially a consequence the E×B drift phenomenon.
In this case the solar wind driven plasma drifting at velocity v, perpendicular to a
magnetic field B, results in an electric field E. As the magnetic field of the Earth is
relatively well-known, measuring plasma convection in the ionosphere is essentially
the same as measuring electric fields in the ionosphere. Since the E × B drift di-
rection is necessarily perpendicular to the electric field vector, the plasma particles
drift along equipotential lines. In effect, a convection map of the ionosphere is also
a map of equipotential field lines. In the classic twin-cell convection pattern, each
convection cell centres on either a minimum or a maximum electric potential. The
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difference in electric potential between these cells is called the cross-polar cap po-
tential (CPCP) difference and is on the order of 50 kV. The SuperDARN network is
one of the best instrument arrays for continuously monitoring the CPCP. The CPCP
value is an important parameter for quantifying solar wind activity [Troshichev et
al., 1996].
1.4 The Ionosphere of the Earth
1.4.1 General
The ionosphere of the Earth is the region of the atmosphere where unbound or ‘free’
ions and electrons exist to form a plasma. The boundaries of the ionosphere are
not well defined and the various literature sources used in the following sections,
such as: Kelley [2009], Hunsucker and Hargreaves [2003], Schunk and Nagy [2000],
Baumjohann and Treumann [1997], Treumann and Baumjohann [1997], Kivelson
and Russell [1995] and Hunsucker [1991], give different values for the altitude of the
bottom of the ionosphere. For example, Baumjohann and Treumann [1997] define
80 km altitude as the bottom of the ionosphere while Kivelson and Russell [1995]
use 100 km. The top of the ionosphere is rarely even discussed and, in general,
ionospheric science is usually only concerned with altitudes up to ∼1000 km to
∼2000 km. A clear definition of which part of the atmosphere is the ionosphere is
not as important as an understanding of the overall structure and behaviour of the
atmosphere in this region.
The amount of ionization in the ionosphere is actually very small compared to
the neutral density. For example, at an altitude of 100 km, there is only one charged
particle for every 108–109 neutral particles and at 250–300 km (the location of the
highest plasma density), the charged particles represent only ∼0.1% of the atmo-
sphere [Hunsucker, 1991]. The main focus for ionospheric physics is the ionized
portion where the small amount of ionization largely governs the behaviour of the
region, in contrast to the lower neutral atmosphere. In particular, the ionization of
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the ionosphere has a consequential effect on radio waves and their propagation as
will be discussed in Section 1.7.
1.4.2 Ionosphere formation
There are two main sources that produce and maintain the ionization level in the
ionosphere. The first to be considered is photoionization from solar photons. Ul-
traviolet (UV) and extreme ultraviolet (EUV) photons (energies on the order of
10–100 eV) are the main driver of ionization in the dayside ionosphere [e.g., Kelley,
2009; Hunsucker and Hargreaves, 2003; Schunk and Nagy, 2000; Baumjohann and
Treumann, 1997; Kivelson and Russell, 1995]. Photons of longer wavelength have
energies that are too low and insufficient to allow electrons to overcome the bind-
ing energy to atmospheric atoms and molecules. The solar spectrum is less intense
for energies higher than EUV and these photons are therefore not as important for
ionization.
The production rate of ions in the ionosphere is governed by two factors: 1) the
intensity of solar radiation of the appropriate energy, and 2) the number of neutral
atmospheric particles that can be ionized. The intensity of solar radiation increases
with altitude since at lower altitudes more of the radiation has been absorbed by
the atmosphere above. Conversely, the neutral density of the atmosphere decreases
with altitude. The competition between these two behaviours results in a peak
in ion production rate between ∼150–200 km altitude [Schunk and Nagy, 2000].
Significantly above this altitude (>1000 km) there is sufficient solar radiation to
cause ionization, however there are very few neutral particles to be ionized. Below
∼100 km, the neutral density is high, but the intensity of EUV radiation is quite low.
Furthermore, at lower altitudes any particles that do happen to be ionized quickly
recombine to form neutral particles due to the high atmospheric density.
The peak altitude for production of ions occurs below 200 km, which is not the
altitude of peak density. The loss rate of ions by either recombination or attachment
also needs to be considered. Recombination occurs when a positive ion and an
electron combine to form a neutral particle. Attachment occurs when an electron
13
attaches to a neutral particle to form a negative ion. In an equilibrium state, the
loss rate of ionization is equal to the production rate and a steady ionospheric ion
or electron density results. Since there is a higher atmospheric density at lower
altitudes, the loss rate will be higher at lower altitudes. This causes the altitude of
the peak steady-state electron density to be above the peak production altitude. The
final result is a peak electron density of typically ∼1012 m−3 or more on the dayside
ionosphere at ∼300 km altitude. The density and altitude of this peak varies highly
with latitude, time of day, time of year, and solar activity.
The second main production mechanism for ionospheric ion-electron pairs is pre-
cipitation of highly energetic magnetospheric particles at high magnetic latitudes
[e.g., Baumjohann and Treumann, 1997; Kivelson and Russell, 1995]. Magneto-
spheric particles can be accelerated along field lines after reconnection in the tail
region occurs as discussed in Section 1.3.3. This acceleration can result in particles
with energies in the keV range striking the atmosphere. It requires only 13.6 eV to
ionize oxygen atoms, so a single precipitating electron can collide with, and ionize, a
great number of atmospheric neutrals. Furthermore the newly ionized particles may
have enough energy to excite secondary ions [Sofko et al., 2007].
When electrons excited by precipitating particles fall back into their ground states
they often emit visible light. This visible light in the northern hemisphere is called
the Aurora Borealis (Aurora Australis in the southern hemisphere) or more com-
monly the northern lights (or southern lights in the southern hemisphere). The
precipitating particles follow the nearly vertical magnetic field lines as they stream
into the atmosphere and the bands of light they produce are along these lines. Au-
rora are often visible at roughly 70◦ magnetic latitude (the auroral zone), although
the location of auroral displays can be quite variable as it depends on complicated
processes in the magnetosphere. The auroral green line of atomic oxygen produces
green aurora at a wavelength of 557.7 nm and at altitudes between 100–200 km.
Less prominent are red line emissions of atomic oxygen at a wavelength of 630.0 nm
above 200 km. Nitrogen emissions provide even fainter violet and blue light which
is not observable by the human eye.
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Figure 1.3: Typical ionospheric electron density profile generated using the
International Reference Ionosphere (IRI) model [Bilitza, 2001].
1.4.3 Ionosphere regions
Due to the different atmospheric constituents and amount of ionizing radiation and
precipitation at various altitudes, the ionosphere is split into different altitude re-
gions. The D region is the lowest and exists below ∼90 km. The E region exists
between ∼90 km and ∼150 km. Finally, the F region, where the most ionization
occurs, exists between ∼150 km and the ‘top’ of the ionosphere. A diagram of a typ-
ical ionospheric electron density profile and the three different regions is presented
as Figure 1.3.
D region
The lowest region of the ionosphere is termed the D region. This layer exists below
altitudes of ∼90 km. The D region has electron density values that are actually too
low to be considered a plasma [Baumjohann and Treumann, 1997]. The electron
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density is usually less than ∼109–1010 m−3, which results in a plasma frequency fp
of ∼300–900 kHz. The cyclotron frequency of electrons in the D region is smaller
than or comparable to the collision frequency of electrons with other particles. This
implies that electrons orbiting in the magnetic field do not even complete one revo-
lution before colliding with another particle. In effect the electrons in the D region
are governed by the motion of neutral particles and can be considered unmagne-
tized. Of the ions that are created in the D region, the most abundant are NO+
and O+2 [Kelley, 2009]. As these ions are much heavier than electrons, they have
even lower gyrofrequencies and higher collision frequencies and are also considered
unmagnetized. Essentially, neutral chemistry and dynamics governs the D region.
Modelling of the D region becomes important when absorption of radio waves is
considered. At these altitudes, the high neutral density results in a very high collision
rate between any unbound electrons that do exist and neutral particles. Absorption
of HF waves is dependent on both collision frequency and electron density. Under
disturbed conditions the electron density of the D region can be increased by high
energy ionization sources, such as energetic particle precipitation or X-rays from the
Sun, which penetrate to relatively low altitudes. Under these conditions, HF radio
waves can be completely absorbed in the D region and lower E region [Hunsucker
and Hargreaves, 2003].
E region
The E region is the ionospheric layer between ∼90 km and 150 km. Historically, this
layer was the first to reflect ground-based radio transmissions and it was therefore
termed the ‘electric’ or ‘E’ layer. The naming conventions for the lower ‘D’ region
and higher ‘F’ region follow from the E region. Unlike the D region, the E region
is defined by a peak in electron density, which exists near 110 km altitude. This
electron density peak has a typical daytime density of 1011 m−3 resulting in a plasma
frequency of ∼3 MHz. As with the D region, the ions in the E region are mostly
NO+ and O+2 .
Unlike in the D region where the collision and gyro frequencies are similar, the
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electron collision frequency is much lower than the electron gyrofrequency in the E
region. This condition results in magnetized electrons, which are governed by electric
and magnetic forces instead of neutral dynamics. Conversely, below ∼130 km, the
more massive ions in the E region have a very low gyrofrequency and a high collision
frequency and are unmagnetized as in the D region. These conditions result in the
ions moving with the electric field, while the electrons undergo E×B drift. Since the
movements of positive and negative charges are in different directions, separation of
charge and large currents can develop in the E region. Since this behaviour essentially
represents a conversion between kinetic energy and electrical energy, the E layer has
also been termed the dynamo layer [Baumjohann and Treumann, 1997].
One interesting feature of the E region is an anomaly called the sporadic-E layer
[Hunsucker and Hargreaves, 2003]. A sporadic-E layer is an intense increase of elec-
tron density of more than an order of magnitude in a very thin layer (∼1 km). These
sporadic-E layers can have electron densities that are higher than 1012 m−3 and may
reflect radar signals that are intended to study the higher F region.
F region
The uppermost region of the ionosphere is termed the F region. The F region exists
from ∼150 km to the top of the ionosphere and has an electron density peak between
typically 250 km and 300 km altitude. The F region and its peak contain the highest
plasma density in the near-Earth space environment. Although the value of the
peak density can vary by more than an order of magnitude, depending on location,
season, time of day, and solar cycle period (discussed in detail in the next section),
the typical peak density in the F region is 1012 m−3, corresponding to a plasma
frequency of 9 MHz [e.g., Kivelson and Russell, 1995]. The F-region ions consist
mostly of atomic oxygen ions.
The F region is further classified by the F1 and F2 peaks, which occur at slightly
different altitudes. The F1 layer has a lower density than the F2 layer and forms at
∼200 km altitude. The F1 layer is a dayside and summer phenomenon and disappears
in winter and nightside conditions [Hunsucker and Hargreaves, 2003]. The F2 peak
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occurs at ∼300 km and has the highest electron density in the F region. The two
peaks exist because of the different atmospheric constituents and solar radiation at
different altitudes.
The electron collision frequency in the F region is even lower than in the E
region, so electrons are fully magnetized and follow the E × B drift motion. Unlike
the lower E region, the ions in the F region also have collision frequencies that are
much lower than their gyrofrequency. The ions are also magnetized and follow the
E × B drift. Since there is no charge dependence on the E × B drift velocity, to a
first approximation the ions and electrons in the F region drift together.
1.4.4 Electron density variability
The ionosphere is formed mainly by photoionization by solar EUV radiation on the
dayside of the Earth and energetic particle precipitation on the nightside. Since
both processes depend on both location and solar activity, the resulting electron
density of the ionosphere is highly variable. As will be discussed in later sections, the
propagation characteristics of HF radio waves are highly dependent on the electron
density of the ionosphere (especially around the peak density of the F region [Gillies
et al., 2007]). It is therefore important to have a solid understanding of the variability
of the electron density in the ionosphere with latitude, solar cycle period, and local
time.
Latitudinal dependence on electron density
The ionization rate of the ionosphere due to solar radiation is very similar to the
heating of the atmosphere of the Earth. If the Sun shines on the ionosphere more
directly, more ion/electron pairs will be created. The general relationship between
solar zenith angle χ (the angle the Sun makes with the zenith, which is related to
geographic latitude) and electron density Ne is [Baumjohann and Treumann, 1997]
Ne ∝ √cosχ. (1.9)
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It is expected, therefore, that the equatorial and middle latitudes will have higher
electron densities than auroral and polar latitudes. In general this is the case; how-
ever, various localized processes and structures can complicate the situation.
One would expect that, in terms of latitude, the F-region ionosphere above the
equator would contain the highest electron density; however, this is not what is
observed. A trough of lower electron densities occurs near the equator, while the
peak in density occurs at roughly ±10◦–20◦ in latitude away from the equator. This
phenomenon is called the F-region equatorial anomaly [Bhuyan et al., 2003]. At the
equator during daytime there is an eastward pointing electric field and the mainly
horizontal magnetic field of the Earth is directed northward. Plasma near the equator
drifts upwards through the E × B motion creating a ‘fountain effect’. The plasma
lifts up from the F region at the equator and falls down to Earth along magnetic field
lines north and south of the equator. The result of this motion is a lower electron
density near the equator and peaks north and south of the equator. The electron
density across the equatorial anomaly can be observed in Figure 1.4, in which the
International Reference Ionosphere (IRI) [Bilitza, 2001] estimates of electron density
at 300 km altitude is plotted as a function of latitude for March 21, 2000 at 12 LT
(Local Time).
Another well defined structure that exists at middle to auroral latitudes is the
mid-latitude or main ionospheric trough. The main trough is primarily a nightside
phenomenon between latitudes of 55◦ and 75◦ on the equatorward edge of the auroral
zone [Moffett and Quegan, 1983]. The trough can range in width from 1◦ to 10◦ in
latitude [e.g., Kersley et al., 1997; Moffett and Quegan, 1983]. The electron density
in the trough is often an order of magnitude less than outside the trough. The edges
of the trough, in particular the poleward edge, can have very large electron density
gradients. On the poleward side of the trough, particle precipitation ionizes the
ionosphere to create higher electron densities. It is speculated that creation of the
main trough is primarily due to different convection patterns near the trough [Moffet
and Quegan, 1983]. Essentially, this theory states that some convection paths in the
ionosphere do not encounter regions with any ion-electron production mechanisms
19
IRI estimates of electron density
-40 -20 0 20 40
Latitude
0
5.0•1011
1.0•1012
1.5•1012
2.0•1012
2.5•1012
3.0•1012
El
ec
tr
on
 d
en
si
ty
 (m
^-3
)
Figure 1.4: Electron density values near the equator estimated from IRI for
March 21, 2000, 12 LT, at 300 km altitude.
for several hours. The plasma density in these regions decays over this time due
to recombination and creates the main trough. Another possible mechanism for the
generation of the main trough is a higher recombination rate due to heating in regions
in which the relative speed between ions and neutral particles is large [Rodger et al.,
1992].
The magnetic field lines of the Earth in the polar cap and poleward auroral regions
of the ionosphere are generally connected directly to the IMF because of merging on
the dayside of the magnetosphere, as discussed in Section 1.3.3. On the dayside of
the ionosphere the IMF lines that merge in the magnetosphere map down to high
latitudes to what is termed the ‘polar cusp’ [e.g., Hunsucker and Hargreaves, 2003].
In this region there is an increase of electron density due to solar wind particles
precipitating down magnetic field lines. Similarly, on the nightside of the ionosphere
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there exists a region in which highly energetic particles which have been accelerated
in the tail of the magnetosphere precipitate down field lines and increase the electron
density. Each energetic particle can excite several neutral atmospheric atoms and
molecules to both create light known as the aurora and increase the electron density.
Between the polar cusp on the dayside and the precipitation region on the nightside,
the polar cap is a region with lower electron densities.
The behaviour of the electron density in the F region at middle latitudes has a
strong seasonal dependence. Electron densities are lower in the winter than sum-
mer during nighttime hours, as expected. However, during the daytime at middle
latitudes, a seasonal anomaly exists. Electron densities at middle latitudes during
daytime in winter months are much higher than daytime electron densities during
summer months. This behaviour is referred to as the seasonal anomaly and is caused
by the seasonal variation of atmospheric constituents with altitude in the ionosphere
[Davies, 1966].
Solar cycle dependence on electron density
As the Sun is the driver of ionization in the ionosphere, it is not surprising that there
is a strong solar cycle dependence on electron density values. The eleven year solar
activity cycle is characterized by maximum and minimum periods of both sunspot
number (a factor that controls solar wind activity) and the intensity of EUV and
X-ray radiation. There was a solar maximum in 2002 which was followed by an
uncharacteristically deep and long solar minimum which was only showing weak
signs of an end in 2009–2010.
The production rate of electron-ion pairs in the ionosphere from either solar
photoionization or precipitation of solar wind particles is dependent on the solar
cycle. In general, lower electron densities occur during solar minimum conditions
and higher electron densities occur during solar maximum conditions. The solar
wind in particular can become quite weak during solar minimum conditions [e.g.,
Kivelson and Russell, 1995]. The electron density in the high latitude ionosphere,
which is formed largely by precipitating solar wind particles, is highly dependent on
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Figure 1.5: IRI estimates of electron density at 300 km altitude as a function
of solar cycle.
solar cycle. At lower latitudes there is some dependence of electron density on solar
cycle, but not to the same extent as at higher latitudes. Figure 1.5 demonstrates
the effect of solar cycle on noontime electron density estimates provided by IRI at
an altitude of 300 km over Saskatoon from 1980 to 2010.
Local time dependence on electron density
Once again, as the Sun is the main driver of ion-electron pair production, there is
an associated strong diurnal variation of electron density in the ionosphere. The
electron density in the dayside F-region ionosphere can be an order of magnitude
higher than on the nightside. The variation of electron density with local time
depends on other factors such as time of year and latitude. At higher latitudes,
auroral precipitation can increase the electron density at nighttime compared to
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the daytime. In particular, during winter months when the polar region may not
be exposed to any photoionization, it would be expected that auroral precipitation
would dominate the production of electron-ion pairs.
Convection of the ionospheric plasma over the polar region of the ionosphere can
result in plasma from photoionization on the dayside travelling over the polar region
to the nightside. This behaviour results in a so-called ‘tongue’ of ionization, which
stretches from the sunlit dayside ionosphere into the polar cap region [Foster et al.,
2005]. This plasma convecting over the polar cap can break up into smaller polar
cap patches. Polar cap patches can also be created from fast variations of solar wind
flow speed or changes in the IMF on the dayside [Sojka et al., 1993; Anderson et al.,
1988]. These patches are between 200 km and 1000 km in size and contain electron
density values that are up to ten times that of the background ionosphere. Also, the
gradients on the edges of these patches are quite sharp. It is expected that as these
patches travel over the polar cap, they would tend to cascade into smaller structures
[Hosokawa et al., 2009]. The high gradients at the edges of these patches provide
ideal circumstances for the generation of wave-like irregularities which can scatter
coherent radar signals (discussed in further detail in Sections 1.4.5 and 1.5.4).
1.4.5 Gradient Drift Instability
Various processes in a plasma can produce regions in which the plasma density
becomes irregular and non-uniform. When the processes involved in creating these
irregularities have positive feedback loops, the irregularities are unstable and grow
in magnitude. Wave-like irregularities in the ionosphere are very important for the
operation of many ionospheric radars because if the irregularity has an appropriate
wave vector, coherent scatter of the probing radar wave can occur through Bragg-like
scattering. This section will briefly describe the gradient drift instability which is
one of the most common instabilities that occurs in the F-region ionosphere.
As the name implies, the gradient drift instability [Simon, 1963] is a result of
gradients in the background electron density. Also of importance is the orientation
of the gradient to the electric and magnetic fields in the ionosphere. In the F region,
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when a gradient in the background electron density exists perpendicular to both
the background electric and magnetic fields, an enhancement of any existing wave-
like irregularities in the plasma results. As presented in Figure 1.6, one plasma
configuration that allows for the growth of an irregularity through the gradient drift
instability is as follows: in the diagram the magnetic field is into the page, the
electric field is to the right, the background electron density has a gradient ∇Ne
pointing upwards, and a wave-like perturbation develops in the plasma (represented
in the figure as an enhancement in density on the left and a depletion in density
on the right). The main motion of the plasma is upwards due to the E × B drift,
however some charge separation occurs due to collisions. Collisions cause the ions
to have a drift component parallel to the background electric field which causes
a build up of positive charge on the rightward edge of the density enhancement.
This charge separation results in a secondary electric field δE directed to the left
in the enhancement. In the density depletion, the opposite occurs and a similar
secondary electric is directed to the right. The E × B motion from these secondary
electric fields drives plasma in the enhancement downwards (into a region with lower
background density) and plasma in the depletion upwards (into a region with higher
background density). Essentially, compared to the local background density, both
the enhancement and depletion appear more severe and the irregularity grows. On
the edges of the irregularity, smaller-scale gradient drift waves can also develop. As
the process proceeds, large scale structures, such as polar cap patches, can cascade
down to form ∼10-m scale irregularities which are detected by HF radars.
1.5 Ground-based Ionospheric Radio Experiments
Ground-based instruments have been used to study the ionosphere since 1901 when
it was first found that radio waves could be affected by a conducting layer in the
atmosphere. In 1901 a radio transmission travelled from the British Isles to New-
foundland, which would be impossible with straight line-of-sight transmissions. It
was therefore realized that in order to propagate around the curvature of the Earth,
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Figure 1.6: Geometry required to produce gradient drift instabilities in the
F region.
the radio waves must have bounced off of an ionized and reflective layer in the at-
mosphere [Hunsucker and Hargreaves, 2003]. Study of the ionosphere is difficult by
direct methods, atmospheric measuring balloons are not able to reach sufficient al-
titudes [Pfotzer, 1972] and atmospheric drag results in satellite orbits that must be
above the lower portion of the ionosphere (orbits below ∼300 km will decay very
rapidly [Montenbruck and Gill, 2000]). Remote sensing of ionospheric parameters
can be accomplished relatively easily and inexpensively by radio instruments de-
ployed on the ground. Many different ground-based instruments have been and are
employed around the Earth to study various properties of the ionosphere and, by ex-
tension, the magnetosphere and solar wind. This section will briefly list and explain
the most widely used ground-based radio instruments such as: ionosondes, riometers,
incoherent scatter radars, and coherent scatter radars. As it is one of the focuses of
this research, the global network of coherent HF radars known as SuperDARN will
be explained in detail.
1.5.1 Ionosondes
An ionosonde is a device that transmits and receives radio wave pulses at various fre-
quencies [Bibl and Reinisch, 1978]. As will be discussed in more detail in Section 1.7,
a radio wave that propagates through a plasma will be reflected if the local plasma
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frequency (given by Equation 1.1) is equal to, or larger than, the propagating radio
wave frequency. This reflection criteria can be used by ground-based ionosondes to
measure the electron density profile in the ionosphere up to the F-region peak den-
sity or to measure the line-of-sight velocity of plasma in the ionosphere [Reinisch et
al., 1998].
An ionosonde transmits a pulse at a given frequency and measures the time it
takes for the pulse to propagate from the transmitter to the layer in the ionosphere
with a plasma frequency equal to the pulse frequency and back to the (typically)
co-located receiver. This travel time is used to roughly determine the altitude of
the plasma layer that reflected the pulse. Actually, since the electron density in the
ionosphere increases gradually, a pulse propagating through the ionosphere will slow
down as it approaches the reflecting layer, which results in an overestimation of the
height of the layer. For this reason the height recorded by an ionosonde is termed
the ‘virtual height’ and is higher than the actual height of the reflecting layer. When
mapping the electron density in the ionosphere, an ionosonde systematically trans-
mits and receives pulses at a range of frequencies between ∼0.5 MHz and 20–30 MHz.
An idealized example of a plot of ionosonde pulse frequency versus virtual height,
called an ‘ionogram’, is presented in Figure 1.7. As the labels indicate, the ionogram
in Figure 1.7 shows the altitude and peak plasma frequency of the E region, the F1
peak, and the F2 peak. The actual electron density profile for a given ionogram can
be determined using a recursive algorithm to convert the virtual height to real height
[e.g., Titheridge, 1985]. An ionogram such as the one presented in Figure 1.7 can be
produced in just a few seconds (depending on the required resolution). Ground-based
ionosondes are scattered about the entire Earth and continuously provide enormous
amounts of information about the electron density distribution in the ionosphere.
Data from these ionosondes represents an important contribution to empirical mod-
els used by the International Reference Ionosphere (IRI) model to predict F-region
electron densities below the foF2 peak [Bilitza, 2001].
One limitation of a ground-based ionosonde is that it does not provide any infor-
mation about the ionosphere above the F-region peak density. Any ionosonde pulse
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Figure 1.7: An example of an idealized ionogram. The figure shows the virtual
heights of the E region h′E, the bottom of the F1-layer h′F , and the bottom
of the F2-layer h′F2. Also labelled are the peak plasma frequencies of the E
region foE, F1-peak foF1, and F2-peak foF2. Figure 4.3 from Hunsucker and
Hargreaves [2003].
with a high enough frequency to propagate through the F-region peak will not be
reflected back to the receiver. Since the majority of the electron density in the iono-
sphere is above the foF2 peak, this can be a limitation for assisting with radio wave
experiments and communications with satellites above the peak. Placement of an
ionosonde on an orbiting satellite, termed a topside sounder, allows electron density
profiles of the upper region of the ionosphere to be made. Topside sounders will be
discussed in more detail in Section 1.6. One area of the ionosphere that can not
be measured by ionosondes is the trough-like region of the ionosphere between the
E-region peak and the bottom of the F region. Radio signals launched from ground-
based ionosondes will be reflected by the E-region peak density before they reach
this trough while signals transmitted from space-based ionosondes will be reflected
by the F-region peak.
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A collection of ionosonde stations located in Canada make up the Canadian
Advanced Digital Ionosonde (CADI) network [MacDougall et al., 1995]. A CADI
ionosonde consists of a transmitter and four receivers spread out to allow interfer-
ometry measurements to be performed. In addition to performing swept-frequency
scans for monitoring ionospheric electron density profiles, the CADI ionosondes can
also be run in a fixed frequency mode which allows Doppler drift velocities of iono-
spheric plasma to be measured [Grant et al., 1995]. Measurements of drift motion
are performed by transmitting pulses at a fixed frequency that is less than the peak
plasma frequency in the F region. The fixed frequency pulse is reflected in the
ionosphere and the returned signal is detected by the four separate receivers on the
ground. These receivers are spaced so that interferometry measurements can be
performed to determine the direction-of-arrival of the returned pulse. The Doppler
shift of the returned pulse is also measured to determine ionospheric drift velocity.
These Doppler shift measurements are made with 30-s resolution. At present there
are six operational CADI ionosondes which contribute to the Canadian High Arctic
Ionospheric Network (CHAIN) [Jayachandran et al., 2009]. The CHAIN group of
instruments also includes several ground-based GPS receivers, which measure the
Total Electron Content (TEC) along a line between the receiver and a GPS satellite
in space.
1.5.2 Riometers
During strong solar activity, particles precipitating in the auroral zone can penetrate
to relatively low altitudes. These particles can ionize the usually neutral D region
and cause HF radio signals to be completely absorbed [Hargreaves and Sharp, 1965].
This phenomenon was first observed by ionosondes which tended to not receive signal
during high solar activity. This blacking out of ionosonde signals can be used as
a measurement of ionospheric radio absorption; however, as each ionosonde has a
different sensitivity, this technique is limited. A more quantitative measurement of
radio absorption in the D and lower E regions of the ionosphere is obtained by using
a device called a riometer [Little and Leinbach, 1959].
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A riometer (Relative Ionospheric Opacity Meter) is essentially just a passive
radio receiver which measures the absorption of a fixed-frequency signal travelling
through the ionosphere. Typical riometers measure the intensity of cosmic-radio
noise at ∼30 MHz, which is a high enough frequency to ensure that signal will not
be reflected by the dense plasma in the F region of the ionosphere. Since the cosmic-
radio noise is constant, absorption can be measured by taking the difference between
the received signal intensity and the intensity during a quiet day. Riometers typically
provide a value for the amount of absorption that would be expected to occur to a
radio wave at a frequency of 30 MHz. Since the absorption of a radio wave in a
plasma is proportional to the square of the frequency, a simple conversion can be
performed to determine the amount of absorption at any frequency given the level
of absorption at 30 MHz.
Several riometer stations spread throughout the auroral zone map the level of
absorption as a function of location [Rostoker et al., 1993]. These maps are used to
determine if ground-based radio instruments and commercial communication devices
will function properly or if transmitted signals will be absorbed in the D region.
1.5.3 Incoherent scatter radars
For decades after the discovery of the ionized portion of the Earth’s atmosphere,
ionosondes were the primary radio instruments used for study of the ionosphere.
One limitation of ground-based ionosondes is the inability to study the ionosphere
above the F-region peak altitude and, when the E-region peak is very dense, between
the E and F regions. An incoherent scatter radar (ISR) [Gordon, 1958; Bowles, 1958]
uses much higher frequency waves and does not rely on total reflection to obtain a
signal and, as such, does not have the limitations of an ionosonde.
Incoherent scatter radars are able to provide information about a variety of iono-
spheric parameters. As will be discussed in more detail below, the line-of-sight
velocity of the plasma, the electron and ion temperature, and the plasma density are
all quantities that an ISR can measure at a variety of ranges along the radar beam.
An incoherent radar transmits a short VHF or UHF pulse into the ionosphere (all
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current ISRs operate at frequencies of ∼50 MHz or higher [Kelley, 2009]). At these
high frequencies, the radar signal is mostly unaffected by the ionosphere; however,
a small amount of energy is scattered by the electrons along the radar beam. When
the wave pulse encounters an electron, the oscillating electric field of the wave causes
acceleration and oscillation of the electron. The oscillating electron behaves as a
small dipole antenna and re-radiates an electromagnetic wave at nearly the same
frequency as the radar wave. Some of this scattered energy travels back to the (typ-
ically) co-located radio receiver on the ground. Each electron that the transmitted
wave encounters will radiate some energy back to the receiver but, due to the random
nature of the electrons, the signals are out of phase (the reason for naming the radars
‘incoherent’). The relative amount of energy that is scattered back to the radar by
ionospheric electrons is very small so ISRs must transmit using very high power.
After a pulse is transmitted, the radar continuously receives signal. Range is
determined by assuming speed of light propagation in a vacuum and halving the
delay time for a return signal. Different ranges can be examined by analyzing the
signal at various appropriate delay times. An example of the Doppler spectrum
from an idealized incoherent scatter echo is presented in Figure 1.8. At a given
range, each electron encountered by the wave pulse will scatter a small amount of
signal back to the receiver. As the number of electrons at a given range increases, the
power of the returned signal increases. Therefore, the total echo power received at a
particular range (represented by the area under the curve in Figure 1.8) provides a
measure of electron density at that range. Since the returned echo power naturally
decreases with range, normalization of the signal must be performed to determine
the overall electron density profile. An ISR will often have an ionosonde station
nearby which can be used to calibrate the electron density profiles by providing an
accurate measurement of the F-region peak density.
The electrons that scatter the incoherent radar wave pulse are not stationary.
The electrons have random thermal motions and may also have a bulk drift motion
along the radar beam direction. The thermal motion of the electrons results in a
broadening of the received spectrum because the motion of each electron will cause a
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Figure 1.8: An example of an idealized incoherent radar Doppler spectrum.
The figure presents the received power as a function of frequency. fT represents
the transmitted frequency and fo is the Doppler shift (from which the line-of-
sight velocity is determined). The spectral width ∆f is a measure of the ion
temperature. The area under the curve represents the received power and can
be used to measure the electron density. Figure A.1 from Kelley [2009].
different Doppler shift to the returned wave. If there is more thermal motion, there
will be more spread of frequencies that return to the receiver. Since the electrons are
linked to the ions, the width of the returned echo, represented by ∆f in Figure 1.8, is
actually a measure of the ion temperature [Bowles, 1958]. The electron temperature
can also be measured by an incoherent radar by analyzing the shape of the Doppler
spectrum. The bulk motion of the electrons and ions in the ionosphere along the
line-of-sight of an ISR can be determined by measuring the overall Doppler shift of
the entire spectrum (represented by the frequency offset fo in Figure 1.8).
The first dedicated incoherent scatter radar was built at Arecibo, Puerto Rico
[e.g., Tepley, 1997] in 1959. This famous radio instrument is the largest in the world
and is located at geographic latitude 18.3◦N. Although famous for radio astronomy
studies, Arecibo was originally built to study the ionosphere of the Earth. Several
incoherent scatter radars now operate at equatorial, middle, and high latitudes. An
ISR operates on Canadian soil near Resolute Bay, Nunavit [Bahcivan et al., 2010].
This new ISR is located deep in the polar cap region (geographic coordinates: 75.0◦N,
95.0◦E).
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EISCAT
Line-of-sight ion velocity and electron density data from one particular ISR, the Euro-
pean Incoherent SCATter (EISCAT) radar [Rishbeth and van Eyken, 1993], has been
used for the research in this thesis. The transmitter for the EISCAT system oper-
ates at 931 MHz and is located in Tromsø, Norway (geographic coordinates: 69.6◦N,
19.2◦E). The EISCAT radar system also consists of two passive receiving stations
located in Kiruna, Sweden (geographic coordinates: 67.9◦N, 20.4◦E) and Sodankyla,
Finland (geographic coordinates: 67.4◦N, 26.6◦E). Use of these two passive receivers,
along with the Tromsø receiver, allows three independent measurements of line-of-
sight drift velocities to be made at a set location in the ionosphere. Analysis of these
tristatic velocity values allows the full ionospheric velocity vector to be determined.
A comparison of Hankasalmi SuperDARN data to EISCAT tristatic velocity values
from 1995-1999 is the primary focus of Chapter 5 of this thesis.
1.5.4 Coherent scatter radars
Plasma irregularities in the ionosphere, such as the gradient drift instability dis-
cussed in Section 1.4.5, can become intense enough to scatter probing radio signals.
When the wavelength of these irregularities is equal to one-half the radar wave-
length, coherent Bragg-like scattering can occur. The wave reflected by each irregu-
larity wave-front is in phase with the wave reflected by subsequent wave fronts and a
strong signal is received by the radar system. Unlike an incoherent scatter radar, the
frequency spectrum recorded by the receiver measures the properties of the wave-like
irregularity, not the individual electrons. Therefore, coherent radar systems are not
able to directly measure electron density and plasma temperatures, but they can
measure the coherency and line-of-sight velocity of the ionospheric irregularities. In
the F region, it has been demonstrated that the plasma irregularities drift at the
same velocity as the background plasma [Villain et al., 1985] so coherent radars
effectively measure the bulk drift of the ionospheric plasma.
One benefit of coherent scatter radar systems over incoherent radars is that, be-
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cause of the coherent nature of the returned echo, much less transmitted power is
required to provide meaningful backscatter signal. Due to this low power require-
ment, coherent radar systems are much less expensive and less complex to build than
incoherent radar systems. ISR stations can also detect coherent scatter from iono-
spheric irregularities and, due to the much higher initial transmitter power, these
result in saturation of the receivers unless the signal is significantly attenuated.
Aside from the lack of information about electron density and temperature, the
main drawback to coherent radar use is that measurements can only be made when
the radar wave vector is parallel to the plasma irregularity wave vector. Since most
irregularities develop parallel to the magnetic field lines of the Earth, this typically
requires the radar wave vector to be perpendicular to the magnetic field lines. At
VHF and higher radar frequencies, for which there is no refraction of the wave, this
aspect sensitivity requirement limits the range of locations at which measurements
can be made. At equatorial latitudes, the magnetic field of the Earth is nearly
horizontal, so coherent radar measurements of ionospheric irregularities may only
be made when the radar beam is roughly vertical. At higher latitudes, VHF radar
beams must be nearly horizontal to scatter from irregularities which are aligned
along the nearly vertical magnetic field lines. This requirement limits VHF coherent
radar observations to the E region at higher latitudes [Fejer and Kelley, 1980; Kelley,
2009].
Coherent scatter radars that use HF (3–30 MHz) instead of VHF or UHF operat-
ing frequencies have been developed to overcome the aspect sensitivity limitation for
high latitude studies. Since the usual plasma frequency in the ionosphere is between
∼1–10 MHz, radio wave frequencies between ∼10–20 MHz are able to propagate,
however, they are significantly refracted by the ionospheric plasma. Waves trans-
mitted at frequencies higher than, but comparable to, the plasma frequency in the
ionosphere tend to refract downwards resulting in some waves propagating in an es-
sentially horizontal direction (over-the-horizon). The refraction to roughly horizontal
allows wave propagation that is perpendicular to the magnetic field lines in the F
region of the high latitude ionosphere. Using this refractive effect, high latitude HF
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radars can obtain coherent scatter, and corresponding ionospheric drift velocities,
throughout the auroral and polar ionosphere of the Earth. The magnetoionic and
wave propagation theory which describes this refractive effect will be discussed in
Section 1.7.
Although the combination of HF radar frequency and the plasma frequency of the
ionosphere allow for significant refraction, and therefore an increased field-of-view,
Gillies et al. [2009] has shown that this combination can also result in systematic
underestimation of the coherent HF radar velocity measurements. All radars deter-
mine the velocity of a scattering object vs by measuring the Doppler shift of the
returned radar echo and applying the following equation:
vs =
∆fDvp
2f
=
∆fD
2f
c
ns
, (1.10)
where, ∆fD is the Doppler shift, vp is the phase speed of the radar wave at the
scattering location, f is the radar frequency, c is the speed of light in a vacuum,
and ns is the refractive index at the scattering location. As will be demonstrated in
Section 1.7, the refractive index for HF radio waves in a magnetoionic medium, such
as the ionosphere, is less than unity. Since there has been no method to measure
refractive index in the scattering volume, and it is a highly variable quantity which
depends on the electron density, analysis of HF coherent radar data has always been
performed by assuming a refractive index of 1.0. In actuality, the refractive index
at the location of scatter for a coherent HF radar wave is typically ∼0.7–0.8 [Gillies
et al., 2010a]. This indicates that all coherent HF radar measurements that assume
the refractive index is 1.0 actually underestimate Doppler velocities by 20–30%.
SuperDARN
The largest array of HF coherent scatter ionospheric radars is the Super Dual Au-
roral Radar Network (SuperDARN) [Greenwald et al., 1995; Chisham et al., 2007].
This global array of HF radars has been built over the last two decades to include
more than 20 radars spread throughout the northern and southern hemispheres. It
is typical to have two SuperDARN radars measure the line-of-sight component of
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the plasma drift velocity in the same region of the ionosphere, but from different
directions (hence the term ‘Dual’ in SuperDARN). The combination of the two line-
of-sight velocity vectors can provide the component of the full velocity vector in the
plane perpendicular to the magnetic field of the Earth.
A SuperDARN radar consists of 16 antennas which are phased to transmit radio
waves along one of 16 different beam directions. The beams directions are separated
by 3.24◦, providing a total azimuthal coverage of 52◦. Each beam typically samples
75 range gates, each with a range resolution of 45 km. In normal operation each
beam is sampled for 3 or 7 s, and a full scan of all 16 beams is accomplished in one
or two minutes, respectively. The velocity, backscatter power, and spectral width are
recorded for each range gate, that receives backscatter, on every radar, every one or
two minutes. Along with the main array of 16 antennas, several SuperDARN radars
are equipped with an interferometry array of four antennas placed ∼100 m from the
main array. The phase difference between the signal received by the interferometry
array and the main array is used to provide a measure of the elevation angle at which
an echo is received [Andre´ et al., 1998; Milan et al., 1997].
The ∼20 SuperDARN radars spread throughout the northern and southern hemi-
spheres operate continuously to provide ionospheric convection velocities in hundreds
of range cells every one or two minutes. Ionospheric models are used to fit the
line-of-sight velocity data to create large-scale ionospheric convection maps in both
hemispheres. As the F-region plasma irregularities follow the E × B drift motion
and the magnetic field is relatively constant, these velocity maps can be used to
infer ionospheric electric fields [Ruohoniemi and Baker, 1998]. Measurement of iono-
spheric electric fields allows creation of high latitude electric potential contour maps
which are used to determine the cross polar cap potential (CPCP) (discussed in
Section 1.3.3).
A further capability of some of the SuperDARN radars is to operate in a Stereo
mode in which two receiving channels can be sampled simultaneously [Lester et al.,
2004]. The Co-operative UK Twin Located Auroral Sounding System (CUTLASS)
radars are the set of two SuperDARN radars located in Hankasalmi and Pykkvibaer.
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The CUTLASS radars were the first to develop the Stereo mode capability and now
two southern hemisphere radars also have this capability (Syowa South and TIGER
Unwin) [Chisham et al., 2007]. The Stereo mode allows a radar to run two different
modes simultaneously. For example, a radar could transmit and receive signal at
two different frequencies which can be very useful for providing better coverage and
measuring electron density at the scattering location [Gillies et al., 2010a].
Over the years of SuperDARN operation several studies have been performed
to confirm that velocities measured by SuperDARN are representative of the actual
plasma drift. These studies compared line-of-sight velocities measured by various
SuperDARN radars and other ionospheric instruments. As mentioned previously,
Villain et al. [1985] confirmed that the irregularities which coherent radars detect
do indeed drift at the same velocity as the background electron density. Comparisons
between SuperDARN velocities and the EISCAT incoherent radar were performed by
Eglitis et al. [1998] and Davies et al. [1999]. These studies found that velocities mea-
sured by both SuperDARN and EISCAT were comparable, but velocities measured
by SuperDARN were systematically slower than velocities measured by EISCAT,
especially in the Davies et al. [1999] study. Similar results were reported by Xu et
al. [2001] and Xu [2003] in studies which compared SuperDARN velocities to veloc-
ities measured by the Sondrestrom incoherent scatter radar. Comparisons between
line-of-sight velocities measured by various SuperDARN radars and drift velocities
measured by DMSP (Defense Meteorological Satellites Program) satellites were per-
formed by Drayton et al. [2005] and Drayton [2006]. Like the SuperDARN-ISR
comparisons, these studies found that SuperDARN measured similar, but slightly
lower, velocities compared to the DMSP satellites. One of the main focuses of this
thesis research was to re-examine the comparisons by Davies et al. [1999] and Dray-
ton et al. [2005] with the inclusion of an estimate of refractive index.
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1.6 Ionospheric Satellites
1.6.1 Canadian topside sounders
The Canadian Alouette 1 satellite was launched in 1962 [e.g., Hartz, 1964]. The
Alouette 1 spacecraft measured the local magnetic field strength and performed
topside electron density soundings of the ionosphere. A topside sounder is essentially
an ionosonde attached to an orbiting satellite and is used to measure the electron
density in the ionosphere from the altitude of the satellite down to the F-region peak
(the ‘topside’ of the ionosphere) [Knecht et al., 1961]. Alouette 1 was designed to
operate for one year, however it actually provided data for ten years. The Alouette
2 satellite was nearly identical to Alouette 1 and was launched in 1965. The topside
soundings from the the Alouette satellites are the primary data used in predicting
(modelling) the topside ionospheric electron density in the International Reference
Ionosphere (IRI) model [Bilitza, 2001].
A new class of Canadian satellites called the International Satellites for Iono-
spheric Studies (ISIS) was developed after the success of the Alouette program
[Franklin and Maclean, 1969; Daniels, 1971]. ISIS 1 was launched in 1969 and ISIS
2 was launched in 1971. Each satellite was again equipped with a sounder to mea-
sure the electron density distribution of the topside of the ionosphere. Additionally,
ISIS 1 and 2 contained instruments to measure ion and electron temperatures, ion
masses, and magnetic field strength. The ISIS 2 satellite was equipped with cameras
to record some of the first optical images of the auroral oval from space. The topside
sounding instruments on both satellites were also used as passive receivers of ground-
based radio waves. Dedicated ground stations transmitted HF radio waves through
the ionosphere and these radio waves were received by the ISIS satellites. Analysis
of the signal received by ISIS 2 from a ground transmitter located in Ottawa in 1978
is the topic of Chapter 2. The ISIS 2 satellite operated until 1990.
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1.6.2 The CASSIOPE Satellite
In 2011, the Canadian designed and built CAScade, Smallsat, and Ionospheric Polar
Explorer (CASSIOPE) satellite will be launched [Yau et al., 2002; Yau et al., 2006].
CASSIOPE will be one of the first Earth observation space science satellite entirely
built by Canada since ISIS 2 in 1971. The CASSIOPE satellite bus is divided into
two payloads. A commercial communications payload, called Cascade, is a proof-
of-concept data transferring system. Cascade will be used as a large data storage
and delivery system for commercial purposes (e.g., data transferring from remote
locations such as oil and gas mines). The scientific payload is the enhanced Polar
Outflow Probe (ePOP) which consists of eight space science instruments.
• The Imaging and Rapid-scanning ion Mass spectrometer (IRM) instrument
will measure the velocity distribution and composition of ions of eV energies
near the satellite. This instrument will provide in situ plasma density mea-
surements.
• The Suprathermal Electron Imager (SEI) instrument will measure the energy
distribution and pitch angle of electrons of energies 1–100 eV in situ.
• The Neutral Mass Spectrometer (NMS) will measure the velocity and compo-
sition of neutral particles in situ.
• The MaGnetic Field instrument (MGF) will measure the local magnetic field.
• The Fast Auroral Imager (FAI) will measure optical auroral emissions in a
range of wavelengths from 650–1100 nm.
• The GPS Attitude and Positioning experiment (GAP) will provide data on
satellite position and attitude. GAP will also perform ionospheric tomography
measurements with GPS satellites.
• The Coherent Electromagnetic Radio tomography (CER) instrument will trans-
mit beacon signals at 150 MHz, 400 MHz, and 1067 MHz. These signals will be
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detected by a chain of ground receivers to provide tomography measurements
of ionospheric electron densities.
• The Radio Receiver Instrument (RRI) will receive HF waves from dedicated
ground transmitters in the frequency range of 10 Hz to 18 MHz.
There are three main scientific objectives to be studied with the ePOP mission.
The first is the study of ion outflows from the polar regions of the Earth. In addition
to providing paths for particle precipitation of charged particles to enter the iono-
sphere from the magnetosphere, the nearly vertical magnetic field lines in the polar
regions also allow transport of ionospheric ions up into the magnetosphere [Chappell
et al., 1987]. The second area of study for the ePOP mission is ionospheric tomog-
raphy [e.g., Bernhardt et al., 1998]. The CER instrument will transmit VHF and
UHF signals to various ground receivers and the phase of the signal received at each
ground transmitter will give a measure of the electron density between the ePOP
satellite and the ground receiver. The electron density information provided by each
ground receiver can be combined to provide a tomographic map of the ionosphere.
The GAP instrument will perform a similar experiment, although it will receive UHF
signals from various GPS satellites. Again, the phase of the wave received by GAP
will give a measure of the electron density in the ionosphere. The third scientific
goal of the ePOP mission is the study of wave-particle interactions and radio wave
propagation in the ionosphere. The RRI instrument on ePOP will receive HF waves
from various dedicated ground transmitters. The characteristics of the signal re-
ceived by the RRI will give information about the ionosphere between the ground
transmitter and satellite. This third objective will be discussed in more detail in the
next section.
1.6.3 RRI-SuperDARN experiment
The RRI instrument on the ePOP satellite will be used to measure radio wave signals
between 10 Hz and 18 MHz. The RRI will consist of four 3-m monopole antennas
which will be oriented to create effectively two 6-m orthogonal dipole antennas. The
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Canadian SuperDARN radars (only the Saskatoon radar at this time) will transmit
HF waves which will propagate through the high-latitude ionosphere and be detected
by the RRI.
When the ePOP satellite orbits over a SuperDARN radar, it can be oriented
so that the crossed dipole antennas will be able to measure the full polarization of
the received transionospheric wave. Direction-of-arrival measurements may be made
by the RRI because each monopole antenna will have a separate receiving channel
[James, 2003]. Knowledge of the direction-of-arrival of the received waves will be
useful to fully determine the propagation paths of HF waves. The simultaneous
measurement of direction-of-arrival by RRI and elevation angle by SuperDARN will
allow for the determination of the location of coherent scatter.
Measurement of various signal parameters by the RRI as it orbits over a Super-
DARN radar will provide information about electron density structures and absorp-
tion in the ionosphere. The electron density in the ionosphere is highly variable and
often consists of enhancements and depletions of scale sizes from several meters to
hundreds of kilometers. A wave propagating through the ionosphere will be affected
by these electron density structures. Modelling has been performed by Wang et al.
[2004] to determine the effect these structures have on signal characteristics such
as: power, delay time, and direction-of-arrival. The effect of ionospheric electron
density structures on the specifics of wave polarization has been modelled by James
[2006], James et al. [2006], Gillies et al. [2007], and Gillies et al. [2010b]. These
studies modelled the Faraday rotation, differential mode delay time, and relative
propagation mode power which will be received by the RRI for various propagation
conditions. Using these studies as a basis, interpretation of the signal received by
the RRI when the experiment is operational will allow for detection, measurement,
and better understanding of ionospheric structures.
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1.7 Magnetoionic Theory
1.7.1 Wave Polarization
One of the primary signal characteristics that will be measured by the RRI on ePOP
is wave polarization. As the RRI is able to measure the full polarization state
of a received HF wave, the variables that define the polarization of a propagating
electromagnetic wave are presented. The variables and coordinate system used in
this thesis are based on Budden [1961]. The polarization of a wave is defined by
the shape that the end point of the electric field vector of the wave traces as the
wave propagates. The general polarization state of a wave is elliptical. An example
of a polarization ellipse is presented in Figure 1.9. The polarization ellipse can
be fully defined by the semi-major and semi-minor axes a and b respectively, and
the orientation angle ψ, as shown. The ellipticity angle χ (not shown) defines the
shape of the polarization ellipse and can be determined from the semi-major and
semi-minor axes by:
χ = ± arctan(b/a). (1.11)
The polarization ellipse can range from linear (ellipticity of 0◦) to circular (ellipticity
of ±45◦). Figure 1.9 also presents the orientation of the coordinate system when the
wave propagates in a region with an external magnetic field ~B (such as the ionosphere
of the Earth). By convention, the wave propagation direction is defined to be along
the z-axis and the external magnetic field ~B is placed in the x-z-plane. The angle
between the propagation direction and the magnetic field is the aspect angle θ.
1.7.2 Radio waves in a magnetized plasma
When a radio wave propagates in a magnetized plasma, such as the ionosphere, it
decomposes into two different modes of propagation which have different refractive
indices and different polarizations. The two modes of propagation are termed the
Ordinary (O) and Extraordinary (X) modes and are affected differently by the ex-
ternal magnetic field. The Appleton-Hartree equation [Appleton and Builder, 1933;
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Figure 1.9: General polarization state ellipse.
Hartree, 1929] can be used to determine the index of refraction for each of these two
modes of propagation when collisions between charged and neutral particles are not
considered:
n2 = 1− X
1− Y 2 sin2 θ
2(1−X)
±
√
Y 4 sin4 θ
4(1−X)2
+ Y 2 cos2 θ
, (1.12)
where X is the squared ratio of plasma frequency to radio wave frequency(f 2p /f
2),
Y is the ratio of gyrofrequency to radio wave frequency (fc/f), and θ is the aspect
angle of the wave. Note that the variable ‘X’ (in italics) in Equation 1.12 represents
the squared ratio of plasma frequency to radar frequency and should not be confused
with the ‘X’-mode (‘X’ in normal script) of propagation. The refractive index for the
O-mode of propagation is determined by using the positive sign in the denominator of
Equation 1.12 and the refractive index for the X-mode of propagation is determined
from the negative sign. Inspection of Equation 1.12 reveals that the refractive index
of the X-mode will be smaller than the O-mode (the X-mode is affected by the
plasma to a greater extent than the O-mode).
In the ionosphere, the magnetic field is roughly constant and the electron density
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Figure 1.10: Squared refractive index values for the O-mode (solid curve)
and the X-mode (dashed curve) as a function of X. The refractive index values
were calculated using a constant aspect angle of 40◦, a magnetic field strength
of 6.0×10−5 T, and a radio wave frequency of 15.0 MHz.
is quite variable, so usually the variable of interest in Equation 1.12 is the ratio of
plasma frequency to wave frequency X. A plot of the behaviour of refractive index
as the ratio X is increased is presented in Figure 1.10. As the electron density
increases, the refractive index for both modes decreases and the separation between
the O-mode and the X-mode increases. When the plasma frequency is equal to
the wave frequency, the refractive index of the O-mode goes to zero and the wave is
reflected. This reflection criterion is the principle behind the operation of ionosondes.
The polarization of a propagating wave is found by using the wave polarization
ratio ρ [Budden, 1961]:
ρ =
Ey
Ex
. (1.13)
Ey and Ex represent the phasor electric fields of the propagating wave along the
y- and x-axes, respectively. The polarization ratio for a given set of propagation
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conditions is calculated using the following equation:
ρ = i
(Y sin θ)2
2Y cos θ(1−X) ± i
√√√√ (Y sin θ)4
4(Y cos θ)2(1−X)2 + 1. (1.14)
Equation 1.14 provides two values for the polarization ratio which correspond to
the two modes of propagation. The sign and magnitude of ρ determine the sense
of rotation and the shape of the polarization ellipse, respectively. In the absence of
collisions, the semi-major axis of the O-mode wave is oriented parallel to the x-axis
(or parallel to the magnetic field in the plane of polarization) and the semi-major
axis of the X-mode wave is oriented parallel to the y-axis (or perpendicular to the
magnetic field in the plane of polarization). The solution for Equation 1.14 giving an
absolute value for ρ that is less than one corresponds to the O-mode (the magnitude
Ex is larger than Ey) and the solution for Equation 1.14 giving an absolute value for
ρ that is greater than one corresponds to the X-mode (the magnitude Ey is larger
than Ex). The total polarization of a propagating wave will be the superposition of
the polarizations of the O-mode and X-mode.
Inspection of Equation 1.14 reveals that the polarization of a wave is dependent
on the propagation direction with respect to the external magnetic field. When a
wave is propagating mostly parallel or anti-parallel to the external magnetic field
lines (the aspect angle θ is ∼0◦ or ∼180◦), it is termed Quasi-Longitudinal (QL)
propagation. At the other extreme, when the wave propagation direction is mostly
perpendicular to the external magnetic field lines (θ is close to 90◦), it is termed
Quasi-Transverse (QT) propagation.
Under QL propagation conditions, Equation 1.14 gives values of ρ = ±i which
indicates that the polarization ellipses of the two modes of propagation are circular
with opposite senses of rotation. If the relative magnitude of the two modes is equal,
the superposition of the two circular waves of opposite sense of rotation will create
a linear wave. Recall that the two modes of propagation have different indices of
refraction (Equation 1.12) and, therefore, the phase speed or rotation rate of the two
circular waves will be different. This difference in rotation rate will cause a change
in the orientation angle of the resultant linear wave as it propagates. In essence,
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when a linear wave propagates along the magnetic field lines in a plasma, the plane
of polarization will rotate. This is called Faraday rotation [Budden, 1985]. Faraday
rotation will only occur when the wave is propagating in the QL regime and the
magnitudes of O- and X-mode circular states are close to equal.
When the wave propagation direction is perpendicular to the external magnetic
field lines, QT propagation results. Under these conditions, when θ = 90◦, Equa-
tion 1.14 gives values of zero for the O-mode and infinity for the X-mode. Axis ratios
of zero and infinity represent orthogonal linear waves oriented parallel and perpen-
dicular to the external magnetic field, respectively. As with QL propagation, the two
modes in QT propagation have different indices of refraction and a phase difference
develops between the modes as they propagate. Assuming the linear polarizations of
the individual modes are nearly equal, this phase difference will cause the ellipticity
of the resultant wave to oscillate between circular, elliptical, and linear polarization
states.
In between the extremes of QL and QT propagation, the polarization of the two
propagating modes becomes elliptical. The net polarization of the propagating wave
will include both the ellipticity oscillation from the QT regime and the Faraday
rotation from the QL regime (in general, the orientation angle and ellipticity of the
polarization ellipse will change as the wave propagates). The situation is further
complicated when the relative amplitude or power of the two modes of propagation
is not equal, as is often the case. A thorough analysis of wave polarization and the
relative power of the O- and X-modes is presented in Chapter 3.
1.7.3 Ray path modelling
The ray path modelling or ray tracing performed in this thesis involves the calculation
of the path a radio wave travels as it propagates through the magnetized ionosphere.
A ray tracing program has been developed at the University of Saskatchewan to
calculate the path of an HF radio wave given a wave frequency, electron density
profile, and initial propagation direction. The refractive index at each point along
the ray path is calculated using Equation 1.12 and Hamiltonian ray path equations
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developed by Haselgrove [1963] are used to calculate the path that either the O- or
X-mode follows as they propagate through the ionosphere.
The ray tracing program can calculate wave paths through either one-dimensional
electron density profiles (the profile varies with altitude only) or two-dimensional
electron density profiles (the profile varies with both altitude and latitude). Typically
the electron density profiles used in the ray tracing for this thesis were generated
using the IRI model, although a user supplied profile from any source may be used.
The magnetic field information for the ray tracing program is supplied by the IGRF
model [Maus et al., 2005]. Modifications of the original program to allow convergence
of ray paths at a specific location in the ionosphere (for example, the location of the
ePOP satellite) was performed by Gillies [2006].
As discussed in Section 1.5.4, HF waves propagating through the ionosphere are
refracted downwards towards the horizontal direction. Waves that propagate into the
ionosphere at low elevation angles experience more refraction than waves propagating
at higher elevation angles. The ray tracing program can be used to simulate this
refraction. An example of the propagation of O-mode waves at 15 MHz from the
Saskatoon SuperDARN for various elevation angles calculated by the ray tracing
program is presented in Figure 1.11. A horizontally stratified IRI electron density
profile with a peak density of 1012 m−3 was used in the calculation of ray paths
in Figure 1.11. Notice that waves with elevation angles below ∼35◦ are totally
internally reflected by the ionosphere. Waves launched at high elevation angles
(>∼60◦) propagate through the ionosphere with little deviation.
1.8 Outline of Thesis
This thesis has been written in the manuscript style. Chapters 2 through 5 each con-
sist of a paper published in either Annales Geophysicae or the Journal of Geophysical
Research. Chapter 6 consists of a paper manuscript which has been accepted by the
Journal of Geophysical Research. Each of Chapters 2 through 6 also contains a short
section explaining the significance of the paper and the relation to the rest of the
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O-mode Traces for Varying Elevations
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Figure 1.11: Radio wave propagation paths for the O-mode at 15 MHz though
a one-dimensional electron density profile with a peak of 1012 m−3. The labels
on the various ray paths are the elevation angles of the wave at SuperDARN.
thesis.
Chapters 2 and 3 deal with wave simulations performed in preparation for the
RRI-SuperDARN experiment. The study described in Chapter 2 covers an analysis
of transionospheric HF signal data received by the ISIS 2 satellite in 1978. Various
features of the signal were analyzed and ray path modelling was performed. Chapter
3 presents a study of the polarization specifics of the SuperDARN radars and the
relative power of the two modes of propagation that will be detected by the RRI. The
relative power of the two propagation modes were simulated for various ionospheric
conditions. This analysis and modelling of the signal characteristics will be used as
the basis for interpreting transionospheric data provided by the RRI instrument on
ePOP when it is operational.
Chapters 4 through 6 discuss the underestimation of ionospheric drift velocities
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measured by SuperDARN. This underestimation in velocities is due to the neglect
of the refractive index in the scattering volume. Chapter 4 presents the effect of
refractive index on Doppler velocity calculations made by HF radars. A proxy of
the refractive index in the scattering volume was based on using elevation angle
measurements made by SuperDARN. It was developed and tested using ray tracing
simulations. A comparison between SuperDARN and DMSP measurements of ve-
locity was also performed. Chapter 5 continues the analysis of the elevation angle
proxy for refractive index and compares SuperDARN measurements of velocity to
EISCAT measurements of velocity. Chapter 6 deals with the development of a new
method to directly measure refractive index in the SuperDARN scattering volume
using radar frequency shifts.
Finally, Chapter 7 will summarize the main findings of each chapter and discuss
the overall conclusions of this work. Possibilities for future work in this area of
research are also discussed.
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Chapter 2
Transionospheric propagation results from
ISIS II
2.1 Introduction
The research presented in this chapter is based on the following publication:
• Gillies, R. G., G. C. Hussey, H. G. James, G. J. Sofko, and D. Andre´, Mod-
elling and observation of transionospheric propagation results from ISIS II in
preparation for ePOP, Ann. Geophys., 25, 87–97, 2007.
This research deals with analysis and modelling of transionospheric HF radio
wave propagation for the ISIS 2 and ePOP satellites. The results of this study
will be used as a basis for interpretation of the results from the RRI-SuperDARN
experiment discussed in Section 1.6.3.
2.2 Results
The ePOP satellite will be launched in 2011. The RRI instrument on ePOP will
receive HF radio waves transmitted from ground-based instruments such as Super-
DARN. Figure 2.1 illustrates some of the possible experiments that will be performed
with the RRI-SuperDARN mission. For example, some of the wave energy from the
transmitter on the ground may be coherently scattered by F-region irregularities (the
ray path labelled ‘b’ in the figure) and the rest will forward scatter to the receiver on
ePOP. The combination of data from the returned signal at SuperDARN (elevation
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angle, spectral width, velocity, and backscatter power) and the signal received by
the RRI (propagation delay time, polarization, angle of arrival, etc.) will provide
information about the propagation path of the wave, the location of the scattering
volume in the ionosphere, and the characteristics of the scattering irregularities. An-
other possible scattering mechanism is demonstrated by ray path ‘d’ in the figure.
In this case, the wave propagation direction is not perpendicular to the magnetic
field and Bragg scattering will cause the wave energy to be scattered away from
SuperDARN. This indirect scatter will be detected by the RRI instrument and these
measurements of the irregularity may be compared to direct measurements made by
SuperDARN. Each of these items will broaden the understanding of HF radio wave
propagation in the ionosphere and the coherent scattering process for radars such as
SuperDARN.
In preparation for the RRI-SuperDARN mission, it was imperative to model the
expected signal that will be received by the RRI under various ionospheric conditions.
This goal was partly accomplished by analyzing data from a similar experiment
performed in 1978 by the ISIS 2 satellite and a HF ground-based transmitter located
in Ottawa, Canada, and this work is presented in this chapter as the publication
Gillies et al. [2007].
The transmitter/receiver on ISIS 2 interlaced the routine topside soundings of
the ionosphere with reception of the transionospheric 9.3 MHz pulses sent from the
transmitter in Ottawa. Characteristics of signal recorded by the ISIS 2 receiver in-
cluded splitting of pulses due to the different propagation characteristics of the O-
and X-modes and periodic fading of signal intensity resulting from Faraday rotation
of the transmitted linear wave. Ray path modelling was performed to simulate the
rate of periodic Faraday fading and differential mode delay time as functions of lat-
itude. Good agreement was found between the periodic fade rates and differential
mode delays calculated by the model and experimental values measured by the ISIS
2 receiver. When the RRI on ePOP is operational and receiving signal from Su-
perDARN radars, measurement of the signal parameters discussed in this study will
allow estimates to be made of ionospheric electron densities.
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Figure 2.1: Some of the possible RRI-SuperDARN experiments that will be
performed. Figure 2 from Yau et al. [2006].
One intriguing finding of this study was the fact that periodic Faraday fading
only occurred when the ISIS 2 satellite was south of the Ottawa transmitter. It was
not possible to completely determine the reason for this behaviour because the ISIS
2 satellite was equipped with only a single dipole antenna and full polarization mea-
surements were not possible. The most probable explanation for the lack of periodic
Faraday fading north of the transmitter was that the geometry with respect to the
magnetic field of the Earth caused the relative power of one mode of propagation to
be much higher than the other. If the two modes did not propagate with near equal
power, there could not be Faraday rotation of the wave and no Faraday fading would
be apparent. Verification of this theory will be made when the ePOP-SuperDARN
experiment occurs. The RRI on ePOP will be equipped with two orthogonal dipole
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antennas and will have the ability to perform full polarization measurements of the
incoming HF signal. Preparation for analyzing the polarization characteristics of the
signal received by the RRI by calculating the amount of power delivered to either
mode of propagation by SuperDARN is the topic of the next chapter.
2.3 Published paper
The analysis and modelling of ISIS 2 transionospheric data discussed in this chapter
was published in Annales Geophysicae in 2007. Presented immediately below is the
paper in the journal format:
• Gillies, R. G., G. C. Hussey, H. G. James, G. J. Sofko, and D. Andre´, Mod-
elling and observation of transionospheric propagation results from ISIS II in
preparation for ePOP, Ann. Geophys., 25, 87–97, 2007.
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Abstract. The enhanced Polar Outflow Probe (ePOP) is
scheduled to be launched as part of the Cascade Demonstra-
tor Small-Sat and Ionospheric Polar Explorer (CASSIOPE)
satellite in early 2008. A Radio Receiver Instrument (RRI)
on ePOP will receive HF transmissions from various ground-
based transmitters. In preparation for the ePOP mission,
data from a similar transionospheric experiment performed
by the International Satellites for Ionospheric Studies (ISIS)
II satellite has been studied. Prominent features in the re-
ceived 9.303-MHz signal were periodic Faraday fading of
signal intensity at rates up to 13 Hz and a time of arrival
delay between the O- and X-modes of up to 0.8 ms. Both
features occurred when the satellite was above or south of
the Ottawa transmitter. Ionospheric models for ray tracing
were constructed using both International Reference Iono-
sphere (IRI) profiles and local peak electron density values
from ISIS ionograms. Values for fade rate and differential
mode delay were computed and compared to the values ob-
served in the ISIS II data. The computed values showed very
good agreement to the observed values of both received sig-
nal parameters when the topside sounding foF2 values were
used to scale IRI profiles, but not when strictly modelled IRI
profiles were used. It was determined that the primary mod-
ifier of the received signal parameters was the foF2 density
and not the shape of the profile. This dependence was due
to refraction, at the 9.303-MHz signal frequency, causing the
rays to travel larger distances near the peak density where es-
sentially all the mode splitting occurred. This study should
assist in interpretation of ePOP RRI data when they are avail-
able.
Keywords. Radio science (Ionospheric physics; Radio wave
propagation) – Space plasma physics (Numerical simulation
studies)
Correspondence to: R. G. Gillies
(rgg646@mail.usask.ca)
1 Introduction
In early 2008, the Cascade Demonstrator Small-Sat and
Ionospheric Polar Explorer (CASSIOPE) small satellite is
scheduled to be launched (Yau et al., 2002, 2006). The satel-
lite bus, as well as many of the instruments, are Canadian
designed and built. The satellite will consist of two pay-
loads, a commercial prototype data storage and forward sys-
tem called Cascade and a scientific package of instruments
called the enhanced Polar Outflow Probe (ePOP). The main
scientific goals of ePOP are to study ion outflows from the
polar region, radio wave propagation, and ionospheric to-
mography (Yau et al., 2006). The main instruments used for
the radio wave propagation experiment will be ground-based
transmitters, such as Super Dual Auroral Radar Network (Su-
perDARN) HF radars (Greenwald et al., 1995) and Cana-
dian Advanced Digital Ionosondes (CADI) (MacDougall et
al., 1995), and the Radio Receiver Instrument (RRI) (James,
2003, 2006a, b; James et al., 2006; Wang et al., 2004) on the
ePOP payload.
The RRI consists only of a radio receiver (i.e., a pas-
sive system) and four 3-m antennas. Each antenna has an
independent receiving channel, but the monopoles will of-
ten be operated as two perpendicular 6-m dipole antennas.
The ground-based transmitters will radiate HF radio waves.
These will propagate through the ionosphere, and the RRI in-
strument will have the ability to observe various parameters
of these arriving waves including their polarization state.
Along the wave propagation path ionospheric electron
density enhancements and/or depletions (blobs, patches,
troughs, etc.) are expected to modify the received signal pa-
rameters. As a result, it is expected that the signal recorded
by the RRI will have a complex structure. As an initial
step toward interpretation of the signal received by the RRI
when it is flown the influence of various ionospheric struc-
tures along the propagation path must be assessed. This
paper deals with preliminary modelling research which has
been performed to achieve this goal. Once the effects of
Published by Copernicus GmbH on behalf of the European Geosciences Union.
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ionospheric properties upon the signal are understood it is
envisioned that the received signal can be used to measure or
at least detect these ionospheric structures.
At this point, no data exist for the SuperDARN-RRI ex-
periment and thus only modelling predictions can be studied.
Therefore, it was of interest to examine past transionospheric
experiments to provide a first step to deal with SuperDARN-
RRI simulations. Examples of such experiments are the
transionospheric portions of the International Satellites for
Ionospheric Studies (ISIS) satellite missions from the 1970s
(Franklin and Maclean, 1969). To this end, data from the
ISIS II mission during 1978 have been studied in detail.
2 The ISIS II transionospheric experiment
2.1 Background
The ISIS II satellite (Daniels, 1971) was launched in 1971
into an essentially polar orbit (89◦ inclination) at 1400 km
altitude. The primary instrument on the satellite was a radio
sounder consisting of 18-m and 73-m dipole antennas and
an HF transmitter and receiver. This instrument was mainly
configured for topside soundings of the ionosphere, but for
special experiments it was configured to receive signals from
ground-based transmitters. For several ISIS II passes over
a transmitter located in Ottawa, Canada (Geographic co-
ordinates: 45.42◦ N, 75.70◦ W; Geomagnetic coordinates:
56.36◦ N, 0.53◦ E), the topside sounder alternated between
a swept-frequency ionosonde mode and a fixed-frequency
receiver mode. In the ionosonde mode, the satellite would
perform a sweep for ∼20 s. Then the sweep would turn off
and the signal from a fixed-frequency ground-based trans-
mitter would be received for ∼25 s. This switching occurred
throughout a pass over a given transmitter. At the altitude of
the satellite, this resulted in a topside scan for approximately
1.2◦ latitude of satellite travel and then transionospheric data
for approximately 1.3◦ latitude of satellite travel.
The Ottawa transmitter used in this experiment radiated a
power of 1 kW at (usually) 9.303 MHz. Other frequencies
were used but are not examined in this study. The anten-
nas of the transmitter consisted of two perpendicular dipoles
oriented horizontal to the Earth. The transmitting sequence
consisted of square wave pulses sent at a repetition frequency
of 180 Hz.
For the ISIS II observations presented in this study, passes
were selected based on three criteria. First, orbital data of
ISIS II had to be available for a particular pass. Second, it
was necessary for the data from a pass to have been digitized
(Bilitza et al., 2004). The digitized data from these passes
were made available by the Alouette-ISIS Data Restora-
tion project of the U.S. National Space Science Data Cen-
ter (NSSDC, 2004). Finally, a pass was only examined if
ground transmitted signal had been received for a significant
portion of the pass. The most probable reason for a pass not
meeting the third criterion was that the foF2 frequency was
higher than or comparable to the transmitted frequency of
9.303 MHz, with the result that the ground-based transmit-
ted waves were reflected back to the Earth. On this basis,
a detailed examination was made of eighteen passes from
June and July 1978. All of these passes occurred between
either∼01:00–04:00 UT (∼20:00–23:00 LT (local evening))
or ∼13:00–16:00 UT (∼08:00–11:00 LT (local morning)).
Finally, it should be noted that all the data were from quiet or
slightly disturbed geomagnetic conditions (typical Kp val-
ues were between two and three or less). Therefore it was
not unreasonable to assume, and the analysis to be presented
supports this, that the ionosphere was relatively stable and
smoothly varied in both altitude and latitude under these con-
ditions. This is especially true for the ISIS II study wherein
the analyzed data was predominantly from directly above or
to the south of the Ottawa transmitter. Of course, the ePOP
mission is focused on the polar (and auroral) region(s) where
the ionosphere can be very active and disturbed geomagneti-
cally. However, the results from the slightly disturbed events
presented in this paper will serve as a reference with which
to compare the dynamic variations expected during more dis-
turbed periods.
2.2 General signal characteristics
In general, the signal received by ISIS II behaved as ex-
pected. The signal was weaker and noisier at satellite lo-
cations closest to the Ottawa-transmitter horizon. Directly
above the transmitter, the signal was strongest. When the
satellite was north of the transmitter, periodic fading of sig-
nal intensity at a rate of 0.1 Hz was observed. This fading
was caused by the spacecraft spin at a rate of 3 rpm. In the
southern portions of the pass, faster periodic fading of signal
intensity was observed due to Faraday rotation of the wave as
will be discussed in Sect. 2.4. Satellite spin fading should be
observed south of the transmitter as well because the dipole
receiving antenna was rotating with respect to an incoming
linear wave. However, this spin fading was not detectable.
The reason is that the Faraday rotation effect and the spinning
of the dipole antenna both contribute to the observed fade
rate. Since the Faraday fading was typically much higher
than 0.1 Hz, it has been assumed that the observed fade rate
is effectively only due to Faraday rotation of the wave and
the satellite spin has been neglected in the southern portions
of the pass. Due to this coupling of satellite spin and the
Faraday rotation effect, 0.1 Hz should be added to or sub-
tracted from the measured Faraday fade values, but since it
is unknown which way the satellite was spinning relative to
the Faraday rotation and 0.1 Hz is quite small compared to
the typical fade rates, this error has been neglected. Also
apparent in southern portions of the passes was a time de-
lay between the arrival of the two modes of propagation at
the satellite. This differential mode delay is discussed in the
next section.
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2.3 Differential mode delay
When an electromagnetic wave propagates in a magnetoionic
medium there exist two modes of propagation, the ordinary
mode (O-mode) and the extraordinary mode (X-mode) (Bud-
den, 1961). These modes propagate with different indices
of refraction and thus different propagation paths and group
speeds result. The different propagation properties of the two
modes caused the received signal pulses at ISIS II to be split
into separate mode components. This splitting is evidenced
as a time delay between the arrival of the O-mode and X-
mode at the receiver. An example of differential mode delay
is in plot a) in Fig. 1. Differential mode delay is observed at
the beginning (O-mode only band above the combined (and
dominant) O- and X-mode band) and end (X-mode only band
below the combined (and dominant) O- and X-mode band) of
each pulse as shown in the top plot in Fig. 1.
The locations and magnitudes of differential mode delay
instances were determined directly from observations of the
received signal data. The resolution of the available data
resulted in an error of ±0.1 ms in all differential mode de-
lay values. There was measurable differential mode delay
in fifteen of the eighteen studied passes and it was mostly
observed when the satellite was to the south of the Ottawa
transmitter. The magnitude of differential mode delay ranged
from 0.1 ms to 0.8 ms. The magnitude was, in general, larger
for latitudes farther from the transmitter.
It should be noted that there is some differential mode at-
tenuation due to collisions in the D- and E-regions as dis-
cussed with reference to Fig. 10 from James et al. (2006),
which showed that the differential absorption between the
modes at 90 km is ∼0.15 dB/km and drops to less than
0.02 dB/km at 100 km. It was therefore expected that the dif-
ferential attenuation between the modes would have been on
the order of one dB at most. A disturbed ionosphere may
induce more collisions at these altitudes, but since all the
passes examined here were for quiet conditions, the effect
of absorption on the received signal parameters was not con-
sidered significant and is not considered in the present study.
2.4 Periodic Faraday fading
The second regularly observed feature of the transiono-
spheric propagation in the ISIS II data was periodic fading
of signal intensity. Periodic fading of a single mode (signal
intensity of only either the O-mode or X-mode wave peri-
odically varies) is illustrated in Fig. 1 as cross-section c) for
the O-mode only band. The single mode fading is difficult
to discern in the top plot, but clearly discernable in cross-
section line plot c). Single mode fades are believed to be the
result of focusing and defocusing of single mode waves by
ionospheric enhancements and depletions acting like lenses.
Discussion of single mode fades can be found in James et
al. (2006) and is not further considered here.
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Fig. 1. A six second example of signal received by the ISIS II satel-
lite at 13:59:12 UT, 3 July 1978. Dark on the grey-scale data plot at
the top represents received signal amplitude on the dipole antenna.
Individual amplitude scans are plotted as a function of time in the
−y-direction. The grey-scale plot results from the juxtaposition of
many successive amplitude scans in the +x-direction. Individual
180-Hz pulses are seen as three dark horizontal bands. This pat-
tern is maintained over several seconds of time in the x-direction.
Examples of: (a) Differential mode delay is observable at the be-
ginning and end of each pulse. (b) Periodic Faraday fading occurs
in portions of signal with both modes at a rate of 4.0 Hz. (c) Single
mode fades are also present. Note, the y-axis for plots (a), (b), and
(c) has arbitrary relative amplitude units.
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An example of periodic fading of signal intensity when
both modes were received at the same time is illustrated in
cross-section b). These fading instances occurred for up to
several tens of seconds at a time. A likely explanation for
this periodic fading is the Faraday rotation of the linearly po-
larized total electric field of the transmitted wave. Since the
antenna is a linear dipole, strong signal was received when
the electric field was nearly aligned with the dipole axis. As
the satellite moved along its orbit the incoming linear wave
would Faraday rotate out of alignment with the dipole axis.
Weakest signal occurred when the antenna dipole and electric
field were closest to perpendicular. This continuous chang-
ing of the electric field orientation led to a periodic fading of
signal intensity as the satellite travelled through space.
The periodic fading of both modes was observed in eight
of the eighteen studied passes. Periodic fading was ana-
lyzed by performing a Fourier analysis on the sections of
data where signal was received by ISIS II from the Ottawa
ground transmitter. The fading rates ranged from 0.5 Hz to
13 Hz. As with differential mode delay, periodic fading was
observed only south of the transmitter and the fade rate fre-
quency was observed to increase in magnitude at locations
more equatorward of the transmitter.
3 Transionospheric modelling
3.1 3-D ray tracing program
The Appleton-Hartree equation for the index of refraction of
a radio wave in a magnetoionic medium was used to derive
computational ray tracing equations based on the ray formal-
ism of Haselgrove (1963). Applied to the magnetoionic re-
fractive index, the Haselgrove (1963) equations provide both
the group velocity and rate of change in wave vector (in three
dimensions) given the wave-vector direction and wave fre-
quency and a set of propagation conditions such as magnetic
field strength and direction, and electron density. The au-
thors have applied these equations in a computer program for
full three-dimensional ray tracing. The program calculates
the path, at a given frequency, that either the O- or X-mode
travels from a fixed transmitter to a satellite position. The
program uses the International Geomagnetic Reference Field
(IGRF) model (Maus et al., 2005) for determining the mag-
netic field and takes a user supplied one- or two-dimensional
electron density profile. Using a Newton iteration method
(James, 2006a), the ray trace converges to intersect with the
location of the satellite within 10 m in typically a few iter-
ations. It should be pointed out that the 10-m convergence
criterion, in practice, applies to a line perpendicular to the
propagation path at the satellite and corresponds to an error
along the ray path of at most 10 cm. Hence, this corresponds
to a very small phase-path difference between the modes at
HF frequencies (Gillies, 2006).
3.2 Ray trace modelling for ISIS II
As discussed in Sect. 2.2, eighteen passes of the ISIS II
satellite over the Ottawa transmitter were examined in detail.
These passes produced Faraday fading and differential mode
delay in the received signal. Ray tracing computations have
been performed for these passes. Comparisons between the
Faraday fading and differential mode delay values obtained
from the ray tracing computations and the actual observed
data were then made. In order to predict values for Faraday
fade rates and differential mode delays, the ray tracing pro-
gram found a ray path for every 0.1◦ latitude of the satellite
orbit over the transmitter. Initially, the International Refer-
ence Ionosphere (IRI) model (Bilitza, 2001) was utilized to
obtain electron density profiles. The resulting Faraday fade
rates and differential mode delay values that were obtained
by using the IRI model did not show good agreement with
the observed values, although overall gross trends were ex-
hibited. This is illustrated in Fig. 2 for Faraday fade rate
and Fig. 3 for differential mode delay. These figures present
the observed ISIS II values of the two quantities (as dashed
lines with diamonds indicating data points) and the predicted
values using the IRI generated profile (as dash-dotted lines)
for the afternoon pass on 8 July. Notice that the observed
data are at latitudes south of the Ottawa (45.4◦ N) transmitter
while the ray tracing results demonstrate that Faraday fad-
ing and differential mode delay should be observed north of
the transmitter as well. This discrepancy will be discussed
in Sect. 4.1. Both observed and predicted values of fade rate
and differential mode delay show an increase with increas-
ing distance from the transmitter, but the predicted values
increase at a much faster rate than the observed values.
Recall that the ISIS II satellite performed a topside iono-
gram scan roughly once every 2.5◦ in latitude. Therefore,
it was decided to utilize the foF2 values that the satel-
lite sounder had determined to develop more realistic two-
dimensional electron density profiles. These simulated pro-
files utilized the foF2 values taken directly from the topside
scans while relying on the IRI model for the shape of the pro-
files (i.e., the foF2 values were used to scale IRI profiles). It
should be noted that this scaling option did not simply mul-
tiply the entire profile by the scaling factor. In the IRI model
the various altitude regions use different ionospheric mod-
els to determine electron density so a change (scaling) of
the foF2 value, for example, only affects electron densities
near it. Figure 4 shows the foF2 density values that were
obtained from both the IRI and the topside soundings. On
this day the IRI overestimates the peak values by typically
∼30%. Scaling to the foF2 values led to a significant im-
provement in agreement between the computed and observed
values. There are some limitations to how accurately the pro-
files represented the actual ionospheric conditions. First, the
sounder performed a scan only every 2.5◦ latitude or roughly
every 350 km. This separation of measurements was insuffi-
cient to resolve small scale ionospheric structures. Secondly,
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Fig. 2. An example comparison between simulated and observed Faraday fade rates. This pass occurred on 8 July 1978, 13:10 UT. The two
computed curves were obtained using two different electron density profiles, one generated using only the IRI model and the other using the
model scaled to the topside sounding foF2 values.
the determination of an accurate foF2 value was not always
possible due to noise and/or weak signal near the cut-off fre-
quency in some of the ionograms. At times this resulted in
ambiguity in the peak plasma frequency by up to 1 MHz. Fi-
nally, there was error introduced from the fact that only the
F-region peak was used to adjust the IRI profile. This meant
that the shape of the profile was not the same as the actual
profile during the experiment. However, as will be shown in
Sect. 4.3, the shape of the profile mattered little provided the
peak density was reasonably accurate.
Using the foF2 value to scale the IRI model electron den-
sity profiles resulted in much better agreement between ac-
tual data and the computed fade rates and differential mode
delays, as shown in Figs. 2 and 3. It can be seen that the
computed results using the topside ionogram peaks are much
closer to the observed values than the computed values using
only the IRI. This comparison demonstrates the necessity of
reliable foF2 values for the ray tracing.
4 Discussion
4.1 ISIS II transionospheric analysis
Examination of ISIS II data has revealed two prominent fea-
tures in the observed signal received during the transiono-
spheric experiment. The first is a measurable time delay be-
tween the arrival at the satellite receiver of the two modes of
propagation. The second is periodic fading in the received
signal, explained as Faraday fading arising when a linearly
polarized wave electric field is incident on a dipole receiving
antenna.
The differential mode delay values ranged from 0.1 to
0.8 ms and were observed at latitudes to the south of the Ot-
tawa transmitter. The transmitted frequency was 9.303 MHz
for the ISIS experiment considered here. For future exper-
iments of this type, such as SuperDARN-ePOP collabora-
tions, the transmitter will be able to operate at frequencies
from about 8 MHz to 20 MHz. Hence, depending on the op-
erating frequency, the ePOP RRI should observe differential
mode delay values comparable to the ISIS receiver. The most
likely reason for greater differential mode delay observed to
the south of the transmitter is that the overall ionospheric
electron density increases due to the increase in photoion-
ization with decreasing latitude. This has the effect of bring-
ing the transmitted wave frequency closer to the cutoff fre-
quencies of the modes. The consequence is that the X-mode,
which is closer in frequency to its cutoff frequency than the
O-mode, experiences more dispersion and greater signal de-
lay.
Periodic Faraday fading of the two modes occurred at rates
up to 13 Hz and, as with mode delay, was observed only
south of the transmitter. An explanation for this is slightly
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Differential Mode Delay (July 8, ~13:10 UT)
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Fig. 3. An example comparison between simulated and observed differential mode delay times. This pass occurred on 8 July 1978, 13:10 UT.
The two simulated curves represent two different electron density profiles, one generated using only the IRI model and the other using the
model scaled to the topside sounding foF2 values.
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Fig. 4. The foF2 values obtained from both the IRI model and the ISIS II topside soundings for the pass on 8 July 1978, 13:10 UT.
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Comparison of Fade Rates for Computed and Observed Data
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Fig. 5. A linear regression comparison of all computed and observed Faraday fade rates for the ISIS II experiment. The dashed line is the
ideal fit and the solid line is the best fit. The regression analysis used 213 points and gave a regression coefficient of 0.934 and a slope of
1.07.
more complex than that for differential mode delay. The
most probable reason for the lack of observable Faraday fad-
ing north of the transmitter was a disparity between the re-
ceived power of the O- and X-modes. As presented by James
(2006a) and James et al. (2006), in several instances the X-
mode was at least 10 dB stronger than the O-mode. This
amplitude disparity was clearly not due to absorption in the
E-region because the X-mode is absorbed more than the O-
mode. This disparity was possibly due to the distribution of
power between the O- and X-modes when the wave propa-
gated in a northward direction. This is currently under inves-
tigation.
This 10-dB disparity had the effect of preventing Fara-
day rotation (which requires circularly polarized modes of
roughly equal amplitude) during portions of a pass. Instead,
this disparity in mode amplitude would have caused the com-
bined wave to not be strictly linearly polarized and thus the
received signal polarization state would have been complex.
This complexity could not be properly analyzed with only
a single dipole antenna. The RRI on ePOP will be a useful
instrument for analyzing the polarization state of the signal
received poleward of the transmitter as the antenna will con-
sist of two crossed dipoles.
Another minor factor that would not be supportive of Fara-
day rotation occurring north of the transmitter was the angle
between the propagation vector and magnetic field direction
(the aspect angle) becoming close to perpendicular (i.e., the
propagation conditions are not as favourable for the Fara-
day rotation effect). However, Fig. 8 of James et al. (2006),
which takes this factor into account, indicates that deep Fara-
day fades are expected throughout a pass, and clearly this is
not observed in the ISIS II data.
4.2 Observed and modelled ISIS II signal comparisons
Comparisons between observed and simulated differential
mode delay and periodic fading values have been performed
for each simulated pass. Figures 2 and 3 demonstrated that
the IRI model alone cannot develop electron density profiles
that are sufficiently realistic to reproduce these received sig-
nal parameters. However, given a relatively quiet ionosphere
(Kp less than four for this data set), the use of measured
foF2 densities to scale IRI profiles produces better agree-
ment between the ray tracings and the observations. A dis-
turbed ionosphere would probably have many smaller scale
structures that topside soundings taken every 2.5◦ in lati-
tude would not resolve and this might significantly lower
the agreement. Also, a disturbed ionosphere would result in
higher collision frequencies and differential absorption in the
D- and E-region portion of the transionospheric wave path.
In order to quantify the comparisons of all the passes, a
linear regression analysis was performed comparing the sim-
ulated quantities to the observed quantities for both Faraday
fading and differential mode delay. This analysis is shown
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Comparison of Computed and Observed Differential Mode Delays
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Fig. 6. A linear regression comparison of all simulated and observed differential mode delays for the ISIS II experiment. The dashed line is
the ideal fit and the solid line is the best fit. The regression analysis used 63 points and gave a regression coefficient of 0.930 and a slope of
1.14.
as Fig. 5 for Faraday fading and Fig. 6 for differential mode
delay. Plotted are the observed values of either quantity for
all passes on the horizontal axis and the corresponding sim-
ulated values on the vertical axis. A best fit line is plotted in
both cases. For Faraday fading 213 data points were com-
pared, resulting in a best fit slope of 1.07 and a regression
coefficient of 0.934. For mode delay 63 points were com-
pared with a best fit slope of 1.14 and a regression coefficient
of 0.930. Notice that the only group of points that show very
poor agreement between observed and computed values is
a small cluster of points in Fig. 5. This cluster had an ob-
served fade rate of nearly 7 Hz, but the simulation value was
∼3 Hz. The probable reason for this poor agreement is that
the 2.5◦ latitude spacing between topside soundings was too
large spatially in this case as a large change in the ionospheric
electron density was observed between the two soundings.
Other than this, the comparisons were quite good despite the
limitation of not having actual electron density profiles for
the ray tracing predictions.
4.3 Electron density profile considerations
One of the most interesting features that this study illustrated
was that the foF2 peak density is very important in describing
the propagation path and characteristics of a transionospheric
HF wave. It is not surprising that this is important because
the phase difference that accumulates between the O- and X-
modes is directly dependent on electron density. Since both
differential mode delay and Faraday fade rate depend on the
integrated phase difference between the modes, it was ex-
pected that accurately simulating the electron density profile
was necessary. The interesting point of this study is that it ap-
pears that the IRI model was useful provided the maximum
was scaled to the correct foF2 value. Therefore, it appears
that the shape of the profiles is of secondary importance. To
examine whether this hypothesis is correct a simple test was
performed to compare the effects of the profile shapes versus
the effects of the foF2 values on simulated wave parameters.
A model IRI profile for 1 July 1978, 14:00, at Ottawa, scaled
to a peak density of 5.1×1011 m−3, was used as a base case.
Further IRI profiles of different shapes were used for a va-
riety of ionospheric conditions, with the model constrained
to keep the same peak density (5.1×1011 m−3) in each case.
Profiles were created for three latitudes (0◦, 45◦, and 80◦)
for both winter (1 January) and summer (1 July) and day
(14:00 LT) and night (02:00 LT). This ensured that the pro-
files would be quite different in shape, but still retained the
same peak electron density. Finally, the one base profile was
scaled up slightly to create a profile with the same shape as
the base profile, but with a peak density of 6.0×1011 m−3.
The various profiles that were created for this test are listed
in Table 1.
Since the goal of this test was to determine which pro-
file parameter, profile shape or foF2 value, is dominant for
the ray tracing calculations, a measure of profile shape was
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Computed Fade Rates Using Various Profiles
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Fig. 7. The simulated Faraday fade rate as a function of satellite latitude using each electron density profile listed in Table 1. All the results
for profiles with the same foF2 value essentially coincide with one another and as such are essentially indistinguishable in the plot. Results
show slightly higher fade rate values for profiles with higher TEC above the transmitter. Away from the transmitter, profiles with the same
foF2 peak produce similar values, but the profile with a higher peak results in much higher fade rates. Also, notice that the Faraday fade rate
values drop to zero around 55◦ to 60◦ latitude. This is a consequence of the Faraday rotation the satellite observes at this location changing
rotation directions. As a result the Faraday fade rate drops to zero as the polarization state switches from rotating in one direction to the
other.
required. It was decided to incorporate the Total Electron
Content (TEC) value of the various profiles to provide a nu-
merical measure of profile shape. In this study, the TEC
value is taken as the integrated electron density from the
ground to 1400 km in units of 1016 m−2. There are other
measures of profile shape that could have been used, such
as foF2 height and width, E-region density, electron density
at the satellite location, etc.; however, TEC is a good overall
measure of a given profile. Listed in Table 1 is the TEC value
for each profile. The TEC value for the scaled up base profile
was 22.63×1016 m−3 (or 22.63 TEC units). Notice that the
profiles in Table 1 have TEC values that range from 14.59 to
27.30 TEC units. Therefore, the profile with a higher foF2
value has a TEC value that falls within the range of the TEC
values of the profiles with a lower foF2 value. This allows
a study of the effect of foF2 on the ray tracing results to be
relatively independent of TEC (or shape) of the profiles.
Each profile was used to predict the signal that would be
received by a satellite flying at 1400 km over a 9.303-MHz
transmitter located in Ottawa. The Faraday fade rate and dif-
ferential mode delay were calculated every 0.1◦ latitude. The
results of these calculations are presented as Fig. 7 for Fara-
day fade rate and Fig. 8 for differential mode delay.
At latitudes away from the transmitter, quantities com-
puted for profiles with the same foF2 value showed similar
values. Conversely, the profile with a slightly higher foF2
value resulted in much higher fade rate and mode delay val-
ues. This indicates that the two received signal parameters
are mostly independent of TEC but highly dependent on F-
region peak values at ranges far from the transmitter. Over-
head of the transmitter, the two values are observed to be
dependent more on TEC than on peak density. The reason
for this behaviour is that above the transmitter a radio wave
travels essentially straight up and the TEC of a profile domi-
nates the determination of the phase difference that develops
between the two modes. When the satellite is north or south
of the transmitter, the ray is refractively bent by the highly
dense F-region and spends a proportionately longer time in
the region in and around the peak density, and the two modes
split significantly in this region. This significant splitting
accounts for the majority of the accumulated phase differ-
ence between the two modes. For example, directly above
the transmitter (satellite at 45◦ latitude), ∼60% of the total
mode delay occurs within ±100 km in altitude of the foF2
peak, while south of the transmitter with the satellite at 35◦
latitude, more than 90% of the total differential mode delay
www.ann-geophys.net/25/87/2007/ Ann. Geophys., 25, 87–97, 2007
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Computed Differential Mode Delays Using Various Profiles
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Fig. 8. The simulated differential mode delay at various satellite latitudes using each electron density profile listed in Table 1. Results show
higher differential mode delay values for profiles with higher TEC above the transmitter. Away from the transmitter, profiles with the same
foF2 peak produce similar values, but the profile with a higher peak results in much higher differential mode delay values.
Table 1. Various IRI generated electron density profiles. All pro-
files are generated at 75.7◦ W longitude (Ottawa).
Date Time Latitude TEC foF2
(1978) (LT) (◦ N) (×1016 m−2) (×1011 m−3)
1 Jan 02:00 0.0 18.23 5.1
1 Jan 14:00 0.0 19.01 5.1
1 Jan 02:00 45.0 14.59 5.1
1 Jan 14:00 45.0 14.75 5.1
1 Jan 02:00 80.0 17.76 5.1
1 Jan 14:00 80.0 17.70 5.1
1 July 02:00 0.0 18.65 5.1
1 July 14:00 0.0 22.28 5.1
1 July 02:00 45.0 18.24 5.1
1 July 14:00 45.0 19.78 5.1
1 July 02:00 80.0 26.72 5.1
1 July 14:00 80.0 27.30 5.1
1 July 14:00 45.0 22.63 6.0
occurs within this altitude region. Therefore, this is the rea-
son that, at the frequency of 9.303 MHz, the foF2 value and
not the shape (or TEC) of the electron density profile is crit-
ical in obtaining reasonable ray tracing results for the exper-
iment presented in this study.
5 Conclusions
Data from the ISIS II satellite mission has been analyzed
in preparation for the upcoming ePOP mission. The re-
ceived signal data from the ISIS II satellite mission showed
two prominent features: differential mode delay and peri-
odic Faraday fading. Both features were observed to the
south of the transmitter where nearly equal O- and X-mode
amplitudes allowed clear Faraday fading and higher electron
densities resulted in larger mode splitting. The rate of mea-
sured periodic fading varied up to 13 Hz and the magnitude
of differential mode delay was as high as 0.8 ms. Ray trac-
ing predicted the observed fade rates and differential mode
delays using electron densities derived from measured foF2
values and IRI profiles. The simulated and observed data
showed very similar trends for each of the examined passes.
This good agreement was dependent on having a representa-
tive electron density profile for the ray tracing analysis. The
two parameters which were used to characterize an electron
density profile were the profile shape (examined using TEC
values) and the peak electron density (foF2). The compari-
son between the ISIS II measurements and the computations
indicated that the foF2 parameter, and not the TEC parame-
ter, essentially determined the outcome of the simulations.
This behaviour is a consequence of refraction causing the
wave to travel longer near the peak density where larger split-
ting of the modes due to the higher electron densities in this
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region occurs. This was clearly the case for the transmitter
frequency of 9.303 MHz, which was a few MHz above foF2.
Of course, the use of higher transmitter frequencies would
cause the wave to be refracted less and the foF2 value would
likely not dominate the received signal parameters to such an
extent.
This paper has demonstrated that ray tracing computations
can reasonably reproduce transionospheric propagation char-
acteristics under quiet geomagnetic conditions and at mid-
latitudes (i.e., south of the Ottawa transmitter in this study).
No evidence of Faraday fading or differential mode delay
was observable north of the Ottawa transmitter for the ISIS
II study. As discussed, previous results (James et al., 2006;
James, 2005) indicated that the X-mode to O-mode ratio was
on the order of 10 dB in this region and thus Faraday rota-
tion and clear mode splitting were not expected. Instead of a
simple linear wave, the resulting polarization state would be
much more complex under these conditions. The RRI instru-
ment on the ePOP satellite will be much more sensitive and
consist of two crossed dipoles; therefore, it may be possible
to interpret these complex signals.
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Chapter 3
Relative O- and X-mode transmitted power
from SuperDARN
3.1 Introduction
The research presented in this chapter is based on the following publication:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, and H. G. James, Relative O- and X-
mode transmitted power from SuperDARN as it relates to the RRI instrument
on ePOP, Ann. Geophys., 28, 861–871, 2010c.
This study involved the calculation of the relative power delivered to the O- and
X-modes of propagation from the SuperDARN radars. The expected relative mode
power to be detected by the RRI on ePOP was also calculated for various ionospheric
conditions.
3.2 Results
The HF radio waves transmitted from SuperDARN radars (any HF radar) are split
into two modes of propagation in the magnetized ionosphere. The two modes prop-
agate at different speeds and along different paths and will therefore arrive at the
RRI at slightly different times. Since the RRI has two crossed dipole antennas, full
polarization measurements of received HF waves can be made and the two modes
of propagation can be distinguished. The analysis of ISIS 2 data in the previous
chapter revealed that knowledge of the relative power of the two modes is essential
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to fully analyze the received signal. The effect of Faraday rotation on the propa-
gating wave was evidenced by periodic fading of signal intensity when the satellite
was located above and southwards of the transmitter. Further analysis was required
to determine the reason for the lack of Faraday rotation when the wave propagated
northwards from the transmitter. As discussed in Section 1.7, two conditions are
required for Faraday rotation to occur. The wave must propagate in the QL regime
and the relative amplitude or power of the two propagation modes must be mostly
equal. Wave propagation in a northward direction from the transmitter located in
Ottawa would result in QT propagation. In addition, depending on the initial po-
larization of the wave, the relative power distribution of the O- and X-modes can
be quite different. Unlike the RRI on ePOP, the ISIS 2 satellite was only equipped
with a single dipole antenna and could not make full polarization measurements of
the received signal. Due to this limitation, a complete understanding of the prop-
agation and polarization of the wave was not possible. Accurate modelling of the
polarization and relative power delivered to the O- and X-modes with the resulting
expected power to be received at the RRI is essential for interpretation of the ex-
perimental transionospheric results when they are available. The study presented in
this chapter deals with modelling the relative power of the X-mode compared to the
O-mode under various ionospheric conditions.
This research determined that the polarization of the waves transmitted by the
SuperDARN radars resembles the X-mode of propagation when the wave propaga-
tion direction is roughly perpendicular to the external magnetic field lines. That is,
the X-mode dominates the transmitted signal when a wave propagates northwards.
Coherent scatter from field aligned ionospheric irregularities occurs only when the
propagating wave is perpendicular to the magnetic field lines. As such, this implies
that the waves that are coherently scattered and measured by SuperDARN are dom-
inated by the X-mode of propagation. Since the X-mode of propagation has an index
of refraction that is lower than unity (as does the O-mode, but to a lesser extent),
it was realized that the refractive index in the SuperDARN scattering volume is not
unity as has been previously assumed. Since the refractive index is less than unity,
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and is not accounted for, SuperDARN line-of-sight Doppler velocities are underesti-
mated. In fact, several previous studies, such as Davies et al. [1999], Xu et al. [2001],
and Drayton et al. [2005], have noted that velocities measured by SuperDARN were
statistically lower than those measured by other instruments; however, explanations
for these statistical findings were not sufficient. The development and testing of a
technique to estimate the refractive index in the SuperDARN scattering volume will
be the topic of the next chapter.
3.3 Published paper
The modelling of relative mode power discussed in this chapter was published in
Annales Geophysicae in 2010. Presented immediately below is the paper in the
journal format:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, and H. G. James, Relative O- and X-
mode transmitted power from SuperDARN as it relates to the RRI instrument
on ePOP, Ann. Geophys., 28, 861–871, 2010c.
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Abstract. The Cascade Demonstrator Small-Sat and Iono-
spheric Polar Explorer (CASSIOPE) satellite is scheduled to
be launched in 2010. On board this satellite will be a suite
of eight scientific instruments comprising the enhanced Polar
Outflow Probe (ePOP). One instrument is the Radio Receiver
Instrument (RRI) which will be used to receive HF trans-
missions from various ground transmitters such as the Super
Dual Auroral Radar Network (SuperDARN) array. Magne-
toionic polarization and propagation theory have been used
to model the relative power that SuperDARN delivers to the
Ordinary (O) and Extraordinary (X) modes of propagation.
These calculations have been performed for various frequen-
cies in the SuperDARN transmitting band and for all five
Canadian based SuperDARN radars. The geometry of the
radars with respect to the background magnetic field results
in the X-mode dominating the transmitted signal when the
modelled wave propagates northward and is nearly perpen-
dicular to the magnetic field lines. Other propagation direc-
tions (i.e., above or southwards of the radar) results in prop-
agation which is anti-parallel to the magnetic field lines and
an equal splitting of transmitted power between the O- and
X-modes occurs. The modelling analysis shows that for ei-
ther high transmitting frequencies or low ionospheric elec-
tron densities, the range of latitudes that signal will be re-
ceived is quite large (up to ∼90◦ of latitude). Also for these
conditions, the range of elevations where the X-mode signal
strongly dominates the O-mode signal will be apparent in the
received signal. Conversely, for lower transmitting frequen-
cies or higher ionospheric electron densities, the latitudinal
range that signal will be received over is smaller. Here the
X-mode-only band is not apparent in the received signal as
both modes will be received with roughly equal power. These
relative mode power calculations can be used to characterize
Correspondence to: R. G. Gillies
(rob.gillies@usask.ca)
the average electron density content in the ionosphere or pro-
vide a measure of relative absorption in the D- and E-regions
when the satellite passes through the field-of-view of a Su-
perDARN radar.
Keywords. Radio science (Radio wave propagation; Instru-
ments and techniques)
1 Introduction
The Canadian designed and built Cascade Demonstrator
Small-Sat and Ionospheric Polar Explorer (CASSIOPE)
small satellite will be launched in 2010 (Yau et al., 2006).
The satellite bus will consist of two payloads, a commercial
data storage and forward system called Cascade and a scien-
tific group of instruments called the enhanced Polar Outflow
Probe (ePOP). ePOP will consist of various particle detec-
tors, active and passive radio experiments, an auroral imager,
a magnetic field detector, and a GPS system. The scientific
goals of ePOP are to study outflows of particles from the
polar regions, radio wave propagation, and ionospheric to-
mography (Yau et al., 2006). Some radio experiments will
use the Radio Receiver Instrument (RRI) on ePOP (James,
2003, 2006; James and Lunscher, 2006; James et al., 2006).
The RRI is a radio receiver that is fed by four 3-m dipole
antennas. Each antenna can operate as a separate monopole,
or in pairs as two crossed (perpendicular) 6-m dipoles. The
RRI will measure electric fields between 10 Hz and 18 MHz.
One RRI experiment to be undertaken will include various
ground-based HF transmitters such as the Super Dual Auro-
ral Radar Network (SuperDARN) radars (Greenwald et al.,
1995), which will transmit HF waves to be detected by the
RRI as ePOP orbits overhead.
One objective of the SuperDARN-RRI experiment is the
detection of various ionospheric structures through interpre-
tation of the signal received by the RRI. The background
Published by Copernicus Publications on behalf of the European Geosciences Union.
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Fig. 1. The coordinate system and a general polarization ellipse.
The orientation angle is represented by ψ , a represents the semi-
major axis, b represents the semi-minor axis, and θ is the aspect
angle. The propagation direction of the wave kˆ is in the z-direction
and the polarization of interest is in the x-y-plane.
electron density of the ionosphere is often perturbed by en-
hancements and depletions ranging in scale sizes from sev-
eral meters to several hundred kilometers. Various mod-
elling efforts have been undertaken to determine the effect of
these structures on the received signal. For example, Wang
et al. (2003) studied the signature of ionospheric structures
on the received power, signal delay, and direction of arrival.
Thorough studies of data and modelling from a previous HF
transionospheric experiment performed by the ISIS II satel-
lite have also been performed by James (2006), James et
al. (2006), Gillies (2006), and Gillies et al. (2007). In these
studies, the experimentally measured Faraday rotation and
differential signal delay of radio waves was compared to the
same parameters as determined by computational models.
In the present paper, the polarization state of the Super-
DARN radars is examined and more specifically the relative
amount of transmitted power that will be distributed between
each of the two magnetoionic modes of propagation is mod-
elled. The relative power of each mode received by the RRI
was thoroughly investigated for various transmitter frequen-
cies and ionospheric electron density profiles. This knowl-
edge of the relative power of the two propagation modes will
greatly assist in interpretion of the RRI instrument observa-
tions. This research is also of interest for general Super-
DARN science as it details the propagation environment. The
Doppler velocity that SuperDARN detects is directly related
to the index of refraction at the scattering location (Gillies et
al., 2009). Since the two modes of propagation have different
indices of refraction, knowledge of which mode is involved
in the scattering process is of significance when interpret-
ing line-of-sight velocity values derived from coherent Su-
perDARN scatter.
y
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oyey
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ox
External magnetic field
z(= kˆ)
Fig. 2. The two magnetoionic modes predicted by Budden (1961)
which exist from the decomposition of the wave in Fig. 1. The
propagation direction of the modes kˆ is in the z-direction and the
polarization of interest is in the x-y-plane.
2 Determination of relative mode power
This section has two objectives; namely, to define a general
elliptical polarization state of a propagating magnetoionic
wave (Fig. 1) at any point in the ionosphere using notation
given by Budden (1961) and then to resolve this general po-
larization state into the two allowed magnetoionic propaga-
tion modes at that ionospheric location (Fig. 2). This decom-
position will provide an expression for the amount of power
that is injected into the X-mode relative to the O-mode, given
an initial polarization state. This calculation is of use for
the upcoming RRI experiment, as the RRI on ePOP will,
at times, receive pulses from the two modes separately (the
received pulses may overlap or be completely separate de-
pending on factors such as: the pulse length, the transmitted
frequency, and the ionospheric electron density).
The coordinate system used for this derivation is described
by Budden (1961) and illustrated in Fig. 1. In this system,
the z-axis is oriented parallel to the wave propagation vector
(kˆ). The x-axis is determined because the external magnetic
field is taken to be in the x-z-plane at an angle θ to the z-
axis. The y-axis follows from the definitions for the x- and z-
axes. In this geometry, Budden (1961) has shown that, when
collisions are negligible, the two magnetoionic propagation
modes are orthogonal elliptical polarization states in the x-y
plane and have principal axes along the xˆ and yˆ directions as
demonstrated in Fig. 2.
A three-dimensional rotation is performed to transform the
horizontally polarized SuperDARN wave in a local radar co-
ordinate system into the Budden (1961) axes. This rotation
allows the wave polarization state to be completely described
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in this axis system and determines the value for the orienta-
tion angle ψ so that decomposition of the wave into the two
allowed propagation modes can be performed.
The polarization ellipse of the wave in the principal axis
frame has major and minor axes given by a and b, respec-
tively. In the principal axis frame (see Fig. 1), this initial
polarization state (i.e., the polarization leaving the radar an-
tennas) (−→Er) can be expressed as:
−→
Er = (aeiφx xˆp+beiφy yˆp)ei(ωt−kz) (1)
where φx and φy are the phases of the oscillation in the xˆp and
yˆp directions, respectively, and φy−φx =±pi/2, where the
(±) describes the sense of rotation of the polarization ellipse.
Therefore, the polarization can be re-written as:
−→
Er = (axˆp+(±i)byˆp)ei(ωt−kz+φx ). (2)
A rotation of this ellipse must be performed to describe the
polarization state in the Budden (1961) coordinate system
which is defined using the propagation direction of the wave
and the magnetic field orientation. Given a value for ψ using
coordinate transforms mentioned previously, the polarization
can be described as:
−→
Er = [(acosψ−(±i)bsinψ)xˆ
+(asinψ+(±i)bcosψ)yˆ]ei(ωt−kz+φx ). (3)
Equation (3) completely describes the polarization ellipse of
Fig. 1.
The next step is to describe the polarization states of the
two magnetoionic modes of propagation. This is accom-
plished using the wave-polarization ratio:
ρ= Ey
Ex
(4)
Where Ex and Ey are the phasor representations of the elec-
tric field along the x- and y-axes, respectively. In the absence
of collisions, ρ is given by the following equation:
ρ= i Y
2
T
2YL(1−X)± i
√
Y 4T
4Y 2L(1−X)2
+1 (5)
or
ρ= i (Y sinθ)
2
2Y cosθ(1−X)± i
√
(Y sinθ)4
4(Y cosθ)2(1−X)2 +1, (6)
where X = (ωp/ω)2, Y = ωc/ω, YL = (ωc/ω)cosθ , and
YT = (ωc/ω)sinθ (note that X represents the ratio of ω2p to
ω2, not the X-mode of propagation). Further: ωc is the cy-
clotron frequency, ωp is the plasma frequency, ω is the radio
wave frequency, and θ is the aspect angle. The major axis
of the O-mode is oriented along the x-axis (i.e., the O-mode
major axis is always parallel to the component of the external
B-field that is perpendicular to kˆ) and the major axis of the
X-mode is oriented along the y-axis (this behaviour is illus-
trated in Fig. 2). This condition indicates that, with respect
to Eq. (4), the absolute value of ρ for the O-mode is always
less than one and the absolute value of ρ for the X-mode is
always greater than one. Both values for ρ are purely imag-
inary, indicating that the electric field oscillations along the
x- and y-axes are 90◦ out of phase for either mode.
When a radar wave is propagating nearly (or exactly) par-
allel or anti-parallel to the magnetic field lines (the aspect an-
gle θ is near 0◦ or 180◦), the two polarization modes become
circularly polarized waves with opposite sense. In the other
extreme, when the radar wave propagates nearly (or exactly)
perpendicular to the magnetic field, the polarization state of
a mode is linear, each orthogonal to the other, assuming there
are no collisions. In between these two propagation regimes,
each mode takes on an elliptical polarization state which, if
there are no collisions, is orthogonal to the other mode.
The polarizations of the two modes of propagation (−→Eo for
the O-mode and −→Ee for the X-mode) are described by:
−→
Eo = (oxeiφox xˆ+oyeiφoy yˆ)ei(ωt−kz) (7)
and
−→
Ee = (exeiφex xˆ+eyeiφey yˆ)ei(ωt−kz) (8)
ox and oy represent the major and minor axes of the O-mode
ellipse and similarly, ex and ey represent the major and minor
axes of the X-mode ellipse (note that ex and ey represent the
axes of the X-mode ellipse should not be confused with the
base of the natural logarithm e). Equation (4) gives the re-
lation between the phasor representations of the oscillations
along the x- and y-axes for each mode:
ρoc = oye
iφoy
oxe
iφox
(9)
and
ρec = eye
iφey
exe
iφex
, (10)
where ρoc and ρec are the axis ratios for the O- and X-modes
from Eq. (6), respectively. Substitution gives,
−→
Eo = oxeiφox (xˆ+ρocyˆ)ei(ωt−kz) (11)
and
−→
Ee = exeiφex (xˆ+ρecyˆ)ei(ωt−kz). (12)
Recall that, because collisions have been neglected, ρoc and
ρec are imaginary numbers and have opposite signs to repre-
sent the opposite sense of rotation of the two modes. For sim-
plicity, the imaginary portion of the two wave-polarization
ratios should be explicitly written, so two new variables will
be defined as iρo = ρoc and iρe = ρec where the values for ρo
and ρe are purely real. Also, for simplicity, the phases φox
and φex will be written as φo and φe. The polarizations of the
two modes become:
−→
Eo = oxeiφo(xˆ+ iρoyˆ)ei(ωt−kz) (13)
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and
−→
Ee = exeiφe(xˆ+ iρeyˆ)ei(ωt−kz) (14)
The sense of rotation of the modes is opposite, indicating that
ρo and ρe must have opposite signs, which Eq. (6) assures.
Now the initial polarization (Eq. 3) can be equated to the
polarizations of the two modes of propagation:
−→
Er =−→Eo+−→Ee. (15)
Equating the real and imaginary components of both the x-
and y-axis values in Eq. (15) gives:
acosψ = oxcosφo+excosφe, (16)
−(±)bsinψ = oxsinφo+exsinφe, (17)
asinψ =−ρooxsinφo−ρeexsinφe, (18)
(±)bcosψ = ρooxcosφo+ρeexcosφe. (19)
The knowns in these equations are a, b, (±), and ψ , which
define the initial conditions for the wave, (for example, for
the initial SuperDARN polarization, a=1.0, b=0.0, the (±)
does not matter, and ψ is calculated through the coordinate
transform mentioned previously). Also known from the lo-
cal magnetoionic conditions are ρo and ρe (from Eq. 6). The
unknowns, which need to be solved to determine the rela-
tive power delivered to X-mode, are ox, ex, φo, and φe. The
solutions to these equations are:
φo = arctan
[
tanψ
(
(±)bρe−a
(±)b−aρe
)]
, (20)
ox = sinψ((±)bρe−a)
sinφo(ρo−ρe) , (21)
φe = arctan
[
tanψ
(
(±)bρo−a
(±)b−aρo
)]
, (22)
ex = sinψ((±)bρo−a)
sinφe(ρe−ρo) . (23)
The values for oy and ey are found using:
oy = |ρo|ox (24)
ey = |ρe|ex. (25)
Finally, the relative power that is delivered to the X-mode
compared to the O-mode (Re), which is the quantity that is
discussed in the following sections, in units of dB is:
Re = 10log10
[
e2x+e2y
o2x+o2y
]
. (26)
3 The SuperDARN radar system
High-latitude ionospheric convection is continuously mon-
itored by the Super Dual Auroral Radar Network (Super-
DARN) set of radars. A SuperDARN radar consists of six-
teen transmitting antennas which produce, at any given time,
a single beam of dwell time 7 s (normal scan) or 3 s (fast
scan). By means of a phasing matrix, the beam is progres-
sively shifted by 3.25◦ through 16 successive beam posi-
tions, thereby covering an azimuth range of 52◦ during a
single complete scan. The frequency range of the radars is
8–20 MHz (Greenwald et al., 1995).
The antenna beam pattern of a SuperDARN array is de-
signed for poleward viewing at elevation angles less than
∼45◦. In practice, power is radiated from the horizontal an-
tennas through all elevation angles from 0–180◦ (e.g., Arnold
et al., 2003). This is beneficial for the ePOP mission as
the RRI can therefore receive transmitted signal throughout
a pass over a given SuperDARN radar. The electric field
polarization of the SuperDARN antennas is linear and ori-
ented horizontal to the Earth. Since the geomagnetic field
lines are nearly vertical at higher latitudes, the SuperDARN
transmitted linear horizontal polarization is roughly perpen-
dicular to the magnetic field lines. According to the magne-
toionic theory, for propagation perpendicular to the magnetic
field lines, the horizontal waves transmitted northward are
predominantly extraordinary mode (X-mode) signals before
entering the ionosphere.
3.1 SuperDARN mode power distribution
The equations for relative mode power derived in Sect. 2
were used to determine the power that a SuperDARN radar
distributes to either mode of propagation. Inspection of
Eq. (6) indicates that the polarization state with which the
two modes propagate is dependent on electron density Ne
(ωp =
√
e2Ne/om), radar frequency ω, and propagation di-
rection θ . As the radars are ground-based, the initial electron
density and collision frequency were taken as zero and the
polarization ratios of the modes depended only on θ and ω.
Equations (20) through (26), along with the polarization ra-
tio (Eq. 6), were used to determine the relative mode power.
The power distribution for the Saskatoon SuperDARN (geo-
graphic coordinates: 52.16◦ N, 106.53◦ E, magnetic coordi-
nates: 61.34◦ N, 45.26◦ W) at various frequencies has been
modelled. Figure 3 illustrates the relative X-mode power(
10log10
[
e2x+e2y
o2x+o2y
])
for 12.5 MHz propagation at different
elevation and azimuth angles. The directions of geographic
north, west, south, and east are represented by “N”, “W”,
“S”, and “E”, respectively. The edge of the large circle rep-
resents 0◦ elevation angle, while the centre of the circle rep-
resents 90◦ elevation angle or directly vertical. The solid and
dashed arrows illustrate the direction to magnetic north and
the boresight of the radar, respectively. An X-mode relative
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Fig. 3. Relative power delivered to the X-mode (Eq. 26) at 12.5 MHz from the Saskatoon SuperDARN as a function of elevation and azimuth
angles.
Table 1. Locations of Canadian SuperDARN radars.
Radar Latitude (◦ N) Longitude (◦ W) Latitude (◦ N) Longitude (◦ W)
(Geographic) (Geographic) (Geomagnetic) (Geomagnetic)
Saskatoon 52.16 106.53 61.34 45.26
Kapuskasing 49.39 82.32 60.06 9.22
Prince George 53.98 122.59 59.88 65.67
Rankin Inlet 62.82 92.11 72.96 28.17
Inuvik 61.41 133.80 71.15 86.5
power of 0.0 dB (white on the contour plot) would corre-
spond to equal splitting between the two propagation modes.
The elevation and azimuth angles which show darker shades
on the plot indicate higher relative X-mode power is trans-
mitted in these directions by SuperDARN.
From this figure, it is immediately apparent that there is
a band of elevation angles north of the transmitter where
the transmission is dominated by the X-mode. Meanwhile,
above and south of the radar, the two transmission modes are
roughly equal in power. It should also be noted that, near 0◦
elevation angle and at azimuths that are nearly perpendicu-
lar to the boresight, there are two small regions in the plot in
which the signal is dominated by the O-mode. This is due to
the special geometry that exists in this location between the
external magentic field, the propagation vector, and the initial
wave polarization. However, since very little signal is trans-
mitted in the direction parallel to the antenna, this region is
of little importance. Modelling has also been performed for
the other SuperDARN radars in Canada which are listed in
Table 1. In general the results are quite similar to the Saska-
toon radar modelling. The X-mode relative power maximum
is roughly centred on geomagnetic north and decreases in
elevation for an increase in geomagnetic latitude. This be-
haviour is demonstrated in Figs. 4 and 5 which illustrate the
relative X-mode power at 12.5 MHz for the Prince George
(which is at a different longitude than the Saskatoon radar)
and Rankin Inlet (which is at a high latitude) radars, respec-
tively. It is clearly evident for the Prince George radar that
the X-mode maximum power band is oriented to centre on
magnetic north. Meanwhile the Rankin Inlet radar, which is
the closest to the geomagnetic pole, shows an X-mode max-
imum band very close to the horizon.
Also noted (though not shown) was the effect of frequency
on the mode power distributions. Transmitter frequencies of
www.ann-geophys.net/28/861/2010/ Ann. Geophys., 28, 861–871, 2010
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X-mode Relative Power (PrinceGeorge SD, 12.5 MHz)
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Fig. 4. Relative power delivered to the X-mode (Eq. 26) at 12.5 MHz from the Prince George SuperDARN as a function of elevation and
azimuth angles.
X-mode Relative Power (Rankin SD, 12.5 MHz)
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Fig. 5. Relative power delivered to the X-mode (Eq. 26) at 12.5 MHz from the Rankin Inlet SuperDARN as a function of elevation and
azimuth angles.
9.5 MHz, 12.5 MHz, and 14.5 MHz were used in the mode
power simulations. The main effect of frequency upon the
distributions was a slight narrowing of the X-mode maxi-
mum band at higher frequencies, which will be discussed in
more detail in Sect. 5.
It should be stressed that the power distributions in Figs. 3
through 5 illustrate only the relative power between the two
modes and not the absolute transmitted power. The Super-
DARN radars have complex antenna patterns and the ab-
solute power of a transmitted signal will vary with launch
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Fig. 6. Cutoff elevation angles as a function of the ratio X (=
ω2p/ω
2) at the location of the peak electron density for the O-mode
(lower curve) and X-mode (upper curve). Waves launched from the
Saskatoon SuperDARN at lower elevation angles than these will be
refracted back to Earth and not detected by the RRI on ePOP.
elevation and azimuth angles; however, the relative power
between the modes as presented in Figs. 3 to 5 is still cor-
rect.
4 Power distributions to be detected by RRI
The preceeding section dealt with the power distributions of
the O- and X-modes from a SuperDARN perspective. In or-
der to focus this discussion on the ePOP/RRI experiment,
the behaviour of the transmitted waves from SuperDARN as
they propagate through the ionosphere to the orbiting RRI
receiver was examined.
4.1 Cutoff elevation angles
The main finding of the modelling of the relative power, for
either mode received by the RRI, was that waves launched at
lower elevation angles will not escape the ionosphere. These
waves will be internally reflected by the highly dense F-
region peak and thus will not be detected by the orbiting
RRI receiver. The peak ionospheric electron density at Su-
perDARN latitudes can range from below 1011 m−3 to above
1012 m−3 (e.g., Hunsucker and Hargreaves, 2003). With this
range of possible densities, the cutoff elevation angle (the
minimum elevation angle for which a wave of a given fre-
quency can propagate through the F-peak and reach the satel-
lite) can vary substantially.
For a horizontally stratified ionosphere, the cutoff eleva-
tion angle may be found using Snell’s Law in spherical coor-
dinates (Bouguer’s Law) (Born and Wolf, 1959):
noRocosφo = npRpcosφp (27)
where no, Ro, and φo are the refractive index, radius (from
the centre of the Earth), and elevation angle of the wave at
the antenna location, respectively, and np, Rp, φp have sim-
ilar meanings at the location of the peak electron density in
the ionosphere. For the SuperDARN radar, the initial index
of refraction no on the ground can be taken as unity, and Ro
is the radius of the Earth RE. When the signal at the cutoff
elevation angle is totally internally reflected its propagation
direction will be horizontal, indicating that φp is 90◦. Radar
waves at higher elevation angles will escape the ionosphere
and reach the satellite. The peak electron density occurs at
roughly hscat = 300 km so Rp =RE+hscat. The index of re-
fraction in the ionosphere as given by the Appleton-Hartree
equation (Budden, 1961) is
n2 = 1− X
1− Y 2T2(1−X)±
√
Y 4T
4(1−X)2 +Y 2L
. (28)
The variables X, YT, and YL are as defined in Sect. 2. The
positive sign in Eq. (28) corresponds to the O-mode of prop-
agation and the negative sign to the X-mode of propagation.
In Fig. 6, Eqs. (27) and (28) are used to plot the cutoff ele-
vation angle φo for both modes of propagation versus the ra-
tio X (=ω2p/ω2), given a constant magnetic field strength of
5×10−5 T and an aspect angle θ = 80◦. These values are rep-
resentative of the Saskatoon SuperDARN radar wave prop-
agation conditions. The top curve represents the X-mode
cutoff elevation angle and the bottom curve represents the
O-mode cutoff elevation angle. Only waves launched at el-
evation angles higher than those plotted in the figure for a
given value of X will escape the ionosphere and reach the
RRI on ePOP. As such, the X-mode-only band near 12◦ ele-
vation angle that is evident in Fig. 3 will only be observable
by the RRI when the value for the ratio X at the location of
peak F-region electron density is lower than ∼0.1 (the figure
indicates that waves launched at elevation angles higher than
∼10◦ will escape the ionosphere). It should be noted that this
cutoff angle calculation has assumed a horizontally stratified
ionosphere. In reality, the F-region peak density will vary
with latitude north and south of the radar.
Further affecting the transmitted signal as it propagates
through the ionosphere is relative absorption of the modes
in the lower ionosphere. Depending on the local time and
the state of the ionosphere, this absorption can range from
essentially zero to complete absorption. For quiet conditions
(Kp < 2 or 3), it is expected that the amount of absorption
for either mode at SuperDARN frequencies will be less than
1 dB. For slightly disturbed conditions (3<Kp< 5), the ab-
sorption will be no more than ∼2 dB for the O-mode and
∼4 dB for the X-mode (James et al., 2006; Gillies et al.,
2007). Finally, for very disturbed conditions (Kp > 5 or 6),
both modes will be almost completely absorbed in the D- and
E-regions and no signal will reach the RRI receiver.
www.ann-geophys.net/28/861/2010/ Ann. Geophys., 28, 861–871, 2010
868 R. G. Gillies et al.: Relative O- and X-mode transmitted power
Extraordinary Mode Relative Power (X < 0.1)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=1011 m-3, X=0.038
f=12.5 MHz, N
e
=1011 m-3, X=0.051
f=9.5 MHz, N
e
=1011 m-3, X=0.089
Extraordinary Mode Relative Power (0.1 < X < 0.3)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=5*1011 m-3, X=0.192
f=12.5 MHz, N
e
=5*1011 m-3, X=0.258
Extraordinary Mode Relative Power (X > 0.3)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=1012 m-3, X=0.384
f=9.5 MHz, N
e
=5*1011 m-3, X=0.447
f=12.5 MHz, N
e
=1012 m-3, X=0.516
b)
a)
Tx
Tx
Tx
c)
X−mode−only band
Extraordinary Mode Relative Power (X < 0.1)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=1011 m-3, X=0.038
f=12.5 MHz, N
e
=1011 m-3, X=0.051
f=9.5 MHz, N
e
=1011 m-3, X=0.089
Extraordinary Mode Relative Power (0.1 < X < 0.3)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=5*1011 m-3, X=0.192
f=12.5 MHz, N
e
=5*1011 m-3, X=0.258
Extraordinary Mode Relative Power (X > 0.3)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=1012 m-3, X=0.384
f=9.5 MHz, N
e
=5*1011 m-3, X=0.447
f=12.5 MHz, N
e
=1012 m-3, X=0.516
b)
a)
Tx
Tx
Tx
c)
X−mode−only band
Extraordinary Mode Relative Power (X < 0.1)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=1011 m-3, X=0.038
f=12.5 MHz, N
e
=1011 m-3, X=0.051
f=9.5 MHz, N
e
=1011 m-3, X=0.089
Extraordinary Mode Relative Power (0.1 < X < 0.3)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=5*1011 m-3, X=0.192
f=12.5 MHz, N
e
=5*1011 m-3, X=0.258
Extraordinary Mode Relative Power (X > 0.3)
0 20 40 60 80
Latitude
0
5
10
15
20
25
Re
lat
ive
 P
ow
er
 (d
B)
f=14.5 MHz, N
e
=1012 m-3, X=0.384
f=9.5 MHz, N
e
=5*1011 m-3, X=0.447
f=12.5 MHz, N
e
=1012 m-3, X=0.516
b)
a)
Tx
Tx
Tx
c)
X−mode−only band
Fig. 7. Modelled X-mode relative power that will be received by the RRI on ePOP. Panels (a), (b), and (c) illustrate transmitter frequency
and ionospheric peak density combinations which correspond to; X< 0.1, 0.1<X< 0.3, and 0.3<X, respectively. The modelling assumes
a north-south satellite orbit at 1500 km directly over the Saskatoon SuperDARN radar (latitude – 52.16◦ N).
4.2 Raypath modelling of signal received by RRI
The relative mode power that is to be received by the RRI
on ePOP as it orbits over the Saskatoon SuperDARN radar
has been modelled. A ray tracing program based on the ray
equations from Haselgrove (1963) iteratively determined the
path a wave would take from the transmitter on the ground
to a given location of the satellite orbit. The program took as
input the frequency to be transmitted, the starting (antenna)
location, and an electron density profile. The electron den-
sity profiles for this study were determined from the Interna-
tional Reference Ionosphere (IRI) model (Bilitza, 2001). The
magnetic field data for the ray trace program were obtained
from the International Geomagnetic Reference Field (IGRF)
model (Maus et al., 2005). For this study, the electron den-
sity distributions were horizontally stratified so they varied
in altitude only. The iteration process was used to study a
total of eight passes of the satellite over the transmitter at
an orbital altitude of 1500 km, the approximate apogee of
the ePOP satellite. The Ne profile and transmitter frequency
were varied for each pass. For both the O- and X-modes,
rays which propagated from the SuperDARN radar location
to the orbiting RRI receiver were calculated for 0.1◦ latitude
increments. Once these connecting rays were determined,
the equations developed in Sect. 2 were used to model the
relative mode power the RRI would observe in a pass over
the transmitter.
Figure 7 illustrates the modelled relative power of the X-
mode to that of the O-mode that would be detected by the
RRI as a function of satellite latitude as it passes over the
Saskatoon SuperDARN for a variety of electron density and
frequency combinations. Absorption in the D- and E-regions
has been taken into account; however, the electron density
profiles were obtained for quiet conditions, so there was very
little effect. It should be noted that Fig. 7 predicts equal split-
ting of power between the O- and X-modes for the majority
of the ePOP orbit, however when ionospheric conditions are
appropriate for preferential absorption of the X-mode, the O-
mode signal that will be detected by the RRI will be higher
than that of the X-mode in these locations. A further effect,
which has not been considered, is focusing and defocusing
of the waves as they propagate through the ionosphere (Hun-
sucker, 1991). It is possible that skip-distance focusing could
preferentially favour the O-mode over the X-mode, which
may result in the O-mode being received with a higher power
than the X-mode in some instances. Future studies consid-
ering the amount of absorption for different levels of iono-
spheric activity and the effect of focusing and defocusing of
the waves are being planned.
Ann. Geophys., 28, 861–871, 2010 www.ann-geophys.net/28/861/2010/
R. G. Gillies et al.: Relative O- and X-mode transmitted power 869
In Fig. 7, different transmitter frequency and peak electron
density combinations were modelled and are presented by
the different curves in the three panels. The panels (a), (b),
and (c) in the figure correspond to frequency–peak density
combinations which result in; X< 0.1, 0.1<X< 0.3, and
X> 0.3, respectively. The peak ionospheric electron density
used to produce the values for X in panel (a) was 1011 m−3
which is a reasonable value to expect in the nighttime iono-
sphere at SuperDARN observation latitudes. For these low
values of X (<0.1), the range of latitudes over which sig-
nal was detected was quite large and the X-mode-only band
of signal was clearly observable. The curves in panel (b)
in Fig. 7 were calculated using a peak electron density of
5×1011 m−3, which is a reasonable estimate of peak Ne dur-
ing evening or morning hours. At these moderate X values
(0.1<X< 0.3), the traced waves reached the satellite for a
large range of latitudes, and the power was more evenly dis-
tributed between the O- and X-modes. Finally, the curves
in panel (c) were generated primarily using a profile with a
peak Ne of 1012 m−3 which is representative of electron den-
sities during the daytime. For the higher X values (>0.3),
the range of latitudes over which the the signal was observed
was much narrower. It should be noted that the given values
of X in Fig. 7 are not only dependent on local time as dis-
cussed, but also vary with time of year and location. Also, it
was assumed in the generation of the profiles used in Fig. 7
that there was little auroral activity. Further, the SuperDARN
transmitting frequency is chosen to provide the widest range
of ionospheric scatter so that the more extreme values for X
may not often occur.
5 Discussion
5.1 Relative mode power distribution of SuperDARN
The plots of relative X-mode power as a function of propaga-
tion direction in Figs. 3 to 5 illustrate the X-mode-only band.
The middle of the band occurs in the direction where both
propagation direction and the wave polarization electric field
are perpendicular to the field lines. This behaviour is evident
in Figs. 3, 4, and 5 which present the relative power delivered
to the X-mode as a function of propagation direction for the
Saskatoon, Rankin Inlet and Prince George radars, respec-
tively. The reason that the X-mode-only band is centered on
geomagnetic north relates to the geometry of the radar bore-
sight with respect to the background magnetic field. North-
ward propagation of the waves places them nearly perpen-
dicular to the field lines. Recall that in this regime, the two
modes have orthogonal linear polarization states. The O-
mode polarization is oriented along the component of the
magnetic field in the polarization plane, while the X-mode
is oriented perpendicular to this component. Since the ini-
tial polarization of SuperDARN is linear and oriented hor-
izontal to the surface of the Earth (or perpendicular to the
nearly vertical magnetic field lines), it is basically an X-mode
wave when leaving the antenna array. Therefore, it is not
unexpected that the X-mode would dominate the transmit-
ted signal in this region. Conversely, above the transmitter
and slightly southward, the wave propagates nearly along the
magnetic field lines. In this regime, the two modes propagate
as orthogonal circular polarization states. The summation
of two circular waves of opposite sense will only produce
the initial linear wave if they are of equal amplitude. There-
fore, for propagation directions that are not perpendicular to
the magnetic field lines, the two modes are of roughly equal
power.
The effect of frequency on the mode power distributions
was also noted (though not presented). An increase in trans-
mitter frequency caused the X-mode-only band to narrow
slightly. This was caused by the fact that, at higher frequen-
cies, the band of aspect angles over which the modes take on
nearly linear polarizations is much smaller.
It should also be noted that the index of refraction directly
affects the Doppler velocity that is measured by SuperDARN
(Gillies et al., 2009) and since the indices of refraction for the
O- and X-modes are different, identifying which mode par-
ticipates in coherent scatter is important. Since coherent scat-
ter occurs due to field aligned irregularities, the SuperDARN
wave must be perpendicular to the magnetic field lines to re-
ceive scatter. Therefore, scatter is received from elevation
angles typically below ∼30◦. Inspection of Figs. 3 through
5 indicates that it is primarily the X-mode which participates
in ionospheric scatter. The refractive index of the X-mode is
slightly lower than that of the O-mode, so it is important to
use the correct value for refractive index when modifications
are made to SuperDARN velocity estimates to account for
this effect.
5.2 Relative mode power detected by the RRI
Figure 7 demonstrates the relative X-mode power that is ex-
pected to be received by the RRI on ePOP as a function of
latitude for various ionospheric conditions. For low values of
X (<0.1), the signal is expected to be observed over a large
latitudinal range and there is a clear region of X-mode-only
signal. This behaviour occurs because the computed waves
are not bent substantially by the ionosphere and even low el-
evation angle waves reach the satellite (as could be predicted
from Fig. 6). For slightly higher values ofX, the signal is ob-
served over a large range of latitudes, but the X-mode-only
band is not apparent. In this range, the cutoff elevation an-
gle is higher than the X-mode-only band observed in Fig. 3
so this band does not appear. Near the cutoff elevation an-
gle, however, the traced waves are bent substantially by the
ionosphere and this is the reason signal is predicted for a rel-
atively large range of latitudes. When the values for X are
even higher (>0.3) the signal is observed over a very short
latitudinal range. In these cases, the cutoff elevation angles
are quite large and the traced waves are not able to travel far
www.ann-geophys.net/28/861/2010/ Ann. Geophys., 28, 861–871, 2010
870 R. G. Gillies et al.: Relative O- and X-mode transmitted power
north or south of the transmitter without being reflected back
to Earth before reaching ePOP satellite altitudes.
It is apparent from Fig. 7 that the relative mode power re-
ceived at RRI will be highly dependent on both frequency
and electron density. As the transmitting frequency is known,
an analysis of the relative mode power pattern as a func-
tion of latitude with reference to Fig. 7 will reveal the vari-
ations of the peak ionospheric electron density. If signal
is received only over a narrow range of latitudes and the
O- and X-modes are of equal power throughout the pass,
a high X value at the peak will be inferred. For example,
a peak X value of 0.3 or higher will correspond to a peak
Ne value above ∼6×1011 m−3 if the transmitter frequency is
12.5 MHz. However, if signal is received for a wide range of
latitudes and there is a clear X-mode-only band present, then
the peak X value and thus the peak electron density will be
low. For example, a peak X value of less than 0.1 will only
occur when the peak Ne value is below ∼2×1011 m−3 for a
transmitter frequency of 12.5 MHz.
Another benefit of the measurement of mode power will
be the insight that it brings into the relative absorption of the
two modes. For example, in the calculations for Fig. 7 it
was assumed that there was a quiet ionosphere and thus little
absorption of the signal in the D- and E-regions. However,
if the X-mode is received with considerably less power than
the O-mode at latitudes where the modelling indicated the
modes should have roughly equal power, a measure of the
amount of relative absorption that occurred can be obtained.
6 Conclusions
The polarization along the paths followed by SuperDARN
rays has been studied in preparation for the upcoming ePOP
satellite mission. The relative power of the two modes of
propagation as a function of propagation direction and fre-
quency has been calculated for each of the Canadian radars.
It has been determined that the horizontal linearly polarized
wave that is transmitted by the radars resembles the X-mode
for propagation north of a transmitter. Therefore, there is a
band of azimuths where the X-mode dominates the transmit-
ted signal. This band of “X-mode-only” signal is oriented
towards magnetic north and is at an elevation angle equal
to the dip angle of the magnetic field lines at the radar. The
width of this band narrows with increasing frequency. Mean-
while, above and south of the radars, the transmitted signal
is split roughly equally between the O- and X-modes. This is
because the modes are circularly polarized states of roughly
equal power resulting from the initial linear wave.
Ray tracing of a wave from the Saskatoon SuperDARN to
the ePOP RRI receiver was performed for various frequen-
cies and electron density profiles. The relative mode power
that will be received as a function of satellite latitude was
determined for various F-region peak X (ω2p/ω2) values. It
was found that, with an increase in X, the satellite observes
signal over a narrower latitude range above the transmitter.
Also, the X-mode-only band is only apparent for low peakX
values. These calculations of relative mode power as a func-
tion of both satellite latitude and electron density will help
characterize the ionospheric density profiles and provide a
measure of relative absorption of the two propagation modes
when the RRI receives signal from the SuperDARN ground
transmitters.
It has also been found that for the northward propagation
directions from SuperDARN which are most appropriate for
ionospheric scatter, the X-mode dominates the transmitted
signal. Since the index of refraction is an important fac-
tor for interpretation of the measured SuperDARN velocities
(Gillies et al., 2009), the fact that the X-mode dominates the
coherent scatter is an important result. Attempts to account
for refractive index to improve the SuperDARN line-of-sight
velocities must recognize that it is the refractive index for the
X-mode and not the O-mode which must be applied to the
measured velocities.
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Chapter 4
Refractive index estimates from inter-
ferometry
4.1 Introduction
The research presented in this chapter is based on the following publication:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, K. A. McWilliams, R. A. D. Fiori,
P. V. Ponomarenko, and J.-P. St.-Maurice, Improvement of SuperDARN veloc-
ity measurements by estimating the index of refraction in the scattering region
using interferometry, J. Geophys. Res., 114, A07305, doi:10.1029/2008JA013967,
2009.
This study examined the systematic underestimation of velocities measured by the
SuperDARN radars due to the neglect of the effect of the refractive index in the Su-
perDARN scattering volume. A method to estimate refractive index was developed,
which used elevation angle measurements made by SuperDARN as a proxy.
4.2 Results
High-latitude, HF coherent scatter radars rely on refraction to bend the propagating
waves to be perpendicular to the nearly vertical magnetic field lines. Therefore, the
refractive index along the path and in the SuperDARN scattering volume is less
than one. Until recently, there has been no simple direct method to measure the
refractive index in the scattering volume so Doppler velocity calculations made by
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SuperDARN have assumed that the refractive index was unity (that of free space).
This assumption results in an underestimation of line-of-sight velocities made by
SuperDARN by a factor equal to the refractive index at the scatter location. Previous
studies by Davies et al. [1999], Xu et al. [2001], and Drayton et al. [2005] have
compared velocities measured by SuperDARN to velocities measured by satellites
(DMSP) and incoherent scatter radars (EISCAT and Sondrestrom). Each of these
studies found, statistically, SuperDARN velocities were 20–30% lower than velocities
measured by the other instruments. For example, a comparison between DMSP
measurements of velocity and SuperDARN measurements of velocity is presented
in Figure 4.1. The linear regression analysis presented in the figure demonstrates
that there is very good correlation between the two data sets (r = 0.92); however,
velocities measured by SuperDARN tend to be statistically lower than velocities
measured by DMSP (the slope of the best fit line is only 0.82). It is reasonable to
assume that one primary reason for the underestimation of velocities by SuperDARN
is due to the neglect of the refractive index in the scattering volume.
As discussed in Section 1.5.4, the SuperDARN array of radars is an essential
tool for ionospheric and general space science research. In order to provide the
best possible measurements, it is important to determine the refractive index in
the scattering volume of SuperDARN so that the amount of underestimation of
velocities can be determined. Instruments that measure electron density such as:
incoherent scatter radars, ionosondes, and certain satellites, can give an estimate of
refractive index within the field-of-view of a SuperDARN radar. Unfortunately, these
instruments are not widespread enough to provide electron density values throughout
the very large field-of-view associated with all SuperDARN radars. Furthermore, a
SuperDARN range cell is 45 km in range, ∼50 km in width and may extend for
>100 km in altitude. The actual location at which scatter occurs is unknown and
may only occur in a very small volume of the large range cell. Therefore, one goal of
this thesis was to develop methods by which data from SuperDARN itself could be
used to predict the refractive index in the scattering volume. This chapter deals with
the development and testing of a method that uses elevation angle measurements
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Figure 4.1: Velocities measured by the DMSP satellites and corresponding
velocities measured by the SuperDARN radars. Figure 14 from Ponomarenko
et al. [2009].
from SuperDARN as a proxy for the refractive index in the scattering volume.
Two issues that affect the usefulness of the elevation angle proxy for refractive
index are the occasional lack of elevation angle data from some SuperDARN radars
and the assumption of a spherically stratified ionosphere. Other estimates of refrac-
tive index can be made given a value for electron density in the scattering volume
from, for example, incoherent scatter radars. Although, the use of incoherent scatter
measurements to determine electron density and refractive index in the scattering
volume of SuperDARN is limited, it was beneficial to compare velocities and refrac-
tive index values obtained by both radar systems. A comparison between EISCAT
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incoherent scatter data and Hankasalmi SuperDARN data, which used electron den-
sity measurements from EISCAT, elevation angle measurements from Hankasalmi,
and electron density predictions from IRI to determine refractive index, is the focus
of the next chapter and the follow-through of this one.
4.3 Published paper
The effect of the refractive index in the SuperDARN scattering volume and the
development of the elevation angle proxy discussed in this chapter was published
in the Journal of Geophysical Research in 2009. Presented immediately below is
the paper in the journal format reproduced by permission of American Geophysical
Union:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, K. A. McWilliams, R. A. D. Fiori,
P. V. Ponomarenko, and J.-P. St.-Maurice, Improvement of SuperDARN veloc-
ity measurements by estimating the index of refraction in the scattering region
using interferometry, J. Geophys. Res., 114, A07305, doi:10.1029/2008JA013967,
2009. Copyright 2009 American Geophysical Union.
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Improvement of SuperDARN velocity measurements
by estimating the index of refraction in the
scattering region using interferometry
R. G. Gillies,1 G. C. Hussey,1 G. J. Sofko,1 K. A. McWilliams,1 R. A. D. Fiori,1,2
P. Ponomarenko,3 and J.-P. St.-Maurice1
Received 5 December 2008; revised 27 April 2009; accepted 5 May 2009; published 10 July 2009.
[1] In past calculations of convective velocities from Super Dual Auroral Radar Network
(SuperDARN) HF radar observations, the refractive index in the scattering region has not
been taken into account, and therefore the inferred ionospheric velocities may be
underestimated. In light of the significant contribution by SuperDARN to ionospheric and
magnetospheric research, it is important to refine the velocity determination. The
refractive index in the ionosphere at SuperDARN observation F region altitudes has
typical values between 0.8 and close to unity. In the scattering region, where conditions
are more extreme, the index of refraction may be much lower. A simple application of
Snell’s law in spherical coordinates (Bouguer’s law) suggests that a proxy for the index of
refraction at the scattering location can be determined by measuring the elevation
angle of the returned ionospheric radar signal. Using this approximation for refractive
index, the Doppler velocity calculation can be refined for each SuperDARN ionospheric
echo, using the elevation angles obtained from the SuperDARN interferometer data. A
velocity comparison of DMSP and SuperDARN observations has revealed that the
SuperDARN speeds were systematically lower than the DMSP speeds. A linear regression
analysis of the velocity comparisons found a best fit slope of 0.74. When the elevation
angle data were used to estimate refractive index, the best fit slope rose 12% to 0.83. As
most SuperDARN radars employ an interferometer antenna array for elevation angle
measurements, the improvement in velocity estimates can be done routinely using the
method outlined in this paper.
Citation: Gillies, R. G., G. C. Hussey, G. J. Sofko, K. A. McWilliams, R. A. D. Fiori, P. Ponomarenko, and J.-P. St.-Maurice (2009),
Improvement of SuperDARN velocity measurements by estimating the index of refraction in the scattering region using
interferometry, J. Geophys. Res., 114, A07305, doi:10.1029/2008JA013967.
1. Introduction
[2] The global network of Super Dual Auroral Radar
Network (SuperDARN) [Greenwald et al., 1995] radars
measure ionospheric convection in the auroral and polar
regions. These HF radars rely on ionospheric refraction to
bend the transmitted waves until they are perpendicular to
the magnetic field lines. When this occurs, field-aligned
ionospheric irregularities can coherently scatter the wave
back to the radar. The Doppler shift of the returned wave is
used to determine the line-of-sight velocity of the plasma in
the scattering region. If it is assumed that the scattering
region has a refractive index of unity, the apparent line-of-
sight velocity of the scatterer, vs,a is
vs;a ¼ DwDc
2w
ð1Þ
where DwD is the Doppler shift of the received wave, w is
the frequency of the radar wave, and c is the speed of light
in a vacuum [Baker et al., 1995]. However, the speed of the
radar wave in a scattering region of refractive index ns is c/ns,
so the scatterer velocity vs,c accounting for the refractive
index is given as [Ginzburg, 1964]
vs;c ¼ DwDc
2w
1
ns
ð2Þ
The index of refraction in the F region ionosphere, where
the HF radar waves are backscattered, is typically less than
unity. Because the current SuperDARN Doppler velocity
calculation does not account for the index of refraction
effect, the ionospheric convection velocity will be under-
estimated if the index of refraction differs significantly from
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unity. Previous velocity comparisons have revealed that
SuperDARN speeds are consistently less than speeds
obtained by other instruments, such as DMSP [Drayton et
al., 2005; Drayton, 2006], the European Incoherent
SCATter radar (EISCAT) [Davies et al., 1999], and the
Canadian Advanced Digital Ionosonde (CADI) [Xu et al.,
2001; Xu, 2003]. Including the index of refraction term, as
required by equation (2), in the SuperDARN determination
of velocity is not possible unless there is a reliable ns
estimation for a given observation. It is important to include
refractive index effects in the velocity determinations since
SuperDARN is an important instrument for ionospheric and
magnetospheric studies. SuperDARN produces large-scale
convection maps and associated cross polar cap potential
difference values every 1 or 2 min. The data products that
are based on the SuperDARN observations may therefore
also be not as accurate as they could be. In addition to radar
studies of the ionosphere, SuperDARN provides important
content to a number of multi-instrument collaborations,
such as CLUSTER [Balogh et al., 2001] and THEMIS
[Angelopoulos, 2008] studies, so it is prudent to find a
method to estimate ns.
[3] The parameters which determine the index of refrac-
tion in an ionized magnetic medium are given in the
Appleton-Hartree equation [Budden, 1961]; mainly, the
electron concentration (number density) Ne, the magnetic
field vector, and the radar wave frequency. In the F region
ionosphere the controlling parameters are Ne and the radar
wave frequency. The peak electron concentration in the F
region ionosphere ranges typically from 1011 m3 to
1012 m3 [e.g., Hunsucker and Hargreaves, 2003]. With
this range of possible number densities, and for Super-
DARN HF frequencies in the range 9–18 MHz, ns can vary
from 0.0 to 1.0, but, as will be shown below, typical
values appear to be between 0.8 and 1.0.
2. Ray Path Modeling
[4] Ray tracing equations as derived by Haselgrove
[1963], and based on the Appleton-Hartree equation for
the index of refraction, have been modeled in a computer
program. The model has been used to calculate the path an
HF radar wave will travel through a magnetized plasma,
such as the ionosphere. Magnetic field information for the
ray tracing model is supplied by the International Geomag-
netic Reference Field (IGRF) model [Maus et al., 2005]. An
electron density profile is user supplied and can be one- or
two-dimensional. The 1-D profiles vary with altitude only
and thus maintain the same profile at all horizontal (or
latitudinal) distances. The 2-D profiles vary with latitude, as
well as with altitude.
2.1. Refraction in a Spherical Coordinate System
[5] If the ionosphere is assumed to be a collection of
spherical shells concentric with the center of the Earth, one
can utilize Bouguer’s law [Born and Wolf, 1959], which is
Snell’s law applied to a spherical coordinate system, to
obtain an expression relating the index of refraction at the
scattering volume to the angle of arrival or the elevation
angle of a backscattered radar wave
nR cosf ¼ noRo cosfo: ð3Þ
The variables no, Ro, and fo are the initial refractive index,
radius (from the center of the Earth), and elevation angle of
the ray, respectively, and n, R, f have similar meaning
except at some arbitrary point along the raypath. In the case
of scatter from field-aligned irregularities using Super-
DARN, these quantities are all relatively well known. First,
replace the arbitrary n value with ns to represent the index of
refraction at the scattering location. The initial radius, Ro, is
the radius of the Earth. The final radius R is the radius of the
Earth plus the scattering altitude (hs). The angle of arrival fo
is known from interferometry measurements performed by
SuperDARN [Milan et al., 1997; Andre´ et al., 1998]. The
final elevation angle f is 90 minus the magnetic dip angle
y for scattering from field-aligned irregularities. Rearran-
ging equation (3) to determine ns in the scattering region
gives
ns ¼ RE
RE þ hsð Þ
cosfo
siny
: ð4Þ
Equation (4) is independent of any vertical gradients in
electron concentration Ne (or consequently the index of
refraction n) along the raypath. Both y and hs in equation (4)
have some variability; however, as will be demonstrated in
section 3.1, any variation of y between 80 and 90 or hs
between 150 km and 400 km (which are appropriate values
for high-latitude F region coherent backscatter) will have a
limited effect on the value of ns. Therefore, the only piece of
information that is needed to determine ns (and thus
determine a refined measured Doppler velocity) is the
elevation angle of the returned radar wave. It must be noted,
however, that horizontal gradients in Ne were not taken into
account in the derivation of equation (4). In order to
determine the effect of horizontal gradients on ns, raypath
modeling has been performed.
2.2. Electron Density Profile Selection
[6] To cover the range of possible propagation conditions,
a total of 43 different electron number density profiles have
been used for the raypath modeling in this study. Of these
profiles, twenty were horizontally stratified with Ne only
varying in altitude. These 1-D profiles were generated using
the International Reference Ionosphere (IRI) model [Bilitza,
2001] for both day and night conditions with peak electron
concentrations ranging from 1011 m3 to 1012 m3. In
addition to this, 23 2-D profiles were also created with Ne
varying with latitude and altitude (only latitudinal horizontal
gradients were considered in the present study). These 2-D
profiles were categorized as follows: (1) eight were based
on ISIS II topside sounding measurements [Bilitza et al.,
2004]; (2) three were directly generated from the IRI model;
(3) eight were based on midlatitude trough measurements
[Kersley et al., 1997; Moffett and Quegan, 1983]; (4) four
were artificial profiles with exceptionally large horizontal
gradients. An example of one of the 2-D profiles is
presented as Figure 1. This Ne profile was generated using
both the IRI model and ISIS II topside sounding measure-
ments from 27 June 1978.
[7] The objective for creating these 2-D profiles was to
simulate a variety of expected profiles based on observed
data as well as some profiles with extreme horizontal
gradients which would not be normally expected. The
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profiles constructed to have extreme horizontal gradients
had peak electron density gradients of 0.5  1011 m3/lat
over 20 latitude, which is larger than the expected gradient
over this latitudinal range from the change in solar zenith
angle. In the trough modeled profiles, the peak latitudinal
electron density gradient reached 2  1011 m3/lat,
although the horizontal gradient was more localized in
latitude. Smaller-scale horizontal gradients, such as the
strong gradients associated with precipitation events were
not considered.
3. Results
3.1. Elevation Angle Dependence
[8] The ray tracing program was used to calculate the
path that a radar wave at a given elevation angle would
travel through modeled Ne profiles. Radar wave paths for
integer values of elevation angles from 1 to 90 were
simulated at three frequencies (9.5 MHz, 12.5 MHz, and
14.5 MHz) for each of the 43 profiles discussed in section
2.2. The points on the raypaths where the ray was within 1
of perpendicularity to the magnetic field lines were selected
as scattering locations and recorded, along with the refrac-
tive index and elevation angle, subject to the restriction that
only scattering heights above an altitude of 150 km were
appropriate for F region scatter.
[9] According to equation (4), there should be a clear
relationship between the received elevation angle and the
refractive index for a spherically stratified ionosphere. The
primary objective of the ray tracing simulations was to
determine the effect of horizontal gradients on this relation-
ship. Scatter plots of fo versus ns (elevation angle versus
index of refraction at the scattering location) derived from
the simulations are presented as Figure 2. Also included in
each plot, as two thick dashed lines, are the conceptual
curves from equation (4) for both hs = 150 km, y = 80 and
hs = 400 km, y = 90. Note that these extremes in assumed
magnetic dip angle and scatter altitude only change the
analytical curve to a minimal degree. The scatter points are
split into two groups, those obtained using 1-D electron
density profiles (Figure 2a) and those using 2-D electron
density profiles (Figure 2b). The points from the 1-D
profiles follow the conceptual curves closely as is expected,
while the points from the 2-D profiles deviate slightly from
the curves.
[10] Figure 2 clearly illustrates the relationship between
angle of arrival and refractive index. There is some devia-
tion from the Bouguer’s law due to the profiles with the
simulated extreme horizontal gradients, but the points
generally follow the expected curve. From these plots it is
apparent that the measured angle of arrival fo of a Super-
DARN echo leads to a reasonable estimate of the local
index of refraction ns in the scattering region. This allows
for the inclusion of ns in the measured Doppler velocity
calculation to be made.
[11] A SuperDARN radar measures elevation angle by
using a receiving-only interferometry array of 4 antennas
positioned behind or in front of the main array by 100 m.
The cross-correlation between the signal received by the
interferometry array and the main array is used to determine
the phase difference and elevation angle of the returned
echo [Milan et al., 1997; Andre´ et al., 1998]. A point of
consideration, however, is that the SuperDARN interferom-
eter array can only unambiguously measure elevation angles
Figure 1. A sample of an electron density profile that was used in this study. The electron density
profile was determined using both ISIS II topside soundings of the foF2 peak on 27 June 1978 and the IRI
model. The dashed lines on the plot represent a sampling of raypaths from the Saskatoon SuperDARN at
a transmitter frequency of 12.5 MHz for varying elevation angles.
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if they are less than flim  40, the exact angle being
dependent on frequency. This is because the phase differ-
ence between the main array and the interferometry array
can only be measured up to modulo 2p. Any echoes that
occur at elevation angles greater than flim will be recorded
as lower elevation angles. However, as shown in section 3.2,
very few modeled scattering points have elevation angles
above this value and this restriction should therefore typically
not be a concern.
3.2. Scattering Statistics
[12] Although the points presented in Figure 2 are all the
result of computational modeling, it is of interest to examine
the statistical variation of the refractive index. It should be
noted that the actual Ne profiles are not known accurately
along the SuperDARN raypaths. The profiles used were
chosen to examine the range of possible combinations that
might occur. Neither ionosonde observations nor TEC
profiles, such as those from GPS receiver arrays, can
provide sufficient resolution and detail. An RRI (Radio
Receiver Instrument) experiment in which actual
SuperDARN transmissions are received every 20 ms along
the ePOP satellite trajectory may provide more detailed Ne
profiles [Yau et al., 2006]. The occurrence of index of
refraction in the simulated scattering region above 150 km
are presented in Figure 3. From Figure 3 it is apparent that,
Figure 2. Indices of refraction and elevation angles from ray trace modeling in the F region. Each point
represents a point on a ray that was within 1 of perfect aspect and was above 150 km altitude. (a) Scatter
points found using 1-D Ne profiles and (b) scatter points found using 2-D Ne profiles. The two conceptual
curves in each plot are found using equation (4) for two different values of scattering altitude and
magnetic dip angle.
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for the profiles simulated in this study, the majority (70%)
of refractive index values in the scattering region are >0.9.
Only about 20% of the echoes have a refractive index
between 0.8 and 0.9, and less than 10% have an index of
refraction <0.8. The weighted mean value for ns is 0.91. This
suggests that even if the refractive index cannot be estimated
using angle-of-arrival measurements (e.g., owing to lack of
interferometry measurements), the SuperDARN measured
Doppler velocity for a given ionospheric echo is typically
around 10% too low.
3.3. DMSP/SuperDARN Velocity Comparison
[13] There have been a number of previous comparisons
of F region velocity measurements between SuperDARN
and a variety of other instruments. For example, Davies et
al. [1999] compared SuperDARN velocities with velocities
from the EISCAT incoherent scatter radar, Xu et al. [2001]
compared SuperDARN velocities with velocities from the
Sondrestrom incoherent scatter radar, and Xu [2003] com-
pared SuperDARN velocities with velocities obtained from
ionosondes, incoherent scatter radars, and DMSP satellites.
Drayton [2006] and Drayton et al. [2005] performed an
extensive comparison between SuperDARN and DMSP
velocities. Data over a 4 year period (1999–2002) were
compared when the satellite and radar velocity components
were within 5. A least squares fit of the velocity measure-
ments between SuperDARN and DMSP gave a slope of
0.84 in the Drayton [2006] study.
[14] As a test to see if including the refractive index
correction at the scattering region in the SuperDARN
velocity calculations eliminates, or at least reduces, the
apparent underestimation of SuperDARN velocity measure-
ments, another SuperDARN-DMSP comparison was per-
formed for this paper (other comparisons are in progress).
The Drayton [2006] study was used as a basis for applying
the ns refinement to SuperDARN Doppler velocity calcu-
lations. In this present comparison, the proxy method to
obtain an estimate of the refractive index at the scattering
region by using the angle of arrival or elevation angle of the
returned echo (equation (4)), was employed. The refractive
index term has been omitted from the SuperDARN velocity
calculation in the past because the value was unknown.
Unfortunately, some of the radars in the Drayton [2006]
study did not have elevation angle data available. Therefore,
the inclusion of the ns term to the entire data set was not
possible and 80% of the data points which they employed
had to be discarded, leaving 159 individual velocity com-
parisons to consider.
[15] The possibility of including SuperDARN scatter
from the E region of the ionosphere, where the drift velocity
is not expected to be equivalent to the ExB velocity was
taken into consideration. As an initial check, trigonometry
was employed, including multiple hop scenarios, using the
measured elevation angle of an echo and the slant range to
estimate the altitude of the ionospheric scatter. It was found
that only ten of the 159 measurements which were consid-
ered in this study had the slightest possibility of being from
an altitude appropriate for E region scatter. As a final check,
these possible E region echoes were found not to have
significantly lower SuperDARN velocity values than the
corresponding DMSP measurements. Therefore, there was
no E region contamination.
[16] The selection criteria for DMSP and SuperDARN
velocity values to compare was covered in detail by
Drayton et al. [2005]; however, a brief summary is pre-
sented in this paper. SuperDARN line-of-sight data
collected in the standard mode of operation with 1 or
2 min scan times was considered. In these modes each of
Figure 3. Statistical variation of index of refraction derived from the simulations in the scattering region
for scattering altitudes above 150 km.
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the 16 beams of a given radar was scanned for either 3 or 7 s
(1 min or 2 min scans, respectively). The beam width was
3.24, corresponding to a cell width of 110 km at a range
of 2000 km, which was the average range. The velocity
measurements were binned into 45-km range gates begin-
ning at 180 km. Only SuperDARN velocities with echo
power of more than 3 dB and a spectral width of less than
500 m/s were considered.
[17] The DMSP data consisted of 4-s averaged cross-
track ion drift measurements. Measurements with a poor
quality flag were not considered. Satellite passes over a
given radar were considered if the angle between the cross-
track ion drift measurement of the satellite and the line-of-
sight measurement of the radar in the horizontal plane were
within 5. All 4-s DMSP measurements which were within
45 km of the center of the SuperDARN cell of interest were
averaged. Usually three DMSP measurements met this
criteria for a given SuperDARN range cell. This averaging
resulted in a DMSP measurement over about 90 km along
the satellite track compared to the 45  110-km
SuperDARN cell. The DMSP velocity measurement at
840 km was then mapped down to the SuperDARN
measurement altitude of 250 km. Measurements of DMSP
were recorded if they met the previous criteria and occurred
within the 1 or 2 min scan time of the given SuperDARN
radar. Therefore, measurement times may have been sepa-
rated by up to 2 min; however, the actual integration time by
each instrument was comparable (12 s for DMSP and 3 or
7 s by SuperDARN).
[18] The comparison between DMSP and SuperDARN
velocities when elevation angle information was available is
presented as Figure 4. A linear regression analysis of the
data found that the slope of the best fit line was 0.74 and the
regression coefficient was 0.92. This comparison includes
an altitude ExB correction along dipole field lines. A dipole
field-mapping correction to velocities accounts for the
difference in measurement altitude of 840 km altitude
for DMSP and an assumed scattering altitude of 250 km for
SuperDARN. This altitude difference results in the higher-
altitude measurements being 16% larger before being
mapped down to SuperDARN scattering altitudes [Drayton,
2006]. Again, the comparison shows that SuperDARN
velocities were on average lower than DMSP values, and,
in fact, even lower than the Drayton [2006] study where the
slope of the best fit line was 0.84. The discrepancy between
these two data sets is addressed in section 3.3.1.
[19] The index of refraction proxy using elevation angle
was used to improve the velocity measurements for Super-
DARN. In Figure 5, the comparison data is presented with
the SuperDARN velocity calculations improved using the
Figure 4. SuperDARN and DMSP velocity comparison. The data have been corrected for the field
mapping between 840 km (DMSP altitude) and 250 km (SuperDARN scatter altitude). The solid line
represents the least squares best fit.
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elevation angle as a proxy to provide an index of refraction
estimate from equation (4). For this estimate of ns, the
scattering altitude was assumed to be hs = 250 km and y
was found using a dipole estimate for the magnetic field of
the Earth (note that y was always between 80 and 90 and
therefore was essentially constant). There is better agree-
ment between the velocity measurements of the two instru-
ments, with the slope of the best fit line increasing from
0.74 to 0.83.
3.3.1. Examination of Slope Difference
[20] The difference in slope between the Drayton [2006]
study (0.84) and the subset of the data used in this study
(0.74) is quite large. The discrepancy between the data sets
is a systematic effect because repeatedly randomly sampling
20% of the points from the Drayton [2006] study could not
produce a slope as low as 0.74.
[21] A probable explanation for the lower slope velocity
comparison value in the present study compared to the slope
in the Drayton [2006] study is that the radars which
provided the elevation angle data in this study had relatively
more data points within the auroral oval than the Drayton
[2006] study. Table 1 lists the radars used in both studies,
the number of data points used for each, and the slope
values obtained.
[22] The number of data points inside and outside the
auroral oval were determined using DMSP particle spectra
to estimate the location of the auroral oval. It was found that
for the Drayton [2006] study, 244 out of 715 points were
within the oval (34%), while for the subset of points in
which elevation angle data was available for this study, 101
out of 159 points were within the oval (64%). A linear
regression analysis of the points within the auroral oval
results in a best fit slope of 0.71, while the same analysis of
points outside the auroral oval results in a best fit slope of
Figure 5. SuperDARN and DMSP velocity comparison. The data have been corrected for both the field
mapping between 840 km (DMSP altitude) and 250 km (SuperDARN scatter altitude) and the index of
refraction using equation (4) with SuperDARN angle-of-arrival data. The solid line represents the least
squares best fit.
Table 1. SuperDARN Radars Used for Velocity Comparisons
Radar
Drayton [2006] Present Study
Number of
Points
Best Fit
Slope
Number of
Points
Best Fit
Slope
Halley 159 0.58 0 –
Hankasalmi 43 0.74 27 0.81
Kodiak 111 0.87 37 0.82
Pykkvibaer 60 0.71 51 0.72
Sanae 80 0.56 0 –
Saskatoon 59 0.68 43 0.70
Stokkseyri 49 0.87 1 –
Syowa East 86 0.99 0 –
Syowa South 68 0.90 0 –
A07305 GILLIES ET AL.: REFRACTIVE INDEX FROM INTERFEROMETRY
7 of 9
A07305
0.86. Clearly, the points within the auroral oval (which the
subset used in this study is biased toward) had a tendency to
have a lower best fit slope value than the points outside the
auroral oval.
[23] One possible explanation for this difference is that
higher electron densities within the auroral oval produce a
lower index of refraction, on average. Higher electron
densities in the auroral zone are expected for a number of
reasons. Within the auroral oval, processes such as particle
precipitation, field aligned currents, and higher photoioni-
zation could all cause the electron density to increase,
particularly in the scattering regions where highly structured
and large Ne spatial gradients are expected in the neighbor-
hood of small-scale, intense FACs whose primary precipi-
tating electrons produce large numbers of secondary
electrons. This would reduce the index of refraction. If this
reduction is neglected, the result is lower SuperDARN
velocity measurements and a lower slope when compared
with DMSP measurements. It is also likely that the greatest
contributions to the radar scattering are the areas where the
electron densities and their gradients are the most extreme.
[24] In contrast, in the polar cap region where there is less
photoionization and the plasma density becomes depleted
because of the polar wind and diffusion on open flux tubes,
the electron densities are expected to be lower, on average.
Therefore the index of refraction is expected to be closer to
unity, so the measured SuperDARN velocities there should
be closer to the values obtained from DMSP.
4. Discussion
[25] SuperDARN velocity measurements are routinely
calculated using equation (1), which does not account for
the refractive index in the scattering region. To account for
ns, equation (2) should be employed; however, a measured
estimate of ns was not available until now. The use of
equation (4) and the interferometry measured elevation
angle is able to give a proxy for an estimate of ns which
allows the use of equation (2) for a better velocity estimate
by SuperDARN. As equation (4) was derived under spher-
ically symmetric conditions, horizontal gradients were not
taken into account. Section 3 was concerned with accessing
the significance of these horizontal gradients in using
equation (4) as a proxy estimate of ns. This analytical proxy
showed that the presence of horizontal gradients caused
some deviation from equation (4), as would be expected;
however, use of equation (4) is an excellent zeroth-order
estimate for ns, the index of refraction in the scattering
region.
[26] Figure 5 illustrates that SuperDARN velocity meas-
urements appear to be systematically underestimated when
compared to DMSP even after taking into consideration ns
using the elevation angle proxy. One possible reason for this
discrepancy may arise from temporal and spatial disagree-
ment between measurements. In both this and the Drayton
[2006] studies, although both the integration time and
spatial extent of measurements were comparable, they
may have occurred up to 2 min apart and the refractive
nature of SuperDARN HF wave propagation could also
have caused a small uncertainty in determination of the
scattering location. On a statistical basis, however, these
sources of disagreement should tend to cancel out (i.e.,
SuperDARN should both overestimate and underestimate
some velocities). This does not appear to be the case here
and would also not explain previous comparisons with other
instruments in which SuperDARN velocities were always
statistically lower.
[27] The modeling in this study has been focused on
large-scale effects of horizontal gradients on the elevation
angle proxy for estimating ns, and did not consider the much
smaller scale, but potentially high gradients, expected to be
present (and required) for scattering. Such gradients would
be expected to be present as there is auroral precipitation in
this region which would cause gradient structures as small
as hundreds of meters or even less to develop [e.g., Noe¨l et
al., 2000, 2005; Sofko et al., 2007]. Furthermore, medium-
scale structures, such as polar patches would also cause
deviation from the analytical curve. In fact, it may be that
ionospheric scatter occurs predominantly in the presence of
such density gradients. One of the main sources of iono-
spheric irregularities that cause coherent scatter is the
gradient drift instability, which requires gradients in electron
density. As scattering is assumed to occur predominantly in
the presence of such structures, then the few points clustered
below the analytical curve in Figure 2 (which were the
result of raypath modeling using high electron density
gradients) may occur more often than the modeling sug-
gests. Inclusion of these potentially important effects
requires further study.
5. Conclusions
[28] The index of refraction in the SuperDARN scattering
region has been neglected in velocity estimations until now
as it was not typically available. This has resulted in
underestimation of measured Doppler velocities by Super-
DARN. As these measurements can be an integral part of
studies in ionospheric and magnetospheric science any
improvements in their accuracy is beneficial.
[29] This paper presents a method to obtain a refinement
to SuperDARN velocities by using angle-of-arrival or
elevation angle measurements of the returned radar echoes
as a proxy for the index of refraction in the scattering
volume. Evidence supporting the proposed relation between
angle of arrival and index of refraction was provided by
raypath modeling. Ray tracing simulations through a variety
of 1-D and 2-D ionospheric electron density profiles have
indicated that the index of refraction in the scattering region
is usually between 0.8 and 1.0 for 90% of cases. To
further test the proxy, a velocity comparison between DMSP
and SuperDARN measurements has also been performed.
This study found that the comparison between SuperDARN
and DMSP measured velocities was improved by inclusion
of the index of refraction using elevation angle data;
however, SuperDARN measured velocities were still lower
on average. Nevertheless, the elevation angle method to
determine a proxy for index of refraction is a simple, but
effective, first step toward improving SuperDARN velocity
measurements.
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Chapter 5
EISCAT-SuperDARN velocity comparisons
5.1 Introduction
The research presented in this chapter is based on the following publication:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, D. M. Wright, and J. A. Davies. A
comparison of EISCAT and SuperDARN F-region measurements with consid-
eration of the refractive index in the scattering volume, J. Geophys. Res., 115,
A06319, doi:10.1029/2009JA014694, 2010b.
This study involves a comparison between velocities measured by the SuperDARN
radar in Hankasalmi, Finland and coincident velocities measured by the EISCAT
incoherent scatter radar. Several different estimates of refractive index are applied
to improve the velocities measured by SuperDARN.
5.2 Results
A comparison between measurements of velocity made by the EISCAT incoherent
scatter radar and the Hankasalmi SuperDARN radar from 1995–1997 was performed
by Davies et al. [1999]. As with the DMSP-SuperDARN comparison discussed in the
previous chapter, this comparison found good correlation between the velocities mea-
sured by the two instruments however, again, velocities measured by SuperDARN
were statistically lower. The study discussed in this chapter expands the comparison
to include velocities measured in 1998 and 1999 and improves the measurements of
velocity made by SuperDARN by accounting for refractive index in the SuperDARN
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scattering volume.
Three different estimates of refractive index values in the SuperDARN scattering
volume were made to improve the velocities measured by SuperDARN. Measure-
ments of electron density from EISCAT, estimates of electron density from the IRI
model, and elevation angle measurements from SuperDARN were all used to pro-
vide values for refractive index. Each of these methods provided a large-scale or
background estimate of refractive index, and did not account for any small-scale
structures, which may be only a few kilometers in extent, within the SuperDARN
range cell. The EISCAT measurements were from a fixed location within the Su-
perDARN cell and, on average, would have provided electron density values that
were representative of the background ionosphere. IRI provides smoothed estimates
of electron density and does not account for small-scale ionospheric structures. Fi-
nally, since the elevation angle proxy depends on the total refraction between the
SuperDARN antenna and the scattering volume, it only provides a rough measure
of electron density in the ionosphere.
The main conclusion of the Gillies et al. [2010b] EISCAT-SuperDARN compari-
son was that the different large-scale estimates of refractive index did not account for
the entire underestimation of SuperDARN velocities, although they improved them.
It was proposed that one possible reason for the discrepancy was that SuperDARN
scatter tends to occur in the most disturbed regions of the ionosphere where the
electron density is the highest. It is reasonable to assume that most SuperDARN
scatter occurs in regions within a range cell with the highest electron density be-
cause the scattering cross-section increases with electron density. Also, small-scale
structures with high electron densities (and gradients) are ideal for the generation
of gradient drift instabilities which are necessary for coherent scatter to occur. In
fact, Hosokawa et al. [2009] demonstrated that in the vicinity of highly dense polar
cap patches, SuperDARN radars tended to only receive scatter from areas within
the patches. If this hypothesis is correct, then large-scale, background estimates
of electron density from EISCAT or IRI would not be representative of the actual
conditions within the SuperDARN scattering volume. The reason for this can be
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Figure 5.1: The relative sizes of the measurement areas of SuperDARN and
EISCAT.
understood by considering the scenario presented in Figure 5.1, which presents the
relative sizes of both a SuperDARN range cell and the EISCAT measurement volume
(the figure only displays the horizontal measurement areas of the two instruments,
not the vertical extent of the volumes). As shown, any small-scale structures within
the range cell would likely not be detected by the EISCAT radar; however, Super-
DARN coherent scatter would tend to occur predominantly within these structures.
This discrepancy would cause the refractive index in the SuperDARN scattering vol-
ume to be significantly lower than the refractive index measured by EISCAT (similar
arguments can be made in the use of IRI electron densities or SuperDARN elevation
angles to determine refractive index).
Unfortunately, it is very difficult to accurately measure the electron density con-
ditions in the scattering volume of SuperDARN radars. Large scale measurements
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of electron density from instruments such as incoherent scatter radars and ionoson-
des will provide only background estimates. Satellite measurements from ePOP, for
example, will provide high resolution electron density measurements, which will be
able to detect the size and density of these small-scale structures, but they may not
determine the exact location at which scatter occurs in a given SuperDARN range
cell. The best solution for this problem is to develop a method that will allow mea-
surements of scattering volume electron densities to be made by SuperDARN itself.
The development and implementation of a method that allows these measurements
to be performed is the topic of the next chapter.
5.3 Published paper
The comparison between ionospheric velocities measured by SuperDARN and EIS-
CAT as discussed in this chapter was published in the Journal of Geophysical Re-
search in 2010. Presented immediately below is the paper in the journal format
reproduced by permission of American Geophysical Union:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, D. M. Wright, and J. A. Davies.
A comparison of EISCAT and SuperDARN F-region measurements with con-
sideration of the refractive index in the scattering volume, J. Geophys. Res.,
115, A06319, doi:10.1029/2009JA014694, 2010b. Copyright 2010 American
Geophysical Union.
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[1] Gillies et al. (2009) proposed the use of interferometric measurements of the angle
of arrival as a proxy for the scattering region refractive index ns needed to estimate
the line‐of‐sight Doppler velocity of the ionospheric plasma from HF [Super Dual Auroral
Radar Network (SuperDARN)] radar observations. This study continues this work by
comparing measurements of line‐of‐sight velocities by SuperDARN with tristatic velocity
measurements by the EISCAT incoherent scatter radar from 1995 to 1999. From a
statistical viewpoint, velocities measured by SuperDARN were lower than velocities
measured by EISCAT. This can, at least partially, be explained by the neglect in the
SuperDARN analysis of the lower‐than‐unity refractive index of the scattering structures.
The elevation angle measured by SuperDARN was used as a proxy estimate of ns
and this improved the comparison, but the velocities measured by SuperDARN were
still lower. Other estimates of ns using electron densities Ne based on both EISCAT
measurements and International Reference Ionosphere model values did not increase the
SuperDARN velocities enough to attain the EISCAT values. It is proposed that dense
structures that were of comparable size to the SuperDARN scattering volume partially help
resolve the low‐velocity issue. These dense, localized structures would provide the Ne
gradients required for generation of the coherent irregularities from which the SuperDARN
radar waves scatter, whereas EISCAT incoherent radar measurements provide only the
background Ne and not the density of the small‐scale structures. The low‐velocity
SuperDARN results suggest that small‐scale dense structures with refractive indices well
below unity must exist within the SuperDARN scattering volume and may contribute
greatly to the scattering process.
Citation: Gillies, R. G., G. C. Hussey, G. J. Sofko, D. M. Wright, and J. A. Davies (2010), A comparison of EISCAT and
SuperDARN F‐region measurements with consideration of the refractive index in the scattering volume, J. Geophys. Res., 115,
A06319, doi:10.1029/2009JA014694.
1. Introduction
[2] In the paper by Gillies et al. [2009] the concept of
using angle‐of‐arrival measurements as a proxy for refractive
index ns in the local scattering region of a high‐frequency
(HF) radar was introduced. As outlined below, this allows
for a better line‐of‐sight Doppler velocity estimate to be made
by the Super Dual Auroral Radar Network (SuperDARN)
[Greenwald et al., 1995] HF radar system. Due to the large
field‐of‐view required for global convection measurements
by radar systems such as SuperDARN, the small‐scale
resolution needed to determine the refractive index ns at the
scattering location is not possible. The detailed electron
density measurements needed to determine ns are not readily
available. The result is that estimates of refractive index
have been unavailable for use in the Doppler velocity anal-
ysis, so a default value of 1.0 is usually used.
[3] Line‐of‐sight velocities vs measured by SuperDARN
are calculated using the following equation:
vs ¼ D!Dvp2! ¼
D!D
2!
c
ns
; ð1Þ
where DwD is the Doppler shift, vp is the phase speed of the
radar wave in the scattering region, w is the radar wave
frequency [Baker et al., 1995], c is the speed of light in a
vacuum, and ns is the refractive index in the scattering
region [Ginzburg, 1964]. Recent work by Gillies et al. [2009]
has demonstrated that ns will be typically around 0.8 or 0.9,
so the default value of 1.0 leads to systematic underesti-
mation of the Doppler velocity.
[4] The determination of the local refractive index for a
given SuperDARN echo allows an improved line‐of‐sight
1Institute for Space and Atmospheric Studies, University of Saskatchewan,
Saskatoon, Saskatchewan, Canada.
2Department of Physics and Astronomy, University of Leicester,
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velocity estimate to be made by application of equation (1).
The most direct method to estimate ns is to use local electron
density Ne measurements or estimates and directly calculate
the refractive index using the Appleton‐Hartree equation
[Budden, 1961]. This can be done if there is an instrument
such as an ionosonde or incoherent scatter radar to measure
Ne. Unfortunately, the field of view of a given SuperDARN
radar is quite large (∼4 million km2) and it is impossible to
have instruments that measure Ne continuously throughout
this region. Electron densities can also be estimated using
the International Reference Ionosphere (IRI) model [Bilitza,
2001], which can provide a mean estimate of Ne at any
location. However, these estimates are based on empirical
models and do not account for the small‐scale structures that
are responsible for the majority of SuperDARN scattering.
[5] Gillies et al. [2009] proposed a method to determine
ns using elevation angle data from SuperDARN as a proxy
for the refractive index in the scattering region. The equation
relating ns to the angle of arrival or elevation angle was:
ns ¼ RERE þ hsð Þ
coso
sin 
; ð2Þ
where RE is the radius of the Earth, hs is the altitude of
the scattering point, y is the magnetic dip angle at the
scattering point, and o is the elevation angle measured by
SuperDARN. The benefit of this method is that it does
not rely on the existence or reliability of other instruments
for an ns estimate.
[6] Previous studies have consistently demonstrated that,
on a statistical basis, SuperDARN measured line‐of‐sight
velocities were lower than velocities derived from other
instruments. For example, F‐region drift velocities as mea-
sured by DMSP satellites and SuperDARN were compared
by Drayton et al. [2005] and Drayton [2006]. The Drayton
et al. [2005] study compared velocities over the period of
1999–2003 and found that the best fit line to the data had a
slope of 0.72 (SuperDARN velocities were, on average,
lower). A magnetic dipole field‐mapping correction of the
electric field was then made to this data set in Drayton
[2006] to account for the fact that DMSP measured veloc-
ities at ∼840 km and SuperDARN measured velocities at
∼250 km. This correction effectively decreased the higher
altitude DMSP calculated velocity values and the slope of
the best fit line increased to 0.84.
[7] Work by Gillies et al. [2009] continued the Super-
DARN‐DMSP comparison by examining comparison points
in which SuperDARN data had an accompanying elevation
angle. This reduced the number of comparison points and
the best fit slope of this subset was 0.74. It was suggested
that the reason for the lower slope value compared to
Drayton [2006] was that the subset of points with elevation
angle information was predominantly situated in the auroral
zone where there were typically higher electron densities
and more complex structures, while the full data set was
significantly weighted with more observations in the polar
cap region, where lower electron densities and less com-
plex structures prevail. Nonetheless, when equation (2) was
applied to obtain an estimate of ns, the slope of the best fit
line increased to 0.83, about a 12% improvement, indicating
that the SuperDARN velocities, although better estimated,
were still systematically lower than DMSP velocities.
[8] Studies of comparisons between velocities measured
by SuperDARN and velocities measured by incoherent
scatter radars have also been performed. Velocities mea-
sured by SuperDARN and by the Sondrestrom incoherent
scatter radar were compared by Xu et al. [2001], resulting in
a best fit slope of only 0.42. Eglitis et al. [1998] compared
tristatic ion drift measurements from the European Incoher-
ent Scatter (EISCAT) UHF radar [Rishbeth and van Eyken,
1993] to line‐of‐sight measurements from the Hankasalmi
SuperDARN radar. This study utilized an ionospheric heater
[Robinson, 1989; Rietveld et al., 1993; Stubbe, 1996, and
references therein] to generate artificial irregularities that the
Hankasalmi SuperDARN detected. It was found that there
was very good agreement between velocity values when the
heater was on (the best fit line to the data had a slope of
1.02). Using scatter from irregularities that were natural,
rather than artificially generated by a heater, a comparison
of EISCAT and SuperDARN velocities was performed by
Davies et al. [1999] over the period of 1995–1997. This
study led to a best fit line with a slope of 0.72. The present
study expands the above comparison made by Davies et al.
[1999] to include data from 1998 and 1999, thereby
improving the overall statistical database.
2. Experiment Overview
[9] The first of the two instruments used in the present
study was the SuperDARN radar located at Hankasalmi,
Finland. SuperDARN is a collection of radars that monitor
high latitude ionospheric convection in both the Northern
and Southern Hemispheres using coherently scattered HF
signals in the 8–20 MHz range [Greenwald et al., 1995].
A SuperDARN radar, in its common mode, consists of a
main array of 16 antennas that are phased to sample 16 suc-
cessive beam directions in steps of 3.24°, covering a total
of ∼52° in azimuth. The radars are routinely configured
such that each beam samples 75 different range gates, each
with 45 km resolution. In normal operation, each beam
is scanned in sequence for 3 s or 7 s, so a full scan of all
16 beams is performed every 1 or 2 min, respectively. An
interferometer array of four antennas is also located 100 m
behind or in front of the main array at each SuperDARN
radar site. The cross‐correlation between the signal received
by the interferometry array and the main array is used to
determine the elevation angle of the returned echo [Milan et
al., 1997; André et al., 1998]. The Hankasalmi SuperDARN
radar is located at the geographic location 62.3°N, 26.6°E
(geomagnetic coordinates: 59.8°N, 105.5°E). The central
pointing direction of this radar is 12.0° west of geographic
north.
[10] The second instrument used in this study is the EISCAT
UHF incoherent scatter radar facility [Rishbeth and van
Eyken, 1993]. The EISCAT system operates at 931 MHz
and consists of three parabolic dish antennas located in
Tromsø (Norway), Kiruna (Sweden), and Sodankyla (Fin-
land). The antenna in Tromsø has both transmit and receive
capabilities, while the other two antennas operate as passive
receivers. The data considered in this study resulted from
times when EISCAT was running the common program
modes CP‐1 and CP‐2.
[11] The CP‐1 mode consisted of the transmitter at Tromsø
oriented to point along a fixed path antiparallel to the local
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magnetic field lines (∼77° elevation). The antenna beam had
a half‐power width of 0.6° which corresponds to a width
resolution of roughly 7 km at a measurement altitude of
280 km. The Tromsø radar sampled with an altitude reso-
lution of 22 km along the beam from 150 km to 600 km.
The two remote sites and the Tromsø antenna received
signal from a common intersection volume at an altitude of
∼280 km centered at 69.1°N, 19.1°E, which corresponded to
beam 5 and range gate 16 of the Hankasalmi SuperDARN
radar. The signal received at each EISCAT site was inte-
grated over 5 s, and then these 5 s intervals were post-
integrated over 2 min. The result of each integration was a
velocity vector for each of the three antennas. The Tromsø
velocity vector was along the antenna beam, while the
remote receiver velocity vectors were along the bisector
between the Tromsø beam and the remote receiver beams.
These three velocity vectors allow determination of the full
velocity vector within the intersection volume. The com-
ponent of the full EISCAT velocity vector was then resolved
along the Hankasalmi SuperDARN radar line‐of‐sight
direction and the velocity values from the two instruments
were directly compared.
[12] The CP‐2 mode was nearly identical to the CP‐1
mode except that four different intersection volumes were
scanned in a period of 6 min so each position had a post-
integration time of 90 s. These positions consisted of the
Tromsø beam transmitting along the field lines (identical
to the position of the CP‐1 mode), vertically, and in two
different southeastward directions. The geographic loca-
tions of each of these positions were as follows: (1) 68.7°N,
21.8°E (Hankasalmi beam 7, range gate 14); (2) 68.4°N,
20.0°E (Hankasalmi beam 5, range gate 14); (3) 69.1°N,
19.1°E (Hankasalmi beam 5, range gate 16); and (4) 69.6°N,
19.2°E (Hankasalmi beam 5, range gate 17). Note that the
four CP‐2 positions were relatively close to each other and
only extended from Hankasalmi range gates 14 to 17.
3. Statistical Velocity Comparisons
3.1. Initial Comparison
[13] All the CP‐1 and CP‐2 velocity measurements from
1995 to 1999 during periods with simultaneous Hankasalmi
SuperDARN velocity data have been compared. Both in
order to filter out SuperDARN E‐region velocities and,
more importantly, to improve the SuperDARN measure-
ments by taking the index of refraction into account, only
SuperDARN echoes with available elevation angle infor-
mation were used. SuperDARN velocities that were less
than 50 m/s or that had a signal‐to‐noise ratio less than 3 dB
were discarded. Typically, the SuperDARN radar performed
2 min scans so the 2 min EISCAT integration time of the
CP‐1 mode was coincident with the SuperDARN scan time.
On some occasions, SuperDARN was operating in a special
mode with shorter scans or in the 1 min scan mode. In these
cases, any SuperDARN values that were within the EISCAT
scan time were averaged. For the CP‐2 mode, EISCAT
integrated at each position for 90 s and the data observations
were compared when any part of the SuperDARN scan
overlapped with any part of the EISCAT integration and, as
such, temporal alignment was not often ideal.
[14] From 1995 to 1999 there were 11 CP‐1 experiments
that varied in length between 2 and 5 days and 10 such
experiments in the CP‐2 mode. In total, over 1300 velocity
comparisons were performed using the criteria discussed
above, and these were split roughly equally between CP‐1
and CP‐2 types (658 and 668, respectively). This velocity
comparison between EISCAT and SuperDARN is presented
as Figure 1. EISCAT velocities are plotted along the hori-
zontal axis and SuperDARN velocities are plotted along the
vertical axis. The best fit line to the data is also plotted as
the solid line. The immediate issue with this comparison is
the low correlation coefficient r = 0.39. This is due to the
large collection of points along the vertical axis, which
correspond to very low EISCAT velocities and a large range
of SuperDARN velocities.
3.2. Removal of E‐Region and Noisy Data
[15] In order to check the reliability of the SuperDARN
data in a given range cell, the surrounding eight cells in a
3 × 3 grid were examined. Points were discarded if more
than four of these cells did not record data or the standard
deviation of velocity in all considered cells (up to a maxi-
mum of nine cells) was greater than 50% of the velocity
average of the cells. Note that the single SuperDARN
velocity value of the cell under consideration (not the
average velocity of the nine cells) was the value used for
comparison with the EISCAT velocity value. The results of
this filtering are presented in Figure 2 and it is apparent that
most of the anomalous data has been removed. Some 40%
of the original points have been discarded. The correlation
coefficient has risen to 0.91 and the slope of the best fit line
has risen from 0.66 to 0.78.
[16] The next step in the comparison was to filter out any
SuperDARN echoes that may be E‐region scatter. In con-
trast to the F region, convection in the E region is limited to
the ion‐acoustic velocity (400–600 m/s) [Haldoupis and
Schlegel, 1990] and thus E‐region SuperDARN velocities
would not agree with F‐region EISCAT velocities. To dis-
tinguish E‐region velocities from F‐region velocities, the
distribution of elevation angles was examined as presented
in Figure 3. The majority of the elevation angles that were
observed in this study clustered around 25° with a much
smaller cluster between 10° and 15°. The latter cluster is
expected to be due to E‐region backscatter. The Super-
DARN echoes examined in this study all came from
essentially the same range (from gates 14 to 17, inclusive).
At this range, elevation angles of ∼25° were appropriate for
half‐hop F‐region scatter and elevation angles below ∼15°
were appropriate for E‐region scatter. Therefore, echoes
with elevation angles below 15° were considered to be from
E‐region altitudes and were discarded. This removed an
additional 64 comparison points; however, the slope of the
best fit line and the correlation coefficient did not change in
the EISCAT‐SuperDARN comparison (figure not shown).
[17] A further analysis of possible E‐region contamination
in the SuperDARN data set was performed by examining
various SuperDARN low‐velocity cutoff values. It was
found that discarding SuperDARN velocities that were
below various arbitrary cutoff values did not appreciably
change the slope of the best fit line. The slope of the best
fit line was examined for several low velocity cutoffs from
50 m/s to 600 m/s in 25 m/s increments and it was found
that the best result was obtained when velocities which
were less than 125 m/s were removed. Using this cutoff,
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391 points were removed and the best fit slope increased
from 0.78 to 0.81. However, since there is no basis for
removing points with velocities below this arbitrary thresh-
old (and the removal had little effect on the best fit slope),
it was determined that the most accurate representation of
F‐region scatter was obtained using the elevation angle
cutoff criteria which was discussed above.
3.3. Accounting for ns in the SuperDARN Scattering
Volume
[18] The slope of the best fit line when comparing the
SuperDARN velocities to EISCAT velocities as presented
in Figure 2 is 0.78 from 832 points (note that there were
768 points after the probable E‐region echoes were removed).
SuperDARN, on average, underestimated the ionospheric scat-
terer velocities; however, the measured velocities still need
to be adjusted to account for the refractive index in the scat-
tering region, ns. Three different methods have been employed
to determine an estimate of ns for each comparison point.
[19] The first method is based on the electron density Ne
values that the EISCAT Tromsø radar measured. In order
to estimate ns for SuperDARN, the maximum Ne mea-
sured along the Tromsø EISCAT beam was selected to
represent the electron density in the local scattering volume.
The Appleton‐Hartree equation [Budden, 1961] was used to
determine ns from this Ne value. With this estimate for ns,
equation (1) was applied to determine SuperDARN veloci-
ties. The slope of the best fit line increased from 0.78 to
0.84, an increase of ∼8%. It should be noted that in order
for this method to deliver accurate results, a significant
assumption has been made: the SuperDARN scatter came
from the same location at which EISCAT measured the peak
Ne. If the SuperDARN scatter location was offset in altitude
from the peak electron density and/or the distribution of
SuperDARN scatter within the range cell predominantly
occurred in a different location than where EISCAT mea-
sured within the range cell, the estimate for ns from this
method will not accurately reflect the electron density at the
scattering location. This altitude ambiguity and difference in
the instrument scattering volumes will be discussed in more
detail in section 4.
[20] The second method is also based on using electron
density values to obtain an estimate for ns. For this method,
the IRI model was used to determine the peak Ne estimate at
the time and location of the velocity measurement. Applying
equation (1) to determine the SuperDARN velocity values
with this approximation for ns resulted in the slope of the
best fit line increasing from 0.78 to 0.87, an increase of
∼12%. Again, in the application of this method, the assump-
tion was made that SuperDARN scatter occurred at the
Figure 1. SuperDARN and EISCAT velocity comparison for EISCAT CP‐1 and CP‐2 modes from
1995 to 1999.
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Figure 3. The number of data points with a given elevation angle.
Figure 2. SuperDARN and EISCAT velocity comparison for EISCAT CP‐1 and CP‐2 modes from
1995 to 1999. SuperDARN points that showed either high standard deviation or little data in the
surrounding cells were discarded.
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F‐region peak altitude. Further, the IRI uses empirical models
and gives only a large‐scale estimate of Ne so that any small‐
scale structures, which may be very important in the gener-
ation of field‐aligned irregularities, will not be taken into
account.
[21] The final method to determine an estimate for ns
exploits equation (2) and the elevation angle o that Super-
DARN was capable of measuring for each echo. Again,
the estimate for ns was used with equation (1) to improve
each SuperDARN velocity measurement. The comparison
between EISCAT and SuperDARN velocity values using
the elevation angle as a proxy for ns is presented as Figure 4.
The result was an increase of the best fit slope from 0.78 to
0.89, an improvement of ∼14%. The important assumption
made with this approximation for ns was that there were
no horizontal gradients in Ne along the radar wave path. This
was most likely not the case; nonetheless, a reasonable
estimate of ns is possible with this method (it is the best of
the three presented here) and this method had the added
benefit that the elevation angle was directly linked to the
scattering location of SuperDARN and not of any other
instrument whose target region may be displaced spatially
and temporally from that of SuperDARN.
3.4. Comparison of ns Values From Different Methods
[22] It is useful to compare directly the ns values obtained
from each different method. These methods measure the
same parameter in the ionosphere, so in principle, they
should provide the same average refractive index value and
there should be high correlation between individual data
points measured from each method. The mean refractive
index predicted using the elevation angle proxy was 0.88
with a standard deviation of 0.02. Using EISCAT mea-
surements of electron density provided a mean refractive
index value of 0.92 with a standard deviation of 0.03.
Finally, IRI estimates of electron density provided a mean
refractive index value of 0.91 with a standard deviation of
0.05. These numbers indicate that, on average, use of any of
the three presented methods to predict refractive index in
the SuperDARN scattering region will provide results sim-
ilar to the other two methods. A point‐by‐point comparison
revealed that the correlation between the different measures
Figure 4. SuperDARN and EISCAT velocity comparison for EISCAT CP‐1 and CP‐2 modes from 1995
to 1999. SuperDARN points that showed either high standard deviation or little data in the surrounding
cells were discarded. Also discarded were SuperDARN velocities that had elevation angles below 15° to
remove E‐region scatter. Finally, ns was estimated and used to improve the SuperDARN velocities using
equations (1) and (2).
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of ns was low (e.g., estimates of ns as derived from EISCAT
Ne measurements and the elevation angle proxy estimate,
when compared on a point‐to‐point basis, resulted in a
correlation coefficient of 0.21). Comparisons between IRI
and elevation angle estimates of ns and between IRI and
EISCAT estimates of ns were lower. Possible explanations
for this lack of correlation are discussed in the following
section.
4. Discussion
4.1. Comparison Results
[23] Three different methods have been applied to account
for refractive index in the SuperDARN velocity determi-
nations. These methods increased the best fit slope between
SuperDARN and EISCAT velocity measurements between
8% and 14%, but the results still indicate that SuperDARN
velocities are on average lower than velocities measured by
EISCAT. Comparisons with other instruments (such as the
DMSP satellites) have also demonstrated lower Super-
DARN velocities even after accounting for refractive index
using the elevation angle proxy [Gillies et al., 2009]. This
would suggest that, although an estimate for the local
scattering volume refractive index can significantly improve
the SuperDARN velocity determination, a refinement of the
technique or some further physical reasoning is needed to
fully explain the systematic underestimate by SuperDARN
of line‐of‐sight velocities.
[24] Another intriguing result from this study was the low
correlation between ns values obtained using the different
methods. As discussed in the previous section, there is little
correlation between ns estimates from the different methods.
An explanation for this lack of correlation is required as one
may expect that they should deliver similar results.
4.2. Altitude Ambiguities
[25] A plausible explanation for the lack of correlation
between ns values could arise from the lack of precise knowl-
edge about the altitude of SuperDARN scatter [Chisham et
al., 2008]. Slight variations in the scatter altitude would
reduce the correlation between ns values measured by
EISCAT and those from the SuperDARN elevation angle.
Since the elevation angle measurement is directly tied to
the scattering location, estimates of ns using elevation angle
would differ from estimates using Ne measurements of the
F‐region peak if the scatter did not occur at the peak.
[26] The vertical gradient in Ne in the F region can be
quite steep. To demonstrate the variation in scattering alti-
tudes that is possible with SuperDARN, raytracing simula-
tions through a model ionosphere have been performed.
Figure 5 presents raypaths through a typical electron den-
sity profile that is presented beside the raypaths. The
horizontal axis in Figure 5 represents an estimate of
SuperDARN range gate and the vertical axis is altitude.
Crosses on the raypaths represent points where the ray was
within 1° of perpendicularity to the magnetic field lines,
since coherent scattering requires high magnetic aspect
sensitivity. At the ranges applicable for this study, the alti-
tude at which scatter is possible can vary by up to ∼100 km.
Examination of the plot of Ne versus altitude (Figure 5,
right) demonstrates that the electron density in the scattering
region could range from <2 × 1011 m−3 (the density at
∼200 km) to ∼5 × 1011 m−3 (the density at ∼280 km). At
12.5 MHz, this range of possible Ne values would result in
ns values of 0.95 and 0.85, respectively. This demonstrates
that, under these conditions, using the peak density provided
by IRI or EISCAT would result in a value of 0.85, although
the actual value could be as high as 0.95. This would
explain at least some of the lack of correlation between ns
predictions from the different methods. Note that although
Figure 5. On the left are the raypaths from SuperDARN through the profile displayed on the right. The
operating frequency was 12.5 MHz.
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the density profile used to produce Figure 5 is typical, the
actual conditions can vary substantially and the locations of
possible scatter would be different for different profiles.
Figure 5 is simply meant to demonstrate the variability in
scattering altitude that could occur under typical conditions.
4.3. Measurement Area Discrepancies
[27] Another plausible explanation for both the lack of
agreement between the different methods to estimate ns and
the systematically lower SuperDARN velocities (even after
attempts were made to account for ns) involves the differ-
ence in measurement volumes between the two instruments.
The electron density measurements from EISCAT occurred
at a fixed location within the large SuperDARN range cell
scattering volume. The beam width of EISCAT was 0.6°,
which resulted in a scattering area of ∼8 km2 at an altitude of
280 km. The SuperDARN cell was 45 km in range and
roughly 50 km wide at the range gates considered in this
study. This results in a possible scattering area of more than
2000 km2. Therefore the EISCAT measurement area was
more than two orders of magnitude smaller than the Super-
DARN measurement area.
[28] Not only did the size of the measurement areas differ,
but the measurement techniques also differed. SuperDARN
measured ionospheric velocities using coherent scattering
from field‐aligned irregularities. Therefore, SuperDARN
scatter could occur in localized regions within the larger
SuperDARN measurement volume. For example, it is pos-
sible that scatter occurred only in a small fraction of the
SuperDARN cell in which conditions for scattering were
appropriate. The main driver of field‐aligned irregularities in
the F region is the gradient drift instability that occurs in
regions with electron density gradients. It is reasonable to
assume that, compared to the well‐behaved background
electron density, localized structures with densities higher
than background would produce stronger irregularities. In
fact, a study of SuperDARN echoes in relation to polar cap
patches has found that scatter tends to occur predominantly
in regions with higher electron density [Hosokawa et al.,
2009]. These two behaviors indicate that coherent scatter
from SuperDARN will be localized in regions with high
electron densities and high gradients. Conversely, EISCAT
measured the average electron density at a fixed location
within the much larger SuperDARN cell. Therefore, on aver‐
age, the EISCAT measurements of electron density would
have delivered the average electron density in a Super-
DARN cell, while SuperDARN measurements would have
been biased to areas of the cell with high gradients and/or
densities.
[29] The electron density in the auroral and polar regions
of the F‐region ionosphere can be quite structured. Small‐
scale structures with high gradients can form in the auroral
region from processes such as particle precipitation and
may be as small as hundreds of meters [e.g., Noël et al.,
2000, 2005; Sofko et al., 2007]. In fact, any structure with
scale sizes smaller than the 2000 km2 size of a SuperDARN
range cell would be important. On the dayside and over the
polar cap, polar patches exist with regions of enhanced
electron densities greater than 100% of the background level
and scale sizes on the order of a few hundred kilometers.
Although this scale is quite large, smaller structures are
expected to develop within these patches [Hosokawa et al.,
2009]. Structure also exists in the region of the high‐latitude
ionospheric trough that, at least on the dayside, can be
located poleward of the Hankasalmi SuperDARN radar
location [e.g., Sojka et al., 1990; Pryse et al., 2005]. The
poleward edge of the trough can produce an increase in
electron density by an order of magnitude in a few tens of
kilometers [e.g., Mitchell et al., 1995]. Also of importance
are traveling ionospheric disturbances (TIDs), which are
wavelike structures in the ionosphere that also have scales of
a few tens of kilometers and electron density enhancements
of roughly 50%–100% [e.g., Pryse et al., 1995].
[30] If SuperDARN scatter occurred in localized regions
that had electron densities that were enhanced compared to
the background values, then the actual value for Ne would
be higher than the value predicted by the EISCAT mea-
surement of Ne. Since a higher Ne value results in a lower ns
value, an enhanced Ne in the local scattering region will
result in ns values that are lower than those predicted using
EISCAT. By equation (1) this would result in an underes-
timation of SuperDARN velocities compared to EISCAT
velocities. If the electron density in the local SuperDARN
scattering volume was systematically 50%–100% larger
than the electron density predicted using EISCAT mea-
surements, then the best fit slope line of Figure 4 would rise
to unity and SuperDARN velocities would no longer be
underestimated compared to EISCAT velocities. Although
electron density perturbations of this magnitude on scale
sizes comparable to a SuperDARN cell are possible (as
discussed above), it may not be reasonable to expect that
such structures existed for a large portion of the data points
examined in this study. However, this effect at least partially
explains the underestimation of SuperDARN velocities
compared to EISCAT velocities even when attempts to
account for ns are made. Further, the fact that the two
measurement volumes were of different sizes is one expla-
nation for the lack of correlation between the different
methods to estimate ns because the EISCAT Ne measure-
ment was essentially independent of the electron density in
the effective SuperDARN scattering region. It should be
noted that the preceeding argument dealt only with the Ne
measurement by EISCAT and not the velocity measurement.
It was assumed that even if electron density structures
existed, the background velocity field was quite uniform
throughout the range cell. This is the reason that the velocity
comparisons had good correlation, but the ns comparisons
did not.
4.4. Horizontal Gradients
[31] The previous two suggestions for the lack of corre-
lation between ns estimates addressed problems that arose
from using peak electron density measurements to determine
ns. It needs to be reiterated that using the elevation angle to
determine ns is only a proxy and therefore may not com-
pletely describe the situation. The estimate for ns from the
elevation angle as derived by Gillies et al. [2009] assumes
that there were no horizontal gradients in electron density
along the radar wave path. Clearly this assumption does
not hold in all cases as the ionosphere is very dynamic
and changes with latitude and longitude due to spatially
dependent processes such as particle precipitation on the
nightside and photoionization on the dayside. As a result,
horizontal gradients may be important. Gillies et al. [2009]
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used raypath simulations to demonstrate that, for even quite
extreme large‐scale (on the order of hundreds of kilo-
meters) horizontal gradients, the elevation angle recorded
by SuperDARN provides a reasonable estimate for ns. Never-
theless, any deviation from the expected o − ns relationship
due to horizontal gradients would also lower the correlation
between ns values estimated from elevation angle as com-
pared to the other ns estimations. Gillies et al. [2009] did not
consider the effect of small‐scale gradients, which, as dis-
cussed above, may be important.
4.5. Time Discrepancies Between Instruments
[32] The discrepancy between the integration times of the
two instruments used in this study may also negatively
impact the correlation. Recall that roughly 40% of the
original comparison points were removed because there was
high variability in the SuperDARN velocity values as
compared to the surrounding SuperDARN cells. The com-
parison between EISCAT data integrated at 2‐min intervals
and SuperDARN single‐beam data integrated for 3 or 7 s
improved greatly when this removal was performed. The
SuperDARN beams were sampled sequentially so that fast
variations in velocities would have been apparent between
neighboring beams. Such fast variations of velocity did
occur for a large number of points, indicating that velocity
changes on a timescale of just a few seconds were quite
common in the SuperDARN scattering region.
[33] As the integration time of SuperDARN was under
∼10 s and EISCAT had an integration time more than an
order of magnitude longer at ∼100 s, any velocity changes
on a timescale shorter than the EISCAT integration time
could result in a lack of correlation between SuperDARN
and EISCAT measured velocity values. Therefore, at some
times the instruments could conceivably measure different
conditions in the ionosphere.
4.6. Ionospheric Heating Effects
[34] It is useful to note that in a study performed by Eglitis
et al. [1998], use of the ionospheric heater at Tromsø
resulted in good agreement between SuperDARN and
EISCAT velocities with a slope value of 1.02 obtained.
When the ionospheric heater was used, artificial irregulari-
ties were generated and detected by SuperDARN. These are
expected to be more uniformly structured than natural
auroral scattering regions. The SuperDARN radar would not
have needed to rely on scatter from highly dense, presum-
ably small‐scale, spatially localized structures as the heater
created irregularities throughout the scattering region from
which the SuperDARN waves could scatter.
[35] Another effect of heating is the modification of the
ambient electron density. At certain F‐region altitudes it is
expected that the electron density would decrease due to
ionospheric heating increasing the recombination rate [e.g.,
Rietveld et al., 1993]. A decrease in electron density would
have brought the index of refraction closer to unity and
caused less velocity underestimation by SuperDARN. Sev-
eral studies have demonstrated an electron density depletion
of 25%–50% created by lower latitude heating experiments
at Arecibo [e.g., Duncan et al., 1988; Bernhardt et al., 1989;
Hansen et al., 1990; Hansen et al., 1992]. A study byWright
et al. [1988] reported a density decrease of 15% due to
heating at the higher latitude Tromsø facility. Conversely,
Stocker et al. [1992] predicted and measured both increases
and decreases of the electron density depending on several
factors such as background electron density, heater fre-
quency, and time of day. Further, the actual amount of elec-
tron density increase or decrease in the Stocker et al. [1992]
study was quite low (less than 10%) which indicates that the
refractive index was probably not affected greatly by this
behavior. It would be beneficial to perform a more in‐depth
study of velocities measured by SuperDARN and EISCAT
when the ionospheric heater is used.
5. Conclusions
[36] As a continuation of the work by Gillies et al. [2009],
a comparison between SuperDARN line‐of‐sight velocities
and EISCAT tristatic velocities has been performed. There
was good correlation between the two data sets, but the
velocities measured by SuperDARN tended to be lower
than the corresponding velocities measured by EISCAT.
This underestimation of velocities by SuperDARN was
consistent with previous results [e.g., Davies et al., 1999;
Drayton et al., 2005; Drayton, 2006]. This underestimate of
line‐of‐sight velocities by SuperDARN was at least partially
caused by the use of too high a value of the refractive
index ns in the scattering region. By using elevation angle
measurements made by SuperDARN as a proxy for ns, as
proposed by Gillies et al. [2009], the best fit slope between
SuperDARN and EISCAT velocities increased from 0.78 to
0.89 (an increase of 14%).
[37] One significant drawback to use of the elevation
angle as a proxy for ns is that these measurements are not
always available. Therefore, other methods to estimate ns
were also considered. Electron density measurements by
EISCAT and estimates from the IRI model were used to
predict ns, but these methods also have significant limita-
tions. The EISCAT measurement of Ne was localized to a
small area within one SuperDARN range cell and thus will
typically not be of use to determine ns in other parts of
that range cell or for other range cells. The electron density
value from IRI relied on large‐scale mean estimates of Ne,
thereby neglecting the higher densities expected in localized
smaller‐scale structures which cause coherent scatter.
[38] The two main issues raised from this comparison
were the underestimation of velocities by SuperDARN even
after elevation angle was used to estimate ns and the lack of
correlation between the different methods to estimate ns. It
is speculated that small‐scale, highly dense structures in
the SuperDARN scattering region partially explain both of
these issues. These small‐scale structures are important
when they are of comparable size to the SuperDARN
scattering volume. The small‐scale structures cause strong
irregularities from which the SuperDARN coherent radar
waves scatter, while EISCAT incoherent radar measure-
ments and IRI estimates of Ne provide only the background
electron density and not the density of the small‐scale
structures, which are expected to be important in the coherent
scattering process. Further, the altitude from which Super-
DARN scattering occurs is known only approximately so
it was difficult to select an appropriate value for Ne from
either EISCAT or IRI. The angle‐of‐arrival proxy better
accounts for both structures and the altitude ambiguity
because the elevation angle measurements are directly linked
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to the scattering region measurements. From this work, it
can be inferred that SuperDARN scatter primarily occurs in
localized regions with high electron density. It is also
apparent that the modification of SuperDARN measured
velocities due to the refractive index is larger than that based
on the higher ns values inferred from either the angle‐of‐
arrival method or available electron density measurements.
[39] Acknowledgments. During this work RGG was supported by
the Canadian Space Agency and the Natural Sciences and Engineering
Research Council (NSERC) to the Canadian component of the Super-
DARN ground based radar system and the CASSIOPE/ePOP project and
by the EU Marie Curie Early Stage Training in Space, Planetary and Astro-
physical Sciences (SPARTAN) Programme. The CUTLASS (Co‐operative
UK Twin Located Auroral Sounding System) radars form part of the Super-
DARN (Dual Auroral Radar Network) HF project and consist of radars at
Hankasalmi (Finland) and Pykkvibaer (Iceland). They are operated by the
Radio and Space Plasma Physics Group at the University of Leicester with
support from the Particle Physics and Astronomy Council and additional
support from the Finnish Meteorological Institute and the Swedish Meteo-
rological Institute. We are indebted to the Director and staff of EISCAT for
operating the facility and supplying the data. EISCAT is an International
Association supported by Finland (SA), France (CNRS), Germany
(MPG), Japan (NIPR), Norway (NFR), Sweden (VR), and the United
Kingdom (PPARC). During this work DMW was supported by the UK Sci-
ence and Technology Facilities Council (Grant Number: PP/E000983).
[40] Zuyin Pu thanks William Bristow and another reviewer for their
assistance in evaluating this paper.
References
André, D., G. Sofko, K. Baker, and J. MacDougall (1998), SuperDARN
interferometry: Meteor echoes and electron densities from groundscatter,
J. Geophys. Res., 103, 7003–7015.
Baker, K. B., J. R. Dudeney, R. A. Greenwald, M. Pinnick, P. T. Newell,
A. S. Rodger, N. Mattin, and C.‐I. Meng (1995), HF radar signatures of
the cusp and low‐latitude boundary layer, J. Geophys. Res., 100, 7671–
7695.
Bernhardt, P. A., C. A. Teply, and L. M. Duncan (1989), Airglow enhance-
ments associated with plasma cavities formed during ionospheric heating
experiments, J. Geophys. Res., 94, 9071–9092.
Bilitza, D. (2001), International Reference Ionosphere 2000, Radio Sci.,
Vol. 36, 261–275.
Budden, K. G. (1961), Radio Waves in the Ionosphere, Cambridge Univer-
sity Press, Cambridge, U. K.
Chisham, G., T. K. Yeoman, and G. J. Sofko (2008), Mapping ionospheric
backscatter measured by the SuperDARN HF radars. Part 1: A new
empirical virtual height model, Ann. Geophys., 26, 823–841.
Davies, J. A., M. Lester, S. E. Milan, and T. K. Yeoman (1999), A com-
parison of velocity measurements from the CUTLASS Finland radar
and the EISCAT UHF system, Ann. Geophys., 17, 892–902.
Drayton, R. A. (2006), Study of SAPS‐like flows with the King Salmon
SuperDARN radar, M.Sc. thesis, Institute of Space and Atmospheric
Studies, Univ. of Saskatchewan, Saskatchewan.
Drayton, R. A., A. V. Koustov, M. R. Hairston, and J.‐P. Villian (2005),
Comparison of DMSP cross‐track ion drifts and SuperDARN line‐of‐
sight velocities, Ann. Geophys., 23, 2479–2489.
Duncan, L. M., J. P. Sheerin, and R. A. Behnke (1988), Observations of
ionospheric cavities generated by high‐power radio waves, Phys. Rev.
Lett., 61, 239–242, 1988.
Eglitis, P., T. R. Robinson, M. T. Rietveld, D. M. Wright, and G. E. Bond
(1998), The phase speed of artificial field‐aligned irregularities observed by
CUTLASS during HF modification of the auroral ionosphere, J. Geophys.
Res., 103, 2253–2259.
Gillies, R. G., G. C. Hussey, G. J. Sofko, K. A. McWilliams, R. A. D. Fiori,
P. Ponomarenko, and J.‐P. St. Maurice (2009), Improvement of Super-
DARN velocity measurements by estimating the index of refraction in
the scattering region using interferometry, J. Geophys. Res., 114,
A07305, doi:10.1029/2008JA013967.
Ginzburg, V. L. (1964), The Propagation of Electromagnetic Waves in
Plasmas, Pergamon Press, New York.
Greenwald, R. A., et al. (1995), DARN/SuperDARN: A global view of the
dynamics of high‐latitude convection, Space Sci. Rev., 71, 761–796.
Haldoupis, C., and K. Schlegel (1990), Direct comparison of 1‐m irregularity
phase velocities and ion acoustic speeds in the auroral E‐region iono-
sphere, J. Geophys. Res., 95, 989–1000.
Hansen, J. D., G. J. Morales, L. M. Duncan, J. E. Maggs, and G. Dimonte
(1990), Large‐scale ionospheric modifications produced by nonlinear
refractions of an hf wave, Phys. Rev. Lett., 65, 3285–3288.
Hansen, J. D., G. J. Morales, L. M. Duncan, and G. Dimonte (1992), Large‐
scale HF‐induced ionospheric modifications: experiments, J. Geophys. Res.,
97, 113–122.
Hosokawa, K., K. Shiokawa, Y. Otsuka, T. Ogawa, J.‐P. St‐Maurice, G. J.
Sofko, and D. A. Andre (2009), Relationship between polar cap patches
and field‐aligned irregularities as observed with an all‐sky airglow
imager at Resolute Bay and the PolarDARN radar at Rankin Inlet,
J. Geophys. Res., 114, A03306, doi:10.1029/2008JA013707.
Mitchell, C. N., D. G. Jones, L. Kersley, S. E. Pryse, and I. K. Walker
(1995), Imaging of field‐aligned structures in the auroral ionopshere,
Ann. Geophys., 13, 1311–1319.
Milan, S. E., T. B. Jones, T. R. Robinson, E. C. Thomas, and T. K. Yeoman
(1997), Interferometric evidence for the observation of ground backscat-
ter originating behind the CUTLASS coherent radars, Ann. Geophys., 15,
29–39.
Noël, J.‐M. A., J.‐P. St. Maurice, and P.‐L. Blelly (2000), Nonlinear model
of short‐scale electrodynamics in the auroral ionosphere, Ann. Geophys.,
18, 1128–1144.
Noël, J.‐M. A., J.‐P. St. Maurice, and P.‐L. Blelly (2005), The effect of
E‐region wave heating on electrodynamical structures, Ann. Geophys.,
23, 2081–2094.
Pryse, S. E., C. N. Mitchell, J. A. Heaton, and L. Kersley (1995), Travelling
ionospheric disturbances imaged by tomographic techniques, Ann. Geo-
phys., 13, 1325–1330.
Pryse, S. E., K. L. Dewis, R. L. Balthazor, H. R. Middleton, and M. H.
Denton (2005), The dayside high‐latitude trough under quiet geomag-
netic conditions: Radio tomography and the CTIP model, Ann. Geophys.,
23, 1199–1206, 2005.
Rietveld, M. T., H. Kohl, H. Kopka, and P. Stubbe (1993), Introduction to
ionospheric heating at Tromsø. I. Experimental overview, J. Atmos. Terr.
Phys., 55, 577–599.
Rishbeth, H., and A. P. van Eyken (1993), EISCAT: Early history and the
first ten years of operation, J. Atmos. Terr. Phys., 55, 525–542.
Robinson, T. R. (1989), The heating of the high latitude ionosphere by high
power radio waves, Phys. Rep., 179, 79–209.
Sofko, G., R. Schwab, M. Watanabe, C. Huang, J. Foster, and K. McWilliams
(2007), Auroral post‐secondary ions from the nightside ionosphere in the
inner magnetosphere, J. Atmos. Sol. Terr. Phys., 69, 1213–1232.
Sojka, J. J., R. W. Schunk, and J. A. Whalen (1990), The longitude depen-
dence of the dayside F region trough: A detailed model‐observation com-
parison, J. Geophys. Res., 95, 15,275–15,280.
Stocker, A. J., F. Honary, T. R. Robinson, T. B. Jones, P. Stubbe, and
H. Kopka (1992), EISCAT observations of large scale electron tempera-
ture and electron density perturbations caused by high power HF radio
waves, J. Atmos. Terr. Phys., 54, 1555–1572.
Stubbe, P. (1996), Review of ionospheric modification experiments at
Tromsø, J. Atmos. Terr. Phys., 58, 349–368.
Wright, J. W., H. Kopka, and P. Stubbe (1988), A large‐scale ionospheric
depletion by intense radio wave heating, Geophys. Res. Lett., 15, 1531–
1533.
Xu, L., A. V. Koustov, J. Thayer, and M. A. McCready (2001), Super-
DARN convection and Sondrestrom plasma drift, Ann. Geophys., 19,
749–759.
J. A. Davies, Space Science and Technology Department, Rutherford
Appleton Laboratory, Harwell Science and Innovation Campus, Didcot
OX11 0QX, UK.
R. G. Gillies, G. C. Hussey, and G. J. Sofko, Institute of Space and
Atmospheric Science, University of Saskatchewan, 116 Science Pl.,
Saskatoon, SK S7N 5E2, Canada. (Rob.Gillies@usask.ca)
D. M. Wright, Department of Physics and Astronomy, University of
Leicester, University Road, Leicester LE1 7RH, UK.
GILLIES ET AL.: EISCAT AND SUPERDARN VELOCITY COMPARISON A06319A06319
10 of 10
Chapter 6
Refractive index estimates from frequency
shifting
6.1 Introduction
The research presented in this chapter is based on the following manuscript:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, P. V. Ponomarenko, and K. A. McWilliams.
Improvement of HF coherent radar line-of-sight velocities by estimating the
refractive index in the scattering volume using radar frequency shifting, Sub-
mitted to J. Geophys. Res., Accepted 5 November 2010.
This study introduces a method to measure the electron density and refractive
index in the scattering volume of SuperDARN radars using routine shifts in radar
operating frequency. The analysis of these frequency shifts found that electron den-
sity values in the scattering volume of HF coherent radars are significantly higher
than background estimates.
6.2 Results
As discussed in Section 1.7, the highly variable electron density in the ionosphere
greatly affects the propagation paths of HF radio waves. Fortunately, the Super-
DARN radars have the ability to transmit HF waves at various frequencies from
8 MHz to 20 MHz, to minimize the effect of changing propagation conditions due to
105
changes in electron density, in order to maximize scattering. Since higher ionospheric
electron densities are expected on the dayside of the Earth than on the nightside,
until ∼2002 the SuperDARN radars operated by using a fixed higher frequency dur-
ing daytime and a fixed lower frequency during nighttime. After ∼2002, most radars
operated by automatically choosing the best transmitting frequency to optimize the
number of ionospheric echoes they received. The result of this automatic frequency
changing is that most radars transmit several different frequencies during a given
day. Fortunately, these frequency shifts by the radars offer a unique opportunity to
measure the refractive index in the scattering volume of the SuperDARN radars.
The velocity measured by the SuperDARN radars is lower than the actual plasma
velocity by a factor equal to the refractive index. As discussed in Section 1.7, the
refractive index depends on wave frequency. If all other factors are constant, higher
wave frequencies will result in higher refractive indices and lower wave frequencies
will result in lower refractive indices. If it is assumed that the electron density and
plasma velocity in the scattering volume are relatively constant during a shift in
operating frequency, the velocity that is measured by SuperDARN should change
when the frequency is changed. This change in measured velocity can be used to
measure the electron density in the scattering volume. The details of this frequency
shifting analysis are presented in the Gillies et al. [2010a] manuscript associated
with this chapter.
The analysis of the velocities measured before and after frequency shifts involved
all SuperDARN radars over the last 20 years. This analysis identified that the elec-
tron density in the scattering volume is significantly higher than the background
electron density, confirming the hypothesis discussed in Chapter 5. The electron
density and refractive index values determined from the frequency shifting technique
was applied to a comparison between velocities measured by SuperDARN and ve-
locities measured by the DMSP satellites and the EISCAT incoherent scatter radar.
Figure 6.1 presents the comparison without accounting for refractive index and it
is apparent that velocities measured by SuperDARN were statistically lower than
velocities measured by the other instruments (a best fit slope of 0.81 was found).
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Figure 6.1: A comparison of velocities measured by the SuperDARN radars
and by other instruments.
Figure 6.2 is the same comparison; however, velocities measured by SuperDARN now
took into account the refractive index estimated from the frequency shifting method.
In this comparison, velocities measured by SuperDARN are not statistically lower
than velocities measured by other instruments. In fact, as the best fit slope is 1.05,
SuperDARN actually slightly overestimates velocities in this case.
This frequency shifting study has found that coherent scatter of SuperDARN
radar waves occurs in the most disturbed and highly dense regions of the ionosphere.
It was found that the average electron density in the scattering volume of Super-
DARN was nearly double the background electron density. Future studies that have
access to a more uniform set of frequency shifting statistics will examine this issue
further. As will be discussed in more detail in the concluding chapter, future work in
this area will involve designated experiments in which the operating frequency of a
SuperDARN radar is continuously changed to allow electron density measurements.
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Figure 6.2: A comparison of velocities measured by the SuperDARN radars
and by other instruments. Velocities measured by SuperDARN have been
modified to account for the refractive index in the scattering volume.
Also, Stereo mode data from the CUTLASS SuperDARN radars [Lester et al., 2004],
in which coherent scatter data from two frequencies is simultaneously recorded, will
be examined.
6.3 Accepted paper
The manuscript describing the development and testing of the frequency shifting
technique to measure electron density in the SuperDARN scattering volume was
accepted by the Journal of Geophysical Research in November 2010. Immediately
following is the paper in manuscript format (figures appear at the end of manuscript
as per AGU requirements) reproduced by permission of American Geophysical Union:
• Gillies, R. G., G. C. Hussey, G. J. Sofko, P. V. Ponomarenko, and K. A. McWilliams.
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Abstract. Measurements of ionospheric drift velocities using HF coher-
ent scatter radars, such as SuperDARN, are generally underestimated be-
cause the refractive index in the scattering volume has not been taken into
account. Refractive index values evaluated from electron density measure-
ments, IRI predictions, or elevation angle measurements have been applied
to SuperDARN velocities in past studies. However the SuperDARN veloc-
ities so obtained were, on average, statistically lower than velocities measured
by other instruments. One possible explanation for this underestimation is
that HF coherent scatter preferentially occurs in regions of the ionosphere
where the scattering cross-section is largest, and such regions are character-
ized by small-scale structures which have higher-than-average electron den-
sities. This was not accounted for in past studies because the refractive in-
dex estimates used were from large-scale and therefore smoothed estimates
of electron density. In this paper, a new method of estimating the actual elec-
tron density (or plasma frequency) at the location of SuperDARN scatter
(instead of the larger-scale background electron density) is presented. This
method takes advantage of the frequency shifts which occur in normal Su-
perDARN operations. If it is assumed that, on average, the actual ionospheric
drift velocity and plasma frequency are roughly constant before and after a
shift in frequency, any change in measured velocity as SuperDARN changes
frequency is due to a change in refractive index. An analysis of the change
in the measured velocity resulting from each shift in frequency gives an experimentally-
based estimate of the electron density in the scattering volume. A statisti-
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cal analysis of essentially all frequency shifts by SuperDARN and the esti-
mated electron densities in the scattering volume has been performed. The
resulting electron densities are appreciably higher than previous methods to
estimate electron density predict. Application of this new method to veloc-
ity comparisons between SuperDARN and other instruments results in agree-
ment between the HF radar and non-HF radar velocities for the first time.
This new method allows for the first direct measurements of electron den-
sities in the exact locations where the cross-section for SuperDARN scatter
maximizes.
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1. Introduction
The Super Dual Auroral Radar Network (SuperDARN) of High Frequency (HF) radars
has continuously monitored high-latitude ionospheric plasma convection velocities for
more than 15 years [Greenwald et al., 1995]. Refraction of the transmitted signal from
SuperDARN is necessary to bend the waves to perpendicularity with the local geomag-
netic field in the scattering volume so that coherent scatter from field-aligned ionospheric
plasma irregularities can occur. The line-of-sight velocity of these scatterers is then in-
ferred from the Doppler shift of the returned wave. Every one or two minutes, line-of-sight
(LOS) velocities are measured by over twenty radars in the northern and southern hemi-
spheres, each with over 700 range cells. By assuming that the F-region plasma moves
with the E×B drift, these velocities are used to infer ionospheric electric fields which are
then used to create high latitude electric potential contour maps [Ruohoniemi and Baker,
1998].
One important aspect of HF ionospheric scatter which has, until recently, been neglected
in the calculation of LOS velocities measured by SuperDARN is the refractive index in the
scattering volume ns [Gillies et al., 2009]. The refractive index in the scattering volume
directly affects the LOS velocity measured by SuperDARN, vm, compared to the actual
LOS velocity of the ionospheric scatterer, vs, according to:
vm = vsns. (1)
Since the refractive index is typically less than one, neglecting its value has led to Su-
perDARN velocities that systematically underestimate the actual ionospheric drift veloc-
ities. Indeed, several past comparisons of SuperDARN velocity measurements to those
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performed by other instruments have found that SuperDARN values were, on average,
consistently lower [e.g., Davies et al., 1999; Xu et al., 2001; Drayton et al., 2005]. These
studies indicated that accurate estimates of refractive index in the SuperDARN scattering
volume were needed for improving velocity estimates.
One method to estimate refractive index using SuperDARN elevation angle measure-
ments was proposed by Gillies et al. [2009]. This method applied Snell’s law in spherical
coordinates to allow the elevation angle measured by SuperDARN radars to be used as a
proxy for refractive index. Two assumptions that were made to apply this method were
that the ionosphere was spherically stratified and that SuperDARN radars always measure
and record accurate elevation angle data. This method was limited as these assumptions
do not always hold, nevertheless, the elevation angle proxy was a first step in estimating
the refractive index.
The next method proposed to estimate refractive index was to simply apply the Inter-
national Reference Ionosphere (IRI) model [Bilitza, 2001] to infer electron density (and
thus refractive index) at the time and location of a given SuperDARN velocity measure-
ment [Ponomarenko et al., 2009]. This method had the benefit of always providing a
value for refractive index. However, the method provided only the large-scale background
electron density and was not able to take into account small-scale structures that may
be very important for SuperDARN scatter. Application of elevation angle measurements
[Gillies et al., 2009] or IRI electron densities [Ponomarenko et al., 2009] for refractive in-
dex estimates improved comparisons between SuperDARN velocities and DMSP satellite
velocities by ∼12–15%, however the improved velocities measured by SuperDARN, vmi,
were still, on average, lower.
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Another comparison of SuperDARN velocities with velocities measured by the Euro-
pean Incoherent SCATter (EISCAT) radar was performed by Gillies et al. [2010a]. This
study compared velocities measured by the Hankasalmi SuperDARN and tristatic veloc-
ities measured by EISCAT from 1995–1999. It was found that unmodified SuperDARN
velocities were about 20% lower than EISCAT velocities. Estimates of refractive index
in the SuperDARN scattering volume were made using the elevation angle proxy, IRI
estimates of electron density, and electron densities from EISCAT. Each of these methods
improved the comparison but the improved velocities measured by SuperDARN were still
about 10% lower than EISCAT velocities.
It was suggested by Gillies et al. [2010a] that the reason for lower SuperDARN veloci-
ties (even after attempting to account for refractive index) was that SuperDARN scatter
would tend to occur most strongly in the regions of highest electron density. It is rea-
sonable to assume that, although scatter will occur throughout a SuperDARN range cell
(which is 45 km in range, ∼50 km in width, and up to several hundred kilometers in alti-
tude), the strongest scatter occurs in only small regions (∼hundreds of meters) of the cell.
These smaller regions have larger electron densities which produce larger radar cross sec-
tions [Booker, 1956] and result in higher backscatter power. A study of echo occurrence in
relation to polar cap patches has found that the majority of SuperDARN backscatter does
tend to occur in regions with the highest electron density [Hosokawa et al., 2009]. Since
the methods used to estimate ns have relied on relatively large-scale (background) mea-
surements of refractive index, they would not account for these small-scale structures of
high scattering cross-section and lower-than-average refractive indices which, if neglected,
would lead to velocity underestimation by SuperDARN.
D R A F T D R A F T
GILLIES ET AL.: HF RADAR VELOCITY IMPROVEMENT USING FREQUENCY SHIFTING X - 7
In this paper, we propose a new method to estimate refractive index in the SuperDARN
scattering volume that takes advantage of changes in the SuperDARN transmitting fre-
quency. Many SuperDARN radars employ a ‘sounding mode’ which routinely changes
frequencies to accommodate for the ionospheric propagation conditions in order to max-
imize ionospheric scatter. Since refractive index ns is dependent on radar frequency and
the Doppler velocity measured by an HF radar vm is dependent on ns (Equation 1), dif-
ferent values of vm will be measured before and after a shift in radar frequency. This shift
in vm can then be used to experimentally estimate refractive index. Unlike the previous
methods, this new frequency shifting technique provides a direct in-situ scattering vol-
ume measurement of refractive index which will allow calculation of improved measured
velocity vmi values. This method could also provide information about the characteristics
of small-scale ionospheric structures in the scattering volume of SuperDARN radars.
2. Theory
2.1. Scattering volume plasma frequency from frequency shifts
A lower than expected index of refraction in the SuperDARN scattering volume causes
an underestimation of the velocity measurements made by SuperDARN. Previous at-
tempts to model the refractive index using electron density estimates or elevation angle
measurements have showed significant improvement, but have not been completely suc-
cessful. It was proposed by Gillies et al. [2010a] that small-scale, dense structures are
dominant in the scattering process. In turn, these structures with enhanced electron
densities cause the refractive index in the scattering volume to be much lower than the
current estimates predict. For this reason, a method which uses SuperDARN frequency
D R A F T D R A F T
X - 8 GILLIES ET AL.: HF RADAR VELOCITY IMPROVEMENT USING FREQUENCY SHIFTING
shifts to directly determine the refractive index in the SuperDARN scattering volume has
been developed.
The index of refraction n in a magnetoionic medium for quasi-transverse (QT) wave
propagation (i.e., propagation which is nearly perpendicular to the magnetic field lines,
as is the case for coherent SuperDARN scatter) is given by the Appleton-Hartree equation
[Budden, 1961] as:
n2 = 1−
f 2p /f
2
1− f 2c /2(f
2 − f 2p )± f
2
c /2(f
2 − f 2p )
(2)
where fc is the gyrofrequency or cyclotron frequency, fp is the plasma frequency, and f is
the radar wave frequency. Inspection of Equation 2 indicates that there are two possible
modes of propagation: the positive sign corresponds to the ordinary (O) mode and the
negative sign corresponds to the extraordinary (X) mode. For typical QT propagation
conditions, the refractive indices of the two modes are quite similar. For example, with an
fp value of 7.5 MHz, an fc value of 1.5 MHz, and an f value of 12.5 MHz (which are typical
values for SuperDARN scatter in the high latitude ionosphere), the refractive indices of
the O- and X-modes are 0.800 and 0.795, respectively. Due to this similarity, use of the
analytically simpler O-mode equation is an appropriate approximation for describing the
refractive index in the SuperDARN scattering volume (although it should be noted that
Gillies et al. [2010b] predicted that it is the X-mode which primarily participates in
SuperDARN scatter).
The index of refraction ns in the SuperDARN scattering volume of the O-mode for QT
propagation is found by taking the positive sign in the denominator of Equation 2:
ns =
√
1− f 2p /f
2. (3)
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Note that this expression does not contain any term relating to the magnetic field so that
when propagation is perpendicular to the magnetic field lines, the O-mode is not affected
by the magnetic field. At the next step we substitute Equation 3 into Equation 1:
vm = vs
√
1− f 2p /f
2. (4)
As the plasma frequency is dependent on the variable electron density in the scattering
volume, there are two unknowns in this Equation, fp and vs. If it is assumed that fp and
vs are relatively constant from one SuperDARN scan to the next (a time scale of one or
two minutes), a change in transmitted frequency will modify the measured velocity vm.
Using Equation 4 and observing vm immediately before (vm1) and after (vm2) a frequency
shift from frequency f1 to frequency f2 will provide a direct measure of both fp and vs in
the scattering volume. Solutions for fp and vs are:
f 2p =
f 2
1
(1− v2m1/v
2
m2)
(1− v2m1f
2
1 /v
2
m2f
2
2 )
(5)
and
v2s =
f 2
2
v2m2 − f
2
1
v2m1
f 22 − f
2
1
. (6)
Since SuperDARN radars routinely change transmitting frequencies to optimize the
amount of ionospheric scatter, there are numerous opportunities to measure the plasma
frequency in the scattering volumes. Once a measure of fp is made, Equation 3 can be
applied to find an estimate for refractive index in the scattering volume, which can then
be used with Equation 1 to improve the line-of-sight velocities which are measured by
SuperDARN.
2.2. Change in scattering location from shift in frequency
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A change in transmitted frequency will change the propagation characteristics of the HF
waves and scatter will occur in slightly different locations for two different frequencies. In
order to estimate plasma frequency in the SuperDARN scattering volume using instances
of shifts in transmitting frequency, it is important to ensure that the ionospheric location
at which the scatter occurs does not change significantly so that it can be assumed that
any changes in measured velocity from one frequency to the next is indeed due to a change
in the refractive index. In this section, we examine the variability of possible scattering
locations for different frequencies and, more importantly, determine whether different
frequencies tend to systematically propagate to regions of the ionosphere with higher or
lower drift velocities.
Possible ionospheric scatter locations for various transmitter frequencies have been de-
termined using raytracing. A one-dimensional electron density profile generated by IRI
was used with a peak F-region electron density of 5× 1011 m−3 occurring at 280 km alti-
tude. This profile is typical of ionospheric conditions at SuperDARN latitudes. Ray paths
for radar frequencies of 10 MHz, 12 MHz, 14 MHz, and 16 MHz were calculated using
equations developed by Haselgrove [1963] for northward propagation from the Saskatoon
SuperDARN radar at elevation angles ranging from 0.1◦ to 90.0◦ in 0.1◦ steps. On the ray
paths, points at which the wave propagation direction and the magnetic field of the Earth
were perpendicular to one another to within 1◦ were recorded as possible coherent scatter
locations. Figure 1 plots the movement of SuperDARN range cells as the transmitting fre-
quency is increased from 10 MHz to 12 MHz (small arrowheads), from 12 MHz to 14 MHz
(medium arrowheads), and from 14 MHz to 16 MHz (large arrowheads). The horizontal
dashed line in the figure gives the F-region peak altitude and the electron density profile
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is presented on the left side of the figure. For latitudes between 55◦ and 65◦ there exists
two distinct branches at which scatter occurs, a lower branch between ∼190–250 km and
an upper branch between ∼265–305 km. It is likely that the majority of coherent scatter
will occur in the upper branch of scatter locations as this is the altitude with the high-
est electron densities [Ponomarenko et al., 2009]. Therefore, in the following discussions,
we will only consider this upper branch. It is apparent that, in general, as frequency
is increased the scatter locations tend to move in altitude towards the electron density
peak and slightly poleward in latitude. It should be noted that a study by Andre´ et al.
[1997] also found that scatter locations for HF radars tended to move both poleward and
towards the F-region peak altitude by ∼50 km when operating frequencies were increased
by ∼3 MHz.
This raytracing analysis has shown that the movement of the scatter volume when
frequency is shifted is small and mostly in the vertical direction so the drift velocities
in the scattering volumes should be roughly the same before and after a frequency shift.
Although, one systematic effect of movement of the scatter locations towards the peak
electron density would be an increase in electron density (and therefore plasma frequency)
at the scattering location. Conversely, since the overall electron density tends to decrease
with increasing latitude, movement of the scattering location poleward would tend to
cause scatter to occur in regions with lower plasma frequencies. Equation 4 predicts,
and the results presented in the next section confirm, an increase in measured velocity
from an increase in transmitter frequency. However, since the motion of the scattering
locations in Figure 1 appears to be mostly vertical, the net effect is probably a small
increase in fp corresponding to an increase in transmitted frequency. Inspection of the
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upper scattering branch in Figure 1 reveals that the change in electron density in the
scattering volumes from the change in frequency is less than 5% (resulting in a change in
fp of ∼2%). This behaviour will slightly counteract the predicted increase in measured
velocity from Equation 4. In other words, the plasma frequencies derived in the next
section from this method may be slightly too low.
3. Results
3.1. Typical scan-to-scan variation of velocity measured by SuperDARN
Equations 5 and 6 allow the calculation of plasma frequency in the SuperDARN scat-
tering volume and the actual ionospheric drift velocity given a shift in radar frequency.
The main assumption in the derivation of both these equations was that both plasma
frequency fp and actual scatterer velocity vs were constant from one SuperDARN scan to
the next. Unfortunately, the natural variation of velocities measured by SuperDARN from
one scan to the next is higher than the shift in velocity which is expected from Equation 4.
For example, Figure 2 plots the velocity measured by the Saskatoon SuperDARN for 20
minutes over a randomly chosen frequency shift occurrence from 13 to 15 MHz in beam
8, range gate 24, on October 2, 2000. Notice that the change in velocity near the radar
frequency increase (from above 600 m/s to below 500 m/s) is no more significant than the
variations in velocity at other times in the scan (for example, seven minutes before the
shift there is a change in velocity from nearly 800 m/s to ∼400 m/s). For a scattering
volume plasma frequency of 7.5 MHz, the expected shift in measured velocity from this
shift in operating frequency would be only 6%. Clearly, the random variations of velocity
measured by SuperDARN are much larger than the effect which is expected from shifting
frequency. Therefore, it is not possible with the dataset used in this study to determine
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the plasma frequency for every individual SuperDARN frequency shift, so a statistical
analysis of velocities before and after frequency changes was performed instead. In future
studies, analysis of SuperDARN stereo [Lester et al., 2004] or sounding [Hughes et al.,
2002] operation modes may allow real-time analysis of refractive index and SuperDARN
velocity improvements.
3.2. Superposed epoch analysis of velocity measured at radar frequency shifts
An analysis of all the common-mode operation data (one- and two-minute scans) from
each SuperDARN radar has been performed. From the start of operation in 1993 to about
2002, most radars routinely performed two frequency shifts per day (one in the morning
at ∼6 LT and one in the evening at ∼18 LT). Since then, radars commonly operate in
a sounding mode which automatically determines the appropriate transmitting frequency
required to maximize ionospheric scatter occurrence. The use of the sounding mode
typically resulted in several frequency shifts per day for every radar. Every frequency
shift which was more than 0.5 MHz and for which the frequency was constant for ten
scans before and after the shift has been analyzed. Each range cell was examined and if
velocities with absolute values of more than 50 m/s were recorded for at least half the scans
before the shift and half the scans after the shift, the time sequence of velocities for the
given range cell was recorded. The 50-m/s velocity cut-off was included to ensure that
the echoes were not ground scatter although echoes actually flagged as ground scatter
were also not included. Each velocity time sequence was normalized by dividing each
individual velocity in the sequence by the average velocity of the entire sequence. This
normalization was performed to prevent biasing from time sequences which had larger
overall velocities since the important aspect of this study is the ratio of velocities at two
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frequencies, not the actual velocities. In total, ∼1.3×106 normalized velocity sequences
from all the radars were recorded. It is important that scatter for both frequencies occurs
in the same ionospheric layer (in this study we considered F-region data). Therefore,
only range gates 20 through 35 (∼1100 km to 1600 km in range) were considered for this
analysis to remove any possible E-region contamination, and this reduced the number of
sequences to ∼4×105.
The normalized velocity sequences were combined by averaging each velocity at a given
time in the sequence (i.e., all velocities two minutes before the shift were averaged to-
gether, all velocities two minutes after the shift were averaged together, etc.). Scans
which occurred with one minute resolution were averaged to give velocity values every
two minutes regardless of scan time. A superposed epoch analysis of the normalized ve-
locity sequences is presented as Figure 3. Note that Figure 3 shows a frequency change
from lower to higher frequency but changes obviously occur in the opposite direction as
well. The time axis was inverted in any sequences for which the frequency decreased so
that the lower frequency was always placed before the higher frequency. The average low
frequency at a shift was 12 MHz and the average high frequency at a shift was 14 MHz.
It is immediately apparent that an increase in velocity occurs at the same time as the
increase in radar frequency, as expected when Equation 4 is considered. Use of Equation 5
and the normalized velocities immediately before and after the shift in radar frequency,
vm1 and vm2, provides a fp value of 7.8 MHz (which corresponds to an electron density
of 7.2×1011 m−3). For comparison, the average fp predicted by the IRI model at the
times and locations used to generate Figure 3 was only 5.9 MHz (which corresponds to an
electron density of 4.2×1011 m−3). Applying the value of 7.8 MHz for plasma frequency
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to Equation 3 results in refractive indices of 0.76 and 0.83 for before and after the shift in
frequency. Also apparent in Figure 3 is a slight negative slope in the measured velocity
as time increases. Possible reasons for this will be discussed in Section 4.1.
The uncertainty of the plasma frequency inferred from Figure 3 was also estimated. The
standard error of the average normalized velocities before vm1 and after vm2 the shift were
found to provide minimum and maximum values for each. A minimum/maximum value
of fp was determined by substituting into Equation 5 the maximum/minimum possible
value of vm1 and the minimum/maximum value of vm2. This procedure resulted a possible
error in the 7.8-MHz average value for fp of less than 0.1 MHz. This procedure to estimate
uncertainty was used throughout this study to provide error bars on the plots presented
in the next section.
3.3. Dependence of plasma frequency on various parameters
The analysis performed in Section 3.2 considered velocities from all magnetic latitudes,
local times, radars, and years. The average plasma frequency of 7.8 MHz found in Figure 3
may be biased by the parameters (for example, magnetic latitude, time of day, solar cycle
period, etc.) that had the most frequency shifting events. Since variations in electron
density may occur for all these parameters, it is important to examine the effect on
measured fp as each is varied. The goal of this section is to provide estimations of
refractive index in the SuperDARN scattering volume for any given time and location.
3.3.1. Plasma frequency from different radars
The average plasma frequency in SuperDARN scattering volumes was determined in
Section 3.2 from radar operating frequency shifts. Due to different operating procedures
and lifespan of radars, a different number of radar frequency shifts occurred for each
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radar. It is important to examine each radar individually to determine if there is any bias
in the results presented in Figure 3. Table 1 lists each SuperDARN radar examined in this
study, the number of velocity sequences the radar provided for averaging in Figure 3, and
the average fp in the scattering volume of the radar determined by the radar frequency
shifts. Also provided in Table 1 is the average value for fp provided by IRI for each radar.
Considering only radars which provided a significant number of frequency shift events
(more than 10,000), all radars with the exception of Rankin Inlet and Inuvik have average
plasma frequencies within 1 MHz of the 7.8-MHz average for all radars. Nearly all the
radars considered in this study were auroral radars except Rankin Inlet and Inuvik (the
PolarDARN radars) which are polar cap radars (mid-latitude radars such as Blackstone,
Hokkaido, and Wallops Island were examined, however very few radar frequency shifting
events were found for these). Since the PolarDARN radars are located at higher magnetic
latitudes than the other radars, it can be expected that the background electron density
and plasma frequency for these radars would be lower.
The Kodiak radar contributes nearly half the total number frequency shifts used in this
study so it is important to examine separately the effect of this radar to ensure that it
does not significantly bias the overall results. Performing an analysis nearly identical to
that presented in Section 3.2, without the Kodiak radar data, provides a total of 2.2×105
frequency shifting events (compared to 4×105 with Kodiak included), which result in an
average plasma frequency of 7.4 MHz (compared to 7.8 MHz with Kodiak included). This
0.4 MHz increase in fp, when the Kodiak radar observations are included, is not significant
compared to the variations of plasma frequency with respect to magnetic latitude and solar
cycle presented in the next sections. This analysis indicates that although the Kodiak
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radar provides a significant fraction of the statistics used in generating Figure 3, it does
not significantly bias the overall average plasma frequency result.
3.3.2. Magnetic latitude
The analysis performed in Section 3.2 considered velocities from all magnetic latitudes.
Since the electron density in the ionosphere is highly dependent on latitude, it is essential
to examine the change in predicted plasma frequency for different latitudes. An analysis
similar to that described in Section 3.2 was performed for specific magnetic latitudes. The
solid curve in Figure 4 is the derived plasma frequency as a function of magnetic latitude.
The value for fp in the SuperDARN scattering volume appears to reach a maximum
between latitudes 68◦ and 76◦. This behaviour is expected because the auroral oval,
which has higher electron density values, is usually located near this latitude interval.
The dashed curve represents the peak fp that is predicted by the IRI model at each
latitude and will be discussed in Section 4.3.
3.3.3. Solar cycle dependence on plasma frequency
Like the dependence on magnetic latitude, the period in the solar cycle will directly
impact the plasma frequency and electron density. Again, since the analysis performed in
Section 3.2 considered all years of SuperDARN operation, it is important to also examine
the change in measured fp with respect to year. Figure 5 presents the derived plasma
frequency in the SuperDARN scattering volume for the years 1994 to 2009. A peak in
fp is found in the year 2002, which roughly corresponds to the maximum in the solar
cycle. The 2000 to 2005 interval of solar cycle 23 maximum conditions is characterized by
higher plasma frequencies. The plasma frequency since 2002 decreased with decreasing
solar activity until about 2007. From 2007 to the present fp has begun to increase slightly.
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Again, the dashed curve represents the peak fp that is predicted by the IRI model for
each year and will be discussed in Section 4.3.
3.3.4. Diurnal dependence on plasma frequency
For several years, many radars operated in a mode in which they shifted radar fre-
quencies twice during the day. These shifts occurred once in the evening and once in the
morning. The result of this behaviour is that the derived fp is biased towards local times
around 6 and 18 LT. An analysis of local time dependence on fp has been performed.
Figure 6 presents the derived plasma frequency as a function of local time at the location
of scatter. The derived plasma frequency peaks slightly near noon and reaches a minimum
near midnight. There are larger error bars on the data for daytime due to fewer frequency
shifting events. Again, fp predicted by the IRI model is presented as the dashed curve
in the figure. In this case, the IRI predictions of fp do not follow the same trends as the
fp values predicted from the radar frequency shifting technique. Possible reasons for this
disagreement will be discussed in Section 4.3.
3.3.5. Annual dependence on plasma frequency
The final parameter to examine is the month-to-month variation of the plasma fre-
quency. Like the previous sections, fp as a function of month has been plotted in Figure 7.
There is very little variation of derived plasma frequency with respect to time of year.
The only feature of note is that the month of February seems to show a slightly higher
plasma frequency than the other months. The dashed curve again shows the values of fp
predicted by IRI for each month. Again, the IRI predicted fp values do not follow the
same trend as the values predicted from the radar frequency shifting technique and this
will be discussed in Section 4.3.
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4. Discussion
4.1. Slope of superposed epoch plot
As anticipated, statistically Figure 3 shows a clear increase in velocity measured by
SuperDARN vm as a consequence of an increase in transmitting frequency. Also observed
in this figure is a slight continuous decrease in vm as time progresses both before and after
the increase in frequency. For the most part, the SuperDARN radars shift to a higher
operating frequency when the ionosphere has changed and the propagation conditions
at a higher frequency are better for receiving scatter than at the lower frequency. This
generally occurs when the electron density in the ionosphere increases and the rays at
the lower frequency used before the frequency shift over-refract and do not reach the
scatter locations. Therefore, in general, a shift upwards in frequency is a consequence
of an increasing electron density in the ionosphere (of course, a shift down in frequency
is a consequence of a decreasing electron density in the ionosphere). In other words, to
provide backscatter from the same range while fp is increasing, it is necessary to increase
radar frequency. Equation 3 indicates that an increasing electron density (or plasma
frequency) will cause a decreasing refractive index. By Equation 1, a decreasing refractive
index will decrease the velocity measured by SuperDARN. Since statistically vm ∝ ns
Figure 3 is essentially a plot of the behaviour of ns with time. As the electron density in
the ionosphere increases, ns (and therefore vm) decreases and when the radar frequency
suddenly increases, ns (and therefore vm) also suddenly increases. Therefore, the cause
of the slight negative slope in Figure 3 is probably the increase in background electron
density with time which causes the shift in frequency to occur.
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4.2. Effect of range gate selection
It is possible that the selection of only range gates 20-35 for analysis may have biased
the results to a certain electron density. Since the condition for scatter is that the radar
wave vector and the magnetic field are perpendicular, scatter will only be received from
a certain number of range gates for a given density profile (as can be observed in Figure
1). An analysis of whether the range selection biased the resulting scatter to conditions
with higher average electron densities has been undertaken.
Raytracings of wave propagation paths at radar frequencies of 12 MHz and 14 MHz
have been performed for a variety of one dimensional electron density profiles for both
the Saskatoon and Rankin Inlet radars. The locations on these ray paths at which the
wave vector and the external magnetic field were perpendicular to within 1◦ have been
chosen as possible scatter locations. In Figure 8 the range gates which received scatter
at both frequencies as a function of peak plasma frequency are plotted. Note that some
scatter will occur between range gates 20-35 when the peak plasma frequency is between
∼4.5 MHz and 7.0 MHz. If the peak ionospheric plasma frequency is less than ∼4.5 MHz,
there is not sufficient refraction to receive scatter at any ranges. When the peak plasma
frequency is above ∼7.0 MHz, the waves over-refract and 1/2-hop scatter (direct scatter)
is received at closer ranges (1 1/2-hop scatter is received at farther ranges). This implies
that the range selection criteria did not bias the results to instances of higher background
electron densities. It can also be noted that the results for the Saskatoon radar and the
Rankin Inlet radar are similar. This raytracing analysis has confirmed that the electron
densities measured using the frequency shifting technique are higher than background
electron densities.
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4.3. Comparisons to IRI
The study by Gillies et al. [2010a] attributed lower than average SuperDARN veloci-
ties to the existence of small-scale, highly dense structures in the SuperDARN scattering
volume. It is reasonable to expect that coherent backscatter which is detected by Super-
DARN only occurs in relatively small portions of a larger SuperDARN range cell. These
small volumes could contain larger-than-average electron densities which would cause the
backscatter power to be higher. In this way, SuperDARN would systematically scatter
from regions of the ionosphere with higher electron densities. The direct estimate of
plasma frequency (or electron density) by the new frequency shifting technique has pro-
vided further support to this hypothesis. The average fp in the SuperDARN scattering
volume has been measured to be ∼7.8 MHz. Previous estimates of fp have used IRI values
which tend to predict much lower average values. For example, over the time period of
this study, the average peak fp in the F-region ionosphere from IRI is 5.9 MHz. This in-
dicates that on average, SuperDARN coherent scatter occurs in regions of the ionosphere
which have plasma frequencies ∼32% higher than the background ionosphere (this corre-
sponds to electron densities ∼75% higher in the scattering volume than the background
ionosphere).
Small-scale electron density structures can often exist in the F-region of the auroral and
polar ionosphere. These structures may form from processes such as particle precipitation
on the nightside [e.g., Noe¨l et al., 2000; Noe¨l et al., 2005; Sofko et al., 2007] and photion-
ization creating polar cap patches on the dayside [Weber et al., 1984]. Other structures
which may provide locations for HF coherent radar scatter are the mid-latitude trough
[Moffet and Quegan, 1983] and travelling ionospheric disturbances (TIDs) [e.g., Pryse et
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al., 1995]. A more detailed description of these possible small-scale structures and their
importance to SuperDARN coherent scatter may be found in Gillies et al. [2010a].
Comparisons between plasma frequencies estimated by the radar frequency shifting
technique and predicted by IRI show similar trends. Figure 4 demonstrates that there is
agreement between IRI and the frequency shifting technique from latitudes ∼55◦ to 65◦.
At higher latitudes, the frequency shifting technique provides higher plasma frequencies
than predicted by IRI. This could be due to the auroral and polar regions having more
active small-scale structures which cause the bulk of the SuperDARN coherent scatter,
while the IRI model only provides background smoothed values for fp.
Figure 5 presents the plasma frequency measured by the radar frequency shifting tech-
nique and predicted by IRI from 1994 to 2009. It can be observed that the two tech-
niques provide values that follow the same solar cycle trend. However, plasma frequencies
predicted by IRI are considerably lower than those estimated by the frequency shifting
technique. During solar minimum conditions (∼1995–1998 and ∼2006–2009), the radar
frequency shifting technique fp values are roughly double the fp values predicted by IRI.
Conversely, near solar maximum (∼1999–2004) the radar frequency shifting technique
estimates plasma frequencies which are only ∼10–30% higher than those predicted by
IRI. During solar maximum conditions it is possible that the background electron den-
sity is often high enough to provide large HF backscatter cross-sections, which lowers the
importance of small-scale structures in these conditions. This would explain why the fp
estimates from the frequency shifting technique are only slightly higher than fp predictions
from IRI during solar maximum conditions.
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The results of Figure 6 shows the diurnal variation of fp and the results indicate that
plasma frequencies measured by the radar frequency shifting technique are significantly
higher than those predicted by the IRI model. Interestingly, this figure shows that IRI
plasma frequencies do vary diurnally, but the radar frequency shifting technique does not
follow this trend. Figure 6 indicates that fp provided by the radar frequency shifting
technique peaks near noon and is lower near midnight. The values for fp predicted by IRI
follow the opposite trend, fp peaks near midnight and is lower during the daytime. This
behaviour is probably a consequence of variations in parameters other than local time. For
example, the majority of velocity sequences which were averaged to obtain fp values for
local times between 10 to 15 LT were from the years 2003 to 2009 (the sounding mode for
SuperDARN operation was in use for these years, resulting in frequency shifts throughout
a given day). Figure 5 clearly shows that IRI predicted fp values were much lower than
fp values given by the radar frequency shifting method for these years. Therefore, the
decrease in IRI fp values in Figure 6 from 10–15 LT may be due to the decrease in IRI fp
values in Figure 5 from 2003–2009. This issue can be further examined in future studies
with more frequency shifting statistics so that the variation of fp as a function of one
given parameter can be analyzed with all other parameters held constant.
Finally, Figure 7 presents fp values from both IRI and the radar frequency shifting
technique as functions of time of year. The main result to note from this figure is that the
plasma frequencies estimated by the radar frequency shifting technique are, as with the
previous comparisons, significantly higher than those predicted by the IRI model. There
is little variation in fp from the radar frequency shifting technique throughout the year.
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IRI values for fp show slightly higher values in wintertime which is probably a consequence
of the seasonal anomaly [Davies, 1966].
It is clear that IRI estimates of electron density are lower than those measured by
SuperDARN using the new frequency shifting technique. It is also beneficial to consider
electron densities measured by other instruments. In fact, it can be inferred from the
previous study by Gillies et al. [2010a], that electron density measurements made by
EISCAT from 1995 to 1999 are also lower than those determined from the frequency
shifting technique. This previous study compared refractive indices (or electron densities)
from IRI, EISCAT and SuperDARN elevation angle measurements. The study found that
the background electron densities measured by EISCAT were lower than electron densities
estimated by both IRI and the elevation angle method and; therefore, would also be lower
than those measured using the frequency shifting technique.
4.4. Velocity comparisons of SuperDARN to other instruments
A comparison in which IRI predictions of refractive index were used to improve Su-
perDARN velocities, of ∼700 measurements by SuperDARN radars and DMSP satellites
was performed by Ponomarenko et al. [2009]. Another comparison of ∼800 velocities
measured by both the EISCAT incoherent scatter radar and the Hankasalmi SuperDARN
radar was performed by Gillies et al. [2010a]. Both of these comparisons showed that
the original velocities measured by SuperDARN vm were ∼20% lower than velocities mea-
sured by the other instrument. IRI predictions of electron density (and thus fp and ns)
were applied to improve the SuperDARN velocity measurements and in each case an av-
erage refractive index of ∼0.9 was found, which resulted in improved velocities vmi which
were, on average, 10% higher than the original vm values. It should be noted that for the
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EISCAT comparison, elevation angle data from SuperDARN and EISCAT measurements
of electron density were also used and similar improvements to the comparison were ob-
tained. Elevation angle data and incoherent scatter measurements are not continuously
available so only the IRI model was considered for this present study.
Results presented in Figures 3 to 7 show that IRI estimates of fp are, on average,
∼40% lower than the actual fp in the SuperDARN scattering volume. Using as a basis
the studies by Ponomarenko et al. [2009] and Gillies et al. [2010a], in which average
values for vm were ∼20% lower than average velocities measured by other instruments,
a rough estimate of the effect of this increase in fp can be made in a straight-forward
manner. From Equation 3, the average value of 0.9 for refractive index in the SuperDARN
scattering volume predicted by IRI in these studies corresponds to a plasma frequency of
∼5.4 MHz if the transmitting frequency is 12.5 MHz (a typical operating frequency for
SuperDARN). Increasing this IRI plasma frequency by 40% results in an actual scattering
volume plasma frequency of 7.6 MHz. A transmitting frequency of 12.5 MHz and plasma
frequency of 7.6 MHz results in a refractive index value of ∼0.8. Finally, dividing the
original vm values by the refractive index of 0.8 will provide average vmi values which are
20% higher, accounting for all the underestimation of velocity by SuperDARN. This is
further evidence that the direct measurement of refractive index by SuperDARN presented
here provides a more accurate description of the SuperDARN scattering volume than large
scale predictions based upon the IRI model.
5. Conclusions
The SuperDARN network routinely underestimates ionospheric line-of-sight drift ve-
locities because the refractive index in the scattering volume is not taken into account.
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Previous attempts to account for this effect based on refractive index estimates from the
IRI model, incoherent scatter measurements of electron density, or SuperDARN elevation
angle measurements have increased SuperDARN velocities by ∼10%. However, the mod-
ified velocities were still ∼10% lower than those measured by other instruments [Gillies
et al., 2009; Ponomarenko et al., 2009; Gillies et al., 2010a]. The main issue with using
electron density predictions from, for example, IRI was that they provided background
values that may not have been appropriate for SuperDARN scatter. SuperDARN scatter
probably occurs in regions of the ionosphere with small-scale, highly dense structures that
are not accounted for by large-scale background predictions like those based upon the IRI
model. These structures would have lower refractive index values and the velocities mea-
sured by SuperDARN would be underestimated to a greater extent than previous studies
predicted if not taken into account. To address this issue, a new method to measure
plasma frequency (or refractive index) at the exact scattering location using SuperDARN
radar frequency shifts has been developed.
The velocity measured by SuperDARN is proportional to the refractive index, which
is dependent to the radar wave frequency. SuperDARN radars routinely shift operating
frequencies to maximize ionospheric scatter. An analysis of measured velocities before and
after these shifts has provided the first direct measurement of plasma frequency within the
SuperDARN scattering volume. It has been found that, on average, plasma frequencies
within the scattering volumes are ∼40% higher than the background plasma frequency
predicted by the IRI model. The application of the refractive indices determined by the
radar frequency shifting method would account for all the underestimation of SuperDARN
velocities compared to DMSP satellites and the EISCAT incoherent scatter radar reported
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previously [e.g., Ponomarenko et al., 2009; Gillies et al., 2010a]. Refinements to this
method could be made in the future if SuperDARN radars would routinely shift frequencies
to improve the statistics presented here. Another possibility to improve this procedure,
and perhaps determine plasma frequencies on a real-time basis, is to analyze data during
stereo mode operations. The stereo mode would allow measurements of velocity at two
frequencies to be made simultaneously for each SuperDARN scan. This would negate
the temporal disparity between two frequency scans in the present study and provide a
much larger statistical data set to analyze. Nevertheless, this study represents the first
direct measurement of the average electron density (or plasma frequency) at the locations
where SuperDARN scatter occurs, and the results are consistent with the hypothesis that
the scatter does in fact arise in regions of the ionosphere with highly dense, small-scale,
structures.
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Table 1. Results from various SuperDARN radars
Radar Number of shifts Measured fp (MHz) IRI fp (MHz)
Goose Bay 14856 8.4 5.1
Halley 8723 5.7 4.0
Hankasalmi 9608 7.1 4.5
Inuvik 11974 6.6 3.0
Kapuskasing 23270 8.4 6.1
Kerguelen 1264 4.6 3.9
King Salmon 9005 6.9 6.5
Kodiak 178640 8.2 7.1
Prince George 59476 7.6 5.5
Rankin Inlet 23246 5.3 3.0
Saskatoon 31910 8.1 4.7
Stokkseyri 12245 7.1 4.3
Syowa East 3368 5.8 3.4
Syowa South 480 8.7 5.2
Tiger 11826 7.3 7.2
Tiger Unwin 132 6.7 5.1
All 400497 7.8 5.9
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Movement of range gates with increasing frequency
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Figure 1. The movement of SuperDARN range gates as transmitting frequency is increased
from 10 MHz to 12 MHz, 12 MHz to 14 MHz, and 14 MHz to 16 MHz. The dashed line shows
the altitude of the F-region peak density of 5 × 1011 m−3 and the curve on the left shows the
electron density profile.
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Figure 2. Plot of velocity at a single radar frequency shift. The dashed vertical line represents
the time of the shift in frequency.
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Figure 3. Superposed epoch plot of velocity at a radar frequency shift for range gates 20-35.
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Plasma frequency vs magnetic latitude
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Figure 4. The solid curve is the plasma frequency derived from the radar frequency shifting
technique. The dashed curve is the average peak plasma frequency predicted by IRI.
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Figure 5. The solid curve is the plasma frequency derived from the radar frequency shifting
technique. The dashed curve is the average peak plasma frequency predicted by IRI.
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Figure 6. The solid curve is the plasma frequency derived from the radar frequency shifting
technique as a function of local time. The dashed curve is the average peak plasma frequency
predicted by IRI.
D R A F T D R A F T
X - 36 GILLIES ET AL.: HF RADAR VELOCITY IMPROVEMENT USING FREQUENCY SHIFTING
Plasma Frequency each Month
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Figure 7. The solid curve is the plasma frequency derived from the radar frequency shifting
technique as a function of time of year. The dashed curve is the average peak plasma frequency
predicted by IRI.
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Scattering Behaviour (12 MHz and 14 MHz)
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Figure 8. The range gates which provide scatter for various peak ionospheric plasma frequen-
cies at transmitter frequencies of both 12 MHz and 14 MHz determined through raytracing. The
solid lines represent results for the Rankin Inlet radar and the dashed lines represent results for
the Saskatoon radar.
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Chapter 7
Conclusions
The goal of this thesis has been to study transionospheric propagation of HF radio
waves. This research goal has been accomplished by examining two related areas of
study. The first was modelling the behaviour of radio waves as they propagate
through the ionosphere. This modelling was for preparation of the upcoming ePOP-
SuperDARN experiment. The second was a study of the cause and development of
a solution to the systematic underestimation of ionospheric velocities measured by
SuperDARN. This examination of velocities also provided insight into the physics
and nature of coherent radio scatter in the ionosphere.
7.1 Transionospheric modelling for ePOP
7.1.1 Transionospheric modelling results
As the ePOP satellite has not yet been launched, the research performed to date has
consisted of theoretical modelling work and analysis of a past transionospheric ex-
periment. Analysis and interpretation of a 1978 transionospheric experiment, where
radio signals were received by the Canadian ISIS 2 satellite from a ground-based
transmitter located in Ottawa, demonstrated some of the various properties that
will be measurable by the RRI instrument on ePOP [James, 2006; James et al.,
2006; Gillies, 2006; Gillies et al., 2007]. Ray path modelling performed by Gillies
et al. [2007], as part of this thesis research presented in Chapter 2, verified that
large-scale measurements (∼300 km horizontal resolution) of the F-region peak den-
sity by the topside sounder on the ISIS 2 satellite, supplied sufficient information to
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the model to reproduce signal parameters measured by the transionospheric exper-
iment on ISIS 2. This showed that the ray tracing model can accurately reproduce
actual transionospheric experimental results. Using this modelling work as a basis
for when ePOP is operational, a similar analysis of the RRI observations will provide
large-scale measurements of the electron density in the ionosphere.
The ISIS 2 satellite had only a single dipole antenna for measurement of HF
radio waves. Use of a single dipole does not allow measurement of the full wave
polarization state. The behaviour of the received signal as the ISIS 2 satellite passed
over the Ottawa transmitter could not be fully explained as information about the
polarization state of the wave was lacking. Fortunately, the RRI on ePOP will contain
two crossed dipole antennas which are necessary for full polarization measurements.
When the ePOP satellite is at an orbit location where the RRI can detect signal from
a SuperDARN radar, the satellite will be positioned so that the two dipole antennas
will allow the RRI to make full polarization measurements of the wave. Analysis of
the full polarization state will provide insight into the propagation conditions and
the nature of transionospheric HF radio wave propagation. Modelling of the full
polarization state of the received waves for various ionospheric conditions has been
undertaken in preparation for the ePOP mission, as presented in Chapter 3 and
Gillies et al. [2010c].
7.1.2 Future work in transionospheric studies
The analysis of ISIS 2 transionospheric data and the propagation and polarization
modelling performed in preparation for the ePOP-SuperDARN experiment, Chapters
2 and 3 of this thesis, has divulged the characteristics of the transionospheric signal
that will be detected by the RRI instrument. Using this research as a basis, interpre-
tation of the signal received by the RRI will allow identification and measurement
of ionospheric structures. Also of significant interest will be the analysis of situa-
tions when SuperDARN receives backscatter and the RRI receives forward scatter.
Measurement of the angle-of-arrival of the received wave by the RRI and the eleva-
tion angle of the backscattered echo by SuperDARN will allow for a determination
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of the scattering location to be made. Another experiment that can be performed
will involve the measurement by the RRI of the Doppler shift of SuperDARN waves
scattered by ionospheric irregularities. From the Doppler shift information, velocity
measurements can be made by the RRI to compare to SuperDARN measurements of
velocity. Further, the data provided by the other instruments on ePOP, discussed in
Section 1.6.2, will complement the data from the RRI-SuperDARN experiment. The
two other radio instruments, the GAP and CER instruments, will provide measure-
ments of electron density which can be compared to values inferred from the signal
received by the RRI. The particle detector instruments, specifically the IRM and
SEI instruments, will provide high resolution measurements of the plasma density
and velocity near the satellite.
7.2 Improvement of SuperDARN velocity mea-
surements
7.2.1 Refractive index effect
Another main objective of the ePOP mission will be to provide high resolution mea-
surements in the same region of the ionosphere from which SuperDARN receives
coherent backscatter. This is the other main research theme and objective of this
thesis. In particular, accurate measurements of the refractive index in this region
is an important aspect for general SuperDARN operations. Radar waves at Super-
DARN operating frequencies are refracted by the ionosphere to be perpendicular
to the nearly vertical magnetic field lines in the auroral and polar regions of the
Earth. This refraction is important as electrostatic plasma wave irregularities in the
ionospheric plasma are aligned with respect to the magnetic field (their wave vectors
perpendicular to the magnetic field lines). When a SuperDARN wave encounters
these irregularities, it can be coherently scattered back to the radar location through
Bragg scattering if the irregularity has a wavelength half that of the SuperDARN
radar wavelength. Measurement of the Doppler shift of the scattered SuperDARN
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radar wave gives a measure of the drift velocity of the plasma in the F-region iono-
sphere. By combining data from all the SuperDARN radars a map of the convection
pattern of the ionosphere at high latitudes is available every one or two minutes
[Ruohoniemi and Baker, 1998]. The ionospheric convection patterns measured by
SuperDARN are driven by solar activity and provide valuable information about the
dynamics of the near-Earth space environment. One issue with the SuperDARN
measurement technique is that the refractive index at the location of backscatter
directly affects the velocity that is measured as presented in Chapter 4 and Gillies
et al. [2009]. Since refraction is necessary for the operation of the radars, the refrac-
tive index is typically significantly less than unity in the scattering volume (between
∼0.75 and 0.90). Unfortunately, the refractive index can be quite variable and is not
directly measured by the SuperDARN radars so it has been neglected in past stud-
ies. Direct measurements of SuperDARN scattering volumes by the ePOP satellite
experiment will provide measurements of the refractive index, which can be used to
improve the velocities measured by SuperDARN.
7.2.2 Determination of refractive index
In addition to future ePOP measurements, various other methods to estimate or
measure refractive index in the SuperDARN scattering volume have been developed
and tested in this thesis in Chapters 4 through 6, Gillies et al. [2009], Gillies et al.
[2010b], and Gillies et al. [2010a].
SuperDARN radars have an interferometry array which can measure the elevation
angle at which scattered waves are received [Milan et al., 1997; Andre´ et al., 1998]. As
coherent backscatter only occurs for certain radar wave propagation directions (which
are relatively well-known and constant), the elevation angle recorded by SuperDARN
for a given ionospheric echo can be used as a proxy for refractive index. This research
was presented in Chapter 4 and Gillies et al. [2009].
Another method to determine refractive index is to use an estimate of electron
density in the scattering region from a model such as the International Reference
Ionosphere (IRI) [Bilitza, 2001]. The IRI model can provide an estimate of elec-
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tron density (and thus refractive index) for any time and location in the ionosphere
based on empirical models. Both the elevation angle technique and IRI estimates
of refractive index give large-scale, background values which then may be used to
improve SuperDARN velocity estimates. These approaches were used in the anal-
ysis presented in Chapter 5, Ponomarenko et al. [2009], and Gillies et al. [2010b].
A comparison between incoherent scatter radar data from the EISCAT radar and
SuperDARN was performed. In this comparison, elevation angle, IRI, and EISCAT
estimates of refractive index were used to improve SuperDARN velocities. It was
found that each method improved the comparison; however, the velocity measure-
ments by SuperDARN were still significantly lower than those measured by EISCAT.
One possible explanation for the underestimation of velocities measured by Super-
DARN is due to the nature of coherent backscatter. Coherent backscatter results
from the strongest scattering cross sections, which are highest in regions of the
ionosphere with the highest electron densities [Booker, 1956]. This suggests that,
while the use of background estimates of refractive index significantly improved Su-
perDARN velocities, a more accurate method to take into account the importance
of small-scale, highly dense structures expected in the coherent scattering process,
needed to be developed.
A technique to directly measure electron density and refractive index in the Su-
perDARN scattering volume was developed, which took advantage of routine shifts
in the frequency transmitted by the radars. This research was presented in Chapter
6 and Gillies et al., 2010a. Since refractive index is dependent on radar wave fre-
quency, a shift of frequency causes a shift of refractive index and measured velocity.
If it is assumed that the electron density and actual ionospheric drift velocity are
constant for the time it takes the radar to shift frequencies (on the order of a few
minutes), the shift in measured velocity can provide a direct measurement of refrac-
tive index and electron density in the SuperDARN scattering volume – the portion of
the scattering volume where the coherent scattering originates. This technique was
used to find that, as suspected from the previous research [Gillies et al., 2009; Gillies
et al., 2010b], electron densities within the SuperDARN scattering volumes tended
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to be significantly higher than background values. When the new higher values for
electron density were applied to determine refractive index and improve SuperDARN
velocities, the SuperDARN measurements agreed with velocities measured by other
instruments, such as the DMSP satellites and the EISCAT radar system. This study
was very important because it not only suggested a method to retroactively im-
prove nearly twenty years of HF coherent radar data, but also granted insight into
the conditions within the scattering volume and the physics and nature of coherent
scattering.
Several conclusions may be drawn from the studies of line-of-sight velocities mea-
sured by SuperDARN presented in Chapters 4, 5, and 6, and Gillies et al. [2009],
Gillies et al. [2010b] and Gillies et al. [2010a]. It is evident that velocities measured
by SuperDARN have been significantly underestimated because no account for the
refractive index in the scattering volume has been made. On a statistical basis, this
neglect of the refractive index value caused velocities measured by SuperDARN to
be roughly 20% lower than velocities measured by other instruments. The meth-
ods presented in this thesis to measure the refractive index in the scattering volume
have found that coherent scatter tends to occur most strongly in the regions of the
ionosphere with the highest electron densities. It was found that, on average, the
electron density at the location of scatter is nearly double the background electron
density.
7.2.3 Future work for improvement of velocity measurements
As discussed in Chapters 4, 5, and 6, various methods to infer the refractive index
in the SuperDARN scattering volume have been developed to improve the veloci-
ties measured by SuperDARN. The latest technique developed to measure refractive
index used instances of shifts in the transmitted frequency by SuperDARN as pre-
sented in Chapter 6 and Gillies et al. [2010a]. This method provided important
results; however, improvements can be made in the future by analyzing data from
dedicated SuperDARN frequency shifting experiments to provide a more uniform set
of refractive index statistics. Several SuperDARN radars operate a Stereo mode in
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which two frequencies can be transmitted and received simultaneously [Lester et al.,
2004]. Another experiment mode that could be run by SuperDARN radars is one
in which the frequency is switched every scan. Analysis of velocity data from these
modes will be very useful for developing a better model for predicting the refractive
index in the scattering volume. Both the Stereo and constant frequency switching
modes will provide a much greater quantity of electron density and refractive index
data than was used in the Gillies et al. [2010a] study reported in this thesis. The
variation of the electron density in the scattering volume as a function of location,
time of day, time of year, and solar cycle period will be much better characterized by
analysis of these modes. The ultimate goal for improving the measurements of veloc-
ity in real-time would be accomplished if the radars continuously operate in a mode
that consists of constant frequency shifting. Although, even if no further refinements
are made to improve the measured velocities on a real-time basis, a rough estimate
of the effect of the refractive index can be made by assuming that all ionospheric
velocities measured by HF coherent radars are ∼20% too low and the velocities and
any parameters derived from them, such as the cross polar cap potential, could be
made more accurate accordingly.
7.3 Summary
In summary, the research involved in this thesis accomplished two goals: 1) the
reason for the systematic underestimation of velocities measured by SuperDARN
was determined and solutions to improve the measurements were developed; and
2) transionospheric HF radio wave propagation modelling in preparation for the
ePOP satellite mission was performed. The analysis and transionospheric propa-
gation modelling performed for the RRI-SuperDARN mission will be used as the
basis for interpreting the results of the satellite experiment when it is launched and
operational. The ePOP mission will provide an excellent opportunity to study the
F-region ionosphere, and in particular, the characteristics of the coherent scattering
processes for HF radars such as SuperDARN.
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