Abstract. We describe explicitly the algebraic structure of the Terwilliger algebra of wreath products of cyclic schemes.
Introduction
The Terwilliger algebra was first introduced in [11] as new tool for commutative association schemes. In general, this algebra is non-commutative, finite dimensional and semi-simple C-algebra. In [2] G. Bhattacharyya, S.Y. Song and R. Tanaka began to study the wreath product of one-class association schemes. It was shown that all irreducible modules except for the primary module of the Terwilliger algebra are one-dimensional. Moreover, in [10] R. Tanaka proved that the only class of association schemes coming as the wreath product of one-class association schemes and group schemes of finite abelian groups satisfies this property. Recently, in [9] S.Y. Song and B. Xu gave a complete structural description of the Bose-Mesner algebra and Terwilliger algebra for wreath products of one-class association schemes. In this paper, we describe explicitly the algebraic structure of the Terwilliger algebra of wreath products of cyclic schemes.
The remainder of this paper is organized as follows. In Section 2, we review the notation and basic results on association schemes and the Terwilliger algebra. In Section 3, we show that C p1 ≀ C p2 ≀ · · · ≀ C p d is triply-regular. In Section 4, we determine the structure of the Terwilliger algebra of C p1 ≀ C p2 ≀ · · · ≀ C p d by central primitive idempotents.
Preliminaries
In this section, we prepare necessary notation and results about association schemes and their Terwilliger algebras. For further information, the reader is referred to [1] , [3] , [5] and [11] .
2.1. Association schemes. Let X denote a nonempty finite set. Let M at |X| (C) denote the C-algebra consisting of all matrices whose rows and columns are indexed by X and whose entries are in C.
Let R 0 , R 1 , . . . , R d be nonempty subsets of X × X. Let A i denote the matrix in M at |X| (C) with xy entry (A i ) xy = 1 if (x, y) ∈ R i ; 0 otherwise.
It is called adjacency matrix of R i . We denote the transpose of A i by A t i , the identity matrix by I and all-ones matrix by J.
We say that χ = (X, {R i } 0≤i≤d ) is a d-class association scheme of order |X| if the following hold:
(1) A 0 = I;
The constants p h ij given in (4) are called the intersection numbers of χ. For each A i we abbreviate p 0 ii ′ as n i , which is called the valency of A i . We denote
In [4] , a commutative association scheme χ ia called cyclic if {R i } 0≤i≤d forms a cyclic group. Moreover, if the order of a cyclic scheme χ is n, then we denote χ by C n . Next, we recall the concept of the wreath product and use the notation given in [8] . Let χ = (X, {R i } 0≤i≤d ) and ψ = (Y, {S i } 0≤j≤e ) be association schemes of order |X| = u and |Y | = v. The wreath product χ ≀ ψ of χ and ψ is defined on the set X × Y ; but we take Y = {y 1 , y 2 , . . . , y v }, and regard X × Y as the disjoint union of v copies X 1 , X 2 , . . . , X v of X, where X j = X × {y j }. The relations on X 1 ∪ X 2 ∪ · · · ∪ X v are defined by the following rules:
(1) For any j, the relations between the elements of X j are determined by the association relations between the first coordinates in χ. (2) The relations between the elements that belong to two different sets, say X i and X j , are determined by the association relation of the second coordinates y i and y j in ψ and the relation is independent from the first coordinates. That is, the relations W 0 , W 1 , . . . , W d+e of χ ≀ ψ are defined by
Then it is easy to see that χ ≀ ψ = (X × Y, {W k } 0≤k≤d+e ) is a (d + e)-class association scheme. Note χ ≀ ψ is commutative if and only if χ and ψ are.
Let the adjacency matrices of χ and ψ be A 0 , A 1 , . . . , A d and C 0 , C 1 , . . . , C e , respectively. Then the adjacency matrices of χ ≀ ψ are given by
where ⊗ denotes the Kronecker product, i.e., A ⊗ B := (a ij B) of A = (a ij ) and B.
2.2. Terwilliger algebras. Let χ = (X, {R i } 0≤i≤d ) be a d-class association scheme. Let V = CX = x∈X Cx denote the vector space over C consisting of column vectors whose coordinates are indexed by X and whose entries are in C, wherex denotes the column vector with 1 in the x-th position and 0 otherwise. We observe that M at |X| (C) acts on V by left multiplication. We call V the standard module. We endow V with the Hermitian form defined by u, v = u tv for u, v ∈ V , where t denotes transpose and -denotes complex conjugation.
If χ is commutative, then the adjacency matrices generate a (
denote the subalgebra of M at |X| (C) generated by M and M * . We say that T is the Terwilliger algebra of χ with respect to x. Put
We denote the all-ones column vector in V by 1.
Finally, we review three lemmas used in our study.
It is easy to see that T (x) is generated by T 0 (x) as an algebra, but in general, T 0 (x) may be a proper linear subspace of T (x).
The following lemma was proved in [11] , where the irreducible module is called the primary module.
Lemma 2.2. In the standard module V given above,
Lemma 2.3. [7] Let χ be a commutative association scheme. Then χ is triplyregular if and only if
3. The triply-regularity of the Terwilliger algebra of
In this section, we will show that
Note that the α is read by modulo p i . Then χ has X 1 × X 2 × · · · × X d as the vertex set. For x ∈ X, we denote it by (x 1 , x 2 , . . . , x d ). Sometimes we specify x by (x 1,a , x 2,b , . . . , x d,z ).
Proof. By definition of the wreath product, it is trivial.
Proof. Without loss of generality, we may assume that x is (
(i,α)(j,β) = 0 if and only if one of the following holds:
(2) We prove only the case of i = j < h.
(4) and (5) are similar to (3) . (6) is trivial.
Proof. We claim that for (x, y) ∈ R l,a , (x, z) ∈ R m,b and (y, z) ∈ R n,c , p
Without loss of generality, we can assume that l ≥ m ≥ n. By Lemma 3.3, it suffices to show that p (l,a)(m,b)(n,c) (i,α)(j,β)(h,γ) (x, y, z) is independent of x, y, z for given l = m ≥ n. We consider the following two cases.
Case 1: (i,α)(j,β)(h,γ) (x, y, z) = 0 by Lemma 3.3. On the other hand, assume that l ≥ h and l ≥ j. Since n < l, by Lemma 3.3,
Case 2c: l < i. If either h = i or j = i,then p (l,a)(m,b)(n,c) (i,α)(j,β)(h,γ) (x, y, z) = 0 by Lemma 3.3. On the other hand, assume that l < i = h = j. Then p (l,a)(m,b)(n,c) (i,α)(j,β)(h,γ) (x, y, z) = |R i,α (x)| if α = β = γ, 0 otherwise.
Theorem 3.5. The complete list of nonzero triple products
is given as follows:
Proof. By Lemma 2.1 and 3.3, it is trivial.
Central primitive idempotents of the Terwilliger algebra of
In the rest of this section, we will use [Σ
We will denote A (j,β) as follows:
Let J p,q denote the p × q matrix whose entries are all 1. 
Proof. We may assume that (j, β) = 0. We will consider block matrices of A (j,β) . If i < j, then E * (i,α) A (j,β) E * (h,ξ) = 0 if and only if j = h and β = ξ by Theorem 3.5(5). This implies that (A (j,β) ) 1(j,β) , (A (j,β) ) 2(j,β) , . . . , (A (j,β) ) (j−1,pj−1−1)(j,β) are nonzero. implies that B 7 , B 8 , . . . , B 9 , B 10 , B 11 , . . . , B 12 , B 4 , B 5 , . . . , B 6 are nonzero.
(h,ξ) = 0 if and only if h = i and α = ξ by Theorem 3.5(4). This implies that B 13 , B 14 , . . . , B 15 are nonzero.
We define the following matrices
It is easy to see that the
J n (i,α) ,n (j,β) and
Proof. It is enough to show that 
Proof. (1) By Theorem 3.5(4),
(2) By Theorem 3.5(5),
(3) By Theorem 3.5(2),
(4) By Theorem 3.5(3),
for β + ξ ≡ ρ (mod p j ).
(7) By Theorem 3.5(3),
(8) By Theorem 3.5(5),
if h > i .
and any other block of E *
If h = i and α = ξ, then by Lemma 4.3(2) and 4.2,
If h = i and α = ξ, then by Lemma 4.3(3) and 4.2,
If h > i, then by Lemma 4.3(4) and 4.2, is an isomorphism by Lemma 4.2.
(2) By Theorem 3.4, C p1 ≀ C p2 ≀ · · · ≀ C p d is triply-regular, namely T 0 (x) = T (x).
T (x)/U = Span{E *
For any (i, α) ∈ [Σ
