
































研 究 部 門 便 り
しかし，現システムの導入から４年が経ち，計算スピードも世界約150位程度に落ち，並列計算
の増加でジョブ結果を得るのにかかる最大の時間が，約５－15日程度になるジョブもすべての月
で発生しています。
また，最先端の研究では，多くの自然現象や人工的な三次元の時間的に変化する系を一般的に
扱おうとするため，系の簡単なモデルを使うことができず，系の各要素がしたがう基礎法則や支
配法則から出発して研究を進めるため，大規模計算が必要とされます。例えば，各方向を1000等
分するとしただけである時刻に，10の９乗のデータを扱う計算を行う必要が生じ，現コンピュー
タシステムは満足できる状況からは程遠いと言えます。
こうした状況を打ち破るため，近年，より多くのコンピュータを並列化して使うなどの大規模
計算を実行するためのアーキテクチャ，アルゴリズムの研究開発，また，実用性を重視したソフ
トウェア基盤開発が，活発に進められており，大規模計算を進める上でこうした研究成果を活用
することが重要となってきています。さらに，地理的に分散したさまざまな資源（計算機・スト
レージシステム・観測装置や計測装置から出力されるデータ・アプリケーションソフトウェアな
ど）を，ネットワークを介して接続し，あたかも１つのシステムとしてみなすグリッドコンピュ
ーティングの研究も進められています。
本センターでは，こうした計算環境の
変化に対応するため昨年度，グリッドコ
ンピューティング研究用システムとして
Fujitsu PRIMEPOWER HPC2500を導入
し，平成16年度末には，新しいスーパー
コンピュータシステムの導入を計画して
います。
本研究部門では現システムの運用経験
を生かして，これらのシステムを使って，
世界最先端を行く良質な大規模計算環境
を実現し，学内の計算資源の一層の効率
的な利用をめざすため，
信頼性のある効率的グリッドコンピューティングの先駆的利用法やスーパーコンピューティ
ング・グリッドなどの超並列計算技術研究
プロセス分配・移送，通信などの効率化による大規模分散計算機利用環境の研究
大規模並列計算機システムの効果的な管理・使いやすいインタフェースの構築
などの研究を行いつつあります。
グリッドコンピューティング，特にスーパーコンピューティング・グリッドは，本研究部門の
研究課題の中でも重要なものの１つと位置づけています。京都大学及び九州大学との間での分散
並列ジョブ実行の性能評価や，スーパーコンピューティング・グリッド研究に使いやすいネット
ワーク（スーパーSINET）の再構成など具体的な成果もでてきています。また，従来のスーパー
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コンピューティング・グリッドの枠組みとは独立に，Javaを用いた分散HPC概念の構築と，独自
PCクラスタによる実証実験も行っています。
このように本研究部門は既存のサービスを維持・改善しつつ，かつ，次世代・次々世代のHPC
に向けた研究開発を推進しています。
（いしい　かつや：名古屋大学情報連携基盤センター大規模計算支援環境研究部門）
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