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Abstract
Structure from Motion (SfM) denotes one of the central problems in computer vision. It deals
with the reconstruction of a static scene from an image sequence of a single moving camera.
This task is typically divided into two alternating stages: tracking, which tries to identify the
camera’s position and orientation with respect to a global coordinate system, and mapping,
which uses this information to create a depth map from the current camera frame.
There are already numerous approaches in the literature concerning local reconstruction
techniques which attempt to create sparse point clouds from selected image features. However,
the resulting scene information is often insufficient for many fields of application like robotics
or medicine. Therefore, dense reconstruction has become more and more prominent in recent
research.
In 2011, Newcombe et al. [NLD11] presented a new technique called DTAM (Dense Tracking
and Mapping), which was one of the first to create fully dense depth maps based on variational
methods. Since then, most of the follow-up work concentrated on performance rather than
on qualitative optimization due to DTAM’s limited real-time capability compared to sparse
methods.
It is therefore the objective of this thesis to improve the quality and robustness of the original
DTAM algorithm and extend it to a generalized and modular mathematical framework. In
particular, the influence of different constancy assumptions and regularizers will be evaluated
and tested under various conditions using multiple benchmark data sets.
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Kurzfassung
Structure from Motion (SfM) ist eines der zentralen Probleme im Bereich des maschinellen
Sehens und beschäftigt sich mit der Rekonstruktion einer statischen Szene aus den Bilddaten
einer einzelnen bewegten Kamera. Das Vorgehen wird dabei typischerweise in zwei sich
abwechselnde Schritte unterteilt: In der Tracking-Phase wird zunächst versucht, die Position
und Orientierung der Kamera bezüglich eines globalen Koordinatensystems zu bestimmen.
Diese Information wird dann in der anschließenden Mapping-Phase dazu verwendet, aus der
aktuellen Kameraperspektive eine Tiefenkarte zu erstellen.
In der Literatur gibt es bereits eine Vielzahl an lokalen Rekonstruktionsverfahren, die aus
ausgewählten Bildmerkmalen dünn-besetzte Punktwolken erzeugen können. Für viele Anwen-
dungsbreiche wie beispielsweise der Robotik oder der Medizin reichen die daraus gewonnenen
Informationen jedoch oft nicht aus, weshalb sich die Forschung seit einigen Jahren verstärkt
mit dichten Rekonstruktionsmethoden beschäftigt.
Mit DTAM (Dense Tracking and Mapping) stellte Newcombe et al. [NLD11] 2011 eines der
ersten auf Variationsansätzen beruhende Verfahren zur Bestimmung von dichten Tiefenkarten
vor. Da der Algorithmus trotz moderner Hardware auch heute noch nur bedingt echtzeitfähig
ist, gab es seitdem verschiedenste Vorschläge zur Optimierung der Geschwindigkeit, jedoch
nur wenige zur qualitativen Verbesserung.
Ziel dieser Arbeit ist es daher, die Qualität und Robustheit des ursprünglichen DTAM-Ansatzes
zu verbessern und die zugrunde liegenden Konzepte in ein generalisiertes und modulares
Modell zu übertragen. Dabei wird vor allem der Einfluss verschiedener Konstanzannahmen
und Regularisierern untersucht und die Ergebnisse an mehreren Benchmark Datensätzen unter
unterschiedlichen Bedingungen getestet.
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1. Introduction
1.1. Applications
Dense 3D reconstruction of a scene is already used in a wide variety of areas, above all robotics.
Robots do not just need to be able to localize themselves but also to build a map of there
surrounding in order to avoid obstacles while navigating through unknown environments,
interact with objects in the scene and adjust their behavior based on the gathered information.
Two prominent examples of such autonomous systems are drones and self-driving cars, which
apart from other sensors also rely on visual data from built-in camera systems. Figure 1.1a
shows an image of a street scene captured from a moving car and its corresponding depth map
which can help to identify obstacles more robustly based on their distance to the car. Figure
1.1b illustrates both the trajectory and the point cloud reconstruction of a building from an
areal drone flight.
Apart from robotics, dense visual SLAM can also be applied in augmented reality (AR) applica-
tions. Having a complete model of the scene allows virtual models to be rendered correctly
even when they are partially occluded by real-world objects. Furthermore, it enables com-
pletely new possibilities for game designers since their virtual characters can now actually
interact with the surrounding geometry instead of just move on a predefined plane. In 2010,
Newcombe et al. [ND10] demonstrated their monocular dense reconstruction algorithm by
(a) (b)
(c) (d)
Figure 1.1.: Examples for dense mapping: a) Depth map reconstruction from a moving car [RVCK16],
b) Point cloud from an areal drone [ESC14], c) AR racing game with surface interaction
[ND10], d) dense reconstruction of a moving heart from a monocular camera [GRA13].
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means of an AR car game in which the virtual vehicle can be steered on an arbitrary surface,
bounce against obstacles or even jump over a ramp, as illustrated in Figure 1.1c.
A strong research effort is also directed towards medical applications such as robot-assisted
surgery. Chang et al. [CSDE13] proposed a method for 3D reconstruction of stereo-endoscopic
images with the objective of enhancing the visual information and simplifying navigation and
handling of surgical instruments. Garg et al. [GRA13] even achieved similar results with a
single camera using non-rigid structure from motion (see Figure 1.1d).
However, dense depth maps are not only useful for 3D reconstruction of objects, they can
also be helpful in object recognition. Recent studies show that running convolutional neural
networks on RGB-D data can both reduce training time and improve the accuracy of the
prediction [Ale16].
1.2. Problem Formulation
Like most of the problems in computer vision, the reconstruction of a 3D scene from a 2D
image is a so-called inverse problem which is inherently difficult to solve. In contrast to forward
problems which use a parametric model (camera position, scene geometry, light sources, ...) to
generate data (2D images), inverse problems try to estimate the model parameters given the
data. Due to the resulting ambiguity, inverse problems are typically ill-posed in the sense that
there exists either no solution, many solutions or the solution procedure is unstable such that
small fluctuations in the data cause large variations in the model [Wer12, p. 22f].
One way to overcome this depth ambiguity is to view the scene from at least two different
perspectives. The distance of an object from one of the cameras can then be inferred from the
disparity of its projections in the two images [Str15, p. 1]. However, computing the disparity
requires knowledge about which two image points actually originated from the same point in
3D space. Thus, the problem of 3D reconstruction boils down to what is known in computer
vision as the correspondence problem [Str15, p. 7f].
In the general case, the correspondence problem is hard to solve for multiple reasons. First of
all, depending on the distance (baseline) between the two cameras, some parts of the scene
may be occluded and only visible from one perspective which makes it impossible to find
correspondences. Adding additional views such that each point in the scene is observed by
at least two cameras theoretically solves the occlusion problem but not the correspondence
problem. The question still remains which metric to choose in order to determine whether two
image points are really correspondences? Making decisions only based on the comparison of
pixel intensities is generally not sufficient since this implies the assumption of perfectly diffuse
surfaces under constant illumination. Additional specular reflections not to mention refractions
can lead to strongly varying image intensities depending on the viewing angle. Furthermore,
sensor noise, motion blur or auto exposure of physical cameras make it even harder to find
reliable correspondences [New12, p. 17f].
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Another difficulty arises in the context of monocular SLAM which sequentially takes multiple
images from different perspectives with only one camera compared to stereo or multi-view
stereo approaches that take two or more images with different cameras at the same time.
While in the latter case the 3D scene is static and consistent for all views, it is possible in
monocular SLAM that the scene changes between two frames due to moving objects. Although
it is inherently impossible to do a reconstruction of moving objects with a single camera, there
are some approaches that try to overcome this problem by imposing additional constraints
on the scene motion. A brief overview of such techniques is provided in Chapter 3. However,
since this is not the focus of the thesis, static scenes are assumed from hereon.
But even if the brightness constancy assumption holds, there still might be no unique solution
because multiple pixels in both images are likely to have the same intensities. This problem
becomes particularly apparent in uniquely-lit, poorly-textured regions where a large number
of pixels are potential candidates. The majority of methods in the literature thus concentrate
on extracting meaningful feature sets from the images and finding reliable correspondences
among them which yields sparse point clouds as illustrated in Figure 1.2.
Although the quality, robustness and real-time capability of these sparse structure-from-motion
algorithms have significantly improved in recent years, there are still lots of fields of application
where dense reconstruction is required. In order to create dense depth maps, information
must be propagated from image regions with high feature concentration to regions where no
reliably statement can be made. This process is known as regularization and can be achieved
via variational methods.
Figure 1.2.: Feature-based point cloud reconstruction based on established correspondences [Str15].
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Apart from the challenges discussed above, there are actually a lot more aspects in the
reconstruction pipeline that need to be considered. These include, amongst others, camera
calibration, image registration and drift correction which are necessary to determine the
camera pose of each image. This information from this so-called tracking-stage is required as
input for the mapping-stage which is concerned with the actual scene reconstruction. Some of
the fundamental principals of both aspects are covered in Chapter 2, however, the focus of this
thesis is clearly on mapping.
1.3. Outline of the Thesis
In this work we propose and evaluate multiple extensions and improvements to the original
DTAM mapping method from 2011 [NLD11] and integrate them into a unified mathematical
framework.
Therefore, the next chapter provides the mathematical basis required for the understanding
of the thesis including pose estimation, structure-from-motion as well as fundamentals in
variational methods and convex optimization. Chapter 3 gives a brief overview of dense
mapping techniques available in literature in order to emphasize the differences to our method.
Chapter 4 undertakes a mathematically more in-depth analysis of the DTAM method especially
focusing on its limitations which are being addressed in the subsequent chapters. In Chapter 5,
we present our new modular framework and the changes to the original implementation are
highlighted. Following this, Chapter 6 provides a comparative analysis of different configura-
tions in the data and the regularization term, respectively, concerning quality and robustness
under noise, motion blur and varying illumination conditions. In the closing chapter, we draw
some concluding remarks and discuss the benefits and limitations of our framework with
potential starting points for further research.
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2. Mathematical Preliminaries
2.1. Notation
In this section, we provide a brief overview over the mathematical notations and conventions
used throughout the thesis.
Scalar values are indicated by plain lower case letters ( x ), whereas vectors are represented by
bold lower case letters ( x ). In case of homogeneous coordinates, the notation is extended by
a tilde above the symbol ( x˜ ). Unless otherwise specified, matrices are denoted by bold capital
letters ( X ).
Vector norms are depicted with two bars on each side of the vector and a subscript indicating
the type of the norm. Some of the most important ones are the L1 norm, the L2 norm and the
Huber norm which are defined as follows:
∥x∥1 =
N∑
k=1
|xk| , ∥x∥2 =
√√√√ N∑
k=1
x2k =
√
x⊤x , ∥x∥ϵ=

∥x∥22
2ϵ , if ∥x∥2≤ ϵ
∥x∥2− ϵ2 , otherwise.
(2.1)
2.2. Pinhole Camera Model
The pinhole camera is one of the most used approximations of a real camera in computer
vision. It models the aperture as a single point such that no lenses are required to focus
the incoming light. In reality, however, various optical artifacts like geometric distortions,
chromatic aberration and blurring may occur depending on the quality and number of lenses in
the camera. Therefore, the pinhole model is usually only a first approximation to the generally
much more complicated projection process which is often supplemented by other non-linear
methods which try to compensate for these effects [Deb96, p. 28 ff].
Figure 2.1 illustrates the projection of a 3D point p = [xw, yw, zw]⊤ onto the virtual image
plane. In contrast to a physical camera, the image plane is located at focal lens distance f in
front of the optical center C in order to avoid reversing the image after the projection. The
intersection between the optical axis and the image plane is called principal point.
In order to obtain the pixel coordinates u = [x, y]⊤ of the projection, the 3D point p must first
be transformed from the world coordinate system into camera coordinates pc = [xc, yc, zc]⊤.
This mapping can be expressed in terms of a 4×4 linear transformation matrix in homogeneous
coordinates which is also known as extrinsic matrix [Str15, p. 3]:
p˜c =

xc
yc
zc
1
 =

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1


xw
yw
zw
1
 . (2.2)
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Figure 2.1.: Projection of a 3D point p onto the image plane using the pinhole camera model (adapted
from [Str15, p. 4]).
In a second step, p is projected onto a point x = [xi, yi]⊤ on the image plane by applying the
theorem of intersecting lines:
xi = f
xc
zc
, yi = f
yc
zc
. (2.3)
By choosing f = 1, this yields the following homogeneous 3× 4 projection matrix:
x˜ =
 xiyi
1
 ∼
1 0 0 00 1 0 0
0 0 1 0


xc
yc
zc
1
 . (2.4)
The final transformation maps the image coordinates x˜ = [xi, yi, 1]⊤ to pixel coordinates
u˜ = [x, y, 1]⊤. By including the focal length f as well as the image resolution into the
transformation we obtain the camera-specific intrinsic matrix K given below:
u˜ =
 xy
1
 ∼
fx α cx0 fy cy
0 0 1

 xiyi
1
 , (2.5)
where c = [cx, cy]⊤ and f = [fx, fy]⊤ are the principal point and the focal length in pixel units,
respectively. The focal length components fx = f · kx and fy = f · ky in turn represent the
product of the physical focal length f in meters and the pixel densities kx and ky in x- and
y-direction, respectively, given in pixels per meter. The parameter α denotes an additional
skew factor in case of non-rectangular images. In the optimal case, fx and fy are identical and
α is zero.
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The entire projection can eventually be expressed as a single 3 × 4 matrix composed of the
extrinsic and intrinsic camera parameters:
P ∼K[R t], (2.6)
where R and t represent a 3 × 3 rotation matrix and a 3D translation vector, respectively.
Unfortunately, the projection matrix cannot simply be inverted to regain the 3D position from
2D pixel coordinates since it is only of rank 3 after the projection step. Thus, the objective of
this thesis is to present and evaluate several methods to robustly reconstruct the lost depth
information based on the concepts discussed in the following sections.
2.3. Epipolar Geometry
As depicted in Figure 2.2, epipolar geometry describes the geometric relationship between two
cameras. In the context of monocular SLAM, the two camera views represent two different
frames in a temporal image sequence. The transformation matrix between the two cameras is
known as the relative camera pose and has six degrees of freedom (DoF), 3 for rotation and 3
translation, respectively.
The distance between the optical centers c1 and c2 is called baseline. The epipoles e˜ and e˜′
are defined by the projection of the optical center of one camera onto the image plane of the
respective other. Along with the 3D scene point p, the two optical centers span a plane which
is known as the epipolar plane. The intersections of the epipolar plane with the two image
planes yields two so-called epipolar lines, one of which is labeled as l˜2.
Each image point in one image corresponds to an epipolar line in the other one because it
represents the projection of the ray from the optical center through that point. Therefore, an
epipolar line contains all possible depth values of the scene point p along that ray as seen from
the respective other camera. In other words, given the image coordinates x˜1 of a projected 3D
point in one image, the corresponding point x˜2 in the other image must lie on the epipolar
line l˜2 [Str15, p. 9].
Figure 2.2.: Illustration of epipolar geometry with optical centers c1 and c2, epipoles e˜1 and e˜2 and
an epipolar line l˜2 from the projection of a scene point p (adapted from [Str15, p. 10]).
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2.3.1. Essential Matrix
The geometric relationship between two image points can be expressed by the essential matrix
E which yields the following epipolar constraint
x˜⊤1 E x˜2 = 0. (2.7)
E is a 3 × 3 matrix expressing the coplanarity constraint of the epipolar geometry. It is con-
structed from the extrinsic parameters of the relative pose between two cameras as follows:
E ∼ [t]×R, (2.8)
where [t]× is the cross product matrix of the translation vector t = [tx, ty, tz]⊤ given by:
[t]× =
 0 −tz tytz 0 −tx
−ty tx 0
 . (2.9)
However, E is only defined up to an arbitrary scale which results in only 5 DoF and rank 2.
Therefore, the essential matrix can be estimated from at least 5 point correspondences as
detailed in [Nis04].
When the essential matrix is known, it can be decomposed into the extrinsic parameters using
singular value decomposition which yields the desired relative pose between the two cameras
[Str15, p. 12].
Note that the epipolar constraint in Equation 2.7 operates on image coordinates rather than
pixel coordinates. As shown in Equation 2.5, the transformation from image to pixel coordinates
and vice versa requires the intrinsic matrix K of the camera which can be estimated in a
calibration process as described in [Str15, p. 5f].
2.3.2. Fundamental Matrix
The epipolar constraint can also be reformulated in terms of pixel coordinates by applying the
relationship from Equation 2.5 as follows:
x˜⊤1 E x˜2 = 0
(K−11 u˜1)⊤E (K−12 u˜2) = 0
u˜1
⊤(K−⊤1 E K−12 )u˜2 = 0
u˜1
⊤F u˜2 = 0,
(2.10)
where F is the so-called fundamental matrix which consists of the intrinsic matrices of the two
cameras K1 and K2 1 as well as the extrinsic parameters from the essential matrix E.
1In the context of monocular SLAM, K1 and K2 are identical because the two views represent different frames in
an image sequence of a single moving camera.
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F is a 3× 3 matrix of rank 2 and has 7 degrees of freedom. Due to the requirement that its
determinant must be zero, 8 point correspondences are required to estimate F as detailed in
[Str15, p. 10f]. Alternatively, only 7 correspondences can be used by additionally enforcing the
rank 2-constraint via singular value decomposition. Once the fundamental matrix is known,
the essential matrix E can be recovered using the following relation:
E = K2⊤FK1. (2.11)
From the essential matrix, the extrinsic parameters and thus the full projection matrix P can
be recovered.
2.4. Structure from Motion
Given the projection matrices of all images in the sequence, the 3D position of each pixel
correspondence can be reconstructed by means of triangulation. In theory, this is a trivial
task since it only requires finding the intersection of the rays from each of the camera centers
through the respective pixel coordinate as illustrated in Figure 2.3. However, due to sensor
noise, image discretization and inaccurate correspondence estimation, the rays are generally
not intersecting. Instead, the scene point location is estimated by minimizing the distance
between both rays [Str15, p. 13f].
Since this initial guess is usually not accurate enough, additional optimization is required to
improve the precision and the consistency of the reconstruction among multiple views. One of
the most used methods is called bundle adjustment, which iteratively refines both structure (3D
points p˜j) and motion (projection matrices Pk) parameters by minimizing a cost function.
Figure 2.3.: Triangulation of corresponding image points from two different views. uˆ1 and uˆ2 denote
the "optimal" coordinates which intersect at the real scene point Xˆ. u1 and u2 are the
computed correspondences which yield two non-intersecting rays. The estimated scene
point X is then set to the position that minimizes the distance between these rays (adapted
from [Str15, p. 14]).
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The idea is based on the observation that the projection of a triangulated point p˜j onto the
image plane of camera ck given by
u˜j,k = Pkp˜j (2.12)
is generally not fulfilled. The cost function is thus defined as the sum of squared reprojection
errors between the measured and the estimated pixel positions:
argmin
p˜,P
M∑
j∈U
N∑
k∈V
∥u˜j,k − Pkp˜j∥22, (2.13)
where U = {p˜0, ... , p˜j , ... , p˜M−1} denotes a set of triangulated scene points and V =
{P0, ... ,Pk, ... ,PN−1} is the set of views with corresponding projection matrices from
which the points are visible. Assuming that the initial pixel coordinates uˆj follow a Gaussian
distribution, the optimized scene points correspond to the maximum likelihood solution [Str15,
p. 37].
The cost function is usually minimized using the Gauss-Newton approximation. For a more
thorough introduction to bundle adjustment, please consult [TMHF00].
2.5. Diffusion Processes
2.5.1. Physical Background
Diffusion is a physical process that obeys two important principals: concentration equilibration
and conservation of mass [Wei98, p.2].
The first property describes the behavior of particles in gases and fluids to compensate for
concentration differences ∇f by inducing flux j in opposed direction and can be stated
mathematically by Fick’s law:
j = −T∇f. (2.14)
The diffusion tensor T is a positive definite matrix which expresses the direction and strength
of the flux relative to the concentration gradient. Based on the choice of T , diffusion processes
can be categorized as follows:
Diffusion is called inhomogeneous if the diffusion tensor spatially varies over the input domain,
otherwise the diffusion is homogeneous. If the diffusion tensor furthermore depends on the
concentration gradient, the diffusion process becomes nonlinear. Another important distinction
can be made concerning the flux direction. If the flux is parallel to the concentration gradient,
one speaks of isotropic diffusion. This special case can be achieved by setting T = diag(g),
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where g is a positive scalar diffusivity factor. In the general case, which is consequentially
called anisotropic diffusion, the flux and the concentration gradient are not parallel [Wei98,
p.2].
The second essential property is the conservation of mass which means that a diffusion process
does not add/remove mass to/from the system. This requirement is expressed by the continuity
equation given by
∂f
∂t
+∇ · j = 0, (2.15)
which states that the concentration inside a small region of the domain can only change (∂f∂t )
by flux entering or exiting the bounds of that region (∇ · j) but not by sinks or sources within.
Putting Equations 2.14 and 2.15 together yields the following general diffusion formulation
[Wei98, p.2]:
∂f
∂t
= ∇ · (T∇f). (2.16)
But diffusion processes are not just used for modeling physical systems but are also a funda-
mental concept in image processing. In this context, the particle concentration corresponds to
pixel values I(u) and the concentration differences to image gradients.
In the following, we discuss three different types of diffusion processes in the context of image
denoising where f corresponds to the smoothed solution and I represents the grayscale (noisy)
input image used for initialization.
2.5.2. Linear Diffusion
Linear diffusion is the simplest type of diffusion since the diffusion tensor T is given by the
identity matrix. This simplifies the right-hand-side of Equation 2.16 to the Laplace operator:
∂f
∂t
= ∇ · (∇f) = ∆f. (2.17)
It can be shown that the solution of a linear diffusion process at time t is analytically given by
a Gaussian convolution of the input image I with σ =
√
2t
f(u, t) =
I(u) (t = 0)(K√2t ∗ I)(u) (t > 0) (2.18)
Therefore, linear diffusion has the same beneficial smoothing properties as Gaussian convolu-
tion such that Kσ ∗ I ∈ C∞ holds true even if I ̸∈ C∞ [Wei98, p. 4]. However, as illustrated
in Figure 2.5b, linear diffusion is not very useful in image denoising since it does not only blur
the noise but also all edges in the image.
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2.5.3. Isotropic Nonlinear Diffusion
In order to preserve dominant edges, non-linear diffusion methods have been developed which
adjust the amount of diffusion based on local image information. In 1990, Perona and Malik
[PM90] first introduced a scalar diffusivity term g which locally reduces the smoothing in
image regions with large gradient magnitude
∂f
∂t
= ∇ · ( g(∥∇f∥22)∇f ), (2.19)
where g is a function which maps the gradient magnitude to the range [0,1] as follows (see
Figure 2.4a ):
g(s2) = 11 + s2/λ2 (λ > 0). (2.20)
Furthermore, it is important to note that Perona-Malik diffusion does not only preserve edges
but enhances them [Wei98, p. 15]. In order to illustrate this behavior, an additional flux
function Φ is introduced which is defined as follows:
Φ(s) := s g(s2). (2.21)
For the one-dimensional case, Equation 2.19 can easily be reformulated in terms of flux:
∂f
∂t
= Φ′(fx)fxx, (2.22)
where fx and fxx denote the first and second derivatives in x-direction, respectively. Looking
at the plots in Figure 2.4b and 2.4c it becomes obvious that gradients with magnitudes
smaller than the contrast parameter λ satisfy Φ′(s) > 0 and thus result in forward diffusion.
However, gradients with magnitudes larger than λ yield backward diffusion due to negative
λ
0.0
1.0
g(s2)
λ
0.0
0.6
Φ(s)
λ
0.0
1.0
Φ′(s)
(a) diffusivity g (b) flux function Φ (c) flux derivative Φ′
Figure 2.4.: Plots of a) the diffusivity g, b) the flux function Φ and c) its derivative Φ′. The contrast
parameter λ controls the relation between forward (∥∇f∥2< λ) and backward (∥∇f∥2> λ)
diffusion [Wei98, p. 16].
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Φ′(s) values which causes an additional sharpening effect. Although this effect is desirable for
edge preservation, it also causes problems due to the ill-posedness2 of backward diffusion. In
contrast to linear diffusion, this means that generally there exists neither a stable nor a unique
solution [Wei98, p. 17f].
In order to ensure well-posedness of the problem, Alvarez et al. [ALM92] proposed regularizing
the image in the diffusivity term by means of Gaussian convolution fσ := Kσ ∗f which yields:
∂f
∂t
= ∇ · (g(∥∇fσ∥22)∇f). (2.23)
2.5.4. Anisotropic Nonlinear Diffusion
In contrast to isotropic models, anisotropic diffusion does not reduce smoothing uniformly at
large image gradients but only in the direction perpendicular to an edge. Smoothing along
edges is still possible which leads to well-defined edges with reduced noise as shown in Figure
2.5d.
Anisotropic diffusion can only be achieved by a full diffusion tensor which encodes different
diffusion strengths for different directions. Typically, one direction is chosen parallel (v1 ∥ ∇fσ)
and the other perpendicular to the image gradient (v2 ⊥ ∇fσ). These directions then become
the eigenvectors of the diffusion tensor with corresponding eigenvalues λ1 = g(∥∇fσ∥22) and
λ2 = 1. This configuration allows for full diffusion along edges and adaptive gradient-based
diffusion perpendicular to them [Wei98, p. 23]:
T =
[
v1 v2
] [λ1 0
0 λ2
] [
v⊤1
v⊤2
]
(2.24)
(a) noisy input image (b) linear diffusion (c) isotropic nonlinear
diffusion
(d) anisotropic nonlinear
diffusion
Figure 2.5.: Comparison of different diffusion types applied to a noisy input image: a) input image, b)
linear diffusion, c) nonlinear isotropic diffusion, d) nonlinear anisotropic diffusion [Wei98,
p. 117].
2A problem is called well-posed if there exists a unique and stable solution which continuously depends on the
input data. Otherwise it is called ill-posed [Wer12, p. 22f].
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2.6. Variational Methods
2.6.1. Introduction
In the previous section, we addressed the problem of estimating the camera pose and recon-
structing 3D information based on pixel correspondences between multiple views. However, it
is generally not possible to find reliable correspondences for each pixel in the image due to
effects like occlusion, sensor noise, motion blur or ambiguities in homogeneous textureless
regions. Therefore, many SLAM algorithms are limited to sparse ([KM07, MMT15]) or semi-
dense ([ESC14]) reconstructions.
In order to obtain a fully dense depth map, additional prior assumptions about the solution
must be integrated into the model. Hence, the desired dense depth map f is the result of an
initial noisy depth estimate I from a sequence of input images (measured data) and an addi-
tional smoothness constraint (prior knowledge). This type of problem can be well expressed
using Bayes’ Theorem:
P (f |I) = P (I|f) · P (f)
P (I) , (2.25)
where P (f |I) denotes the posterior probability, P (I|f) is the likelihood of the data and P (f)
represents the prior knowledge about the solution. The optimal solution fˆ can be obtained
by maximizing the posterior distribution using maximum a posteriori (MAP) estimation as
follows:
fˆMAP = argmax
f
P (f |I) = argmax
f
{P (I|f) · P (f)}. (2.26)
Usually, it is more convenient to express an optimization problem in terms of a minimization.
Therefore, the probability distribution in Equation 2.26 is converted into an energy functional3
by applying the negative logarithm [Tre13, p. 110]:
fˆ = argmin
f
{ −log[P (I|f)]− log[P (f)] }
≈ argmin
f
{ λD(f, I) +R(f) }. (2.27)
The above energy functional consists of a data term D corresponding to the negative log
likelihood and a regularization term R, which represents the negative log prior. The additional
weighting parameter λ controls the ratio between both terms. The data term is generally
defined as
D(f, I) =
∫
Ω
ΨD(ρ(f(u), I(u)))du, (2.28)
3A functional can be considered a function of functions which maps a an input vector space to a scalar field.
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where ΨD is a positive penalty function and ρ denotes the respective objective function of
a specific problem over the image domain Ω ⊂ R2. Similarly, the regularization term can
be expressed in terms the solution smoothness s and an additional penalty function ΨR as
follows:
R(f) =
∫
Ω
ΨR(s(f,u))du. (2.29)
The process of regularization is a well-known concept in computer vision and can be applied to
many other problems like optical flow, image segmentation or image denoising. Variational
methods offer a common framework for solving these kind of problems by minimizing an
energy functional whose stationary point represents the desired solution [Wer12, p. 24].
2.6.2. Relation between Regularization and Diffusion
Regularization is closely related to diffusion processes discussed in Section 2.5. This relation
can well be demonstrated considering the energy functional
Fn(fn) =
∫
Ω
∥fn − fn−1∥22+τ Φ(∥∇fn∥22) dΩ, (2.30)
with ρ(fn, fn−1) = fn−fn−1, ΨD(·) = ∥·∥22, s(f) = ∥∇f∥22 and ΨR(·) = Φ(·) where Φ : R→ R
is a convex, continuous and monotonously increasing function. An example of such a function
is given by
Φ(s) = s1 + s2/λ2 (λ ≥ 0). (2.31)
Note that Fn only depends on fn and not fn−1, which represents a constant input to the
functional. The superscript notation merely indicates the iterative nature of the problem.
The solution (stationary point) of the above energy functional is given by the condition
∇F(fˆ) = 0 which can be obtained by applying the Euler-Lagrange equation on the integrand F ′:
∂F ′
∂f
− d
dx
(∂F
′
∂fx
)− d
dy
(∂F
′
∂fy
) != 0 (2.32)
where fx and fy are the derivatives of f in x- and y-direction respectively [Osw15, p. 24]. The
resulting equation can be written in terms of a fully implicit, time-discrete iteration scheme as
follows:
fn − fn−1
τ
= ∇ · (Φ′(∥∇f∥22)∇f), (2.33)
which is equivalent to the fully implicit discretization of the Perona-Malik diffusion filter
presented above:
∂f
∂t
= ∇ · (g(∥∇f∥22)∇f). (2.19)
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Comparing both equations reveals that the weighting parameter τ of the regularization term
corresponds to the time step size in the discrete diffusion filter. Furthermore, the regularization
penalty Φ corresponds to the flux function defined in 2.22 which in turn denotes the derivative
of the diffusivity function g from Equation 2.20.
Therefore, computing the minimizer of the above energy functional is equivalent to performing
a single implicit, time-discrete iteration with the Perona-Malik diffusion filter. Although this
relation is only true for this specific case, a similar correlation between regularization and
diffusion filtering also holds for general variational formulations. A more detailed discussion is
provided in the work of Scherzer and Weickert [SW00].
2.6.3. Variational Image Denoising
In the following, we present some important variational formulations in the context of image
denoising which form the basis of the upcoming chapters. The objective here is to minimize the
difference between the noisy input image I and the denoised output image f while enforcing
smoothness on the solution.
The so-called Tikhonov model is one of the simplest forms since it uses quadratic penalty
functions for both the data and the regularization term [Wer12, p. 24]:
FT ikhonov(f) =
∫
Ω
1
2∥∇f(u)∥
2
2+λ
1
2(f(u)− I(u))
2du. (2.34)
The quadratic penalty is simple to optimize because it is continuously differentiable and yields
a linear system of equations after discretization. However, it also has several disadvantages.
First of all, it is not robust against outliers in the data term because a large error significantly
increases the total energy and thus has a strong influence on the solution. Furthermore, it does
not preserve discontinuities in the image since sharp edges with large gradient magnitudes
receive a strong penalty which yields a blurry result [New12, p. 28].
The ROF model tries to preserve image edges by using a L1 norm on the image gradient which
is known as Total Variation (TV) regularization:
FROF (f) =
∫
Ω
∥∇f(u)∥1+λ12(f(u)− I(u))
2du. (2.35)
Although TV-regularization is often expressed in terms of the L1 norm, it differs from the
general definition in Section 2.1. Instead, it represents a component-wise Euclidean L2 norm
and a point-wise defined L1 norm. In the discrete case, this can be written as the L2,1 norm as
follows [Wer12, p. 27]:
TV (∇f) = ∥∇f∥2,1=
M∑
i=1
N∑
j=1
√√√√(∂f
∂x
)2
i,j
+
(
∂f
∂y
)2
i,j
, (2.36)
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where f denotes the stacked vector version of f . For convenience, we stick to the L1 notation
in the rest of the thesis.
The TV-L1 model additionally replaces the quadratic penalty of the data term by the more
robust L1 norm which downweights the influence of outliers:
FTV−L1(f) =
∫
Ω
∥∇f(u)∥1+λ|f(u)− I(u)|du. (2.37)
However, the L1 norm also introduces new problems due to the undefined derivative at 0
which makes optimization more complex. Furthermore, TV regularization favors solutions
with piece-wise constant functions which leads to an undesirable staircase effect shown in
Figure 2.6c.
These artifacts can be avoided by extending the regularization to the Huber norm which
combines the favorable properties of both L1 and L2 norm. Small gradients with ∥∇f(u)∥2< ϵ
receive a quadratic penalty resulting in strong smoothing of small deviations whereas dom-
inant image edges with ∥∇f(u)∥2≥ ϵ are preserved due to the much weaker L1 norm. The
Huber-L1 model combines the robust L1 norm in the data term with the continuously differen-
tiable yet discontinuity-preserving Huber norm in the regularization term [New12, p. 101]:
FHuber−L1(f) =
∫
Ω
∥∇f(u)∥ϵ+λ|f(u)− I(u)|du (2.38)
The denoising result of the Huber-L1 model is shown in Figure 2.6d whereby the removed
staircase effect is most striking.
(a) ground truth (b) ground truth + noise (c) TV-L1 denoising (d) Huber-L1 denoising
Figure 2.6.: Variational image denoising: a) ground truth 3D model with surface normal visualization,
b) model with additional Gaussian noise with σ = 0.2, c) result of TV-L1 denoising with λ
= 4.64, d) result of Huber-L1 denoising with λ = 4.64 [New12, p. 100ff].
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2.7. Convex Optimization
In the previous section we introduced the concept of variational methods and the formulation
of problems in terms of energy functionals. In the following, we discuss some variational
optimization techniques which try to obtain the target function by minimizing the energy.
Optimization problems can generally be divided into convex and non-convex problems. The
fundamental difference between both classes is the existence of local minima. When minimizing
a non-convex function, the obtained minimum may only be one of many minima and not
necessarily the global one. On the other hand, strictly convex functions are guaranteed to have
at most one minimum which necessarily denotes the desired global solution.
2.7.1. Convex Analysis
In order to determine whether an optimization problem is convex or not, some essential
definitions and properties of convexity are required:
• Definition 1: A set C is convex if for any two points x1 and x2 in the set, the straight
line segment between the two points is also part of the set (see Figure 2.7a and 2.7b)
[BV04, p. 23] :
αx1 + (1− α)x2 ∈ C, α ∈ [0, 1] (2.39)
• Definition 2: The set of all convex combinations of points x1, ...,xk in a set C span the
so-called convex hull. If C is not convex, then conv C is the smallest convex set that
contains C. Otherwise, C and conv C are identical [BV04, p. 24].
conv C = {
k∑
i=1
αixi | xi ∈ C,αi ≥ 0,
k∑
i=1
αi = 1} (2.40)
• Definition 3: The epigraph of a function F (x) : Rm → R is defined to be the set of all
points in the function domain which lie above or on the graph (see Figure 2.7d) [BV04,
p. 75]:
epi F (x) = {(x, t) | x ∈ Rm, F (x) ≤ t} (2.41)
• Definition 4: A continuous function F (x) : Rm → R is convex if epi F (x) forms a convex
set. In geometric terms this means that a line segment between two arbitrary points on
the function graph lies above or on the graph (see Figure 2.7c) [BV04, p. 67]:
F (αx1 + (1− α)x2) ≤ αF (x1) + (1− α)F (x2), α ∈ [0, 1] (2.42)
If Equation 2.42 also holds in the case of strict inequality, function F is called strictly
convex.
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• Lemma 1: Given a convex function F (x) : Rm → R, then the affine mapping of F is also
convex:
G(x) = F (Ax+ b) (2.43)
where G : Rn → R, x ∈ Rn, b ∈ Rm and A ∈ Rm×n is a linear operator.
• Lemma 2: The weighted sum of convex functions F1, ..., Fm with non-negative scalar
values λ1, ..., λm yields again a convex function F [BV04, p. 79]:
F =
m∑
i=1
λiFi, λ1, ..., λm ≥ 0 (2.44)
• Lemma 3: The point-wise maximum of two convex functions F1, F2 is also convex:
[BV04, p. 80]:
F (x) = max
{
F1(x), F2(x)
}
(2.45)
(a) convex set (b) non-convex set
(c) convex function (d) epigraph of a convex function
Figure 2.7.: Examples for convexity [Wer12, p. 29f].
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Based on the above statements, we can make an assessment of the convexity of energy
functionals presented in Section 2.6. Using the example of the ROF model given below, it
becomes clear that the energy functional consists of a weighted sum of two convex functionals
ΨR(x) = ∥x∥1 and ΨD(x) = ∥x∥22 in the regularization and data term, respectively.
FROF (f) =
∫
Ω
∥∇f(u)∥1+λ12(f(u)− I(u))
2du. (2.35)
Furthermore, the data term is obviously linear in f and also the gradient operator in the
regularization term can be expressed in terms of an affine mapping as follows [New12, p. 76]:
∇f ≜ Af =

∂
∂x 0 . . . 0
0 ∂∂x . . . 0
...
...
. . .
...
0 0 . . . ∂∂x
∂
∂y 0 . . . 0
0 ∂∂y . . . 0
...
...
. . .
...
0 0 . . . ∂∂y


f1,1
f1,2
...
fM,N
 =

∂f1,1
∂x
∂f1,2
∂x
...
∂fM,N
∂x
∂f1,1
∂y
∂f1,2
∂y
...
∂fM,N
∂y

, (2.46)
where f ∈ RMN is the stacked vector version of the regularized image f with resolution M×N
and A ∈ R2MN×MN corresponds to the linear gradient operator with partial derivatives ∂∂x
and ∂∂y which are computed using a forward difference scheme
4.
Consequently, according to Lemmata 1 and 2 from above, the energy functional FROF itself is
convex and thus has a unique global minimum.
2.7.2. Descend Methods
Given a variational optimization problem with a convex functional F : Rn → R of the form
min F(f), (2.47)
the necessary and sufficient condition for the solution fˆ , if there exists any, is given by its
stationary point at ∇F(fˆ) = 0. Although the above equation theoretically allows to directly
compute the optimum, most of the energy functionals used in computer vision are too complex
to be solved analytically. Therefore, iterative gradient descent methods can be applied which
approach the minimum by marching along the steepest descend direction δ with step size
τ ∈ R [Wer12, p. 34]
fn+1 = fn + τδ. (2.48)
4Note that Equation 2.46 uses a hybrid discrete-continuous formulation in order to simplify the matrix notation.
Details about the numerical implementation of the discrete gradient operator are provided in Section 2.7.7
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Step Size
The choice of τ has large effects on the convergence properties of the algorithm. If the step
size is too small, a large number of iterations is required to reach the optimum. A large value
of τ , on the other hand, can cause overshootings such that the method always jumps back and
forth around the minimum without ever reaching it.
Therefore, many different approaches for determining the optimal step size have been proposed.
A commonly used method is called backtracking line search which ensures a monotonous and
sufficient decrease of F in each step. The idea is to adaptively increase or decrease the step
size such that the function decreases at least a fraction ϱ of the expected decrease if it was
linear in the current point f :
while
(
F(f + τδ) > F(f) + ϱ∇F(f)⊤(τδ)
)
do τ ← ατ, (2.49)
where α ∈ [0, 1] decreases the step size until the condition is satisfied. The above constraint
is known as the first Wolfe condition. After each gradient step, τ is increased again in case a
large step is possible in the next iteration [BV04, p. 464f]. Figure 2.8 illustrates the superiority
of backtracking line search over constant step sizes.
Step Direction
Similar to the choice of the step size, there are many different methods for determining the
step direction. Two of the most widely-used methods are briefly discussed in the following.
Considering the first order Taylor expansion at the current location f :
F(f + τδ) = F(f) +∇F(f)⊤δ, (2.50)
(a) small constant τ (b) large constant τ (c) adaptive τ
Figure 2.8.: Effect of the step size on the convergence of gradient descend methods: a) small τ leads to
slow convergence, b) large τ results in overshooting, c) adaptive τ using backtracking line
search reduces the number of iterations [FG16, p. 4].
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it becomes obvious that the linear correction term ∇F(f)⊤δ is maximized if δ is chosen parallel
to the gradient. Since Equation 2.47 is formulated as a minimization problem and the gradient
always points in the direction of the largest increase, a natural choice for the step direction is
the negative gradient: δ = −∇F(f).
However, this choice of δ yields an implicit dependence on the gradient magnitude which is
generally not desirable. Consider an energy landscape with a large flat region and a steep
minimum. In the flat area with very small gradients, the direction vector is also very small
which results in a large number of iterations. In the steep area around the minimum, however,
the increased gradients yield much larger steps which may lead to overshootings.
One possible solution to this problem is the so-called Newton method which chooses the optimal
step size based on the second order Taylor expansion:
δˆ = argmin
δ
(F(f) +∇F(f)⊤δ + δ⊤∇2F(f)δ)
= −(∇2F(f))−1∇F(f),
(2.51)
where ∇2F(f))−1 denotes the inverse Hessian of F . Geometrically, this means that the Newton
method first approximates the function locally with a parabola and then directly jumps to its
minimum. Another very beneficial property of the Newton step is its invariance under affine
coordinate transformations [BV04, p. 484ff].
2.7.3. Time Marching Scheme
Since F typically does not only depend on f but also on its derivatives ∂f∂x and ∂f∂y , the gradient
of F can be obtained by applying the Euler-Lagrange equation given in 2.32. Using the example
of the ROF-model from 2.35 and choosing δ = ∇F yields the following plain gradient descend
time marching scheme [PUCB08]:
fn+1i,j = fni,j − τ
[
−∇ · ( ∇f
n
∥∇fn∥1 ) +
1
λ
(fn − I)
]
i,j
. (2.52)
However, the above iteration scheme contains several problems: first of all, 1/∥∇fn∥1 yields
a highly non-linear expression and second, the equation contains a singularity at ∇fn = 0.
Using a regularized version of the L1 norm ∥∇fn∥ε=
√∥∇fn∥1+ε avoids division by zero.
However, if ε is chosen too large, the desirable property of the L1 norm to preserve image edges
gets lost [PUCB08]. On the other hand, a very small ε still results in an almost degenerate
equation as well as slow convergence in flat areas due to the time step constraint given by the
Courant-Friedrichs-Lewy (CFL) condition:
τ ≤ c∆x2∥∇f∥1, (2.53)
where c denotes the Courant number and the spatial discretization step ∆x is typically set to 1
[Sou10, p. 39].
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2.7.4. Duality and the Legendre-Fenchel Transform
In order to resolve the problems associated with the non-differentiability in the gradient de-
scend method discussed above, a lot of attention has been focused on developing optimization
schemes based on the dual formulation. Each minimization problem (in this context denoted
as the primal problem) can be expressed as a dual problem by transforming the objective
function f : V → R into its conjugate function f∗ : V∗ → R in dual space V∗ by applying the
Legendre-Fenchel Transform as follows [BV04, p. 91ff] 5:
f∗(y) := sup
x∈V
{
⟨y,x⟩ − f(x)
}
, (2.54)
where x and y are the primal and dual variables, respectively, and the inner product between
both vectors is given by ⟨·, ·⟩ [New12, p. 31].
In order to get a more intuitive understanding of the geometric relationship between a function
and its conjugate, it is helpful to consider a convex, continuously differentiable function
f : R → R. As illustrated in Figure 2.9a, the dual variable y corresponds to the slope of
the function f at the corresponding primal variable x whereas the conjugate function f∗(y)
represents the negated tangent value at x = 0. The resulting conjugate function f∗(y) is
illustrated in Figure 2.9b [Wer12, p. 31f].
(a) convex function f(x) (b) convex conjugate function f∗(y)
Figure 2.9.: Illustration of the geometric relationship between a) a convex function f(x) and its convex
conjugate f∗(y) (adapted from [Wer12, p. 32]).
5Note that in the context of Section 2.7.4, f(x) represents a general objective function of a primal variable x. Do
not confuse this notation with the regularized image of the previous sections which we denoted by f(u).
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If f is a continuously differentiable and convex function, then each point x has a unique
and well-defined slope. However, for non-convex functions, the mapping between x and its
slope is no longer unique because multiple points can have the same slope. Therefore, the
Legendre-Fenchel transform is defined to map each slope (dual variable y) to the minimum
value of the corresponding tangents at x = 0 which is equivalent to the supremum of the
right-hand side in Equation 2.54.
The convexity of f∗ is given by Lemma 3 which guarantees convexity invariance under point-
wise maxima (see Section 2.7.1). This leads to the interesting property that the conjugate of
any non-convex function becomes convex.
Applying the Legendre-Fenchel transform again on f∗(y) yields the so-called biconjugate
function f∗∗ [Wer12, p. 31f]:
f∗∗(x) := sup
y∈V∗
{
⟨x,y⟩ − f∗(y)
}
, (2.55)
which corresponds to the convex envelop of the original function f(x). If f(x) is already
convex, then it is identical to its biconjugate: f(x) = f∗∗(x).
Furthermore, the Legendre-Fenchel Transform converts non-differentiable points of convex
functions into affine parts such that the convex conjugate is everywhere continuously differen-
tiable (see Figure 2.10).
(a) non-convex function f(x) (b) conjugate function f∗(y) (c) biconjugate function f∗∗(x)
Figure 2.10.: Illustration of a) a non-convex function f(x) b) its convex conjugate f∗(y) with non-
differentiable point at y1 and c) its biconjugate function f∗∗(x) which forms the convex
envelop of f(x) and is everywhere continuously differentiable (adapted from [Wer12, p.
33]).
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An example of a function with non-differentiable point at x = 0 is the L1 norm whose convex
conjugate is given by the indicator function as follows [New12, p. 74]:
f∗(y) = δ(y) =
0 if ∥y∥1≤ 1∞ otherwise. (2.56)
This can easily be verified geometrically since the L1 norm only has 2 discrete slopes over its
entire domain: {−1, 1}. The corresponding dual variables in between form an affine region.
Thus the dual space is given by V∗ = { y ∈ Rn , ∥y∥1≤ 1 }. Furthermore, since all tangents
pass through the origin, all dual values f∗ ∈ V∗ are mapped to zero whereas values f∗ /∈ V∗
are set to ∞.
As discussed in the previous section, variational problems in computer vision are typically
defined as the sum of two convex functions: a data term and a regularization term. This can
generally be formulated as the following primal problem:
min
x∈V
F (Ax) +G(x), (2.57)
where F,G : V → R are two convex functions corresponding to the regularization and the data
term, respectively. The input of F is transformed by the linear operator A : V → V∗ which is
usually the gradient operator ∇ defined in Equation 2.46.
Given the above definitions, the original minimization problem can be transformed into the
following equivalent maximization and saddle-point problems [Osw15, p. 29]:
pˆ = min
x∈V
F (Ax) +G(x) (primal) (2.58)
= min
x∈V
max
y∈V∗
⟨Ax,y⟩ − F ∗(y) +G(x) (primal-dual) (2.59)
= max
y∈V∗
min
x∈V
⟨x,A∗y⟩ − F ∗(y) +G(x) (dual-primal) (2.60)
dˆ = max
y∈V∗
− (F ∗(y) +G∗(−A∗y)), (dual) (2.61)
where A∗ denotes the corresponding adjoint operator of A which is given by its transpose A⊤
for real-valued matrices. For A = ∇ this yields the negative divergence operator A∗ = −(∇·).
However, it is important to note that the above equality only holds if the primal problem is
convex. This property is called strong duality. For general non-convex problems, the optimal
value of the dual problem dˆ provides a lower bound to the solution of the primal problem pˆ:
dˆ ≤ pˆ, (2.62)
what is known as weak duality. The difference between both is referred to as the duality gap:
pˆ− dˆ ≥ 0 [BV04, p. 225f].
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2.7.5. Duality-Based Methods
In Section 2.7.3 we discussed some of the issues concerning the minimization of the primal
problem. The major drawbacks of the presented time marching scheme is its slow convergence
and the singularity at ∥∇u∥1= 0 which arises from the non-differentiability of the L1 norm
[Sou10, p. 39]. In the previous section, the Legendre-Fenchel transform was introduced which
converts continuous, convex but non-differentiable functions to their continuously differen-
tiable convex conjugate.
Applying the principles discussed above yields the following equivalent saddle-point formula-
tions of the ROF model:
min
f
∥Af∥1+λ2 ∥f − I∥
2
2 (2.63)
= min
f
max
q
⟨Af , q⟩ − δ¯(q) + λ2 ∥f − I∥
2
2 (2.64)
= max
q
min
f
⟨f ,A⊤q⟩ − δ¯(q) + λ2 ∥f − I∥
2
2, (2.65)
where I ∈ RMN , f ∈ RMN and q ∈ R2MN represent the stacked vector versions of the noisy
input image I, the regularized image f and the corresponding dual variables q, respectively.
Furthermore, A ∈ R2MN×MN and A⊤ ∈ RMN×2MN denote the discrete gradient and negative
divergence operators as defined in 2.46. Since the indicator function δ(qi) is applied individ-
ually on each element in the stacked dual vector q, δ¯ represents the extension to the entire
image domain as follows: δ¯(q) =∑MNi=1 δ(qi).
Minimizing the dual-primal saddle point problem with respect to the primal variable f :
fˆ = I − 1
λ
A⊤q (2.66)
and substituting f = fˆ in Equation 2.65 yields the following dual ROF model:
max
q
⟨fˆ ,A⊤q⟩ − δ¯(q) + λ2 ∥fˆ − I∥
2
2 (2.67)
= max
q
⟨I − 1
λ
A⊤q,A⊤q⟩ − δ¯(q) + 12λ⟨A
⊤q,A⊤q⟩ (2.68)
= max
q
⟨I,A⊤q⟩ − δ¯(q)− 12λ⟨A
⊤q,A⊤q⟩ (2.69)
= max
q
{∫
Ω
∇I(u)⊤q(u)− δ(q(u))− 12λ(∇ · q(u))
2 du
}
. (2.70)
One of the advantages of the dual formulation over the original primal problem is that it
allows to compute the true optimum without introducing artificial regularization parameters.
However, this comes at the cost of the additional constraint ∥q∥1≤ 1 which is difficult to solve
with traditional descend methods discussed in Section 2.7.2 [Sou10, p. 40].
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One of the simplest ways to solve the above optimization problem is given by the so-called
Projected Gradient Method, which exploits the fact that the constraint ∥q∥1≤ 1 is spatially
separated. Therefore, the method proposes a simple gradient ascend step with subsequent
projection onto the feasible region. Applying the Euler-Lagrange equation on Equation 2.70
yields the following projected gradient iteration scheme [PUCB08]:
qn+1i,j = Π1
(
qni,j + θλ(∇(I +
1
λ
∇ · qn))i,j
)
, (2.71)
where θ is the step size and Π1(qi,j) = qi,j/max{1, ∥qi,j∥1} is the projection on the unit ball
which satisfies the constraint on the dual variable. Furthermore, the dual method shows
a much faster convergence compared to the time marching scheme of the primal problem
[Sou10, p. 40].
2.7.6. Primal-Dual Methods
Having discussed the benefits and limitations of both primal and dual methods, it becomes
clear that they suffer from very complementary problems. While the time marching scheme
on the primal variable exhibits degenerate behavior for small gradients (∥∇f∥1→ 0), duality
based methods tend to have problems with large gradients (∥∇f∥1≫ 0) where the constraint
becomes active [Sou10, p. 41].
It is therefore obvious to conclude that a combination of both approaches may cancel out each
others limitations. Zhu and Chan [ZC08] proposed a primal-dual hybrid gradient method
(PDHG) which consists of alternating gradient ascend steps on the dual variable and gradient
descend steps on the primal variable. So instead of individually solving the primal minimization
problem and the dual maximization problem, primal-dual methods solve the combined saddle
point problem.
Using again the example of the ROF denoising model, the update procedure can be derived
from its primal-dual formulation given in Equation 2.64 by taking the derivative with respect
to f and q, respectively:
FROF (f , q) =⟨Af , q⟩ − δ¯(q) + λ2 ∥f − I∥
2
2 (2.72)
∂FROF
∂q
= Af != 0 (2.73)
∂FROF
∂f
= A⊤q + λ(f − I) != 0. (2.74)
The gradient update steps with step sizes τ and θ for the primal and dual problem, respectively,
are given as follows [Sou10, p. 42]:
qn+1i,j = Π1
(
qni,j + θ(∇f)i,j
)
fn+1i,j = fni,j + τ((∇ · qn+1)i,j + λ(Ii,j − fni,j)).
(2.75)
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Furthermore, it is important to note that this algorithm does not necessarily decrease the
primal and increase the dual objective in every iteration step. Instead, the difference between
both objectives is minimized which is known as the primal-dual gap. For the ROF model, the
primal-dual gap Gap(f , q) is given by:
Gap(f , q) = ∥Af∥1+λ2 ∥f − I∥
2
2−
(
⟨I,A⊤q⟩ − δ¯(q)− 12λ⟨A
⊤q,A⊤q⟩
)
. (2.76)
2.7.7. Numerical Aspects
So far we have only focused on problem formulation and solution techniques but not on the
numerical implementation details of continuous operators like the gradient operator ∇. For a
two-dimensional scalar function f ∈ V it forms a column vector of partial derivatives:
(∇f)i,j = [∂x(fi,j), ∂y(fi,j)]⊤. (2.77)
The derivative operators ∂x and ∂y in the gradient can be approximated using simple forward
differences ∂+ with Neumann boundary conditions [Cha04]. For a regular Cartesian grid of
size M×N, this yields:
∂+x (fi,j) ≈
fi+1,j − fi,j if i < M,0 if i =M , ∂+y (fi,j) ≈
fi,j+1 − fi,j if j < N,0 if j = N. (2.78)
Another important operator is the divergence operator ∇· which is defined as the inner product
between the gradient operator and a vector. In case of a two-dimensional vector-valued
function q ∈ V ∗ with qi,j = [q1i,j , q2i,j ]⊤, the operator can be written as:
(div q)i,j = (∇ · q)i,j = ∂x(q1i,j) + ∂y(q2i,j). (2.79)
However, the above partial derivatives cannot be discretized arbitrarily since the divergence
operator is coupled with the gradient via the divergence theorem [Cha04]:
⟨∇f, q⟩V ∗ = ⟨f,−∇ · q⟩V . (2.80)
This relation must also be considered in the discrete case. As we stated earlier, the transpose
of the gradient operator matrix A⊤ corresponds to the negative divergence. Therefore, the
discrete divergence operator must be defined in terms of backward differences ∂− with Dirichlet
boundary conditions as follows [Cha04]:
∂−x (q1i,j) ≈

q1i,j if i = 1,
q1i,j − q1i−1,j if 1 < i < M,
−q1i−1,j if i =M,
∂−y (q2i,j) ≈

q2i,j if j = 1,
q2i,j − q2i,j−1 if 1 < j < N,
−q2i,j−1 if j = N.
(2.81)
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The relation between the discrete gradient (A) and divergence operators (A⊤) can be illus-
trated using a 1D scalar function f with resolution M = 4:
∇f ≈ Af =

−1 1 0 0
0 −1 1 0
0 0 −1 1
0 0 0 0


f1
f2
f3
f4
 =

f2 − f1
f3 − f2
f4 − f3
0
 , (2.82)
−∇ · f ≈ A⊤f =

−1 0 0 0
1 −1 0 0
0 1 −1 0
0 0 1 0


f1
f2
f3
f4
 =

−f1
f1 − f2
f2 − f3
f3
 = −

f1
f2 − f1
f3 − f2
−f3
 . (2.83)
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In 2010, Newcombe and Davison [ND10] presented one of the first methods for dense scene
reconstruction with a single moving camera. As illustrated in Figure 3.1, their multi-stage
approach starts by estimating the camera poses along with a sparse point cloud of the scene
using PTAM [KM07] as real-time tracking and mapping framework. After discarding outliers
and computing normal vectors for each remaining point, the resulting point cloud is converted
into an initial smooth surface representation by fitting a multi-scale radial basis function to
the data. This initial surface is then iteratively refined using constrained scene flow which is
obtained by variational optical flow optimization:
Fv =
∫
Ω
λ∥I0(u)− I1(u+ v(u))∥1+∥∇v(u)∥1 du, (3.1)
where v denotes the optical flow field between images I0 and I1. The energy functional uses
total variation (TV) regularization and a L1 brightness constancy norm which is solved in
an iterative coarse-to-fine warping strategy with repeated linearized minimization. Having
obtained the optical flow fields for each participating view, the scene flow is computed by
solving an over-constrained linear system of equations.
In a next step, the refined depth map is denoised by a weighted TV-L1 functional, similar to
the one from Equation 2.37:
Fh =
∫
Ω
λ∥h(u)− h′(u)∥1+g(u)∥∇h(u)∥1 du, (3.2)
where h′ is the noisy depth map after the previous refinement, h is the regularized depth and
g(u) = exp(−α∥∇Ir(u)∥β2 ) is an edge indicator function of reference frame Ir intended to
preserve sharp edges at depth discontinuities. Since both the scene flow and the data term
of the optical flow energy functional are approximated by first order linearization, the local
displacements and thus the camera motion between two frames are required to be sufficiently
small.
(a) (b) (c) (d)
Figure 3.1.: Live dense reconstruction pipeline [ND10]: a) Compute sparse point cloud and camera
poses, b) estimate normals and fit initial continuous base surface to data, c) select bundles
of cameras close to the reference view, d) deform initial surface based on constrained scene
flow.
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At the same time, Stühmer et al. [SGC10b] independently worked on the same problem
as Newcombe and Davison and came up with a different solution. Instead of inferring
the depth from a precomputed motion field, they propose a variational method with direct
depth parametrization which penalizes image intensity differences at the respective projected
coordinates. Equation 3.3 shows the energy functional with linearized L1 brightness constancy
and TV regularization of the depth map h:
Fh =
∫
Ω
λ
∑
i∈I(u)
∥Ii(u, h′(u)) + (h(u)− h′(u)) d
dh
Ii(u, h(u))
∣∣∣
h′(u)
− I0(u)∥1+∥∇h(u)∥1du,
(3.3)
where, in order to maintain a consistent notation, h is again the regularized depth and h′ is
a given initial depth map. Note that the data term can directly be expressed as a sum over
a set of views I(u) instead of independently solving for different flow fields as proposed by
Newcombe and Davison.
The above non-convex energy functional can be minimized by iterative coarse-to-fine convex
optimization using a primal-dual algorithm. Although this problem can be solved efficiently on
the GPU (see [SGC10a]), their approach still suffers from the same limitations as the one from
Newcombe and Davison above due to the linearization in the data term.
Similar to the approach proposed by Stühmer et al., DTAM [NLD11] uses an energy functional
which uses an inverse depth parametrization. However, instead of linearizing the inverse depth
ξ, a cost volume C is created which accumulates the photometric error from different views
over a predefined inverse depth range:
Fξ =
∫
Ω
{g(u)∥∇ξ(u)∥ϵ+λC(u, ξ(u))} du. (3.4)
The concept of the cost volume C corresponding to the data term is discussed in detail in
Chapter 4. Since the resulting photometric error functions are strongly non-convex, the data
term is simply minimized using exhaustive search.
Additionally, TV regularization with its L1 norm on the gradient magnitude has been replaced
by the continuous Huber norm in order to reduce the staircase effect [WTP+09]. The energy
functional is then solved as before using primal-dual optimization.
In contrast to previously discussed methods, DTAM applies a dense tracking method for obtain-
ing a more robust trajectory. First, a rough estimation of the pose is computed via inter-frame
rotation. Then, the pose is refined by projecting the reconstructed scene model from the
estimated pose and minimizing the photometric error between the projected model and the
current camera image. The authors argue, that dense tracking is more robust against motion
blur and defocus since consecutive frames are similarly blurred. Sparse tracking methods, on
the other hand, are more likely to fail if too few reliable features can be extracted.
45
3. Related Work
In the following, several follow-up papers are discussed briefly and their major differences
compared to the original DTAM implementation are highlighted.
In 2014, Pizzoli et al. [PFS14] proposed a new confidence metric g(u) for the data term which
directly depends on the uncertainty of a depth measurement instead of indirectly inferring it
from the image gradient:
g(u) = E[q](u)σ
2(u)
σ2max
+ {1− E[q](u)}. (3.5)
Therefore, they introduce a probabilistic depth map using Bayesian estimation in order to
extract the variance σ2(u) and the expected value E[q](u) of the distribution q for each mea-
surement. If the expected value is high, the probability of a valid sample ("inlier") is large and
the associated confidence is dominated by its variance accordingly.
Piniés et al. [PPN16] also proposed a confidence metric proportional to the inverse variance
of a Gaussian fitted to the minimum of the photometric error function. Furthermore, they
evaluated the quality of three different photo-consistency measures, each for varying window
sizes: sum of squared differences (SSD), sum of absolute differences (SAD) and normal-
ized cross correlation (NCC). However, their main contribution was the introduction of the
Augmented Lagrangian to the energy functional in order to achieve faster convergence. In
the corresponding paper, they claim to require up to 50% fewer iterations compared to the
quadratic penalty used in the original DTAM method.
Falquez et al. [FSS14] addressed the problem of the expensive cost volume updates and
proposed a new incremental and adaptive approach. Instead of rebuilding the cost volume
from scratch for each new frame and accumulating the photometric error from multiple images,
they reuse the cost volume from the previous frame and project it into the current camera pose
using trilinear interpolation (see Figure 3.2 a-c). This reduces the number of processing steps
significantly since it only requires a single update with the previous frame and an interpolation
operation.
Furthermore, they propose an adaptive adjustment of the volume bounds based on the point
cloud information from a sparse SLAM algorithm. Figure 3.2d illustrates the expansion or
contraction of the cost volume between frames depending on the inverse depth range.
Concha and Civera [CC14] tried to overcome the problems of standard regularization ap-
proaches in large, uniformly textured areas by adding the concept of so-called superpixels.
These superpixels are continuous image segments of arbitrary size and shape which are aligned
with dominant contours in the image (see Figure 3.3). In order to simplify depth estimation for
these regions, superpixels are treated as piece-wise planar structures. This allows to express
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(a) (b) (c) (d)
Figure 3.2.: Incremental and adaptive front-end fusion [FSS14]: a) original cost volume,
b) transformation of the cost volume to the new pose, c) trilinear interpolation of the voxel
values, d) expansion or contraction of the new cost volume.
their mapping as a homography model and to minimize their contour distance more efficiently.
However, this comes at the cost of more complex occlusion handling since their shapes may
vary depending on the camera perspective.
Greene et al. [GOLR16] recently proposed a similar method using a multi-resolution technique
instead of superpixels. Each input image is first transformed into a quadtree structure. In a next
step, subtrees with similar pixel intensities are identified and removed from the tree with the
objective of grouping together homogeneous image regions. The inverse depth map ξ is then
updated by searching for correspondences in each stereo pair along the respective epipolar line
at the resolution of the associated leave node. In order to remove outliers and reduce noise,
Greene et al. further suggested regularizing the inverse depth map with a TV-Huber norm and
a weighted L1 data term:
Fξ =
∫
Ω
{∥∇ξ(u)∥ϵ+λ∥g(u)(ξ(u)− ξ′(u))∥1} du, (3.6)
(a) (b)
Figure 3.3.: Monocular SLAM using superpixels [CC14]: a) input image, b) segmented image
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where g(u) = 1/
√
σ2(u) is a confidence metric based on the inverse depth variance. If no
correspondences are found for a pixel, g(u) is set to zero. Finally, the tree nodes of the
regularized multi-resolution inverse depth map are up-sampled using linear interpolation in
order to get the final inverse depth map at the desired resolution.
Ranftl et al. [RVCK16] addressed one of the most fundamental problems in monocular SLAM,
namely the restriction to static scenes. If both the camera and individual objects in the scene are
moving arbitrarily, it is generally not possible to make statements about the depth. Therefore,
they make several additional assumptions concerning the motion and position of moving
objects which are particularly valid for dynamic street scenes. In order to distinguish between
the static environment and individually moving objects, they proposed a motion segmentation
model based on variational optical flow methods.
The subsequent depth reconstruction is then done individually for each recognized object by
triangulating the dense optical flow field from two consecutive frames using the estimated
motion model and some additional constraints. In order to improve the reconstruction quality,
they additionally propose a superpixel-based approach, similar to the one from Concha and
Civera [CC14] discussed above.
While Ranftl et al. focused on individually moving rigid objects, Garg et al. [GRA13] proposed
the first variational approach for dense reconstruction of non-rigid surfaces from a monocular
video sequence without prior knowledge about the 3D shapes. In a first step, they establish
dense 2D correspondences using variational multi-frame motion estimation. As opposed to
the frame-to-frame displacements obtained by standard optical flow methods, they achieve
temporally consistent long-term trajectories.
Given the dense 2D flow field, they are able to reconstruct the surface by alternately estimating
the camera matrices and the non-rigid shape. For this purpose, they propose an energy func-
tional which quadratically penalizes the image reprojection error, applies an edge-preserving
total variation regularization and enforces the low rank constraint on the independent shapes
of a deforming object.
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4. DTAM - Dense Tracking and Mapping
Since the objective of this thesis is to qualitatively improve the results of the dense tracking
and mapping (DTAM) method from Newcombe et al. [NLD11], it is important to first provide
a more in depth analysis of the basic algorithm. For the sake of completeness, this chapter
discusses both the dense mapping and dense tracking procedures, whereby especially the
mapping part is of particular relevance for the rest of the thesis. At the end of the chapter,
we highlight some problems and limitations of the original algorithm which will serve as
motivation for the method proposed in this work.
4.1. Dense Mapping
As already outlined in the previous chapter, DTAM aims to create a dense inverse depth map of
a static scene from a single moving camera. This objective is formulated in terms of an energy
functional consisting of a data and a regularization term. The optimal depth map is then
represented by its stationary point which is obtained using primal-dual optimization. Details of
the individual steps are provided in the following.
4.1.1. Data Term
The underlying assumption of the DTAM model is that the scene predominantly consists of
Lambertian surfaces which scatter incident light uniformly in all directions. This simplifies the
search for correspondences to a pixel-wise brightness comparison since the intensity of a point
in the scene is assumed to remain constant irrespective of the viewing direction. Although
this assumption generally does not hold true, the authors justify their choice by the expected
small baseline of consecutive frames and the large number of images over which the error is
averaged.
The input to the mapping stage thus consists of a reference frame Ir : Ωr → R3 with Ωr ⊂ R2
and a sequence of tens to hundreds of images with indices m ∈ I(r). Each of these images is
provided with a relative pose Tmr with small baseline to Ir. Furthermore, the reference frame
is associated with a cost volume Cr which is a function of the pixel coordinate ur ∈ Ωr and
the inverse depth dr ∈ [ξmin, ξmax] as illustrated in Figure 4.1. Each cell in the volume thus
corresponds to a discrete 3D point pr = [xc, yc, zc]⊤ in the camera coordinates of the reference
frame via the following relation:
pr = π−1(ur, dr), (4.1)
where π−1(u, d) = 1dK−1u˜ and K denotes the camera’s intrinsic matrix. Using the projection
matrix defined in Equation 2.6, the pixel coordinates um ∈ Ωm of image Im corresponding to
pr are given by:
um = π(KTmrpr). (4.2)
In this notation, π(x) = [x/z, y/z]⊤ represents the mapping from homogeneous to affine
coordinates and Tmr is the relative pose between the Im and the reference frame Ir.
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Figure 4.1.: Illustration of the photometric cost volume Cr with resolution M × N × S from the
perspective of the reference frame Ir with corresponding pose Trw [NLD11].
The above established relation allows to evaluate the photometric cost ρr at each cell in the
volume for any two images Ir and Im as follows:
ρr(Im,ur, dr) = Ir(ur)− Im(π(KTmrπ−1(ur, dr))). (4.3)
Due to the inverse depth parametrization, a uniform discretization of dr corresponds to a
uniform sampling along epipolar lines in image Im.
However, since the brightness constancy assumption does not constitute a reliable corre-
spondence metric, the authors suggest averaging the photometric cost over all images in the
sequence in order to get a more robust estimate:
Cr(ur, dr) =
1
|I(r)|
∑
m∈I(r)
∥ρr(Im,ur, dr)∥1. (4.4)
The influence of outliers is further reduced by applying the robust L1 norm on the cost function.
The inverse depth map ξr for the current reference frame can then be obtained from the cost
volume by finding the depth dˆr for each pixel that minimizes the cumulative photometric cost
function and thus least violates the brightness constancy assumption:
ξr(ur) = argmin
dr
Cr(ur, dr). (4.5)
Figure 4.2 shows the plots of three characteristic photometric cost functions for three distinct
pixel locations a, b and c as marked in the reference frame on the left. The thin colored curves
represent the photometric cost ρr of a single frame over the inverse depth range whereas the
bold red curve shows the cumulated cost according to Equation 4.4.
Pixel b which is located in a strongly textured region of the image illustrates the prime example
for finding the depth value because the corresponding photometric cost curves C(b, d) present
a clear global minimum. In contrast to that, pixel c shows many local minima due to the small,
51
4. DTAM - Dense Tracking and Mapping
(a) reference frame (b) C(a, d) (c) C(b, d) (d) C(c, d)
Figure 4.2.: Illustration of photometric cost functions b) - c) for three distinct pixels positions a, b, c
as marked in the reference frame on the left a). The thin curves represent the individual
photometric cost functions ρ(u) of each image in the sequence over the inverse depth
range whereas the bold red curve denotes the cumulative photometric cost C(u, d) from
Equation 4.4 [NLD11].
repetitive line structures. However, pixel a which is located in the center of a flat, untextured
region certainly illustrates the worst case scenario because the photometric cost curves from
the different views simply don’t agree on a common minimum. Therefore, the cost volume
cannot provide reliable depth information in low-textured image regions which yields a noisy
depth map as shown in Figure 4.3. In order to resolve this depth ambiguity, the algorithm
regularizes the initial depth map using variational methods.
4.1.2. Regularization Term
As presented in Section 2.6, variational methods are well-suited for denoising images by
imposing an additional smoothness constraint on the solution. Therefore, Newcombe et al.
propose regularizing the inverse depth map ξ by penalizing the gradient based on the Huber
norm. As discussed in 2.6.3, the Huber norm avoids the staircase effect of the total variation
regularization while still preserving depth discontinuities due to the linear penalization for
∥∇ξ(u)∥ϵ> ϵ .
As stated above, the reliability of a depth estimate from the brightness constancy assumption
often correlates with the gradient strength in the reference frame. Therefore, the authors
further suggest scaling the regularization strength inversely proportional to the gradient
magnitude which results in reduced smoothing at image edges:
g(u) = e−α∥∇Ir(u)∥
β
2 . (4.6)
Putting it all together, the resulting energy functional is given by:
Fξ =
∫
Ω
{g(u)∥∇ξ(u)∥ϵ+λC(u, ξ(u))}du. (3.4)
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(a) (b) (c) (d)
Figure 4.3.: Inverse depth maps obtained form the DTAM algorithm: images a) - c) show the noisy
depth map results from the data term (see Equation 4.5) using a sequence of 2, 10 and
30 images for reconstruction, respectively. Image d) shows the result after regularization
[NLD11].
The problem with this formulation is the non-convex data term which makes it hard to
minimize. The authors argue that convex approximations of the data term using iterative
coarse-to-fine warping distinctly degrade the reconstruction quality. Instead they propose
decoupling the convex from the non-convex problem by introducing an auxiliary variable
α : Ω→ R as follows:
Fξ,α =
∫
Ω
{g(u)∥∇ξ(u)∥ϵ+ 12θ (ξ(u)− α(u))
2 + λC(u, α(u))}du. (4.7)
The additional quadratic coupling term Q(u) = 12θ (ξ(u) − α(u))2 ensures that α → ξ for
θ → 0. Furthermore, it is important to note, that the first two terms g(u)∥∇ξ(u)∥ϵ+Q(u) form
a convex sum corresponding to a weighted Huber-L2 denoising model which can be solved
efficiently using primal-dual optimization. The still non-convex term α, on the other hand,
is minimized using point-wise exhaustive search. The optimization procedure of the DTAM
model is detailed in the following.
4.1.3. Optimization
The convex part of the optimization problem involving the depth map denoising is solved using
the primal-dual hybrid gradient method proposed by Zhu and Chan [ZC08] (see Section 2.7.6).
As a first step, the weighted Huber norm in the regularization term is transformed into its
convex conjugate by applying the Legendre-Fenchel transform introduced in Section 2.7.4:
∥AGd∥ϵ= argmax
q,∥q∥2≤1
{
⟨AGd, q⟩ − δ¯q(q)− ϵ2∥q∥
2
2
}
, (4.8)
where A ∈ R2MN×MN is the discrete gradient operator from Equation 2.46, G ∈ RMN×MN
is a diagonal weighting matrix with entries Gi,i = g(ui) and δ¯q(q) is the vector version of the
indicator function defined as follows:
δ¯q(q) =
∑
u∈Ω
δq(qu) , δq(qu) =
0 if ∥qu∥1≤ 1∞ otherwise. (4.9)
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Furthermore d ∈ RMN denotes the vector version of the inverse depth map ξ and its dual
variable is given by q ∈ R2MN . Replacing the regularization term in Equation 4.7 by its convex
conjugate yields the following primal-dual formulation of the energy functional:
argmax
q,∥q∥2≤1
{ argmin
d,a
F(d,a, q) } (4.10)
F(d,a, q) = ⟨AGd, q⟩ − δ¯q(q)− ϵ2∥q∥
2
2+
1
2θ∥d− a∥
2
2+λC(a), (4.11)
where a ∈ RMN designates the vector version of the auxiliary variable α. The above saddle
point problem is solved by performing alternating updates on each of the three variables.
Dual-Update (q):
For a fixed a, the optimality condition for the dual variable q is given by
∂F(d,a, q)
∂q
= AGd− ϵq != 0. (4.12)
Performing a semi-implicit gradient ascend step on q yields:
qn+1 − qn
σq
= AGdn − ϵqn+1 (4.13)
qn+1 = Π¯q
{
qn + σqAGdn
1 + σqϵ
}
, (4.14)
where
Π¯q(x) := xi,j/max(1, ∥xi,j∥2), ∀i ∈ {1, ...,M}, ∀j ∈ {1, ..., N} (4.15)
denotes the element-wise projection of q on the unit ball in order to enforce the constraint
∥q∥2≤ 1.
Primal-Update (d):
Equivalently, the primal variable d is updated using a semi implicit gradient descend step:
∂F(d,a, q)
∂d
= GA⊤q + 1
θ
(d− a) != 0 (4.16)
dn+1 − dn
σd
= −GA⊤qn+1 − 1
θn
(dn+1 − an) (4.17)
dn+1 =
dn − σd(GA⊤qn+1 + 1θnan)
1 + σdθn
, (4.18)
where A⊤ ∈ RMN×2MN denotes discrete negative divergence operator.
54
4.1. Dense Mapping
Auxiliary-Update (a):
As illustrated by the photometric cost plots in Figure 4.2, the inverse data term depth and
consequently the auxiliary variable a is highly non-convex. Therefore, Newcombe et al. propose
a point-wise exhaustive search over the inverse depth range of the cost volume C in order to
minimize the remaining objective function Faux:
au
n+1 = argmin
aun
Faux(u, dun+1, aun), (4.19)
Faux(u, du, au) = 12θ (du − au)
2 + λC(u, au). (4.20)
However, the minimization of Faux can be accelerated by restricting the exhaustive search to a
deterministically decreasing feasible region which is determined by the constraint:
Cminu +
1
2θn (a
n+1
u − dn+1u )2 ≤ Cmaxu . (4.21)
As illustrated in Figure 4.4, the region depends on the minimum and maximum data term
costs Cminu and C
max
u per pixel and shrinks proportional to the coupling parameter θ which is
decreased after each iteration. Reformulating the above condition yields:
an+1u ∈ [dn+1u − rn+1u , dn+1u + rn+1u ], with rn+1u = 2θnλ(Cmaxu − Cminu ). (4.22)
Due to the discrete sampling of the cost volume C over the inverse depth, the resulting solution
favors piecewise planar structures which yields undesirable artifacts in the reconstruction. In
order to achieve sub-sample accuracy, Newcombe et al. propose an additional Newton step on
an+1u as follows:
aˆn+1u = an+1u −
∇Faux(u, du, au)
∇2Faux(u, du, au) . (4.23)
(a) (b) (c) (d)
Figure 4.4.: Illustration of the feasible region for accelerated exhaustive search. The red curve shows
the fixed cumulative photometric cost function C(u) of pixel u over the inverse depth
range [ξmin, ξmax] whereas the blue curve represents the quadratic coupling term Q(u).
The green plot denotes the sum of both terms given by Faux. The white area indicates the
remaining search region which becomes smaller with each iteration n due to the decreasing
θ [NLD11].
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4.2. Dense Tracking
As the name already suggests, DTAM applies an own dense tracking method which is based
on the dense depth maps obtained in the previous step. However, since the mapping stage
already requires a reliable pose for each of the input images, the algorithm is initialized with a
feature-based tracking method. Once the first depth map is acquired, the pipeline switches to
the dense tracking procedure which can be divided into a prediction and a refinement step as
follows:
• First, the pose is approximated by computing the constraint inter-frame rotation between
the current and the previous frame. This problem is also known as template matching and
can be solved by minimizing a Lucas-Kanade least-squares optimization problem with
respect to the motion parameters. In order to avoid local minima for large inter-frame
displacements, a coarse-to-fine warping strategy is applied which additionally speeds up
the calculations.
• In a second step, the inverse depth map ξv is triangulated into a dense 3D textured
scene model and then projected from the estimated camera pose Twv which yields a
synthetic image Iv. To further refine this first pose estimate, a more accurate 2.5D
alignment between the projected scene model and the live camera frame Il is computed
by minimizing the following photometric cost function:
ψˆ = argmin
ψ
F (ψ), (4.24)
F (ψ) = 12
∑
u∈Ω
(fu(ψ))2, (4.25)
fu(ψ) = Il(π(KTlv(ψ)π−1(u, ξv(u))))− Iv(u), (4.26)
where Tlv(ψ) is the transformation matrix between both images and ψ ∈ R6 defines the
motion parameters which allow for six degrees of freedom.
However, this pixelwise optimization requires a completely static and unchanging scene.
In order to get more robust towards outliers like a moving hand, the algorithm tries
to identify and remove dynamic scene parts from the computation. This is realized by
means of a simple thresholding scheme on the photometric reprojection error per pixel
since dynamic objects are not part of the reconstructed scene.
Finally, the transformation matrices from both stages are multiplied to get the full pose of the
current camera frame Twl = TwvTvl.
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4.3. Problems and Limitations
In Chapter 3 we already discussed some of the problems of the DTAM algorithm such as the
limited real-time capability due to the expensive cost volume updates. Our method mainly
focuses on issues concerning the robustness under varying illumination and the preservation
of depth discontinuities. Furthermore, the problem of insufficient regularization in large
untextured regions is addressed. However in contrast to the methods of Concha [CC14] and
Greene [GOLR16] who reformulated the problem in terms of superpixels and a multi-resolution
scheme, respectively, we apply a much simpler yet effective technique based on inhomogeneous
weighting of the data term.
Figure 4.1 demonstrates the qualitative improvements of our method upon the original DTAM
implementation on a synthetic benchmark data set. Especially the fill-in effect at the monitor
and the sharper edges at depth discontinuities are striking.
(a) Ground truth (b) DTAM result (c) Result of our method
(d) DTAM (e) Our method (f) DTAM (g) Our method
Table 4.1.: Comparison between the reconstruction results of our method (c) and the original DTAM
implementation (b) on a synthetic test data set with ground truth inverse depth (a): The
major differences are visible at depth discontinuities (d,e) and in large untextured regions
like the monitor screen (f,g).
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5.1. Overview
Here we provide an overview of the major differences between our dense mapping framework
and the original DTAM implementation of Newcombe et al. [NLD11] as outlined in the
previous chapter. In order to emphasize the changes, the additional terms and modifications
are highlighted in blue:
Fξ =
∫
Ω
{∥D(u) ∇ξ(u)∥ϵ + λ(u) C(u, ξ(u))}du (5.1)
The above energy functional already shows two important updates. First, the isotropic per-pixel
weighting g(u) of the regularization term has been replaced by a more general anisotropic
tensor D(u). The objective behind this decision is to guide the diffusion direction along image
edges rather than simply reducing its strength at large gradients. Different choices for D are
elaborated in Section 5.3.
Second, we propose to extend the constant scalar factor λ of the data term to an inhomoge-
neous and adaptive per pixel weighting λ(u) which represents the confidence of the data term
prediction in this point. This allows to efficiently downweight the influence of outliers in large
untextured regions and enhance the fill-in effect of the regularization term. In Section 5.3.2
we discuss possible image- and cost volume-driven confidence metrics.
Another important aspect of our dense mapping framework is the invariance under illumination
changes. Therefore, the constancy assumption of the photometric error term ρ is extended
from RGB images to arbitrary image transformations T : R3 → Rn. In Section 5.2.1, we
propose several transformations with different degrees of invariance. Since each channel of
the transformed image T (I)i can have an individual value domain, it is necessary to normalize
the residual of each channel by the respective inverse variance 1/σ2i . More details on the
normalization are provided in Section 5.2.2.
Furthermore, we propose a separate penalization of each channel with a robust loss function
Ψ as opposed to the joint penalization with the L1 norm as suggested in the original DTAM
method. Section 5.2.3 provides an overview of possible loss functions Ψ that are commonly
used in computer vision and machine learning.
The resulting cost volume C with generalized photometric error function ρ can thus be written
as follows:
C(ur, dr) =
1
|I(r)|
∑
m∈I(r)
ρ(Ir, Im,ur, dr), (5.2)
ρ(Ir, Im,ur, dr) =
n∑
i=1
wi ·Ψ
( 1
σ2i
(T (Ir)i(ur)− T (Im)i(um))
)
, (5.3)
where um = π(KTmrπ−1(ur, dr)) represents the corresponding pixel coordinates at inverse
depth d in frame Im and wi denotes a channel specific weight which is typically set to 1/n.
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In addition to the changes in the energy functional, we also propose some improvements on
the optimization side which are detailed in Section 5.4.
Apart from the integration of the anisotropic tensor D in the primal-dual hybrid gradient
method, we also propose adaptive step sizes via backtracking and residual balancing. Further-
more, we add a successive over-relaxation step in order to accelerate convergence and discuss
more advanced stopping criteria which better reflect the primal-dual objective as opposed to
the fixed number of iterations in the original DTAM algorithm.
5.2. Data Term
5.2.1. Photometric Invariants
As already discussed in Chapter 4, the original DTAM method uses RGB constancy to model
the photometric error in the data term. However, in general, the assumption that the projected
brightness of a scene point remains constant over a large temporal image sequence with
varying camera poses does not hold true. In fact, there are numerous causes for illumination
changes in real-world scenes like flickering or moving light sources as well as atmospheric
conditions. But also camera-dependent influences like auto exposure can have a large effect
on the resulting pixel intensities [Mil07, p. 15].
However, before investigating constancy assumptions which are more robust under realistic
illumination changes, we need to analyze the physical concept of light, color and surface
reflectance.
The Dichromatic Reflection Model
In 1985, Shafer [Sha85] proposed a mathematical model which describes the reflection process
of opaque, inhomogeneous, dielectric materials. A material is called dielectric if it does not
conduct electricity, such as plastic, wood or ceramic. This type of material typically consists of
a medium with non-uniformly distributed pigment particles which scatter incident light due to
different refraction indices or partially absorb some wavelengths.
When a beam of light hits the surface of a dielectric object, a fraction is directly reflected at
the interface between medium and air which results in specular highlights. The direction of
this surface reflection hereby depends on the incident light direction and the surface normal
as illustrated in Figure 5.1a. The remaining part of the light which penetrates the medium is
subject to scattering and absorption processes before some of it eventually leaves the surface
again. Due to the multiple scattering, the direction of the so-called body reflection is considered
random and thus yields a diffuse appearance [KSK88].
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(a) light reflection for dielectric materials (b) local coordinate system
Figure 5.1.: Schematic illustration of light reflection for dielectric materials: a) The observed reflection
consists of a surface reflection component with deterministic direction (θout = θin) and
a body reflection component with uniform distribution due to multiple scattering and
absorption events. b) Local coordinate system with normal vector n, incident light direction
l, viewing direction v and corresponding angles θ, φ, ψ in between.
Based on this reflection behavior, Shafer [Sha85] formulated his dichromatic reflection model
as the sum of the surface reflection Ls and the body reflection component Lb as follows:
L(λ, θ, φ, ψ) = Ls(λ, θ, φ, ψ) + Lb(λ, θ, φ, ψ), (5.4)
where λ denotes the wavelength and θ, ϕ, ψ are the angles between the local surface normal n,
the incident light direction l and the viewing direction v as shown in Figure 5.1b.
Note that this equation is only an approximation of the much more complicated light transport
since it only models the reflection of a single light source and ignores indirect illumination
effects caused by interreflections. Under the assumption of a uniformly distributed incident
light spectrum, the surface reflection Ls also has a uniform spectral distribution cs whereas
the body reflection Lb shows a characteristic spectrum cb determined by the pigment particles.
Thus, Equation 5.4 can be further decomposed as follows:
L(λ, θ, φ, ψ) = e(csms(θ, φ, ψ) + cb(λ)mb(θ, φ, ψ)), (5.5)
where ms and mb are the geometric reflection factors for the surface and body reflection,
respectively, and e denotes the intensity of the light source. Since images typically consist of
only three color channels, the spectral reflection can be integrated over the RGB response
curves which yields
I(u) = e(1ms(u) + cb(u)mb(u)), (5.6)
where I(u) = [IR(u), IG(u), IB(u)]⊤ is the RGB color at pixel position u = [u, v]⊤ and 1 =
[1, 1, 1]⊤. Equation 5.6 shows that the observed color I(u) is modified by a global multiplicative
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scaling factor e, a local additive specular component ms(u) and a local multiplicative shading
term mb(u).
However, it is important to note, that the above model does not take into account the influence
of a physical camera. In the following, we present multiple constancy assumptions with
different degrees of invariance.
No Invariance
RGB constancy is the weakest form of invariance, since all changes apart from the identity
violate the assumption [Dem15, p. 27]. Thus, the transformation is simply given by:
T RGB(I) := I = [IR, IG, IB]⊤. (5.7)
On the other hand, if the assumption does hold true, it yields a very reliable correspondence
measure since the entire locally available information is maintained.
Additive Invariance
The second weakest form is the invariance with respect to global additive changes. This can be
achieved by means of derivatives which remove any constant offset from a function. Therefore,
the simplest transformation that meets this requirement is given by:
T grad(I) :=
[
(IR)x, (IR)y, (IG)x, (IG)y, (IB)x, (IB)y
]⊤
, (5.8)
where (·)x and (·)y denote the first partial derivatives in x- and y-direction, respectively. Since
the derivative of an image is very sensitive to noise, we propose using a regularized difference
operator such as the Sobel filter which is given below [Jäh99]:
(Ii)x = Sx ∗ Ii = 18
1 0 −12 0 −2
1 0 −1
 ∗ Ii , (Ii)y = Sy ∗ Ii = 18
 1 2 10 0 0
−1 −2 −1
 ∗ Ii. (5.9)
However, one of the problems with this gradient transformation is its missing rotation invari-
ance. One way to resolve this issue is to remove the orientation information by only computing
the magnitude of the gradient as follows [Dem15, p. 29]:
T grad_mag(I) :=
[
∥∇IR∥2, ∥∇IG∥2, ∥∇IB∥2
]⊤
, with ∥∇Ii∥2=
√
(Ii)2x + (Ii)2y. (5.10)
Also higher order derivatives like the Hessian or the Laplacian can be used as feature descriptors
as detailed in [Dem15, p. 28f].
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However, when we include the dichromatic reflection model from Equation 5.6 into any of the
derivative based transformations, it becomes clear that we still haven’t gained any invariance
yet, since the model does not have a global additive component. Nevertheless, image gradients
form the basis of many transformations with higher degrees of invariance.
Multiplicative Invariance
If we apply the derivative operator on the logarithmized image instead of on the RGB channels
directly, we achieve invariance with respect to global multiplicative illumination changes e:(
log Ii(u)
)
x
=
(
log
[
e(ms(u) + cb,i(u)mb(u))
] )
x
=
(
log e
)
x
+
(
log
[
ms(u) + cb,i(u)mb(u)
] )
x
=
(
log
[
ms(u) + cb,i(u)mb(u)
] )
x
(5.11)
We can exploit this property by defining the following transformation [MBW07]:
T log_grad(I) :=
[
(log IR)x, (log IR)y, (log IG)x, (log IG)y, (log IB)x, (log IB)y
]⊤
. (5.12)
However, taking the logarithm is problematic since it is undefined at zero. Therefore, we
propose to rescale each channel to the range [ϵ, 1] with 0 < ϵ≪ 1 using linear interpolation:
Ii(u) 7→ ϵ+ (1− ϵ)Ii(u). (5.13)
Following the approach of Equation 5.10, rotation invariance can additionally be guaranteed
by taking the gradient magnitude of the logarithmized image as follows:
T log_grad_mag(I) :=
[
∥∇(log IR)∥2, ∥∇(log IG)∥2, ∥∇(log IB)∥2
]⊤
. (5.14)
Another method to achieve multiplicative invariance is to simply normalize each pixel by the
arithmetic (I¯a(u)) or the geometric mean (I¯g(u))[MBW07]:
T norm(I) :=
[
IR
I¯
,
IG
I¯
,
IB
I¯
]⊤
,with (5.15)
I¯a(u) = (IR(u) + IG(u) + IB(u))/3 , I¯g(u) = 3
√
IR(u) + IG(u) + IB(u). (5.16)
In order to avoid division by zero, we again propose to rescale each channel to the range [ϵ, 1]
according to Equation 5.13. If the surface reflection component ms is zero everywhere in the
scene, both normalization strategies are also invariant under local shadow and shading.
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Affine Invariance
Another way to achieve photometric invariance is to convert the RGB image into another
color space, such as the conical HSV space. As illustrated in Figure 5.2, the HSV color space
represents each color in terms of three components: hue (H), saturation (S) and value (V).
The hue channel denotes the "pure color" parametrized by the angle on the color wheel. The
saturation specifies the "purity" of this color. Pure red, for instance, corresponds to a value of 1
whereas gray values are mapped to zero. The value channel finally represents the brightness of
the color [Dem15, p. 32].
The conversion from RGB to HSV space is thus given as follows [Mil07, p. 24]:
IH(u) =

π
3 (
IG(u)−IB(u)
IM (u)−Im(u)), IR(u) = IM (u)
π
3 (
IB(u)−IR(u)
IM (u)−Im(u) + 2), IG(u) = IM (u)
π
3 (
IR(u)−IG(u)
IM (u)−Im(u) + 4), IB(u) = IM (u)
(5.17)
IS(u) =
IM (u)− Im(u)
IM (u)
, (5.18)
IV (u) = IM (u), (5.19)
where IM (u) = max(IR(u), IG(u), IB(u)) and Im(u) = min(IR(u), IG(u), IB(u)) correspond
to the maximum and minimum RGB values, respectively. However, the above mapping shows
that not each color in RGB space has a unique correspondence in the HSV cone, since hue
and saturation are undefined for grey values (IM (u) = Im(u)) and pure black (IM (u) = 0),
respectively. In order to get valid pixel values, we follow the suggestion of Mileva [Mil07] and
assign a value of zero in these cases.
Considering the degree of invariance of this transformation, it becomes clear that the hue
channel is most robust since it is invariant even under affine illumination changes. In terms
of the dichromatic reflection model from Equation 5.6, this means that IH(u) is independent
of all additive (ms(u)) and multiplicative components (e, mb(u)). The saturation channel,
on the other hand, is only invariant under shadow and shading whereas the value channel
is not invariant at all [MBW07]. Although the full invariance of the hue channel may sound
Figure 5.2.: Illustration of the HSV color cone parametrized by hue (H) ∈ [0, 2π], saturation (S) ∈ [0, 1]
and value (V)∈ [0, 1] [Mil07, p. 23].
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(a) RGB (b) Hue (d) Saturation (d) Value
Table 5.1.: Transformation of a RGB image to the HSV color space.
promising at first glance, it also means that most of the information required to find reliable
correspondences is discarded. Figure 5.1 shows an example of an RGB image being converted
to HSV color space. As we can see clearly, there is a distinct decrease in details from the value
towards the hue channel.
Therefore, we follow the approach of Zimmer et al. [ZBW+09] by separately penalizing all HSV
channels with robust loss functions. This allows to use full image information in regions where
the brightness constancy assumption holds while relying on more invariant data otherwise.
Due to the robust penalization, the influence of a violated assumption in one channel is
downweighted, such that the solution is driven by the two others.
However, we cannot simply include the hue channel directly into our transformation since it is
defined in terms of radians. Computing the difference between the two hue values IH1(u) = 2π
and IH2(u) = 0 would result in a maximum error although they both represent the same color.
Zimmer et al. [ZBW11] addressed this problem by representing the angle IH(u) as unit vector
[sin(IH(u)), cos(IH(u))]⊤, which is assumed to remain constant. Incorporating this into our
framework yields the following transformation:
T HSV (I) :=
[
sin(IH), cos(IH), IS , IV
]⊤
. (5.20)
In order to avoid a disproportionate influence of the hue channel, the weights wi are adjusted
accordingly: w = [16 ,
1
6 ,
1
3 ,
1
3 ]⊤.
We could also add more local information by considering the gradient in HSV space. However,
since the hue channel already shows full invariance and has only small local variations, we
found that it is sufficient to include the saturation and value gradients as follows:
T HSV _grad(I) :=
[
sin(IH), cos(IH), IS , (IS)x, (IS)y, IV , (IV )x, (IV )y
]⊤
. (5.21)
Another way to achieve affine invariance is the so-called correlation transform, which incorpo-
rates image statistics of the local neighborhood Nu as follows [Dem15, p. 34]:
T corr(u) =
[
IR − µR
σR
,
IG − µG
σG
,
IB − µB
σB
]
, (5.22)
66
5.2. Data Term
where µi and σi denote the mean and standard deviation of Nu for each channel:
µi(u) =
1
|Nu|
∑
v∈Nu
Ii(v) , σi(I) =
√√√√ 1|Nu|
∑
v∈Nu
(Ii(v)− µi(u))2. (5.23)
The correlation transform is similar to the normalized cross correlation with the important
difference that no patch-wise comparisons are involved. Instead, only a scalar value needs to
be computed for each channel which significantly reduces the number of texture lookups in
the cost volume update [Dem15, p. 34].
Morphological Invariance
So far we have presented several transformations which are invariant under some or all of the
illumination terms in the dichromatic reflection model. However, as we already pointed out,
this model is only a rough approximation of the true light transport and does not account for
the effects of a physical camera on the resulting pixel intensities. In fact, most cameras auto-
matically adapt to illumination changes in the scene by adjusting their gain which corresponds
to an exponential rescaling known as γ-correction [Dem15, p. 35].
Since these effects cannot be represented in terms of affine transformations, we consider a new
type of descriptors called morphological invariants which are robust against arbitrary monoton-
ically increasing rescalings. Although this condition is not sufficient to make any assumptions
about the actual intensity of a pixel, we know that the local order of pixel intensities must
remain constant. Since this order is very sensitive to noise especially in textureless regions, we
propose to pre-smooth the image with a Gaussian filter for all following transformations.
One of the simplest ways to encode the intensity order of a local neighborhood Nu of size k is
given by the rank transform. The rank of a pixel u represents the number of neighborhood
pixels with intensity values lower than u. It is formally given by the sum of the indicator
function 1 over the neighborhood as follows [DHW15]:
Trank(Ii)(u) =
∑
v∈Nu\u
1[Ii(v)<Ii(u)] , 1[x] =
1 if x is true,0 otherwise. (5.24)
Figure 5.3b shows an example of the rank transform on a neighborhood of size k = 9.
In order to obtain the full image transformation T rank, we apply the rank transform separately
on each input channel which yields:
T rank(I) :=
[Trank(IR), Trank(IG), Trank(IB)]⊤. (5.25)
Note that by this definition, we implicitly treat the discrete rank values as continuous variables
and penalize their differences using a robust loss function as specified in Equation 5.3. This
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(a) intensities (b) rank (c) census (d) complete rank
Figure 5.3.: Illustration of morphological transformations within a 3x3 neighborhood: a) pixel intensi-
ties, b) rank transform, c) census transform, d) complete rank transform [DHW15].
decision is motivated by the idea that the error should be proportional to the rank disparity as
well as the goal to establish a common mathematical framework for all constancy assumptions.
An extension of the rank transform denotes the so-called census transform which, apart from
the rank, also explicitly encodes the local structure. For this purpose, a single bit is stored for
each pixel v ∈ Nu\u in the neighborhood which indicates whether its intensity is lower (1)
compared to the central pixel or not (0). Formally, the census transform can be defined as
follows [DHW15]:
T census(Ii)(u) =
[
1[Ii(v1)<Ii(u)], ...,1[Ii(vk−1)<Ii(u)]
]⊤
. (5.26)
In the example illustrated in Figure 5.3c, this yields the following transformation:
T census(I)(u) =
[
1, 1, 0, 0, 0, 1, 1, 1
]⊤, where the neighbors are vectorized in a clockwise fash-
ion starting at the top left. The order of vectorization is irrelevant as long as it is consistent
over the entire image. The rank of the central pixel is implicitly encoded by the sum of the
entries:
Trank(Ii)(u) =
k−1∑
j=1
[T census(Ii)(u)]j (5.27)
Furthermore, the census transform is also related to the gradient constancy assumption since
each binary digit represents the sign of the corresponding directional derivative in that point
[HDW13].
A natural choice for the distance metric of two census signatures would be the Hamming
distance, which computes the number of corresponding bits that are not in agreement:
dHam(T census(I1)(u),T census(I2)(u)) =
k−1∑
j=1
1[T census(I1)(u)
]
j
̸=[T census(I2)(u)
]
j
(5.28)
However, since this definition does not fit into our framework, we follow the approach from the
rank transform and treat each binary digit as a continuous variable. If we choose for example
the L1 or L2 norm as loss function Ψ, we finally end up with an expression equivalent to the
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(a) vectorization order (b) intensities (c) census (d) rotated census
Figure 5.4.: Illustration of the rotation invariant census transform: a) order of vectorization, b) pixel
intensities, c) census transform, d) rotated census transform.
Hamming distance. Thus, the full transformation T census(I) for an RGB input image can simply
be formulated as concatenation of the k−1 signature entries of each color channel, respectively.
The problem of the census transform is its missing invariance under rotation. Mehta and
Egiazarian [ME13] addressed this issue and proposed a simple extension to the census descrip-
tor. Their method is based on the assumption that each local neighborhood has a dominant
direction. In terms of the census signature, this dominant direction corresponds to the index jd
which shows the largest intensity difference to the central pixel. The entire bit pattern is then
circularly shifted until the index of the dominant direction is at the start of the signature:[T census_rot(Ii)(u)]j = [T census(Ii)(u)](j−jd+1)mod(k−1) , ∀ j ∈ {1, ..., k − 1}, (5.29)
jd = argmax
j∈{1,...,k−1}
|Ii(vj)− Ii(u)| , vj ∈ Nu\u (5.30)
Figure 5.4 illustrates this procedure using the same example from Figure 5.3. As before we
define a clockwise vectorization starting at the top left. Although the choices of orientation and
start point are still arbitrary, the circular order is essential. Considering the pixel intensities,
we see that index 4 shows the largest difference to the central pixel and thus denotes the
dominant direction. We then compensate for this offset by rotating the bit pattern according to
Equation 5.29:
[1, 1, 0, 0, 0, 1, 1, 1]⊤ 7→ [0, 0, 1, 1, 1, 1, 1, 0]⊤ (5.31)
Mehta and Egiazarian [ME13] tested their method on highly textured images for which the
assumption of a dominant direction at each pixel is valid. In the general case, however, images
can contain large homogeneous areas where intensity variations are very small and sensitive
to noise. Therefore, we suggest shifting by the dominant index only if the ratio between the
largest and the smallest intensity difference in the neighborhood exceeds a threshold. Figure
5.5 shows a qualitative comparison of the reconstruction using T census and T census_rot.
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ground truth RGB frame ground truth RGB frame
depth reconstruction absolute error depth reconstruction absolute error
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Figure 5.5.: Effect of rotation invariance: The top row shows the ground truth depth maps with
corresponding RGB frames from Sequences 1 and 2. In the middle row we see the
reconstruction results of the normal census transform. The respective absolute errors are
visualized as heat maps where blue indicates perfect reconstruction and red corresponds to
the maximum error, respectively. The depth maps in the bottom row are computed using
rotation invariant census transform which partially yields a more robust reconstruction.
The complete rank transform is a further extension of the census transform which encodes the
maximum information from the local neighborhood while still being morphologically invariant
[Dem15, p. 44]. Instead of only computing a binary digit per neighborhood pixel indicating its
relative intensity compared to the central one, the complete rank transform stores the rank for
all k pixels vj in Nu:
T complete_rank(Ii)(u) =
[T rank(Ii)(v1), ...,T rank(Ii)(vk)]⊤. (5.32)
An example of the complete rank transform on a 3×3 neighborhood is illustrated in Figure 5.3d.
However, just like the census transform, the complete rank transform also exhibits no rotation
invariance. Therefore, we propose a straight-forward extension of the method of Mehta and
Egiazarian [ME13] outlined above. In fact, the only difference is that we additionally have to
store the rank of the central pixel u which yields a total of k entries per channel. Since the
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center is always invariant under rotation, we put it at the end of the signature and only shift
the first k − 1 entries:[T complete_rank_rot(Ii)(u)]j =[T complete_rank(Ii)(u)](j−jd+1)mod(k−1), ∀ j ∈ {1, ..., k − 1},[T complete_rank_rot(Ii)(u)]k =[T complete_rank(Ii)(u)]k. (5.33)
Summary
Table 5.3 summarizes the main properties of the previously discussed photometric invariants.
A qualitative comparison under different conditions is provided in Section 6.4.
Transform
Feature Space
(for RGB images)
(Max.) Photometric
Invariance
Rotation
Invariance
Spatial
Information
T RGB R3 none yes no
T grad R6 additive no yes
T grad_mag R3 additive yes (yes)
T log_grad R6 multiplicative no yes
T log_grad_mag R3 multiplicative yes yes
T norm R3 multiplicative yes no
T HSV R4 affine yes no
T HSV _grad R8 affine no yes
T corr R3 affine yes (yes)
T rank {0, ..., k − 1}3 morphological yes (yes)
T census {0, 1}3(k−1) morphological no yes
T census_rot {0, 1}3(k−1) morphological yes yes
T complete_rank {0, ..., k − 1}3k morphological no yes
T complete_rank_rot {0, ..., k − 1}3k morphological yes yes
Table 5.3.: Comparison of the presented constancy assumptions.
5.2.2. Residual Normalization
So far we have introduced a variety of constancy assumptions with different degrees of invari-
ance. According to Equation 5.3, we want to penalize the element-wise difference between two
feature vectors with a robust loss function Ψ. However, the selection of photometric invariants
listed in Table 5.3 exhibit vastly different value domains in their respective feature space, not
just between the transforms but also among single elements. T log_grad, for instance, yields
negative values whose lower bound is solely determined by the choice of ϵ, whereas T HSV
contains entries with mixed signs and value ranges due to its conical parametrization.
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Table 5.4.: Effect of gradient normalization on a scene with checker board texture: In the top row
we see a visualization of the minimum photometric cost per pixel and the resulting depth
reconstruction without gradient normalization. The closeup shows artifacts along strong
image gradients. The reconstruction in the bottom row with gradient normalization distinctly
reduces these artifacts due to the more uniformly distributed photometric cost.
In order to achieve comparable results without individual adjustments, we propose to normalize
the element-wise residuals by the variance σ2i of the transformed reference frame Ir:
ρ(Ir, Im,ur, dr) =
n∑
i=1
wi ·Ψ
( 1
σ2i
(T (Ir)i(ur)− T (Im)i(um))
)
, (5.3)
σ2i =
1
|Ω|
∑
u∈Ω
(T (Ir)i(u)− µi)2 , µi = 1|Ω|
∑
u∈Ω
T (Ir)i(u). (5.34)
Furthermore, all constancy assumptions apart from morphological transformations result in
biased photometric cost functions since errors at strong image gradients are larger than in
homogeneous regions, independent of the actual prediction accuracy. Figure 5.5 illustrates this
effect at the extreme case scenario of a checker board texture. As we can see in the closeup at
the top right, these partially higher data term costs yield visible artifacts due to insufficient
regularization. Therefore, we propose to normalize the residuals additionally by the local
regularized gradient magnitude of the reference frame:
1√
∥∇T (Ir)i(ur)∥22+ϵ
, ϵ≪ 1. (5.35)
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However, since this additional gradient normalization term is only defined for continuous trans-
formations, we cannot directly add it to Equation 5.3 without loss of generality. Therefore, we
consider this as an optional extension for all non-morphologically invariant transformations.
5.2.3. Robust Loss Functions
In this section we present some common loss functions which can be used in Equation 5.3.
Since we minimize the cost volume using simple exhaustive search, we are free to chose any
loss function without altering the optimization procedure described in Section 5.4. The most
essential properties of each loss function are symmetry, positive-definiteness and the existence
of a unique global minimum at zero [Zha97, p. 23].
The least-squares estimator certainly satisfies these criteria, however, it is not robust against
outliers since they have a dominant influence on the solution due to the quadratic penalty
[Zha97, p. 19]. The least absolute estimator reduces the influence of outliers by applying the
sub-quadratic L1 norm on the error. The Huber loss function additionally allows for small
perturbations around the minimum by using a quadratic penalty for errors below a threshold c.
Least Squares: Ψ L22(r) = r
2
Least Absolute: Ψ L1(r) = |r|
Huber: Ψ Huber(r) =
 r
2
2 , if |r| ≤ c
c|r| − c22 , otherwise
Cauchy: Ψ Cauchy(r) = c
2
2 log[1 + (
r
c )2]
German-McClure: Ψ GMC(r) = r
2
c(1+r2)
Tukey: Ψ Tukey(r) =
 c
2
6 (1− [1− ( rc )2]3), if |r| ≤ c
c2
6 , otherwise
Table 5.5.: Overview of some commonly used loss functions with corresponding plots [Zha97, p. 24].
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However, in order to be even more robust against outliers, a loss function should have a
bounded influence, meaning that the cost does not go to infinity for increasing errors [Zha97,
p. 23].
Although Cauchy’s loss function is theoretically unbounded, the cost increases only logarithmi-
cally what makes it sufficiently robust for errors within the rather small order of magnitude
that we are dealing with. The German-McClure and Tukey functions are even truly bounded and
assign a constant cost to large errors. A quantitative comparison between the above introduced
loss functions under different conditions is provided in Section 6.4.
5.3. Regularization Term
5.3.1. Anisotropic Diffusion
Another major contribution of this thesis is the extension of the scalar weighting function
g(u) from Equation 4.6 to a generalized tensor notation D(u) which does not only control
the strength but also the direction of regularization. The tensor D(u) denotes a symmetric,
positive-definite 2 × 2 matrix with entries Di,j . Following the approach of Werlberger et al.
[WTP+09], the energy functional of the original DTAM method from Equation 3.4 can be
rewritten as follows:
F =
∫
Ω
{∥{∇ξ(u)⊤D2(u)∇ξ(u)} 12 ∥ϵ+λ(u)C(u, ξ(u))}du, (5.36)
=
∫
Ω
{∥{(D(u)∇ξ(u))⊤(D(u)∇ξ(u))} 12 ∥ϵ+λ(u)C(u, ξ(u))}du, (5.37)
=
∫
Ω
{∥D(u)∇ξ(u)∥ϵ+λ(u)C(u, ξ(u))}du. (5.38)
In the following, we briefly want to establish the connection between our regularization term
and non-linear anisotropic diffusion as discussed in Section 2.5.
First, we apply the Euler-Lagrange equation on the integrand F ′ of the above energy func-
tional:
0 != ∂F
′
∂ξ
− d
dx
(
∂F ′
∂ξx
)
− d
dy
(
∂F ′
∂ξy
)
= ∂F
′
∂ξ
−∇ ·
(
∂F ′
∂∇ξ
)
. (5.39)
In order to simplify calculations, we eliminate the square root in Equation 5.36 by defining the
Huber norm in terms of a squared argument as follows:
Ψ Huber2(r2) =
 r
2
2 , if
√
r2 ≤ c
c
√
r2 − c22 , otherwise.
(5.40)
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Considering only the regularization term, Equation 5.39 evaluates to:
0 != ∇ ·
(
∂f
∂∇ξ
)
= ∇ ·
(
∂
∂∇ξΨ Huber2(∇ξ(u)
⊤D2(u)∇ξ(u))
)
(5.41)
= ∇ ·
(
2 Ψ′Huber2(∇ξ(u)⊤D2(u)∇ξ(u))D(u)2︸ ︷︷ ︸
T (u)
∇ξ(u)
)
, (5.42)
where T (u) denotes the full anisotropic diffusion tensor and Ψ′Huber2 corresponds to the first
derivative of the Huber norm given by:
Ψ′Huber2(r2) =

1
2 , if
√
r2 ≤ c
c
2
√
r2
, otherwise.
(5.43)
Substituting Equation 5.43 into 5.42 yields to the following equivalent diffusion equation:
∂ξ
∂t
=
∇ · (D2(u)∇ξ(u)) if s(u) ≤ c∇ · ( cs(u)D2(u)∇ξ(u)) otherwise, (5.44)
with s(u) =
√
ξ(u)⊤D2(u)∇ξ(u). Note that only the linear part of the Huber norm for
s(u) > c yields non-linear diffusion since D(u) only depends on the reference frame Ir and
not on the inverse depth ξ.
Although D(u) is only a part of T (u), we follow the convention of Werlberger et al. [WTP+09]
and further refer to D(u) as diffusion tensor. In the following, we propose different choices
for D(u).
Isotropic Diffusion Tensors
Although diffusion tensors are typically used to express anisotropic diffusion, we can also
define a tensor for the special isotropic case. This yields a simple diagonal matrix as follows:
Diso(u) =
[
g(u) 0
0 g(u)
]
, (5.45)
where g(u) is the Perona-Malik diffusivity function given in Equation 2.20. There are multiple
possibilities to extend the tensor to vector valued images. We found that taking the maximum
gradient magnitude of all channels yields the best edge preservation at strong color gradients.
The multi-channel diffusivity function can thus be written as:
g(u) = 1
1 + 1
λ2 maxi ∥∇(Kσ ∗ Ir,i)(u)∥
2
2
, (5.46)
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(a) g(u)∥∇ξ(u)∥ϵ (b) ∥diag(g(u))∇ξ(u)∥ϵ (c) g(u)∥∇ξ(u)∥ϵ (d) ∥diag(g(u))∇ξ(u)∥ϵ
Figure 5.6.: Comparison of the reconstruction quality between the regularization term g(u)∥∇ξ(u)∥ϵ
proposed by Newcombe et al. [NLD11] and the isotropic version of our generalized
regularization term ∥diag(g(u))∇ξ(u)∥ϵ. The diffusivity function g(u) is chosen identical
in both cases according to Equation 4.6.
where Ir,i denotes the ith channel of reference frame Ir and λ is a contrast parameter sep-
arating forward from backward diffusion as discussed in Section 2.5.3. In order to reduce
the influence of noise from the sensitive gradient calculation, the image is pre-smoothed by a
Gaussian kernel with standard deviation σ.
However, edge-enhancing non-linear diffusion is not limited to the diffusivity function proposed
above [Wei98, p. 16]. In fact, there exist many functions that exhibit the same behavior such
as the exponential function in Equation 4.6 proposed in the original DTAM method.
In comparison to the energy functional proposed by Newcombe et al. [NLD11] in Equation 3.4,
our regularization term does not only constitute a more general approach but it also provides
significantly better results in the isotropic case as demonstrated in Figure 5.6. This can be
explained by the different placement of the weighting term g(u) which leads to a different
diffusion behavior.
1D Adaptive Anisotropic Diffusion Tensors
The problem with isotropic diffusion is that it produces noisy edges due to the reduced diffusion
strength in all directions as illustrated in Figure 2.5c. In order to reduce this effect, we need to
define the tensor in a way that only diffusion across the edge is inhibited whereas diffusion
along the edge remains unchanged. We call this behavior 1D adaptive anisotropic diffusion
because the regularization strength only changes in one direction. In the following, we propose
two tensors which fulfill these requirements.
The first one is the anisotropic version of the Perona-Malik filter which is defined by the
orthonormal system of eigenvectors v1 and v2 with eigenvalues λ1 and λ2 as follows:
v1(u) ∥ ∇I¯σ(u) , v2(u) ⊥ ∇I¯σ(u) , λ1(u) = g(u) , λ2(u) = 1, (5.47)
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where I¯σ =Kσ ∗ I¯r denotes the Gaussian smoothed version of the grayscale reference frame
I¯r and g(u) is the multi-channel diffusivity function from Equation 5.46. The diffusion tensor
is then given by:
DPM_1D(u) =
[
v1(u),v2(u)
] [g(u) 0
0 1
] [
v1(u)⊤
v2(u)⊤
]
. (5.48)
Instead of inferring the edge direction only from the local gradient, we could also consider
the dominant orientation within a small neighborhood of window size ρ. This can be realized
by doing an eigen-decomposition of the so-called structure tensor which is defined as follows
[Wei98, p. 56]:
Jρ(u) :=Kρ ∗ (∇I¯σ(u)∇I¯σ(u)⊤). (5.49)
The parameter σ for noise removal is typically chosen much smaller than the integration scale
ρ which should lay within the order of magnitude of important image features.
The eigenvalues µ1 and µ2 of the structure tensor also provide information about local structure
elements like edges (µ1 ≫ µ2 = 0), corners (µ1 ≥ µ2 ≫ 0) and uniform areas (µ1 = µ2 = 0).
Based on these relations, we can define the local coherence as the squared difference between
the eigenvalues (µ1 − µ2)2 which is a measure of the degree of local anisotropy [Wei98, p. 57].
At strong edges where the local coherence is large, we want to reduce the diffusion strength
across the edge. Therefore, we define the 1D adaptive coherence-preserving diffusion tensor as
follows:
Dcoh_1D(u) =
[
v1(u),v2(u)
] [h(u) 0
0 1
] [
v1(u)⊤
v2(u)⊤
]
, (5.50)
where v1(u) and v2(u) are the eigenvectors of the structure tensor and h(u) is a diffusivity
function which rapidly decays for growing coherence values:
h(u) = 1
1 + 1
c2 (µ1(u)− µ2(u))2
. (5.51)
2D Adaptive Anisotropic Diffusion Tensors
Having unrestricted diffusion along edges is not always beneficial. Although it effectively
reduces noisy artifacts at large image gradients, it also tends to remove filigree line structures.
Figure 5.7 highlights the benefits and limitations of isotropic and 1D adaptive anisotropic
tensors. Since both extremes seem to suffer from complementary problems, it is obvious that
a mixture of both may constitute a good compromise. Therefore, we propose the following
modifications on the above tensor definitions which we call 2D adaptive anisotropic diffusion
since the regularization strength adaptively changes in 2 directions:
DPM_2D(u) =
[
v1(u),v2(u)
] [g(u) 0
0 g(u)α
] [
v1(u)⊤
v2(u)⊤
]
, (5.52)
Dcoh_2D(u) =
[
v1(u),v2(u)
] [h(u) 0
0 h(u)α
] [
v1(u)⊤
v2(u)⊤
]
. (5.53)
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Figure 5.7.: Effect of different diffusion tensors on benchmark Sequence 4: The top row shows vi-
sualizations of the isotropic, the adaptive flow anisotropic and the full flow anisotropic
diffusion tensors, respectively. The hue channel encodes the direction of the dominant
eigenvector, the saturation indicates the local coherence whereas the flow strength (largest
eigenvalue) is represented by the brightness. The corresponding depth reconstructions are
shown in the bottom row.
The exponent α ∈ [0, 1] represents an anisotropy parameter which blends between isotropic
(α = 1) and 1D adaptive anisotropic diffusion (α = 0).
5.3.2. Inhomogeneous Adaptive Weighting
In the previous section we presented different tensors which adjust the strength and the
direction of the diffusion in order to preserve depth discontinuities. However, the amount
of regularization is not only determined by the diffusion tensor but also by the data term
cost. Having a global weighting parameter λ which regulates the ratio between data and
regularization term as proposed by the original DTAM method can lead to difficulties in some
cases. Figure 5.8 illustrates the problem of insufficient regularization in large homogeneous
image regions due to erroneous data term measurements.
In Chapter 3 we already discussed some of the work devoted to solving this issue including
superpixels [CC14] and a multi-resolution technique [GOLR16]. In this work, we present
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Figure 5.8.: Comparison between depth regularization with homogeneous and inhomogeneous (cost
volume-driven) data term weighting in low-gradient regions.
another way of enhancing regularization in large textureless areas using an inhomogeneous
weighting term λ(u):
Fξ =
∫
Ω
{∥D(u) ∇ξ(u)∥ϵ + λ(u) C(u, ξ(u))}du. (5.1)
The qualitative differences between homogeneous and inhomogeneous data term weighting are
demonstrated in Figure 5.8. In the following, we propose two different confidence metrics.
Image-Driven Confidence Metric
A straight forward way to downweight the data term in homogeneous regions is by defining
a confidence metric proportional to the magnitude of the image gradient. The multichannel
diffusivity function g(u) from Equation 5.46 maps zero gradients to 1 whereas large gradients
converge to 0. Since this is just the opposite of what we expect from a confidence metric, we
simply invert the function. Furthermore, we subtract an additional bias term ϵ, such that small
non-zero gradients caused by noise and quantization effects are also mapped to zero.
λimg(u) =
λ
Cavg
max{ 1− g(u)− ϵ, 0 }. (5.54)
Apart from the local gradient-based confidence, we still need a global weighting parameter λ
which determines the relative influence of the data term.
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Figure 5.9.: Effect of Gaussian noise with standard deviations σ = 0.0, σ = 0.05 and σ = 0.1 on a
cumulative photometric cost function C(u, d). The red and green lines show the ground
truth inverse depth and the minimum of the data term at pixel u, respectively, whereas the
dashed lines indicate Cmin and Cmax.
Additionally, we suggest normalizing the confidence term by the average photometric cost in
the cost volume. This is necessary for multiple reasons. First of all, the residual normalization
in the data term, as discussed in Section 5.2.2, only adjusts the value range of the individual
constancy assumption. Different loss functions, however, still lead to largely varying costs,
especially between bounded and unbounded functions. Furthermore, negative influences like
noise or motion blur additionally violate any constancy assumption what results in a higher
overall data term cost. Figure 5.9 shows the effect of Gaussian noise on a photometric cost
curve. As the standard deviation increases, the value range of C(u, d) shrinks and average cost
rises which needs to be compensated by the confidence metric.
In order to exclude erroneous measurements from the average calculation, we propose the
following formulation:
Cavg =
1
|Ω|
∑
u∈Ω
1∑S
l=1 δvalid(u, d(l))
S∑
l=1
δvalid(u, d(l))C(u, d(l)), (5.55)
where S denotes the inverse depth resolution and d(l) = lS (ξmin − ξmax) + ξmax is a mapping
from the discrete depth layer l to the corresponding inverse depth d. The indicator function
δvalid assigns a binary validity flag to each value in the cost volume as follows:
δvalid(u, d(l)) =
0 if C(u, d(l)) = 0 or C(u, d(l)) = C01 otherwise. (5.56)
A value C(u, d(l)) is defined to be invalid if it is either zero or equal to the initial cost C0. Figure
5.10b shows an example of the image driven confidence metric using heat map visualization.
Cost Volume-Driven Confidence Metric
Alternatively, we could also define a data term confidence metric which is directly based on
the cost volume itself instead of indirectly inferring it from the reference frame. Piniés et
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(a) absolute data term error (b) λimg (c) λcv
Figure 5.10.: Visualization of the absolute data term error (blue = small, red = large) and the corresponding
inhomogeneous weighting functions λ(u) with image-driven and cost volume-driven confidence
metrics, respectively, using benchmark Sequence 3.
al. [PPN16] suggested using the inverse variance of a Gaussian fitted to the minimum of a
photometric cost function. However, only relying on information close to the minimum can be
misleading since it discards the possibility of local minima. Figure 5.11 shows four exemplary
photometric cost curves at four distinct pixel positions highlighted in the image on the left.
Even this small selection emphasizes the variety of characteristics that may occur. Therefore,
we propose a more robust metric based on the integral of the normalized photometric cost
function:
λ′conf (u) =
1∑S
l=1 δvalid(u, d(l))
S∑
l=1
δvalid(u, d(l))
C(u, d(l))− Cmin
Cmax − Cmin . (5.57)
The above expression takes on values close to 1 for functions with distinct global minima such
as the one at pixel a in Figure 5.11. On the other hand, very flat functions (C(b)) or functions
with multiple minima (C(c)) receive a lower confidence.
In order to exclude functions with invalid values (C(d)) we further propose to add the following
indicator function to the metric:
λ′valid(u) =
0 if 1S {
∑S
l=1 δvalid(u, d(l))}+ ϵ < 1
1 otherwise.
(5.58)
The full cost volume-based confidence metric is then given by:
λcv(u) =
λ
Cavg
λ′conf (u) λ′valid(u). (5.59)
Figure 5.10c shows a heat map visualization of λcv applied to benchmark Sequence 3. While it
looks very similar to the image-based metric λimg, the comparison with the absolute data term
error in Figure 5.10a shows that λcv better reflects the erroneous depth estimates from the cost
volume.
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Figure 5.11.: Cumulative photometric cost curves over the inverse depth range of Sequence 1 at four
distinct pixel positions using RGB constancy. The red and green lines show the ground
truth and the estimated inverse depth of the data term, respectively, whereas the dashed
lines indicate the value range of the photometric cost. The blue-shaded regions indicate
the integral of the cumulative photometric cost curves between Cmin and Cmax.
5.4. Optimization
5.4.1. Primal-Dual Iteration Scheme
Similar to the original DTAM method, we apply an optimization scheme which is based on
the primal dual hybrid gradient method (PDHG) proposed by Zhu and Chan [ZC08]. First,
we need to discretize the continuous energy functional from Equation 5.1 and apply the
Legendre-Fenchel transform on the regularization term which yields
∥D¯Ad∥ϵ= argmax
q,∥q∥2≤1
{
⟨D¯Ad, q⟩ − δ¯q(q)− ϵ2∥q∥
2
2
}
, (5.60)
where δ¯q(q) is again the indicator function defined in Equation 4.9 and d and q denote the
vector versions of the primal and dual variables, respectively. Matrix A represents the discrete
gradient operator from Equation 2.46 and D¯ is a 2MN × 2MN matrix which corresponds to
the element-wise multiplication with the diffusion tensor:
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D¯ =

D1,1(u1,1) . . . 0 D1,2(u1,1) . . . 0
...
. . .
...
...
. . .
...
0 . . . D1,1(uM,N ) 0 . . . D1,2(uM,N )
D2,1(u1,1) . . . 0 D2,2(u1,1) . . . 0
...
. . .
...
...
. . .
...
0 . . . D2,1(uM,N ) 0 . . . D2,2(uM,N )

. (5.61)
Decoupling the convex from the non-convex optimization problem by introducing the auxiliary
variable a yields the following discrete primal-dual formulation:
argmax
q,∥q∥2≤1
{ argmin
d,a
F(d,a, q) }, (5.62)
F(d,a, q) = ⟨D¯Ad, q⟩ − δ¯q(q)− ϵ2∥q∥
2
2+
1
2θ∥d− a∥
2
2+λC(a). (5.63)
Dual-Update (q):
First, we update the dual variable by fixing a and performing a semi-implicit gradient ascend
step on q:
∂F(d,a, q)
∂q
= D¯Ad− ϵq != 0, (5.64)
qn+1 − qn
σnq
= D¯Adn − ϵqn+1, (5.65)
qn+1 = Π¯q
{
qn + σnq D¯Adn
1 + σnq ϵ
}
, (5.66)
where Π¯q corresponds to the element-wise projection of q onto the unit ball as defined in
Equation 4.15. The corresponding numerical scheme is given by:
qn+1i,j = Πq
{[
(qn1 i,j + σnq [D
1,1
i,j ∂
+
x (di,j) +D
1,2
i,j ∂
+
y (di,j)])/(1 + σnq ϵ)
(qn2 i,j + σnq [D
2,1
i,j ∂
+
x (di,j) +D
2,2
i,j ∂
+
y (di,j)])/(1 + σnq ϵ)
]}
, (5.67)
where ∂+x and ∂
+
y denote forward differences with Neumann boundary conditions in x- and
y-direction, respectively, as defined in Equation 2.78.
83
5. Dense Mapping Framework
Primal-Update (d):
By exploiting the divergence theorem ⟨D¯Ad, q⟩ = ⟨A⊤D¯q,d⟩, we can equivalently perform a
semi-implicit gradient descend step on the primal variable d as follows:
∂F(d,a, q)
∂d
= A⊤D¯q + 1
θ
(d− a) != 0 (5.68)
dn+1 − dn
σnd
= −A⊤D¯qn+1 − 1
θn
(dn+1 − an), (5.69)
dn+1 =
dn − σnd (A⊤D¯qn+1 − 1θnan)
1 + σnd /θn
. (5.70)
Note that A⊤D¯qn+1 is the discrete version of the general diffusion equation given in 2.16 since
A⊤ corresponds to the negative divergence operator and the dual variable q represents the
gradient of the inverse depth d. The above iteration of the primal variable can be implemented
using the following numerical scheme:
dn+1i,j =
dni,j + σnd [∂−x (D
1,1
i,j q
n+1
1 i,j +D
1,2
i,j q
n+1
2 i,j ) + ∂−y (D
2,1
i,j q
n+1
1 i,j +D
2,2
i,j q
n+1
2 i,j ) + 1θnani,j ]
1 + σnd /θn
, (5.71)
where ∂−x and ∂−y denote backward differences with Dirichlet boundary conditions in x- and
y-direction, respectively, as defined in Equation 2.81.
In order to speed up the convergence, we further add an extrapolation step as proposed by
Piniés et al. [PPN16]. The objective behind this is to accelerate convergence by taking a
component-wise weighted average between the previous and the current iterate:
d¯n+1 = (1− 1ω)⊤dn + (1ω)⊤dn+1. (5.72)
Here, ω is called relaxation parameter and should have a value in the interval (1, 2). For ω = 1,
Equation 5.72 simplifies to the original Gauss-Seidel iteration scheme, whereas values larger
than 2 fail to converge [BBC+94, p.10f].
Auxiliary-Update (a):
In order to avoid linearizing the remaining highly non-convex function Faux, we follow the
approach of Newcombe et al. [NLD11] presented in Section 4.1.3 and minimize the auxiliary
variable a using point-wise exhaustive search 1:
an+1 = argmin
an
Faux(d¯n+1,an), (5.73)
Fauxu (du, au) =
1
2θ (du − au)
2 + λ(u)C(u, au). (5.74)
1Note that we are deliberately deviating from the index notation {·}i,j since both the cost volume C(u, au) and
the confidence metric λ(u) are only defined in terms of pixel coordinates u.
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Due to the rather expensive minimization of Faux, we propose reducing the number of auxiliary
updates for performance reasons. Considering the relatively small changes of a compared to
the primal and dual variables, it is possible to skip several iterations without notable differences
in the converged depth map. In our experiments, we found that updating the auxiliary variable
after each 10th primal-dual iteration yields the best trade-off between quality and performance.
An overview of the entire optimization procedure is provided in Algorithm 5.1.
5.4.2. Adaptive Step Sizes
The primal-dual hybrid gradient (PDHG) method as proposed by Zhu and Chan [ZC08] denotes
a powerful optimization scheme, however, the convergence of the algorithm is highly sensitive
to the choice of the step size parameters σd and σq. One can show that convergence is achieved
if the following condition holds [CP11]:
σdσq < ρ(A⊤D¯2A)−1, (5.75)
where ρ(X) = max{|λ1|, ..., |λn|} is known as the spectral radius and corresponds to largest
eigenvalue λ of a square matrix X ∈ Rn×n. The above inequality is generally not trivial
to evaluate and depends on the particular choice of the diffusion tensor D. Furthermore,
convergence of the PDHG algorithm is not guaranteed for non-constant step sizes even if the
above inequality holds [GLY+15b].
In order to overcome these limitations, we adopt the adaptive PDHG algorithm proposed by
Goldstein et al. [GLY15a] which automatically selects the optimal step sizes without explicitly
evaluating the expression in Equation 5.75.
The algorithm consists of two stages: backtracking, which enforces the stability condition, and
residual balancing, which chooses the step sizes such that the primal and dual residuals are
equally minimized.
Backtracking
The backtracking step is similar to the idea of backtracking line search discussed in Section
2.7.2. Since we do not require any knowledge about the upper bound of valid step sizes, we
simply initialize σ0d and σ
0
q to "large" values and check if the following backtracking condition
bn is met:
bn =
2σndσnq (qn+1 − qn)⊤D¯A(d¯n+1 − dn)
γσnq ∥d¯n+1 − dn∥22+γσnd ∥qn+1 − qn∥22
≤ 1, (5.76)
where γ ∈ (0, 1) is a constant and d¯ denotes the extrapolated solution of the primal variable d
as defined in Equation 5.72. For a detailed proof of the above inequality, consult Goldstein et
al. [GLY+15b].
If the backtracking condition is violated, the step sizes are decreased and the primal and dual
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updates are reset to the previous iterates. This process is repeated until the above convergence
criterion is fulfilled. One can show that the backtracking step can only be invoked a finite
number of times [GLY+15b].
Residual Balancing
While the error of the current primal and dual iterates cannot be measured without having a
ground truth solution, we can analyze the convergence behavior based on their corresponding
residuals. The residual of a variable corresponds to the difference to the optimality condition
[GLY+15b]. Since we want to find the stationary point of the energy functional F(d,a, q), the
optimality condition for the dual variable is given by:
∂F(d,a, q)
∂q
= D¯Ad− ϵq != 0. (5.64)
From this, we can define the dual residual rn+1q for the gradient ascend scheme from Equation
5.65 as follows:
rn+1q := D¯Ad¯n+1 − ϵqn+1. (5.77)
Manipulating the optimality condition allows us to express rn+1q also in terms of the difference
between two consecutive iterates of the primal and dual variable:
D¯Adn − ϵqn+1 = 1
σnq
(qn+1 − qn), (5.78)
D¯Ad¯n+1 − ϵqn+1 = D¯Ad¯n+1 − D¯Adn + 1
σnq
(qn+1 − qn), (5.79)
rn+1q = D¯A(d¯n+1 − dn) +
1
σnq
(qn+1 − qn). (5.80)
The primal residual rn+1d for the gradient descend scheme from Equation 5.69 can equally be
derived as follows:
∂F(d,a, q)
∂d
= A⊤D¯q + 1
θ
(d− a) != 0, (5.68)
rn+1d : = −
(
A⊤D¯qn+1 + 1
θn
(d¯n+1 − an)
)
. (5.81)
Reformulating the optimality condition again yields the following alternative expression:
−A⊤D¯qn+1 − 1
θn
(d¯n+1 − an) = 1
σnd
(
d¯n+1 − d¯n
)
, (5.82)
rn+1d =
1
σnd
(
d¯n+1 − d¯n
)
. (5.83)
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Algorithm 5.1 Adaptive PDHG method
Require:
set α0 = µ = 0.95, γ = 0.75, s = 1.1, choose large σ0d and σ0q ;
set d0 = a0 = argmin
a
C(a), q0 = 0, θ0 = 200, ∆θ = 0.99, ϵ = 0.1, ω = 2, N = 10;
while not converged do
for iter = 1 to N do ▷ Do N convex optimization steps
qn+1 ← Π¯q
{
qn+σnq D¯Adn
1+σnq ϵ
}
; ▷ Update dual variable
dn+1 ← dn−σnd (A⊤D¯qn+1−an/θn)1+σn
d
/θn ; ▷ Update primal variable
d¯n+1 ← (1− 1ω)⊤dn + (1ω)⊤dn+1; ▷ Extrapolate primal solution
rn+1q ← D¯A(d¯n+1 − dn) + 1σnq (q
n+1 − qn); ▷ Update dual residual
rn+1d ← 1σn
d
(d¯n+1 − d¯n); ▷ Update primal residual
bn ← 2σnd σnq (qn+1−qn)⊤D¯A(d¯n+1−dn)
γσnq ∥d¯n+1−dn∥22+γσnd ∥qn+1−qn∥22
; ▷ Update backtracking condition
if bn > 1 then ▷ If backtracking condition fails ...
σn+1d ← σnd /2, σn+1q ← σnq /2; ▷ Decrease step sizes
d¯n+1 ← dn, qn+1 ← qn; ▷ Keep old iterates
αn+1 ← α0; ▷ Reset adaptivity parameter
else if s∥rn+1d ∥22< ∥rn+1q ∥22 then ▷ If dual residual is large ...
σn+1d ← σnd (1− αn); ▷ Decrease primal step size
σn+1q ← σnq /(1− αn); ▷ Increase dual step size
αn+1 ← αnµ; ▷ Decrease adaptivity parameter
else if ∥rn+1d ∥22> s∥rn+1q ∥22 then ▷ If primal residual is large ...
σn+1d ← σnd /(1− αn); ▷ Increase primal step size
σn+1q ← σnq (1− αn); ▷ Decrease dual step size
αn+1 ← αnµ; ▷ Decrease adaptivity parameter
else ▷ If both residuals are similar ...
σn+1d ← σnd , σn+1q ← σnq ; ▷ Keep step sizes
αn+1 ← αn; ▷ Keep adaptivity parameter
end if
θn+1 ← θn∆θ; ▷ Decrease coupling parameter θ
end for
an+1 ← argmin
an
Faux(d¯n+1,an); ▷ Do non-convex optimization step
end while
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Figure 5.12.: Evolution of the residuals (left) and the step sizes (right) of the primal and dual variable,
respectively, using the adaptive PDHG algorithm as outlined in 5.1.
Having obtained the residuals for the primal and dual variable, respectively, we can choose
step sizes which jointly solve the saddle point problem most efficiently. Due to the coupling of
σd and σq through the stability condition in Equation 5.75, a large step on d yields a distinct
minimization of the primal residual, however, at the cost of a small dual update and vice versa.
Since the PDHG method only converges if both residuals are minimized, Goldstein et al.
[GLY+15b] suggested adapting the step sizes such that rn+1d and r
n+1
q are "balanced":
∥rn+1d ∥22≈ s∥rn+1q ∥22. (5.84)
For instance, if the primal residual dominates and exceeds the tolerance s, the primal step size
σd is increased while the dual step size σq is decreased.
Figure 5.12 illustrates the effect of backtracking and residual balancing on the primal and dual
step sizes. The plots demonstrate how σd and σq converge to their optimal values as soon as
the residuals have balanced and start to decrease rapidly. The full adaptive PDHG method for
our dense mapping framework is outlined in Algorithm 5.1.
5.4.3. Convergence Criteria
In the following, we briefly discuss some possible convergence criteria:
• Fixed number of iterations:
One of the simplest and cheapest ways to determine the stopping point of the optimization
procedure is by defining an upper bound on the iteration count. Newcombe et al.
[NLD11] suggested using the steadily decreasing coupling parameter θn as convergence
criterion as follows:
θn < θmin. (5.85)
On the other hand, the optimal number of iterations typically depends on multiple
parameters and potentially needs to be adjusted for each configuration.
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• Solution difference:
Another intuitive way of determining convergence of the algorithm is to track the relative
change of the inverse depth map between two consecutive iterations. The idea here
is that convergence is achieved as soon as the changes are smaller than a predefined
threshold ∆min. Due to the quadratic coupling term 12θ∥a − d∥22, we obtain the same
solution in both the primal and the auxiliary variable for θ → 0. However, we found
that a shows a more regular descend which is a favorable property in this context. We
therefore propose the following convergence criterion:
∥an+1 − an∥22< ∆min. (5.86)
A characteristic plot of the auxiliary difference ∥an+1 − an∥22 is shown in Figure 5.13a.
• Energy:
Given that our primary objective is to minimize the energy functional F(d,a, q) in
Equation 5.67, we could also define a convergence criterion based on the norm of the
remaining energy:
∥F(dn,an, qn)∥22< Fmin. (5.87)
However, as Figure 5.13b illustrates, the energy is not guaranteed to decrease monotoni-
cally which makes it difficult to define a general Fmin. Furthermore, the evaluation of
the energy norm is rather expensive and additionally slows down the algorithm.
• Residuals:
Another possible stopping criterion for our adaptive PDHG algorithm denotes the sum of
the primal and dual residual norms as shown in Figure 5.13c:
∥rnd∥22 + ∥rnq ∥22< rmin. (5.88)
Since we adaptively choose the primal and dual step sizes based on residual balancing
and the backtracking condition, the residuals are guaranteed to converge eventually.
Furthermore, no computational overhead is necessary since we require the residual
norms in the optimization procedure anyway.
• Primal-dual gap:
As already discussed in Section 2.7.6, the PDHG algorithm does not necessarily decrease
the primal energy in each iteration. Instead, it aims to minimize the gap between the
primal and the dual objective. Following the definitions in [Osw15, p. 29], we can
convert our original primal problem into the corresponding dual formulation as follows:
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min
d
∥D¯Ad∥ϵ+ 12θ∥d− a∥
2
2+λC(a) (primal) (5.89)
= min
d
max
q
⟨D¯Ad, q⟩ − ϵ2∥q∥
2
2−δ¯(q) +
1
2θ∥d− a∥
2
2+λC(a) (primal-dual) (5.90)
= max
q
min
d
⟨A⊤D¯q,d⟩ − ϵ2∥q∥
2
2−δ¯(q) +
1
2θ∥d− a∥
2
2+λC(a) (dual-primal) (5.91)
= max
q
⟨A⊤D¯q,a⟩ − ϵ2∥q∥
2
2−δ¯(q)−
θ
2∥A
⊤D¯q∥22+λC(a) (dual) (5.92)
From this, the primal-dual gap Gap(d, q) is given by:
Gap(d, q) = ∥D¯Ad∥ϵ+ 12θ∥d− a∥
2
2−⟨A⊤D¯q,a⟩+
ϵ
2∥q∥
2
2+δ¯(q) +
θ
2∥A
⊤D¯q∥22 (5.93)
Using the above expression, we can define a convergence criterion as follows:
∥Gap(dn, qn)∥22< Gapmin. (5.94)
However, regarding the computational complexity of the primal-dual gap and its rather
flat course after the rapid decay as shown in Figure 5.13d, it is only of limited use
concerning the definition of a cheap and flexible convergence criterion.
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Figure 5.13.: Evolution of four different convergence criteria over 1500 primal-dual iterations using
Algorithm 5.1. Note that we evaluated functions b)-d) only after each auxiliary update in
order to suppress the initial jitter due to residual balancing.
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6.1. Implementation Aspects and Test Platform
The dense mapping framework presented in the previous chapter has been implemented using
C++ and CUDA in order to fully exploit the parallel nature of the problem.
The code is loosely based on Paul Foster’s OpenDTAM1 project which is an open source im-
plementation of the original DTAM algorithm from Newcombe et al. [NLD11]. Except for
OpenCV2 and FreeImage3, no external libraries have been used.
The code has successfully been deployed on three different platforms running Ubuntu 14.04,
Ubuntu 15.04 and Debian 8, respectively, with CUDA versions 6.5 and 7.5. The test machine
with the weakest hardware components is equipped with an Intel Core i7-3770 CPU with
3.40GHz and 16GB of RAM and a GeForce GT 640 graphics card.
6.2. Quality Measures
Throughout the chapter, we use three different quality measures which are based on the
comparison with the ground truth inverse depth dˆ:
• Precision:
The precision of a reconstruction d denotes the percentage of pixels whose absolute error
is smaller than a tolerance threshold ϵ:
precision(d, dˆ) = 1
MN
M∑
i=1
N∑
j=1
δϵ(|di,j − dˆi,j |) , δϵ(x) =
1 if x < ϵ,0 otherwise. (6.1)
• Mean Squared Error (MSE):
The mean squared error is a very commonly used quality measure in image processing
and is defined as the average of the pixel-wise squared differences as follows:
MSE(d, dˆ) = 1
MN
M∑
i=1
N∑
j=1
(di,j − dˆi,j)2. (6.2)
• 99th Percentile:
The 99th percentile corresponds to the squared error ε which is larger than in 99% of the
pixels:
percentile99(d, dˆ) = ε , s.t.
1
MN
M∑
i=1
N∑
j=1
δε(|di,j − dˆi,j |2) = 0.99. (6.3)
1https://github.com/anuranbaka/OpenDTAM
2http://opencv.org/
3http://freeimage.sourceforge.net/
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6.3. Parameter Selection
Before we start with the evaluation of our dense mapping framework, we provide a brief
analysis of some important parameters in order to determine the configuration which yields
the best trade-off between quality and performance.
First, we consider the number of overlapping images |I(r)| required to construct a reliable
cost volume. Figure 6.1 shows the precision of both the data term and the regularized inverse
depth for different numbers of images.
From these plots, we can draw multiple conclusions. First, using more than two images to
establish correspondences significantly increases the reconstruction precision which again
demonstrates the advantage over traditional stereo-based techniques. Secondly, the precision
already increases rapidly with a small number of frames and does not improve considerably
thereafter. Furthermore, the strong rise of the regularized precision compared to the data
term again emphasizes the benefits of regularization which already achieves high-quality
reconstructions from very noisy inverse depth estimates.
Since the number of frames required to construct a reliable cost volume heavily depends on
the baselines and the degree of overlapping, it is difficult to give a general recommendation.
However, regarding the benchmark sequences used in the evaluation (see Table A.1), we found
that 20 frames are sufficient.
Another important parameter is the number of layers S in the cost volume which correspond
to the discretization of the inverse depth as shown in Figure 4.1. The choice of S denotes a
limiting factor on the data term accuracy and should thus not be chosen too small. Although
the regularized result does not suffer from quantization errors due to the additional Newton
step outlined in Section 4.1.3, the precision still depends on the quality of the data term
estimate. The plots in Figure 6.2 indicate that a resolution of S = 16 is sufficient in most cases.
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Figure 6.1.: Evolution of the data term (left) and the regularized precision (right) for different numbers
of overlapping images |I(r)| using RGB constancy, respectively.
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Figure 6.2.: Evolution of the data term (left) and the regularized precision (right) for different inverse
depth resolutions S using RGB constancy, respectively.
Note that the relatively high data term precision of benchmark Sequences 4 and 5 is somehow
misleading since it is mainly caused by the geometry in the scene and the choice of ξmin and
ξmax. If we take a look at the reference frames in Table A.1, we notice that both sequences have
a large planar wall in the back of the scene which is parallel to the image plane. Choosing ξmin
equal to the inverse distance of that wall already results in a perfect inverse depth estimate for
a large number of pixels independent of S.
While the image- and cost volume-based confidence metrics discussed in Section 5.3.2 reliably
downweight outliers in the data term, we still need a global weighting parameter λ which
determines the relative influence of the regularization. Choosing λ very small results in
dominant regularization and thus strongly blurred inverse depth maps. On the other hand, a
large value for λ only allows for limited diffusion which leads to rather noisy reconstructions.
Figure 6.3 shows the mean squared error and the precision after regularization for different
values of λ. The plots indicate that values between 0.002 and 0.004 yield the best balance
between data and regularization term.
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Figure 6.3.: Evolution of the mean squared error (left) and the reconstruction precision (right) for
different data term weighting parameter values λ using RGB constancy, respectively.
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6.4.1. Robustness under Illumination Changes
One of the core contributions of this thesis is to make the data term robust against illumination
changes. In Section 5.2 we presented several possible transformations which exhibit different
degrees of invariance. In the following, we evaluate seven of them regarding their robustness
under multiplicative, affine and non-linear illumination changes, respectively.
First, we compare the constancy assumptions under constant illumination conditions. For this
we applied the transformations on benchmark Sequences 1-4 which represent realistically
ray-traced image sequences from Handa et al. [HNAD12, HWMD] as shown in Table A.1.
Apart from some specular reflections, the brightness constancy assumption generally holds.
Figure 6.4 shows the data term precision and the mean squared error of the regularized inverse
depth while the corresponding reconstruction results including a heat map visualization of the
absolute error, a normal map and a Phong-shaded version is provided in Tables A.2, A.3, A.4
and A.5, respectively.
The comparison shows that all seven transformations achieve comparable accuracy except
for minor differences. T HSV _grad as well as the morphological transformations T census and
T complete_rank are slightly superior in most cases which can be explained by the additionally
neighborhood information encoded in the descriptors. The correlation transform T corr, on the
other hand, generally performs less well since it discards a lot of information.
In order to evaluate the performance under varying illumination conditions, we used an
OpenGL-rendered scene with simple geometric primitives where we can freely define the
intensities and motions of individual light sources. In order to put the constancy assumptions
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Figure 6.4.: Data term precision (left) and mean squared error of the regularized inverse depth (right)
for different constancy assumptions evaluated on benchmark sequences 1-4, respectively.
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for multiple constancy assumptions evaluated on benchmark Sequence 5 under different
illumination conditions (from constant to non-linear variations).
through an endurance test, we decided to simulate quite extreme illumination changes. First,
we modulated the intensity of the main spotlight with a sine-function in order to achieve
rapidly pulsating multiplicative changes. In a next step, we added randomly moving point light
sources to the scene which corresponds to affine illumination changes due to the continuous
interplay between light and shadow. Finally, we applied a strongly varying gamma correction
on the image sequence which leads to non-linear intensity changes.
Figure 6.5 shows the results for all of the above mentioned lighting conditions including con-
stant illumination using the same quality measures as before. The corresponding reconstruction
results including the data term estimate, the regularized absolute error and a normal map
visualization is provided in Tables A.6, A.7, A.8 and A.9.
In contrast to the previous comparison under constant illumination, the differences between
the constancy assumptions are quite striking. It comes as no surprise that T RGB completely
fails to establish correspondences as soon as the brightness constancy assumption is violated.
In the non-linear case, T HSV also shows significant difficulties because the transformation is
only designed to be invariant up to affine illumination changes.
The fact that the two morphological transformations T census and T complete_rank show excellent
results in almost all scenarios was to be expected since they are designed to work on intensity
orders instead of absolute intensities. Only local additive changes break the assumption which
explains the slight loss of precision in the affine case.
However, the most astonishing finding is the consistently strong performance of T log_grad,
T HSV _grad and T corr which are actually only designed to cope with multiplicative and affine
changes, respectively.
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6.4.2. Robustness under Noise
Apart from illumination changes, there are a number of disruptive influences that may di-
minish the reconstruction quality. In the following, we analyze how well different constancy
assumptions and loss functions are able to cope with noisy image sequences.
In order to test this, we added Gaussian noise with standard deviation σ to the RGB input
images. Figure 6.6 shows the reconstruction results for T RGB under different values of σ along
with the corresponding reference frame and absolute error 4. The evolution of the precision
and the mean squared error for different constancy assumptions under continuously increasing
values of σ is provided in Figure 6.7.
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Figure 6.6.: Effect of Gaussian noise with σ = 0.0 (top row), σ = 0.05 (middle row) and σ = 0.1
(bottom row) on the reconstruction quality of benchmark Sequence 1 using RGB constancy.
4Note that the RGB input images are rescaled to the range [0,1] before applying the noise.
97
6. Evaluation
0 2 · 10−2 4 · 10−2 6 · 10−2 8 · 10−2 0.10.5
0.6
0.7
0.8
0.9
1
standard deviation σ
re
gu
la
ri
ze
d
pr
ec
is
io
n
0 2 · 10−2 4 · 10−2 6 · 10−2 8 · 10−2 0.10
1
2
3
4
5 ·10
−2
standard deviation σ
M
SE
T RGB T log_grad T HSV T HSV _grad T corr T census T complete_rank
Figure 6.7.: Evolution of the mean squared error over increasing Gaussian noise standard deviation σ
for different constancy assumptions using benchmark Sequence 1.
The results indicate that intensity-based transformations like T RGB and T HSV are gener-
ally superior to plain gradient-based descriptors such as T log_grad since derivatives are very
sensitive to noise. By comparison, T HSV _grad as an example of a hybrid gradient-intensity
descriptor shows better performance since the result is mainly driven by the HSV-part as soon
as the gradients fail to establish reliable correspondences.
Furthermore, it is interesting to see how different T census and T complete_rank perform although
both belong to the group of morphological transformations. While T census achieves a preci-
sion similar to T RGB, T complete_rank yields comparably poor results. This can be explained
by the fact that the local intensity order encoded by the complete rank transform is much
more prone to noise since already small variations are likely to change that order. The
census transform, on the other hand, exhibits a larger tolerance threshold since it only en-
codes the sign of the intensity differences between the local neighborhood and the central pixel.
Furthermore, we analyzed the effect of different loss functions discussed in Section 5.2.3
on the reconstruction quality, both with and without additional noise. Since the previous
results revealed that T RGB is most robust under noise, we use it as basis for our following
experiments.
First we start off by comparing the loss functions under optimal image quality conditions
without additional noise. Figure 6.8 shows the precision and the mean squared error of the
regularized inverse depth for all six loss functions evaluated on benchmark Sequences 1-4. The
results confirm our previous assumption that the least-squares estimator ΨL22 shows the worst
performance since it is not robust against outliers. Especially ΨCauchy, ΨGMC and ΨTukey
provide excellent results on all data sets due to their bounded influence. The unbounded yet
sub-quadratic penalizers ΨL1 and ΨHuber show very similar numbers which lie between both
extremes.
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Figure 6.8.: Precision (left) and mean squared error (right) of the regularized inverse depth for different
loss functions Ψ evaluated on benchmark sequences 1-4 using RGB constancy, respectively.
However, adding some Gaussian noise to the input images yields a totally different picture as
illustrated in Figure 6.9. While the reconstruction precision of ΨL22 remains almost constant,
the quality of all three bounded functions severely drops with increasing standard deviation.
Although this behavior may seem counter-intuitive at first, the reason for this is quite straight-
forward.
Robust loss functions implicitly make the assumption that large residuals correspond to outliers
and should therefore receive a rather small penalty in order to downweight their influence on
the solution. Small residuals, on the other hand, are considered to contain information about
the underlying signal and should thus be assigned a relatively large error. However, adding a
Gaussian distributed noise yields strong disturbances in the small residuals while outliers with
large residuals are rather rare. Since this contradicts the expectations of robust loss functions,
the data term fails to establish reliable correspondences.
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Figure 6.9.: Evolution of the precision (left) and the mean squared error (right) of the regularized
inverse depth for different loss functions over increasing Gaussian noise standard deviation
σ evaluated on benchmark Sequence 1 using RGB constancy, respectively.
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The ΨL22 function, on the other hand, is perfectly suited for Gaussian noise since small residuals
are downweighted while large residuals receive a strong penalty. In fact, the least-squares
solution of a signal corrupted by independent Gaussian noise with zero mean corresponds to
the maximum likelihood estimate of the data under a given model [Zha97].
Although Gaussian noise is very common in digital images, there are many other types of noise
such as White noise, Brownian noise or Poisson noise [BJ15]. Many of them, including the
so-called salt and pepper noise, produce outliers with rather large residuals which can easily be
removed using a bounded loss function.
We can therefore conclude that, in the absence of noise, bounded loss functions generally lead
to better results than unbounded functions. However, if the input images are corrupted by a
significant amount of noise, the optimal choice for the loss function strongly depends on the
dominant type of noise.
6.4.3. Robustness under Motion Blur
Since our dense mapping framework aims at reconstructing the scene geometry from an image
sequence of a hand-held monocular camera, motion blur is a common issue that needs to be
considered. Therefore, we evaluated the performance of different constancy assumptions on
a photo-realistic benchmark sequence which simulates the motion blur of a strongly shaking
camera at 40Hz [HNAD12]. Furthermore, we investigate the effect of differently blurred
reference frames on the reconstruction quality.
Figure 6.11 shows the resulting mean squared error and the 99th percentile error of the regu-
larized inverse depth for three distinct scenarios, respectively. First, the constancy assumptions
have been evaluated without motion blur in order to establish a benchmark. Secondly, we
chose two subsequent reference frames from the same sequence with motion blur. While the
first frame is only slightly blurred due to a temporarily reduced camera speed, the second
frame exhibits strong blurring effects. The reconstructed inverse depth maps along with their
corresponding reference frames and absolute errors for these three scenarios are shown in
Figure 6.10.
The results indicate that the degree of blurring in the reference frame has a crucial impact on
the precision of the reconstruction. If the reference frame contains strong blurring artifacts
which are typically unique within the sequence, it is very difficult to establish reliable corre-
spondences. However, if the reference frame is relatively sharp, the reconstruction quality is
almost comparable to the non-blurred case because outliers from strongly blurred images in
the sequence can well be discarded using a robust loss function.
Since we require a certain percentage of overlapping pixels between consecutive frames, it is
not necessary to reconstruct the inverse depth for each image in the sequence. Therefore, we
suggest selecting the reference frames based on the degree of motion blur present in the image.
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Figure 6.10.: Effect of motion blur on the reconstruction quality of benchmark Sequence 1 using RGB
constancy: the top row shows the reconstruction without motion blur whereas the middle
and bottom rows have been reconstructed with motion blur using differently blurred
reference frames, respectively.
Concerning the comparison of the constancy assumption, we can see that T RGB shows
the best performance under motion blur. This is consistent with our previous observation
where RGB constancy also proved to be most robust under Gaussian noise. Furthermore, it
comes as no surprise that T log_grad shows large mean squared errors since the local gradient
strongly depends on the degree of blur in the image. The hybrid intensity-gradient transforma-
tion T HSV _grad generally performs better since the solution is mainly driven by the HSV part
once the gradients fail to provide reliable information.
In this comparison, it is also insightful to consider the 99th percentile error which corresponds
to the maximum reconstruction error discarding the top 1% of potential outliers. As the
chart in Figure 6.11 indicates, the morphological transformations as well as T corr perform
rather well in the non-blurred case, however they show considerable issues as soon as motion
blur enters the picture. This effect is comparable to the poor ranking of the gradient-based
descriptors since the assumption of a constant neighborhood is violated.
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Figure 6.11.: Mean squared error (left) and 99th percentile error (right) of the regularized inverse
depth for different constancy assumptions evaluated on benchmark Sequence 1 with and
without motion blur, respectively.
6.5. Regularization Term
6.5.1. Diffusion Tensors
Having evaluated the robustness of different constancy assumptions and loss functions under
various influencing factors, we also need to analyze the effect of our new regularization term.
One of our main contributions in this context is the extension from the isotropic diffusivity term
g(u) proposed by the original DTAM method towards an anisotropic diffusion tensor D(u). In
Section 5.3.1 we propose 5 possible tensors for isotropic and anisotropic diffusion. Figure 6.12
show a comparison between all tensors as well as the diffusivity term g(u) based on the mean
squared error and the 99th percentile error of the regularized inverse depth, respectively.
The first conclusion that we can draw from the results is the clear advantage of our generalized
regularization term over the weighted Huber norm in almost all cases. The differences are
especially significant in Sequences 3 and 4 where the regularization of the original DTAM
method completely fails to preserve sharp depth discontinuities as shown in Figure 5.6.
Concerning the diffusion tensors, the charts in Figure 6.12 do not allow to make a definitive
statement. As illustrated in Figure 5.7, the choice of the optimal tensor strongly depends
on the image sequence. While isotropic diffusion is generally better suited for preserving
filigree line structures, anisotropic diffusion is less prone to noise in image regions with strong
gradients. In cases like benchmark Sequence 4 where both properties are desired, our 2D
adaptive anisotropic diffusion tensors offer the opportunity to blend between the two extremes
which may reduce the total error.
Furthermore, we can observe a slight advantage of the coherence-preserving tensors over the
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Figure 6.12.: Mean squared error (left) and the 99th percentile error of the regularized inverse depth
(right) for different diffusion tensors and the original DTAM weighted Huber regulariza-
tion evaluated on benchmark Sequences 1-4 using RGB constancy, respectively.
Perona-Malik tensors. One possible explanation for this is that the former choose the diffusion
direction based on the structure tensor instead of the local gradient. This restricts anisotropic
diffusion to dominant edges while the majority of the image is subject to isotropic diffusion.
6.5.2. Confidence Metrics
Another important aspect in the regularization term is our inhomogeneous adaptive weighting
term λ(u) which assigns an individual confidence value to each pixel in the data term estimate.
The objective behind this design decision is to overcome the difficulties of a global weighting
parameter λ in large untextured image regions as illustrated in Figure 5.8.
In the following, we evaluate the performance of both the image-driven and the cost volume-
driven confidence metric as discussed in Section 5.3.2. Furthermore, we compare the results
against reconstructions obtained from a global homogeneous λ as proposed by Newcombe et
al. [NLD11].
The results in Figure 6.13 confirm the superiority of inhomogeneous data term weighting
especially in benchmark Sequences 1 and 3 which show large untextured regions on the monitor
screen and the printer, respectively. While global weighting completely fails to reconstruct
these areas, our pixel-wise confidence metrics are able to robustly identify and exclude these
erroneous data term estimates.
Furthermore, we can say that the cost volume-based confidence metric generally outperforms
its image-driven counterpart. This becomes most apparent regarding benchmark Sequence 3
where the T RGB-based data term has problems reconstructing the bottom end of the table
as shown in Figure 6.14. Since these errors are mainly caused by the particular deficiency
of the RGB constancy assumption and an unfavorable camera trajectory, it is not possible to
identify the problematic regions solely based on the reference frame. The cost volume-driven
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Figure 6.13.: Mean squared error (left) and the 99th percentile error of the regularized inverse depth
(right) for a homogeneous (λ) and two inhomogeneous data term weighting parameters
(λimg, λcv) evaluated on benchmark Sequences 1-4 using RGB constancy, respectively.
metric, on the other hand, reflects the actual error much more accurately since it operates
directly on the photometric cost functions. Therefore, λcv can also identify errors induced
by temporal influencing factors like moving objects that are not directly apparent on a single
image. Furthermore, it is able to compensate for the individual weaknesses of different
constancy assumptions.
In the particular example shown in Figure 6.14, λcv was able to reduce the mean squared error
by half compared to the image-driven confidence metric.
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Figure 6.14.: Comparison of the reconstruction quality and the corresponding absolute errors of the
image driven (λimg(u)) and the cost volume-driven confidence metrics (λcv(u)) evaluated
on benchmark Sequence 3 using RGB constancy, respectively.
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6.6. Optimization
6.6.1. Extrapolation Scheme
Apart from alternative convergence criteria which have already been discussed in depth in
Section 5.4.3, we propose two extensions to the optimization procedure of the original DTAM
method: additional extrapolation of the primal iterates and adaptive primal and dual step sizes.
The objective of the former is to accelerate the convergence of the semi-implicit primal-dual
hybrid gradient method by taking a component-wise weighted average of two consecutive
iterates. As detailed in Section 5.4.1, the relaxation parameter ω determines the degree of
extrapolation where ω = 1 is equal to the standard Gauss-Seidel iteration scheme and ω = 2
corresponds to the maximum extrapolation which is still known to converge.
Figure 6.15 shows the evolution of the mean squared error and the precision for both extremes
over 1000 iterations. The plots indicate that the additional extrapolation scheme achieves a
considerable speedup and requires up to 40% less iterations until convergence.
6.6.2. Adaptive Step Sizes
The extension to the adaptive PDHG method proposed by Goldstein et al. [GLY+15b] allows to
choose arbitrarily large initial step sizes σ0d and σ
0
q without worrying about the convergence
condition in Equation 5.75. These initial step sizes are then adaptively adjusted based on
residual balancing and backtracking as outlined in Algorithm 5.1.
Figure 6.16 compares the convergence of our adaptive step sizes to four different fixed step
sizes. Apart from the mean squared error and the precision, we also use the primal-dual gap
and the residual norm as evaluation metrics since they provide additional insights into the
convergence behavior.
As shown in Figure 5.12, our adaptive step sizes converge to σd = 0.66, σq = 0.36 after
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Figure 6.16.: Comparison of the convergence behavior between fixed step sizes (σd, σq = 0.1, 0.3, 0.5
and 0.7) and adaptive step sizes based on Algorithm 5.1. The convergence is evaluated
based on the mean squared error, the precision, the primal-dual gap and the primal and
dual residuals using benchmark Sequence 1, respectively.
about 80 iterations. Therefore, we chose the fixed step sizes to be distributed around this
optimum. The MSE and precision plots confirm that the adaptive PDHG method achieves
a convergence rate which is at least equivalent to the one of the best performing fixed step
sizes with σd = σq = 0.5. Step sizes smaller or larger than 0.5 either converge too slowly or
violate the condition in Equation 5.75. This becomes clear when we consider the corresponding
primal-dual gap and residual plots. For very small step sizes (σd = σq = 0.1) the respective
minima are reached distinctly later whereas larger step sizes (σd = σq = 0.7) even fail to
converge at all as indicated by the almost flat course of the residual norm over 1500 iterations.
Furthermore, comparing our adaptive step sizes to σd = σq = 0.5, we can see that both show
a very similar course after the adaptive PDHG method has caught up the initial delay due to
backtracking and residual balancing.
We can therefore conclude that adaptive step sizes are generally not superior to fixed step
sizes, however, they provide a great flexibility since the algorithm can be applied to many
similar problems without the need to evaluate the convergence condition for each particular
case. The downsides to this method, however, are the additional memory requirements and
the computational overhead of calculating the backtracking and residual norms.
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6.7. Depth Map Fusion
So far we have presented and evaluated multiple extensions to the DTAM method proposed
by Newcombe et al. [NLD11] with the objective to obtain a high-quality inverse depth map
from an image sequence of a hand-held monocular camera. However, having an accurate
depth estimate of the scene is only an intermediate step of a much larger pipeline since most
applications discussed in Section 1.1 require a full 3D map of the environment.
Therefore, we investigated different possibilities for depth map fusion in order to create a
dense point cloud from a sequence of depth maps. The ElasticFusion algorithm proposed by
Whelan et al. [WLM+15] in 2015 proved to be a good solution.
Figure 6.17 shows different stages in the point cloud creation process using benchmark
Sequence 4 which contains a 360 degree trajectory through an interior room. The result-
ing full scene reconstruction additionally confirms the quality of our dense mapping framework.
Figure 6.17.: Point cloud reconstruction of benchmark Sequence 4 using the ElasticFusion algorithm
[WLM+15] based on inverse depth maps obtained from our dense mapping framework.
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7. Conclusion
In this thesis, we present multiple improvements on the original DTAM method proposed by
Newcombe et al. [NLD11] especially concerning quality and robustness of the reconstruction
under various influencing factors. Furthermore, we integrate our changes into a generalized
and modular mathematical framework.
In particular, we consider 14 different constancy assumptions which cover up to 5 degrees of
photometric invariance. Moreover, we demonstrate the need for this diversity by evaluating the
performance of difference data term configurations under varying conditions. Our experiments
show that while morphologically invariant transformations produce excellent results even
under severe illumination changes, intensity-based constancy assumptions are generally more
robust against noise and motion blur. Therefore, our dense mapping framework offers a flexible
toolbox which can be adapted to the specific circumstances of a particular application.
In addition to that, we demonstrate the superiority of our generalized anisotropic regularization
term and the benefits of different diffusion tensors. We are also able to significantly improve
the regularization in large untextured image regions using inhomogeneous adaptive data term
weighting based on two alternative confidence metrics.
Concerning the primal-dual optimization, we show that performing an additional extrapolation
step on the primal iterates reduces the number of iterations by up to 40%. Furthermore, we
demonstrate how the choice of optimal gradient step sizes can be automated using the adaptive
PDHG method.
In this thesis we mainly focused on qualitative aspects rather than runtime performance.
Therefore, there is still potential for improvement concerning the efficiency of some stages in
the pipeline. For instance, the processing time of the rather expensive cost volume updates
could be reduced by restricting the search range based on a rough initial depth estimate. Fur-
thermore, applying the Newton method to our primal-dual iteration scheme could additionally
accelerate convergence.
Apart from performance considerations, there are also some potential starting points for
further qualitative improvements. One such example would be the extension to second order
regularization with corresponding sub-quadratic coupling terms for the auxiliary variables as
proposed in [New12, p. 101]. In order to become more robust against outliers, we could also
apply spatio-temporal regularization. So instead of independently computing an inverse depth
map for each new reference frame, we could additionally enforce coherence between multiple
consecutive reconstructions which may not suffer from the same artifacts. The reconstruction
quality could further be improved by means of photometric refinement as proposed in [CG15].
The idea is to estimate the surface normal for each pixel from a rank-reduced brightness matrix
and apply it to the regularized depth map in order to enhance small geometric details. Another
starting point for future work could be the extension of our dense mapping framework to
dynamic scenes following the approaches in [RVCK16] and [GRA13].
In conclusion, our dense mapping framework shows significant improvements to the original
DTAM method in different aspects and forms a flexible basis for potential future extensions.
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A. Appendix
A.1. Benchmark Sequences
Sequence 1:
Desk [HNAD12]
Sequence 2:
Office [HNAD12]
Sequence 3:
Tabletop [HNAD12]
Sequence 4:
Living Room [HWMD]
Sequence 5:
Primitives
Table A.1.: Extracts from rendered benchmark data sets containing an RGB image sequence (left),
corresponding inverse depth maps (right) and a ground truth trajectory which used to
evaluate our dense mapping method.
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A.2. Reconstruction of the Desk Sequence
regularized inverse depth absolute error normal map Phong shading
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Table A.2.: Qualitative comparison of the reconstruction results between a selection of constancy
assumptions using the desk Sequence [HNAD12].
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A.3. Reconstruction of the Office Sequence
regularized inverse depth absolute error normal map Phong shading
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Table A.3.: Qualitative comparison of the reconstruction results between a selection of constancy
assumptions using the office Sequence [HNAD12].
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A.4. Reconstruction of the Tabletop Sequence
regularized inverse depth absolute error normal map Phong shading
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Table A.4.: Qualitative comparison of the reconstruction results between a selection of constancy
assumptions using the tabletop Sequence [HNAD12].
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A.5. Reconstruction of the Living Room Sequence
regularized inverse depth absolute error normal map Phong shading
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Table A.5.: Qualitative comparison of the reconstruction results between a selection of constancy
assumptions using the living room Sequence [HWMD].
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A.6. Reconstruction under Constant Illumination
data term estimate regularized inverse depth absolute error normal map
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Table A.6.: Qualitative comparison of the reconstruction results between a selection of constancy
assumptions using the primitive Sequence with constant illumination.
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A.7. Reconstruction under Multiplicative Illumination Changes
data term estimate regularized inverse depth absolute error normal map
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Table A.7.: Qualitative comparison of the reconstruction results between a selection of constancy as-
sumptions using the primitive Sequence with multiplicative illumination changes (pulsating
spotlight).
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A.8. Reconstruction under Affine Illumination Changes
data term estimate regularized inverse depth absolute error normal map
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Table A.8.: Qualitative comparison of the reconstruction results between a selection of constancy
assumptions using the primitive Sequence with affine illumination changes (pulsating and
moving spotlight + 4 animated point lights).
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A.9. Reconstruction under Non-Linear Illumination Changes
data term estimate regularized inverse depth absolute error normal map
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Table A.9.: Qualitative comparison of the reconstruction results between a selection of constancy
assumptions using the primitive Sequence with non-linear illumination changes (pulsating
γ-correction).
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