We address the problem of egomotion estimation for a monocular observer moving under arbitrary translation and rotation, in an unknown environment. The method we propose is uniquely based on the spatio-temporal image derivatives, or the normal ow. We introduce a search paradigm which is based on geometric properties of the normal ow eld, and consists in considering a family of search subspaces to estimate the egomotion parameters. Various algorithms are proposed within this framework. In order to decrease the noise sensitivity of the estimation methods, we use statistical tools, based on robust regression theory. Finally, we present and discuss a wide variety of experiments with synthetic and real images, for various kinds of camera motion.
Introduction
We address the problem of egomotion estimation for a monocular moving observer. The problem consists in determining the 3D motion parameters, by observing an image sequence over time. This is a real need for many robotic applications where an autonomous system must be able to estimate and/or control its motion parameters before any higher level tasks can be addressed (like a point to point moves or homing procedures).
The rst step to estimate egomotion or structure from motion is the computation of displacement between consecutive frames. Usual approaches are based either on point correspondences 10]; on the estimation of the dense motion eld, identi ed by the optical ow 6, 2]; or nally in the so-called direct methods 9, 3, 5] . The correspondence problem or the optical ow estimation are, in general, ill-posed 1], and it is usually necessary to introduce very restrictive assumptions about the observed scenes. These solutions often require extensive amounts of computation.
The direct methods are less demanding than the previous ones, and use the image brightness information directly to recover the motion parameters. The only image ow component that can be estimated based on local measurements, is the motion along the image gradient direction, the normal ow 8]. Thus, direct methods are usually based on the normal ow or the spatio-temporal image derivatives 12]. Here we focus the approach developed by Ferm uller and Aloimonos 3, 4, 5] who introduced a method based on a selection of image points that form global patterns in the image plane, using the orientation of global normal-ow vectors. This approach considers the complete egomotion estimation problem as a pattern recognition problem, introducing a set of geometric constraints that reveal a global structure hidden in normal-ow elds. Then, the use of global data favors the robustness of the algorithms.
The approach we follow is related to previous work 4, 13] , and the method consists in searching the image for particular geometric properties of the normal ow, tightly connected to the egomotion parameters. Hence, rather than considering the whole set of image ow data, we use only the image sites, that have special geometric properties, which convey relevant information about the observer motion. As proposed by Heeger and Jepson 6], one can solve separately the rotational and translational motion parameters due to bilinear nature of the image motion equations. We also subdivide the problem, but in a di erent way. The di erence is that we split the search domain in several geometric gures, and estimate sets of motion parameters for each one of them.
The salient aspects of the method proposed here, are the exclusive use of the spatio-temporal image derivatives; the introduction of a bounded search paradigm by using a subdivided search domain, based on geometric constraints of the ow eld; the fact that it can cope with arbitrary linear and angular observer motion and the e ort that it is made on robust estimation in order to decrease the noise sensitivity 11, 14].
Problem Statement
Given the camera linear velocity t = U V W] T , angular velocity ! = ! 1 ! 2 ! 3 ] T and the scene depth at each point, Z, the motion eld induced on the image plane, can be calculated at every pixel by the following well-known vector equation 6] :
v(x) = (x)(x ? ) + B(x)! (1) where v(x) = u(x) v(x)] T is the optical ow observed at a given image site, x = x y] T ; = ] T = fU=W; fV=W] T is the Focus of Expansion (FOE) and corresponds to the projection of the observer linear velocity, t, in the image plane. The function (x) is the inverse of the time-to-crash, given by (x; y) = W=Z(x; y). 
The main di culty is that equation (1) depends on the product of by the unknown 2-D function, (x), that depends on the depth for every pixel. To eliminate this dependency on (x), one can consider a unit vector d(x; ), perpendicular to the direction (x ? ) such that d(x; ) (x ? ) = 0. Notice that d(x; ) is well determined if is known. Then, taking the inner product of both sides of equation (1), the result does not depend on (x) :
Hence, the components of the optic ow perpendicular to lines going through the image pixel x and the FOE, do not depend on the camera translation, and depend linearly on the rotation parameters. At least three points are needed to compute ! for a xed .
Using this approach for egomotion estimation has the drawback that the minimization process involves searching the FOE in a given domain, which may be excessively time consuming; and the need to compute the motion eld at a su ciently large number of pixels.
The aperture problem constraint
Due to the well known constraint of the aperture problem 9], we can only observe the projection of the optical ow, v, on the direction of the image gradient, n. At each image point, the normal ow, v n = n v, provides a single constraint on the unknown components of the ow; and the estimation problem stated in equation (3) cannot be solved, since we only have N equations instead of 2N.
To overcome this problem we can use the estimation approach based on equation (5) consists of searching the minimum of E( ; !) for a large array of possible values. In order to reduce the complexity of the corresponding minimization algorithm, we propose to consider the nature of the sets 0( ) and de ne a useful set of search subspaces.
De ning a set of search subspaces
For a set of pixels x 2 0( ), the normal ow vectors that are perpendicular to a line joining x and the FOE, are solely dependent on the camera rotation according to equation (5), and can be used to determine !. If is the correct location of the FOE, then the estimation residuals should be small. This principle can be used to search the FOE as illustrated in Figure 1b . For a given location 1 , we de ne a subspace in the image (in this case, a curve), and the subspace points, 0 0 ( 1 ), where the normal ow vectors are perpendicular to the line going through the curve points and 1 . Then we can estimate the likelihood of 1 being the FOE and the search process can continue by using other locations i and other curves, de ning the corresponding subsets 0 0 ( i ) (see Figure 1b) 2 .
In this work we estimate the egomotion parameters based on the general framework of de ning various possible search subspaces. The direction of the \interesting" normal ow vectors must be selected during the search process itself. The possibility of establishing these vectors a priori dramatically reduces the problem complexity, and will be discussed in the next section.
Egomotion Estimation
In general, the estimation methods presented before involve computationally demanding search algorithms. In this section we develop a low complexity estimator by subdividing the search domain, according to the geometric constraints of the normal ow.
Geometric properties of the radial and circular normal ow
The radial normal ow is the set of normal ow vectors with radial directions, n r . Consider the subset of the radial normal ow vectors that verify also: n r (x ? ) = 0.
Unlike other pixels, in these image sites, the radial normal ow is also perpendicular to lines going through the FOE and depends solely on the camera rotation (see equation (5)). To express these image points, we can use polar coordinates (x = r cos , y = r sin ): (cos ; sin ) (r cos ? ; r sin ? ) = 0 , r = ( ; ) (cos ; sin ) (7) 2 Some subspaces are inconclusive about the exact location of a given : this is the case of a straight line containing . However, nding such line can be useful to reduce the search space of the subsequent algorithms.
which describes the ?-circle having the image center and the FOE, ( ; ) as diametrical opposite points, as shown in Figure 2a For all these points, the circular normal ow is also perpendicular to lines going through the FOE, hence depending exclusively on the camera rotation (see Figure 2b) . We can identify these special image sites, by using polar coordinates again:
( ; ) (sin ; ? cos ) = 0 
which represents a circle having the AOR and the image origin as diametrical opposite points.
Comparing equations (7) with (9) and equations (8) with (11), we see that the geometrical properties found for the radial and circular normal ow vectors are dual, as shown in Figure 2 . In summary, the translational component of the radial/circular normal ow vanishes on the ?-circle/ -line, respectively; the rotational component is sinusoidal in or a ne in r.
Constrained search algorithms
Several subspaces can be de ned based on the geometric properties described in Section 3.1. We describe subspaces on cartesian coordinates by using an equation of a parameter k: F(x; k) = 0. The following examples show the main subspaces used in this paper, as illustrated in Figure 3 . For each subspace, there is an appropriate algorithm to compute a set of motion parameters, that suggests and adequate search strategy.
The -line algorithm
We can compute the circular normal ow, for each of the radial lines with orientation , de ned by F r (x; ) = x sin + y cos : U (r) = n c v = ? (x; y)( ; ) (? sin ; cos ) + f(! 1 cos + ! 2 sin ) ? ! 3 r (12) where r and denote the polar coordinates of the point (x; y). The circular normal ow, U , is composed by an a ne term in r, and a term that, in general, is non-linear in r. However, this corresponds to ?! 3 , while the value for r = 0, is a linear combination of ! 1 and ! 2 , expressing the projection of (! 1 ; ! 2 ) on the -line. Once the -line has been determined, the problem that remains to be solved is that of estimating the individual values of ! 1 , ! 2 , and the FOE, as only its direction is known.
Consider a set of parallel lines k , described by the equation F 0 (x; k) = 0. Let the -line be de ned as the special one, containing the FOE. Select the points where the normal ow is perpendicular to the lines k . For the -line, these ow vectors depend exclusively on the camera rotation. For each selected observations, minimize and solve the expression min ! n M v n (x i ) ? n t (B!)j k o (14) The -line corresponds to a minimum measurement M of the residuals. If the direction of the lines is not collinear with the -line, we can introduce in this expression the known value of ! 3 and the linear constraint in ! 1 and ! 2 , established in the -line algorithm. The intersection of the -line and the -line (if not collinear) de nes the position of the FOE, and the estimated rotation parameters complete the solution to the problem.
The ?-circle algorithm
Suppose that the circular normal ow has been computed to apply the -line algorithm. In order to solve the remaining parameters, we can use the radial normal ow, V (r) = n r v.
In Section 3.1, we have pointed out that the translational component of V vanishes for every point on the ?-circle. Given the known FOE-direction , we can de ne the set of circles ? k containing the image center and having diameter k, along the -line, described by the equation 
In this algorithm we only use the radial normal ow, solving the remaining egomotion parameters, namely the FOE and the individual values of ! 1 and ! 2 .
The histogram based algorithm
After using the -line algorithm, the direction of the FOE, the value of ! 3 , and a linear constraint in ! 1 and ! 2 , are known. The remaining parameters can be solved from an image point verifying:
( n(x i ) (x i ? ) = 0 x i 6 2 ? line (17) For all these points, the normal ow is perpendicular to a line going through the pixel x i and the FOE, and therefore is dependent only on the camera rotation: v n (x i ) = n(x i ) (B(x i )!) (18) Then, for each point in the image, we can estimate values for ! 1i and ! 2i using equation (18). As only the image pixels ful lling the constraint (17) will verify equation (18), we can expect the estimates of ! 1i and ! 2i to be spread over a large range of values, with a concentration of coherent estimates around the correct values of ! 1 and ! 2 . We estimate all possible values of (! 1i ; ! 2i ), determine their histograms and select the most frequent values (similar to Hough transform). For the pixels corresponding to the most frequent (! 1i ; ! 2i ), the lines perpendicular to n(x i ) should all intersect the -line at the FOE.
Parallel and Sequential algorithms
The various algorithms described here can be organized in a parallel or sequential structure, that can be generalized for other search algorithms applied for di erent search domains.
A parallel method to determine the egomotion parameters consists in a collection of -line algorithms, using parallel lines F 0 (x; k) = 0, with di erent orientations. The resulting set of -lines n^ 0 ;^ 1 ; : : :;^ n o intersect at the FOE 4 . Due to its parallelism and subdivided nature, the complexity of the algorithm is extremely low. We can transform the parallel structure in a sequential structure, if some information provided by the rst search algorithm is used in the next one. Thus, we propose a sequential algorithm with two steps. In the rst step, the -line algorithm is used to determine the FOE direction, ! 3 and one constraint on ! 1 and ! 2 . The second step uses the results provided by the -line algorithm and computes the remaining motion parameters. We consider three di erent possible approaches: (a) the -line algorithm to nd a second line (the -line) containing the FOE, by exploring a direction not collinear to the -line; (b) the ?-circle algorithm; (c) and the histogram based algorithm applied to all image points.
Results
The algorithms we proposed in this paper, were tested in a series of experiments of increasing di culty, using both synthetic and real image data (Figure 4 ). In the synthetic images, the true location of the FOE is determined using the known motion parameters. In the real images, the true FOE is measured in the image by using known relevant points of the scene. The exact location of the FOE for each sequence is represented by a square mark in Figure 4 .
In Sequence 1, with synthetic images, the camera moves along the Z axis and rotates around the optical axis at 1 o /frame. In Sequence 2, the camera rotates around the Y axis at ! 2 = ?0:00785rad/frame, while translating. In Sequence 3, with real images, the camera undergoes a translational motion in a real cluttered scene. The true rotation parameters are approximately zero. Finally, in Sequence 4, the camera undergoes a translational motion and rotates around the Y axis, with ! 2 = ?0:005 rad/frame. We applied the parallel and sequential egomotion estimation algorithms. In the parallel approach, we used the least squares estimator to estimate the rotational values from the corresponding observations. In the sequential approach, we used a known robust estimator: the least median of squares estimator 11]. In the latter case the estimator is designed for a simple bidimensional estimation problem. See 14] for more details about the estimation procedure.
The parallel algorithm
We applied a parallel algorithm to Sequence 2, using a set of ve -line algorithms, corresponding to ve di erent families of parallel lines with di erent orientations. Figure 5a shows the lines found, superimposed with the original image, the index representing the orientation of the lines. The estimated FOE is close to the real location. By choosing the rotational parameter As expected, ! 1 and ! 3 are very small, and ! 2 was recovered with an error of 15%.
First step of the sequential approach: the -line algorithm
We have applied the -line algorithm to all image sequences. In Sequence 1, as the FOE is located at the image origin, the -line algorithm is su cient to calculate all the motion parameters, as all the lines going through the image origin verify the constraints of the -line algorithm (Figure 5b) . Additionally, having multiple -lines with di erent directions, all the rotation parameters can be estimated. The estimated values of ! 1 , ! 2 are negligible ( 10 ?4 rad/frame); and we get ! 3 = 1:02 o =frame, which represents a 2% error. In the other sequences, only two constraints on the rotational motion are recovered. The true FOE of each sequence is shown in Figure 6 , together with the corresponding -line found. 
Second step of the sequential algorithm
We can now apply the three algorithms that perform the second part of the estimation process. Table 2 shows the estimates of (! 1 ; ! 2 ). Table 2 : Estimates of (! 1 ; ! 2 ) using the second part of the algorithm (in rad/frame).
already computed in the -line algorithm. By applying the -line algorithm, the FOE location is given by the intersection of the -line and the -line. Similarly, the intersection of the ?-circle found by our algorithm and the -line determines the location of the FOE. Thelines and ?-circles are shown in Figure 7 , and intersect close the true location of the FOE. image. Figure 8 shows that the maximum of each histogram is well de ned yielding the rotation estimates shown in Table 2 . The directions of the normal ow vectors, that correspond to the maxima of the rotational histograms, intersect the -line in several points. The number of these intersections has a maximum close to the true FOE, shown in Figure 8 by a dashed line.
Conclusions
We have addressed the problem of egomotion estimation for a monocular observer, moving under arbitrary translation and rotation. Our approach depends solely on spatio-temporal image derivatives, and is based on the subdivision of the search domain in various subspaces, which depend on speci c geometric constraints of the normal ow eld. A search algorithm of low complexity is applied along a coherent family of subspaces. The resulting estimates can be used in other search algorithms, de ning a global structure which can be parallel or sequential.
To decrease the sensitivity to measurement noise, we use a direct approach (computing just the normal ow) and apply robust estimators on bidimensional estimation problems. Besides, the robustness is improved if more subspaces are explored, but this choice depends on the required time of computation vs. the required accuracy of the estimates.
Future research will address the following aspects: (a) development of more sophisticated estimation methods to increase the system robustness and performance; (b) pathological or degenerate cases 7]; (c) exceptional cases of increasing di culty, such as when the FOE is outside the image plane, or when the translational vector is parallel to the image plane; (d) by considering an active observer, one can use further constraints in the egomotion estimation process, and the algorithms proposed can be used in a closed loop navigation system.
