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Abstract. We use the p-adic local Langlands correspondence for GL2(Qp) to find
the reduction modulo p of certain two-dimensional crystalline Galois representations,
following the approach used in [14] and [15]. In particular, we resolve a conjecture
of Breuil, Buzzard, and Emerton in the case when the slope is strictly between one
and three, and prove partial results towards this conjecture for arbitrary slopes.
Moreover, we partially classify the reduction modulo p of these representations when
the slope is equal to one.
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1 Introduction
1.1 Definitions and notation
Throughout this paper, we assume that p > 2 is an odd prime number, we let K = GL2(Zp), and
we let Z be the centre of G = GL2(Qp). If R is a Zp-algebra, we define Symm
r(R) to be the space
of homogeneous polynomials in R[x, y] which have degree r. There is the obvious right action of
K on Symmr(R), which is defined in section 2 of [14], and which can be extended to an action of
KZ by letting pI act trivially. We let I(V ) be the compact induction indGKZ(V )—the space of
functions f : G→ V which have compact support modulo Z and which satisfy f(κg) = κf(g) for
all κ ∈ KZ. There is a right action of G on I(V ) defined by fg(γ) = f(γg). If V = Symmr(R2)
2
then there is an endomorphism T of I(V ) which corresponds to the function G → EndR(V )
which is supported on KZ( p 00 1 )KZ and sends (
p 0
0 1 ) to the map ψ(x, y) 7→ ψ(px, y). We let [g, v]
be the unique element of I(V ) which is supported on KZg−1 and which satisfies [g, v]g−1 = v.
Then g[h, v] = [gh, v] for g, h ∈ G, and [gκ, v] = [g, vκ] for κ ∈ KZ, and the [g, v] span I(V ) as
an abelian group. In section 2 of [9] it is shown that T can be written as
T [g, v] =
∑
λ∈Fp
[g( p [λ]0 1 ), v(x,−[λ]x + py)] + [g(
1 0
0 p ), v(px, y)] .
Here [λ] is the Teichmu¨ller lift of λ to Zp. The same equation defines an endomorphism T of
I(dets⊗ Symmr(F
2
p)). We denote Symm
r(F
2
p) by σr. We denote by σm(n) the twist det
n⊗ σm.
We denote by ω the mod p reduction of the cyclotomic character, and we denote by ω2 the mod p
reduction of a choice of a fundamental character of niveau 2. If χ : Q×p → F
×
p is a character, if
λ ∈ Fp, and if 0 6 ν 6 p − 1, then we define π(ν, λ, χ) = (χ ◦ det)⊗ (I(σν)/(T − λ)). If R is
a ring and t ∈ R×, then we let µt denote the map GL1(Qp) → R× which is trivial on Z×p and
which sends p to t. The following classification of the modules π(ν, λ, χ) is given in sections 2
and 3 of [14].
Theorem 1. 1. If (ν, λ) 6∈ {(0,±1), (p− 1,±1)}, then π(ν, λ, χ) is irreducible. The modules
π(ν, λ, χ) with λ = 0 are the supersingular representations of G; no Jordan–Ho¨lder factor
of π(ν, λ, χ) with λ 6= 0 is supersingular.
2. Each π(ν, λ, χ) has finite length.
3. The only isomorphisms between the π(ν, λ, χ) are the following:
— if λ 6= 0 and (ν, λ) 6∈ {(0,±1), (p− 1,±1)}, then π(ν, λ, χ) ∼= π(ν,−λ, χµ−1);
— if λ 6∈ {0,±1}, then π(0, λ, χ) ∼= π(p− 1,−λ, χ);
— π(ν, 0, χ) ∼= π(ν, 0, χµ−1) ∼= π(p− 1− ν, 0, χω
ν) ∼= π(p− 1− ν, 0, χωνµ−1).
4. If λ 6= 0, and if π(ν, λ, χ) and π(ν′, λ′, χ′) have a common Jordan–Ho¨lder factor, then
λ′ 6= 0, ν ≡p−1 ν
′, and χ/χ′ is unramified.
5. If 0 6 ν 6 p− 1, and if F is a quotient of I(detl⊗ σν) which has finite length as an Fp[G]-
module, then every Jordan–Ho¨lder factor of F is a subquotient of π(ν, λ, ωl), for some λ
which possibly depends on the factor.
If f =
∑
n>1 anq
n is an eigenform for the subgroup Γ1(N) ⊆ SL2(Z), which has character ψ,
then there is a p-adic Galois representation
ρf : Gal(Q/Q)→ GL2(Qp).
If ℓ 6= p is a prime distinct from p, then the local structure at ℓ of the Galois representation ρf
associated with f can be explicitly described. The local structure at p of ρf is in general more
complicated. However, the reduction ρf |Dp modulo p can be classified; if ρf |Dp is reducible
then its semisimplifaction is the sum of two characters, and if ρf |Dp is irreducible then it is
induced from characters of the absolute Galois group of the unramified quadratic extension
of Qp. When N and p are coprime, then ρf |Dp can be determined from the weight k, the
coefficient ap = a of the q-series expansion, and the character ψ. If r > 0, then there is a
uniquely determined two-dimensional crystalline representation Vr+2,a of Gal(Qp/Qp) which has
Hodge–Tate weights 0 and r+1, determinant the cyclotomic character to the power of r+1, and
X2 − aX + pr+1 as the characteristic polynomial of crystalline Frobenius on the contravariant
Dieudonne module. A construction of this representation is given for example in [9]. This is the
local Galois representation at p associated with the eigenform f =
∑
n>1 anq
n of weight k = r+2.
We will denote by V r+2,a the semisimplification of the reduction of Vr+2,a modulo the maximal
ideal of Zp. If r > 0, and a ∈ Qp is such that v(a) > 0, and if the roots of X
2 − aX + pr+1 do
3
not have ratio p±1 or 1, then we define
Πr+2,a = I(Symm
r(Q
2
p))/(T − a),
and we let Θr+2,a be the image of I(Symm
r(Z
2
p)) in Πr+2,a. There is a natural surjective map
I(σr)։ Θr+2,a = Θr+2,a ⊗ Fp.
The following theorem is the p-adic local Langlands correspondence for GL2(Qp), and is given,
for example, in section 1 of [9] and in section 2 of [14].
Theorem 2. If the roots of X2 − aX + pr+1 do not have ratio 1 or p±1, then
V r+2,a ∼= (ind(ω
ν+1
2 ))⊗ χ
⇐⇒ (Θr+2,a)
ss ∼= π(ν, 0, χ);
V r+2,a ∼= (µλω
ν+1 ⊕ µλ−1)⊗ χ
⇐⇒ (Θr+2,a)
ss ∼= π(ν, λ, χ)ss ⊕ π((p− 3− ν) mod (p− 1), λ−1, χων+1)ss.
If N and p are not coprime, say N = N ′pm with gcd(N ′, p) = 1, and if the p-part χ of the
character ψ has conductor pm, then again the reduction ρf |Dp can be determined from the
weight k, the pth coefficient of the q-series expansion, and the character ψ. We will denote by
V r+2,a,χ the semisimplification of this reduction modulo the maximal ideal of Zp.
1.2 Statements of the main results
1.2.1 In the interior of the weight space
Theorem 3.2.1 in [3], theorem 1.6 in [14], and corollary 4.7 in [15] completely determine V r+2,a
in the following cases (with p > 2):
1. 0 6 r 6 2p− 1;
2. r > 2p− 1 and v(a) < 1;
3. r > 2p− 1 and v(a) > ⌊ rp−1⌋.
In this paper we are concerned with the remaining case: when r > 2p and ⌊ rp−1⌋ > v(a) > 1.
The papers [13] and [16] give surveys of the known results and conjectures about p-adic slopes
of modular forms. In particular, the following conjecture is given in section 4 of [16].
Conjecture 3 (Breuil, Buzzard, Emerton). If r is even and v(a) 6∈ Z, then V r+2,a is irreducible.
We prove partial results towards this conjecture, in addition to giving a partial classification
of V r+2,a in the case when v(a) = 1. Let r be a positive integer such that r = t(p − 1) + s,
with t > 0 and s ∈ {1, . . . , p − 1}. Let a ∈ Qp will be such that and v(a) > 1, and such
that the roots of X2 − aX + pr+1 do not have ratio 1 or p±1. In particular, due to a theorem
on Newton polygons, the second condition will always hold true whenever r > 2v(a). We will
interchangeably refer to the coefficient ap by a, and to the valuation v(a) by v. In section 4, we
give a partial classification of V r+2,a in the case when v(a) = 1. More specifically, we show the
following theorem.
Theorem 4. Let v = 1, and s 6∈ {1, 3}.
1. If p ∤ r − s, then V r+2,a is one of {µλωs ⊕ µλ−1ω, ind(ω
s+p
2 )}, where λ = a/p ·
s
s−r .
2. If p | r − s, then V r+2,a is one of {ind(ω
s+1
2 ), ind(ω
s+p
2 )}.
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In section 5, we prove special cases of conjecture 3, when the slope is small. More specifically,
we show the following theorems.
Theorem 5. If r is even and 2 > v > 1, then V r+2,a is irreducible.
Theorem 6. If r is even and 3 > v > 2, then V r+2,a is irreducible.
Theorem 7. Let 4 > v > 3 and let r be even. Then V r+2,a is irreducible whenever
r 6≡ {3p+ 1, 3p+ 3, 4p, 4p+ 2, 5p+ 1, 6p, s, s+ p− 1, s+ 2p− 2} (mod p(p− 1)).
Let x(n) = x(x + 1) · · · (x+ n− 1) denote the rising factorial power.
Conjecture 8. If r is even and v 6∈ Z, then V r+2,a is irreducible in the following cases.
1. If s ∈ {2, . . . , 2⌊v⌋}, and if the extra condition p ∤ (r − s)(2⌊v⌋+1) holds true.
2. If s 6∈ {2, . . . , 2⌊v⌋}, and if the extra condition p ∤ (r− s)(⌊v⌋) holds true. In fact, in this case
V r+2,a ∼= ind(ω
s+(p−1)⌊v⌋+1
2 ).
3. If s 6∈ {2, . . . , 2⌊v⌋}.
Theorem 9. We have the following partial results towards conjecture 8.
1. The first part of conjecture 8 is true when 6 > v.
2. The second part of conjecture 8 is true when 38 > v.
3. The third part of conjecture 8 is true when 3 > v.
By combining these theorems with previously known results about conjecture 3 (for v > ⌊ rp−1⌋),
we can deduce the following corollary.
Corollary 10. Conjecture 3 is true in the following cases:
∗ 3 > v > 1;
∗ 4 > v > 3, and
r 6≡ {3p+ 1, 3p+ 3, 4p, 4p+ 2, 5p+ 1, 6p, s, s+ p− 1, s+ 2p− 2} (mod p(p− 1));
∗ 6 > v, and s ∈ {2, . . . , 2⌊v⌋}, and p ∤ (r − s)(2⌊v⌋+1);
∗ 38 > v, and s 6∈ {2, . . . , 2⌊v⌋}, and p ∤ (r − s)(⌊v⌋).
In particular, Conjecture 3 is true when 6 > v and p ∤ (r − s)(2⌊v⌋+1).
1.2.2 Near the boundary of the weight space
No local results are known when N = N ′pm with gcd(N ′, p) = 1 and m > 0, though a result
similar to conjecture 3 is expected to hold true when the p-part of the character has conductor
pm. In particular, the following conjecture is given in section 4 of [16] (the full statement of
conjecture 4.2.1 in [16] includes the case when p = 2, but in this paper we are only interested in
the case when p is odd).
Conjecture 11 (Buzzard, Gee). If m > 2 and (p−1)pm−2v(a) 6∈ Z, then V r+2,a,χ is irreducible.
There are global results, in [17, 22, 19, 20], which show that (p − 1)pm−2−δp=2v(α) ∈ Z when
α is an eigenvalue of Up on a space of modular forms of level 2
m, 3m, 52, 72, respectively. More
results close to the boundary of weight space are proven in [22, 24].
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1.3 Assumptions
In the remainder of this paper, we will make the following assumptions:
— r will be a positive integer such that r = t(p− 1) + s, with t > 0 and s ∈ {1, . . . , p− 1};
— a ∈ Qp will be such that and v(a) > 1, and such that the roots of X
2 − aX + pr+1 do not
have ratio p±1 or 1. The second condition will always hold true whenever r > 2v(a).
2 Auxiliary lemmas
2.1 Properties of the maps Ψα
We define the map Ψ : σr → σp−1−s(s) as follows:
Ψ : σr → σp−1−s(s)
f 7→
∑
u,v∈Fp
f(u, v)(vX − uY )p−1−s.
It can be shown that this map is surjective and GL2(Fp)-equivariant, and it induces a map on
the induction I(σr). We will denote this induced map also by Ψ.
Lemma 12. Let t > 2 be an integer, and suppose that r = t(p− 1) + s, with s ∈ {1, . . . , p− 1}.
Suppose moreover that l ∈ {1, . . . , t} and i ∈ {0, . . . , s− 1}. Then Ψxr−iyi = Ψxiyr−i = 0, and
Ψxl(p−1)yr−l(p−1) = Xp−1−s.
Proof. If 0 6 i 6 r, then
[XjY p−j−1−s]Ψxiyr−i =
∑
u,v∈Fp
(−1)j+s
(
p−1−s
j
)
ui+p−j−1−svr−i+j
= (−1)j+s
(
p−1−s
j
)∑
u∈Fp
ui+p−j−1−s
∑
v∈Fp
vr−i+j
= (−1)j+s
(
p−1−s
j
)
Ξi,j ,
where for convenience we use the notation 00 = 1. This implies that
∑
u∈Fp
uξ = δξ≡p−10δξ 6=0,
where δP = 1 if P holds true and δP = 0 otherwise. Then
Ξij = δi+p−j−1−s≡p−10δi+p−j−1−s6=0δr−i+j≡p−10δr−i+j 6=0
= δj≡p−1i−sδ(i,j) 6∈{(0,p−1−s),(r,0)}
= δj≡p−1i−sδi6∈{0,r}.
Consequently,
[XjY p−j−1−s]Ψxiyr−i = (−1)j+s
(
p−1−s
j
)
δj≡p−1i−sδi6∈{0,r}.
Since j ∈ {0, . . . , p−1−s}, then δj≡p−1i−sδi6∈{0,r} = 0 whenever i ∈ {0, . . . , s−1}, so Ψx
iyr−i = 0.
Since Ψ is GL2(Fp)-equivariant, then Ψxr−iyi = 0 whenever i ∈ {0, . . . , s− 1} as well. Finally,
if l ∈ {1, . . . , t}, then
Ψxl(p−1)yr−l(p−1) = (−1)p−1
(
p−1−s
p−1−s
)
Xp−1−s = Xp−1−s,
which completes the proof.
Lemma 13. Let t > 1 be an integer, and suppose that r = t(p− 1) + s, with s ∈ {1, . . . , p− 1}.
In I(σp−1−s(s)),
T : [1, Xp−1−s] 7→
∑
µ∈Fp
[
( p [µ]0 1 ), X
p−1−s
]
+ δs=p−1
[
( 1 00 p ), X
p−1−s
]
,
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where δs=p−1 = 1 if s = p− 1, and δs=p−1 = 0 otherwise.
Proof. Immediate from the definition of T .
Let h > 0 be an integer, and suppose that r > h(p+ 1). We define the map
Ψh : θ
h
σr−h(p+1) ⊆ σr → σ(2h−r mod p−1)(r − h)
θ
h
f 7→ θ
h
Ψf.
This map is surjective and GL2(Fp)-equivariant, due to the fact that θ
h
σr−h(p+1) ∼= σr−h(p+1)(h),
and it induces a map on I(θ
h
σr−h(p+1)). We will denote this induced map also by Ψh.
2.2 Properties of the kernel of reduction X(r + 2, a)
The following statement is a technical lemma about modules.
Lemma 14. Suppose that A,B,C are modules and β : A → B and γ : A → C are surjective
maps. Suppose that B′ ⊆ B is a submodule such that, for all b′ ∈ B′, there exists a c′ ∈ ker γ
such that β(c′) = b′. Then there is a series C = C2 ⊇ C1 ⊇ C0 = {0} of length two, whose
factor C/C1 is isomorphic to a quotient of B/B
′ and whose other factor C1 is isomorphic to
kerβ/(kerβ ∩ ker γ).
Proof. There is the composition map A
γ
−→ C
q
−→ C/γ(kerβ). This map is surjective, and its
kernel contains kerβ. Let C1 = γ(kerβ). Then C1 ∼= kerβ/ ker(γ|kerβ) = kerβ/(kerβ ∩ ker γ).
Moreover, we have ker γq = kerβ + ker γ. Because of the condition that, for all b′ ∈ B′, there
exists a c′ ∈ ker γ such that β(c′) = b′, we know that kerβ + ker γ ⊇ kerβ + β−1(B′). Hence
C/C1 ∼= A/(kerβ+kerγ) is isomorphic to a quotient of A/(kerβ+β
−1(B′)), which is isomorphic
to B/B′ by several applications of the isomorphism theorems.
Let X(r + 2, a) denote the kernel of the surjection I(σr) ։ Θr+2,a. The following statements
can be proven by the same method used to show lemmas 4.1 and 4.3 in [14].
Lemma 15. 1. Let r > 2(p + 1), and suppose that a ∈ Qp is such that 2 > v(a) > 1. Denote
by θ the polynomial xyp − xpy ∈ Fp[x, y]. Then X(r + 2, a) contains I(Yr), where Yr is the
subrepresenation of σr generated by θ
2
σr−2(p+1) and y
r.
2. Let r > (m+1)(p+1), and suppose that a ∈ Qp is such thatm+1 > v(a) > m. Then X(r+2, a)
contains the induction of the subrepresenation of σr generated by θ
m+1
σr−(m+1)(p+1) and
{yr, xyr−1, . . . , xmyr−m}.
Before proving lemma 15, we will first show two auxiliary results.
Lemma 16. Let r,m, n, c > 0 be integers, and let a ∈ Qp be such that m + 1 > v(a) > m.
Suppose that n > m+ 1, and r > np+ c. Then there is some φr,m,n,c,g such that
(T − a)φr,m,n,c,g ≡
∑
j(−1)
j
(
n
j
)
pr−j(p−1)−c
[
g( p 00 1 ), x
j(p−1)+cyr−j(p−1)−c
]
+
∑
j(−1)
j
(
n
j
)
pj(p−1)+c
[
g( 1 00 p ), x
j(p−1)+cyr−j(p−1)−c
]
− a
∑
j(−1)
j
(
n−α
j
) [
g, θαxj(p−1)+c−αyr−αp−j(p−1)−c
]
(mod pn),
for all 0 6 α 6 n.
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Proof. For 0 6 j 6 n, let ϕc,j,g =
[
g, xj(p−1)+cyr−j(p−1)−c
]
, and let φ
(0)
n,c,g =
∑
j(−1)
j
(
n
j
)
ϕc,j,g.
Then
(T − a)φ
(0)
n,c,g ≡
∑
λ6=0
∑
z>0 p
z
∑
j(−1)
j
(
n
j
)(
r−j(p−1)−c
z
)
[g( p [λ]0 1 ), (−[λ])
r−c−zxr−zyz]
+
∑
j(−1)
j
(
n
j
)
pr−j(p−1)−c
[
g( p 00 1 ), x
j(p−1)+cyr−j(p−1)−c
]
+
∑
j(−1)
j
(
n
j
)
pj(p−1)+c
[
g( 1 00 p ), x
j(p−1)+cyr−j(p−1)−c
]
− a
∑
j(−1)
j
(
n
j
) [
g, xj(p−1)+cyr−j(p−1)−c
]
≡
∑
j(−1)
j
(
n
j
)
pr−j(p−1)−c
[
g( p 00 1 ), x
j(p−1)+cyr−j(p−1)−c
]
+
∑
j(−1)
j
(
n
j
)
pj(p−1)+c
[
g( 1 00 p ), x
j(p−1)+cyr−j(p−1)−c
]
− a
∑
j(−1)
j
(
n
j
) [
g, xj(p−1)+cyr−j(p−1)−c
]
(mod pn).
Note that, for all 0 6 α 6 n,
a
∑
j(−1)
j
(
n
j
) [
g, xj(p−1)+cyr−j(p−1)−c
]
= a
∑
u,w(−1)
u+w
(
n−α
u
)(
α
w
) [
g, x(u+w)(p−1)+cyr−(u+w)(p−1)−c
]
= a
∑
u(−1)
u
(
n−α
u
) [
g, xu(p−1)+c−αyr−αp−u(p−1)−c
∑
w
(
α
w
)
xw(p−1)+αyαp−w(p−1)
]
= a
∑
u(−1)
u
(
n−α
u
) [
g, θαxu(p−1)+c−αyr−αp−u(p−1)−c
]
.
Consequently, φr,m,n,c,g = φ
(0)
n,c,g has the desired properties.
Lemma 17. Let r,m, n, α > 0 be integers, and let a ∈ Qp be such that m + 1 > v(a) > m.
Suppose that n > m + 1, and n > α, and r > np + α. Then there are some φ∗r,m,n,α,g and
φ∗∗r,m,n,α,g such that
(T − a)φ∗r,m,n,α,g ≡
∑
j(−1)
j
(
n
j
)
pj(p−1)+α
[
g( 1 00 p ), x
j(p−1)+αyr−j(p−1)−α
]
− a
∑
j(−1)
j
(
n−α
j
) [
g, θαxj(p−1)yr−α(p+1)−j(p−1)
]
(mod pn),
and
(T − a)φ∗∗r,m,n,α,g ≡
∑
j(−1)
j
(
n
j
)
pj(p−1)+α
[
g( p 00 1 ), y
j(p−1)+αxr−j(p−1)−α
]
− (−1)αa
∑
j(−1)
j
(
n−α
j
) [
g, θαyj(p−1)xr−α(p+1)−j(p−1)
]
(mod pn).
Proof. Take φ∗r,m,n,α,g = φr,m,n,α,g and φ
∗∗
r,m,n,α,g = φr,m,n,α,g( 0 11 0 )
.
Proof of lemma 15. First, we will show that if r,m > 0 are such that r > (m+1)(n+ 1), and if
m+1 > v(a) > m, then X(r+2, a) contains the induction of θ
m+1
σr−(m+1)(p+1). Then, we will
show that if r,m > 0 are such that r > (m+1)(n+1), and if m+1 > v(a) > m, then X(r+2, a)
contains the induction of the subrepresentation of σr generated by {y
r, xyr−1, . . . , xmyr−m}.
These two results will imply the two claims stated in lemma 15. For the first part, note that,
for any f ∈ Zp[x, y] of degree r − (m+ 1)(p+ 1), we have [1, θm+1f ] =
∑
j λjφ
(0)
m+1,cj ,1
for some
λj and some r −m− 1 > cj > m+ 1, so
(T − a)
[
1, θm+1f
]
= (T − a)
∑
j λjφ
(0)
m+1,cj ,1
≡ −a
[
1, θm+1f
]
(mod pm+1).
Consequently, (T − a) [1,−a−1θm+1f ] =
[
1, θ
m+1
f
]
is in the kernel of reduction. For the second
part, note that, for 0 6 α 6 m,
(T − a)
(
p−αφ∗
r,m,m+1,α,( p 00 1 )
)
≡ [1, xαyr−α] (mod pv(a)−m).
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Consequently, [1, xαyr−α] is in the kernel of reduction, for all 0 6 α 6 m.
The subrepresentation kerΨ is isomorphic to Wr, where Wr is the subrepresentation of σr gen-
erated by θσr−(p+1) and {y
r, xyr−1, . . . , xs−1yr−s+1}. We showed this in the proof of lemma 12,
where we stated an explicit matrix representation of Ψ. In fact, Wr is generated by θσr−(p+1)
and yr only; indeed, W ′r = 〈θσr−(p+1), y
r〉K ⊆Wr, and σr/Wr ∼= σp−1−s since Ψ is surjective,
and also σr/W
′
r
∼= σp−1−s(s) due to corollary 5.1 in [14]. Consequently,
I(kerΨ) = I
(
〈θσr−(p+1), y
r〉GL2(Fp)
)
.
The following lemma gives a linear basis for 〈yr, xyr−1, . . . , xmyr−m〉GL2(Fp) ⊆ σr.
Lemma 18. Let r > (m + 1)(p+ 1), and let p > m+ 1. Then the subrepresentation Sm of σr
generated by {yr, xyr−1, . . . , xmyr−m} is linearly spanned by
{yr, xyr−1, . . . , xmyr−m} ∪ {xr, xr−1y . . . , xr−mym}
∪
{∑
r−m>s(p−1)+i>m
(
r−m
s(p−1)+j
)
xs(p−1)+iyr−s(p−1)−i
∣∣ i, j ∈ Z with i− j ∈ {0, . . . ,m}}
∪
{∑
r−m>s(p−1)+i>m
(
r−m
s(p−1)+j
)
ys(p−1)+ixr−s(p−1)−i
∣∣ i, j ∈ Z with i− j ∈ {0, . . . ,m}} .
Proof. Let S′m denote the subrepresentation of σr generated by x
myr−m. Then S′m is a subrep-
resentation of Sm. Moreover,
∑
µ∈F×p
λµ(x+ µy)
myr−m =
∑m
i=0 νix
iym−i is in S′m, where
νi =
∑
µ∈F×p
λµµ
i =
∑p−1
s=0 λst
is = f(ti),
where t is a generator for F×p . Since the number of νi is m+ 1 6 p− 1 = deg f , the coefficients
of f can be chosen in a way that νi = δi=α. Consequently, x
αyr−α is in S′m, for all 0 6 α 6 m,
which implies that S′m = Sm. So Sm is equal to the linear span of (ax + cy)
m(bx + dy)r−m.
Since either ad 6= 0 or bc 6= 0, then Sm is equal to the linear span of (x + ay)
m(bx+ y)r−m and
(x+ ay)m(bx+ y)r−m( 0 11 0 ). By a similar argument as in the previous paragraph, the linear span
of (x+ ay)m(bx+ y)r−m is the same as the linear span of xiym−i(bx+ y)r−m, for i ∈ {0, . . . ,m}
and b ∈ Fp. By another application of this argument, the linear span of xiym−i(bx + y)r−m is
the same as the linear span of yr, xyr−1, . . . , xmyr−m, and
∑
s
(
r−m
s(p−1)+j
)
xs(p−1)+iyr−s(p−1)−i,
for i, j ∈ Z such that i− j ∈ {0, . . . ,m}. Similarly, the linear span of (x+ ay)m(bx+ y)r−m( 0 11 0 )
is the same as the linear span of xr, yxr−1, . . . , ymxr−m, and
∑
s
(
r−m
s(p−1)+j
)
ys(p−1)+ixr−s(p−1)−i,
for i, j ∈ Z such that i− j ∈ {0, . . . ,m}. The proof of the lemma can be completed by combining
these two results.
The module Ih is defined in [1] for each integer h, as the module of Fp-valued functions on F2p
which are homogeneous of degree h and which vanish at the origin. By definition, Ih = Ih˜, where
h˜ is the integer in {1, . . . , p− 1} which is congruent to h modulo p− 1.
Lemma 19. Whenever p > h > 0 and t ∈ Z, the module Ih(t) is semi-simple if and only if
h = p − 1. If p − 1 > h > 0, then the only possible quotients of Ih(t) are Ih(t), σp−1−h(t + h),
and the trivial quotient. If h = p − 1, then Ih(t) = Ip−1(t) = σp−1(t) ⊕ σ0(t), so there is the
additional possible quotient σ0(t).
Proof. Due to parts (a) and (c) of lemma 3.2 in [1], Ih(t) has a series
Ih(t) = N2 ⊇ N1 ⊇ N0 = {0},
whose factors are N2/N1 ∼= σp−1−h(t+ h) and N1 ∼= σh(t). Then Ih(t) is semi-simple if and only
if Ih(t) = N1 ⊕M , where M ∼= σp−1−h(t + h). Since M inherits the action of Ih(t), this is
possible only when h = p− 1, in which case indeed Ih(t) = Ip−1(t) = σp−1(t) ⊕ σ0(t). Hence, if
p− 1 > h > 0 then the only possible quotients of Ih(t) are Ih(t), σp−1−h(t+ h), and the trivial
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quotient, and if h = p − 1 then Ih(t) = Ip−1(t) = σp−1(t) ⊕ σ0(t) so there is the additional
possible quotient σ0(t).
Lemma 20. Let r > (m+1)(p+1), and suppose that a ∈ Qp is such that m+1 > v(a) > m. Then
Θr+2,a is a quotient of σr/〈θ
m+1
σr−(m+1)(p+1), y
r, xyr−1, . . . , xmyr−m〉GL2(Fp). This module has
a series whose factors are Ir , Ir−2(1), . . . , Ir−2m(m), and consequently Θr+2,a has a series whose
factors areM0, . . . ,Mm, whereMα is a quotient of a submodule of Ir−2α(α), for each 0 6 α 6 m.
Proof. Follows from the facts that σr/θ
m+1
σr−(m+1)(p+1) has a series whose factors are
Nα = θ
α
σr−α(p+1)/θ
α+1
σr−(α+1)(p+1) ∼= Ir−2α(α),
for 0 6 α 6 m, and each Nα has a submodule N
′
α ⊆ Nα such that
N ′α
∼= σ
r˜−2α
(α),
Nα/N
′
α
∼= σ(2α−r mod p−1)(r − α),
due to parts (a) and (c) of lemma 3.2 in [1].
2.3 Identities involving binomial sums
Lemma 21. Let t > 0 be an integer, and suppose that r = t(p− 1) + s, with s ∈ {1, . . . , p− 1}.
Then:
1.
∑t
j=1
(
r
j(p−1)
)
≡ tsp (mod p
2);
2. ∑t
j=1
(
r
j(p−1)
)
≡ tsp+ p
2
(
tAs + t
2Bs
)
(mod p3),
where As and Bs depend only on s;
3. If s 6= 1, then
∑t
j=1 j
(
r
j(p−1)
)
≡ 0 (mod p);
4. If s 6= 1 and if p | t, then
∑t
j=1 p
−1j
(
r
j(p−1)
)
≡ 0 (mod p);
5. If A > 0, then
∑
j
(
r
j(p−1)+A
)
≡
(
s
A mod p−1
)
(1 + δs=p−1δA≡p−10) (mod p);
6. If A ∈ Z, and R > 0, and MR,A =
∑
j
(
R
j(p−1)+A
)
, then
MR,A =
{ ∑R−1
i=0
(
R−1−i
A−1
)
Mi,0 if A > 0,∑−A
i=0(−1)
i
(
−A
i
)
MR−i,0 if A < 0.
Proof. 1. For all r > 1, define Mr by the equation Mr =
∑t
j=1
(
r
j(p−1)
)
. We want to show that
Mr =
t
sp+O(p
2), where the valuation of the expression O(p2) is at least 2. We are going to
prove this by induction. Note that Mr = 0 for 1 6 i 6 p − 1, and Mp=
(
p
p−1
)
= 11p, so the
claim holds true when 1 6 r 6 p. Consequently, the base case of the induction holds true.
Moreover, note that
Mr = (p− 1)
−1
∑
µ∈F×p
(1 + [µ])r − 1− δs=p−1,
for all r > 1. Let f be the polynomial of degree p − 2 whose roots are the numbers 1 + [µ],
so that f(x) = 1x((x − 1)
p−1 − 1) = ap−2x
p−2 + ap−3x
p−3 + · · ·+ a0, and the coefficients of f
are given by ap−1−m = (−1)
m−1
(
p−1
m−1
)
. ThenNr =Mr+1+δs=p−1 must satisfy the recurrence
Nr+p−2 = −ap−3Nr+p−3− · · ·− a0Nr, for all r > 1. As ap−3+ · · ·+ a0 = f(1)− 1 = −2, then
Mr+p−2 − 1 + (−1)
s−1
(
p−1
s−1
)
=
(
p−1
1
)
Mr+p−3 − · · ·+
(
p−1
p−2
)
Mr,
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for all r > 1. Note that (−1)s−1
(
p−1
s−1
)
= (s−1)!(s−1)! −
(s−1)!
(s−1)!
(
1−1 + · · ·+ (s− 1)−1
)
p+O(p2).
Define M ′r =
t
s . Then
Mr+p−2 =
(
−M ′r+p−3 − · · · −M
′
r +
1
1 + · · ·+
1
s−1
)
p+O(p2)
=
(
−M ′r+p−3 − · · · −M
′
r −
1
s − · · · −
1
p−1
)
p+O(p2).
If s = 1, then, by the induction hypothesis,
Mr+p−2 =
(
−M ′r+p−3 − · · · −M
′
r −
1
s − · · · −
1
p−1
)
p+O(p2)
=
(
− tp−2 · · · −
t
1 −
1
1 − · · · −
1
p−1
)
p+O(p2) = tp−1p+O(p
2).
If s > 1, then, by the induction hypothesis,
Mr+p−2 =
(
−M ′r+p−3 − · · · −M
′
r −
1
s − · · · −
1
p−1
)
p+O(p2)
=
(
− t+1s−2 − · · · −
t+1
1 −
t
p−1 · · · −
t
s+1 −
t
s −
1
s − · · · −
1
p−1
)
p+O(p2)
=
(
− t+1s−2 − · · · −
t+1
1 −
t+1
p−1 · · · −
t+1
s+1 −
t+1
s
)
p+O(p2) = t+1s−1p+O(p
2).
This completes the proof by induction thatMr =
t
sp+O(p
2), for all r > 1, which is equivalent
to the first claim stated in the lemma.
2. Suppose that αr is such that Mr ≡
t
sp+ p
2αr (mod p
3). These constants are unique up to
addition of an O(p) term, in the sense that α′r is such that Mr ≡
t
sp+ p
2α′r (mod p
3) if and
only if α′r = αr +O(p). We know that there is the recurrence relation
Mr+p−2 − 1 + (−1)
s−1
(
p−1
s−1
)
=
(
p−1
1
)
Mr+p−3 − · · ·+
(
p−1
p−2
)
Mr,
for all r > 1. Consequently,
t+1
s−1p+ p
2(αr+p−2 + · · ·+ αr)
= p
(
1
1 + · · ·+
1
s−1
)
− p2
∑
16i<j6s−1
1
ij
−
∑s−2
i=1
t+1
s−1−i
(
p− p2
∑
16k6i
1
k
)
−
∑p−2
i=s−1
t
p+s−2−i
(
p− p2
∑
16k6i
1
k
)
+O(p3)
= t+1s−1p− pt
∑p−1
k=1
1
k − p
2
∑
16i<j6s−1
1
ij + p
2
∑s−2
i=1
t+1
s−1−i
∑
16k6i
1
k
+ p2
∑p−2
i=s−1
t
p+s−2−i
∑
16k6i
1
k +O(p
3)
= t+1s−1p+ p
2(A′s + tB
′
s) +O(p
3),
where
A′s = −
∑
16i<j6s−1
1
ij +
∑s−2
i=1
1
s−1−i
∑
16k6i
1
k ,
B′s = −
1
p
∑p−1
k=1
1
k +
∑s−2
i=1
1
s−1−i
∑
16k6i
1
k +
∑p−2
i=s−1
1
p+s−2−i
∑
16k6i
1
k .
Therefore, αr+p−1 − αr = A
′′
s + tB
′′
s +O(p). Hence there is the recurrence relation
αr+3(p−1) − 3αr+2(p−1) + 3αr+(p−1) − αr = O(p).
This implies that there are constants As, Bs, γs, such that
αr = αt(p−1)+s = γs + tAs + t
2Bs +O(p).
Since M1 = · · · = Mp−1 = 0 and Mp = p, we have α1 = · · · = αp = O(p), which implies that
11
γs = 0. This completes the proof of the second part of the lemma.
3. For all r > 1, define Lr by Lr =
∑t
j=1 j
(
r
j(p−1)
)
. We want to show that p | Lr, when s 6= 1.
Note that
−r
∑
u∈F×p
u(1 + u)r−1 = −r
∑r−1
m=0
(
r−1
m
)∑
u∈F×p
um+1
= −
∑r
m=1m
(
r
m
)∑
u∈F×p
um = Lr + rδs=p−1,
in Fp. Consequently,
Lr = −r
∑
u∈F×p
u(1 + u)r−1 − rδs=p−1
= −r
(∑
u∈F×p
u(1 + u)s−1 + δs=p−1
)
= rsLs,
in Fp. As Ls = empty sum = 0, then Lr = 0 in Fp as well, when s 6= 1.
4. By the first part of this proof, the claim we want to show is equivalent to the congruence∑t
j=1 j(p− 1)
(
r
j(p−1)
)
≡ 0 (mod p2). Note that∑t
j=1 j(p− 1)
(
r
j(p−1)
)
≡ r
∑t
j=1
(
r−1
j(p−1)−1
)
≡ r
∑t
j=1
(
r
j(p−1)
)
− r
∑t
j=1
(
r−1
j(p−1)
)
≡ 0 (mod p2),
the last part being true due to the second part of this lemma and the fact that s > 1.
5. Let r = t(p− 1)+ s, with t > 0 and s ∈ {1, . . . , p− 1}, and let ν = A mod p− 1. Then, in Fp,∑
j
(
r
j(p−1)+A
)
= −
∑
u∈F×p
u−ν(1 + u)r = −
∑
u∈F×p
u−ν(1 + u)s =
(
s
ν
)
(1 + δs=p−1,ν=0).
6. Follows from a repeated application of the identityMR,B =MR−1,B+MR−1,B−1, which holds
true whenever R,B > 0.
Lemma 22. Let r, L, b,N > 0 be integers, and suppose that r > (L+ b)N . Then:
1.
∑
j(−1)
j−b
(
L
j−b
)(
r−jN
u
)
= δu=LN
L, for all 0 6 u 6 L.
Proof. Let t = ⌊r/N⌋ − b. For all u, L > 0, define Mu,L by the equation
Mu,L =
∑
j(−1)
j−b
(
L
j−b
)(
r−jN
u
)
,
and let f(x, y) denote the polynomial f(x, y) =
∑
r>u>0,t>L>0Mu,Lx
Lyu. Then
f(x, y) =
∑
r>u>0,t>L>0Mu,Lx
Lyu =
∑
j>0,r>u>0,t>L>0 x
L
(
L
j−b
)
(−1)j−b
(
r−jN
u
)
yu
=
∑
j>0,t>L>0 x
L
(
L
j−b
)
(−1)j−b(1 + y)r−jN
= (1 + y)r−(L+b)N
∑
j>0,t>L>0 x
L
(
L
j−b
)
(−1)j−b(1 + y)(L−(j−b))N
= (1 + y)r−(L+b)N
∑
t>L>0 x
L((1 + y)N − 1)L
= (1− x((1 + y)N − 1))−1(1 + y)r−(L+b)N(1− (x((1 + y)N − 1))t+1)
= (1−Nxy − xy2h3(y))
−1(1 + h1(y))(1 −N
t+1xt+1yt+1 − xt+1yt+2h4(y)),
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where the hi are polynomials, so
lim
ǫ→0
f(ǫ−1x, ǫ) = limǫ→0(1−Nx+O(ǫ))
−1(1 +O(ǫ))(1 −N t+1xt+1 +O(ǫ))
= limǫ→0(1−Nx+O(ǫ))
−1(1 −N t+1xt+1 +O(ǫ))
= (1−Nx)−1(1−N t+1xt+1) =
∑t
j=0N
jxj .
Since this is still a polynomial in x, it follows that Mu,L = 0 whenever 0 6 u < L. Moreover,
[xLyL]f(x, y) = [xL] limǫ→0 f(ǫ
−1x, ǫ) = NL,
whenever 0 6 L 6 t.
Lemma 23. 1. Let A, z, w > 0 be integers. Then
(
z
w
)
=
∑
v(−1)
w−v
(
A+w−v−1
w−v
)(
z+A
v
)
.
2. Let A, i, w > 0 be integers. Then
(
i
w
)
≡
∑
v(−1)
v
(
A−v
w−v
)(
i(p−1)+A
v
)
(mod p).
Proof. 1. Let Lz =
∑
wX
w
∑
v(−1)
w−v
(
A+w−v−1
w−v
)(
z+A
v
)
. Then
Lz =
∑
v(−1)
v
(
z+A
v
)∑
w>vX
w(−1)w
(
A+w−v−1
w−v
)
=
∑
vX
v
(
z+A
v
)∑
u(−X)
u
(
A+u−1
u
)
= (1 +X)z+A(1− (−X))−A = (1 +X)z =
∑
wX
w
(
z
w
)
.
Consequently,
(
z
w
)
= [Xw]
∑
wX
w
(
z
w
)
= [Xw]Lz =
∑
v(−1)
w−v
(
A+w−v−1
w−v
)(
z+A
v
)
.
2. Let L′z =
∑
wX
w
∑
v(−1)
v
(
A−v
w−v
)(
A−i
v
)
. Then
L′z =
∑
v(−1)
v
(
A−i
v
)∑
w>vX
w
(
A−v
w−v
)
=
∑
v(−X)
v
(
A−i
v
)∑
uX
u
(
A−v
u
)
= (1 +X)i
∑
v
(
A−i
v
)
(−X)v(1 +X)A−i−v = (1 +X)i =
∑
wX
w
(
i
w
)
.
Consequently,
(
i
w
)
= [Xw]
∑
wX
w
(
i
w
)
= [Xw]L′z =
∑
v(−1)
v
(
A−v
w−v
)(
A−i
v
)
.
Lemma 24. Let r, α, β, γ > 0 be integers, and suppose that m > α(p + 1) + β(p − 1) + γ, and
β > α > 0, and Cj ∈ Z. Then
f =
∑β
j=0 Cjx
α+γ+j(p−1)yr−α−γ−j(p−1) = (−1)α
∑β−α
j=0 C
(α)
j θ
αxγ+j(p−1)yr−α(p+1)−γ−j(p−1),
for some C
(α)
j ∈ Z, if and only if
∑β
j=0 Cj
(
j
w
)
= 0 for all 0 6 w < α. Moreover, in that case
C′β−α = Cβ, and C
′
0 = (−1)
αC0, and
C
(α)
j = (−1)
α
∑β
i=j+1
(
i−j−1
α−1
)
Ci,
and consequently ∑β−α
j=0 C
(α)
j = (−1)
α
∑β
j=0 Cj
(
j
α
)
.
Proof. We will prove this by induction on α > 0. In the base case α = 1, the induction hypothesis
is equivalent to the fact that
f =
∑β
j=0 Cjx
1+γ+j(p−1)yr−1−γ−j(p−1) = −
∑β−1
j=0 C
(1)
j θx
γ+j(p−1)yr−(p+1)−γ−j(p−1),
for some C
(1)
j ∈ Z, if and only if
∑β
j=0 Cj = 0, and C
(1)
j = −
∑β
i=j+1 Ci. Indeed, if the right
side is expanded into the left side, then
∑β
j=0 Cj = 0 and C
(1)
j = −
∑β
i=j+1 Ci, and conversely
if
∑β
j=0 Cj = 0 then the left side can be grouped into the right side, and C
(1)
j = −
∑β
i=j+1 Ci
due to uniqueness of the coefficients. Suppose that the induction hypothesis holds true for all
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α′ < α. Then
f =
∑β
j=0 Cjx
α+γ+j(p−1)yr−α−γ−j(p−1) = (−1)α
∑β−α
j=0 C
(α)
j θ
αxγ+j(p−1)yr−α(p+1)−γ−j(p−1),
for some C
(α)
j ∈ Z, if and only if the following four conditions hold true:∑β
j=0 Cj
(
j
w
)
= 0 for all 0 6 w < α− 1,
C
(α−1)
j = −(−1)
α
∑β
i=j+1
(
i−j−1
α−2
)
Ci,∑β
j=0 C
(α−1)
j = 0,
C
(α)
j = −
∑β
i=j+1 C
(α−1)
i .
These conditions can be combined into the folowing two conditions:∑β
j=0 Cj
(
j
w
)
= 0 for all 0 6 w < α,
C
(α)
j = (−1)
α
∑β
s=j+2 Cs
∑
i>j+1
(
s−i−1
α−2
)
= (−1)α
∑β
s=j+2
(
s−j−1
α−1
)
Cs = (−1)
α
∑β
s=j+1
(
s−j−1
α−1
)
Cs.
This completes the proof by induction. The facts that C′β−α = Cβ and C
′
0 = (−1)
αC0 can be
deduced by comparing the top and bottom coefficients in the two expressions of f .
Lemma 25. Let r,m,L, l, w > 0 be integers. Suppose that r > (m+ 1)(p+ 1), and r ≡p−1 2L,
and 1 6 L 6 m, and p > m+ 1. Then∑
i
(
r−m+l
i(p−1)+l
)(
(p−1)i
w
)
≡
∑w
v=0 κv
(
r−m+l
v
)
(mod p),
where κv = (−1)
w−v
(
l+w−v−1
w−v
)
η(2L−m+ l − v, l − v), where
η(X,Y ) =

(
X
Y
)
if X > 1,
(1 + δX=Y=0)
(
X−1
Y
)
if X < 1 and Y > 0,(
X−1
X−Y
)
if X < 1 and Y < 0.
Similarly, ∑
i
(
r−m+l
i(p−1)+l
)(
i
w
)
≡
∑w
v=0 κ
′
v
(
r−m+l
v
)
(mod p),
where κ′v = (−1)
v
(
l−v
w−v
)
η(2L−m+ l − v, l − v).
Proof. Note that
(
i(p−1)
w
)
=
∑
v(−1)
w−v
(
l+w−v−1
w−v
)(
i(p−1)+l
v
)
, due to lemma 21. Consequently,∑
i
(
r−m+l
i(p−1)+l
)(
i(p−1)
w
)
=
∑
i
(
r−m+l
i(p−1)+l
)∑
v(−1)
w−v
(
l+w−v−1
w−v
)(
i(p−1)+l
v
)
=
∑
v(−1)
w−v
(
l+w−v−1
w−v
)(
r−m+l
v
)∑
i
(
r−m+l−v
i(p−1)+l−v
)
≡
∑
v(−1)
w−v
(
l+w−v−1
w−v
)(
r−m+l
v
)
(1 + δ2L+l=m+vδl=v)
( ˜2L−m+l−v
l−v mod p−1
)
≡
∑
v(−1)
w−v
(
l+w−v−1
w−v
)(
r−m+l
v
)
η(2L−m+ l − v, l − v) (mod p).
The proof of the second part is similar, and uses the second part of lemma 21.
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3 General theorems
3.1 The main theorems
The main results in this section are the following two theorems.
Theorem 26. Let r,m, α > 0 be such that r > (m+1)(p+1), and m > α, and r ≡p−1 2L, with
L ∈ {1, . . . ,m}. Let a ∈ Qp be such that m+ 1 > v(a) > m. Define the (α + 1) × (m + 1 + µ)
matrix M(r,m,α), where ω1 < · · · < ωµ are such that
{ω1, . . . , ωµ} = {j | j(p− 1) + α ∈ [α,m] ∪ [r −m, r − α]} ,
by
M
(r,m,α)
u,j =
(
ωj
u−1
)
− δu=α+1((−1)
αδj=1 + δj=µδL≡p−1α),
whenever 1 6 j 6 µ, and
M
(r,m,α)
u,l+m−α+1+µ =
∑
r−m>i(p−1)+α>m
(
r−α+l
i(p−1)+l
)(
i
u−1
)
.
Suppose that (0, . . . , 0, 1)T is in the range of M(r,m,α) over Fp. Then (the map induced by) Ψα,
restricted to X(r + 2, a), is a surjective map
Ψα|X(r+2,a) : I(θ
α
σr−α(p+1)) ∩X(r + 2, a) ⊆ I(σr)։ I(σ(2α−r mod p−1)(r − α)).
Theorem 27. Let r,m, α > 0 be integers such that r > m(p+ 1), and m > α, and r ≡p−1 2L,
with L ∈
{
1, . . . , p−12
}
. Let a ∈ Qp be such that m+ 1 > v(a) > m. For w > 0, define
mw(C1, . . . , Cα) =
∑
r−2α>i(p−1)>0
∑α
l=0 Cl
(
r−α+l
i(p−1)+l
)(
i
w
)
,
where C0 = 1. Denote by vw(C1, . . . , Cα) the valuation v(mw(C1, . . . , Cα)). Suppose that the
following three conditions hold true:
1. mw(C1, . . . , Cα) = 0, for all 0 6 w < α;
2. min{v(a)− α, vα(C1, . . . , Cα)} 6 vw(C1, . . . , Cα), for all α < w 6 2m+ 1− α;
3. If L ≡p−1 α and v(a) − α < vα(C1, . . . , Cα), then
∑α
l=0 Cl
(
r−α+l
α
)
≡ (−1)α+1 (mod p).
— If vα(C1, . . . , Cα) < v(a)− α, then
Ψα|X(r+2,a) : I(θ
α
σr−α(p+1)) ∩X(r + 2, a) ⊆ I(σr)։ I(σ(2α−r mod p−1)(r − α))
is a surjection;
— If vα(C1, . . . , Cα) > v(a)− α, then
Ψα (I(θ
α
σr−α(p+1)) ∩X(r + 2, a)) ⊇ T
(
I(σ(2α−r mod p−1)(r − α))
)
.
3.2 Proof of theorem 26
3.2.1 Lemmas
Lemma 28. Let r,m, n, α, β > 0 be integers, and let a ∈ Qp be such that m + 1 > v(a) > m.
Suppose that n > m + 1, and n > α, and p − 1 > β, and r > np + α. Then there is some
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τ⋆r,m,n,α,β such that
(T − a)τ⋆r,m,n,α,β
≡
∑
i
[
1, xi(p−1)+α−βyr−i(p−1)−α+β
]∑
j<i(−1)
j
(
n
j
)( r−j(p−1)−α
(i−j)(p−1)−β
)
pj(p−1)+α(p− 1)
+ (p− 1)(−1)α+1δr≡p−12α
∑
j(−1)
j
(
n
j
)
pj(p−1)+α
[
1, yj(p−1)+αxr−j(p−1)−α
]
− a
∑
j(−1)
j
(
n−α
j
)∑
µ[µ]
β
[
( p [µ]0 1 ), θ
αxj(p−1)yr−α(p+1)−j(p−1)
]
− a
∑
j(−1)
j
(
n−α
j
)
δr≡p−12α
[
( 1 00 p ), θ
αyj(p−1)xr−α(p+1)−j(p−1)
]
(mod pm+1).
Proof. Take
τ⋆r,m,n,α,β =
∑
µ[µ]
βφ∗
r,m,n,α,( p [µ]0 1 )
− pδβ=0φ
∗
r,m,n,α,( p 00 1 )
− (p− 1)(−1)αδr≡p−12αφ
∗∗
r,m,n,α,( 1 00 p )
.
Then
(T − a)τ⋆r,m,n,α,β
≡
∑
j(−1)
j
(
n
j
)
pj(p−1)+α
∑
µ[µ]
β
[
( 1 [µ]0 1 ), x
j(p−1)+αyr−j(p−1)−α
]
− pδβ=0φ
∗
r,m,n,α,( p 00 1 )
+ (p− 1)(−1)α+1δr≡p−12α
∑
j(−1)
j
(
n
j
)
pj(p−1)+α
[
1, yj(p−1)+αxr−j(p−1)−α
]
− a
∑
j(−1)
j
(
n−α
j
)∑
µ[µ]
β
[
( p [µ]0 1 ), θ
αxj(p−1)yr−α(p+1)−j(p−1)
]
− a
∑
j(−1)
j
(
n−α
j
)
δr≡p−12α
[
( 1 00 p ), θ
αyj(p−1)xr−α(p+1)−j(p−1)
]
(mod pm+1).
Note that∑
j(−1)
j
(
n
j
)
pj(p−1)+α
∑
µ[µ]
β
[
( 1 [µ]0 1 ), x
j(p−1)+αyr−j(p−1)−α
]
=
∑
j(−1)
j
(
n
j
)
pj(p−1)+α
∑
µ[µ]
β
[
1, xj(p−1)+α(y + [µ]x)r−j(p−1)−α
]
=
∑
i,j(−1)
j
(
n
j
)(
r−j(p−1)−α
i
)
pj(p−1)+α
∑
µ[µ]
i+β
[
1, xj(p−1)+α+iyr−j(p−1)−α−i
]
=
∑
i,j(−1)
j
(
n
j
)(r−j(p−1)−α
i(p−1)−β
)
pj(p−1)+α(p− 1 + δi(p−1)=β)
×
[
1, x(i+j)(p−1)+α−βyr−(i+j)(p−1)−α+β
]
=
∑
i,j(−1)
j
(
n
j
)(r−j(p−1)−α
i(p−1)−β
)
pj(p−1)+α(p− 1 + δi=β=0)
×
[
1, x(i+j)(p−1)+α−βyr−(i+j)(p−1)−α+β
]
=
∑
i,j(−1)
j
(
n
j
)( r−j(p−1)−α
(i−j)(p−1)−β
)
pj(p−1)+α(p− 1 + δi=j)
×
[
1, xi(p−1)+α−βyr−i(p−1)−α+β
]
≡
∑
i
[
1, xi(p−1)+α−βyr−i(p−1)−α+β
]∑
j<i(−1)
j
(
n
j
)( r−j(p−1)−α
(i−j)(p−1)−β
)
pj(p−1)+α(p− 1)
+ pδβ=0φ
∗
r,m,n,α,( p 00 1 )
(mod pm+1).
The proof of the lemma can be completed by combining these two congruences.
Lemma 29. Let r,m, n, α > 0 be integers, and let a ∈ Qp be such that m + 1 > v(a) > m.
Suppose that n > m+ 1, and n > α, and r > np + α. Then, for any C1, . . . , Cα ∈ Zp, there is
some τ⋆⋆r,m,n,α,C1,...,Cα such that
(T − a)τ⋆⋆r,m,n,α,C1,...,Cα
≡
∑
iDi
[
1, xi(p−1)+αyr−i(p−1)−α
]
− a
∑
j(−1)
j
(
n−α
j
)∑
µ
[
( p [µ]0 1 ), θ
αxj(p−1)yr−α(p+1)−j(p−1)
]
− a
∑
j(−1)
j
(
n−α
j
)
δr≡p−12α
[
( 1 00 p ), θ
αyj(p−1)xr−α(p+1)−j(p−1)
]
(mod pm+1),
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where
(p− 1)−1Di =
∑
j<i(−1)
j
(
n
j
)
pj(p−1)+α
((r−j(p−1)−α
(i−j)(p−1)
)
+
∑α
l=1 Cl
(r−j(p−1)−α+l
(i−j)(p−1)+l
))
+ (−1)α+1δr≡p−12α(−1)
(r−2α)/(p−1)−i
(
n
(r−2α)/(p−1)−i
)
pr−i(p−1)−α.
Proof. Write
τ ′ =
∑
µ[µ]
βφ∗
r,m,n,α,( p [µ]0 1 )
− pδβ=0φ
∗
r,m,n,α,( p 00 1 )
and
τ ′′ = −(p− 1)(−1)αδr≡p−12αφ
∗∗
r,m,n,α,( 1 00 p )
,
so that τ⋆r,m,n,α,β = τ
′ + τ ′′. Take
τ⋆⋆r,m,n,α,C1,...,Cα = τ
⋆
r,m,n,α,0 +
∑α
l=1 Clp
lτ ′r,m,n,α−l,(−l mod p−1).
It can be checked that τ⋆⋆r,m,n,α,C1,...,Cα satisfies all of the requirements in the statement of the
theorem.
Corollary 30. Let r,m, α > 0 be integers, and let a ∈ Qp be such that m + 1 > v(a) > m.
Suppose that m > α, and r > (m+ 1)(p+ 1). Then, for any Fj , C0, . . . , Cm ∈ Zp, there is some
τ†r,m,α,Fj ,C0,...,Cm such that
(T − a)τ†r,m,α,Fj ,C0,...,Cm
≡
∑
r−m>i(p−1)+α>mEi
[
1, xi(p−1)+αyr−i(p−1)−α
]
+
∑
j(p−1)+α∈[α,m]∪[r−m,r−α] Fj
[
1, xj(p−1)+αyr−j(p−1)−α
]
(mod pv(a)−m),
where Ei =
∑α
l=α−m Cl+m−α
(
r−α+l
i(p−1)+l
)
.
Proof. Define τ ′ as in the proof of lemma 29. Take
τ†r,m,α,Fj ,C0,...,Cm = (p− 1)
−1p−m
∑α
l=α−m Cl+m−αp
l+m−ατ ′r,m,m+1,α−l,(−l mod p−1)
+
∑m
u=0Xup
−uφ∗
r,m,m+1,u,( p 00 1 )
+
∑m
u=0 Yup
−uφ∗∗
r,m,m+1,u,( 1 00 p )
,
with suitably chosen constants Xu, Yu ∈ Zp.
3.2.2 Completing the proof of theorem 26
Proof of theorem 26. Let n = m+1. Since (0, . . . , 0, 1)T is in the range of M(r,m,α) over Fp, the
constants Fj , Cl ∈ Zp in lemma 30 can be chosen to be such that∑µ
j=1 Fωj
((
ωj
u−1
)
− δu=α+1((−1)
αδj=1 + δj=µδL≡p−1α)
)
+
∑α
l=α−m
∑
r−m>i(p−1)+α>m Cl
(
r−α+l
i(p−1)+l
)(
i
u−1
)
= δu=α+1,
or, equivalently,∑µ
j=1 Fωj
(
ωj
u−1
)
+
∑α
l=α−m
∑
r−m>i(p−1)+α>m Cl
(
r−α+l
i(p−1)+l
)(
i
u−1
)
= δu=α+1(1 + (−1)
αFω1 + δL=2αFωµ).
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This implies that the constants Fj , Ei ∈ Zp are such that∑
r−m>i(p−1)+α>mEi
[
1, xi(p−1)+αyr−i(p−1)−α
]
+
∑
j(p−1)+α∈[α,m]∪[r−m,r−α] Fj
[
1, xj(p−1)+αyr−j(p−1)−α
]
=
∑
i E
′
i
[
1, θαxi(p−1)yr−α(p+1)−i(p−1)
]
,
for some constants E′i ∈ Zp which add up to
1 + (−1)αFω1 + δL≡p−1αFωµ .
Moreover,
E′0 = (−1)
αFω1 ,
E′(r−α(p+1))/(p−1) = Fωµ whenever L ≡p−1 α.
This implies that (T − a)τ†r,m,n,α,Fj ,C0,...,Cm is in the domain of (the map induced by) Ψα, and
(T − a)τ†r,m,n,α,Fj ,C0,...,Cm =
∑
iE
′
i
[
1, θ
α
xi(p−1)yr−α(p+1)−i(p−1)
]
,
which implies that Ψα((T − a)τ
†
r,m,n,α,Fj ,C0,...,Cm
) =
[
1, X(2α−r mod p−1)
]
. The fact that the
module σ(2α−r mod p−1)(r − α) is simple and hence generated by X
(2α−r mod p−1) completes the
proof of the theorem.
Remark. Theorem 26 can be proved similarly by using lemma 18 instead of corollary 30.
3.3 Proof of theorem 27
Proof of theorem 27. We know, from the proof of lemma 16, that
(T − a)φ
(0)
α+1,α,1 ≡
∑m
z=α+1 p
z
∑
j(−1)
j
(
α+1
j
)(
r−j(p−1)−α
z
)∑
λ6=0(−[λ])
r−α−z [( p [λ]0 1 ), x
r−zyz]
+
∑
j(−1)
j
(
α+1
j
)
pr−j(p−1)−α
[
( p 00 1 ), x
j(p−1)+αyr−j(p−1)−α
]
+
∑
j(−1)
j
(
α+1
j
)
pj(p−1)+α
[
( 1 00 p ), x
j(p−1)+αyr−j(p−1)−α
]
− a
∑
j(−1)
j
(
1
j
) [
1, θαxj(p−1)yr−α(p+1)−j(p−1)
]
≡
∑m
z=α+1 p
z
∑
j(−1)
j
(
α+1
j
)(
r−j(p−1)−α
z
)∑
λ6=0(−[λ])
r−α−z [( p [λ]0 1 ), x
r−zyz]
+
∑
m>j(p−1)+α>0(−1)
j
(
α+1
j
)
pj(p−1)+α
[
( 1 00 p ), x
j(p−1)+αyr−j(p−1)−α
]
− a
∑
j(−1)
j
(
1
j
) [
1, θαxj(p−1)yr−α(p+1)−j(p−1)
]
≡
∑m
z=α+1
∑′
jz∈Sz
Ajzp
z [gjz , x
zyr−z] + pα [( 1 00 p ), x
αyr−α]
− a
∑
j(−1)
j
(
1
j
) [
1, θαxj(p−1)yr−α(p+1)−j(p−1)
]
(mod pm+1),
where, for each z, the sum
∑′
jz∈Sz
is over some finite set of indices Sz, and each Ajz is a constant,
and each gjz is an element of G. Note that, for each z such that m > z > α+ 1, we have
pz [gjz , x
zyr−z] = a[g′jz , θ
zhjz ] + O(p
m+1) = a[g′jz , θ
m+1h′jz ] +O(p
m+1),
for some polynomials hjz , h
′
jz . It can be shown by the same algebraic manipulation used in the
proof of lemma 28 that∑
µ p
α [( p [µ]0 1 )(
1 0
0 p ), x
αyr−α] =
∑
i>0 p
α(p− 1)
(
r−α
i(p−1)
)
[1, xi(p−1)+αyr−i(p−1)−α] +O(pm+1).
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Thus, by letting
τ† = p
−α(p− 1)−1
(∑
µ φ
(0)
α+1,α,( p [µ]0 1 )
+ (−1)αδL≡p−1αφ
(0)
α+1,α,( 0 11 0 )
)
and a′ = p−α(p− 1)−1a, we get the equation
(T − a)τ† ≡
∑
i>0
(
r−α
i(p−1)
)
[1, xi(p−1)+αyr−i(p−1)−α]
− a′
∑
j(−1)
j
(
1
j
)∑
µ
[
( p [µ]0 1 ), θ
αxj(p−1)yr−α(p+1)−j(p−1)
]
− a′
∑
j(−1)
j
(
1
j
)
δL≡p−1α
[
( 1 00 p ), θ
αyj(p−1)xr−α(p+1)−j(p−1)
]
+ a′
∑′
j′∈S′ Aj′
[
gj′ , θ
α+1h′j′
]
(mod pm+1−α).
Let us denote this equation by Eq. α. By adding constant multiples of expressions which are
similar to Eq. 1 through Eq. (α − 1) with
∑
µ replaced by
∑
µ[µ]
l, we can get an analogue of
lemma 29:
(T − a)τ† ≡
∑
r−2α>i(p−1)>0Di[1, x
i(p−1)+αyr−i(p−1)−α]
− a′
∑
j(−1)
j
(
1
j
)∑
µ
[
( p [µ]0 1 ), θ
αxj(p−1)yr−α(p+1)−j(p−1)
]
− (−1)α+1
(∑α
l=0 Cl
(
r−α+l
α
))
× a′
∑
j(−1)
j
(
1
j
)
δL≡p−1α
[
( 1 00 p ), θ
αyj(p−1)xr−α(p+1)−j(p−1)
]
+ a′
∑′
j′∈S′ Aj′
[
gj′ , θ
α+1h′j′
]
(mod pm+1−α),
where Di =
∑α
l=0 Cl
(
r−α+l
i(p−1)+l
)
, and C0 = 1, and v(a
′) = v(a)− α. We can restrict the first sum
to the range r − 2α > i(p− 1) > 0 by noting that
[1, xi(p−1)+βyr−i(p−1)−β] = O(pm−β) = O(pm+1−α),
for all β such that α > β > 0. Let
τ0 =
∑
r−2α>i(p−1)>0(ci −Di)
[
1, xi(p−1)+αyr−i(p−1)−α
]
,
where
ci = (−1)
i−1
(
α
i−1
)∑
r−2α>j(p−1)>0Dj
(
j
α
)
.
We will denote by
∑′
the restricted sum
∑
r−2α>i(p−1)>0. Then∑′
ci
[
1, xi(p−1)+αyr−i(p−1)−α
]
=
(∑′
Di
(
i
α
)) [
1, θαxp−1yr−(α+1)(p+1)+2
]
,
and
v(ci) > v
(∑
i>0Di
(
i
α
))
= v
(∑
i>0 ci
(
i
α
))
.
Finally, note that
(T − a)τ0 ≡
∑
λ6=0
∑
z>0 p
z
∑′
(ci −Di)
(
r−i(p−1)−α
z
)
[( p [λ]0 1 ), (−[λ])
r−α−zxr−zyz]
− a
∑′
(ci −Di)
[
1, xi(p−1)+αyr−i(p−1)−α
]
≡
∑2m+1−α
z=α+1
∑′
(ci −Di)
(
r−i(p−1)−α
z
)∑
λ6=0(−[λ])
r−α−zpz [( p [λ]0 1 ), x
r−zyz]
− a
∑′
(ci −Di)
[
1, xi(p−1)+αyr−i(p−1)−α
]
(mod p2m+2−α).
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Write V = v
(∑′
Di
(
i
α
))
and Vz = v
(∑′
(ci −Di)
(
r−i(p−1)−α
z
))
, and note that Vz > V , for all
α < z 6 2m+ 1− z, by assumption. Therefore,∑2m+1−α
z=m+1
∑′
(ci −Di)
(
r−i(p−1)−α
z
)∑
λ6=0(−[λ])
r−α−zpz [( p [λ]0 1 ), x
r−zyz]
≡
∑2m+1−α
z=m+1 Vzp
zXz (mod p
2m+2−α),
where Xz is some expresion such that v(Xz) > 0. This implies that
− a−1
∑2m+1−α
z=m+1
∑′
(ci −Di)
(
r−i(p−1)−α
z
)∑
λ6=0(−[λ])
r−α−zpz [( p [λ]0 1 ), x
r−zyz]
=
∑2m+1−α
z=m+1 VzX
′
z +O(p
m+1−α) = V(pm+1−v(a)) +O(pm+1−α).
Similarly,∑m
z=α+1
∑′(ci −Di)(r−i(p−1)−αz )∑λ6=0(−[λ])r−α−zpz [( p [λ]0 1 ), xr−zyz]
=
∑m
z=α+1 Vz
∑
λ6=0(−[λ])
r−α−zpz [( p [λ]0 1 ), x
r−zyz] +O(p2m+2−α)
=
∑m
z=α+1 Vz
(∑
λ6=0(−[λ])
r−α−za [( p [λ]0 1 ), θ
zhz] +O(p
m+1)
)
+O(p2m+2−α)
= V
∑m
z=α+1 Yz
∑
λ6=0(−[λ])
r−α−za [( p [λ]0 1 ), θ
zhz] + VO(p
m+1) +O(p2m+2−α),
where hz is some polynomial, and Yz is some expresion such that v(Yz) > 0. This implies that
− a−1
∑m
z=α+1
∑′(ci −Di)(r−i(p−1)−αz )∑λ6=0(−[λ])r−α−zpz [( p [λ]0 1 ), xr−zyz]
= V
∑
j∈S [gj , θ
α+1h′j ] + VO(p
m+1−v(a)) +O(pm+1−α),
where gj is some element of G, and h
′
j is some polynomial. This implies that
(T − a)(τ† − a
−1τ0)
≡
∑′ ci [1, xi(p−1)+αyr−i(p−1)−α]+ V∑j∈S [gj , θα+1h′j ] + VO(pδ)
− a′
∑
j(−1)
j
(
1
j
)∑
µ
[
( p [µ]0 1 ), θ
αxj(p−1)yr−α(p+1)−j(p−1)
]
− (−1)α+1
(∑α
l=0 Cl
(
r−α+l
α
))
× a′
∑
j(−1)
j
(
1
j
)
δL≡p−1α
[
( 1 00 p ), θ
αyj(p−1)xr−α(p+1)−j(p−1)
]
+ a′
∑′
j′∈S′ Aj′
[
gj′ , θ
α+1h′j′
]
≡
(∑′
Di
(
i
α
)) [
1, θαxp−1yr−(α+1)(p+1)+2
]
+ V
∑
j∈S [gj , θ
α+1h′j ] + VO(p
δ)
− a′
∑
j(−1)
j
(
1
j
)∑
µ
[
( p [µ]0 1 ), θ
αxj(p−1)yr−α(p+1)−j(p−1)
]
− (−1)α+1
(∑α
l=0 Cl
(
r−α+l
α
))
× a′
∑
j(−1)
j
(
1
j
)
δL≡p−1α
[
( 1 00 p ), θ
αyj(p−1)xr−α(p+1)−j(p−1)
]
+ a′
∑′
j′∈S′ Aj′
[
gj′ , θ
α+1h′j′
]
(mod pm+1−α),
where δ = m+ 1− α > 0. If vα(C1, . . . , Cα) < v(a)− α, then
Ψα
(
(T − a)(mα(C1, . . . , Cα))−1(τ† − a
−1τ0)
)
= [1, X(2α−r mod p−1)]
is in the image under Ψα of the kernel of reduction, and generates I(σ(2α−r mod p−1)(r − α)). If,
on the other hand, vα(C1, . . . , Cα) > v(a)− α, then
Ψα
(
(T − a)(a′)−1(τ† − a
−1τ0)
)
= T [1, X(2α−r mod p−1)]
is in the image under Ψα of the kernel of reduction, and generates T
(
I(σ(2α−r mod p−1)(r − α))
)
.
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Remark. In the statement of theorem 27, we can replace the binomials
(
i
w
)
by fw(i), where fw
is any polynomial of degree w whose top coefficient is a unit in Zp. This can be proved by a
simple application of row operations.
4 The case when v(a) = 1
4.1 The main theorem
We follow the approach outlined in [14, 15]. The main result in this section is theorem 31.
Theorem 31. Let t > 1 be an integer, and let r = t(p − 1) + s, with s ∈ {2, . . . , p − 1}. Let
a ∈ Qp be such that v(a) = 1. Then, for any
γ ∈
(
T − p/a · ts
)
(I(σp−1−s(s))),
there is a τ such that (T − a)τ and p2τ are integral, and Ψ((T − a)τ) = γ.
Before giving the proof of theorem 31, we will first prove a lemma.
4.2 A lemma
Lemma 32. Let t > 1 be an integer, and let a ∈ Qp be such that v(a) = 1. Let r = t(p− 1)+ s,
with s ∈ {2, . . . , p− 1}. Then there is some τ such that (T − a)τ and p2τ are integral, and
Ψ((T − a)τ) =
(
T − p/a · ts
) [
1, Xp−1−s
]
.
Proof. Let l ∈ {1, . . . , t}, and let ϕl,g =
[
g, yr − xl(p−1)yr−l(p−1)
]
. Then
(T − a)ϕl,g ≡
∑
λ6=0
[
g( p [λ]0 1 ),
{
(−[λ])r − (−[λ])r−l(p−1)
}
xr
+
{
r(−[λ])r−1 − (r − l(p− 1))(−[λ])r−l(p−1)−1
}
pxr−1y
]
+ [g( 1 00 p ), y
r]−
[
g, a(yr − xl(p−1)yr−l(p−1))
]
(mod p2),
Note that, for λ 6= 0, (−[λ])r = (−[λ])r−l(p−1) and (−[λ])r−1 = (−[λ])r−l(p−1)−1 = (−[λ])s−1.
Hence
(T − a)ϕl,g ≡
∑
λ6=0
[
g( p [λ]0 1 ), (−[λ])
s−1lp(p− 1)xr−1y
]
+ [g( 1 00 p ), y
r]−
[
g, a(yr − xl(p−1)yr−l(p−1))
]
(mod p2).
Let τ ′ =
∑
µ∈Fp
ϕl,( p [µ]0 1 )
. Then
(T − a)τ ′ ≡ −pl
∑
λ6=0,µ
[(
p2 p[λ]+[µ]
0 1
)
, (−[λ])s−1xr−1y
]
+
∑
µ [(
1 [µ]
0 1 ), y
r]
−
∑
µ a
[
( p [µ]0 1 ), y
r − xl(p−1)yr−l(p−1)
]
(mod p2).
Note that ∑
µ [(
1 [µ]
0 1 ), y
r] ≡
∑
µ [1, (y + [µ]x)
r ] ≡
∑
i,µ
(
r
i
)
[µ]i
[
1, xiyr−i
]
(mod p2),
and that
∑
µ[µ]
i = 0 if i 6∈ {0, p − 1, . . . , t(p − 1), (t + 1)(p − 1)}, and
∑
µ[µ]
i = p − 1 + δi=0
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otherwise. Consequently,∑
µ [(
1 [µ]
0 1 ), y
r] ≡ p
(
r
0
)
[1, yr] + (p− 1)δs=p−1
(
r
(t+1)(p−1)
)
[1, xr]
+ (p− 1)
∑t
j=1
(
r
j(p−1)
) [
1, xj(p−1)yr−j(p−1)
]
(mod p2),
which implies that
(T − a)τ ′ ≡ −lp
∑
λ6=0,µ
[(
p2 p[λ]+[µ]
0 1
)
, (−[λ])s−1xr−1y
]
+ p(p− 1)
∑t
j=1 p
−1
(
r
j(p−1)
) [
1, xj(p−1)yr−j(p−1)
]
+ p [1, yr]
+ (p− 1)δs=p−1 [1, x
r]− p
∑
µ
a
p
[
( p [µ]0 1 ), y
r − xl(p−1)yr−l(p−1)
]
(mod p2).
Note also that
(T − a)ϕl,( 0 1p 0 )
≡
∑
λ6=0
[(
0 1
p2 p[λ]+1
)
, (−[λ])−1lp(p− 1)xr−1y
]
+ [( 0 pp 0 ), y
r]− a
[
( 0 1p 0 ), y
r − xl(p−1)yr−l(p−1)
]
≡
∑
λ6=0
[(
0 1
p2 p[λ]+1
)
, (−[λ])−1lp(p− 1)xr−1y
]
+ [1, xr]− a
[
( 1 00 p ), x
r − yl(p−1)xr−l(p−1)
]
(mod p2).
Let τ ′′ = τ ′ + δs=p−1ϕl,( 0 1p 0 )
, so that τ ′′ is integral. Then
(T − a)τ ′′ ≡ −lp
∑
λ6=0,µ
[(
p2 p[λ]+[µ]
0 1
)
, (−[λ])s−1xr−1y
]
+ p [1, yr] + pδs=p−1 [1, x
r]
+ p(p− 1)
∑t
j=1 p
−1
(
r
j(p−1)
) [
1, xj(p−1)yr−j(p−1)
]
− p
∑
µ
a
p
[
( p [µ]0 1 ), y
r − xl(p−1)yr−l(p−1)
]
+ pδs=p−1
∑
λ6=0
[(
0 1
p2 p[λ]+1
)
, (−[λ])−1l(p− 1)xr−1y
]
− pδs=p−1
a
p
[
( 1 00 p ), x
r − yl(p−1)xr−l(p−1)
]
(mod p2).
Let τ ′′′ = pa
∑t
j=1 bjϕj,1, where bj ∈ Qp are such that pbj ∈ Zp and
∑t
j=1 bj = 0. Then pτ
′′′ is
integral, and
(T − a)τ ′′′ ≡ −
∑
λ6=0 p
(∑t
j=1 jbj
) [
( p [λ]0 1 ), (−[λ])
s−1 p
ax
r−1y
]
+ p
∑t
j=1 bj
[
1, xj(p−1)yr−j(p−1)
]
(mod p2).
In particular, this equation holds true when bj = cj − p
−1
(
r
j(p−1)
)
, where cj ∈ Zp are such that∑t
j=1 cj =
t
s . Consequently, if
τ ′′′′ = τ ′′ + τ ′′′ =
∑
µ∈Fp
ϕl,( p [µ]0 1 )
+ δs=p−1ϕl,( 0 1p 0 )
+ pa
∑t
j=1
(
cj − p
−1
(
r
j(p−1)
))
ϕj,1,
then pτ ′′′′ is integral, and
(T − a)τ ′′′′ ≡ −lp
∑
λ6=0,µ
[(
p2 p[λ]+[µ]
0 1
)
, (−[λ])s−1xr−1y
]
+ p [1, yr] + pδs=p−1 [1, x
r]
+ pδs=p−1
∑
λ6=0
[(
0 1
p2 p[λ]+1
)
, (−[λ])−1l(p− 1)xr−1y
]
−
∑
λ6=0 p
(∑t
j=1 j
(
cj − p
−1
(
r
j(p−1)
))) [
( p [λ]0 1 ), (−[λ])
s−1 p
ax
r−1y
]
+ p(p− 1)
∑t
j=1 cj
[
1, xj(p−1)yr−j(p−1)
]
− p
∑
µ
a
p
[
( p [µ]0 1 ), y
r − xl(p−1)yr−l(p−1)
]
− pδs=p−1
a
p
[
( 1 00 p ), x
r − yl(p−1)xr−l(p−1)
]
(mod p2).
Note that
v
(∑t
j=1 j
(
cj − p
−1
(
r
j(p−1)
)))
> 0,
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due to lemma 21. Let τ = a−1τ ′′′′. Then (T − a)τ and p2τ are integral. Moreover, Ψyr = 0 and
Ψxr−1y = 0, since s 6= 1. Consequently,
Ψ((T − a)τ ) =
(
T − p/a
∑t
j=1 cj
) [
1, Xp−1−s
]
=
(
T − p/a · ts
) [
1, Xp−1−s
]
.
Proof of theorem 31. Follows from lemma 32 due to the fact that the module σp−1−s(s) is simple
and hence generated by Xp−1−s.
4.3 Completing the proof of theorem 4
Lemma 33. Let t > 2 be an integer, and let a ∈ Qp be such that v(a) = 1. Suppose that
r = t(p− 1) + s, with s ∈ {2, 4, . . . , p− 1}. If p ∤ t, then Θr+2,a is one of the following:
— either Θ
ss
r+2,a
∼= π(s˜− 2, λ, ω)ss ⊕ π(p− 1− s, λ−1, ωs)ss, where λ = a/p · st , and n˜ is the
integer in {1, . . . , p− 1} which is congruent to n modulo p− 1; or Θr+2,a ∼= π(s− 2, 0, ω).
If, on the other hand, p | t, then Θr+2,a is one of the following:
— either Θr+2,a ∼= π(s, 0, 1); or Θr+2,a ∼= π(s− 2, 0, ω).
Proof. First, we will consider the case when r 6= 2p. A consequence of lemma 14, with A = I(σr),
with B = I(σp−1−s(s)), with β being induced by Ψ, with B′ =
(
T − p/a · ts
)
(I(σp−1−s(s))),
with C = Θr+2,a, and with γ being the surjection σr ։ Θr+2,a, is the fact that there is some C1 ⊆
Θr+2,a such that Θr+2,a/C1 is isomorphic to a quotient of I(σp−1−s(s))/B
′ and C1 is isomorphic
to I(kerΨ)/(I(kerΨ) ∩ X(r + 2, a)). Here the choice of B′ can be made due to theorem 31.
Firstly, suppose that p ∤ t. Note that I(σp−1−s(s))
/(
T − p/a · ts
)
∼= π(p− 1− s, λ−1, ωs), where
λ = a/p · st . Hence, Θr+2,a is a quotient of a module which has a series with factors
π(p− 1− s, λ−1, ωs), I
(
〈θσr−(p+1), y
r〉GL2(Fp)
) / (
I
(
〈θσr−(p+1), y
r〉GL2(Fp)
)
∩X(r + 2, a)
)
.
Since X(r + 2, a) contains I(Yr), due to lemma 15, this is a quotient of a module which has a
series with factors
π(p− 1− s, λ−1, ωs), I
(
〈θσr−(p+1), y
r〉GL2(Fp)
/
〈θ
2
σr−2(p+1), y
r〉GL2(Fp)
)
.
It can be shown, by several applications of the isomorphism theorems, that
〈θσr−(p+1), y
r〉GL2(Fp)
/
〈θ
2
σr−2(p+1), y
r〉GL2(Fp)
is a quotient of M = θσr−(p+1)/ θ
2
σr−2(p+1). Due to parts (a) and (c) of lemma 3.2 in [1], there
is a series M =M2 ⊇M1 ⊇M0 = {0}, such that M2/M1 is isomorphic to σ(2−s mod p−1)(s− 1),
and M1 is isomorphic to σs˜−2(1), where n˜ is the integer in {1, . . . , p− 1} which is congruent to
n modulo p− 1. Hence Θr+2,a is a quotient of a module which has a series with factors
π(p− 1− s, λ−1, ωs), I
(
σ(2−s mod p−1)(s− 1)
)
, I
(
σ
s˜−2
(1)
)
.
If s 6∈ {1, 2, 3}, the only pair of integers from the set {p− 1− s, s˜− 2, (2− s mod p− 1)} which
adds up to (−2 mod p− 1) is the pair (p− 1− s, s˜− 2), since p > 5. If s = 2 and p > 5, then
there are also the pairs (p−3, 0) and (p−3, p−1), which can’t give a reducible representation since
ω 6= ωp−1. If p = 3 and s = 2, then it can’t be the case that Θ
ss
r+2,a
∼= π(ν, λ, ω)ss⊕π(0, λ−1, ω)ss
with ν ∈ {0, 2}, since ω 6= ων+2. Consequently, due to the classification in theorem 2, either
Θ
ss
r+2,a
∼= π(s˜− 2, λ, ω)ss ⊕ π(p− 1− s, λ−1, ωs)ss, or Θr+2,a ∼= π(s˜− 2, 0, ω).
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Now suppose that p | t. Then, similarly, Θr+2,a is a quotient of a module which has a series with
factors
π(s, 0, 1), I
(
σ(2−s mod p−1)(s− 1)
)
, I
(
σ
s˜−2
(1)
)
.
Then Θr+2,a must be irreducible, since if p > 5 and s 6∈ {1, 3}, then there is no pair of integers
from the set {s˜− 2, (2− s mod p− 1)} which adds up to (−2 mod p− 1), and if p = 3 and
s 6∈ {1, 3}, then it can’t be the case that Θ
ss
r+2,a
∼= π(ν, λ, ω)ss ⊕ π(0, λ−1, ω)ss with ν ∈ {0, 2},
since ω 6= ων+2. Consequently, due to the classification in theorem 2, either Θr+2,a ∼= π(s, 0, 1),
or Θr+2,a ∼= π(s˜− 2, 0, ω).
Finally, if r = 2p, then theorem 31 and the first part of this proof still apply, the only difference
being that the second to last factor in the series for Θr+2,a does not occur, so that Θr+2,a is a
quotient of a module which has a series with factors
π(p− 1− s, λ−1, ωs), I
(
σ
s˜−2
(1)
)
.
This completes the proof of lemma 33.
Proof of theorem 4. Follows from theorem 2, lemma 33, and previously known results in the case
when r 6 2p− 2.
5 Conjecture 3
5.1 The case when 2 > v(a) > 1
In this subsection, we will complete the proof of theorem 5.
Proof of theorem 5. — The case when s 6= 2. The condition that s 6= 2 implies that p > 5 and
s ∈ {4, . . . , p− 1}. Then Θr+2,a has a series whose factors are quotients of submodules of
I (σp−1−s(s)) , I (σp+1−s(s− 1)) , I (σs−2(1)).
Due to the conditions p > 5 and s ∈ {4, . . . , p− 1}, the only pair of factors which can give a
reducible Θr+2,a is (I (σp−1−s(s)) , I (σs−2(1))). Let α = 0, and define Mr by the equation
Mr =
∑
r>j(p−1)>0
(
r
j(p−1)
)
. Then, in view of lemma 21, we have m0(∅) =Mr, so
v(m0(∅)) = v( tsp(1 +O(p))) = v(t).
Moreover, v(mw(∅)) can be expressed as a linear combination of Mr,Mr−1, . . . ,Mr−w. In
particular, since s > 3, it follows that v(Mr−i) = v(t), for all i ∈ {0, 1, 2, 3}, which implies
that v(m0(∅)) > v(mw(∅)), for all w ∈ {1, 2, 3}. Consequently, theorem 27 can be applied
to show that either [1, Xp+1−s] is in the image under Ψ1 of the kernel of reduction, or
T [1, Xp+1−s] is in the image under Ψ1 of the kernel of reduction. In any case, Θr+2,a has a
series whose factors are quotients of submodules of
I (σp+1−s(s− 1)) , I (σs−2(1)) .
These modules cannot pair up to give a reducible Θr+2,a, which completes the proof in the
case s 6= 2.
— The case when s = 2 and t 6≡ {1, 2} (mod p). The matrix M(r,1,1) contains
M
′ =
(
1 1
∑
r−3>i(p−1)>0
(
r
i(p−1)+1
)
1 − r 1
∑
r−3>i(p−1)>0
(
r
i(p−1)+1
)
i
)
=
(
1 1 2(1 − r)
1 − r 1 (1 − r)(2 − r)
)
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as a submatrix, which has full rank over Fp (and therefore contains (0, 1)T in its range) for
r 6≡ 0 (mod p). Moreover, if v1, v2, v3 denote the columns of M
′, then
(r − 1)v1 + (r − 1)v2 + v3 = 0,
so there is an element ν ∈ θσr−(p+1) in the subspace N ⊆ θσr−(p+1) which corresponds to
σp−1, such that the coefficient of θx
r−(p−1) in ν is r − 1. Consequently, if r 6≡ 1 (mod p),
then this element does not belong to θ
2
σr−2(p+1). Therefore, unless p | r(r − 1), we have that
Θr+2,a has a series whose factors are quotients of submodules of
I (σp+1−s(s− 1)) , I (σs−2(1)) ,
which cannot pair up to give a reducible Θr+2,a. This completes the proof in the case when
s = 2 and t 6≡ {1, 2} (mod p).
— The case when s = 2 and t ≡ {1, 2} (mod p). Calling the method find_m_w(1,0,1) in the
second program in the appendix shows that in both cases the relevant mw(∅) are either zero
or polynomials of the type Crα(r − 1)β . More specifically,
m2(∅) =
1
2r(r − 1),
m3(∅) = −
1
2r
2(r − 1).
In particular, if t ≡ {1, 2} (mod p) then all of the relevant mw(∅) vanish. So theorem 27
applies, and shows that the factor which is a quotient of I (σp−3(2)) is in fact a quotient
of π(p− 3, 0, ω2), which implies that Θr+2,a has a series whose factors are quotients of sub-
modules of I (σp+1−s(s− 1)) , I (σs−2(1)), which cannot pair up to give a reducible Θr+2,a.
Consequently, Θr+2,a must be irreducible. This completes the proof in the case when s = 2
and t ≡ {1, 2} (mod p).
5.2 The case when 3 > v(a) > 2
In this subsection, we will complete the proof of theorem 6.
Proof of theorem 6. The case when p = 3 is vacuous, so in the remainder of this proof we are
going to assume that p > 3.
— The case when s 6∈ {2, 4} and t 6≡ {0, 1} (mod p). The condition that s 6∈ {2, 4} implies that
p > 7 and s ∈ {6, . . . , p− 1}, and theorem 27 applies. Then Θr+2,a has a series whose factors
are quotients of submodules of
I (σp−1−s(s)) , I (σp+1−s(s− 1)) , I (σs−2(1)) , I (σp+3−s(s− 2)) , I (σs−4(2)) .
Due to the conditions p > 7 and s ∈ {6, . . . , p− 1}, the only pairs of factors which can give
a reducible Θr+2,a are
(I (σp−1−s(s)) , I (σs−2(1))) , (I (σp+1−s(s− 1)) , I (σs−4(2))) .
Now, suppose that t 6∈ {0, 1}. For α = 1, after choosing the constant C1 = −
p
s−1 +O(p
2) in
theorem 27, where O(p2) is such that m0(C1) = 0, we have v(mw(C1)) > 1 for w ∈ {1, 2, 3, 4},
and
m1(C1) =
∑
i>0
∑α
l=0 Cl
(
r−1+l
i(p−1)+l
)
i = pt(r−1)(s−1)(s−2) −
pt
s−1 =
pt(1−t)
(s−1)(s−2) ,
so v(m1(C1)) = 1. Consequently, theorem 27 can be applied to show that [1, X
p+1−s] is
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in the image under Ψ1 of the kernel of reduction. Since Is−2(1) is not semi-simple, due to
lemma 19, [1, Xp+1−s] generates the whole of Is−2(1), which implies that Θr+2,a has a series
whose factors are quotients of submodules of
I (σp−1−s(s)) , I (σp+3−s(s− 2)) , I (σs−4(2)) .
These modules cannot pair up to give a reducible Θr+2,a, which completes the proof in the
case t 6≡ {0, 1} (mod p).
— The case when s 6∈ {2, 4} and t ≡ 1 (mod p). Due to the remark succeeding the proof of
theorem 27, we can replace the binomials
(
i
w
)
in the statement of the theorem by
(
i(p−1)
w
)
.
Then we have v(m1(C1)) > 2. Moreover, v(C1) > 1, and
v
(
(−1)w+1 +
∑
i>0
(
r
i(p−1)+1
)(
i(p−1)
w
))
= v
(
(−1)w+1 +O(p) +
∑
i>0
(
r
i(p−1)+1
)∑
v(−1)
w−v
(
i(p−1)+1
v
))
= v
(
(−1)w+1 +O(p) +
∑
v
∑
i>0
(
r−v
i(p−1)+1−v
)
(−1)w−v
(
r
v
))
= v
(
O(p) +
∑
v>0
∑
i>0
(
r−v
i(p−1)+1−v
)
(−1)w−v
(
r
v
))
> 1.
The last part follows since v
(∑
i>0
(
r−v
i(p−1)+1−v
))
> 1, whenever v > 0, by lemma 25. So we
find, by lemmas 21 and 23, that
mw(C1) =
∑
i>0
∑1
l=0 Cl
(
r−1+l
i(p−1)+l
)(
i(p−1)
w
)
= O(p2)− (−1)w ps−1 +
∑
i>0
(
r−1
i(p−1)
)(
i(p−1)
w
)
= O(p2)− (−1)w ps−1 +
(
r−1
w
)∑
i>0
(
r−1−w
i(p−1)−w
)
= O(p2)− (−1)w ps−1 +
(
r−1
w
)∑
i>0
∑
v(−1)
v
(
w
v
)(
r−1−v
i(p−1)
)
= O(p2)− (−1)w ps−1 + p
(
r−1
w
)∑
v(−1)
v
(
w
v
)
1
s−1−v
= O(p2)− (−1)w ps−1 + p
(
r−1
w
)
(−1)w w!(s−1)w+1
= O(p2)− (−1)w ps−1 + (−1)
wp (r−1)w(s−1)w+1
= O(p2)− (−1)w ps−1 + (−1)
wp (s−2)w(s−1)w+1
= O(p2)− (−1)w ps−1 + (−1)
w p
s−1 = O(p
2),
for w ∈ {1, 2, 3, 4}. Consequently, theorem 27 can be applied to show that [1, Xp+1−s] is in
the image under Ψ1 of the kernel of reduction. Similarly, when α = 0, we have v(mw(∅)) > 1
for w ∈ {0, 1, 2, 3, 4, 5}, with equality for w = 0 since m0(∅) =
t
sp + O(p
2). So theorem 27
can be applied to show that [1, Xp−1−s] is in the image under Ψ0 of the kernel of reduction.
This implies that Θr+2,a has a series whose factors are quotients of submodules of
I (σs−2(1)) , I (σp+3−s(s− 2)) , I (σs−4(2)) .
These modules cannot pair up to give a reducible Θr+2,a, which completes the proof in the
case t ≡ 1 (mod p).
— The case when s 6∈ {2, 4} and t ≡ 0 (mod p). A similar calculation to the one in the previous
paragraph shows that, for α = 1 and w ∈ {0, 1, 2, 3, 4}, we have v(mw(C1)) > 2, so theorem 27
can be applied to show that T [1, Xp+1−s] is in the image under Ψ1 of the kernel of reduction.
For α = 0 and w ∈ {0, 1, 2, 3, 4, 5}, a similar calculation shows that v(mw(∅)) > 2. Suppose
we define Mr by the equation Mr =
∑
r>j(p−1)>0
(
r
j(p−1)
)
. Then, in view of lemma 21, we
have m0(∅) =Mr, so
v(m0(∅)) = v( tsp(1 +O(p))) = v(t).
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Moreover, v(mw(∅)) can be expressed as a linear combination of Mr,Mr−1, . . . ,Mr−w. In
particular, since s > 5, it follows that v(Mr−i) = v(t), for all i ∈ {0, 1, 2, 3, 4, 5}, which
implies that v(m0(∅)) > v(mw(∅)), for all w ∈ {1, 2, 3, 4, 5}. Therefore, if v(m0(∅)) > 3,
then v(mw(∅)) > 3 for w ∈ {1, 2, 3, 4, 5}, and then the proof of the case when t ≡ 0 (mod p)
can be completed in the same fashion as the proof of the case t ≡ 1 (mod p).
— The case when s = 2 and r 6≡ {0, 1} (mod p). In this case,
(T − a)(p−2φ∗
r,2,3,2,( p 00 1 )
) = [1, x2yr−2]
gets mapped to [1, Y p−3] by Ψ0. Consequently, theorem 27 can be applied to show that
[1, Y p−3] is in the image under Ψ0 of the kernel of reduction. Moreover, the matrix M
(r,2,1)
contains
M
′ =
(
1 1
∑
r−3>i(p−1)>0
(
r
i(p−1)+1
)
1 − r 1
∑
r−3>i(p−1)>0
(
r
i(p−1)+1
)
i
)
=
(
1 1 2(1 − r)
1 − r 1 (1 − r)(2 − r)
)
as a submatrix, which has full rank over Fp (and therefore contains (0, 1)T in its range) for
r 6≡ 0 (mod p). Moreover, if v1, v2, v3 denote the columns of M
′, then
(r − 1)v1 + (r − 1)v2 + v3 = 0.
Therefore, there is an element ν ∈ θσr−(p+1) which belongs to the subspace N ⊆ θσr−(p+1)
corresponding to σp−1, such that the coefficient of θx
r−(p−1) in ν is r − 1. Consequently, if
r 6≡ 1 (mod p), then this element does not belong to θ
2
σr−2(p+1). This means that, unless
p | r(r − 1), we have that Θr+2,a has a series whose factors are quotients of submodules of
I (σ2) , I (σp−3(2)) ,
which cannot pair up to give a reducible Θr+2,a. This completes the proof in the case when
s = 2.
Calculating the determinants of the relevant square submatrices of M(r,m,α) is completely
automated by the first program written in Sage listed in the appendix. In particular, calling
the method print_the_roots_for_all_matrices(m,True) with m = x lists the possible
congruence classes modulo p(p− 1) outside of which Θr+2,a is irreducible, when m = x and
s ∈ {2, . . . , 2x}.
— The case when s = 2 and r ≡ 0 (mod p). By calling the methods exceptional_cases(2,1,1)
and gcd_for_the_matrix(2,1,1), we can show that Θr+2,a has a series whose factors are
quotients of submodules of
I (σ0(1)) , I (σ2) , I (σp−3(2)) .
For α = 1, after choosing the constant C1 = −
p+1
2 + O(p
2) in theorem 27, where O(p2) is
such that m0(C1) = 0, we have v(mw(C1)) > 1 for w ∈ {1, 2, 3, 4}. There is the matrix
M
′′ =
(∑
r−1>i(p−1)+1>1
(
r−1
i(p−1)
) ∑
r−1>i(p−1)+1>1
(
r
i(p−1)+1
)
∑
r−1>i(p−1)+1>1
(
r−1
i(p−1)
)
i
∑
r−1>i(p−1)+1>1
(
r
i(p−1)+1
)
i
)
≡p2
(
1 − r + 2p 2− 2r + 2p
3p(1 − r) −
(r−1)2
p−1
2p(1 − r) −
(r−1)(r−2)
p−1
)
.
Then
M
′′
(
1
C1
)
= M′′
(
1
−
p+1
2
)
≡p2
(
0
p − r
2
)
.
We consider two cases:
1. r 6≡ 2p (mod p2(p − 1)). Then theorem 27 applies, and we have that Θr+2,a has a series
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whose factors are quotients of submodules of
I (σ2) , I (σp−3(2)) .
These modules cannot pair up to give a reducible Θr+2,a.
2. r ≡ 2p (mod p2(p − 1)). In particular, since r > 2p, we have r > p2(p − 1) + 2p. Then
we have v(mw(C1)) > 2, where mw(C1) is as in the statement of theorem 27. This is so
since the expressions in mw(C1) are equivalent modulo p
2 for any two weights which are
congruent modulo p2(p−1), and the desired statement holds true when r = 2p. Moreover,(
r−1
0
)
− p+12
(
r
1
)
≡ 1−O(p) ≡p 1, so theorem 27 applies, and we can conclude that Θr+2,a
has a series whose factors are quotients of submodules of
π(0, 0, ω), I (σ2) , I (σp−3(2)) .
These modules cannot pair up to give a reducible Θr+2,a.
— The case when s = 2 and r ≡ 1 (mod p). By calling the methods exceptional_cases(2,1,1)
and gcd_for_the_matrix(2,1,1), we can show that Θr+2,a has a series whose factors are
quotients of submodules of
I (σp−1(1)) , I (σ2) , I (σp−3(2)) .
Moreover, the output of find_m_w(2,1,1) shows that there are polynomials
f1 =
∑
r−1>i(p−1)+1>1Υ
(1)
i x
i(p−1)+1yr−i(p−1)−1,
f2 =
∑
r−1>i(p−1)+1>1Υ
(2)
i x
i(p−1)+1yr−i(p−1)−1,
with integral coefficients, such that [1, f1] and [1, f2] are in the image of T − a, such that∑
r−1>i(p−1)+1>1Υ
(j)
i = 0, and such that v(S
(j)
w ) > 1, where
S
(j)
w =
∑
r−1>i(p−1)+1>1Υ
(j)
i
(
i
w
)
,
for all w ∈ {0, 1, 2, 3, 4} and all j ∈ {1, 2}. Moreover,
S
(1)
1 ≡ S
(2)
1 ≡ r − (p+ 1) (mod p
2).
We consider two cases:
1. r 6≡ p+ 1 (mod p2(p− 1)). Then due to the proof of theorem 27 there is a polynomial
f ′ =
∑
r−1>i(p−1)+1>1Υ
′
ix
i(p−1)+1yr−i(p−1)−1
with integral coefficients, such that [1, f ′] + [1, θ
2
h′] +O(pδ) is in the image of T − a, for
some h′ and some δ > 0, and such that∑
r−1>i(p−1)+1>1Υ
′
i = 1,∑
r−1>i(p−1)+1>1 iΥ
′
i = −1.
Then
f ′ + xyr−1 − 2xr−1y ∈ kerΨ1 ⊆ θσr−(p+1),
f ′ + xyr−1 − 2xr−1y 6∈ θ
2
σr−2(p+1),
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and hence Θr+2,a has a series whose factors are quotients of submodules of
I (σ2) , I (σp−3(2)) .
These modules cannot pair up to give a reducible Θr+2,a.
2. r ≡ p + 1 (mod p2(p − 1)). In particular, since r > p + 1, we have r > p2(p − 1) + p.
Then, for any C1 and any w ∈ {0, 1, 2, 3, 4}, we have v(mw(C1)) > 2, where mw(C1) is as
in the statement of theorem 27. This is so since the expressions in mw(C1) are equivalent
modulo p2 for any two weights which are congruent modulo p2(p − 1), and the desired
statement holds true when r = p + 1. Therefore, we can arbitrarily choose C1 in a way
that theorem 27 applies, and hence we can deduce that Θr+2,a has a series whose factors
are quotients of submodules of
π(0, 0, ω), I (σ2) , I (σp−3(2)) .
These modules cannot pair up to give a reducible Θr+2,a.
— The case when s = 4 and r 6≡ {0, 1, 2, 3, 4} (mod p). Can be done in similar fashion as the
case when s = 2, or by calling the method print_the_roots_for_all_matrices(2,True)
in the first program in the appendix.
— The case when s = 4 and r ≡ 0 (mod p). In this case, only find_m_w(2,0,2) returns that
the relevant mw(∅) are divisible by r. The output of the method
gcd_for_the_matrix(2,2,2)
in the first program in the appendix shows that the factor in Θr+2,a corresponding to I (σ0(2))
is trivial, since 12 (r − 1)(r − 2)(r − 3)(r − 4) 6= 0. Printing
A.transpose().kernel().basis_matrix()
in the method exceptional_cases(2,2,2) in the first program in the appendix shows that
the factor in Θr+2,a corresponding to I (σp−1(2)) is trivial, since
1
2 (r − 2)(r − 3) 6= 0. These
three facts together show that Θr+2,a has a series whose factors are quotients of submodules
of
π(p− 5, 0, ω4), I (σp−3(3)) , I (σ2(1)) .
These modules cannot pair up to give a reducible Θr+2,a, which completes this case of the
proof.
— The case when s = 4 and r ≡ {1, 2} (mod p). Since 2 > α, and since∑
i>0
(
r−1
w
)(
r−1−v
i(p−1)
)
= O(p)
whenever w > (r−1 mod p), the same calculations for mw(C1) as in the case when s 6∈ {2, 4}
and t ≡ 1 (mod p) apply, showing that v1(C1) = 1. Similarly as in the proof of theorem 5,
calling the method find_m_w(2,alpha,2) with alpha = 0, 1 shows that in both cases the
relevant mw(C1, . . . , Cα) are polynomials which are divisible by (r − 1)(r − 2)(r − 3), which
similarly completes this case of the proof.
— The case when s = 4 and r ≡ 3 (mod p). From the output of the methods
find_m_w(2,α,2), exceptional_cases(2,1,2), gcd_for_the_matrix(2,1,2),
with α = 0, 1, 2, we get that Θr+2,a has a series whose factors are quotients of submodules of
I (σp−3(1)) , I (σp−1(2)) , π(0, 0, ω
2).
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Note that r > p+3 implies that r > p2 +3, so we can follow the proof of theorem 27 to find
an element in the kernel of reduction which gets mapped to T [1, 1] by Ψ2, thus obtaining the
π(0, 0, ω2) term. We consider two cases:
1. r 6≡ p+3 (mod p2(p− 1)). The output of the method find_m_w(2,2,2) shows that there
are polynomials
f1 =
∑
r−2>i(p−1)+2>2Υ
(1)
i x
i(p−1)+2yr−i(p−1)−2,
f2 =
∑
r−2>i(p−1)+2>2Υ
(2)
i x
i(p−1)+2yr−i(p−1)−2,
with integral coefficients, such that [1, f1] +O(p
1+δ) and [1, f2] + O(p
1+δ) are in the image
of T − a, for some δ > 0, such that
∑
r−2>i(p−1)+2>2Υ
(j)
i = 0, and such that v(S
(j)
w ) > 1,
where
S
(j)
w =
∑
r−2>i(p−1)+2>2Υ
(j)
i
(
i
w
)
,
for all w ∈ {0, 1, 2, 3} and all j ∈ {1, 2}. These two polynomials correspond to the last
two columns of the output. In particular, Υ
(1)
i =
(
r−1
i(p−1)+1
)
and Υ
(2)
i =
(
r
i(p−1)+2
)
. Let
κ = r−(p+3)p , so that v(κ) = 0 by assumption. We can calculate, using lemma 21, that(
S
(1)
0
S
(2)
0
S
(1)
1 S
(2)
1
S
(1)
2
S
(2)
2
)
≡p2
(
−
5
2
κp −5κp
−
3
2
κp − 5
2
κp
1
2
κp κp
)
.
Consequently, from the proof of theorem 27 we can deduce that there are polynomials
f ′1 =
∑
r−2>i(p−1)+2>2Υ
(1)′
i x
i(p−1)+2yr−i(p−1)−2,
f ′2 =
∑
r−2>i(p−1)+2>2Υ
(2)′
i x
i(p−1)+2yr−i(p−1)−2,
with integral coefficients, such that
[1, f ′1] + [1, θ
3
h′1] +O(p
δ) ∈ im(T − a),
[1, f ′2] + [1, θ
3
h′2] +O(p
δ) ∈ im(T − a),
for some h′1, h
′
2 and some δ > 0, and such that(
S
(1)′
0
S
(2)′
0
S
(1)′
1
S
(2)′
1
S
(1)′
2
S
(2)′
2
)
≡p
(
−5 −10
−3 −5
1 2
)
,
where
S
(j)′
w =
∑
r−2>i(p−1)+2>2Υ
(j)′
i
(
i
w
)
,
for all w ∈ {0, 1, 2, 3} and all j ∈ {1, 2}. Note that(
1
−1
−2
1
)
∈ ker
(
1 1 −5 −10
0 1 −3 −5
−1 −1 1 2
)
,
where the matrix is seen as a map of a vector space over Fp, and hence
x2yr−2 − xr−2y2 − 2f ′1 + f
′
2 ∈ kerΨ1 ⊆ θ
2
σr−2(p+1),
x2yr−2 − xr−2y2 − 2f ′1 + f
′
2 6∈ θ
3
σr−3(p+1),
(where θ
3
σr−3(p+1) is the trivial subspace if r < 3(p + 1)). Consequently, Θr+2,a has a
series whose factors are quotients of submodules of
I (σp−3(1)) , π(0, 0, ω
2).
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These modules cannot pair up to give a reducible Θr+2,a.
2. r ≡ p+ 3 (mod p2(p− 1)). In particular, since r > p+ 3, we have r > p2(p− 1) + p. For
α = 1, after choosing the constant C1 = −
p
3 +O(p
2) in theorem 27, where O(p2) is such
that m0(C1) = 0, we have v(mw(C1)) > 1 for w ∈ {1, 2, 3, 4}. There is the matrix
M
′′ =
(∑
i>0
(
r−1
i(p−1)
) ∑
i>0
(
r
i(p−1)+1
)
∑
i>0
(
r−1
i(p−1)
)
i
∑
i>0
(
r
i(p−1)+1
)
i
)
≡p2
(
p
3
11p
6
+ r−4
p−1
p(r−1)
6
p(11−2r)
6
−
r−4
(p−1)2
)
≡p2
(
p
3
11p
6
+
r−4
p−1
p
3
5p
6
+ 4−r
(p−1)2
)
.
Then
M
′′
(
1
C1
)
= M′′
(
1
−
p
3
)
≡p2
(
0
0
)
.
Hence v(m1(C1)) > 2. Moreover, v(mw(C1)) > 2, for all w ∈ {2, 3, 4}, since that statement
holds true for r = p+ 3. Consequently, theorem 27 applies, and we get that Θr+2,a has a
series whose factors are quotients of submodules of
π(p− 3, 0, ω), I (σp−1(2)) , π(0, 0, ω
2).
These modules cannot pair up to give a reducible Θr+2,a.
— The case when s = 4 and r ≡ 4 (mod p). In this case, similarly as in the case when s = 4
and r ≡ 0 (mod p), printing
A.transpose().kernel().basis_matrix()
in the method exceptional_cases(2,2,2) in the first program in the appendix shows that
the factor in Θr+2,a corresponding to I (σp−1(2)) is trivial, since
1
2 (r − 2)(r − 3) 6= 0. Even
though the output of the method
gcd_for_the_matrix(2,2,2)
in the first program in the appendix shows that the corresponding matrix does not have full
rank, by printing that matrix we can see that its second row is equal to zero when r ≡ 4
(mod p) and that (0, 0, 1)T is in its range. Consequently, the factor in Θr+2,a corresponding
to I (σ0(2)) must be trivial. The element h = x
2yr−2 − y2xr−2 is in the kernel of reduction,
and
h = θ(a1xy
r−p−2 + · · ·+ a⌊r/(p−1)⌋x
r−p−2y),
where
a1 + · · ·+ a⌊r/(p−1)⌋ ≡p 2 6≡p 0.
Consequently, h ∈ θσr−(p+1) and h 6∈ θ
2
σr−2(p+1), so there is a nontrivial element of Ir−2(1)
which is in the kernel of reduction. Since Ir−2(1) ∼= I2(1) is not semi-simple, it follows from
lemma 20 that the factor of Θr+2,a which is a quotient of I (σ2(1)) must be trivial. These
facts together show that Θr+2,a has a series whose factors are quotients of submodules of
I (σp−5(4)) , I (σp−3(3)) .
These modules cannot pair up to give a reducible Θr+2,a, which completes this case of the
proof.
— The small leftover cases. Since theorem 27 holds true under the assumption that r > m(p+1),
we are left with the cases when
(p, r) ∈ {(3, 6), (3, 8), (5, 12)}.
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The case when (p, r) = (3, 6) is trivial. For the case when (p, r) = (3, 8), note that
3xy7 + 2
(
7
2
)
x3y5 + 2
(
7
4
)
x5y3 + 2
(
7
1
)
x7y + E′ = 3xy7 + 42x3y5 + 70x5y3 + 14x7y + E′,
is in the image of T − a, where v(E′) > v(a) − 1 > 1, and therefore x5y3 − x7y = θx4 is in
the kernel of reduction. Similarly, xy7−x3y5 is in the kernel of reduction, and we know that
xy7, x7y are in the kernel of reduction, so x3y5 − x5y3 = θx2y2 is in the kernel of reduction
as well. In particular, Θ10,a must be π(0, 0, 1). For the case when (p, r) = (5, 12), note that
5xy11 + 4
(
11
4
)
x5y7 + 4
(
11
8
)
x9y3 + E′′ = 5xy11 + 1320x5y7 + 660x9y3 + E′′
is in the image of T − a, where v(E′′) > v(a) − 1 > 1, and therefore
xy11 + 264x5y7 + 132x9y3 + E′′′
is in the image of T − a, where v(E′′′) > v(a) − 2 > 0. Since we know that xy11 is in the
kernel of reduction, it follows that −xy11− x5y7+2x9y3 = θ(4y6 + 3x4y2) is in the kernel of
reduction. Similarly,
5y12 + 4
(
11
3
)
x4y8 + 4
(
11
7
)
x8y4 + 4
(
11
11
)
x12 + E′′′′
is in the image of T − a, where v(E′′′′) > v(a)− 1 > 1. Moreover, x12+O(p2) is in the image
of T − a. Consequently, y12+2x4y8− x8y4 is in the kernel of reduction. In particular, Θ14,a
must be π(2, 0, ω).
5.3 The case when 6 > v(a) > 3
In this subsection, we will complete the proof of theorem 7, and we will also prove the first and
the third part of theorem 9.
Proof of theorem 7. The case when p = 3 is vacuous, so in the remainder of this proof we are
going to assume that p > 3.
— The case when s 6∈ {2, 4, 6} and consequently t 6≡ {0, 1, 2} (mod p). The proof of this case is
similar to the first case in the proof of theorem 6. The program written in Sage listed in the
appendix completely automates this proof. More specifically, for each 0 6 α < m, it finds
constants C1, . . . , Cα such that v(Ci) > 1, for all 1 6 i 6 α, and mw(C1, . . . , Cα) = 0, for all
0 6 w < α. Then, it calculates that mα(C1, . . . , Cα) 6≡ 0 (mod p
2), which holds true due to
the fact that t 6≡ {0, 1, 2} (mod p). Since mw(C1, . . . , Cα) is a linear combination of sums of
the type
∑
j(p−1)>0
(
r−α−v
j(p−1)
)
, for 0 6 v 6 w, and each of these sums has positive valuation
since s − α − w > s − α − (2m + 1 − α) > 0, it follows that v(mw(C1, . . . , Cα)) > 1, for all
α < w 6 2m+ 1− α. Thus, theorem 27 applies, and it implies that Θr+2,a must in fact be
isomorphic to π(s− 2m, 0, ωm), which is irreducible.
— The case when s ∈ {2, 4, 6}. Can be done in similar fashion as the case when s = 2 in the
proof of theorem 6, or by calling the method print_the_roots_for_all_matrices(3,True)
in the first program in the appendix, and the remaining cases being dealt with as in the proof
of theorem 6.
The above proof follows the same outline as the proof of theorem 6, and it can be completely
automated. The method verify_conjecture_eight(m), with m = x, combines the two cases in
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the proof and simply prints whether conjecture 8 is true for m = x.
Proof of the first part of theorem 9. Can be done in similar fashion as the proof of theorem 6,
or by calling the method verify_conjecture_eight(m) in the first program in the appendix,
for each 4 6 m < 6.
Proof of the third part of theorem 9. Follows from theorem 6.
5.4 The general case
In this subsection, we will complete the proof of the second part of theorem 9.
Proof of the second part of theorem 9. The proof of this case follows the same outline as the first
case in the proof of theorem 6. Let m be the integer such that m+ 1 > v(a) > m. In this case,
s 6∈ {2, . . . , 2m}, which implies that p > 2m + 1. Suppose that, for each α ∈ {0, . . . ,m − 1},
we find terms C1, . . . , Cα such that v(mα(C1, . . . , Cα)) = 1. It can be proven as in the proof of
theorem 7 that v(mw(C1, . . . , Cα)) > 1, for all α < w 6 2m+1−α. Therefore, supposing we find
suitable terms C1, . . . , Cα, theorem 27 will apply, and it will imply that Θr+2,a must in fact be
isomorphic to π(s− 2m, 0, ωm). Consequently, the proof of the second part of theorem 9 will be
completed once we show the existence of suitable terms C1, . . . , Cα. In fact, for each 1 6 j 6 α,
we will explicitly define Cj by Cj = pcj , where
cj = j!
(
α
j
) (−1)j(s+1−r)
(s−2α+1+j)···(s−2α+1) + j!
(
α+1
j+1
) (−1)j(r−α)
(s−2α+1+j)···(s−2α+1) +O(p).
In order to show that C1, . . . , Cα satisfy the desired properties, we must show that
A(1, C1, . . . , Cα)
T = (0, . . . , 0, pu)T ,
where u ∈ Zp is a unit, and A is a (α+ 1)× (α+ 1) matrix defined by
Aw,0 = p
(−1)w(s−r)(r−α)w
(s−α)w+1
+O(p2),
Aw,j =
∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
r−α+j
v
) ((
s−α+j−v
j−v
)
−
(
r−α+j−v
j−v
))
+O(p),
where we index the entries by w ∈ {0, . . . , α} and j ∈ {1, . . . , α}. Equivalently, we want to show
that
B(1, c1, . . . , cα)
T = (0, . . . , 0, u)T ,
where u ∈ Zp is a unit, and B is a (α + 1)× (α+ 1) matrix defined by
Bw,0 =
(−1)w(s−r)(r−α)w
(s−α)w+1
+O(p),
Bw,j =
∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
r−α+j
v
) ((
s−α+j−v
j−v
)
−
(
r−α+j−v
j−v
))
+O(p).
We will slightly abuse notation and view c1, . . . , cα, B, u as being reduced modulo p, thus drop-
ping the O(p) terms. We will prove that B(1, c1, . . . , cα)
T = (0, . . . , 0, u)T , where u = (s−r)α+1(s−α)α+1 .
First, note that∑
w>0X
w
∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
j
v
)
=
∑
v(−X)
v(1−X)−j
(
j
v
)
= (1−X)j(1−X)−j = 1,
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so
∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
j
v
)
= δw=0. Therefore,∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
r−α+j
v
)(
r−α+j−v
j−v
)
=
(
r−α+j
j
)∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
j
v
)
= δw=0
(
r−α+j
j
)
.
Consequently, the matrix B is given by
Bw,0 =
(−1)w(s−r)(r−α)w
(s−α)w+1
+O(p),
Bw,j = −δw=0
(
r−α+j
j
)
+
∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
r−α+j
v
)(
s−α+j−v
j−v
)
+O(p).
We are going to consider two cases, when w = 0 and when w > 0.
— The case when w = 0. In this case, we want to show that∑α
j=1 cj
((
s−α+j
j
)
−
(
r−α+j
j
))
= δα6=0
r−s
s−α ,
reduced modulo p. If α = 0, then the left side is the empty sum, so the identity is vacuously
true. Suppose that α > 0. We are going to view the terms in the identity as rational functions
in the formal variables r and s, over the field Q. Then we can replace r and s by r + α and
s+ α, which leaves us with the task of showing the identity
Ξ(r, s) :=
∑
j
(−1)jj!
j+1
(
α
j
) (j+1)(s+1)+(α−j)r
(s−α+1+j)···(s−α+1)
((
s+j
j
)
−
(
r+j
j
))
= r−ss .
Note that
Ξ(r + 1, s)− Ξ(r, s) =
∑
j
(−1)jj!
j+1
(
α
j
)
α−j
(s−α+1+j)···(s−α+1)
(
s+j
j
)
−
∑
j(−1)
jj!
(
α
j
)
s+1−α+j
(s−α+1+j)···(s−α+1)
(
r+j
j−1
)
−
∑
j(−1)
jj!
(
α
j
)
α−j
(s−α+1+j)···(s−α+1)
(
r+j+1
j
)
=
∑
j
(−1)jj!
j+1
(
α
j
)
α−j
(s−α+1+j)···(s−α+1)
(
s+j
j
)
−
∑
j(−1)
jj!
(
α
j
)
1
(s−α+j)···(s−α+1)
(
r+j
j−1
)
−
∑
j(−1)
j−1(j − 1)!
(
α
j−1
)
α−j+1
(s−α+j)···(s−α+1)
(
r+j
j−1
)
=
∑
j
(−1)jj!
j+1
(
α
j
)
α−j
(s−α+1+j)···(s−α+1)
(
s+j
j
)
+
∑
j
(−1)j(j−1)!
(s−α+j)···(s−α+1)
(
r+j
j−1
) (
(α− j + 1)
(
α
j−1
)
− j
(
α
j
))
=
∑
j>0
(
α
j+1
)(
s+j
j
) (−1)jj!
(s−α+1+j)···(s−α+1) = g(s),
since (α− j + 1)
(
α
j−1
)
= j
(
α
j
)
. In particular, since Ξ(r, s) is a polynomial in r, it follows that
Ξ(r, s) must be linear in r. By combining this fact with the fact that Ξ(s, s) = 0, we get that
Ξ(r, s) = (r − s)g(s). This leaves us with the task of showing the identity
sg(s) =
∑
j>0(−1)
j
(
α
j+1
) (s+j)j+1
(s−α+1+j)j+1
= 1,
which is equivalent to
h(α, s) = 1− sg(s) = −
∑
j(−1)
j
(
α
j+1
) (s+j)j+1
(s−α+1+j)j+1
=
∑
j(−1)
j
(
α
j
) (s−1+j)j
(s−α+j)j
= 0.
Note that h(α, s) = 2F1(−a, s;−a+ s+ 1; 1) can be written explicitly in closed form by using
Euler’s formula
2F1(a, b; c; z) =
Γ(c)
Γ(b)Γ(c−b)
∫ 1
0
tb−1(1−t)c−b−1
(1−tz)a dt,
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which is given in [2]. Specifically, h(α, s) = 2F1(−a, s;−a+ s+ 1; 1) =
Γ(−a+s+1)
Γ(s+1)Γ(1−a) = 0, as
Γ(1− a) =∞, and Γ(−a+ s+ 1) and Γ(s+ 1) are finite.
— The case when w 6= 0. In this case, we want to show that∑α
j=1 cj
∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
r−α+j
v
)(
s−α+j−v
j−v
)
= (−1)
w(r−s)(r−α)w
(s−α)w+1
+ δw=α
(s−r)α+1
(s−α)α+1
,
for all 0 < w 6 α. Suppose that α > 0. Again, we are going to view the terms in the identity
as rational functions in the formal variables r and s, over the field Q. Then we can replace
r and s by r + α and s+ α, which leaves us with the task of showing the identity
Ξw(r, s) :=
∑α
j=1 dj
∑
v(−1)
w−v
(
j+w−v−1
w−v
)(
r+j
v
)(
s+j−v
j−v
)
= (−1)
w(r−s)(r)w
(s)w+1
+ δw=α
(s−r)α+1
(s)α+1
,
where
dj =
(−1)jj!
j+1
(
α
j
) (j+1)(s+1)+(α−j)r
(s−α+1+j)···(s−α+1) .
This identity can be verified by a computer for all α 6 36, which completes the proof of the
second part of theorem 9.
A Appendix
A.1 Calculations with Sage
A.1.1 Verifying conjecture 8
The following program can be used to find the determinants of the relevant square submatrices
of M(r,m,α), find their greatest common divisor as a polynomial in r, and list a basis for the
kernel of the matrix M(r,m,α) seen as a linear operator over Fp. In particular, calling the method
print_the_roots_for_all_matrices(m,True) with m = x lists the possible congruence classes
modulo p outside of which Θr+2,a is irreducible, for m = x and for each possible s ∈ {2, . . . , 2x}.
The method verify_conjecture_eight(m), with m = x, combines this with theorem 27, as
explained in subsection 5.3, and simply prints whether the first two parts of conjecture 8 are
true for m = x.
conjecture eight.sage
1 from operator import mul
2 [r,s,t,p,v] = var(’r s t p v’)
3 Ring = FractionField(PolynomialRing(QQ,[’r’,’s’,’t’,’p’]))
4
5 def factorise(g):
6 return g.factor() if g!=0 else g
7
8 # Returns the roots of g as a sorted list.
9 def get_roots(g):
10 if g!=0:
11 list_of_roots = g.roots()
12 for i in range(0,len(list_of_roots)):
13 list_of_roots[i] = list_of_roots[i][0]
14 list_of_roots.sort()
15 return list_of_roots
16 return []
17
35
18 # Returns η(X, Y ), from lemma 25.
19 def eta(X,Y):
20 if X>=1 and Y>=0:
21 return binomial(X,Y)
22 if X<1 and Y>=0:
23 return 2*binomial(X-1,Y) if X==0 and Y==0 else binomial(X-1,Y)
24 if X<1 and Y<0:
25 return binomial(X-1,X-Y) if X>=Y else 0
26 return 0
27
28 # Returns the matrix A with r substituted by e.
29 def substitute_in_matrix(A,e):
30 B = copy(A)
31 for i in range(0,B.nrows()):
32 for j in range(0,B.ncols()):
33 B[i,j]= A[i,j].subs(r=e)
34 return B
35
36 # Returns the matrix M(r,m,α), from lemma 26.
37 def construct_matrix(m,alpha,L):
38 # M is the number of rows, N + 2 is the number of columns.
39 M = alpha+1; N = m+1; A = matrix(Ring,M,N+2)
40
41 # Filling in the first two columns.
42 A[0,0] = 1; A[M-1,0] = A[M-1,0]-(-1)^(alpha)
43 if L>=alpha and m+alpha>=2*L:
44 for w in range(0,M):
45 A[w,1] = binomial(2*L-r,w)
46 A[M-1,1] = A[M-1,1]-1
47
48 # Filling in the last N columns.
49 for l in range(alpha-m,M):
50 for w in range(0,M):
51 a = -binomial(r-alpha+l,2*L-alpha)*binomial(2*L-r,w) if m+alpha>=2*L else 0
52 b = -binomial(r-alpha+l,l)*binomial(0,w) \
53 +sum([(-1)^(v)*binomial(l-v,w-v)*eta(2*L-alpha+l-v,l-v) \
54 *binomial(r-alpha+l,v) for v in range(0,w+1)])
55 A[w,l+2-alpha+m] = factorise(simplify(a+b))
56 return A
57
58 # Returns the relevant matrix arising from theorem 27, when s > 2m.
59 def construct_big_matrix(m,alpha):
60 # M is the number of rows and the number of columns.
61 M = alpha+1; A = matrix(Ring,M,M)
62
63 for l in range(0,M):
64 for w in range(0,M):
65 a = (s-r)*(p/(s-alpha))*(binomial(r-alpha,w)/binomial(s-alpha-1,w)) if l==0 else 0
66 b = -binomial(r-alpha+l,l)*binomial(0,w) \
67 +sum([(-1)^(w-v)*binomial(l+w-v-1,w-v)*binomial(s-alpha+l-v,l-v) \
68 *binomial(r-alpha+l,v) for v in range(0,w+1)])
69 A[w,l] = factorise(simplify(a*(-1)^w+b))
70 return A
71
72 # Returns a polynomial whose roots are exceptional congruence
73 # classes of r modulo p outside of which the relevant factors of
74 # θ
α
σr−α(p+1)/θ
α+1
σr−(α+1)(p+1) cancel, as can be shown by lemma 18.
75 def exceptional_cases(m,alpha,L):
76 A = construct_matrix(m,alpha,L); product = 1
77 product *= A[0,0]*A.transpose().kernel().basis_matrix()[0,0]
78 if A.transpose().kernel().basis_matrix()[0,m+2] != 0:
79 product /= A.transpose().kernel().basis_matrix()[0,m+2]
80 if 2*L-1>=alpha and alpha>=L:
81 product *= gcd_for_the_matrix(m,alpha,L)
82 return product
83
84 # Returns the greatest common divisor of the determinants of the relevant
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85 # square submatrices of M(r,m,α), seen as polynomials in r over Q.
86 def gcd_for_the_matrix(m,alpha,L):
87 # M is the number of rows, N + 2 is the number of columns.
88 M = alpha+1; N = m+1; A = construct_matrix(m,alpha,L)
89 B = A.matrix_from_rows_and_columns(range(0,M), range(0,2)+range(N-M+2,N+2))
90 f = range(0,binomial(M+2,M)); counter = 0
91 for i in range(0,M+2):
92 for j in range (i+1,M+2):
93 entries = range(0,M+2); entries.remove(i); entries.remove(j)
94 f[counter] = B.matrix_from_rows_and_columns(range(0,M), entries).det()
95 counter += 1
96 return gcd(f)
97
98 # Returns a polynomial whose roots are exceptional congruence
99 # classes of r modulo p outside of which the relevant factors of
100 # θ
α
σr−α(p+1)/θ
α+1
σr−(α+1)(p+1) cancel, in the case s 6∈ {2, . . . , 2m}.
101 def polynomial_from_the_big_matrix(m,alpha):
102 # M is the number of rows and the number of columns.
103 M = alpha+1; A = construct_big_matrix(m,alpha)
104 for i in range(0,M):
105 A[i,0] = A[i,0]/p
106 B = A.matrix_from_rows_and_columns(range(0,M-1), range(0,M))
107 C = B.transpose().kernel().basis_matrix()
108 x = sum([A[M-1,v]*C[0,v] for v in range(0,M)])
109 return x.subs(r=s-t) if C[0,0]==1 else (t+1)
110
111 # Returns the product of all polynomials for all choices for α.
112 def the_roots_for_all_big_matrices(m):
113 return reduce(mul,[polynomial_from_the_big_matrix(m,alpha) \
114 for alpha in range(0,m)],1)
115
116 def print_the_gcd_for_the_matrix(m,alpha,L):
117 A = construct_matrix(m,alpha,L)
118 g = gcd_for_the_matrix(m,alpha,L)
119 print A
120 if g!=0:
121 if g.roots()!=[]:
122 for zeta in g.roots():
123 print "Substituting r=%d in the matrix,"%zeta[0], \
124 "with m=%d, L=%d, alpha=%d, yields"%(m, L, alpha)
125 print substitute_in_matrix(A,zeta[0])
126 print A.transpose().kernel()
127 print "For m=%d, L=%d, alpha=%d, the GCD of the determinants ="%(m, L, alpha), \
128 factorise(g), "\n\n"
129
130 def print_the_roots_for_all_matrices(m,quiet):
131 for L in range(1,m+1):
132 product = r/r
133 for alpha in range(1,m+1):
134 product = product*exceptional_cases(m,alpha,L)
135 if quiet==False:
136 print_the_gcd_for_the_matrix(m,alpha,L)
137 print "In the case when m=%d and s=%d, Theta^bar is irreducible unless"%(m, 2*L), \
138 "r is congruent to one of the following numbers modulo p:"
139 print get_roots(product), "\n\n\n\n"
140
141 # Returns a list of exceptional congruence classes of r
142 # modulo p outside of which Θr+2,a is irreducible.
143 def print_everything(m):
144 print_the_roots_for_all_matrices(m,True)
145 print "In the case when m=%d and s=/=2,...,%d, Theta^bar is irreducible unless"%(m, 2*m), \
146 "the following polynomial vanishes modulo p, with t=s-r:"
147 print the_roots_for_all_big_matrices(m)
148
149 def verify_conjecture_eight(m):
150 conjecture_is_true = True
151 for L in range(1,m+1):
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152 product = r/r
153 for alpha in range(1,m+1):
154 product = product*exceptional_cases(m,alpha,L)
155 roots = get_roots(product)
156 if min(roots)<2*(L-m) or max(roots)>2*L:
157 conjecture_is_true = False
158 f = the_roots_for_all_big_matrices(m)
159 g = reduce(mul,[(t-alpha)^m for alpha in range(0,m)],1)
160 if Ring(g/f).factor().is_integral()==False:
161 conjecture_is_true = False
162 if conjecture_is_true==True:
163 print "When m=%d, the first two parts of conjecture eight are true."%m
164 if conjecture_is_true==False:
165 print "When m=%d, the first two parts of conjecture eight are not necessarily true!"%m
A.1.2 Finding mw(C1, . . . , Cα)
The following program can be used to find suitable constants C1, . . . , Cα as in the statement of
theorem 27, and calculate the expressions mw, for 0 6 w 6 2m + 1 − α. In particular, calling
the method find_m_w(m,alpha,L) with m = m, and alpha = α, and L = L, lists
m0(C1, . . . , Cα), . . . ,m2m+1−α(C1, . . . , Cα).
m w.sage
166 [r,s,t,p,v] = var(’r s t p v’)
167 Ring = FractionField(PolynomialRing(QQ,[’r’,’s’,’t’,’p’]))
168
169 def factorise(g):
170 return g.factor() if g!=0 else g
171
172 # Returns η(X, Y ), from lemma 25.
173 def eta(X,Y):
174 if X>=1 and Y>=0:
175 return binomial(X,Y)
176 if X<1 and Y>=0:
177 return 2*binomial(X-1,Y) if X==0 and Y==0 else binomial(X-1,Y)
178 if X<1 and Y<0:
179 return binomial(X-1,X-Y) if X>=Y else 0
180 return 0
181
182 # Returns the relevant matrix modp arising from theorem 27, when s < 2m.
183 def construct_small_matrix(m,alpha,L):
184 # N is the number of rows, M is the number of columns.
185 M = alpha+1; N = 2*m+2-alpha; A = matrix(Ring,N,M)
186
187 for l in range(0,M):
188 for w in range(0,N):
189 a = -binomial(r-alpha+l,2*L-alpha)*binomial(2*L-r,w) if alpha>=L else 0
190 b = -binomial(r-alpha+l,l)*binomial(0,w) \
191 +sum([(-1)^(v)*binomial(l-v,w-v)*eta(2*L-alpha+l-v,l-v) \
192 *binomial(r-alpha+l,v) for v in range(0,w+1)])
193 A[w,l] = factorise(simplify(a+b))
194 return A
195
196 # Returns the list [m0, . . . ,m2m+1−α ].
197 def find_m_w(m,alpha,L):
198 # N is the number of rows, M is the number of columns.
199 M = alpha+1; N = 2*m+2-alpha; A = construct_small_matrix(m,alpha,L)
200 B = A.matrix_from_rows_and_columns(range(0,M-1), range(0,M))
201 C = B.transpose().kernel().basis_matrix()
202 print "The list of constants C_l is", C
38
203 x = range(0,N)
204 for j in range(0,N):
205 x[j] = factorise(sum([A[j,v]*C[0,v] for v in range(0,M)]))
206 return x
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