Abstract. We prove several Tauberian theorems for regularizing transforms of vector-valued distributions. The regularizing transform of f is given by the integral transform M f ϕ (x, y) = (f * ϕy)(x), (x, y) ∈ R n × R + , with kernel ϕy(t) = y −n ϕ(t/y). We apply our results to the analysis of asymptotic stability for a class of Cauchy problems, Tauberian theorems for the Laplace transform, the comparison of quasiasymptotics in distribution spaces, and we give a necessary and sufficient condition for the existence of the trace of a distribution on {x 0 } × R m . In addition, we present a new proof of Littlewood's Tauberian theorem.
Introduction
Tauberian theory is an important subject which has shown striking usefulness in diverse areas of mathematics such as number theory, harmonic analysis, probability theory, differential equations, and mathematical physics. The one dimensional theory was intensively developed already in the first half of the 20th century and the main representative results from that period were collected in Wiener's work [55] and Hardy's monograph [15] ; a more recent account can be found in Korevaar's book [20] . In contrast, the multidimensional Tauberian theory remained dormant until the 1970's. The breakthrough came with the work of the Russian mathematicians Vladimirov, Drozhzhinov, and Zav'yalov [3, 48] , which led to the incorporation of generalized functions in the scopes of Tauberian theory. Their deep and extensive work resulted in a powerful Tauberian machinery for multidimensional Laplace transforms [50] and greatly contributed toward the foundation of the field of asymptotic analysis of generalized functions.
The present article goes in the direction of their influential work. We shall here significantly improve the Tauberian theorems of Drozhzhinov and Zav'yalov for quasiasymptotics of tempered distributions from [5, 6] . We point out that our new Tauberian theorems contain as particular instances Meyer's results on wavelet characterizations of weak scaling exponents [24] and the Tauberian theorems from [47] for wavelet transforms by the authors and Rakić.
We are interested in the following class of integral transforms. Fix ϕ ∈ S(R n ) and set ϕ y (·) = y −n ϕ(·/y). To a tempered distribution f , we associate the regularizing transform, or standard average according to [5, 6] , given by the C ∞ -function (1.1) M f ϕ (x, y) := (f * ϕ y )(x) , (x, y) ∈ R n × R + .
In their seminal work [5, 6] , Drozhzhinov and Zav'yalov showed that if one employs a suitable kernel ϕ, then the scaling asymptotic behavior f (λt) ∼ c(λ)g(t), in the sense introduced by Zav'yalov [57] and explained in Subsection 2.2 below, with respect to a regularly varying function c(λ) can be characterized (up to possible polynomial corrections) in terms of Tauberian theorems involving the angular asymptotic behavior of (1.1) plus a Tauberian estimate of the form (1.2) M f ϕ (λx, λy) y −k O(c(λ)), uniformly for |x| 2 + y 2 = 1.
We will revisit the problem and obtain optimal results. Our main results are two Tauberian theorems, stated in Section 4. Our first task is the identification of the biggest class of kernels ϕ for which these Tauberian type theorems hold. Drozhzhinov and Zav'yalov proved that the Tauberian theorems are valid ifφ, the Fourier transform of ϕ, satisfies a non-degenerateness requirement; specifically, if it has a Taylor polynomial at the origin that is non-degenerate, in the sense that such a Taylor polynomial does not identically vanish on any ray through the origin. We will identify the biggest class of kernels associated to this Tauberian problem by finding a more general condition of non-degenerateness. It turns out that the structure of the Taylor polynomials ofφ does not play any role in our notion of non-degenerateness.
In Wiener Tauberian theory [55] and its many extensions [1, 4, 27, 28 ] the Tauberian kernels are those whose Fourier transforms do not vanish at any point. In our theory the Tauberian kernels will be those ϕ such thatφ does not identically vanish on any ray through the origin. This is precisely our notion of nondegenerateness, which fully answers the question we just raised above. We mention that the same class of test functions shows up in other contexts (e.g., [18] ).
The second important achievement of our Tauberian theorems is the complete analysis of critical degrees, namely, when the regular variation index of c(λ) is a non-negative integer. This analysis was not present in [5, 6] nor in Meyer's work [24] on pointwise weak scaling exponents. In such a critical case the classes of associate homogeneous and homogeneously bounded functions [40, 41] , defined in Subsection 4, will appear as natural terms in the polynomial corrections.
In order to increase the range of applicability of our results, we will consider distributions with values in Banach spaces. Furthermore, as explained in Section 8, all our results are also valid for distributions with values in more general classes of locally convex spaces.
The plan of this article is as follows. Section 2 explains the main spaces and asymptotic notions for distributions to be considered in the paper. We give an Abelian proposition in Section 3. The main section of this paper is Section 4, where we state two Tauberian theorems and discuss some important corollaries; the proofs of the Tauberian theorems are postponed to Section 6. We extend in Section 5 the distribution wavelet analysis from [16] to distribution with values in Banach spaces; such a wavelet analysis is based on the Lizorkin spaces S 0 (R n ) and S ′ 0 (R n ). Many important arguments used in Section 6 rely on the wavelet desingularization formula discussed in Section 5. In Section 7 we give several applications of our Tauberian theorems. We discuss sufficient conditions for stabilization in time for Cauchy problems related to a class of parabolic equations, we apply our results to the Laplace transform and give a new proof of Littlewood's Tauberian theorem, and we describe the relation between quasiasymptotics in D ′ and S ′ . Section 8 indicates various useful extensions of our results from previous sections; as an application, we give a necessary and sufficient condition for a tempered distribution f ∈ S ′ (R n t × R m ξ ) to have trace at t = t 0 , i.e., for the existence of f (t 0 , ξ) in S ′ (R m ξ ). Finally, the Appendix contains a suitable reformulation of the results from [41] , which will play an essential role in the proofs of our Tauberian theorems.
Preliminaries
In this section we collect some notions needed in this article. Let us start by fixing the notation. The space E denotes a fixed, but arbitrary, Banach space with norm · . If a : I → E and T : I → R + , where I = (0, A) (resp. I = (A, ∞)) we write a(λ) = o(T (λ)) as λ → 0 + (resp. λ → ∞) if a(λ) = o(T (λ)). We shall use a similar convention for the big O Landau symbol. Let v ∈ E, we write a(λ) ∼ T (λ)v if a(λ) = T (λ)v + o(T (λ)). We use the notation H n+1 = R n × R + for the upper half-space and S n−1 for the unit sphere of R n . [33] . We use constants in the Fourier transform asφ(u) = R n ϕ(t)e −iu·t dt. We will also work with the space S 0 (R n ) of highly time-frequency localized functions over R n [16] ; it is defined as the closed subspace of S(R n ) consisting of those functions for which all their moments vanish, i.e., η ∈ S 0 (R n ) if and only if
Spaces. The Schwartz spaces
We provide S 0 (R n ) with the relative topology inhered from S(R n ). This space is also known as the Lizorkin space of test functions.
Let A(Ω) be a topological vector space of test function over an open subset Ω ⊆ R n . We denote by
, the space of continuous linear mappings from A(Ω) into E with the topology of uniform convergence over bounded subsets of A(Ω). We are mainly concerned with the spaces D ′ (R n , E), S ′ (R n , E), and S ′ 0 (R n , E); see [35, 32] for vector-valued distributions. If f is a scalar-valued generalized function and v ∈ E, we denote by f v = vf the E-valued generalized function given by f (t)v, ϕ(t) = f, ϕ v.
2.2. Quasiasymptotics. Recall a positive real-valued function, measurable on an interval (0, A) (resp. (A, ∞)), is called slowly varying at the origin (resp. at infinity) [2, 20, 36 
Throughout the rest of the article, L always stands for a slowly varying function at the origin (resp. infinity).
In the next definition A(R n ) is assumed to be a space of functions on which the dilations are continuous operators. We are primarily concerned with A = D, S, S 0 .
. We say that:
(i) f is quasiasymptotically bounded of degree α ∈ R at the origin (resp. at infinity) with respect to
We write:
(ii) f has quasiasymptotic behavior of degree α ∈ R at the origin (resp. at infinity) with respect to L in A ′ (R n , E) if there exists g ∈ A ′ (R n , E) such that for each test function φ ∈ A(R n ) the following limit holds, with respect to the norm of E,
We shall also employ the following notation for denoting the quasiasymptotic behavior (2.1)
as λ tends to either 0 + or ∞, which has a certain advantage when considering quasiasymptotic expansions. It is easy to show [28] that g in (2.1) must be homogeneous with degree of homogeneity α as a generalized function in A ′ (R n , E), i.e., g(at) = a α g(t), for all a ∈ R + . We refer to [7] for an excellent presentation of the theory of multidimensional homogeneous distributions. See the monographs [10, 28, 50] for extensive studies about asymptotic properties of distributions.
Abelian results
In order to motivate our Tauberian theorems from the next section, we present here an Abelian result which is essentially due to Drozhzhinov and Zav'yalov [5, 6] . Let f ∈ S ′ (R n , E). As in the Introduction, we set
the regularizing transform of f with respect to the test function ϕ ∈ S(R n ). The Tauberian counterpart of the following proposition is the main subject of this paper.
(i) Assume that f is quasiasymptotically bounded of degree α at the origin (resp. at infinity) with respect to
Part (ii) directly follows by definition. The estimate (3.1) from part (i) is obtained from the following proposition by considering the bounded set
Proof. The set B is equicontinuous, whence we obtain the existence of k 1 ∈ N and C 1 > 0 such that
Consequently,
where C = C 1 sup u∈R n ,|m| k1 (1 + |u|) k1 ϕ (m) (u) .
Tauberian theorems for quasiasymptotics -Main results
We now state our main results. Their proofs will be postponed to Section 6. We are interested in the "converse" to Proposition 3.1. Naturally, not all test functions will be appropriate for the analysis of this problem. Our Tauberian kernels are precisely those test functions occurring in the following definition.
Definition 4.1. We say that the test function ϕ ∈ S(R n ) is non-degenerate if for any ω ∈ S n−1 the function of one variable
We also need to introduce a class of E-valued functions which is of great importance in the study of asymptotic properties of distributions [28, 41] . They will appear in our further consideration. The terminology is from [39, 40, 46 ] (see also de Haan theory in [2] ). (i) c is associate asymptotically homogeneous of degree 0 with respect to L if for some v ∈ E, as λ → 0
(ii) c is asymptotically homogeneously bounded of degree 0 with respect to L if, as λ → 0 + (resp. λ → ∞), 
, for any σ > 0. We begin with the Tauberian theorem for quasi-asymptotic boundedness.
Theorem 4.1. Let f ∈ S ′ (R n , E) and let ϕ ∈ S(R n ) be non-degenerate. The estimate
for some k ∈ N, implies the existence of an E-valued polynomial P of degree less than α (resp. of the form P(t) = α<|m| d t m w m ) such that:
f − P is quasi-asymptotically bounded of degree α at the origin (resp. at infinity) with respect to L in the space S ′ (R n , E). (ii) If α = p ∈ N, there exist asymptotically homogeneously bounded E-valued functions c m , |m| = p, of degree 0 with respect to L such that f has the following asymptotic expansion, as λ → 0 + (resp. λ → ∞),
Moreover, denote by P q the homogeneous terms of the Taylor polynomials ofφ at the origin, that is,
Then, the E-valued polynomial P must satisfy
and, in case (ii), one can find l such that
Theorem 4.1 yields the ensuing important corollary.
Corollary 4.1. Assume additionally that R n ϕ(t) dt = 0. Then, the estimate (4.1) is necessary and sufficient for f to be quasiasymptotically bounded at the origin (resp. at infinity) of degree α in S ′ (R n ).
Proof. The sufficiency follows at once from (4.3) and (4.4), as P 0 (t) is a nonzero constant. That (4.1) is necessary is a consequence of the Abelian result (Proposition 3.1).
We now consider the quasiasymptotic behavior of E-valued tempered distributions.
Theorem 4.2. Let f ∈ S
′ (R n , E) and let ϕ ∈ S(R n ) be non-degenerate. Then, the existence of the limits
resp. lim λ→∞ and the estimate (4.1), for some k ∈ N, imply the existence of g ∈ S ′ (R n , E), which satisfies M g ϕ (x, y) = M x,y , and an E-valued polynomial P of degree less than α (resp. of the form P(t) = α<|m| d t m w m ) such that:
(ii) If α = p ∈ N, g is associate homogeneous of order 1 and degree p (cf. [10, p. 74], [37] ) satisfying
for some vectors v m ∈ E, |m| = p, and there are associate asymptotically homogeneous E-valued functions c m , |m| = p, of degree 0 with respect to L such that, as λ → 0
and f has the following asymptotic expansion in S ′ (R n , E)
Furthermore, P satisfies the equations (4.3) and, in case (ii), we have, for some l,
Corollary 4.2. If ϕ satisfies the additional requirement R n ϕ(t) dt = 0, then (4.5) and (4.1) are necessary and sufficient for f to have quasiasymptotic behavior in S ′ (R n , E), namely,
In such a case, g is completely determined by 
Proof. Find r > 0 such that supp ϕ is contained in B(0, r), the Euclidean ball of radius r with center at the origin. Write f = f 1 + f 2 , where f 1 has support in B(0, 3r) and f = f 1 on B(0, 2r). Clearly, f and f 1 have exactly the same quasiasymptotic properties at the origin in the space D ′ (R n , E). On the other hand, since f 2 = 0 on B(0, 2r), we have that M f1 ϕ (x, y) = M f ϕ (x, y) on the region |x| < r and 0 < y < 1. The assertions are then obtained by applying the results in S ′ (R n , E) to the tempered distribution f 1 .
At this point it is worth pointing out that the use of non-degenerate test functions in Theorem 4.1 and Theorem 4.2 (and their corresponding versions for D ′ (R n , E)) is absolutely imperative. Clearly, ifφ identically vanishes on a ray through the origin, then there are distributions f for which M f ϕ is identically zero and hence for those f the hypotheses (4.5) and (4.1) are satisfied for all α. However, among such distributions f , it is easy to find explicit examples for which the conclusions of Theorem 4.1 and Theorem 4.2 do not hold for a given α.
We end this section with several remarks. .5)). In fact, this follows at once from the moment vanishing properties of ϕ. The same consideration holds for quasi-asymptotics at the origin if we employ kernels ϕ that have all vanishing moments R n t m ϕ(t) dt = 0 up to order |m| α. Notice also that Theorem 4.1 and Theorem 4.2 include as particular instances all Tauberian results for the wavelet transform from [47] and Meyer's wavelet characterization of pointwise weak scaling exponents of distributions from [24] . We also mention that related results in terms of orthogonal wavelet expansions have been obtained in [29, 30, 54] , such results may be regarded as discretized versions of Theorem 4.1 and Theorem 4.2. Remark 4.3. As mentioned at the Introduction, our motivation in this article comes from the work of Vladimirov, Drozhzhinov and Zav'yalov [5, 6, 50, 51] . In Subsection 7.2 below, we shall deduce their so-called general multidimensional Tauberian theorem for the Laplace transform from our Tauberian theorems. Theorem 4.1 and Theorem 4.2 significantly extend the Tauberian theorems for quasiasymptotics obtained by Drozhzhinov and Zav'yalov in [5, 6] . Our notion of nondegenerateness (Definition 4.1) is much less restrictive than the one considered by them. We say that a polynomial P is non-degenerate (at the origin) if for each ω ∈ S n−1 one has that P (rω) ≡ 0, r ∈ R + . In their Tauberian theory, Drozhzhinov and Zav'yalov considered the class of test functions ϕ ∈ S(R n ) for which there exists N ∈ N such that
the Taylor polynomial of order N at the origin, is non-degenerate. We call such test functions here strongly non-degenerate. It should be noticed that this type of kernels are included in Definition 4.1; naturally, Definition 4.1 gives rise to much more kernels. For instance, any non-degenerate ϕ ∈ S 0 (R n ) obviously fails to be strongly non-degenerate. An explicit example of a non-degenerate function ψ ∈ S 0 (R n ) is given in the Fourier side byψ(u) = e
is a non-degenerate in the sense of Definition 4.1, but the Taylor polynomials ofφ vanish on the axis u 1 = 0; it therefore fails to be strongly non-degenerate.
Remark 4.4. Theorems 4.1 and 4.2 may be restated in terms of an interesting class of spaces introduced by Drozhzhinov and Zavialov in [6] . Let I be an ideal of the ring C[t 1 , t 2 , . . . , t n ], the (scalar-valued) polynomials over C in n variables. Define the space S I (R n ) as the subset of S(R n ) consisting of those φ such that all Taylor polynomials ofφ at the origin belong to the ideal I. For example, we have
. . , t n ]. Let P 0 , . . . , P q , . . . be a system of homogeneous polynomials where each P q has degree q (some of them may be identically 0). Consider the ideal I = [P 0 , P 2 , . . . , P q , . . . ], namely, the ideal generated by the P q ; then, one can show [6] that S I (R n ) is a closed subspace of S(R n ) and actually φ ∈ S I (R n ) if and only if R n Q(t)φ(t)dt = 0 for all polynomial Q that satisfies the differential equations P q (∂/∂t)Q = 0, q = 0, 1 . . . . When there is d ∈ N such that P q = 0 for q > d one can relax the previous requirement [6, Lem. A.5] by just asking it to hold for polynomials Q with degree at most d. One can rephrase Theorem 4.1 and Theorem 4.2 as follows. Let f ∈ S ′ (R n , E) and let ϕ ∈ S(R n ) be non-degenerate. Take P q as in (4.2). For quasiasymptiotics at the origin set I = [P 0 , P 2 , . . . , P [α] ] (I = C[t 1 , t 2 , . . . , t n ] if α < 0) and for the case at infinity I = [P p , P p+1 , . . . ] where p is the least nonnegative integer α (thus, These assertions follow from (4.3), (4.4), and (4.6). These forms of the Tauberian theorems are complemented with the following observation. Given any arbitrary system of homogeneous polynomials P 0 , P 1 , . . . , P q , . . . , where P q is homogeneous of degree q, there is always a non-degenerate test function ϕ ∈ S(R n ) such that (4.2) holds. To show this, we first use the fact that every Stieltjes moment problem has a solution in S(R n ) [9] . Find then ϕ 1 ∈ S(R n ) such that the homogeneous terms of the Taylor polynomials at the origin ofφ 1 coincide with the P q . Of course, ϕ 1 may be degenerate, but there is a constant C > 0 suchφ 1 (u) + Cψ(u) > 0 for 1/2 < |u| < 1, where ψ ∈ S 0 (R n ) is the test function considered in Remark 4.3. The function ϕ = ϕ 1 + ψ clearly satisfies the requirements.
Wavelet analysis on S
In this section we extend the scalar distribution wavelet analysis given in [16] to E-valued generalized functions. Such results will play an important role in our proofs of Theorem 4.1 and Theorem 4.2.
By a wavelet we simply mean an element ψ ∈ S 0 (R n ) (cf. Subsection 2.1), and the wavelet transform of f ∈ S ′ 0 (R n , E) with respect to ψ is defined as
whereφ denotes reflection about the origin, i.e.,φ(t) = φ(−t). When acting on S 0 (R n ), the wavelet W ψ has as range a subspace of the space of highly localized function over H n+1 , denoted [16] as S(H n+1 ) and consisting of those Φ ∈
for all k 1 , k 2 , l ∈ N and m ∈ N n . The canonical topology of this space is defined in the standard way [16] . We have that [16, 26] 
) is a continuous linear map. We are interested in those wavelets for which W ψ admits a left inverse. For wavelet-based reconstruction, we shall use the wavelet synthesis operator [16] . Given Φ ∈ S(H n+1 ), we define the wavelet synthesis operator with respect to the wavelet ψ as
One can show that M ψ : S(H n+1 ) → S 0 (R n ) is continuous [16, 26] . We shall say that the wavelet ψ ∈ S 0 (R n ) admits a reconstruction wavelet if there exists η ∈ S 0 (R n ) such that
is independent of the direction ω; in such a case we set c ψ,η := c ψ,η (ω). The wavelet η is called a reconstruction wavelet for ψ. If ψ admits the reconstruction wavelet η, one has the reconstruction formula [16] for the wavelet transform on S 0 (R n )
We now characterize those wavelets which have a reconstruction wavelet. Actually, the class of non-degenerate test functions from S 0 (R n ) (cf. Definition 4.1) coincides with that of wavelets admitting reconstruction wavelets.
Proposition 5.1. Let ψ ∈ S 0 (R n ). Then, ψ admits a reconstruction wavelet if and only if it is non-degenerate.
Proof. The necessity is clear, for ifψ(rw 0 ) identically vanishes in the direction of w 0 ∈ S n−1 , then c ψ,η (w 0 ) = 0 (cf. (5.2)) for any η ∈ S 0 (R n ). Suppose now that ψ is non-degenerate. As in (5.2), we write c ψ,
Set ̺(r, w) =ψ(rw)/c ψ,ψ (w), (r, w) ∈ [0, ∞) × S n−1 ; obviously, if we prove that ̺(|u| , u/ |u|) ∈ S(R n ) and all its partial derivatives vanish at the origin, then η given byη(u) = ̺(|u| , u/ |u|) will be a reconstruction wavelet for ψ and actually c ψ,η = 1. By the characterization theorem of test functions from S(R n ) in polar coordinates [7, Prop. 1.1], the factη ∈ S(R n ) is a consequence of the relations
the same relations show that all partial derivatives ofη vanish at the origin, and hence η ∈ S 0 (R n ).
In [16] , (5.3) was extended to S ′ 0 (R n ) via duality arguments, the main step being the formula
valid for Φ ∈ S(H n+1 ) and f ∈ S ′ 0 (R n ). It can be easily extended to the E-valued case, as the next proposition shows.
Proof. The same argument used in Proposition 3.2 shows that
is continuous, where we identify the vector-valued function W ψ f with the vectorvalued distribution given by
The linear map T : 
is dense; thus, it is enough to verify (5.4) for f = f v, where f ∈ S ′ 0 (R n ) and v ∈ E. Now, the scalar-valued case implies
as required.
We can now extend the wavelet synthesis operator (5.1) to S ′ 0 (H n+1 , E). This will yield an important "desingularization formula" for E-valued distributions. Let
Proposition 5.3. Let ψ ∈ S 0 (R n ) be non-degenerate and let η ∈ S 0 (R n ) be a reconstruction wavelet for it. Then,
Furthermore, we have the desingularization formula,
valid for all f ∈ S ′ 0 (R n , E) and ρ ∈ S 0 (R n ).
Proof. If we apply the definition of M η , Proposition 5.2, (5.3), and use the fact that c ψ,η = cη ,ψ , we obtain
So both (5.5) and (5.6) have been established.
Proofs of the Tauberian theorems
We now proceed to give proofs of the Tauberian theorems 4.1 and 4.2. We need a series of lemmas. We start with a technical one.
The estimate (4.1) is equivalent to one of the form (3.1) (k might be a different exponent). If
Proof. We only need to show that (4.1) implies (3.1). Our assumption is that there are constants C 1 , λ 0 > 0 such that
for all |ξ| 2 + (cos ϑ) 2 = 1 and 0 < λ λ 0 (resp. λ 0 λ). We can assume that 1 + |α| k and λ 0 < 1 (resp. 1 < λ 0 ). Potter's estimate [2, p. 25] implies that we may assume
After this preparation, we are ready to give the proof. For (x, y) ∈ H n+1 write x = rξ and y = r cos ϑ, with r = |(x, y)|. We always keep λ λ 0 (resp. λ 0 λ). If rλ λ 0 (resp. λ 0 rλ), we have that
We now analyze the case λ 0 < λr (resp. λr < λ 0 ). Proposition 3.2 implies the existence of k 1 , l 1 ∈ N, k 1 k, and C 5 such that
for all (x, y) ∈ H n+1 and 0 < λ λ 0 (resp. λ 0 λ). For the second part of the lemma, fix (x, y) ∈ H n+1 and write it as (x, y) = (rξ, r cos ϑ), where (ξ, cos ϑ) ∈ H n+1 ∩ S n . Then, as λ → 0
Observe that the restriction of E-valued tempered distributions to S 0 (R n ) defines a continuous linear projector from
, we will keep calling by f its projection onto S ′ 0 (R n , E). In particular, it makes sense to talk about quasiasymptotics of f in S ′ 0 (R n , E) via this restriction projection. The results from Section 5 are key for the next lemma.
Lemma 6.2. Let f ∈ S ′ (R n , E) and let ϕ ∈ S(R n ) be non-degenerate.
(i) If there exists k ∈ N such that the estimate (4.1) holds, then f is quasiasymptotically bounded of degree α at the origin (resp. at infinity) with respect to L in the space S ′ 0 (R n , E).
(ii) If the limit (6.1) exists for each (x, y) ∈ H n+1 ∩ S n and there is a k ∈ N such that the estimate (4.1) is satisfied, then f has quasiasymptotic behavior of degree α at the origin (resp. at infinity) with respect to L in the space S ′ 0 (R n , E).
Proof. Consider the non-degenerate wavelet ψ 1 ∈ S 0 (R n ) given byψ 1 (u) = e −|u|−(1/|u|) . Set ψ =φ * ψ 1 ; then, ψ ∈ S 0 (R n ) is also a non-degenerate wavelet. First notice that W ψ f is given by
Find a reconstruction wavelet η ∈ S 0 (R n ) for ψ. Part (i). By Lemma 6.1, (4.1) is equivalent to the estimate (3.1) (k might be however a different number). Thus,
In view of the formula for W ψ f in terms of M ϕ and ψ 1 , we arrive at the wavelet estimate
valid for all (x, y) ∈ H n+1 and λ λ 0 (resp. λ 0 λ), where
l ψ 1 (u) du. Let now ρ ∈ S 0 (R n ) be arbitrary. Taking into account the desingularization formula (5.6) from Proposition 5.3 and (6.5), we conclude that
which shows the result. Part (ii). By Lemma 6.1, the limit (6.1) exists for each (x, y) ∈ H n+1 . The estimate (6.4) and the dominated convergence theorem for Bochner integrals ensure that, for each fixed (
Observe that the function G : H n+1 → E is Bochner measurable and, because of (6.5),
Let finally ρ ∈ S 0 (R n ) be arbitrary. We can use the wavelet desingularization formula, in combination with the dominated convergence theorem, to deduce
as λ → 0 + (resp. λ → ∞), as required.
We are now in the position to prove Theorem 4.1 and Theorem 4.2. The precise relation between quasiasymptotics in S ′ 0 (R n , E) and S ′ (R n , E), studied in Appendix A, is crucial for our arguments.
Proof of Theorem 4.1. Lemma 6.2 implies that f is quasiasymptotically bounded in the space S ′ 0 (R n , E). The existence of the E-valued polynomial P and the c m , in case (ii), is then a direct consequence of Proposition A.2. The assertion about the degree of P follows from the growth properties of L, since slowly varying functions satisfy , 36] (in the case (ii) the terms of order |m| = p can be assumed to be absorbed by the c m ). We show (4.3) only in the case of asymptotic behavior at infinity; the proof of the case at the origin is completely analogous. Suppose the E-valued polynomial has the form
where each Q ν is homogeneous of degree ν. Choose α < κ < [α] + 1. Then, since L(λ) = O(λ κ−α ) and c m (λ) = O(λ κ−α ), we obtain that
But then, for each fixed (x, y) ∈ H n+1 , the assumption on the size of M f ϕ (λx, λy) and Lemma 6.1 imply that
Then, we infer that for each α < ν d and each (x, y) ∈ H n+1 ,
Thus,
as required. It only remains to establish (4.4) . Assume that α = p ∈ N. We keep 0 < y < 1. By (4.1), (4.3), Lemma 6.1, and Proposition 3.2, applied to
there are constants λ 0 , C > 0 and k, l ∈ N such that
for all (x, y) ∈ R n × (0, 1) and λ λ 0 (resp. λ 0 λ), that is,
If we now select p points 0 < y 1 < y 2 · · · < y p < 1, we obtain a system of p + 1 inequalities with Vandermonde matrix A = (y ν j ) j,ν . Multiplying by A −1 , we convince ourselves of the existence of C 1 , independent of x and q, such that
This completes the proof.
We now aboard the proof of Theorem 4.2.
Proof of Theorem 4.2. Lemma 6.2, under the assumptions (4.1) and (4.5), implies that f has quasiasymptotic behavior in the space S ′ 0 (R n , E). An application of Proposition A.1 yields now the existence of g, P, and the c m in case (ii). That P satisfies the equations (4.3) actually follows from Theorem 4.1. The proof of (4.6) in case (ii) is similar to that of (4.4) given in the proof of Theorem 4.1, the details are therefore left to the reader.
Several applications
In this section we illustrate our ideas with several applications and examples. We study in Subsection 7.1 sufficient conditions for stabilization in time of the solution to a class of Cauchy problems. In Subsection 7.2 we show how Tauberian theorems for Laplace transforms can be derived from Corollary 4.1. Finally, we prove in Subsection 7.3 that for E-valued tempered distributions the quasiasymptotics in D ′ (R n , E) and S ′ (R n , E) are equivalent.
7.1. Asymptotic stabilization in time for Cauchy problems. Let Γ ⊆ R n be a closed convex cone with vertex at the origin. In particular, we may have Γ = R n . Let P be a homogeneous polynomial of degree d such that ℜeP (iu) < 0 for all u ∈ Γ {0} . We denote [49, 50] as S ′ Γ ⊆ S ′ (R n ) the subspace of distributions supported by Γ.
We consider in this subsection the Cauchy problem
within the class of functions of slow growth over H n+1 , that is, solutions U satisfying
One readily verifies that (7.1) has a unique solution. Indeed,
is the sought solution. We shall apply Theorem 4.2 to find sufficient geometric conditions for the stabilization in time of the solution to the Cauchy problem (7.1), namely, we study conditions which ensure the existence of a function T : (A, ∞) → R + and a constant ℓ ∈ C such that the following limits exist
Let L be slowly varying at infinity and α ∈ R. We shall say that U stabilizes along d-curves (at infinity), with respect to λ α L(λ), if the following two conditions hold:
(1) The following limits exist:
(2) There are constants C ∈ R + and l ∈ N such that
We have the following result:
Theorem 7.1. The solution U to the Cauchy problem (7.1) stabilizes along d-curves, with respect to λ α L(λ), if and only if f has quasiasymptotic behavior of degree α at infinity with respect to L.
Proof. We can find [50] a test function η ∈ S(R n ) with the property η(u) = e P (iu) , u ∈ Γ. Settingφ = η and using (7.2), we express U as a regularizing transform,
Then conditions (7.4) and (7.5) directly translate into conditions (4.5) and (4.1), with M x,y = U 0 (x, t 1/d ) and k = dl. Corollary 4.2 then yields the desired equivalence.
Corollary 7.1. If U stabilizes along d-curves, with respect to λ α L(λ), then U stabilizes in time with respect to T (t) = t α/d L(t 1/d ). Moreover, the limit (7.3) holds uniformly for x in compacts of R n .
Proof. By Theorem 7.1, there exists g ∈ S ′ (R n ) such that
Example 7.1 (The heat equation). When Γ = R n and P (∂/∂x) = ∆, we obtain that stabilization along parabolas (i.e., d = 2) is sufficient for stabilization in time of the solution to the Cauchy problem for the heat equation. This particular case of Corollary 7.1 was studied in [5, 6, 8] .
7.2. Tauberian theorems for Laplace transforms. We now apply our Tauberian theorems to the Laplace transform. Throughout this subsection we use the following notation. Let Γ be a closed convex acute cone [49, 50] with vertex at the origin. Its conjugate cone is denoted by Γ * , i.e.,
The definition of an acute cone tells us that Γ * has non-empty interior, set C Γ = int Γ * and T CΓ = R n +iC Γ . We denote by S ′ Γ (E) the subspace of E-valued tempered distributions supported by Γ. Given h ∈ S
it is a holomorphic E-valued function on the tube domain T CΓ . Fix ω ∈ C Γ . We may write L {h; x + iσω}, x ∈ R n , σ > 0, as a regularizing transform. In fact, choose η ω ∈ S(R n ) such that η ω (u) = e −ω·u , u ∈ Γ. Then,
The following Tauberian theorems for the Laplace transform were originally obtained in [3, 50] under the additional assumption that C Γ is a regular cone, i.e., its Cauchy-Szegö kernel
is a divisor of the unity in the Vladimirov algebra H(T CΓ ) [49, 50] . We will not make use of such a regularity hypothesis over the cone Γ.
Given κ 0, we denote by Ω κ ⊂ H n+1 the set
: |x| σ κ and 0 < σ 1 .
and let L be slowly varying at infinity. Then, h is quasiasymptotically bounded of degree α at infinity with respect to L if and only if there exist numbers k ∈ N and 0 κ < 1 and a vector ω ∈ C Γ such that (7.9) lim sup
Proof. Setf = (2π) n h. Clearly, h is quasiasymptotically bounded of degree α at infinity with respect to L if and only if f is quasiasymptotically bounded of degree −α − n at the origin with respect to L(1/λ). The latter holds, by (7.7) and Corollary 4.1, if and only if there exists k 1 ∈ N such that (7.10) lim sup
Thus, we shall show the equivalence between (7.9) and (7.10). By Lemma 6.1, (7.10) implies (7.9). Assume now (7.9), namely, there exist C 1 and 0 < λ 0 < 1 such that
We may assume that k α + n + 1 and L satisfies (6.2) and (6.3) (the case at infinity). We keep arbitrary λ < λ 0 , ϑ ∈ (0, π/2) and x ∈ R n with |x| 2 + (cos ϑ) 2 =
1. Set r = |x|
κ . Assume first that rλ λ 0 , then, in view of (7.11) and (6.2),
on the other hand, if now λ 0 < rλ, Proposition 3.2 implies that for some k 2 ∈ N,
where we have used (6.3). Therefore, (7.10) is satisfied with
We obtain as a corollary the so called general Tauberian theorem for Laplace transforms [50, p. 84 ].
Corollary 7.2. Let h ∈ S ′ Γ (E) and let L be slowly varying at infinity. Then, the estimate (7.9), for some k ∈ N, 0 κ < 1, and ω ∈ C Γ , and the existence of a solid cone C ′ ⊂ C Γ (i.e., int C ′ = ∅) such that
are necessary and sufficient for h to have quasiasymptotic behavior at infinity of degree α, i.e.,
. By the injectivity of the Laplace transform and the uniqueness property of holomorphic functions, the linear span of e iξ·u : ξ ∈ C ′ is dense in S(Γ); observe that (7.12) gives precisely convergence of (λ −α /L(λ))h(λ ·) over such a dense subset. To conclude the proof, it suffices to apply Theorem 7.2 and the Banach-Steinhaus theorem.
Example 7.2 (Littlewood's Tauberian theorem). The classical Tauberian theorem of Littlewood [15, 20, 21] states that if (7.13) lim
c n e −εn = β and if the Tauberian hypothesis c n = O(1/n) is satisfied, then the numerical series is convergent, i.e., ∞ n=0 c n = β. We give a quick proof of this theorem based on Corollary 7.2 and a result from [43] . We first show that h(u) = ∞ n=0 c n δ(u − n) has the quasiasymptotic behavior (7.14) h
Observe that (7.12) is an immediate consequence of (7.13) (here n = 1, α = −1, L ≡ 1). We verify (7.9) with κ = 0, actually, on the rectangle Ω 0 = [−1, 1] × (0, 1]. Indeed, (7.13) and the Tauberian hypothesis imply that for suitable constants
Consequently, Corollary 7.2 yields (7.14). Finally, it is well known that (7.14) and c n = O(1/n) imply the convergence of the series; in fact, this is true under more general Tauberian hypotheses (cf. [43, Sec. 3] ). We reproduce here a proof of the convergence conclusion for the sake of completeness. Let σ > 1 be arbitrary. Choose ρ ∈ D(R) such that 0 ρ 1, ρ(u) = 1 for u ∈ [0, 1], and supp ρ ⊂ [−1, σ], then, evaluation of (7.14) at ρ gives, for some constant C 5 , lim sup
and so, taking σ → 1 + , we conclude Proposition 7.1, the Banach-Steinhaus theorem, and the density of D(R n ) in S(R n ) immediately yield what we wanted:
has quasiasymptotic behavior in the space D ′ (R n , E), so does f have the same quasiasymptotic behavior in the space S ′ (R n , E).
Corollary 7.3 tells us then that the quasiasymptotics at the origin in S ′ (R n , E) is a local property. Indeed, if f 1 = f 2 in near 0, then we easily deduce that they have exactly the same quasiasymptotic properties at the origin in S ′ (R n , E).
Further extensions
We indicate in this section some useful extensions and variants of the Tauberian results from Section 4.
8.1. Other Tauberian Conditions. The Tauberian condition (4.1), occurring in Theorems 4.1 and 4.2, can be replaced by an estimate of the form (7.9) , that is, one may use the boundary of some set Ω κ , 0 κ < 1 (cf. (7.8)), instead of the upper half sphere H n+1 ∩ S n . Specifically, the same argument given in proof of Theorem 7.2 applies to show that (4.1) (and hence (3.1)) is equivalent to
for some 0 κ < 1 and k ∈ N (the k may be different numbers).
Distributions with values in regular (LB) spaces.
We now explain that all the results from Sections 3 and 4 hold if E is a more general locally convex space. We assume below that E is the inductive limit of an increasing sequence of Banach spaces {E n } n∈N (an (LB) space), that is, E = ind lim n→∞ (E n , || · || n ) , where E 1 ⊂ E 2 ⊂ . . . and each injection E n → E n+1 is continuous. Particular
, where Y is a compact manifold, among many other important spaces arising in applications.
We start by assuming that E is regular, namely, for any bounded set B there exists n 0 ∈ N such that B is bounded in E n0 . One can find in [19, p. 33 ] an overview of several conditions which ensure regularity of inductive limits. Under this assumption, our Abelian and Tauberian theorems from Sections 3-4 for Evalued distributions are valid if we replace the norm estimates by memberships in bounded subsets of E. For instance, a condition such as (4.1) should be replaced by one of the form: There exist k ∈ N, λ 0 > 0, and a bounded set B ⊂ E such that for 0 < λ λ 0 (resp. λ λ 0 )
and similarly for (3.1) and (8.1). As already observed, (8.2) is equivalent to an estimate of the form (4.1) in some norm · n0 , but the determination of n 0 could be extremely hard to verify in applications and thus such a Tauberian condition would have no value in some concrete situations. It is therefore desirable to have more realistic Tauberian conditions. We can achieve this if we use the Mackey theorem [ [19] .
If we now suppose that E is Montel, the limit condition (4.5) can be replaced by the equivalent one: The existence of the limits
for each e * ∈ E ′ and (x, y) ∈ H n+1 ∩ S n , and likewise for (3.2). So we obtain a version of Theorem 4.2 in terms of the conditions (8.3) and (8.4) . For example, this case applies for Silva spaces [34] , i.e., when the injections E n → E n+1 are compact. Silva spaces are of course the (DFS) spaces (strong duals of Fréchet-Schwartz spaces).
Let us discuss an example in order to illustrate the ideas of this subsection.
) and t 0 ∈ R n . Following Lojasiewicz [23] , we say that the variable t = t 0 ∈ R n can be fixed in f (t, ξ) if there exists g ∈ S ′ (R We write f (t 0 , ξ) = g(ξ), distributionally. The nuclearity of the Schwartz spaces implies that S ′ (R n t × R m ξ ) is isomorphic to S ′ (R n t , E), where E = S ′ (R m ξ ), a (DFS) space. Actually, the latter tells us that fixation of variables is nothing but the notion of Lojasiewicz point values itself for E-valued distributions (cf. [22, 13, 42] for Lojasiewicz point values). Therefore, the (DSF) space-valued version of Corollary 4.2 implies that if ϕ ∈ S(R n t ) with R n ϕ(t)dt = 0, then the variable t = t 0 can be fixed in f (t, ξ) if and only if there exists k such that for each ρ ∈ S ′ (R and lim λ→0 + f (t 0 + λx + λyt, ξ) , ϕ(t)ρ(ξ) exists for all (x, y) ∈ H n+1 ∩ S n .
Remark 8.1. It is well known [17] that the projection π : R n t × R m → {t 0 } × R m , π(t, ξ) = (t 0 , ξ), defines the pull-back
if the wave front set of f satisfies W F (f ) ∩ {(t 0 , ξ, η, 0) : ξ ∈ R m , η ∈ R n } = ∅. Thus the result given in Example 8.1 is interesting because we give a necessary and sufficient condition for the existence of this pull-back.
A. Appendix Relation between quasiasymptotics in S ′ 0 (R n , E) and S ′ (R n , E)
The purpose of this Appendix is to state two propositions which establish the precise connection between quasiasymptotics in the spaces S ′ 0 (R n , E) and S ′ (R n , E). Such a relation was crucial for the arguments given in Section 6. Propositions A.1 and A.2 below are multidimensional generalizations of the results from [47, Sec. 4] and their proofs are based on recent structural theorems from [41] . We assume again that E is a Banach space.
Proposition A.1. Let f ∈ S ′ (R n , E) have quasiasymptotics behavior of degree α at the origin (resp. at infinity) with respect to L in S ′ 0 (R n , E), i.e., for each ρ ∈ S 0 (R n ) the following limit exists
Then, there is g ∈ S ′ (R n , E) such that:
(i) If α / ∈ N, g is homogeneous of degree α and there exists an E-valued polynomial P such that
(ii) If α = p ∈ N, g is associate homogeneous of order 1 and degree p (cf. and f has the following quasiasymptotic expansion
as λ → 0 + (resp. λ → ∞).
Proof. Let S 0 (R n ) be the image under Fourier transform of S 0 (R n ). Then, S 0 (R n ) is precisely the closed subspace of S(R n ) consisting of test functions which vanish at the origin together with their partial derivatives of any order. Thus, if we Fourier transform (A.1) and employ the Banach-Steinhaus theorem, we obtain the existence of h 0 ∈ S 0 ′ (R n , E) such that the restriction of f to S 0 (R n ) satisfieŝ
as λ → 0 + (resp. λ → ∞). Proposition A.2. Let f ∈ S ′ (R n , E) be quasiasymptotically bounded of degree α at the origin (resp. at infinity) with respect to L in S ′ 0 (R n , E). Then:
(i) If α / ∈ N, there exists an E-valued polynomial P such that f − P is quasiasymptotically bounded of degree α at the origin (resp. at infinity) with respect to L in the space S ′ (R n , E). (ii) If α = p ∈ N, there exist an E-valued polynomial P and asymptotically homogeneously bounded E-valued functions c m , |m| = p, of degree 0 with respect to L such that f has the following quasiasymptotic expansion
