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We consider the following parabolic equations with nonlinear
boundary conditions: ut = u − a|u|p−1u in B1 × (0, T ), ∂νu =
|u|q−1u on ∂B1 × (0, T ), where p,q > 1, a  0 and B1 is the
unit ball. We study the blow-up rate of radial symmetric solutions
u(r, t) without any assumptions on the initial data. Furthermore we
show the uniqueness of positive solutions of one dimensional back-
ward self-similar solutions. As a consequence, we can determine
the asymptotic behavior of blow-up solutions near the blow-up
time.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We study ﬁnite time blow-up solutions of
⎧⎨
⎩
ut = u − a|u|p−1u, (x, t) ∈ B1 × (0, T ),
∂νu = |u|q−1u, (x, t) ∈ ∂B1 × (0, T ),
u(x,0) = u0(x), x ∈ B1,
(1)
where p,q > 1, a  0, B1 is the unit ball in Rn and ν denotes the outer unit normal vector on ∂B1.
A solution u(x, t) is said to blow up in a ﬁnite time T > 0, if
limsup
t→T
∥∥u(t)∥∥L∞(B1) = ∞.
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is known that every positive solution of (1) blows up in a ﬁnite time [7,17,18]. For such a case, the
blow-up rate of (1) was ﬁrst studied in [8]. They established the following blow-up rate for radially
symmetric solutions under some additional conditions on the initial data,
∥∥u(t)∥∥L∞(B1) ∼ (T − t)−1/2(q−1). (2)
For a general bounded domain case with 1 < q < qS , where qS = ∞ if n  2 and qS = n/(n − 2) if
n 3, the blow-up rate (2) was shown in [12] and [14] under the following conditions on the initial
data:
u0,u0  0 in Ω, ∂νu0 = uq0 on ∂Ω. (3)
The technical conditions (3) on the initial data to derive the blow-up rate are removed in [13] for the
case 1 < q  (n − 1)/(n − 2). Furthermore for the half space case with 1 < q < qS , the blow-up rate
(2) for positive solutions and sign changing solutions was proved in [5] and [19] respectively without
any conditions on the initial data.
As for the case a > 0, it is known that the dynamics of (1) is classiﬁed into three cases.
(i) p > qˆ or p = qˆ, a > q, (ii) p < qˆ or p = qˆ, a < q, (iii) p = qˆ, a = q,
where qˆ = 2q − 1. For the case (i), every solution is global deﬁned and uniformly bounded, while for
the case (ii), solutions with large initial data blow up in a ﬁnite time (see [1,3,20]). For the critical
case (iii), every positive solution is globally deﬁned and becomes unbounded at t = ∞ if n = 1 [3],
on the other hand, the ﬁrst author in a forthcoming paper [11] shows that every positive solution
blows up in a ﬁnite time if n 2. Rossi [21] studied the blow-up rate for the case (ii) with n = 1 and
derived the blow-up rate (2) under the following conditions on the initial data similar to (3):
u0,u
′′
0 − aup0  0 in (−1,1), ∂νu0 = uq0 on {−1,1}. (4)
The conditions (3) and (4) imply the monotonicity of solutions in time. For such a case, a boundedness
of (T − t)−1/2(q−1)‖u(t)‖L∞(Ω) is derived easier than the general initial data case. The ﬁrst purpose of
this paper is to remove such assumptions on the initial data.
To study ﬁnite time blow-up solutions for the case (ii), following [21] (originally [9]), we introduce
self-similar variables in the polar coordinate:
ξ = (T − t)−1/2(1− r), s = − log(T − t),
where T is the blow-up time and put
v(ξ, s) = (T − t)1/2(q−1)u(r, t).
Then v(ξ, s) satisﬁes
⎧⎨
⎩ vs = vξξ −
(n − 1)
Rs − ξ vξ −
ξ
2
vξ − v
2(q − 1) − ae
−βs|v|p−1v, (ξ, s) ∈ W ,
∂ξ v = −|v|q−1v, (ξ, s) ∈ Γ,
(5)
where Rs = es/2, W = {(ξ, s); ξ ∈ (0, Rs), s ∈ (sT ,∞)}, Γ = {0} × (sT ,∞) and β = (2q − 1 − p)/
2(q−1). Once a boundedness of v(ξ, s) (which is equivalent to a boundedness of (T −t)1/2(q−1)u(r, t))
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quence, in this case, v(ξ, s) is governed by the same equation as for the case a = 0 for large s > 0.
However for the case p = 2q − 1, a ∈ (0,q), the last term −ae−βs|v|p−1v does not vanish. Therefore
the large time behavior of v(ξ, s) for the case p = 2q−1, a ∈ (0,q) are different from that for the case
p < 2q − 1. To determine the large time behavior of v(ξ, s), the following stationary problem of (5)
plays a crucial role.
⎧⎨
⎩ϕ
′′ − ξ
2
ϕ′ − ϕ
2(q − 1) − χa|ϕ|
p−1ϕ = 0, in R+,
−ϕ′ = |ϕ|q−1ϕ, on {0},
(6)
where χ = 1 if p = 2q − 1 and χ = 0 if p < 2q − 1. Then u(x, t) = (T − t)−1/2(q−1)ϕ((T − t)−1/2x)
gives a backward self-similar solution of
{
ut = uxx − χa|u|p−1u, (x, t) ∈R+ × (0, T ),
∂νu = |u|q−1u, (x, t) ∈ {0} × (0, T ).
For the case a = 0, Fila and Quittner [8] proved the uniqueness of positive solutions of (6) (see [6] for
a multidimensional case). As a corollary of this fact, they [8] obtained
lim
s→∞ v(ξ, s) = ϕ(ξ) in C loc(R+), (7)
where ϕ(ξ) is the positive unique solution of (6) with a = 0. This implies in the original variable
u(r, t) = (T − t)−1/2(q−1)(ϕ((T − t)−1/2(1− r), t)+ o(1)) for 0 (1− r) (T − t)1/2.
Furthermore for the case p < 2q − 1, a > 0, by using the uniqueness result for the case a = 0 stated
above, Rossi [21] derived (7), where ϕ(ξ) is the positive unique solution of (6) with a = 0. However
the uniqueness of positive solutions of (6) for the case p = 2q−1, a ∈ (0,q) remains open. The second
purpose in this paper is to show the uniqueness of positive solutions of (6) for the case p = 2q − 1,
a ∈ (0,q) and to determine the large time behavior of v(ξ, s).
On the other hand, as for the critical case, it will be shown that there exists no backward self-
similar solutions. As a consequence of this fact, we ﬁnd that
sup
t∈(0,T )
(T − t)1/2(q−1)∥∥u(t)∥∥∞ = ∞.
This agrees with the fact: ‖u(t)‖∞ ∼ (T − t)−1/(q−1) derived in [11]. In this sense, the aspect of the
blow-up phenomenon for the critical case differs from other cases and the backward self-similar
solution does not play the essential role.
The rest of this paper is organized as follows. In Section 2, we derive the blow-up rate estimate (2)
for the case (ii) by using the self-similar variables. In Section 3, we prove the uniqueness of backward
self-similar solutions for the case p = 2q − 1, a ∈ (0,q). Furthermore we show the nonexistence of
backward self-similar solutions for the critical case.
Throughout this paper, we put
m = 1/2(q − 1)
and denote the norm of L∞ by ‖ · ‖∞ .
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Throughout this paper, we study radially symmetric solutions of (1),
⎧⎪⎪⎨
⎪⎪⎩
ut = urr + n − 1
r
ur − a|u|p−1u, (r, t) ∈ (0,1) × (0, T ),
∂ru = |u|q−1u, (r, t) ∈ {1} × (0, T ),
u(r,0) = u0(r), r ∈ (0,1).
(8)
In this section, we consider the case where p, q and a satisfy one of (a)–(c),
(a) a = 0, (b) p < 2q − 1, a > 0, (c) p = 2q − 1, a ∈ (0,q).
Theorem 2.1. Assume that p,q and a satisfy one of (a)–(c). Let u(r, t) be a solution of (8) which blows up in
a ﬁnite time T > 0. Then there exists c > 0 such that
∥∥u(t)∥∥∞  c(T − t)−1/2(q−1).
Remark 2.1. In general, the blow-up rate estimate from below: ‖u(t)‖∞  c(T − t)−1/2(q−1) is easier
than that from above: ‖u(t)‖∞  c(T − t)−1/2(q−1) . In fact, arguments in the proof of Theorem 1.1 in
[10] shows ‖u(t)‖∞  c(T − t)−1/2(q−1) for the case (a)–(c) without any modiﬁcation.
Remark 2.2. It is known that if a domain is bounded and smooth, the blow-up set is only on the
boundary for both cases a = 0 [13,14] and a > 0 [2].
To study the blow-up rate of solutions of (8), we introduce self-similar variables (see [8,9,14])
ξ = (T − t)− 12 (1− r), s = − log(T − t) (sT = − log T )
and set
v(ξ, s) = e−msu(1− e−s/2ξ, T − e−s).
Then v(ξ, s) is deﬁned on
(ξ, s) ∈ W = {(ξ, s); ξ ∈ (0, Rs), s ∈ (sT ,∞)}, Rs = es/2
and satisﬁes
⎧⎨
⎩ vs = vξξ −
(n − 1)
Rs − ξ vξ −
ξ
2
vξ −mv − ae−βs|v|p−1v, (ξ, s) ∈ W ,
∂ξ v = −|v|q−1v, (ξ, s) ∈ Γ,
(9)
where Γ = {0} × (sT ,∞) and β = (2q − 1 − p)/2(q − 1). For simplicity of notations, we put vB(s) =
v(0, s) and
E(ξ, s) = 1 ∣∣vξ (ξ, s)∣∣2 + m v(ξ, s)2 + ae−βs ∣∣v(ξ, s)∣∣p+1.
2 2 p + 1
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E(s) =
Rs∫
0
E(ξ, s)K (ξ, s)n−1ρ(ξ)dξ − 1
q + 1
∣∣vB(s)∣∣q+1,
where
K (ξ, s) = 1− e−s/2ξ, ρ(ξ) = e−ξ2/4.
Then we have the following energy identity:
d
ds
E(s) = −
Rs∫
0
(
v2s +
aβe−βs|v|p+1
p + 1
)
K (ξ, s)n−1ρ(ξ)dξ
+ (n − 1)
2Rs
Rs∫
0
E(ξ, s)K (ξ, s)n−2ξρ(ξ)dξ. (10)
First we show the monotonicity of the energy functional E(s).
Lemma 2.1. Let p,q > 1 and a 0. Then it holds that for s sT ,
d
ds
E(s)−1
2
Rs∫
0
v2s K
n−1ρ dξ − n − 1
2Rs
(
1
2
|vB |2q − m
2
v2B −
ae−βs
p + 1 |vB |
p+1
)
.
Proof. First we decompose the right-hand side of (9) into two parts:
vs =
(
vξξ − ξ
2
vξ −mv − ae−βs|v|p−1v
)
− (n − 1)
Rs
vξ
K (ξ, s)
=: I0 − I1.
Since v2s = (I0 − I1)2, it is clear that
Rs∫
0
v2s K
n−1ρ dξ =
Rs∫
0
(
I20 − 2I0 I1 + I21
)
Kn−1ρ dξ. (11)
By deﬁnition of I0 and I1, we see that
Rs∫
I0 I1K
n−1ρ dξ = n − 1
Rs
Rs∫ (
vξξ − ξ
2
vξ −mv − ae−βs|v|p−1v
)
vξ K
n−2ρ dξ. (12)
0 0
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Rs∫
0
vξξ vξ K
n−2ρ dξ = −1
2
|vB |2q + 1
4
Rs∫
0
v2ξ K
n−2ξρ dξ + n − 2
2Rs
Rs∫
0
v2ξ K
n−3ρ dξ,
Rs∫
0
vvξ K
n−2ρ dξ = −1
2
v2B +
1
4
Rs∫
0
v2Kn−2ξρ dξ + n − 2
2Rs
Rs∫
0
v2Kn−3ρ dξ,
Rs∫
0
|v|p−1vvξ Kn−2ρ dξ = − 1
p + 1 |vB |
p+1 + 1
2(p + 1)
Rs∫
0
|v|p+1Kn−2ξρ dξ
+ n − 2
(p + 1)Rs
Rs∫
0
|v|p+1Kn−3ρ dξ.
Hence from (12), it follows that
Rs∫
0
I0 I1K
n−1ρ dξ  n − 1
Rs
(
−1
2
|vB |2q + m
2
v2B +
ae−βs
p + 1 |vB |
p+1
)
+ (n − 2)(n − 1)
2R2s
Rs∫
0
v2ξ K
n−3ρ dξ − n − 1
2Rs
Rs∫
0
E(ξ, s)Kn−2ξρ dξ
= n − 1
Rs
(
−1
2
|vB |2q + m
2
v2B +
ae−βs
p + 1 |vB |
p+1
)
+ (n − 2)
2(n − 1)
Rs∫
0
I21K
n−1ρ dξ − n − 1
2Rs
Rs∫
0
E(ξ, s)Kn−2ξρ dξ.
Therefore from (11), we deduce that
1
2
Rs∫
0
v2s K
n−1ρ dξ  n − 1
2Rs
(
1
2
|vB |2q − m
2
v2B −
ae−βs
p + 1 |vB |
p+1
)
+ 1
2
Rs∫
0
(
I20 +
I21
n − 1
)
Kn−1ρ dξ + n − 1
2Rs
Rs∫
0
E(ξ, s)Kn−2ξρ dξ.
Thus we obtain from (10)
d
ds
E(s)−1
2
Rs∫
0
v2s K
n−1ρ dξ − n − 1
2Rs
(
1
2
|vB |2q − m
2
v2B −
ae−βs
p + 1 |vB |
p+1
)
,
which completes the proof. 
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Lemma 2.2. Let p,q and a satisfy one of (a)–(c). Then v(ξ, s) is uniformly bounded on W .
Proof. The proof of this lemma is based on that of Theorem 3.1 in [4]. Multiplying (9) by
vξ Kn−1e−ξ
2/2 and integrating over (0, Rs), we obtain
1
2
|vB |2q − m
2
v2B −
ae−βs
p + 1 |vB |
p+1 −
Rs∫
0
vsvξ K
n−1e−ξ2/2 dξ. (13)
Here we used
Rs∫
0
vξξ vξ K
n−1e−ξ2/2 dξ = −1
2
|vB |2q + 1
2
Rs∫
0
(
ξ + n − 1
K
e−s/2
)
v2ξ K
n−1e−ξ2/2 dξ,
Rs∫
0
|v|α−1vvξ Kn−1e−ξ2/2 dξ − 1
α + 1 |vB |
α+1 (α  1).
Since p,q and a satisfy one of (a)–(c), from Lemma 2.1, there exists c0 > 0 such that
d
ds
E(s)−1
2
Rs∫
0
v2s K
n−1ρ dξ + c0e−s/2. (14)
Then by deﬁnition of E(s), (14) and e−ξ2/2  ρ(ξ), it is veriﬁed that
Rs∫
0
|vsvξ |Kn−1e−ξ2/2 dξ  1
2
Rs∫
0
(
v2ξ + v2s
)
Kn−1ρ dξ
 E(s) + 1
q + 1 |vB |
q+1 − d
ds
E(s) + c0e−s/2.
Since p,q and a satisfy one of (a)–(c), from (13), there exist c1, c2 > 0 such that
c1
∣∣vB(s)∣∣2q  E(s) − d
ds
E(s) + c2.
Integrating both sides over (s′, s), we have
c1
s∫
s′
∣∣vB(τ )∣∣2q dτ 
s∫
s′
E(τ )dτ − (E(s) − E(s′))+ c2(s − s′).
From (14), we note that
E
(
s′
)
 E(sT ) + 2c0e−sT /2, s′ > sT .
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c1
s∫
s′
∣∣vB(τ )∣∣2q dτ −E(s) + c3(1+ (s − s′)). (15)
Suppose that there exists s′  sT such that E(s′)−M − 2c0e−sT /2 for some M > 0. Then by (14), it
holds that E(s)−M for s s′ . Hence by deﬁnition of E(s), we see that
∣∣vB(s)∣∣q+1 −(q + 1)E(s) (q + 1)M, s s′. (16)
Furthermore if we choose M > 4c3, then from (15), it holds that
c1
s∫
s′
∣∣vB(τ )∣∣2q dτ −1
2
E(s), s′  s s′ + 1.
Hence from the ﬁrst inequality in (16), there exists c4 > 0 such that
∣∣vB(s)∣∣q+1  c4
s∫
s′
∣∣vB(τ )∣∣2q dτ , s′ < s < s′ + 1. (17)
Set f (θ) = ∫ s′+θs′ |vB(τ )|2q dτ and γ = 2q/(q + 1) > 1. The inequality (17) implies that
f ′(θ) cγ4 f (θ)
γ , θ ∈ [0,1]. (18)
From (16), we see that
f (1/2) (q + 1)
γ
2
Mγ . (19)
Therefore from (18) and (19), there exists M1 > 4c3 such that for M  M1 there exists θ0 ∈ (0,1) such
that limθ→θ0 f (θ) = ∞. However this contradicts f ∈ L∞(0,1). Thus there exists ν > 0 such that
E(s)−ν, s sT . (20)
Next we show a boundedness of v(ξ, s). On the contrary, we suppose that v(ξ, s) is not uniformly
bounded. Then there exits a sequence {sk}∞k=1 satisfying sk → ∞ and
Mk =
∥∥v(sk)∥∥∞ = sup
ssk
∥∥v(s)∥∥∞, limk→∞Mk = ∞.
By a maximum principle, we ﬁnd that |v(0, sk)| = ‖v(sk)‖∞ . Now we set
vk(σ , τ ) = λ1/(q−1)v
(
λkσ ,λ
2
kτ + sk
)
, λ
1/(q−1) = M−1.k k k
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂s vk = ∂σσ vk − λk(n − 1)Rs − λkσ ∂σ vk −
λ2kσ
2
∂σ vk −
λ2k vk
2(q − 1) − aλ
2β
k e
−β(λ2τ+sk)|vk|p−1vk,
0 < σ < λ−1k Rs, −λ−2k (sk − sT ) < τ < ∞,
∂σ vk = |vk|q−1vk, σ = 0, −λ−2k (sk − sT ) < τ < ∞.
Since ‖vk(τ )‖∞ is uniformly bounded on [−λ2k (sk − sT ),0] and vk(0,0) = 1, by a parabolic regularity
theory, there exist a nontrivial function v∞(σ , τ ) ∈ L∞(R+ × (−∞,0)) ∩ C2,1(R+ × (−∞,0]) and a
subsequence {vk(σ , τ )}∞k=1, which is denoted by the same symbol such that vk(σ , τ ) → v∞(σ , τ ) in
C2loc(R+ × (−∞,0]). Furthermore by changing variables, we see that for any σ0 > 0,
0∫
−λ−2k (sk−sT )
( σ0∫
0
∣∣∂τ vk(σ , τ )∣∣2 dσ
)
dτ = λ(q+1)/(q−1)k
sk∫
sT
( λkσ0∫
0
∣∣vs(ξ, s)∣∣2 dξ
)
ds.
From Lemma 2.1 and (20), we have
sk∫
sT
( λkσ0∫
0
∣∣vs(ξ, s)∣∣2dξ
)
ds e
λ2kσ
2
0 /4
1− λkσ0e−s/2
sk∫
sT
( λkσ0∫
0
∣∣vs(ξ, s)∣∣2Kn−1ρ dξ
)
ds
 2e
λ2kσ
2
0 /4
1− λkσ0e−s/2
(
E(sT ) − E(sk) + 2c0e−sT /2
)
 2e
λ2kσ
2
0 /4
1− λkσ0e−s/2
(
E(sT ) + ν + 2c0e−sT /2
)
.
Since limk→∞ λk = 0, it holds that
0∫
−τ0
( σ0∫
0
∣∣∂τ v∞(σ , τ )∣∣2 dσ
)
dτ = 0
for any σ0, τ0 > 0. This implies that v∞(σ , τ ) = v∞(σ ). Moreover we ﬁnd that v∞(σ ) is a nontrivial
bounded solution of
{
v ′′ = χa|v|p−1v, σ ∈R+,
v ′ = −|v|q−1v, σ = 0, (21)
where χ = 0 for the case (a) or (b) and χ = 1 for the case (c). However this contradicts Lemma 2.3
for all case (a)–(c). Thus a boundedness of v(ξ, s) is assured, which completes the proof. 
Lemma 2.3. Let χ = 0 or χ = 1 with a ∈ (0,q) in (21). Then there are no bounded solution of (21).
Proof. The statement is trivial if χ = 0. Let p = 2q − 1, a ∈ (0,q). Then multiplying (21) by v ′ and
integrating over (0, σ ), we obtain by a boundary condition
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q
∣∣v(σ )∣∣2q +(1− a
q
)∣∣v(0)∣∣2q  (1− a
q
)∣∣v(0)∣∣2q.
Therefore since a ∈ (0,q), there exists c > 0 such that |v ′(σ )|  c for σ ∈ R+ , which implies that
limσ→∞ |v(σ )| = ∞. However this contradicts a boundedness of v(σ ), which completes the proof. 
3. Uniqueness for backward self-similar solutions
In this section, we show the uniqueness of positive solutions of (6) for the case p = 2q − 1, a ∈
(0,q) and the nonexistence of solutions of (6) for the critical case (iii),
{
ϕ′′ − ξ
2
ϕ′ −mϕ − a|ϕ|2q−2ϕ = 0 in R+,
−ϕ′ = |ϕ|q−1ϕ on {0}.
(S)
Throughout this section, we put
N0 =N∪ {0}.
Theorem 3.1. Let a ∈ (0,q). Then (S) admits at most one positive solution. On the other hand, let a = q. Then
(S) does not admits a nontrivial solution.
In [11], for the critical case, we obtained the following estimate for blow-up solutions:
sup
t∈(0,T )
(T − t)1/2(q−1)∥∥u(t)∥∥∞ = ∞. (22)
As a corollary of Theorem 3.1, we give another proof of (22).
Corollary 3.1. Let p = 2q − 1, a = q, u(r, t) be a blow-up solution of (8) and T > 0 be its blow-up time. Then
u(r, t) satisﬁes (22).
Proof. Suppose that there exists c0 > 0 such that (T − t)1/2(q−1)‖u(t)‖∞  c0. This implies that a
rescaled solution v(ξ, s) introduced in Section 2 is uniformly bounded. Let E(s) be the energy func-
tional deﬁned in Section 2. Then by a boundedness of v(ξ, s), there exists ν > 0 such that
inf
s>sT
E(s)−ν.
Therefore from Lemma 2.1 and Rs = es/2, we obtain
s∫
sT
Rs∫
0
v2s K
n−1ρ dξ −2(E(s) − E(sT ))+ c‖v‖2∞
s∫
sT
R−1s  2
(
ν + E(sT )
)+ c‖v‖2∞.
From Remark 2.1, there exists c > 0 such that ‖u(t)‖∞  c(T − t)−1/2(q−1) , which is equivalent to
‖v(s)‖∞  c. By the above facts, there exist a limiting function w(ξ) ≡ 0 and a sequence {sk}k∈N
such that v(ξ, sk) → w(ξ) in Cloc(R+) and vs(ξ, s) → 0 in Cloc(R+). We ﬁnd that w(ξ) is a non-
trivial solution of (S). However this contradicts the second part of Theorem 3.1, which completes the
proof. 
J. Harada, K. Mihara / J. Differential Equations 253 (2012) 1647–1663 1657Remark 3.1. As a consequence of Theorem 2.1 and the ﬁrst part of Theorem 3.1, for the case p =
2q − 1, a ∈ (0,q), by the energy inequality in Lemma 2.1, we obtain
lim
s→∞ v(ξ, s) = ϕ(ξ) in C loc(R+).
Therefore there exists cq > 0 such that
lim
t→T (T − t)
1/2(q−1)∥∥u(t)∥∥∞ = cq.
Our proof of Theorem 3.1 is based on arguments in the proof for the case n = 2 of Theorem 0.1
in [15] (see also [16]). First we show the nonexistence of sign changing solutions of (S).
Lemma 3.1. There is no sign changing solutions of (S).
Proof. Let ϕ(ξ) be a sign changing solution of (S). Without loss of generality, we can assume that
ϕ(0) > 0. Then there exists ξ0 > 0 such that ϕ(ξ0) = 0 and ϕ(ξ) > 0 on [0, ξ0). Then it is clear that
ϕ′(ξ0) < 0. Let ξ1 > ξ0 be a point such that ϕ′(ξ1) = 0. Then since ϕ(ξ) is a solution of (S), we see
that ϕ′′(ξ1) < 0. Hence we ﬁnd that ϕ′(y) 0 for ξ  ξ0. Therefore we obtain
ϕ′′  a|ϕ|2q−2ϕ, ξ > ξ0.
From this ordinary differential inequality with ϕ(ξ0) = 0 and ϕ′(ξ0) < 0, there exists ξ2 > ξ0 such
that limξ→ξ2 ϕ(ξ) = −∞. However since ϕ(ξ) is deﬁned on [0,∞), this is a contradiction, which
completes the proof. 
Throughout this section, we denote by ϕ(y) a positive solution of (S).
Lemma 3.2. Every positive solutions of (S) is uniformly bounded on R+ .
Proof. Let ξ0 > 0 be a point such that ϕ′(ξ0) = 0 and ϕ′(ξ) < 0 on [0, ξ0). Then we see that ϕ′′(ξ0) =
mϕ(ξ0) + aϕ(ξ0)2q−1 > 0. Therefore by the same reason as in the proof of Lemma 3.1, there exists
ξ2 > 0 such that limξ→ξ2 ϕ(ξ) = ∞. However this contradicts deﬁnition of ϕ(ξ), which completes the
proof. 
Here we deﬁne
E(ϕ; ξ) = e−ξ2/4
(
1
2
∣∣ϕ′∣∣2 − a
2q
ϕ2q − ξ
4
ϕϕ′ + 1
2
(
1
4
−m
)
ϕ2
)
.
Lemma 3.3. Let ϕ(ξ) be a positive solution of (S). Then it follows that for ξ > 0,
d
dξ
E(ϕ; ξ) = −ξe−ξ2/4
(
1
16
ϕ2 + a
4
(
1− 1
q
)
ϕ2q
)
. (23)
Moreover it holds that E(ϕ; ξ) > 0 for ξ > 0.
Proof. Since ϕ(ξ) is a solution of (S), a direct computation shows (23). Hence we see that
d
dξ
E(ϕ, ξ) < 0, ξ > 0.
By Lemma 3.2, we note that limξ→∞ E(ϕ; ξ) = 0. Hence we obtain E(ϕ; ξ) > 0 for ξ > 0. 
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Pi(ϕ; ξ) = 12
∣∣ϕ′∣∣2 − a
2q
ϕ2q − Diξϕϕ′ + Ci2 ϕ
2,
Q i(ϕ; ξ) = 12
∣∣ϕ′∣∣2 + a
2
(
1− 1
2qDi
)
ϕ2q − ξ
4
ϕϕ′ + 1
2
(
Ci
2Di
+m
)
ϕ2,
where Ci and Di are positive constants to be chosen later. Furthermore we deﬁne
Ei(ϕ; ξ) = e−ξ2/2Pi(ϕ; ξ).
Lemma 3.4. Let ϕ(ξ) be a positive solution of (S). Then it holds that for i ∈N0 ,
d
dξ
Ei(ϕ; ξ) = e−ξ2/2
(
(m + Ci − Di)ϕϕ′ − 2Diξ Q i(ϕ; ξ)
)
.
Proof. A direct computation shows this lemma. 
Let μ ∈N0 and θi > 0 (i ∈N0) be constants to be chosen later. We put
Eμ(ϕ; ξ) =
μ∑
i=0
θiξ
2i Ei(ϕ; ξ).
Then we see that
dEμ
dξ
=
μ∑
i=0
θiξ
2i−1
(
2iEi(ϕ; ξ) + ξ d
dξ
Ei(ϕ; ξ)
)
= e−ξ2/2
μ∑
i=0
θiξ
2i−1(2i P i + (m + Ci − Di)ξϕϕ′ − 2Diξ2Q i)
= e−ξ2/2
μ∑
i=1
(
θiξ
2i−1(2i P i + (m + Ci − Di)ξϕϕ′)− 2θi−1Di−1Q i−1)
+ e−ξ2/2(θ0(m + C0 − D0)ϕϕ′ − 2θμDμξ2μ+1Qμ).
Here we choose {θi}∞i=0, C0 and D0 as follows:
θ0 = 1, iθi = θi−1Di−1, C0 = 0, D0 =m.
Then it holds that
eξ
2/2 dEμ
dξ
=
μ∑
2iθiξ
2i−1
(
Pi + ξ2i (m + Ci − Di)ϕϕ
′ − Q i−1
)
− 2θμDμξ2μ+1Qμ.
i=1
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Pi + ξ2i (m + Ci − Di)ϕϕ
′ − Q i−1
= −a
(
1
2q
+ 1
2
(
1− 1
2qDi−1
))
ϕp+1 + 1
2
(
Ci −
(
Ci−1
2Di−1
+m
))
ϕ2
−
(
Di − 14 +
1
2i
(Di −m − Ci)
)
ξϕϕ′.
Now we choose {Ci}∞i=1 and {Di}∞i=1 as follows:
Ci = Ci−12Di−1 +m,
(
1+ 1
2i
)
Di = 14 +
1
2i
(m + Ci). (24)
From C0 = 0 and D0 =m > 0, it is clear that
Ci, Di > 0, i ∈N.
By (24), we see that
Pi + ξ2i (m + Ci − Di)ϕϕ
′ − Q i−1 = − a4q
(
2(q + 1) − 1
Di−1
)
ϕ2q.
Hence we obtain
eξ
2/2 dEμ
dξ
= − a
2q
μ∑
i=1
iθiξ
2i−1
(
2(q + 1) − 1
Di−1
)
ϕ2q − 2θμDμξ2μ+1Qμ. (25)
From (24), a direct computation shows that
2(q + 1) − 1
Di−1
= 2
(
(1+ q)((i − 1) + 2(m + Ci−1)) − (2(i − 1) + 1)
(i − 1) + 2(m + Ci−1)
)
.
Since m = 1/2(q − 1) and Ci  0, it holds that for i ∈N,
(1+ q)((i − 1) + 2(m + Ci−1))− (2(i − 1) + 1) (q − 1)(i − 1) + 2(1+ q)m − 1
= (q − 1)(i − 1) +
(
q + 1
q − 1 − 1
)
> 0.
Hence we obtain
2(q + 1) − 1
Di−1
> 0, i ∈N. (26)
Next we investigate the behavior of Qμ(ϕ; ξ). By deﬁnition of E(ϕ; ξ), we note that
Qμ = eξ2/4E + a
4q
(
2(q + 1) − 1
D
)
ϕ2q +
(
m + Cμ
4D
− 1
8
)
ϕ2. (27)μ μ
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Qμ >
(
m + Cμ
4Dμ
− 1
8
)
ϕ2.
Now we claim that for any q > 1 there exists μ0 = μ0(q) ∈N0 such that
m + Cμ0
4Dμ0
− 1
8
> 0. (28)
In fact, we get from (24)
m + Cμ
4Dμ
− 1
8
= 1
2
(
m + Cμ+1 − 1
4
)
.
Hence it is suﬃcient to show that there exists μ0 ∈ N0 such that m + Cμ0+1 > 1/4. By (24), we see
that
Cμ+1 = (2μ + 1)Cμ
μ + 2(m + Cμ) +m.
Suppose that m + Cμ+1  1/4 for all μ ∈N0. Then we have
Cμ+1 
(2μ + 1)Cμ
μ + 1/2 +m = 2Cμ +m.
Since Cμ > 0 for μ ∈N0, it holds that Cμ μm for μ ∈N0. However this contradicts m+ Cμ+1  1/4
for μ ∈ N0, which completes the claim. For the rest of this section, we ﬁx μ = μ(q) ∈ N0 satisfying
(28) and for simplicity we set
E(ϕ; ξ) = Eμ(ϕ; ξ).
Substituting (26) and (28) into (25), we obtain
d
dξ
E(ϕ; ξ) < 0, ξ > 0. (29)
Therefore we immediately obtain the following lemma.
Lemma 3.5. Let ϕ(ξ) be a positive solution of (S). Then it holds that
E(ϕ; ξ) > 0, ξ > 0.
Proof. From (29) and limξ→∞ E(ϕ; ξ) = 0, we obtain E(ϕ; ξ) > 0 for ξ > 0. 
Proof of Theorem 3.1. First we consider the critical case a = q. By deﬁnition of E(ϕ, ξ), Ei(ϕ, ξ) and
C0 = 0, we ﬁnd that
E(ϕ,0) = θ0E0(ϕ,0) = θ0P0(ϕ,0) = θ0C0ϕ(0)2 = 0.
2
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for the critical case is proved.
Next let a ∈ (0,q) and ϕ1(ξ), ϕ2(ξ) be two distinct positive solutions of (S). Without loss of gen-
erality, we can assume that
ϕ1(0) > ϕ2(0).
Lemma 3.6. The following two inequalities hold for ξ > 0,
ϕ1(ξ) > ϕ2(ξ),
d
dξ
(
ϕ2(ξ)
ϕ1(ξ)
)
 0.
Proof. We set ζ(ξ) = ϕ2(ξ)/ϕ1(ξ) and f (ξ) = e−ξ2/4(ϕ′2ϕ1 − ϕ2ϕ′1). Then we see that
dζ
dξ
= ϕ
′
2ϕ1 − ϕ2ϕ′1
ϕ21
= e
ξ2/4 f
ϕ21
.
To show ϕ1(ξ) > ϕ2(ξ), it is suﬃcient to show that ζ(ξ) < 1 for ξ > 0. Suppose that there exist
ξ1 < ξ2 such that ζ(ξ1) = ζ(ξ2) = 1, ζ(ξ) < 1 on [0, ξ1) and ζ(ξ) > 1 on (ξ1, ξ2). Then we have
dζ
dξ
(ξ1) 0,
dζ
dξ
(ξ2) 0,
which implies that f (ξ1) 0 and f (ξ2) 0. On the other hand, we see that
df
dξ
= −ae−ξ2/4ϕ2q−11 ϕ2
(
1− ζ 2(q−1))> 0, ξ ∈ (ξ1, ξ2),
which contradicts f (ξ1)  0  f (ξ2). Hence by ζ(0) < 1, there are two possibilities. One is ζ(ξ) < 1
on R+ . The other is ζ(ξ) < 1 on [0, ξ0) and ζ(ξ) > 1 on (ξ0,∞) for some ξ0 > 0. Suppose that
the later case occurs. By the above argument, we verify that df /dξ > 0 on (ξ0,∞) and f (ξ0)  0.
However this contradicts limξ→∞ f (ξ) = 0, which assures ζ(ξ) < 1 on R+. As a consequence, it holds
that df /dξ < 0 on R+ . By a boundary condition, we see that
f (0) = −ϕ2(0)qϕ1(0) + ϕ2(0)ϕ1(0)q > 0.
Hence from df /dξ < 0 and limξ→∞ f (ξ) = 0, we obtain f (ξ) > 0 on R+ . Thus dζ/dξ > 0 is derived,
which completes the proof. 
We deﬁne
F(ξ) = E(ϕ2; ξ) −
(
ϕ2(ξ)
ϕ1(ξ)
)2q
E(ϕ1; ξ).
From Lemma 3.5 and Lemma 3.6, we obtain
dF
dξ
 d
dξ
E(ϕ2) −
(
ϕ2
ϕ
)2q d
dξ
E(ϕ1).1
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dF
dξ
−2e−ξ2/2θμDμξ2μ+1
(
Qμ(ϕ2) −
(
ϕ2
ϕ1
)2q
Qμ(ϕ1)
)
−2e−ξ2/4θμDμξ2μ+1
(
E(ϕ2) −
(
ϕ2
ϕ1
)2q
E(ϕ1)
)
− 2e−ξ2/2θμDμξ2μ+1
(
m + Cμ
4Dμ
− 1
8
)
ϕ22
(
1−
(
ϕ2
ϕ1
)2(q−1))
.
Hence by Lemma 3.6 and (28), we get
dF
dξ
−2e−ξ2/4θμDμξ2μ+1
(
E(ϕ2) −
(
ϕ2
ϕ1
)2q
E(ϕ1)
)
.
We set
F (ξ) = E(ϕ2; ξ) −
(
ϕ2(ξ)
ϕ1(ξ)
)2q
E(ϕ1; ξ).
By Lemma 3.3 and Lemma 3.6, it holds that
dF
dξ
= − ξ
16
e−ξ2/4ϕ22
(
1−
(
ϕ2
ϕ1
)2(q−1))
−
(
d
dξ
(
ϕ2
ϕ1
)2q)
E(ϕ1) < 0.
Since limξ→∞ F (ξ) = 0, we ﬁnd that F (ξ) > 0 for ξ > 0. Hence we obtain
dF
dξ
(ξ) < 0, ξ > 0.
Since limξ→∞F(ξ) = 0, we conclude that F(0) > 0. On the other hand, by a boundary condition, it
holds that
F(0) = P0(0;ϕ2) −
(
ϕ2(0)
ϕ1(0)
)2q
P0(0;ϕ1) = 0.
However this contradicts F(0) > 0, which completes the proof. 
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