The relationship between the complexity classes P and NP is an unsolved question in the field of theoretical computer science. In the first part of this paper, a lattice framework is proposed to handle the 3-CNF-SAT problems, known to be in NP . In the second section, we define a multi-linear descriptor function H ϕ for any 3-CNF-SAT problem ϕ of size n, in the sense that H ϕ : {0, 1} n → {0, 1} n is such that Im H ϕ is the set of all the solutions of ϕ.
B.2 Examples
The set of solutions for any single clause ψ i will be represented by a 7 × 3 matrix. For example, 
S ψ1∧ψ2 will be represented by a 12 × 4 matrix : 
C. 2 The join operation of S ϕ -matrices Let A and B be two S ϕ -matrices and {x 1 , · · · , x n } the union of their support variables. Let
A and B be their extensions over {x 1 , · · · , x n }. Then we define the join operation of A and B by
Of course, this new matrix should be reordered so that the lines are in a ascending binary order, which can yield sometimes in replacing a line with a neutral sign by two lines with a one and a zero.
C. 3 The meet operation of S ϕ -matrices Let A and B be two S ϕ -matrices, A and B their extensions to the joint set of propositional variables. Let A k and B l be the one line matrices such that :
We define the meet operation of A and B as
where C k,l = x 1 x i x n a 1 k a i k a n k with
l if a i k = " · " "NaN" otherwise (9) C. 4 The empty and full S ϕ -matrices Let us call ∅, the empty matrix, with no line at all. The empty matrix is neutral for the join operator ∨ and absorbing for the meet operator ∧.
Let us define Ω, the full matrix, as a one line matrix with only neutral signs " · " in it. The full matrix is neutral for ∧ and absorbing for ∨.
C.5 Lattice structure of S ϕ -matrices A semi-lattice (X, ∨) is a pair consisting of a set X and a binary operation ∨ which is associative, commutative, and idempotent.
Let us note A the set of all the S ϕ -matrices. Then (A, ∨) and (A, ∧) are both semi-lattices, respectively called join and meet semi-lattices.
Let us define the two absorption laws as x = x ∨ (x ∧ y) and its dual x = x ∧ (x ∨ y). A lattice is an algebra (X, ∨, ∧) satisfying equations expressing associativity, commutativity, and idempotence of ∨ and ∧, and satisfying the two absorption equations. Therefore, (A, ∨, ∧) is a lattice over the set of S ϕ -matrices with respect to the join and meet operators. Indeed, S ϕ -matrices satisfy the absorption equations as S ϕ = S ϕ∨(ϕ∧ϕ ) = S ϕ∧(ϕ∨ϕ ) .
Moreover, (A, ∨, ∧) is a distributive bounded lattice as ∧ is distributive with respect to ∨ and A ∨ Ω = Ω & A ∧ ∅ = ∅ ∀A ∈ A. See [1] for more details over lattices.
D. "Hard" 3-CNF-SAT problems Definition I.1: A "hard" 3-CNF-SAT problem ϕ is defined in this paper as a problem with a small or limited set of solutions, in the sense that the number of solutions is bounded :
Note : the problem is said to be "hard" in the sense that the probability to get a solution at random [= Σϕ 2 n ] tends to zero as n tends to infinity. The hardiest 3-CNF-SAT problems are the one without solution. This paper only considers "hard" 3-CNF-SAT problems. 
Examples of H ϕ :
Hϕ ( 0 0 0 )
Hϕ ( 0 0 0 0 )
Hϕ
• The theorem is satisfied for n = 1 as
• Let the theorem be true for n − 1 and [S] be a S ϕ -matrix of dimension n. There exist two S ϕ -matrices [S 1 ] and [S 2 ] of size n − 1 such that :
as [S] can be divided in two sets of lines, the ones beginning with 0 and the ones with 1.
Using the recurrence hypothesis :
Definition II.2: Length of H ϕ and h i (α 1 , · · · , α i ).
Let len(h i ) be defined as the number of terms in h i (α 1 , · · · , α i ).
Let len(H ϕ ) be defined as the maximum length of h i (α 1 , · · · , α i ) : len(H ϕ ) = max i len(h i )
Corollary II.1: The descriptor function H ϕ is a n-dimensional modulo-2 multilinear combination of α i .
Proof: This is a mere consequence of the definition of h i (α 1 , · · · , α i ) in Theorem II.1.
Example : 
Proof: The proof is straightforward. See (13) for an example.
Theorem II.4: General descriptor function theorem
The descriptor function H ϕ∧ψ (α 1 , · · · , α n ), for the conjunction of a 3-CNF formulae ϕ with F ϕ as descriptor function and a 3-CNF clause ψ associated to G ψ can be computed via a general algorithm.
Let Λ = {(α 1 , · · · , α n ) ∈ {0, 1} n : F ϕ (α 1 , · · · , α n ) = G ψ (α 1 , · · · , α n )}. Then the following algorithm will give the exact H ϕ∧ψ (α 1 , · · · , α n ) :
The algorithm defines (α * 1 , · · · , α * n ) as the "nearest" line of (α 1 , · · · , α n ) in Λ. This depends
For instance, if
The forbidden values (α * r , α * s , α * t ) for ψ are (0 , 0 , 1) . We define the "nearest" line in {0, 1} n as the line having all the same α i , except for α t where we have α t + 1. Let us look at a line containing the forbidden values (α * r , α * s , α * t ). Two situations can occur :
• Situation B : The image by F ϕ of its nearest line does not include the forbidden values (α * r , α * s , α * t ). All the α i (i = t) are the same as in the original line, except α t that becomes α t + 1. The algorithm give us the solution :
• Situation C : The image by F ϕ of the nearest line does include the forbidden values
. This corresponds to the above example where the first nearest line of the line in grey [F ϕ (0, 0, 0) = (0, 0, 1)] also includes the forbidden values [F ϕ (0, 0, 1) = (0, 0, 1)]. We need to find a second nearest line, defined as the line having the same α i as the original line, except for α t−1 where it is the opposite. In our example, this is the third line, where F ϕ (0, 1, 0) = (0, 1, 0), a line corresponding to a solution. But it might be necessary to look at successive nearest lines before finding a line without the forbidden values and thus a solution for H ϕ∧ψ . Otherwise, the algorithm stops and the 3-CNF formula ϕ ∧ ψ is without solution.
The three situations can be summarized. The solution for H ϕ∧ψ will correspond to the following algorithm :
for some α j (j < t) so that situation A or B arises. We take the unique highest such α j . If not existing, ϕ ∧ ψ has no solution.
Theorem II.5: General computation theorem for 3-CNF formula The descriptor function for the conjunction of a 3-CNF formulae ϕ and a 3-CNF
can be numerically computed as the merging of their descriptor functions :
. . .
where, in a loop for l going from n to 1 :
Moreover if there exists a j < l , related to the highest α j (j is thus unique), such that :
includes the forbidden values. We look at the nearest l-uple not including the forbidden values, where we put α j := α j + 1]
computed by using a recursive call to definition (17).
Recursivity will end as soon as there is no longer such g * j (α 1 , · · · , α j ) = 1. When g * j (α 1 , · · · , α j )
is no longer a function of α i , that means that the 3-CNF-SAT ϕ ∧ ψ has no solution.
At the end of the loop, we replace
Proof: This computational formula gives the same answer for H ϕ∧ψ as the algorithm in Theorem II.4. Remember that (α * r , α * s , α * t ) are the forbidden values for ψ.
More formally, four situations in equation (17) should be considered for the index t :
[h t () is thus the merging of the cells f t () and g t () which are equivalent.]
[h t () sends α t to a value where the cells f t () and g t () are the same in [F ϕ ] and [G ψ ]]
[Impossibility to find a common cell between f t () and g t () ]
A descending order with respect of t for the computations ensures us that the new additional constraint over g j (·, α j ) has no repercussion over the already-computed function h l (·, α l ) [l ≥ t], as α l is not involved in g j (·, α j ).]
Note : The code for this merging operation is available at https://github.com/3cnf/ in the descriptor-solver directory.
C. Examples of computation
1) Example of a simple merging of two clauses
Computations for h t (·) [Descending order for t] :
Indeed, the merging of f 4 (·) and g 4 (·) should give g 4 (·) as f 4 (·) puts no constraint over x 4 .
Here, g 3 (·) puts no constraint over x 3 . Idem for h 2 (·) and h 1 (·).
2) Example of a uniformly distributed 3-CNF-SAT problem :
We have here :
Step
and
Let ϕ = m k=1 ψ k be a 3-CNF formula. We suppose, without any loss of generality, that these m 3-CNF clauses are sorted, in the following way :
Definition III.2: Set of predecessors P (t)
Let us compute f t (·) ∧ g t (·). We define the indice j of the highest α j found in the recursive call (18) as the predecessor of t, t being the successor of j. In the same way, x j and α j are called the predecessors of x t and α t . We denote them by : x j def = pred(x t ) and α j def = pred(α t ) j = pred 2 (t) iff j = pred(pred(t)) and so on.
Let us define P (t) as the set of the predecessors of t :
We define for all t in {3, · · · , n} :
Cl(x t ) = {ψ k where the variable x t appears with the highest indice} (26)
V (x t ) is the set of α i corresponding to the variables connected to x t by at least one clause ψ k where x t is the highest indexed variable. W (x t ) is the union of α i connected to the successors of x t , excluding α i with indice i higher than t.
Definition III.4: Sub-problem ϕ (L)
We define the sub-problem ϕ (L) associated to the subset L ⊆ {1, · · · , m} by :
and Cl (L) (x t ), V (L) (x t ) and W (L) (x t ) being the respective sets Cl(x t ), V (x t ) and W (x t ) for ϕ (L) . In the same way, we define P (L) (t) as the set of the predecessors of t for ϕ (L) . See (25).
Finally, we define : Proof:
Let us compute the complexity of f t (·) ∧ g t (·) in (17) for the most general case. First of all, one has to compute the four functions in square brackets :
[f t (·, 0) · g t (·, 0)] and [f t (·, 1) · g t (·, 1)]. We have :
len(g t (·, 0)) ≤ len(g t (·, α t )) and len(g t (·, 1)) ≤ len(g t (·, α t )) [≡ len(g t )]
when len(f t ) > 2 and len(g t ) > 2
The complexity for the four functions is then O(len(f t ) · len(g t )).
The complexity for computing h t (·) in (17) is :
O( 3 · [(len(f t ) · len(g t )) 2 + (len(f t ) · len(g t ))] + 2 · [2(len(f t ) · len(g t )) 2 + (len(f t ) · len(g t ))])
= O(7 · (len(f t ) · len(g t )) 2 + 5 · (len(f t ) · len(g t ))) = O([len(f t ) · len(g t )] 2 ) for large len(f t ) · len(g t )
Note : it needs three runs over the formula in the brackets to do the product with (α t + 1) :
one to compute the formula, one to multiply it by α t and one to add both results. Similarly, it takes two runs to compute the product with α t .
Using the same argumentation, we have :
and for the recursive call with j < t [see (18)] 
C. Cluster effect
From numerical tests, we see that a cluster effect appears in the middle of the algorithm. This is understandable as the variables with smaller indices are subject to more and more constraints coming from the first treated clauses. When W (n−t+1) (x t ) = {α 1 , · · · , α t }, we see a linear decrease of #W (n−t+1) (x t ) as t decreases from ∼ n 3 to 1. This cluster effect is at the hart of hard 3-CNF-SAT problems. Figure 1 Exact log 2 [len (h (n--t+1 Figure 1 : log 2 len(h t (·)) and len(h t (·)) for 3-CNF-SAT problem uuf50-02.cnf
See numerical results in

Exact len (h (n--t+1) t ) for 50 variables
IV. Complexity theorems for listing the solutions, given H ϕ
Theorem IV.1: The complexity for listing the solutions of a "hard" 3-CNF-SAT ϕ,
given H ϕ , is polynomial.
We consider a "hard" 3-CNF-SAT problem ϕ with n propositional variables. We suppose H ϕ is computed and available. Let Σ ϕ = # S ϕ = 2 O(1) be the number of solutions for ϕ.
Then the complexity needed to list all Σ ϕ solutions from H ϕ is O(2 n Σ ϕ ) = n 2 O(1) = O(n).
Proof:
Let us note that if S ϕ = ∅ (no solution), H ϕ does not exist. If there is only one solution
Let S ϕ = {s 1 , · · · ,s Σϕ } be the set of solutions withs j = (s 1 j , · · · , s n j ) and s i j ∈ {0, 1}. We can describe the solutions as leafs of a tree. For each node, one needs to find whether Im h t (· · · , α t ) = {0, 1}, {0} or {1}, where " · · · " represents the branch to the node. This takes O(2 × # nodes) operations.
Each solution corresponds to a leaf of the tree, and the branch to it contains n nodes. So, the maximal number of nodes for Σ ϕ solutions is n × Σ ϕ . Therefore, the complexity for listing the solutions of a "hard" 3-CNF-SAT problem ϕ is O(2 n Σ ϕ ) = O(n) as Σ ϕ = 2 O(1) .
Theorem IV.2: The complexity for listing the solutions common to many "solutions trees" is bound by their minimal complexity.
The complexity for listing the solutions of the sub-problem ϕ (L) is O(2 n Σ ϕ (L) ). To list the Let consider a solution (x 1 , · · · , x n ) for the 3-CNF-SAT problem ϕ :
Theorem V.1: Indicator function 1 Sϕ (x 1 , · · · , x n ) and descriptor function H ϕ Consider the 3-CNF-SAT problem ϕ and its descriptor function H ϕ , if it exists. The indicator function of the set of solutions S ϕ is given by :
Proof:
If H ϕ does not exist, this means that there is no solution for ϕ : S ϕ = ∅.
From (35), it follows that :
So, the definition given in (36) corresponds to the indicator function of S ϕ .
B. Properties
• Let ϕ and ϕ be two 3-CNF-SAT problems, and S ϕ ∩ S ϕ the set of common solutions.
Then, S ϕ∧ϕ = S ϕ ∩ S ϕ and 1 S ϕ∧ϕ (·) = 1 Sϕ (·) × 1 S ϕ (·), following the normal properties of indicator functions.
• Let S ϕ = {(s 1 , · · · , s n )} [ϕ has only one solution] then
• Let S ϕ have many solutions, then
The proof is easily done by recurrence.
• Let ϕ be a 3-CNF formula.
The proof follows directly from (15) and (35), considering that :
Let us remark that (39) could be of exponential complexity, as it is a multi-linear product of m sums of at least two terms, with m = O(n). Numerical results show here again a cluster effect when computing (39).
VI. A greedy polynomial algorithm for "hard" 3-CNF-SAT problems
A. The sub-problems ϕ ⊕ (xt) and ϕ (xt)
Definition VI.1: Let ϕ ⊕ (xt) be the sorted sub-problem of ϕ, restricted to the clauses in Cl(x t ) having x t as the highest indexed positive variable :
and ϕ xt with the clauses in Cl(x t ) having x t as the highest indexed negative variable :
Considering together the definition (40) of 1 Sϕ (x 1 , · · · , x n ) and (36), we get :
See (46).
Remember the computation algorithm (see Theorem II.5). By (17), we get :
For the next step of the algorithm [the computation of h t,(ψ1∧ψ2) ∧ψ3 (α 1 , · · · , α t )], we will get the same property (42) as h t,ψ1∧ψ2 (α 1 , · · · , α t ) will replace h t,ψ1 (α 1 , · · · , α t ) in the formula (17) and h t,ψ3 (α 1 , · · · , α t ) the term h t,ψ2 (α 1 , · · · , α t ).
Let us note that there will be no recursive call in the algorithm, as the condition (18) never occurs. Indeed :
as h t,ψ1 (α r1 , α s1 , 1) = 1 and h t,ψ2 (α r2 , α s2 , 1) = 1.
Therefore, at the end of the algorithm, we get
Theorem III.5 states that the complexity to compute H ⊕ ϕ (x t ) is :
All together, the m ⊕ t clauses of ϕ ⊕ (xt) concern at most (2 · m ⊕ t ) + 1 variables. Therefore,
where ∆ = m n is the ratio of the 3-CNF-SAT problem, see (1) . Without loss of generality, one can relabel the variables so that the minimal index 1 is attributed to the most frequent variable and so on for the remaining variables. An exact uniform distribution of the variables yields to m ⊕ t + m t ≤ 3∆ for all t. An extreme non uniform distribution, i.e. when each variable occurs only once except for one variable, relabeled x 1 , that occurs 3m − (n − 1), yields to m ⊕ t + m t = 1 for all t.
If the variables are at random in ϕ, ¬x t and x t should occur approximately 1 2 m n times, and m ⊕ t ≈ m t ≈ ∆ 2 for large n. This ratio is a good indicator of the hardness of the 3-CNF-SAT problem (see [3] ).
∆ being a constant with respect to n, the complexity for H ⊕ ϕ (x t ) given in (45) is thus :
The same arguments are used to prove that the complexity to get H ϕ (x t ) is O(n 2 ). 
where E(x 1 , · · · , x n ) is a linear combination of rank strictly less than n Proof: From the hypothesis, ϕ is satisfiable if and only if #S ϕ = 1. Let (s 1 , · · · , s n ) be this only solution of ϕ. Thus,
x t + E(x 1 , · · · , x n ) E(x 1 , · · · , x n ) depends on the value of (s 1 , · · · , s n ) : E(x 1 , · · · , x n ) = 0 when (s 1 , · · · , s n ) =
(1, · · · , 1) and E(x 1 , · · · , x n ) = n t=1 (x t + 1) − n t=1 (x t ) when (s 1 , · · · , s n ) = (0, · · · , 0). Whatever the solution, ( n t=1 x t ) appears in (41).
As
then, the apparition of ( n t=1
x t ) in (41) is equivalent to prove that #S ϕ = 1.
Example : Let us consider the following 3-CNF-SAT problem with 6 variables and no solution :
This gives us :
h 5,ϕ (x 5 ) (·) = x 5 + x 1 x 5 + x 1 x 2 x 3 x 4 x 5 h 6,ϕ (x 6 ) (·) = x 6 + x 5 x 6 + x 4 x 6 + x 4 x 5 x 6 + x 2 x 6 + x 2 x 5 x 6 + x 2 x 4 x 6 + x 2 x 4 x 5 x 6 + x 2 x 3 x 6 + Let us consider the similar 3-CNF-SAT problem ϕ without the 13 th clause : (x 4 ∨¬ x 2 ∨x 1 ).
ϕ has a unique solution : (s 1 , · · · , s 6 ) = (0, 1, 1, 0, 1, 0) . Here, we get :
Theorem VI.4: The 3-CNF-SAT problems, with #S ≤ 1 and ∆ = m n = O(1), are in P Proof :
x t + 1. Therefore, the computation of
is O(2 2 ∆ ) for all t and g t (x 1 , · · · , x t ) is a linear combination of the variables x i present in ϕ ⊕ (xt) (x 1 , · · · , x t ) or ϕ (xt) (x 1 , · · · , x t ), that is V (x t ) as defined in (27).
2 Let us consider g t (x 1 , · · · , x t ) :
We have just seen that the computation of all the coefficients c t (δ1,··· ,δt) is O(2 2 ∆ ). Let us note that g t (s 1 , · · · , s t ) corresponds to the total of the terms in g t (x 1 , · · · , x t ) not including x j such that s j = 0. For example, if g 3 (x 1 , x 2 , x 3 ) = 1 + x 1 + 3 x 1 x 2 + 7 x 1 x 2 x 3 , we get to any of the coefficients c t (δ1,··· ,δt) and to any value for g t (s 1 , · · · , s t ). 3 We have now to compute the coefficient of ( n t=1
x t ) in n t=1 g t (x 1 , · · · , x t ). But the entire computation of n t=1 g t (x 1 , · · · , x t ) is O(2 n ∆ ) as each factor has O(2 ∆ ) terms.
Definition VI.5:
• Let us define the sub-product :
What we are looking for is C 
The coefficient C 4 Therefore,
(1,1,1) = c 3 (0,0,1) C 
and so on · · · Each c i (δ1,··· ,δi−1,δi) is multiplied by 2 (δ1+···+δi−1) terms C , as every "1" in c i (δ1,··· ,δi−1,δi) , except for δ i , is replaced by a "0" and a "1" in the factors C (δ1,··· ,δi) , one should compute :
and to get all the C [1:i] (·) , this needs :
5 But:
Lemma VI.2: The complexity to compute C
Proof of the lemma :
Without loss of generality, one can suppose that V (x i ) = {x i−k∆ , · · · , x i }, as the number of variables in g i (x 1 , · · · , x i ) is O(∆). Thus,
The formula (49) to get C [1:i] (δ1,··· ,δi) should be modified :
Unfortunately, the formula (50) to get all C [1:i] (δ1,··· ,δi) is still O(2 i ).
as (δ i−k∆ + · · · + δ i−1 ) ≤ k∆
So, the complexity to get all C V (x n ) = {x n−k∆ , · · · , x n } : with (δ n−k∆ , · · · , δ n ) ∈ {0, 1} k∆ can occur in C (1,··· ,1) , depending of the values for c n (0,··· ,0,δ n−k∆ ,··· ,δn) .
3. AND to compute these O(2 ∆ ) terms C (0,··· ,0,δ n−k∆ ,··· ,δn−1) , the complexity given by (52) is not exponential but O(4 ∆ ) :
as (δ n−k∆ + · · · + δ n−2 ) ≤ k∆ − 1 and (δ 1 , · · · , δ i−k∆−1) ) = (0, · · · , 0) and (δ (0,··· ,0,δ n−k∆ ,··· ,δn−1) . Indeed, g n−1 (x 1 , · · · , x n−1 ) is a linear combination of O(2 ∆ ) variables, the ones in V (x n−1 ).
So, δ i = 1 for i :
with δ i = 0 for i :
can occur in C (δ1,··· ,δn−2) with δ i = 0 for i :
and δ i = 0 for i :
6. This step is similar to step (4) : the same arguments with V (x n−2 ) yields to the same conclusion, that one need to know at most O(2 ∆ ) terms C 7. And so on, till g 1 (x 1 ).
In conclusion, the complexity to compute C (1,··· ,1) is the sum of the computing complexity of each even step :
Example : Let us consider this situation : + c n (0,··· ,0,0,1,1) C (1,··· ,1,1,1) + C (1,··· ,1,1,1) + C (1,··· ,1) = 1 ⇔ S ϕ = ∅] is P .
Proof: As the computation of C 
Corollary VI.2:
A 3-CNF-SAT problem ϕ with ∆ = O(1) and #S ϕ = 2 k + 1 (k ∈ N) is P .
Proof: From (38), we get :
Therefore, the hypotheses of Corollary VI.1 are satisfied, and the 3-CNF-SAT problem is P C. Complexity theorems for 3-CNF-SAT problems with #S ϕ ≤ 2 k
We have found a polynomial algorithm to solve the satisfiability of any 3-CNF-SAT problem, assuming only zero or an odd number of solutions can occur. What about 3-CNF-SAT problems with a possible even number of solutions ?
1 Let us begin with ϕ such that #S ϕ is zero or 2 and S ϕ = {(s 1 , · · · , s n ), (s 1 , · · · , s n )} or ∅.
• Suppose ∃ !j ∈ {1, · · · , n} such that s j = s j .
1 Sϕ (x 1 , · · · , x n ) = n i=1
i =j
x i + E(x 1 , · · · , x j−1 , x j+1 , · · · , x n ) ⇒ ϕ is satisfiable ⇔ ∃ C 1 Sϕ (x 1 , · · · , x n ) = i ∈I (1)
x i + E(x 1 , · · · , x n ) (#S ϕ = 2) ⇒ {j : µ(j) = 1} = ∅ ϕ is satisfiable ⇔ ∃ C 1 Sϕ (x 1 , · · · , x n ) = K l=1 i ∈I (l) x i + · · · + {j1,··· ,jp} : µ({j1,··· ,jp})=1 i ∈{j1,··· ,jp}
#S ϕ ≤ 2 k ⇒ {j 1 , · · · , j k } : µ({j 1 , · · · , j k }) = 1 = ∅ It is possible that : {j 1 , · · · , j p } : µ({j 1 , · · · , j p }) = 1 = ∅ for p < k with δ i ≤ n is shown to be O(n).
In conclusion, on the assumption of a 2 k limit for the number of solutions, the general complexity for any 3-CNF-SAT problem with ∆ = m n = O(1) is k i=0 n i O(n) ≤ (n + 1) k O(n) = O(n k ) for large n wrt k.
Therefore, the "hard" 3-CNF-SAT problems are in P , as their number of solutions is limited by 2 k .
VII. Remarks and further researches
It is important to stress that this is not a heuristic proof. The fact that our polynomial algorithm does not deliver any solution, but only states whether they exist or not, is a key issue for downgrading the complexity level in our paper. This is a very high price to pay, perhaps further researches could lighten this price.
It is also essential to underline that this is not a proof that NP = P . It is a first insight in the complex question of the boundary between P and NP . The search of a polynomial algorithm for easy 3-CNF-SAT problems [#S ϕ = O(2 k )] is under way, but the main issue seems to be how to distinguish between easy and hard 3-CNF-SAT problems and if it is possible to do that in a polynomial complexity.
An algorithm, freely available, exists and was heavily used to check the theoretical results of this paper.
