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Abstract     
The identification of RNA secondary structures has 
been among the most exciting recent developments 
in biology and medical science. Prediction of RNA 
secondary structure is a fundamental problem in 
computational structural biology. For several 
decades, free energy minimization has been the most 
popular method for prediction from a single 
sequence. It is based on a set of empirical free 
energy change parameters derived from experiments 
using a nearest-neighbor model. Accurate prediction 
of RNA secondary structure from the base sequence 
is an unsolved computational challenge. The 
accuracy of predictions made by free energy 
minimization is limited by the quality of the energy 
parameters in the underlying free energy model. 
More recently, stochastic context-free grammars 
(SCFGs) have emerged as an alternative 
probabilistic methodology for modeling RNA 
structure. Unlike physics-based methods, which rely 
on thousands of experimentally -measured 
thermodynamic       parameters, SCFGs use fully-
automated statistical learning algorithms to derive 
model parameters.   
This paper proposes a new algorithm that computes 
base pairing pattern for RNA molecule. Complex 
internal structures in RNA are fully taken into 
account. It supports the calculation of stochastic 
context-free grammars (SCFGs), and equilibrium 
concentrations of duplex structures. This new 
algorithm is compared with dynamic programming 
benchmark mfold and algorithms (Tfold, and 
MaxExpect). The results showed that the proposed 
algorithm achieved better performance with respect 
to sensitivity and positive predictive value.  
Keywords:  RNA folding, RNA secondary structure, 
computational biology, stochastic context-free 
grammars (SCFGs), sensitivity, positive predictive 
value. 
 
1. Introduction   
 
RNA is a single strand of nucleotides composed of 
adenine (A), guanine (G), cytosine (C) and uracil 
(U) and it can fold back on itself to form its   
secondary  structure  with  base  pairs  like   A - U, 
G = C, and G ≡ U. However, an RNA sequence can 
fold to form several possible secondary structures. 
Determining the correct secondary structure is called 
the RNA secondary structure prediction problem 
[1],[2],[3].  The importance of Ribonucleic Acid 
(RNA) has increased in the recent years. It was 
found that RNA performs a central role within the 
living cells such as carrying genetic information 
(mRNA), interpreting the code (ribosomal RNA), 
and transferring genetic code (tRNA). It also plays 
many diverse roles in biology, include catalyzing 
chemical reactions [4],[5],[6], directing the site 
specific modification of RNA nucleotides, 
controlling gene expression, modulating protein 
expression and serving in protein localization 
[7],[8],[9]. On the other hand the importance of 
accurate predictions of secondary structures has 
increased due to the recent finding of functional 
non-coding RNAs whose functions are closely 
related to their secondary structures. Identifying the 
secondary structure of an RNA molecule is the 
fundamental key to understand its biological 
function and predict its tertiary structure [10], [11], 
[12].The physical methods for RNA secondary 
structure prediction are time consuming and 
expensive, thus methods for computational 
prediction will be a proper alternative. Various 
algorithms have been used for RNA structure 
prediction including dynamic programming and 
metaheuristic algorithms [13], [14]. Computational 
methods for modeling RNA secondary structure 
provide useful initial models for solving the tertiary 
structure[15],[16]. The problem of computational 
prediction of secondary structure for a single RNA 
sequence dates back to the early 1970s . Zuker et al. 
[3]  proposed the Dynamic Programming (DP) 
algorithm which called mfold. It is still a popular 
algorithm to find secondary structure of an RNA 
molecule. Moreover, it has become the benchmark 
for predicting the RNA secondary structure. mfold 
takes the primary RNA sequence as input, and uses 
a complex thermodynamic model to evaluate the 
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pseudoknot-free secondary structure with the 
Minimum Free Energy (MFE). RNAFold from the 
ViennaRNA [17] package predicts the RNA 
secondary structure through energy minimization. It 
reads an RNA sequence as input and provides three 
kinds of algorithms to predict the structure:                
  i) the MFE algorithm to find a single optimal 
structure;                                                                       
 ii) the partition function algorithm to calculate the 
base pair probabilities in the thermodynamic 
ensemble;                                                                      
iii) the suboptimal folding algorithm to generate all 
suboptimal structures based on MFE.                                                                   
Currently, three different approaches study the RNA 
secondary structures. The first one is the single 
sequence approach which predicts the secondary 
structure by searching the minimum free energy 
(MFE)[15], [18]. The second is the comparative 
sequence analysis. The iterative process takes a 
sequence, apples accurate sequence alignments data 
and analyzes the structure that is common to all the 
sequences in the database. Most of the developed 
methods which based on the free energy 
minimization either apply Dynamic Programming 
(DP) or a metaheuristics on the domain. The third is 
Stochastic Context-Free Grammar (SCFG) which 
predicts the most possible RNA secondary structure 
using context-free grammar and a defined set of 
probabilities for each grammar rule. These 
algorithms form the base of using computer 
programs to predict RNA secondary structures [19]. 
Stochastic context-free grammars (SCFGs) have 
emerged as an alternative probabilistic methodology 
for modeling RNA structure [20]. These models 
specify formal grammar rules that induce a joint 
probability distribution over possible RNA 
structures and sequences. In particular, the 
parameters of SCFG models specify probability 
distributions over possible transformations that may 
be applied to a ‘‘nonterminal’’ symbol, and thus are 
subject to the standard mathematical constraints of 
probability distributions (i.e. parameters may not be 
negative, and certain sets of parameters must sum to 
one). Though these parameters do not have direct 
physical interpretations, they are easily learned from 
collections of RNA sequences annotated with 
known secondary structures, without the need for 
external laboratory experiments [21],[22].                                                                  
This paper proposes a new folding algorithm that 
predicts the RNA secondary Structure.  Maximizing 
the number of base pairing and RNA stochastic 
context-free grammars (SCFGs) are taken into 
account during the program design. Also the rules 
that control RNA reliability are considered. 
Performance of the considered algorithm is 
compared with mfold, Tfold, and MaxExpect 
algorithms using standard sets of RNA test 
molecules. Section 2, provides a short overview of 
RNA secondary structure algorithms. RNA 
secondary structure prediction via Stochastic 
Context Free Grammars is presented in Section 3. 
The proposed folding algorithm is introduced in 
Section 4. The experimental results are presented in 
Section 5. Conclusion is given in Section 6.   
                            
 2. Related Work   
 
Many RNAs conserve a base-paired secondary 
structure that is important to their function. Accurate 
RNA secondary structure predictions help in 
understanding RNA’s function, in identifying novel 
functional RNAs in genome sequences, and in 
recognizing evolutionarily related RNAs in other 
organisms. Most RNA secondary structure 
prediction algorithms are based on energy 
minimization [23]. Alternatively, probabilistic 
modeling approaches, using stochastic context-free 
grammars (SCFGs) can be used. A potential 
advantage of a probabilistic modeling approach is 
that it is more readily extended to include other 
sources of statistical information that constrain a 
structure prediction [24], [25].                                                                
SCFGs solve the problem of aligning most 
secondary structure by forming a probabilistic 
model that takes into account both primary and 
secondary structure information [26].  Stochastic 
context free grammars are an extension of hidden 
markov models and have their basis in formal 
language theory and probability SCFGs can be used 
to model secondary structure interaction of 
biological molecules. SCFGs use a grammar to 
generate a string by applying a series of string 
rewrite rules. The sequence of productions used can 
be interpreted as representing different biological 
structures such as base pairs [27],[28]. Previous 
approaches used the average pair probability matrix 
for obtaining the consensus structures [29],[30]. 
They have used the base pairing probability matrices 
of single sequences to predict the consensus 
secondary structures. In particular, the Construct 
program [31] predicts consensus interpreted method 
in terms of the maximal expected accuracy (MEA) 
principle. A method to predict the conserved 
secondary structures from multiple aligned 
sequences was presented in [24]. This method first 
calculates the base pairing probability matrix for 
each sequence, which are subsequently averaged to 
yield the base pairing probability matrix of the 
alignment. The consensus secondary structure is 
obtained by maximizing the expected accuracy of 
the structure with respect to the base pairing 
probabilities. CONTRAfold[30], uses probabilistic 
parameters learned from a set of RNA secondary 
structures to predict base-pair probabilities and then 
predicts structures using the maximum expected 
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the optimal structure (having highest expected pair 
accuracy) and suboptimal structures to serve as 
alternative hypotheses for the structure. It explores 
the use of maximum expected accuracy in single 
sequence secondary structure prediction, where 
thermodynamics are utilized to predict the 
underlying base-pair probabilities. Tfold[32] takes 
as input a RNA sequence for which the secondary 
structure is searched and a set of aligned 
homologous sequences. It combines criteria of 
stability, conservation and covariation in order to 
search for stems and pseudoknots (whatever their 
type). Stems are searched recursively, from the most 
to the least stable. It uses an algorithm called SSCA 
for selecting the most appropriate sequences from a 
large set of homologous sequences (taken from a 
database for example) to use for the prediction.                 
                                                                                      
3- Secondary Structure Prediction via 
Stochastic Context Free Grammars.                 
 
One of the most promising techniques in 
bioinformatics is the analysis of stochastic 
grammars, since they allow the generation of 
sequence patterns in a natural way, besides having a 
broader range of action than other architectures [33], 
[34]. Stochastic grammars have its origins in formal 
grammars that were developed as a model to analyze 
natural languages. Grammars are useful tools to 
model character sequences, in a certain way are 
useful to model molecular biology sequences. Many 
bioinformatics problems can be reformulated in 
terms of formal languages, producing the 
corresponding grammar from the available data 
[35],[36].                                             
 
3.1 Modeling Secondary Structure with SCFGs  
In the RNA secondary structure prediction problem, 
we are given an input sequence x, and our goal is to 
predict the best structure y. For probabilistic parsing 
techniques, this requires a way to calculate the 
conditional probability P(y/x) of the structure y 
given the sequence x.                                                                                          
 
3.1.1 Representation Stochastic Context -Free 
Grammars (SCFGs)  
SCFGs provide a compact representation of a joint 
probability distribution over RNA sequences and 
their secondary structures. SCFG for secondary 
structure prediction defines (1) a set of 
transformation rules, (2) a probability distribution 
over the transformation rules applicable to each 
nonterminal symbol, and (3) a mapping from parses 
(derivations) to secondary structures. For example, 
consider the following simple unambiguous SCFG 
for a restricted class of RNA secondary structures 
[37],[38]:                                                                                                 
 
(1) Transformation rules.  
S → aSu | uSa | cSg | gSc | gSu | uSg | aS | cS | gS | 
uS | ϵ :       
 
(2) Rule probabilities. The probability of 
transforming a nonterminal S into aSu is pS→aSu, 
and similarly for the other transformation rules. 
 
(3) Mapping from parses to structures. The 
secondary structure y corresponding to a parse σ 
contains a base pairing between two letters if and 
only if the two letters were generated in the same 
step of the derivation for σ.                                           
For a sequence x = agucu with secondary structure  
y = ( ( . ) ), the unique parse s corresponding to y is  
                  
 
S → aSu → agScu → aguScu →agucu.  
 
The SCFG models the joint probability of 
generating the parse s and the sequence x as 
 
P(x‚ σ) = PS→aSu · PS→gSc · PS→uS · PS→ ϵ  
 
It follows that  
   
Where Ω(x) is the space of all possible parses of x.   
 
3.1.2 RNA Secondary Structures  
 A secondary structure Y on a sequence x of length n 
is a set of base pairs (i, j), i <j, such that (i, j) ∈ Y 
implies that (xi, xj) is either a Watson-Crick (GC or 
AU) or a wobble (GU) base pair.  
1- Every sequence position i takes part in at most 
one base pair, i.e., Y is a matching in the graph of 
"legal" base pairs that can be formed within 
sequence x. 
2- (i, j) ∈ Y implies |i - j| ≥ 4, i.e., hairpin loops have 
at least three unpaired positions inside their closing 
pair.                                                                              
3- If (i, j) ∈ Y and (k, l) ∈ Y with i <k, then either i <j 
<k <l or i <k <l <j. This condition rules out knots 
and pseudoknots. Together with condition 1 it 
implies that Y is a circular matching [16, 31,39].                                  
Secondary structure prediction can be benchmarked 
using sensitivity and positive predictive value (PPV) 
for base-pair prediction. Sensitivity is the percentage 
of known pairs correctly predicted, and PPV is the 
percentage of predicted pairs that are in the known 
structure. These two statistics are calculated as: 
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The sensitivity of free energy minimization has been 
benchmarked as high as 73% on a diverse database 
of RNA sequences with known structures of fewer 
than 700 nucleotides [39], [40], but the PPV of free 
energy minimization is only 66%. The lower PPV 
has two causes. First, there is a tendency to over 
predict base pairs because the formation of pairs 
lowers the free energy change. Second, occasionally 
the database of known structures does not annotate 
all experimentally determined base pairs, and 
predicting a correct pair that is not annotated lowers 
PPV[40].           
                                                                                                                                                                                                                   
4- The Proposed Folding Algorithm  
 
RNA structure is dominated by base pairs which 
induce highly predictable patterns of long distance 
pairwise residue complementarity in RNA primary 
sequence. SCFGs were introduced into 
computational biology as general models of primary 
sequence analysis, Fig.1 briefly sketches the features 
of linear sequence algorithms (using regular 
grammars) and RNA sequence/structure algorithms 
(using context-free grammars). Both are generative 
models, consisting of a set of production rules that 
generate good sequences (those that belong to a 
gene model) with higher probability.                                                                                                                             
 
 
 
Fig. 1   An Example of RNA Context Free Grammars  
  
A stochastic grammar specifies a probability for 
each production in the grammar and thus assigns a 
probability to each string (sequence) it derives. This 
paper introduces the folding algorithm which 
implements a SCFG for RNA secondary structure 
predication. The stability of the RNA secondary 
structure increases according to the number of GC 
versus AU and GU. Also the number of base pairs in 
a hairpin loop region has a high effective in RNA 
stability. The number of unpaired bases decreases 
the stability of the structure such as interior loops, 
hairpin loop and bulges. So increasing the predicted 
base pairs is taken as a parameter in the proposed 
algorithm. Given a single RNA sequence, first 
starting from position i, scanning the total RNA and 
finding all possible base pairs for nucleotide i. 
assigning a number for each  nucleotide j that can 
base pair with nucleotide i  wight(i, j). This number 
is calculated by knowing the maximum number of 
base pair that can be formed if this pairs are joined. 
Second, The base-pair probability of an i-j pair, 
Pbp(i, j), is calculated  using position-specific SCFG 
probability. This proposed wants to search a 
sequence database for similar sequences. A position-
specific SCFG is constructed which has a set of 4 
scores for each single-stranded position, 16 scores 
for each base pair, and appropriate extra states and 
state transitions that allow for insertions and 
deletions. The base-pair probabilities provide the 
information about base pairs shared by multiple 
secondary structures. The base pairs with higher 
base-pair probability are more likely to be correctly 
predicted than base pairs with lower base-pairing 
probability.                   
Accordingly, The final probability of the base pair 
i,j can be calculated using 
 
   
α, and β are two variables that used to determine the 
percentage contribution of every parameter in the 
final probability. The proposed algorithm was run 
with different values for α, and β. The best result 
was found when α equal to 0.7 and β equal to 0.3. 
Base pairs in the proposed folding RNA algorithm 
must satisfy the following constraints:                                                   
1) For (i,j), it must be canonical base pairs; 
2) Each base cannot share more than one base; 
3) Pairing bases must be at least three bases apart 
i−j > 3  
4) two base pairs must not cross, i.e.: i, j ∩ i’ , j’ = ϕ  
or for all (i, j), (i’ , j’) either i < i’ < j < j’ hold.   
The pseudo code of the proposed folding algorithm 
is shown in Fig. 2.  
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‐Calculate number of nucleotides in the given RNA sequence (L).
‐Starting from 5’ end.
‐Set i=  1.
‐For i=  1 to L
‐ find all possible canonical base pairs pools.
‐ if nucleotide (i‐ 1) connected with nucleotide (j) 
‐ search in canonical base pairs of nucleotide if o r  nucleotide (j+1)
‐ if  nucleotide  (j+1) found
‐ connect nucleotide  it o  nucleotide j+1
end if
else  
‐ calculate weight and base pair probability for every nucleotide in the pool
then calculate final probability .
‐ find the nucleotide that give maximum final probability
‐ check RNA constraints. If they are satisfied then connect nucleotide it o  
the chosen nucleotide 
end if
end for
‐ Return final chosen secondary structure 
 
Fig.2  The Pseudo Code of the Proposed Folding Algorithm. 
 
 
for parameters α, and β. The best results with respect 
to sensitivity are reported in table 1, for α=0.7, and 
β=0.3. The result shows that the contribution of 
weight in determining the final probability must be 
more than the contribution of base pair probability. 
That is because weight calculation based on 
maximizing the number of base pairs which lead to 
increase RNA stability.                                                                           
The table result shows that the proposed algorithm 
achieved best results with respect to Tfold, 
MaxExpect and mfold algorithms. That is because 
of joining the SCFG probability with max base pair 
weight. Each parameter of them contributed in 
finding the best base pairing. Fig. 3, shows the 
secondary structure predicted by the proposed 
algorithm compared with the known secondary 
structure. The blue lines represent the base pairs for 
both the known and predicted structure.  The red 
lines represent the predicted base pairs which are not 
found in the known structure. The green lines 
indicate the base pairs in the known structures which 
have not been predicted. It is noted that the proposed 
algorithm in Fig. 3(a), could have found all base 
pairs correctly. 
 
Table 1: The Accuracies of the Proposed Algorithm, Tfold, MaxExpect, and Free Energy Minimization.  
 
 
RNA  type  
Proposed Algorithm  Tfold  MaxExpect  
 
Free Energy 
Minimization  
Sensitivity   
%  
PPV  
%  
Sensitivity  
%  
PPV  
%  
Sensitivity  
%  
PPV  
%  
Sensitivity   
%  
PPV  
%  
5s rRNA  85±15    92±7.0  80±15.0  93±7.0   72.5 ± 26.4  
 
65.3±23.6  
 
72.9±26.6  63.9±23.8  
 
 5- Experimental Result   
 
  Secondary structures determined by comparative 
analysis were used as known structures. The 
database includes various types of RNA as used in 
previous benchmarks [23, 40]. Also the test 
sequences were taken from the comparative RNA 
website [41].                                                                             
 Maximization of expected final probability provides 
a best estimate for an RNA secondary structure. The 
base-pair probabilities and Wight value are 
calculated from actual information provided by the 
studying RNA. The proposed algorithm was tested 
on a diverse database of RNA sequences with 
known secondary structures. The optimal, folding 
structure is predicted and compared with the known 
structure in the database.  The accuracy of prediction 
is reported as sensitivity and PPV.                                                                                                                
Table 1, summarizes the accuracies of the proposed 
algorithm, Tfold, MaxExpect, and free energy 
minimization for RNAs in the database. The 
proposed algorithm was tasted with different values                                                                                                               
 
 
 
While the result regard to mfold was 94.1%. In Fig. 
3(b), the proposed algorithm could find 30 base 
pairs out of 31, which is 96.8% of the known base 
pairs. While the result regard to mfold was 87%. In 
Fig. 3(c), the proposed algorithm could find 36 base 
pairs out of 37, which is 97.3% of the known base 
pairs. While the result regards to mfold was 89.2% .  
 
6- Conclusions  
In this paper, a new proposed algorithm is presented 
to find the RNA secondary structure. It is shown that 
the proposed algorithm provides better performance 
in predicting the RNA secondary structure. That is 
because of joining the SCFG probability with max 
base pair weight. Comparisons to mfold, Tfold, and 
MaxExpect algorithms have been performed. The 
proposed algorithm is found to achieve better 
performance than the other algorithms. That is 
because it tries to increase the predicted RNA 
stability by increasing the total base pairs.  The 
comparisons between those algorithms were in 
terms of sensitivity and positive predictive value.  
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Fig. 3  The Secondary Structures of (a)  5S Ribosomal RNA 
(X14441)   (b) (eu)Bacterial 5S Ribosomal RNA     (c) 5S rRNA 
(X67579) predicted  by proposed algorithm compared to the 
native structure. 
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