We consider a nonlinear, nonhomogeneous parametric elliptic Dirichlet equation driven by the sum of a p-Laplacian and a Laplacian (so-called (p,2)-equation) and with a nonlinearity involving a concave term which enters with a negative sign. By applying variational methods along with truncation and comparison techniques as well as Morse theory (critical groups), we show that the problem under consideration has at least five nontrivial solutions (four of them have constant sign) for all sufficiently small values of the parameter.
Introduction
Let ⊆ R N be a bounded domain with a C 2 -boundary ∂ and let 1 < q < 2 < p < ∞. We study the following nonlinear nonhomogeneous parametric Dirichlet problem 
( ).
Here λ > 0 is a parameter to be specified and since 1 < q < 2 < p < ∞, the right-hand side in problem (P) λ contains a concave term given through −λ|u| q−2 u. The perturbation f : ×R → R is a Carathéodory function (that is, x → f (x, s) is measurable for all s ∈ R and s → f (x, s) is continuous for a.a. x ∈ ) being ( p − 1)-linear near ±∞ and resonance can occur with respect to the principal eigenvalueλ 1 ( p) > 0 of − p , W In (1.1), we have the competing effects of two distinct nonlinearities of different nature meaning that there is a concave term λ|s| q−2 s and also a convex one |s| r −2 s. The authors of [1] were interested to find positive solutions and proved that the problem has two positive solutions provided λ > 0 is sufficiently small. Additional results for problems with combined nonlinearities as above were obtained by Bartsch and Willem [2] , Li et al. [3] , and Wang [4] . Extensions to equations driven by the Dirichlet p-Laplacian can be found in García Azorero et al. [5] , Gasiński and Papageorgiou [6] , Guo and Zhang [7] , Hu and Papageorgiou [8] , and Marano and Papageorgiou [9] . In all of the aforementioned works, the parametric concave term enters in the reaction with a positive sign. In our problem (P) λ , the parametric concave term appears in the reaction with a negative sign. This produces a different geometry for the problem and therefore leads to a different multiplicity theorem. Semilinear problems with such a concave term were investigated by de Paiva and Massa [10] , Papageorgiou and Rȃdulescu [11] , and Perera [12] .
We mention that equations involving the sum of a p-Laplacian and a Laplacian (also known as ( p, 2)-equations) arise in mathematical physics; see, for example, the works of Benci et al. [13] (quantum physics) and Cherfils and Il yasov [14] (plasma physics).
Our approach is variational based on critical point theory coupled with suitable truncation and comparison techniques as well as Morse theory (critical groups). In the next section, for the reader's convenience, we review the main mathematical tools that we will use in the sequel.
Preliminaries
Let X be a Banach space and X * its topological dual while ·, · denotes the duality brackets to the pair (X * , X ).
Definition 2.1
The functional ϕ ∈ C 1 (X ) fulfills the Palais-Smale condition (the PS-condition for short) if the following holds: Every sequence (u n ) n≥1 ⊆ X such that (ϕ(u n )) n≥1 is bounded in R and ϕ (u n ) → 0 in X * as n → ∞, admits a strongly convergent subsequence.
This compactness-type condition on ϕ leads to a deformation theorem which is the main ingredient in the minimax theory of the critical values of ϕ. A basic result in that theory is the so-called mountain pass theorem. 
Then c ≥ m ρ with c being a critical value of ϕ.
In the analysis of problem (P) λ in addition to the Sobolev space W 1, p 0 ( ), we will also use the ordered Banach space
and its positive cone
This cone has a nonempty interior given by
where n = n(x) is the outer unit normal at x ∈ ∂ . Throughout this paper we denote the norm of W 
Let f 0 : × R → R be a Carathéodory function satisfying a subcritical growth with respect to the second argument, that is
for a.a. x ∈ and all s ∈ R, with a ∈ L ∞ ( ) + , and 1 < r < p * , where p * is the critical exponent of p given by
The next result is a special case of a more general theorem of Aizicovici et al. [15] and essentially is an outgrowth of the nonlinear regularity theory (see Ladyzhenskaya and Ural tseva [16] , Lieberman [17] ). 
Remark 1
The first result in this direction was obtained by Brezis and Nirenberg [18] . Subsequently, important extensions were proved by García Azorero et al. [5] , Guo and Zhang [7] , and Winkert [19] . •λ 1 ( p) is positive, simple, and isolated; •λ
The infimum in (2.2) is realized on the one-dimensional eigenspace whose elements do not change sign which easily follows from the representation in (2.2). Denote byû 1 ( p) the L p -normalized eigenfunction (i.e. û 1 ( p) p = 1) associated toλ 1 ( p), the nonlinear regularity theory implies thatû 1 ( p) ∈ C 1 0 ( ) and the usage of the nonlinear maximum principle (see Gasiński and Papageorgiou [20, 
In addition toλ 1 ( p) > 0, the Lusternik-Schnirelmann minimax scheme gives a whole strictly increasing sequence
If p = 2, we do not know if this sequence exhausts the whole spectrum of (− p , W 1, p 0 ( )) but in case N = 1 (ordinary differential equations) or p = 2 (linear eigenvalue problem), the answer is positive. In the case p = 2, we denote by E λ k (2) , k ≥ 1, the finite-dimensional eigenspace corresponding to the eigenvaluê λ k (2) . Applying classical regularity theory, we have that and the eigenspace has the so-called unique continuation property (ucp for short) meaning that if u ∈ E λ k (2) vanishes on a set of positive Lebesgue measure, then u(x) = 0 for all x ∈ . For every k ≥ 1 we set
In the linear case, we have a variational characterization for all eigenvalues, namelŷ
and for k ≥ 2λ
Taking into account the ucp of the eigenspaces along with (2.3), (2.4), we obtain the subsequent lemma.
Using the properties ofλ 1 ( p), we derive the following result (see, e.g. Papageorgiou and Kyritsi [21, p.356] ). Next, we briefly recall some basic definitions and facts about Morse theory related to critical points. To this end, let X be a Banach space, ϕ ∈ C 1 (X ) and c ∈ R. We introduce the following sets.
(the critical set of ϕ at the level c).
with integer coefficients. The critical groups of ϕ at an isolated u 0 ∈ K c ϕ are defined by
where U is a neighborhood of u 0 such that K ϕ ∩ ϕ c ∩ U = {u 0 }. The excision property of singular homology theory implies that the definition of critical groups above is independent of the particular choice of the neighborhood U . If u 0 ∈ X is a local minimizer of ϕ, then
where δ k,0 is the Kronecker symbol, that is
For s ∈ R, we set s ± = max{±s, 0} and for u ∈ W
The Lebesgue measure on R N will be denoted by | · | N . Finally, for any Carathéodory
Constant sign solutions
In this section, we prove the existence of constant sign solutions for problem (P) λ . We impose the following conditions on the perturbation f : × R → R. 
uniformly for a.a. x ∈ ; (iv) f (x, ·) is locally lower Lipschitz for a.a. x ∈ , that is, for every compact set K ⊆ R, there exists a constant c K > 0 such that
Remark 1 Hypothesis H 1 (ii) implies that we can have resonance asymptotically at ±∞ with respect toλ 1 ( p) > 0.
In order to prove the existence of constant sign solutions, we consider the positive and negative truncations of the reaction in problem (P) λ for λ > 0, namely the Carathéodory functions
which is of class C 1 as well. First, we will see that the functionals stated above are coercive. The second relation gives
and we may assume that
with some y ∈ W 1, p 0 ( ). Applying the representation of y n inequality (3.1) becomes
Because of hypothesis H 1 (i) we have that ⎛
Taking into account the Dunford-Pettis theorem along with assumption H 1 (ii) we obtain
e. in . Passing to the limit in (3.3) as n → ∞ and applying (3.2) as well as (3.4) yields
which implies
Suppose now that ϑ =λ 1 ( p). Then from (3.6) and Lemma 2.6 we get y + = 0. So inequality (3.5) implies y − = 0, that is y = 0. Then, using (3.3), we see that 
Thanks to hypothesis H 1 (ii) and since q < p we further obtain for a.a. x ∈ and for all u > 0
for a.a. x ∈ and for all y ≥ u > 0. From hypothesis H 1 (ii) we see at once that
Then, passing in (3.8) to the limit as y → +∞, since q < p, we derivê Inequality (3.1) can be written as
which, due to (2.2) and (3.9), gives [22] . For completeness we provide the proof. Proof The proof will be given only for ϕ + λ , the other ones work similarly. Suppose
The assertion in (3.12) along with the coercivity of ϕ
Therefore, we may assume that
From (3.13) it follows
0 ( ), passing to the limit as n → ∞, and using the convergence properties in (3.14), we obtain Proof Given ε > 0, by virtue of hypotheses H 1 (i), (iii), there exists c 1 = c 1 (ε) > 0 such that 
for some c 2 > 0. Thanks to hypothesis H 1 (iii) and sinceû 1 (2) ∈ int C 1 0 ( ) + we conclude
Choosing ε ∈ (0, ξ * ) we have
for some c 3 > 0 and for all t > 0. Let β λ (t) = t p−2 + λt q−2 for all t > 0. Obviously, β λ ∈ C 1 (0, ∞) and since q < 2 < p it follows β λ (t) → +∞ as t → 0 + and as t → +∞.
Hence, we find a number t 0 ∈ (0, +∞) such that
Moreover, it holds
We see that β λ (t 0 (λ)) → 0 as λ → 0 + . Therefore, there exists a number λ * > 0 such that
The next proposition will be helpful in verifying the mountain pass geometry of the functionals ϕ 
2−q we infer from (3.18) Proof Taking into account Proposition 3.1, we know that ϕ + λ is coercive for all λ > 0. Moreover, by applying the Sobolev embedding theorem we easily verify that ϕ + λ is sequentially weakly lower semicontinuous as well. Therefore, by virtue of the Weierstrass theorem, there exists an element u 0 ∈ W From Proposition 3.3 it follows that if λ ∈ (0, λ * ) we can find a number t * = t * (λ) > 0 such that
Hence, because of (3.19), we obtain
that is,
meaning that u 0 solves our original problem 
Thanks to hypothesis H 1 (iv) we may apply the tangency principle of Pucci and Serrin [23, p.35 ] which gives
Claim u 0 is a local C 1 0 ( )-minimizer of ϕ λ . Arguing by contradiction, suppose we can find a sequence 
and because of (3.19) it follows 
Since u 0 > 0 we note that u − n → 0 in C( ). Therefore, (3.24) implies the existence of a number n 0 ≥ 1 such that
which is a contradiction. This proves the Claim.
Taking into account the Claim and Theorem 2.3, we obtain that u 0 is a W 
(3.25)
Recall that ϕ 
Five nontrivial solutions
In this section, we have to strengthen the hypotheses of the nonlinearity f : × R → R in order to prove the existence of a fifth nontrivial solution of problem (P) λ for all λ > 0 sufficiently small. We suppose the following conditions. 
a.e. in ,
p |s| p for a.a. x ∈ and for all s ∈ R.
Remark 1
The differentiability of f (x, ·) along with hypothesis H 2 (i) imply that f (x, ·) is locally Lipschitz.
Let 
Taking into account (4.1), we obtain for u ∈ V m
Because of u ∈ V m and due to hypothesis H 2 (iii) along with Lemma 2.5(b) we verify that
Since V m is finite dimensional, it is clear that all norms of V m are equivalent. Therefore, from (4.2) and for ε > 0 sufficiently small, we have
We consider the functionβ λ (t) = λt q−2 + t p−2 and recall that q < 2 < p. As in the proof of Proposition 3.3 we can findλ * > 0 such that for all λ ∈ 0,λ * there exists ρ = ρ(λ) > 0 for which Taking λ * 0 = min λ * , λ * proves the assertion of the proposition.
We have another useful result. 
≥ 0.
Now we are ready to prove the complete multiplicity theorem concerning problem (P) λ for all λ > 0 sufficiently small. Proof As it is always the case in multiplicity theorems, we assume that the energy functional ϕ λ has a finite critical set or otherwise we already have a fifth solution and so we are done (recall that the critical points of the energy functional are solutions of our problem). From Proposition 3.5, we know that we can find λ * > 0 such that for all λ ∈ (0, λ * ) problem (P) λ has at least four nontrivial constant sign solutions u 0 ,û ∈ C From (4.5), it follows that y 0 is a nontrivial solution of (P) λ for all λ ∈ 0, λ * 0 . Since m ≥ 3 we note that d m −1 ≥ 2. Therefore, from (4.3) and (4.5), we conclude that y 0 ∈ {u 0 , v 0 } and from (4.4) and (4.5) it follows that y 0 ∈ û,v . Finally, as before, the nonlinear regularity theory implies y 0 ∈ C 1 0 ( ) \ {0}. This finishes the proof.
Remark 2
In contrast to the problems where the concavity enters in the nonlinearity with a positive sign (see Gasiński and Papageorgiou [6] and Hu and Papageorgiou [8] ), here we are unable to show that the fifth solution y 0 is nodal. It is an interesting open problem whether y 0 has changing sign. Finally, we mention that we could have used the differential operator − p u − μ u with μ > 0 without any problem. For simplicity in the presentation, we have assumed that μ = 1.
