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During the years 1956-58 seminars in asymptotics were given by Prof. 
J. G. van der Corput at the University of California, Berkeley Campus, 
which included lectures on differential systems of a certain type. 
As a result of these seminars three doctoral theses were written on 
aspects of these sytems: KELMAN [7], McKINNEY [9] and WEIDLICH [10]. 
In addition see KELMAN [8]. Also related is [5] published by VAN DER 
CORPUT earlier. 
The older literature contains examples of such differential equations. 
For instance PRUFER in 1926 [I] and ATKINSON in 1954 [3] reduce the 
treatment of certain linear homogeneous second order differential equa-
tions to an examination of particular equations belonging to the systems 
referred to above. I name the said differential systems after Van der 
Corput since they were first introduced in his seminars and were accom-
panied by a general theory. 
1) This study was carried out under the Lockheed Independent Research Program 
at the Lockheed Missiles & Space Company, Palo Alto, California, U.S.A.; the 
National Science Foundation under the grants G-1884 and GP-2570 extension of 
G-19990; and the Office of Naval Research under contract NONR-222(37) Project 
NR041-157. 
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1.2 Definition of Van der Corput differential systems 
Let Q denote a subset of the (k+ I)-dimensional real vector space 
possessing the two properties: 
1.2.1 Denote the points in Q by (x, y), y = (yr, ... , y~c). For each real 
number x1 the intersection of Q with x = x1 is either empty or convex; and 
1.2.2 There exists a number x0 such that Q contains at least one 
continuous curve (x, y(x)) in the interval (x0 , =). 
Definition: A Van der Corput differential system IS a firAt-order 
non-linear system of the form 
(1.2.3) y' =A(x, y) 
where the independent variable x and the dependent vector y= (y1 .... , Y~c) 
are real. Each component of the tangent field 
A(x, y) = (A1(x, y), ... , A~c(x, y)) 
is real and denotes a linear combination with complex coefficients of 
products of the form 
( 1.2.4) g*(x, y)eicf*(x, y) 
where c denotes a real constant and the functions g*(x, y) and f*(x, y) 
are defined in a given set Q and satisfy certain general conditions as 
x --+ =· These conditions will be specified in the course of any given 
investigation. The functions g*(x, y) are called factor functions. 
1.3 Scope of this study 
The expression "a solution" refers to a (real) vector function y(x) 
which satisfies a Vander Corput differential system (1.2.3) in a neighborhood 
of infinity. The principal object is to investigate the asymptotic behaviour 
at infinity of the solutions of special classes of these systems. Such classes 
are specified in terms of properties of the function f*(x, y) and the factor 
functions g*(x, y). These properties are briefly indicated below. 
With respect to the functions f*(x, y) attention is restricted in this 
study to functions which are linear in the (k + l) variables x, y1, ... , Y1c 
with real coefficients for which the coefficient of the independent variable 
x is not zero. The methods employed apply to systems with more general 
functions f*(x, y) provided that the partial derivative of f*(x, y) with 
respect to x does not tend to zero too rapidly as x tends to infinity. 
Next, to give some idea about the conditions imposed on the factor 
functions g*(x, y), two cases are distinguished. In the first case the (k+ l) 
variables of g*(x, y) are considered to be independent. The functions must 
then be defined in a domain Q and satisfy for sufficiently large positive x 
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a Lipschitz condition with respect to the variables y1, .. . , Yk· In the 
second case g*(x, y) is considered to be a function of x with y=y(x)= 
= (y1(x), ... , y~c(x)) continuously differentiable. In this case we impose on 
the factor functions g*(x, y(x)) the requirements -that they be continuous 
functions of x which tend to zero as x tends to infinity. Moreover they 
must satisfy certain general conditions of absolute integrability and total 
variation. 
The methods developed and employed in this study lead under certain 
stronger conditions not postulated in this paper (concerning differenti-
ability of the factor functions and limiting properties of their derivatives) 
to complete asymptotic expansions for the solutions of the systems. 
However this paper is restricted to conditions as enumerated or indicated 
above, and which lead to the principal parts of such expansions accompa-
nied by error terms. In many cases these error terms tend to zero as x 
tends to infinity. 
1.4 Acknowledgments 
This study subsumes certain aspects of the dissertation [10] written 
at the University of California, Berkeley Campus, with the support of the 
Office of Naval Research under contract NONR-222(37) Project NR041-157 
and the National Science Foundation under the grants G 1884 and GP-2570 
extension of G19990. The total effort was supported in greater part by 
the Lockheed Independent Research Program at the Lockheed Missiles 
& Space Company, Palo Alto, California, U.S.A. 
I take this opportunity to extend warm thanks to Professor Van der 
Corput for his continued interest, generosity, and encouragement in my 
research. Many of the ideas and methods employed here were first an-
nounced by him in his 1956-58 Berkeley seminars. On those occasions, 
as stated earlier, Van der Corput introduced these systems and his treat-
ment of certain classes of them [such as the class with factor functions 
independent of the dependent vector y=(y1, .. . , y~c)] was accompanied 
by numerous examples. 
1.5 Remarks on notation 
The following notational conventions are employed throughout this 
paper. 
The letters k, l and m denote positive integers and u, .A. and I' positive 
integer indices with ranges ~ k, l and m respectively. 
If y(x) and z(x) denote k-dimensional vectors depending on x, then 
the notation y(x) = Oz(x) means y,.(x) = Oz,.(x) (x= 1, ... , k). Similarly for 
small o. 
If w denotes a k-dimensional vector, then x"' denotes the k-dimensional 
vector (x"'', ... , x"'k). 
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For any vector y we let 
k 
(1.5.1) IYI= L jy,j 
X=l 
denote the norm of y. 
For brevity /;.(x, y) and g'"(x, y) may be denoted by /;. and g'" and the 
vector functions (f~, ... , /z) and (g1, ... , gm) by f and g. 
The notation rx' = (rxt', ... , rxz') and rx" = (rxt", ... , rxm") (and similarly 
for f3 and y) is used to denote respectively l and m dimensional vectors 
with integer components where rx/~0 (fl= l, ... , m). Moreover 
the former being the usual vector inner product. 
If each factor function g*(x, y) and each function f*(x, y) are given 
with respect to a differential system (1.2.3) then it is possible to find 
two positive integers l and m; an l-dimensional vector function f; an 
m-dimensional vector function g; a set of [-dimensional vectors rx'; and 
a set of m-dimensional vectors rx" such that each term, g*(x, y) eit*<x,y) 
occurring in the differential system can be written in the form 
( 1.5.2) g"'" (x, y) eicx'/(x.y). 
In this context such a pair of vectors f and g are called a basis for the 
corresponding differential system. 
As a consequence of the linearity of the functions f*(x, y) it follows 
that each component of the basis vector f(x, y) is also linear. 
Accordingly we suppose that for A= l, ..• , l 
k 
(1.5.3) /;.(x, y) =U;.X + L v,;. y,+w;. 
><~1 
where u;., v,;. and W;. (x= l, ... , k) denote real numbers; as remarked 
earlier the coefficient u;. of x is assumed to be different from zero. 
We speak of k-vectors, k-curves etc., as an abreviation fork-dimensional 
vectors etc. 
Finally let x0 denote a positive number whose value may depend on 
the problem at hand. 
1.6 Tangent field decomposition 
These studies into the asymptotic behaviour of the solutions of Van 
der Corput differential systems are based upon a particular decomposition 
of the tangent field A(x, y). The following remarks introduce the essential 
features of this decompositions as developed in Chapter 2. 
As observed in theprevioussectioneach component A,(x, y) (x = l, ... , k) 
of the tangent field can be written as a linear combination of terms of 
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the form ( 1.5.2) satisfying ( 1.5.3). If the complex coefficient corresponding 
to a particular term (1.5.2) be denoted by [,x] we can write 
(1.6.1) A,(x, y) = ,2 [,x] g"'"(x, y) ei"''f<x.v> (x=; l, ... , k); 
the sum ,2 is extended over a suitable set of quadlets ,x=(x, [,x], ,x', ,x") 
with the convention that the set does not contain two distinct quadlets 
with the same x, ,x' and ,x". 
Associated with each vector ,x' with inner product ,x'u#O is an identity 
(1.6.2) ei"''' = - (,x' u)-1 { ei<X't f ,x'v,y~ +i .!}__ eicx'f} 
><= 1 dx 
valid for each differentiable vector y. Let y denote a solution of the 
differential system in question. Then y,'=A,(x, y) (x=l, ... , k) and (2) 
yields 
(1.6.3) g"'" ei"''' = _ i(,x' u)-1 g"'" .!}__ ei"''' + ,2 [y] gr" e'r't, 
dx r 
where the sum ,2 extends over suitable quadlets y. Use has been made 
of the fact that the product of two terms of the form (1.5.2) is again of 
that form. 
We consider (3) as a recurrence relation in the sense that it may be 
applied in turn to each term in the sum _2 on· its right side for which 
y 
y' u # 0. The right side of (3) is said to be a decomposition of its left side; 
after application of the recurrence relation (3) to suitable terms in its 
sum ,2 the decomposition is said to be refined. This process of refining 
. y 
the decomposition may be continued as long as terms of the form g"" eir' 
with y'u#O continue to appear. 
It is evident that if the recurrence relation (3) be applied a given 
number of times in turn to each term g"'" ei<X't on the right side of ( l) 
we arrive at a tangent field decomposition of the form 
( 1.6.4) A,( x, y) = _2 [fi] gf1" .!}__ eifJ't + _2 [y] gr" e'r't 
I dx 2 
where ,2 and ,2 are extended over suitable sets of quadlets fJ and y 
1 2 
respectively. The function gf1" and g"" are then products of powers of 
the factor functions g"'" of A(x, y). 
Note the possibility that certain vectors y' may have the property that 
y'f is a constant, namely y'f=y'w. Accordingly we distinguish three 
types of terms on the right side of (4). Terms of the form 
are called P' -type terms; those of the form 
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where y' f is not a constant, are called Q' -type terms; and those of the 
form 
R' -type terms. 
{J,; d ifJ'f g -e dx 
The notational form for a tangent field decomposition (4), emphasizing 
these distinctions, is 
(1.6.5) A,.(x, y) =P'(x, y)+Q'(x, y) +R'(x; y) (u= 1, ... , k), 
where the three functions on the right side are linear combinations respec-
tively of the three types of terms. 
1. 7 Functional relations with error-terms 
Under rather general conditions a tangent field decomposition (1.6.5) 
leads to certain useful functional relations with error terms which are 
satisfied by the solutions of the corresponding system. This may come 
about as follows. 
Let z(x) denote a positive k-vector which tends to zero as x tends to 
infinity. The following two statements are contractions of those found 
in Chapter 2. 
The condition of total variation is said_ to hold with upper bound 
z(x) with respect to a k-vector y(x) if the total variation in (x, oo) of 
each factor function gx" (t, y(t)) occurring in A,. (u= 1, ... , k) has upper 
bound Oz,.(x). It is shown in Section 2.7, as a consequence of this condition 
that the following vector integral exists and has the property 
00 
(1.7.1) J R'(t, y(t))dt=Oz(x). 
"' 
The condition of absolute integrability is said to hold with upper 
bound z(x) with respect to a k-vector y(x) if a tangent field decomposition 
(1.6.5) can be found such that the following vector integral exists- and 
satisfies 
00 
(1.7.2) J IQ'(t, y(t))ldt=Oz(x). 
"' 
Suppose for a given decomposition (1.6.5) that these two conditions 
hold with upper bound z(x) with respect to a given solution y(x) of the 
corresponding system. In this case the solution satisfies the functional 
relation with error term 
"' (1. 7.3) y(x)= J P'(t, y(t)) dt+F+Oz(x), 
.,. 
where F denotes a suitably chosen constant k-vector depending On Xo 
and the solution y. 
35 Series A 
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The function P'(x, y(x)), being a linear combination of terms of the 
form g'~''eir'w, is free from the oscillation of the exponential factors in 
A(x, y) and as such has relatively simple properties. The knowledge that 
a system solution y(x) satisfies a functional relation of the form (3) repre-
sents an important advance in an investigation into the asymptotic 
properties of that solution. Certain of the consequences of (1.6 5) and (3) 
are discussed in the remaining sections of this chapter 
Remark: At the end of Section l 3 differentiability conditions that 
can be imposed on the factor functions in order to obtain sharper results 
than those of (3) were referred to. Although this paper does not postulate 
such conditions the following comment is informative in this regard. 
The identity (1.6.2) which leads to the recurrence relation (1.6.3) does 
not enable us to decompose R' -type terms. This is characteristic of the 
methods of this paper. One consequence is that the upper bound for 
the error term in (3) cannot be reduced further than the upper bound 
found in ( l) which latter bound is determined by the R' -type terms. 
However this limitation is not inherent in the general methods employed 
but only in the restrictions imposed on this study. 
Indeed identity (1.6.2) is a special case of the following identity 
which marks the starting point in studies postulating differentiability 
properties for the factor functions. 
Suppose that g*(x, y)=g1*(x, y) g2*(x, y)=g1* g2* where g2* has continu-
ous first partial derivatives with respect to each of its k + l variables. 
Let y denote a differentiable k-vector and suppose that cx'u*O. Under 
these conditions 
The identity (1.6.2) is thus that special case of ( 4) for which g2* = 1. 
Without going into detail it may be pointed out that with suitable 
limiting behavior on the part of the partial derivatives the terms on 
the right side of (4) have either the advantage of being non-oscillatory 
P' -type terms, or Q' -type terms of a smaller order of magnitude than 
that of the left hand side, or a total derivative with the associated inte-
grability. 
The characteristic feature of ( 4) over ( 1.6.2) is the absence of R' -type 
terms and the concommitant absence of the problem of the barrier 
mentioned above to the improvement of the error term in (3). The theory 
based on (4) leads under favorable circumstances to error terms asymp-
totically equal to zero and consequently to complete asymptotic expansion 
for the solutions. The present investigation on the other hand obtains 
the principal parts of such expansions with error terms which in many 
problems approach zero as x approaches infinity. 
539 
1.8 Uniqueness and Existence Theorems 
The tangent field decomposition and related· concepts form the basis 
for treating questions of solution uniqueness and existence. These are 
developed in Chapters 3 and 4 respectively. 
The following theorem establishes in terms of limiting behavior at 
infinity conditions under which two solutions are identical. 
Uniqueness Theorem: Let y and y* denote two solutions of a 
differential system (1.2.3) with (1.6.5) such that 
y(x)-y*(x) ~ 0 as x ~ oo. 
Suppose with respect to these two solutions that both the conditions 
of total variation and absolute integrability hold with upper bound 
z(x), for which z(x) ~ o as x ~ oo; and that each factor function giXn(x, y) 
satisfies a Lipschitz condition 
g1Xn(X, y)-g1Xn(X, y*)=OK(x) (y-y*) 
where K(x) ~ 0 denotes a function integrable to infinity. 
Under these conditions the two solutions are identical. 
The existence theorem as stated and proved in Chapter 4 is based on 
the method of successive approximations. The hypothesis, stronger than 
that of the Uniqueness Theorem, requires a suitable approximate solution. 
Starting with this approximation a solution is then constructed corre-
sponding to each real k-vector r. 
It follows as. a consequence of the applicability of these two theorems 
that there exists a one to one correspondence between the solutions of 
the system on the one hand and the real k-vectors ron the other. 
1. 9 Order relations for solutions 
Chapter 5 treats functional relations with error terms of the form 
(1.7.3) for a certain class of functions P'(x, y). For this class the problem 
is solved by methods generalizable to vector functions P'(x, y) of the 
same form component wise. The central theorem establishes constructive 
methods for obtaining from (1.7.3) order relations of the type 
(1.9.1) y(x) =F(x) + F+Oz(x) 
for solutions of the related Van der Corput differential equation (1.2.3). 
Such order relations both depict asymptotic behavior of the solutions 
and yield approximate solutions satisfying the requirements of the Ex-
istence Theorem as mentioned in the previous section. 
A one-dimensional application of the principal developments of the 
paper is contained in Chapter 6. 
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In particular the theorems of Chapter 5 enable the transition froJn. 
(l. 7 .3) to ( 1) to be accomplished in the case of the Van der Corput differ-
ential equations 
(1.9.2) 
where tr#oO, a>O, uo#O, v. and w denote real parameters. 
Recourse to the Existence and Uniqueness Theorems then establishes 
the existence of a one to .one corresponde]J.ce between the real con-
stants r and the solutions of (2). 
(To be continued) 
