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SPACE OF INITIAL VALUES OF A MAP WITH A QUARTIC INVARIANT
GIORGIO GUBBIOTTI AND NALINI JOSHI
ABSTRACT. We construct the space of initial values in the sense of Okamoto for a pla-
nar map with a quartic invariant and use this construction to prove the integrability
in the sense of algebraic entropy of this system. From this perspective, the system
turns out to have certain unusual properties. That is, to be lifted to an automorphism
the system requires infinitely many blow-ups. These infinitely many blow-ups lie on
the singular fibre of the mapping of the pencil of invariants to a corresponding QRT
pencil. Moreover, the corresponding indeterminacy points describe the inadmissible
initial values of a family of one-parameter family of solutions lying on the singular fi-
bre.
1. INTRODUCTION
We show that a birational transformation can induce non-trivial changes in the
space of initial values of an integrable mapping in the plane. We consider a map-
ping with a quartic invariant, which can be transformed birationally to a biquadratic
invariant. This invertible transformation surprisingly does not preserve the structure
of blow-ups in the plane, which in the case of the first map require an infinite number
of resolutions, while the image map is well-known to be regularized after eight blow-
ups in P1 ×P1. We use our resulting knowledge of the original map on the infinite-
dimensional Picard lattice to prove its integrability.
In this paper we construct the space of initial values of the maps given by ϕ and ψ
in the plane defined in Equations (2.1), which preserve the following rational invariant:
H (h)= x
2
(
x2− y2)(
1−h2 y2)(1−8h2x2−h2 y2) . (1.1)
Because the map is measure-preserving, the possession of such an invariant implies it
is integrable [27, 28]. However, almost all the known integrable maps in the plane have
biquadratic invariants, while the invariant H(h) is evidently quartic.
In this paper, we prove that the maps (2.1) possess slow growth by using an algebro-
geometric approach [53, 55, 56] to calculate the sequence of degrees generated by it-
erating the map exactly. That is, we generate a surface, called the space of initial val-
ues, on which the maps become automorphisms. The unusual nature of this example
comes from the fact that the construction of such a surface requires infinitely many
blow-ups. In particular, there exist an infinite sequence of indeterminacy points ly-
ing on a special line, which are connected to the existence of a special one-parameter
family of solutions. We underline that to the best of our knowledge, this is the first
non-linearsable example where this particular structure arises [26, 57]. We also show
another construction, obtained following [15], where we lift the maps to algebraically
stable maps, but we lose the information on the existence of the one-parameter family
of particular solutions.
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1.1. Main result. The main result of this paper is summarised in the following theo-
rem:
Theorem 1.1. Consider the maps ϕ and ψ given in equation (2.1) and let
P∞ := {li }4i=1∪ {e∞}∪ {b j }8j=1∪ {θk }k∈Z\{0},
whose elements are defined in equations (4.1), (4.2), (4.7) and (4.14). Then the following
statements hold.
(1.1.A) The space of initial values of the maps (2.1) is the surface S obtained from P1×
P1 by blowing-up the infinitely many points P∞.
(1.1.B) The maps (2.1) are lifted to two automorphisms ϕ∗,ψ∗ : S → S.
(1.1.C) The infinitely many base points correspond to the singularities of the one-parameter
family of solutions with initial conditions
(
x0, y0
)= (0, a).
(1.1.D) On the infinite-dimensional Picard–Manin lattice associated to the surface S,
Pic(S), the action of the maps ϕ∗ and ψ∗ is linear and gives the following growth
of degrees of the iterates:
dN = 2
3
N 2− 2
9
cos
(
2piN
3
)
. (1.2)
(1.1.E) The invariant H (1.1) corresponds to the smallest non-trivial solution of the
equation
ϕ∗ (Γ)= Γ, Γ ∈ Pic(S) . (1.3)
The proof of this theorem consists of various steps and is presented in section 4.
The condition that the lifted maps are automorphisms on the space of initial values is
very strong. In fact, following the ideas of [15], we will prove that this condition can be
weakened. This is the result of the following theorem:
Theorem 1.2. Consider the algebraic surface Σ obtained from P1×P1 by blowing-up a
finite subset of P∞, given by
P15 := {li }4i=1∪ {e∞}∪ {b j }8j=1.
Then the following statements hold:
(1.2.A) The maps (2.1) are lifted to two analytically stable maps Φ,Ψ : Σ→Σ.
(1.2.B) On the 15-dimensional Picard lattice associated to the surface Σ, Pic(Σ), the
action of the maps Φ and Ψ is linear and represented by two matrices MΦ, MΨ ∈
M15×15 (Z) of rank 14. Moreover, the Picard lattice decomposes as Pic(Σ) = V ⊕
V ⊥ where V = kerΦ= kerΨ and the restriction of Φ and Ψ are automorphisms.
(1.2.C) The growth (1.2) is given by the N -th power of the matrix MΦ or of the matrix
MΨ.
(1.2.D) The invariant H (1.1) corresponds to the smallest non-trivial element of the
eigenspace relative to the eigenvalue 1 of either MΦ or MΨ.
The rigorous definition of analytically stable map will be given in section 3, follow-
ing [20, 54]. Heuristically an analytically stable map is a map which does not possess
any periodic singularity pattern. To the best of our knowledge, although the notion
of algebraic stability appears in the general theory of plane maps given in [15], this is
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the first occurrence when such construction is used to prove the quadratic of an inte-
grable plane map in an explicit example. Indeed, in the literature the construction of
analytically stable maps was used to compute the growth of linearisable cases [26, 57]
in the plane, and of integrable maps in four-dimensions [7, 8],
1.2. Background. The geometric theory of discrete integrable systems has a long his-
tory which goes back to [21]. Its relationship with elliptic curves is the foundation of
QRT map theory [48, 49, 62]. Such a theory is also the base of the geometric approach
to the discrete Painlevé equation [53]. The latter approach consists of the construction
of a regular algebraic surface called the space of initial values, and it was developed as
the discrete equivalent of the Okamoto’s description of continuous Painlevé equations
[41].
Several methods of identifying integrable discrete equations are known, the most
widely used being the so-called singularity confinement test [23]. Another method of
producing integrable discrete equations is from periodic reductions of integrable par-
tial difference equations [1, 6, 14, 26, 30, 31, 35, 42, 43, 47, 50, 58–61]. In recent years a
new procedure called Kahan-Hirota-Kimura (KHK) discretisation became popular as a
way of producing integrable discrete equations from systems of integrables ODEs. This
procedure was presented first by W. Kahan in a series of unpublished lecture notes [32]
as a method to obtain better numerical approximations. Unaware of Kahan’s result the
same method was applied by K. Kimura and R. Hirota to discretise the Lagrange top
[36]. It turned out that the obtained discretisation of the Lagrange top was integrable.
This result attracted the interest of many scientists working in the field of geometric
discretisation theory [37], from the Berlin’s school [44, 45]. Later, some general integra-
bility properties of the KHK discretisation were unveiled through the work of G. R.W.
Quispel and his collaborators [10, 12].
From the results of [10] it follows that the KHK discretisation of a two-dimensional
system with a cubic Hamiltonian is always integrable. This observation led to the con-
sideration of non-standard quadratic systems in [11], whose KHK discretisation pos-
sesses a higher-order polynomial invariant. In this paper, we consider the KHK dis-
cretisation of one of the two systems originally presented in [11], which later reap-
peared in in [46].
We note that a broader class of maps containing (2.1) was presented in [33], where
it was shown that the invariant (1.1) can be reduced to an invariant of QRT type, drop-
ping its total degree by four through a fractional linear transformation. However, the
corresponding pencil factors to give a QRT pencil times a multiple singular fibre given
by x4 = 0.
Our results may be viewed as a bridge between the algebro-geometric theory of
integrable systems developed by the Japanese school and the theory of KHK discreti-
sation. Our results show how the KHK discretisation, while preserving integrability,
might introduce unexpected features in the space of initial values S.
1.3. Outline of the paper. The plan of the paper as follows. Preliminary definitions
and further background needed to understand our results are provided in section 2.
In section 3 we discuss the algebro-geometric techniques we will use to prove Theo-
rem 1.1 and 1.2. Then section 4 and 5 are devoted to the proof of Theorem 1.1 and 1.2
respectively. Finally, in section 6, we summarize our results and discuss open ques-
tions.
4 GIORGIO GUBBIOTTI AND NALINI JOSHI
2. KAHAN–HIROTA–KIMURA DISCRETISATION OF GRADIENT SYSTEMS
In this paper we are going to consider the following maps:
ϕ :
(
x, y
) 7→ ( x(3hy −1)
4h2x2+2h2 y2+hy −1 ,
4hx2−hy2− y
4h2x2+2h2 y2+hy −1
)
, (2.1a)
ψ :
(
x, y
) 7→ (− x(3hy +1)
4h2x2+2h2 y2−hy −1 ,−
4hx2−hy2+ y
4h2x2+2h2 y2−hy −1
)
. (2.1b)
Such maps are inverses, in the sense that on the points in P1 ×P1 where both are
defined we have ϕ ◦ψ = ψ ◦ϕ = Id. Since the two maps are rational and inverses, it
follows that they are birational. Note that the only fixed point of the maps (2.1) is the
origin
(
x, y
)= (0,0).
The maps (2.1) leave invariant the rational function H in (1.1) in the sense that the
pullback of H through ϕ and ψ is unchanged:
H
(
ϕ
(
x, y
))=H (x, y) , H (ψ(x, y))=H (x, y) . (2.2)
Moreover, the maps (2.1) preserve the following volume form [11]:
ω
(
x, y
)= d x∧d y
x
(
x2− y2) . (2.3)
That is, the pullback of ω through ϕ and ψ is unchanged. In formulæ this condition is
formally analogue to formula (2.2) with H replaced by ω.
In this section, we discuss some preliminaries about the maps (2.1), including how
they are derived as the discretisation of non-linear system of ODEs, and we present an
heuristic computation of the algebraic entropy [5, 22, 24]. Finally, we will present the
tools from algebraic geometry we we will use to prove our main results, Theorem 1.1
and 1.2.
2.1. Derivation of the maps (2.1). The maps (2.1) arise as the Kahan-Hirota-Kimura
(KHK) discretisation [32, 36] of a system of two coupled first-order ODEs. Their con-
tinuous counterpart is a gradient system. We recall that a gradient system, is a system
of first-order differential equations for the unknown X = (X1, . . . , XK )T such that there
exists two functions Q =Q (X) and H =H (X) such that it is possible to write the sys-
tem in the form:
X˙=Q (X) J∇H (X) , (2.4)
where J is a skew-symmetric matrix.
In [11], in the case K = 2, it was considered the KHK discretisation of the gradient
system defined by the following functions:
Q = 1
aX +bY , H =
(
aX +by)2 (c X 2+d X Y +eY 2) , J = [ 0 1−1 0
]
, (2.5)
where we adopted the notation X = (X ,Y )T . Note that the choice of J in (2.5) is not
restrictive, since up to rescaling the time variable t , we can always consider J of such
form. The five parameters in (2.5) are redundant. That is, considering the following
linear transformation
X =αby − (ae−bd)x, Y =−αay + (ad −bc)x. (2.6)
and inserting it (2.5) we get upon rescaling:
Q˜ = x−1, H˜ = x2
(
x2+ α
2
ce−d 2 y
2
)
, J =
[
0 1
−1 0
]
. (2.7)
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Choosing α as
α=
√∣∣ce−d 2∣∣ (2.8)
depending on the sign of the of ce−d 2 the functions can be bought into the form:
Q˜ = x−1, H˜± = x2
(
x2± y2) . J = [ 0 1−1 0
]
. (2.9)
If we allow complex transformations in the space of parameters we can choose freely
the sign in equation (2.9).
For the above reasons, instead of considering the gradient system defined by (2.5)
and dependent on five parameters we can study the gradient system defined by Q˜ and
H− in (2.9):
x˙ =−2x y, y˙ =−4x2+2y2. (2.10)
Since the system (2.10) is quadratic following [11] we can apply the KHK method
[32, 36] to it. The result is the pair of birational invertible maps presented in (2.1).
Moreover, note that in the continuum limit h → 0 the invariant (1.1) reduces to the
polynomial H (0) ≡H−. As discussed in the introduction the fact that the maps (2.1)
possess an invariant and preserve the volume form (2.3) makes these maps integrable
[27, 28].
2.2. Reduction to a symmetric QRT map. In [33] it was proved that the KHK discreti-
sation of the whole class of systems given in equation (2.5) is expressible in terms of
the square root of generalised Manin transformation [39]. Using then the results of
[34] they showed that the map are reducible to a symmetric QRT map [48, 49] using a
fractional linear transformation.
The proof in [33] can be summarised as follows. Consider the change of variables:
x = 2
u+ v , y =−
1
h
u− v
u+ v . (2.11)
Then the invariant (1.1) is mapped to:
K (h)= 1
4h2
(u− v −2h)(u− v +2h)
uv(8h2−uv) , (2.12)
which is the ratio of two symmetric biquadratic polynomials, hence an invariant of
QRT type. The fact that the quartic invariant (1.1) reduces to the biquadratic invariant
(2.12) through the fractional linear transformation (2.11) means that some factorisa-
tion is happening. We will show below, that this phenomenon appears clearly if in-
stead of the rational invariants we consider the associated covariant pencils of curves.
Under the transformation (2.11) the maps (2.1) become:
ϕ : (u, v) 7→
(
v,−8h
2−uv
2u− v
)
, (2.13a)
ψ : (u, v) 7→
(
8h2−uv
u−2v ,u
)
. (2.13b)
The maps (2.13) are symmetric QRT maps and define a second-order recurrence rela-
tion.
Remark 2.1. Note that the transformation (2.11) is singular as h → 0. Indeed, such a
transformation, while well-posed at the discrete level, appears to break the continuum
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limit, as the leading order terms of (2.12) and that ofH− (u, v) as h → 0 are different:
K (h)= 1
4h2
u2− v2
u2v2
+O (1) , H− (u, v)= 1
4h2
u2− v2
(u+ v)4 +O (1) . (2.14)
FIGURE 1. The pencil (2.15) for ε0 ∈ {0,1, . . . ,10}.
The above results were presented in [33]. Now we consider the reduction from a
quartic to a biquadratic invariant. Consider the pencil of curves associated to (1.1):
p
(
x, y
)= x2 (x2− y2)+ε0 (1−h2 y2)(1−8h2x2−h2 y2) . (2.15)
Here ε0 ∈P1 is the parameter of the pencil. A graphical representation of such a pencil
is given in Figure 1. Consider now the pencil associated to the invariant (2.12):
q (u, v)= (u− v −2h)(u− v +2h)+4ε0h2uv(8h2−uv). (2.16)
Then applying the coordinate transformation (2.11) we obtain:
p (u, v)=− 4q (u, v)
h2 (u+ v)4 =−
x4
4h2
q (u, v) . (2.17)
Therefore, the two pencils are equivalent except on the one-dimensional singular mul-
tiple fibre x = 0. This is what causes the bi-degree to drop from (4,4) of p to (2,2) of
q .
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Remark 2.2. We recall that given the rational invariant H (x)= P (x)/Q (x) of a K -dimensional
birational map ϕ, its associated pencil p (x) = P (x)+ε0Q (x) is covariant with respect
to the map ϕ, i.e., there exists κ(x) such that
p
(
ϕ (x)
)= κ (x) p (x) . (2.18)
Conversely, a covariant pencil of curves p (x)= P (x)+ε0Q (x) always defines an invari-
ant. A search method for invariants based on covariance was presented in [18] and
it was reprised recently in [9]. An algebro-geometrical argument yielding a covariant
pencil from invariance in the space of initial values was given in [7, 8, 26]. We prove
that the quartic pencil can be derived from such geometric arguments in section 4.
2.3. Computation of the algebraic entropy. We now show that that the so-called alge-
braic entropy test [5, 18, 63] can be applied to the (2.1) to demonstrate its integrability.
The proof is provided in section 4.
This result is not surprising since the maps (2.1) are equivalent to a QRT map [16].
Recall, that given a birational map ϕ its algebraic entropy is defined to be the limit:
Sϕ = lim
N→∞
1
N
logdN , dN = degϕ, (2.19)
where the degree of ϕ is understood to be the maximum of the degrees of numerators
and denominators the entries of ϕ in (x, y), which are generic initial values.
Numerical computation shows that the sequence of degrees for each of the maps
(2.1) is given by
{dN }= {1,2,4,7,12,18,25,34,44,55,68,82,97,114,132,151. . . } . (2.20)
The finite sequence (2.20) allows us to infer the algebraic entropy [22, 24] by using the
generating function method [17, 38], leading to a function
f (z)=− 2z
4+ z2+1
(z−1)3(z2+ z+1) , (2.21)
which generates the sequence dN .
The value of Sϕ is given by the logarithm of the absoluted of the smallest pole of
the generating function f (z). Since all the poles of f (z) in equation (2.21) lie on the
unit circle, we find that the algebraic entropy must be zero. Due to the presence of the
factor (z−1)3 in the denominator of f (z), we also find that the asymptotic behaviour
of the sequence of degrees dN must be quadratic in N [19], that is, we have
dN ∼N 2, as N →∞. (2.22)
We use tools from algebraic geometry in section 4 to prove this result.
3. ALGEBRO-GEOMETRIC CONSTRUCTIONS
We embed the maps ϕ and ψ defined in (2.1) in projective space. In this section, we
review the basic algebro-geometric tools, which will allow us to compute exactly the
algebraic entropy of a plane map.
3.1. Resolution of the indeterminacies. The key tool of the constructions presented
in this paper is the process of regularisation, that is of removal, of the points of inde-
terminacy. We start by defining what we mean by “indeterminacy”.
Definition 3.1. Consider two maps ϕ,ψ : P1×P1 → : P1×P1 such that they are inverses.
A point
(
x0, y0
) ∈P1×P1 where one of the entries of either ϕ or ψ is in the form 0/0 is
called a point of indeterminacy.
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Remark 3.1. The four affine coordinate charts covering P1×P1 are denoted by
(x1, y1)=
(
x, y
)
,
(
x2, y2
)= (x−1, y) ,
(x3, y3)=
(
x, y−1
)
,
(
x4, y4
)= (x−1, y−1) . (3.1)
See Figure 2.
y
x 1/x
y
x
1/y
1/x
1/y
Chart 1
Chart 3
Chart 2
Chart 4
FIGURE 2. The four standard charts of P1×P1.
Our aim is to construct an surface S, equipped with a projection pi : S ,→ P1 ×P1
such that the diagram:
S S
P1×P1 P1×P1
ϕ∗
ψ∗
pi pi
ϕ
ψ
(3.2)
commutes except on the set of points of indeterminacy. This algebraic surface is called
the space of initial values [41, 53, 56].
The double-headed dashed line at the bottom of the diagram in equation (3.2) means
that the relation must hold except on the set of points of indeterminacy, where the
maps ϕ and ψ are ill-defined and hence not invertible. On the other hand, the double-
headed solid line at the top of the diagram means that the maps ϕ∗,ψ∗ : S → S provide
an automorphism. Moreover, ϕ∗ is the inverse of ψ∗ (and vice-versa).
The resolution of indeterminacies is obtained through repeated application of a
procedure called blow-up.
Definition 3.2. The blow-up at a given point
(
x0, y0
)
is the algebraic variety V obtained
by glueing together the following affine charts:
pi1 :
(
ξ1,η1
) ∈C2 7→ (ξ1+x0,ξ1η1+ y0) ∈C2, (3.3a)
pi2 :
(
ξ2,η2
) ∈C2 7→ (ξ2+x0,ξ2η2+ y0) ∈C2. (3.3b)
The maps pii in (3.3) are projections and are one-to-one except on the set E =
{ξ1 = 0}∪
{
η2 = 0
}
, which is mapped to the original point
(
x0, y0
)
. Geometrically this
set represent a line, and it is called exceptional line.
Blowing-up a point of indeterminacy
(
x0, y0
)
of a pair of inverse maps ϕ and ψ then
we resolve it by considering the maps ϕ∗,ψ∗ : V →V such that:
ϕ∗|Vi =ϕ◦pii , ψ∗|Vi =ψ◦pii , i = 1,2. (3.4)
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These maps are called the lift of ϕ and ψ.
In general, in the new charts V1 = pi−11
(
C2
)
and V2 = pi−12
(
C2
)
, new points of inde-
terminacy may arise. Specifically, these new points of indeterminacy can lie only on
the exceptional line E . An exceptional line on which new points of indeterminacy lie
is said to be accessible, otherwise it is said to be inaccessible.
If no other point of indeterminacy lie on E , we proceed to resolve another point of
indeterminacy. In the opposite case, we repeat the blow-up and check procedure until
we find a set of charts where the map is devoid of indeterminacy point.
Doing this for all of the points of indeterminacy we obtain a surface of the form:
Σ=
N⋃
i=1
Σi , Πi : Σi ,→P1×P1, (3.5)
where the Σi are charts, to which correspond a set of exceptional lines Ei . If the maps
ϕ∗|Σi =ϕ◦Πi and ψ∗|Σi =ψ◦Πi are such that the images of the exceptional lines are
non-degenerate and one-dimensional then we have constructed the automorphism
we were looking for, and S :=Σ. However, there might be some exceptional lines which
are mapped to points. In such case the maps ϕ∗ and ψ∗ are not automorphism. To
make them automorphisms is necessary to blow-up also their image points and add
the relative charts to form the surface S. This will end the procedure of resolution of
indeterminacies.
Remark 3.2. If the procedure of resolution of the indeterminacies requires a finite
number of blow-ups then the associated surface S is an algebraic surface [25]. If the
number of blow-ups is infinite, then there is no guarantee that the surface S is alge-
braic.
Examples of the last constructions are known in the literature [26, 57]. The exam-
ples considered therein were linked to linearisable equations and actually needed an
infinite number of blow-ups and charts to make the maps ϕ∗, ψ∗ automorphisms.
As mentioned in the introduction, from the general theory for plane maps presented
in [15] we known that in order to compute the algebraic entropy there is no need of
considering infinitely many blow-ups. However, in section 4 we will show that this in-
finitely many blow-up are still significant from the point of view of dynamics, pointing
out, for instance, at the existence of special solutions.
We have that the maps (2.1) possess the invariant (1.1). In general, if a map possess
a rational invariant H = p1
(
x, y
)
/p2
(
x, y
)
it means that all the solutions of the system
lie on the associated pencil:
p
(
x, y
)= p1 (x, y)+ε0p2 (x, y) , ε0 ∈P, pi : P1×P1 →P. (3.6)
where the value of ε0 is specified by the initial values. In general, solutions for different
values of ε0 don’t cross except that on special set of points on which any solution goes
through.
Definition 3.3. Consider a pencil of curves in P1×P1 (3.6). A point (x0, y0) ∈ P1×P1
such that p
(
x0, y0
)= 0 for all ε0 ∈P1 is called a base point.
Base points are found by solving the simultaneous equations
p1
(
x, y
)= p2 (x, y)= 0, (3.7)
in all charts of P1×P1. The number base points (counted with their multiplicity) of a
pencil (3.6) is given by the bihomogeneous Bézout theorem [16]. That is, if degx pi = ni
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and degy pi =mi such number is:
Np = n1m2+n2m1. (3.8)
For instance, the invariant of a QRT maps admit eight base points, since ni = mi = 2
[16].
Remark 3.3. Base points are the equivalent of the points of indeterminancy for a map
in the sense of Definition 3.1. Indeed, the value of the rational invariant H
(
x, y
) =
p1
(
x, y
)
/p2
(
x, y
)
associated to the pencil (3.6) on such points is the undetermined
form 0/0.
3.2. The Picard–Manin lattice. To this end we need to introduce another fundamental
tool from algebraic geometry: the Picard–Manin lattice. Given a surface S obtained
blowing up P1 ×P1 its Picard lattice, Pic(S), is the free Z-module generated by the
classes of equivalence of horizontal and vertical lines:
Hx = {x = const} , Hy =
{
y = const} , (3.9)
and the exceptional lines. That is, assuming we blew-up some exceptional lines {Ek }k∈K ,
the Picard–Manin latice is given by:
Pic(S)=ZHx +ZHy +
∑
k∈K
ZEi (3.10)
Geometrically an element of the Picard lattice
Γ= nx Hx +ny Hy +
∑
k∈K
qk Ek (3.11)
represents a curve γ ⊂ P1×P1 such that degx γ = nx , degy γ = ny having order of zero
−qk , in the indeterminacy points ek .
On the Picard–Manin is defined an inner product ( , ) with the following rules:
(Hx , Hx )=
(
Hy , Hy
)= (Hx ,Ei )= (Hy ,Ei )= 0,(
Hx , Hy
)= 1, (Ei ,E j )=−δi , j . (3.12)
Geometrically these rules have the meaning of number of intersections. Blowing up a
point decreases the number of intersection of two curves passing for it by separating
them. This is the intuitive meaning of the last rule in (3.12).
Despite, the Picard–Manin lattice (4.23) can have infinite dimension if the set K is
infinite, from the geometrical meaning all its element are composed by finite sums.
Indeed, let Γ ∈ Pic(S). Then Γ represent a curve γ ⊂ P1×P1 of bi-degree (nx ,ny ). As-
suming that the infinitely many points lie on some curve σ of bi-degree
(
sx , sy
)
. Then
the number of intersection is given from formula (3.8) and is always finite. There-
fore, only a finite number of coefficients in (3.11) will be different from zero. In the
case when the set K has finite dimension, the Picard–Manin lattice is finitely gener-
ated, and it usually takes the name of Picard lattice. This is the usual situation in the
case of Painlevé equations [53, 56] and also of some non-integrable plane maps like
the Hietarinta–Viallet map [55]. Example of Picard–Manin lattice linked to linearisable
maps where given in [26, 57].
The Picard–Manin lattice is a linear space and the automorphism ϕ∗ and ψ∗ act
linearly on it. We then have the relations:(
ϕN
)∗ = (ϕ∗)N , (ψN )∗ = (ψ∗)N . (3.13)
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These relations allows us to compute the N th iterate of the lifted maps using the lin-
ear action on the Picard–Manin lattice. That is for the map
(
ϕ∗
)N a relation of the
following form will hold:(
ϕ∗
)N
(Hx )= nx,N (Hx ) Hx +ny,N (Hx ) Hy +
∑
k∈K
qk,N (Hx )Ek , (3.14a)(
ϕ∗
)N (Hy )= nx,N (Hy )Hx +ny,N (Hy )Hy + ∑
k∈K
qk,N
(
Hy
)
Ek , (3.14b)
Then recalling the geometric meaning of the coefficients of Hx and Hy , as degree of
the corresponding polynomial in P1×P1 we have that:
dN =max
{
nx,N (Hx ) ,ny,N (Hx ) ,nx,N
(
Hy
)
,ny,N
(
Hy
)}
. (3.15)
Computing exactly such quantity gives us the growth of the map ϕ. Its asymptotic be-
haviour then governs the algebraic entropy following formula (2.19). In particular for
plane maps, it is known that the degree dN can be periodic, polynomial of maximum
degree 2, or exponential [15]. Quadratic growth is associated with the preservation of
an elliptic curve [4, 15].
Remark 3.4. When the Picard–Manin lattice is finite-dimensional, i.e. it is a Picard
lattice, then the maps on it are represented by matrices. The asymptotic behaviour
upon iteration of these matrices is then governed by their characteristic polynomial: if
all the eigenvalues lie on the unit circle then the algebraic entropy is zero, otherwise it
is positive.
3.3. Analytically stable maps. From the general results on the geometry of plane maps
[15] it is known that it is possible to compute the algebraic entropy of a map without
necessarily lifting the maps ϕ and ψ to an automorphism. The crucial definition used
in [15] is the following:
Definition 3.4 ([20, 54]). Given a surface Σ obtained by blowing up a finite number of
points in P1×P1 a map Φ : Σ→Σ such that no pattern of the form:
E
Φ−→ p1 Φ−→ p2 Φ−→ . . . Φ−→ pK Φ−→ E , (3.16)
with E a divisor and p1, p2, . . . , pK a finite number of points, exists is called analyti-
cally stable.
An analytically stable map is might not be an automorphism due to the presence of
some isotropic elements.
However, some properties are preserved. For instance, given a surface pi : Σ→ P1×
P1 such that the lifted maps Φ and Ψ are algebraically stable, we can still consider its
Picard–Manin lattice. The maps will still act linearly on it. Moreover, it was proved that
[2, 3, 15, 52] two bi-rational maps f and g are algebraically stable if and only if:(
f ◦ g )∗ = f ∗ ◦ g∗. (3.17)
This relation implies (3.13), and therefore allow us to compute the algebraic entropy
from formula (3.15).
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4. CONSTRUCTION OF THE SPACE OF INITIAL VALUES OF MAPS (2.1)
In this section we prove the statements of Theorem 1.1. Following definition 3.1 we
have that the points of indeterminancyof the maps ϕ and ψ (2.1) are:
l1 :
(
x1, y1
)= (0, 1
h
)
, l2 :
(
x1, y1
)= (0,− 1
h
)
,
θ1 :
(
x1, y1
)= (0, 1
2h
)
, θ−1 :
(
x1, y1
)= (0,− 1
2h
)
,
b1 :
(
x1, y1
)= ( 1
3h
,
1
3h
)
, b2 :
(
x1, y1
)= ( 1
3h
,− 1
3h
)
,
b3 :
(
x1, y1
)= (− 1
3h
,− 1
3h
)
, b4 :
(
x1, y1
)= (− 1
3h
,
1
3h
)
,
e∞ :
(
x4, y4
)= (0,0) .
(4.1)
That is, the maps (2.1) have nine points of indeterminacy. Eight of them are in the
finite part of the plane and one is at (∞,∞). In particular we have that l2, θ1, b1 and
b4 are points of indeterminacy only for the map ϕ, while l1, θ−1, b2 and b3 are points
of indeterminacy only for the map ψ. The point of indeterminacy e∞ is shared by both
maps.
Remark 4.1. Not all the points of indeterminacy of the maps (2.1) are base points of
the quartic pencil (2.15) and vice versa. Indeed, the base points of the quartic pencil
(2.15) are given by l1, l2, b1, b2, b3, b4, e∞ and the four additional ones:
b5 :
(
x1, y1
)= ( 1
h
,
1
h
)
, b6 :
(
x1, y1
)= ( 1
h
,− 1
h
)
,
b7 :
(
x1, y1
)= (− 1
h
,− 1
h
)
, b8 :
(
x1, y1
)= (− 1
h
,
1
h
)
.
(4.2)
That is, the quartic pencil (2.15) admits eleven base points. The reason for such dis-
crepancy will become evident later on. Moreover, the base points l1, l2 and e∞ are
not just base points, but they are also singularities in the usual sense of geometry of
curves, that is on those points we have:
(p, px , py )= (0,0,0). (4.3)
The other base points are not singularities. Note that the base points are lying on the
intersection of the reducible curves
p1 = x2
(
x2− y2) and p2 = (1−h2 y2)(1−8h2x2−h2 y2) ,
see Figure 3. In particular the curve x2 is a double line passing through the origin.
Moreover, from formula (3.8) the self intersection of a quartic curve like (2.15) is
4 · 4+ 4 · 4 = 32. This implies that the multiplicity of some of the base points should
be greater than one. Denoting by k (b) the order of zero of a base point b, i.e. the
minimum order such that the Taylor expansion of the quartic (2.15) in b is different
from zero, we have the relation [16]:
m (b)≥ k (b)2 , (4.4)
where m (b) denotes the multiplicity of the base point b. By direct computation of the
Taylor series of (2.15) in the neighbourhood of the base points we have the following
results:
k (li )= 2, i = 1,2, k
(
b j
)= 1, j = 1,2, . . . ,8, k (e∞)= 4. (4.5)
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l1
l2
b5
b6
b8
b7
b3
b4
b2
b1
e∞
p2
p2
FIGURE 3. Intersection of the base curves p1 and p2 of the pencil
(2.15) in P1×P1.
Using the bound (4.4) and reasoning by contradiction [16] we have then the following
values for the multiplicities:
m (li )= 4, i = 1,2, m
(
b j
)= 1, j = 1,2, . . . ,8, m (e∞)= 16. (4.6)
This situation is different from the case of biquadratics. Indeed, a biquadratic admit-
ting a base point of multiplicity four has necessarily vanishing genus. This implies that
the associated QRT map will be linearisable and solvable in terms of trigonometric or
hyperbolic functions [16]. Finally, it is clear that the only biquadratic admitting a base
point of multiplicity 16 is the trivial one, p ≡ 0.
Now we proceed to resolve the points of indeterminacy presented in equation (4.1).
The details of this procedure and the explicit form of the charts is presented in Appen-
dix A. The resolution of l1 and l2 yields to two other additional base points, given in
terms of the coordinates defined in sections A.1, A.2:
l3 :
(
ξ1,1,η1,1
)= (0,0) , l4 : (ξ2,1,η2,1)= (0,0) . (4.7)
The resolution of l1 leads to l3, while the that of l2 leads to l4 respectively. As discussed
in sections A.3, A.4 no additional points of indeterminacy arise in these charts. On the
other side the resolution of e∞, θ±1 and bi , i = 1,2,3,4 does not produce additional
points of indeterminacy, see sections A.5–A.11. At this point we formed the surface
Σ described in section 3. The next natural question is whether or not on a such sur-
face the lifted maps are automorphisms. The answer is no. In fact we can make the
following claim:
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Claim. The maps ϕ∗ and ψ∗ obtained by lifting the maps in (2.1) to the surface Σ with
charts described in sections A.1–A.11 do not define an automorphism since the image
of the exceptional lines Θ±1 and Bi , i = 1,2,3,4 is zero-dimensional, i.e. a point.
To prove this claim we proceed as follows: first we consider the image of the ex-
ceptional lines Li , i = 1,2,3,4. Using the results of subsections A.1–A.4 we obtain that
the images of the exceptional lines Li , i = 1,2,3,4 through the maps ϕ∗, ψ∗ are one-
dimensional subvarieties. This implies that the maps are made to be one-to-one on
such lines. More details on such images are given in the next section while the explicit
computations are presented in Appendix B.
Now, consider the charts associated with the blow-up of the point b1, namely (A.8.1)
and (A.8.3). The exceptional line corresponding to these charts is B1 =
{
σ1,1 = 0
}∪{
τ1,2 = 0
}
. Using formula (A.8.2b) to evaluate the map ψ on the exceptional line we
find:
ψ∗
(
σ1,1 = 0,τ1,1
)= ( 1
h
,
1
h
)
≡ b5. (4.8)
In the second chart using formula (A.8.4b) the result is analogous. That is, the image
of the whole exceptional line is a regular point for the map itself, hence it is zero di-
mensional. It follows that the maps ϕ∗ and ψ∗ cannot define an automorphism of the
surface Σ.
Analogously in the blow-up charts of b2 (A.9.1), (A.9.3), b3 (A.10.1), (A.10.3), b4
(A.11.1), (A.11.3), from formulæ (A.9.2a, A.9.4a), (A.10.2a, A.10.4a) and (A.11.2b, A.11.4b)
respectively we obtain:
ϕ∗ (B2)=
(
1
h
,− 1
h
)
≡ b6, B2 =
{
σ2,1 = 0
}∪{τ2,2 = 0} , (4.9)
ϕ∗ (B3)=
(
− 1
h
,− 1
h
)
≡ b7, B3 =
{
σ3,1 = 0
}∪{τ3,2 = 0} , (4.10)
ψ∗ (B4)=
(
− 1
h
,
1
h
)
≡ b8, B4 =
{
σ4,1 = 0
}∪{τ4,2 = 0} , (4.11)
and the maps ϕ∗ and ψ∗ fail to be one-to-one on the exceptional lines B2, B3 and B4.
So, according to the theory recalled in section 3 to obtain an automorphism we
need to blow up also the points b5, b6, b7 and b8. The details of the blow-up of these
points can be found in subsection A.12–A.15.
Remark 4.2. As we underlined in remark 4.1 there was an apparent discrepancy be-
tween the base points of the invariant (1.1) and the points of indeterminacy of the
maps (2.1). This discrepancy is resolved now that we proved that these points needs
to be blown up even in the maps (2.1) if we want to construct a one-to-one map.
Similarly, now consider the charts associated with the blow-up of the point θ1, namely
(A.6.1) and (A.6.3). Using formulæ (A.6.2b) and (A.6.4b) to evaluate the map ψ on the
exceptional line we find:
ψ∗ (Θ1)=
(
0,
1
4h
)
=: θ2, Θ1 =
{
µ1,1 = 0
}∪{ν1,2 = 0} . (4.12)
That is, in this case the image of the exceptional line Θ1 through ψ∗ is a regular point.
Performing the same computation in the charts associated to θ−1, (A.7.1) and (A.7.3),
on the map ϕ, with formulæ (A.7.2a), (A.7.4a), we obtain:
ϕ∗ (Θ−1)=
(
0,− 1
4h
)
=: θ−2, Θ−1 =
{
µ−1,1 = 0
}∪{ν−1,2 = 0} . (4.13)
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Even in this case the image of the exceptional line Θ−1 through ϕ∗ is a regular point.
Therefore to obtain an automorphism, we need to blow up also the two points θ±2. On
the other side the images ϕ∗ (Θ1) and ψ∗ (Θ−1) are genuine one-dimensional subvari-
eties and will be discussed in the next subsection and in Appendix B.
So, we are in a situation analogous to the one encountered on the points bi , i =
1,2,3,4. Unfortunately, the situation here is more complicated, as we underline with
the following claim:
Claim. To obtain a pair automorphism ϕ∗, ψ∗ we need to blow-up the infinite se-
quence of points:
θk =
(
0,
1
2kh
)
, k ∈Z\ {0} . (4.14)
We already shown that ϕ (Θ−1) = θ−2 and ψ (Θ1) = θ2. Let us now prove what hap-
pens for generic values of k ∈Z \ {0} if we blow-up the point θk . First, let us introduce
the chart:
x1 =µk,1, y1 =µk,1νk,1+
1
2hk
. (4.15)
In this chart the maps ϕ and ψ become:
ϕ∗ =

µk,1
(
6hkµk,1νk,1−2k+3
)
k
4h2k2µ2k,1ν
2
k,1+8h2k2µ2k,1+2hk2µk,1νk,1+4hkµk,1νk,1−2k2+k+1
− 1
2h
4h2k2µ2k,1ν
2
k,1−16h2k2µ2k,1+4hk2µk,1νk,1+4hkµk,1νk,1+2k+1
4h2k2µ2k,1ν
2
k,1+8h2k2µ2k,1+2hk2µk,1νk,1+4hkµk,1νk,1−2k2+k+1
 ,
(4.16a)
ψ∗ =

− µk,1
(
6hkµk,1νk,1+2k+3
)
k
4h2k2µ2k,1ν
2
k,1+8h2k2µ2k,1−2hk2µk,1νk,1+4hkµk,1νk,1−2k2−k+1
1
2h
4h2k2µ2k,1ν
2
k,1−16h2k2µ2k,1−4hk2µk,1νk,1+4hkµk,1νk,1−2k+1
4h2k2µ2k,1ν
2
k,1+8h2k2µ2k,1−2hk2µk,1νk,1+4hkµk,1νk,1−2k2−k+1
 .
(4.16b)
In the same way, we introduce the second chart:
x1 =µk,2νk,2, y1 = νk,2+
1
2hk
. (4.17)
In this chart the maps ϕ and ψ become:
ϕ∗ =

µk,2νk,2
(
6hkνk,2−2k+3
)
k
8h2k2µ2k,2ν
2
k,2+4h2k2ν2k,2+2hk2νk,2+4hkνk,2−2k2+k+1
1
2h
16h2k2µ2k,2ν
2
k,2−4h2k2ν2k,2−4hk2νk,2−4hkνk,2−2k−1
8h2k2µ2k,2ν
2
k,2+4h2k2ν2k,2+2hk2νk,2+4hkνk,2−2k2+k+1
 , (4.18a)
ψ∗ =

− µk,2νk,2
(
6hkνk,2+2k+3
)
k
8h2k2µ2k,2ν
2
k,2+4h2k2ν2k,2−2hk2νk,2+4hkνk,2−2k2−k+1
− 1
2h
16h2k2µ2k,2ν
2
k,2−4h2k2ν2k,2+4hk2νk,2−4hkνk,2+2k−1
8h2k2µ2k,2ν
2
k,2+4h2k2ν2k,2−2hk2νk,2+4hkνk,2−2k2−k+1
 . (4.18b)
Assuming k 6= ±1 the exceptional line is given by Θk =
{
µk,1 = 0
}∪{νk,2 = 0} and the
value of the maps on this line is the following:
ϕ∗ (Θk )= θk−1, ψ∗ (Θk )= θk+1. (4.19)
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That is, if k > 0 the action of the map ψ∗ on θk create an sequence of points accu-
mulating towards the origin in the upper half-plane. The map ϕ∗ acts on these point
by returning to previous one, until k = 1. In the same way if k < 0 the action of the
map ϕ∗ on θk create an sequence of points accumulating towards the origin in the
lower half-plane, while the map ψ∗ returns the previous element of the sequence until
k =−1. The above reasoning proves our last claim.
Remark 4.3. We note that the points θk are accumulating from above and from below
to the origin, which is the only fixed point of the maps ϕ and ψ (2.1).
A schematic representation of the surface S we obtained after performing all the
blowups given in Figure 4.
Θ1
Θ2
Θ−1
Θ−2
E∞
L1−L3L3
L2−L4L4
B1
B2B3
B4
B5
B6B7
B8
FIGURE 4. The surface S constructed after blowing up all the in-
derminacy points. The exceptional lines Θk are displayed for |k| ∈
{1,2, . . . ,20}.
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Now we prove the claim (1.1.C) of Theorem 1.1. Consider the initial point
(
x0, y0
)=
(0, a):
ϕ(0, a)=
(
0,− a
2ah−1
)
, ϕ2(0, a)=
(
0,− a
4ah−1
)
,
ϕ3(0, a)=
(
0,− a
6ah−1
)
, ϕ4(0, a)=
(
0,− a
8ah−1
)
. . . ,
(4.20a)
ψ(0, a)=
(
0,
a
2ah+1
)
, ψ2(0, a)=
(
0,
a
4ah+1
)
,
ψ3(0, a)=
(
0,
a
6ah+1
)
, ψ4(0, a)=
(
0,
a
8ah+1
)
. . . .
(4.20b)
Indeed, by induction we see that the orbit of the one-parameter set of points
(
x0, y0
)=
(0, a) is: {(
0,− a
2akh−1
)}
k∈Z
. (4.21)
The sequence (4.21) is ill-defined on the sequence of points:
ak =
1
2kh
, k ∈Z\ {0} . (4.22)
That is they correspond to the points θk . This implies that the infinite sequence of
indeterminacy points θk is actually generated by the inadmissible points of a special
one-parameter family of solutions of the maps (2.1).
Now we prove the statements (1.1.D) of Theorem 1.1. Following the theory ex-
plained in section 4 we see that the Picard–Manin lattice of the surface S is generated
by Hx , Hy , Li , i = 1,2,3,4, B j , j = 1,2, . . . ,8 and Θk , k ∈Z\ {0}:
Pic(S)=ZHx +ZHy +
4∑
i=1
ZLi +
8∑
j=1
ZB j +
∞∑
k=−∞
′
ZΘk (4.23)
The action ϕ∗ and ψ∗ on Pic(S) is obtained by taking the image of the relevant excep-
tional lines in the proper coordinate system:
ϕ∗ :

Hx ,
Hy ,
L1,L2,
L3,L4,
B1,B2,
B3,B4,
B5,B6,
B7,B8,
E∞,
Θ1,Θk

7→

2Hx +2Hy −L1−B2−B3−2E∞−Θ−1,
2Hx +2Hy −L1−L3−B2−B3−2E∞,
L2, Hx +Hy −B2−B3−E∞,
L4, Hx −E∞,
Hx +Hy −L1−B2−E∞,B6,
B7, Hx +Hy −L1−B3−E∞,
B1,B8,
B5,B4,
2Hx +2Hy −L1−L3−B2−B3−2E∞−Θ−1,
Hy −E∞,Θk−1

, (4.24a)
ψ∗ :

Hx ,
Hy ,
L1,L2,
L3,L4,
B1,B2,
B3,B4,
B5,B6,
B7,B8,
E∞,
Θ−1,Θk

7→

2Hx +2Hy −L2−B1−B4−2E∞−Θ1,
2Hx +2Hy −L2−L4−B1−B4−2E∞,
Hx +Hy −B1−B4−E∞,L1,
Hx −E∞,L3,
B5, Hx +Hy −L2−B1−E∞,
Hx +Hy −L2−B4−E∞,B8,
B7,B2,
B3,B6,
2Hx +2Hy −L2−L4−B1−B4−2E∞−Θ1,
Hy −E∞,Θk+1

, (4.24b)
18 GIORGIO GUBBIOTTI AND NALINI JOSHI
where in (4.24a) k 6= 0,1, while on (4.24b) k 6= 0,−1. It is easy to check that actually
the two linear maps (4.24a) and (4.24b) are inverses. The details of the computations
needed to prove formula (4.24) are contained in Appendix B.
By induction we can show that the explicit form of the coefficients in (3.14) is the
following:(
ϕ∗
)N
(Hx ) =αN
(
Hx +Hy −E∞
)−Θ−N
−
(
β(−)N −αN−1
)
L1−
(
β(+)N −αN+1
)
L2
−
(
αN −
β(+)N
2
)
(B1+B4)−
(
αN −
β(−)N
2
)
(B2+B3)
−
(
αN+1−γ(+)N
)
(B5+B8)−
(
αN−1−γ(−)N
)
(B6+B7) ,
(4.25a)
(
ϕ∗
)N (Hy ) = (αN −λN ) (Hx −E∞)+αN Hy − (β(−)N −αN−1)L1
−
(
β(+)N −αN+1
)
L2−λN−1L3−λN+1L4
−
(
αN −
β(+)N
2
)
(B1+B4)−
(
αN −
β(−)N
2
)
(B2+B3)
−
(
αN+1−γ(+)N
)
(B5+B8)−
(
αN−1−γ(−)N
)
(B6+B7) ,
(4.25b)
where:
αN = 2
3
N 2+ 11
9
− 2
9
cos
(
2Npi
3
)
, (4.26a)
β(±)N =N 2±N +2, (4.26b)
γ(±)N =
N 2±6N +4
2
, (4.26c)
δN = 1
3
+ 2
3
cos
(
2Npi
3
)
. (4.26d)
are sequences of integers.
Remark 4.4. We underline that the coefficients of Hx , Hy , Li , i = 1,2,3,4, and B j ,
j = 1,2, . . . ,8 are solution of the following linear difference equation with constant co-
efficients:
fN+5−2 fN+4+ fN+3− fN+2+2 fN+1− fN = 0. (4.27)
What distinguish the various sequences are the initial conditions.
Noting that δN ∈ {0,1} for all N ∈ N, from formulæ (3.15) and (4.25), we obtain the
degree growth of ϕ:
dN ≡αN = 2
3
N 2− 2
9
cos
(
2piN
3
)
+ 11
9
, (4.28)
that is, it is given by formula (1.2). This growth coincides with the one obtained ex-
perimentally and since dN ∼N 2 as N →∞ we proved that the algebraic entropy of the
map ϕ (2.1) vanishes. This proves statement (1.1.D) of Theorem 1.1.
Let us now prove statement (1.1.E) of Theorem 1.1. That is, explain the existence
of the invariant H (1.1) from geometric considerations. Let us assume we are given an
element of the Picard–Manin lattice Γ, whose explicit form is shown in equation (3.11).
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Such element is invariant under the action of the map ϕ∗ specified in (4.24a) if it is a
fixed point:
ϕ∗ (Γ)= Γ. (4.29)
Once we substitute the explicit form of Γ formula (4.29) defines an infinite set of equa-
tion. These equations can be solved recursively to give:
Γinv = nx Hx +ny Hy − (ny −κ1−κ2+q) (L1+L2)
− (ny −nx +q) (L3+L4)− (nx −q)E∞
−κ1 (B1+B3+B5+B7)−κ2 (B2+B4+B6+B8)−q
∞∑
k=−∞
′
Θk .
(4.30)
If q 6= 0 in (4.30) it means that the curve Γinv is passing through infinitely many
points lying on the y-axis. Since the curve Γinv is a polynomial of bidegree
(
nx ,ny
)
this
is not possible unless the curve is y-axis itself. Indeed we can check that the element
representing the y-axis in Pic(S):
D0 =Hx −L1−L2−
∞∑
k=−∞
′
Θk , (4.31)
is invariant under ϕ∗. However, this invariant is trivial, as it involves only x.
Remark 4.5. The above computations shows that the y-axis {x = 0} is invariant in the
Picard–Manin lattice. This observation matches with the discussion given at the end of
section 4 where we showed that solutions starting on the y-axis stay on the y-axis for
all n ∈Z. For this reasons, although the invariant {x = 0} it is not suitable for global dy-
namical considerations, it underlines the existence of the family of solutions presented
in formula (4.21).
Based on the above discussion, we can turn to study the case q ≡ 0. In such case
the invariant is given by the following expression:
Γ˜inv = nx Hx +ny Hy − (ny −κ1−κ2) (L1+L2)
− (ny −nx) (L3+L4)−nx E∞
−κ1 (B1+B3+B5+B7)−κ2 (B2+B4+B6+B8) ,
(4.32)
where the parameters nx , ny and κi , i = 1,2 are positive integers. To be the repre-
sentative of a curve in P1×P1 the coefficients of Γ˜inv given in (4.32) must satisfy the
following additional constraints:
ny ≥ κ1+κ2, ny ≥ nx . (4.33)
In principle formula (4.32) with the conditions (4.33) gives infinitely many invariant
curves. However, not all the possible combination of the parameters
(
nx ,ny ,κ1,κ2
)
are possible. Indeed, formula (4.32) defines a polynomial of bidegree
(
nx ,ny
)
having a
certain order of zero on the points li , i = 1,2,3,4, b j , j = 1,2, . . . ,8 and e∞. A polyno-
mial of bidegree
(
nx ,ny
)
depends on the following number of parameters:
νpar = (nx +1)
(
ny +1
)
. (4.34)
The condition of having order of zero k in a point instead imposes the following num-
ber of conditions:
νcond (k)=
k (k+1)
2
. (4.35)
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This implies that the number of free parameters in the curve γinv whose representative
is Γ˜inv is:
νpar = (nx +1)
(
ny +1
)− (ny −κ1−κ2+1)(ny −κ1−κ2)
− (ny −nx +1)(ny −nx)−κ1 (κ1+1)−κ2 (κ2+1)− nx (nx +1)
2
.
(4.36)
To have a non-trivial pencil we must have at least one free parameter, i.e. νfree ≥ 1.
However, since the map is two-dimensional, no more than independent invariant can
exist, so that νfree = 1. That is, the coefficients of an invariants will satisfy the following
Diophantine equation:
2(nx +1)
(
ny +1
)−2(ny −κ1−κ2+1)(ny −κ1−κ2)−nx (nx +1)
−2(ny −nx +1)(ny −nx)−2κ1 (κ1+1)−2κ2 (κ2+1)= 2. (4.37)
By numerical computation we can show that this equation possess the following inte-
ger solutions:
s0 = (1,1,0,0) , s1 = (4,4,1,1) . (4.38)
Then we can prove analytically that there exists an infinite family of integer solutions
of the following form:
sα,β =αs1+βs0, α ∈N, β= 0,1. (4.39)
These solutions will not be independent from the basic ones (4.38), so we will restrict
our attention to them. The invariants corresponding to the basic solutions (4.38) are:
Γ0 =Hx +Hy −L1−L2−E∞ (4.40a)
Γ1 = 4Hx +4Hy −2L1−2L2−4E∞
−B1−B3−B5−B7−B2−B4−B6−B8.
(4.40b)
To Γ0 and Γ1 correspond the curves in P1×P1:
γ0 = a0,0+a1,0x+a0,1 y +a1,1x y, γ1 =
4∑
i , j=0
bi , j x
i y j , (4.41)
respectively. Imposing the condition of passing through l1, l2 and e∞ to γ0 we obtain
a0,1 = a1,1 = 0, which means that γ0 is actually parallel to the y-axis. This is a contra-
diction, so we can exclude γ0. On the other hand imposing the intersection conditions
on γ1 we obtain:
γ1 = κp, κ ∈C, (4.42)
that is γ1 is a multiple of the pencil p (2.15). So, we recovered the form of of the in-
variant pencil from the invariance conditions on the Picard–Manin lattice. This proves
statement (1.1.E) of Theorem 1.1, and therefore ends the proof of Theorem 1.1.
5. LIFTING TO AN ANALYTICALLY STABLE MAP
In the previous section we constructed the lifted automorphism ϕ∗, ψ∗ to the in-
finite dimensional Picard lattice Pic(S). This enable us to compute the growth of de-
grees of the maps (2.1) and show that the invariant pencil p (2.15) actually follows from
the existence of an invariant element Γ1 (4.40b) on the Picard lattice Pic(S).
In this section we are going to prove Theorem 1.2. That is, we are going to show
that the same results of Theorem 1.1 are obtainable by considering the lifting of either
ϕ and ψ to an analytically stable map, see Definition 3.4.
In our example consider the surface Σ obtained by blowing up the points li , i =
1,2,3,4, b j , j = 1,2, . . . ,8 and e∞. It is possible to show that the lifts of ϕ and ψ, Φ
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and Ψ respectively, satisfy definition 3.4, and hence are analytically stable. This al-
ready proves the statement (1.2.A) of Theorem 1.2. The Picard lattice of Σ is the 15-
dimensional Z-module given by:
Pic(Σ)=ZHx +ZHy +
4∑
i=1
ZLi +
8∑
j=1
ZB j . (5.1)
On Pic(Σ) the maps Φ and Ψ are represented by two 15×15 matrices with integer
coefficients MΦ, MΨ acting on the generators
(
Hx , Hy ,L1, . . . ,L4,B1, . . . ,B8,E∞
)
. Fol-
lowing again the results of appendix B we obtain:
Mϕ =

2 2 −1 0 0 0 0 −1 −1 0 0 0 0 0 −2
2 2 −1 0 −1 0 0 −1 −1 0 0 0 0 0 −2
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 −1 −1 0 0 0 0 0 −1
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
1 1 −1 0 0 0 0 −1 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
1 1 −1 0 0 0 0 0 −1 0 0 0 0 0 −1
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
2 2 −1 0 −1 0 0 −1 −1 0 0 0 0 0 −2

, (5.2a)
Mψ =

2 2 0 −1 0 0 −1 0 0 −1 0 0 0 0 −2
2 2 0 −1 0 −1 −1 0 0 −1 0 0 0 0 −2
1 1 0 0 0 0 −1 0 0 −1 0 0 0 0 −1
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
1 1 0 −1 0 0 −1 0 0 0 0 0 0 0 −1
1 1 0 −1 0 0 0 0 0 −1 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
2 2 0 −1 0 −1 −1 0 0 −1 0 0 0 0 −2

. (5.2b)
The matrices MΦ and MΨ have rank 14, that is they both have a one-dimensional
kernel. We can prove that:
V := kerΦ= kerΨ= 〈Hy −E∞〉Z, (5.3)
and that:
Pic(Σ)=V ⊕V ⊥, (5.4)
where V ⊥ is the orthogonal complement of V with respect to the inner product de-
fined by (3.12):
V ⊥ = 〈Hx −E∞, Hy ,L1, . . . ,L4,B1, . . . ,B8〉Z. (5.5)
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Then we have that the maps Φ|V ⊥ and Ψ|V ⊥ are one the inverse of the other. This can
be proven by computing explicitly the action of Φ and Ψ on V ⊥. We omit the explicit
formulæ as they are quite cumbersome and it is just an ordinary exercise in linear
algebra. This ends the proof of the statement (1.2.B) of Theorem 1.2.
The fact that the maps Φ and Ψ have the same kernel and are automorphisms out
of it implies that they are conjugated through a map Λ. That is, there exists a map Λ
such that the equality Φ=Λ◦Ψ◦Λ−1 holds. In turn, this implies that the two matrices
MΦ and MΨ have the same eigenvalues, and hence the same behaviour upon iteration.
The characteristic polynomial of MΦ is:
CΦ (λ)=λ(λ−1)6(λ2+λ+1)2(λ2+1)(λ+1)2. (5.6)
Except from λ= 0, whose eigenspace is the kernel V , all the roots of CΦ (λ) (5.6) lie on
the unit circle. This already implies that the algebraic entropy vanishes. To recover the
quadratic growth and end the proof of statement (1.2.C) of Theorem 1.2 considering
the N th power of MΦ:
M NΦ =
 αN αN . . . −αNαN −λN αN . . . −αN
...
...
...
...
 , (5.7)
where we displayed only the relevant entries. Since, as expected the functions αN and
λN are those of equation (4.26), we obtained again that the asymptotic growth of the
maps (2.1) is quadratic. This ends the proof of the statement (1.2.C) of Theorem 1.2.
Finally, we prove statement (1.2.D) of Theorem 1.2. To this end we consider the
eigenspace of the eigenvalue λ = 1. Doing so we recover the invariant element Γ˜inv
(4.32). With the same technique as before we arrive to the invariant (4.40b). This read-
ily ends the proof of the statement (1.2.D) of Theorem 1.2.
Remark 5.1. We remark that the y-axis, which in Σ is given by:
∆=Hx −L1−L2, (5.8)
is not and invariant for the map Φ. Indeed:
Φ (∆)= Γ0. (5.9)
That is, for the y-axis to be invariant under the action of the map ϕ on the Picard
lattice we need to remove the infinitely many exceptional lines Θk . The dynamics on
the Picard lattice (5.1) does not underline the existence of special class of closed form
solutions shown in statement (1.1.C) of Theorem 1.1.
Remark 5.2. As we mentioned earlier, except λ = 0 all the eigenvalues of the matrix
(5.2a), that is the solutions of equation (5.6), lie on the unit circle. Then, to their
eigenspace might correspond some sort of generalised invariants [51]. Indeed, let ω
be a N th root of unity, then a generalised invariant satisfies a condition of the form:
I
(
ϕ
(
x, y
))=ωI (x, y) , (5.10)
where ϕ is a given map of P1×P1. Then:
I N
(
ϕ
(
x, y
))= I (x, y) , (5.11)
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that is, I N is an invariant for ϕ. Therefore, looking for the eigenspace of eigenvalues
different than λ = 1 we might be able to find some lower-order independent gener-
alised invariants. In our case we have:
λ=−1,±i,−1± i
p
3
2
. (5.12)
It is possible to check by direct computation that the eigenspaces of these eigenval-
ues do not admit any representative curves in P1×P1. However, we believe that such
observation might be useful in other cases, e.g. in the study of HKY maps [29].
6. CONCLUSION
In this paper, we constructed the space of initial values S of a pair of maps given by
equations (2.1), by carrying out a sequence of resolutions of what turned out to be in-
finitely many points of indeterminacy. These algebro-geometric results show that even
examples that are equivalent to a QRT mapping may have unexpected and surprising
geometric properties.
The resolution process makes the mappings ϕ and ψ well-defined and show that
they are automorphisms on S. Infinitely many blow-ups are necessary since there
exists a sequence of exceptional lines {Θk }k∈Z\{0} which are mapped to points under
ϕ and ψ. Previously in the literature systems with infinite sequence of blow-ups ap-
peared only in the case of linearisable equations [26].
Interestingly, the infinite sequence of exceptional lines correspond to the sequence
of points {θk }k∈Z\{0} lying on the line {x = 0}. This line plays a special role in the trans-
formation from the pencil p (2.15), covariant under (2.1), to the pencil q (2.16), covari-
ant under the associated QRT map (2.13). The quartic pencil p factors into four factors
of the vertical line {x = 0} and the biquadratic pencil q , which explains the bi-degree
from (4,4) to (2,2). The transformation from p to q is singular on the line {x = 0} and
induces the need to have an infinite number of blow-ups in the construction of the
space of initial values S.
On the other hand following the general results of [15] we also presented the con-
struction of the algebraic surface Σ, obtained blowing-up P1×P1 finitely many times.
On such surface the maps (2.1) become algebraically stable, but not automorphisms.
We used the two mentioned algebro-geometric constructions to prove that the growth
is quadratic in the iteration step N , see formula (1.2), and thus showing the integrabil-
ity of the maps (2.1) in the sense of algebraic entropy [5, 55].
The main difference between the two construction is the fact the first one under-
lines the existence of a one-parameter family of solution, shown in formula (4.21), ly-
ing entirely on the singular fibre {x = 0}. Indeed, the points {θk }k∈Z\{0} are the inad-
missible initial values of such one-parameter family of solutions. Moreover, {x = 0} is
a fixed point the lifted maps ϕ∗ and ψ∗ on the Picard–Manin lattice Pic(S). As shown
in formula (5.9) the same result does not hold if we consider the Picard lattice Pic(Σ).
Therefore, we conclude that the infinitely many exceptional lines {Θk }k∈Z\{0} have a
dynamical interpretation.
Another interesting object for future exploration is a pencil given by a bisextic in-
variant of the plane presented in [11]. The corresponding gradient system of the form
given by equation (2.4) has the followingdefinitions ofH and Q:
H (6) = (aX +bY ) (c X +dY )2 (e X + f Y )3 , (6.1a)
Q(6) = (c X +dY )−1 (e X + f Y )−2 , (6.1b)
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The level curves ofH (6) are of genus 1, like those ofH− in (2.9) and the pencil (2.15),
and the corresponding KHK discretisation is integrable [11].
Not all KHK discretisations of such gradient systems are integrable. An interesting
case is given by
Hm = X m
(
X 2−Y 2) , Qm = X 1−m , m = 2,3, . . . . (6.2)
which is a direct generalisation of H− of (2.9). If m > 2 the level curves of Hm are of
genus higher than one. Preliminary numerical investigations indicate that the corre-
sponding KHK discretisation is not integrable. We suggest that the algebro-geometric
approach might explain why the KHK discretisation fails to be integrable in this case.
Other open problems concern possible de-autonomisation of maps arising from
KHK discretisation [22, 27]. The de-autonomisation of these maps is linked to the
minimal model of the algebraic surface Σ on which they become analytically stable.
Here by minimal model we mean an algebraic surface Σ′, such that no curve has self-
intersection number lower than −2 and there exists a projection f : Σ→ Σ′. This min-
imal model is obtained by blowing down properly some lines in Σ of self-intersection
−1, where the blow-down is inverse procedure of the blow-up. Following the results of
[40] we should be able to realise this de-autonomisation as one of the discrete Painlevé
equations described in [53] considering the symmetry group of the associated elliptic
surface. We note that in applications also subgroups of those considered in [53] can
appear [1].
The surface Σ constructed in section 5 is not minimal, as there exists lines like{
x± y = 0} which have self-intersection −3. However, finding the corresponding mini-
mal model Σ′ is a non-algorithmic and non-trivial task, we will address in future works.
A final open question is whether there exist lattice equations which give these KHK
maps as periodic or generalised reductions.
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APPENDIX A. BLOW-UP CHARTS
In this appendix we give the explicit expressions of the blow-ups of the maps ϕ and
ψ (2.1).
A.1. Base point l1. To blow up the point l1 we can define two different charts. The
first one is:
x1 = ξ1,1, y1 = ξ1,1η1,1+ 1
h
. (A.1.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

ξ1,1(3hξ1,1η1,1+2)
2h2ξ21,1η
2
1,1+4h2ξ21,1+5hξ1,1η1,1+2
−
h2ξ21,1η
2
1,1−4h2ξ21,1+3hξ1,1η1,1+2
h(2h2ξ21,1η
2
1,1+4h2ξ21,1+5hξ1,1η1,1+2)
 , (A.1.2a)
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ψ∗ =

− 3hξ1,1η1,1+4
h(2hξ1,1η21,1+4hξ1,1+3η1,1)
hξ1,1η21,1−4hξ1,1+η1,1
h(2hξ1,1η21,1+4hξ1,1+3η1,1)
 . (A.1.2b)
We can see from equation (A.1.2b) that there is a new base point at:
l3 :
(
ξ1,1,η1,1
)= (0,0) . (A.1.3)
The second chart is:
x1 = ξ1,2η1,2, y1 = η1,2+ 1
h
. (A.1.4)
In this chart the maps ϕ and ψ become:
ϕ∗ =

ξ1,2η1,2(3hη1,2+2)
4h2ξ21,2η
2
1,2+2h2η21,2+5hη1,2+2
,
4h2ξ21,2η
2
1,2−h2η21,2−3hη1,2−2
h(4h2ξ21,2η
2
1,2+2h2η21,2+5hη1,2+2)
 , (A.1.5a)
ψ∗ =

− ξ1,2(3hη1,2+4)
h(4hξ21,2η1,2+2hη1,2+3)
,
−
4hξ21,2η1,2−hη1,2−1
h(4hξ21,2η1,2+2hη1,2+3)
 . (A.1.5b)
In this chart chart there are no new base points.
A.2. Base point l2. To blow up the point l2 we can define two different charts. The
first one is:
x1 = ξ2,1, y1 = ξ2,1η2,1− 1
h
. (A.2.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

3hξ2,1η2,1−4
h(2hξ2,1η22,1+4hξ2,1−3η2,1)
−
hξ2,1η22,1−4hξ2,1−η2,1
h(2hξ2,1η22,1+4hξ2,1−3η2,1)
 , (A.2.2a)
ψ∗ =

− ξ2,1(3hξ2,1η2,1−2)
2h2ξ22,1η
2
2,1+4h2ξ22,1−5hξ2,1η2,1+2
h2ξ22,1η
2
2,1−4h2ξ22,1−3hξ2,1η2,1+2
h(2h2ξ22,1η
2
2,1+4h2ξ22,1−5hξ2,1η2,1+2)
 . (A.2.2b)
We can see from equation (A.2.2a) that there is a new base point at:
l4 :
(
ξ2,1,η2,1
)= (0,0) . (A.2.3)
The second chart is:
x1 = ξ2,2η2,2, y1 = η2,2− 1
h
. (A.2.4)
In this chart the maps ϕ and ψ become:
ϕ∗ =

ξ2,2(3hη2,2−4)
h(4hξ22,2η2,2+2hη2,2−3)
,
4hξ22,2η2,2−hη2,2+1
h(4hξ22,2η2,2+2hη2,2−3)
 , (A.2.5a)
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ψ∗ =

− ξ2,2η2,2(3hη2,2−2)
4h2ξ22,2η
2
2,2+2h2η22,2−5hη2,2+2
−
4h2ξ22,2η
2
2,2−h2η22,2+3hη2,2−2
h(4h2ξ22,2η
2
2,2+2h2η22,2−5hη2,2+2)
 . (A.2.5b)
In this chart chart there are no new base points.
A.3. Base point l3. To blow up the point l3 we can define two different charts. The
first one is:
ξ1,1 = ξ3,1, η1,1 = ξ3,1η3,1, (A.3.1)
or in terms of the original coordinates:
x1 = ξ3,1, y1 = ξ23,1η3,1+
1
h
. (A.3.2)
In this chart the maps ϕ and ψ become:
ϕ∗ =

ξ3,1
(
3hη3,1ξ3,1
2+2)
2h2η3,12ξ3,1
4+4h2ξ3,12+5hη3,1ξ3,12+2
− 1
h
h2η3,12ξ3,1
4−4h2ξ3,12+3hη3,1ξ3,12+2
2h2η3,12ξ3,1
4+4h2ξ3,12+5hη3,1ξ3,12+2
 , (A.3.3a)
ψ∗ =

− 1
hξ3,1
3hη3,1ξ3,1
2+4
2hη3,12ξ3,1
2+4h+3η3,1
1
h
hη3,12ξ3,1
2−4h+η3,1
2hη3,12ξ3,1
2+4h+3η3,1
 . (A.3.3b)
In this chart chart there are no new base points.
The second chart is:
ξ1,1 = ξ3,2η3,2, η1,1 = η3,2, (A.3.4)
or in terms of the original coordinates:
x1 = ξ3,2η3,2, y1 = ξ3,2η23,2+
1
h
. (A.3.5)
In this chart the maps ϕ and ψ become:
ϕ∗ =

η3,2ξ3,2
(
3hη3,22ξ3,2+2
)
2h2η3,24ξ3,2
2+4h2η3,22ξ3,22+5hη3,22ξ3,2+2
− 1
h
h2η3,24ξ3,2
2−4h2η3,22ξ3,22+3hη3,22ξ3,2+2
2h2η3,24ξ3,2
2+4h2η3,22ξ3,22+5hη3,22ξ3,2+2
 , (A.3.6a)
ψ∗ =

− 1
hη3,2
3hη3,22ξ3,2+4
2hη3,22ξ3,2+4hξ3,2+3
1
h
hη3,22ξ3,2−4hξ3,2+1
2hη3,22ξ3,2+4hξ3,2+3
 . (A.3.6b)
In this chart chart there are no new base points.
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A.4. Base point l4. To blow up the point l4 we can define two different charts. The
first one is:
ξ2,1 = ξ4,1, η2,1 = ξ4,1η4,1, (A.4.1)
or in terms of the original coordinates:
x1 = ξ4,1, y1 = ξ24,1η4,1−
1
h
. (A.4.2)
In this chart the maps ϕ and ψ become:
ϕ∗ =

1
hξ4,1
3hη4,1ξ4,1
2−4
2hη4,12ξ4,1
2+4h−3η4,1
− 1
h
hη4,12ξ4,1
2−4h−η4,1
2hη4,12ξ4,1
2+4h−3η4,1
 , (A.4.3a)
ψ∗ =

− ξ4,1
(
3hη4,1ξ4,1
2−2)
2h2η4,12ξ4,1
4+4h2ξ4,12−5hη4,1ξ4,12+2
1
h
h2η4,12ξ4,1
4−4h2ξ4,12−3hη4,1ξ4,12+2
2h2η4,12ξ4,1
4+4h2ξ4,12−5hη4,1ξ4,12+2
 . (A.4.3b)
The second chart is:
ξ2,1 = ξ4,2η4,2, η2,1 = η4,2, (A.4.4)
or in terms of the original coordinates:
x1 = ξ4,2η4,2, y1 = ξ4,2η24,2−
1
h
. (A.4.5)
In this chart the maps ϕ and ψ become:
ϕ∗ =

1
hη4,2
3hη4,22ξ4,2−4
2hη4,22ξ4,2+4hξ4,2−3
− 1
h
hη4,22ξ4,2−4hξ4,2−1
2hη4,22ξ4,2+4hξ4,2−3
 , (A.4.6a)
ψ∗ =

− η4,2ξ4,2
(
3hη4,22ξ4,2−2
)
2h2η4,24ξ4,2
2+4h2η4,22ξ4,22−5hη4,22ξ4,2+2
1
h
h2η4,24ξ4,2
2−4h2η4,22ξ4,22−3hη4,22ξ4,2+2
2h2η4,24ξ4,2
2+4h2η4,22ξ4,22−5hη4,22ξ4,2+2
 . (A.4.6b)
In this chart chart there are no new base points.
A.5. Base point e∞. To blow up the point e∞ we can define two different charts. The
first one is:
x4 = ξ∞,1, y4 = ξ∞,1η∞,1, (A.5.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(−η∞,1ξ∞,1+3h)η∞,1
4h2η∞,12−η∞,12ξ∞,12+hη∞,1ξ∞,1+2h2
4hη∞,12−η∞,1ξ∞,1−h
4h2η∞,12−η∞,12ξ∞,12+hη∞,1ξ∞,1+2h2
 , (A.5.2a)
ψ∗ =

−
(
η∞,1ξ∞,1+3h
)
η∞,1
4h2η∞,12−η∞,12ξ∞,12−hη∞,1ξ∞,1+2h2
− 4hη∞,1
2+η∞,1ξ∞,1−h
4h2η∞,12−η∞,12ξ∞,12−hη∞,1ξ∞,1+2h2
 . (A.5.2b)
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In this chart chart there are no new base points.
The second chart is:
x4 = ξ∞,2η∞,2, y4 = η∞,2, (A.5.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
3h−η∞,2
)
ξ∞,2
2h2ξ∞,22+hη∞,2ξ∞,22−η∞,22ξ∞,22+4h2
− hξ∞,2
2+η∞,2ξ∞,22−4h
2h2ξ∞,22+hη∞,2ξ∞,22−η∞,22ξ∞,22+4h2
 , (A.5.4a)
ψ∗ =

−
(
3h+η∞,2
)
ξ∞,2
2h2ξ∞,22−hη∞,2ξ∞,22−η∞,22ξ∞,22+4h2
hξ∞,22−η∞,2ξ∞,22−4h
2h2ξ∞,22−hη∞,2ξ∞,22−η∞,22ξ∞,22+4h2
 . (A.5.4b)
In this chart chart there are no new base points.
A.6. Base point θ1. To blow up the point θ1 we can define two different charts. The
first one is:
x1 =µ1,1, y1 =µ1,1ν1,1+ 1
2h
. (A.6.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

1
2h
6hµ1,1ν1,1+1
2hµ1,1ν1,12+4hµ1,1+3ν1,1
− 1
4h2µ1,1
4h2µ1,12ν1,12−16h2µ1,12+8hµ1,1ν1,1+3
2hµ1,1ν1,12+4hµ1,1+3ν1,1
 , (A.6.2a)
ψ∗ =

−1
2
µ1,1
(
6hµ1,1ν1,1+5
)
2h2µ1,12ν1,12+4h2µ1,12+hµ1,1ν1,1−1
1
4h
4h2µ1,12ν1,12−16h2µ1,12−1
2h2µ1,12ν1,12+4h2µ1,12+hµ1,1ν1,1−1
 . (A.6.2b)
In this chart chart there are no new base points.
The second chart is:
x1 =µ1,2ν1,2, y1 = ν1,2+ 1
2h
. (A.6.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

1
2h
µ1,2
(
6hν1,2+1
)
4hµ1,22ν1,2+2hν1,2+3
1
4h2ν1,2
16h2µ1,22ν1,22−4h2ν1,22−8hν1,2−3
4hµ1,22ν1,2+2hν1,2+3
 , (A.6.4a)
ψ∗ =

−1
2
ν1,2µ1,2
(
6hν1,2+5
)
4h2µ1,22ν1,22+2h2ν1,22+hν1,2−1
− 1
4h
16h2µ1,22ν1,22−4h2ν1,22+1
4h2µ1,22ν1,22+2h2ν1,22+hν1,2−1
 . (A.6.4b)
In this chart chart there are no new base points.
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A.7. Base point θ−1. To blow up the point θ−1 we can define two different charts. The
first one is:
x1 =µ−1,1, y1 =µ−1,1ν−1,1− 1
2h
. (A.7.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

1
2
µ−1,1
(
6hµ−1,1ν−1,1−5
)
2h2µ−1,12ν−1,12+4h2µ−1,12−hµ−1,1ν−1,1−1
− 1
4h
4h2µ−1,12ν−1,12−16h2µ−1,12−1
2h2µ−1,12ν−1,12+4h2µ−1,12−hµ−1,1ν−1,1−1
 , (A.7.2a)
ψ∗ =
 −
1
2h
6hµ−1,1ν−1,1−1
2hµ−1,1ν−1,12+4hµ−1,1−3ν−1,1
1
4h2µ−1,1
4h2µ−1,12ν−1,12−16h2µ−1,12−8hµ−1,1ν−1,1+3
2hµ−1,1ν−1,12+4hµ−1,1−3ν−1,1
 . (A.7.2b)
In this chart chart there are no new base points.
The second chart is:
x1 =µ−1,2ν−1,2, y1 = ν−1,2− 1
2h
. (A.7.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

1
2
ν−1,2µ−1,2
(
6hν−1,2−5
)
4h2µ−1,22ν−1,22+2h2ν−1,22−hν−1,2−1
1
4h
16h2µ−1,22ν−1,22−4h2ν−1,22+1
4h2µ−1,22ν−1,22+2h2ν−1,22−hν−1,2−1
 , (A.7.4a)
ψ∗ =

− 1
2h
µ−1,2
(
6hν−1,2−1
)
4hµ−1,22ν−1,2+2hν−1,2−3
− 1
4h2ν−1,2
16h2µ−1,22ν−1,22−4h2ν−1,22+8hν−1,2−3
4hµ−1,22ν−1,2+2hν−1,2−3
 . (A.7.4b)
In this chart chart there are no new base points.
A.8. Base point b1. To blow up the point b1 we can define two different charts. The
first one is:
x1 =σ1,1+ 1
3h
, y1 =σ1,1τ1,1+ 1
3h
. (A.8.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

3
h
(
3hσ1,1+1
)
τ1,1(
6hσ1,1τ21,1+12hσ1,1+7τ1,1+8
)
− 3hσ1,1τ1,1
2−12hσ1,1+5τ1,1−8
h
(
6hσ1,1τ21,1+12hσ1,1+7τ1,1+8
)
 , (A.8.2a)
ψ∗ =

−
(
3hσ1,1+1
)(
3hσ1,1τ1,1+2
)
h
(
6h2σ21,1τ
2
1,1+12h2σ21,1+hσ1,1τ1,1+8hσ1,1−2
)
3h2σ21,1τ
2
1,1−12h2σ21,1−hσ1,1τ1,1−8hσ1,1−2
h
(
6h2σ21,1τ
2
1,1+12h2σ21,1+hσ1,1τ1,1+8hσ1,1−2
)
 . (A.8.2b)
In this chart chart there are no new base points.
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The second chart is:
x1 =σ1,2τ1,2+ 1
3h
, y1 = τ1,2+ 1
3h
. (A.8.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

3
h
3hσ1,2τ1,2+1
12hσ21,2τ1,2+6hτ1,2+8σ1,2+7
12hσ1,22τ1,2−3hτ1,2+8σ1,2−5
h
(
12hσ21,2τ1,2+6hτ1,2+8σ1,2+7
)
 , (A.8.4a)
ψ∗ =

−
(
3hσ1,2τ1,2+1
)(
3hτ1,2+2
)
h
(
12h2σ21,2τ
2
1,2+6h2τ21,2+8hσ1,2τ1,2+hτ1,2−2
)
−
12h2σ21,2τ
2
1,2−3h2τ21,2+8hσ1,2τ1,2+hτ1,2+2
h
(
12h2σ21,2τ
2
1,2+6h2τ21,2+8hσ1,2τ1,2+hτ1,2−2
)
 . (A.8.4b)
In this chart chart there are no new base points.
A.9. Base point b2. To blow up the point b2 we can define two different charts. The
first one is:
x1 =σ2,1+ 1
3h
, y1 =σ2,1τ2,1− 1
3h
. (A.9.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
3hσ2,1+1
)(
3hσ2,1τ2,1−2
)
h
(
6h2σ22,1τ
2
2,1+12h2σ2,12−hσ2,1τ2,1+8hσ2,1−2
)
− 3h
2σ2,1
2τ2,1
2−12h2σ2,12+hσ2,1τ2,1−8hσ2,1−2
h
(
6h2σ2,12τ2,12+12h2σ2,12−hσ2,1τ2,1+8hσ2,1−2
)
 , (A.9.2a)
ψ∗ =

− 3
h
(
3hσ2,1+1
)
τ2,1
6hσ2,1τ2,12+12hσ2,1−7τ2,1+8
,
3hσ2,1τ2,12−12hσ2,1−5τ2,1−8
h
(
6hσ2,1τ2,12+12hσ2,1−7τ2,1+8
)
 . (A.9.2b)
In this chart chart there are no new base points.
The second chart is:
x1 =σ2,2τ2,2+ 1
3h
, y1 = τ2,2− 1
3h
. (A.9.3)
In this chart the maps ϕ and ψ become:
ϕ=

(
3hσ2,2τ2,2+1
)(
3hτ2,2−2
)
h
(
12h2σ2,22τ2,22+6h2τ2,22+8hσ2,2τ2,2−hτ2,2−2
)
12h2σ2,22τ2,22−3h2τ2,22+8hσ2,2τ2,2−hτ2,2+2
h
(
12h2σ2,22τ2,22+6h2τ2,22+8hσ2,2τ2,2−hτ2,2−2
)
 , (A.9.4a)
ψ∗ =
 −
3
h
3hσ2,2τ2,2+1
12hσ2,22τ2,2+6hτ2,2+8σ2,2−7
− 12hσ2,2
2τ2,2−3hτ2,2+8σ2,2+5
h
(
12hσ2,22τ2,2+6hτ2,2+8σ2,2−7
)
 . (A.9.4b)
In this chart chart there are no new base points.
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A.10. Base point b3. To blow up the point b3 we can define two different charts. The
first one is:
x1 =σ3,1− 1
3h
, y1 =σ3,1τ3,1− 1
3h
. (A.10.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
3hσ3,1−1
)(
3hσ3,1τ3,1−2
)
h
(
6h2σ3,12τ3,12+12h2σ3,12−hσ3,1τ3,1−8hσ3,1−2
)
− 3h
2σ3,1
2τ3,1
2−12h2σ3,12+hσ3,1τ3,1+8hσ3,1−2
h
(
6h2σ3,12τ3,12+12h2σ3,12−hσ3,1τ3,1−8hσ3,1−2
)
 , (A.10.2a)
ψ∗ =

− 3
h
(
3hσ3,1−1
)
τ3,1
6hσ3,1τ3,12+12hσ3,1−7τ3,1−8
3hσ3,1τ3,12−12hσ3,1−5τ3,1+8
h
(
6hσ3,1τ3,12+12hσ3,1−7τ3,1−8
)
 . (A.10.2b)
In this chart chart there are no new base points.
The second chart is:
x1 =σ3,2τ3,2− 1
3h
, y1 = τ3,2− 1
3h
. (A.10.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
3hσ3,2τ3,2−1
)(
3hτ3,2−2
)
h
(
12h2σ3,22τ3,22+6h2τ3,22−8hσ3,2τ3,2−hτ3,2−2
)
12h2σ3,22τ3,22−3h2τ3,22−8hσ3,2τ3,2−hτ3,2+2
h
(
12h2σ3,22τ3,22+6h2τ3,22−8hσ3,2τ3,2−hτ3,2−2
)
 , (A.10.4a)
ψ∗ =
 −
3
h
3hσ3,2τ3,2−1
12hσ3,22τ3,2+6hτ3,2−8σ3,2−7
− 12hσ3,2
2τ3,2−3hτ3,2−8σ3,2+5
h
(
12hσ3,22τ3,2+6hτ3,2−8σ3,2−7
)
 . (A.10.4b)
In this chart chart there are no new base points.
A.11. Base point b4. To blow up the point b4 we can define two different charts. The
first one is:
x1 =σ4,1− 1
3h
, y1 =σ4,1τ4,1+ 1
3h
. (A.11.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

3
h
(
3hσ4,1−1
)
τ4,1
6hσ4,1τ4,12+12hσ4,1+7τ4,1−8
− 3hσ4,1τ4,1
2−12hσ4,1+5τ4,1+8
h
(
6hσ4,1τ4,12+12hσ4,1+7τ4,1−8
)
 , (A.11.2a)
ψ∗ =

−
(
3hσ4,1−1
)(
3hσ4,1τ4,1+2
)
h
(
6h2σ4,12τ4,12+12h2σ4,12+hσ4,1τ4,1−8hσ4,1−2
)
3h2σ4,12τ4,12−12h2σ4,12−hσ4,1τ4,1+8hσ4,1−2
h
(
6h2σ4,12τ4,12+12h2σ4,12+hσ4,1τ4,1−8hσ4,1−2
)
 . (A.11.2b)
In this chart chart there are no new base points.
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The second chart is:
x1 =σ4,2τ4,2− 1
3h
, y1 = τ4,2+ 1
3h
. (A.11.3)
In this chart the maps ϕ and ψ become:
ϕ=

3
h
3hσ4,2τ4,2−1
12hσ4,22τ4,2+6hτ4,2−8σ4,2+7
12hσ4,22τ4,2−3hτ4,2−8σ4,2−5
h
(
12hσ4,22τ4,2+6hτ4,2−8σ4,2+7
)
 , (A.11.4a)
ψ=

−
(
3hσ4,2τ4,2−1
)(
3hτ4,2+2
)
h
(
12h2σ4,22τ4,22+6h2τ4,22−8hσ4,2τ4,2+hτ4,2−2
)
− 12h
2σ4,2
2τ4,2
2−3h2τ4,22−8hσ4,2τ4,2+hτ4,2+2
h
(
12h2σ4,22τ4,22+6h2τ4,22−8hσ4,2τ4,2+hτ4,2−2
)
 . (A.11.4b)
In this chart chart there are no new base points.
A.12. Base point b5. To blow up the point b5 we can define two different charts. The
first one is:
x1 =σ5,1+ 1
h
, y1 =σ5,1τ5,1+ 1
h
. (A.12.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ5,1+1
)(
3hσ5,1τ5,1+2
)
h
(
2h2σ5,12τ5,12+4h2σ5,12+5hσ5,1τ4,1+8hσ5,1+6
)
− h
2σ5,1
2τ5,1
2−4h2σ5,12+3hσ5,1τ5,1−8hσ5,1−2
h
(
2h2σ5,12τ5,12+4h2σ5,12+5hσ5,1τ5,1+8hσ5,1+6
)
 , (A.12.2a)
ψ∗ =

−
(
hσ5,1+1
)(
3hσ5,1τ4,1+4
)
h
(
2h2σ5,12τ4,12+4h2σ5,12+3hσ5,1τ4,1+8hσ5,1+4
)
h2σ5,12τ5,12−4h2σ5,12+hσ5,1τ5,1−8hσ5,1−4
h
(
2h2σ5,12τ5,12+4h2σ5,12+3hσ5,1τ5,1+8hσ5,1+4
)
 . (A.12.2b)
By construction, in this chart chart there are no new base points.
The second chart is:
x1 =σ5,2τ5,2+ 1
h
, y1 = τ5,2+ 1
h
. (A.12.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ5,2τ5,2+1
)(
3hτ5,2+2
)
h
(
4h2σ5,22τ5,22+2h2τ5,22+8hσ5,2τ5,2+5hτ5,2+6
)
4h2σ5,22τ5,22−h2τ5,22+8hσ5,2τ5,2−3hτ5,2+2
h
(
4h2σ5,22τ5,22+2h2τ5,22+8hσ5,2τ5,2+5hτ5,2+6
)
 , (A.12.4a)
ψ∗ =

−
(
hσ5,2τ5,2+1
)(
3hτ5,2+4
)
h
(
4h2σ5,22τ5,22+2h2τ5,22+8hσ5,2τ5,2+3hτ5,2+4
)
− 4h
2σ5,2
2τ5,2
2−h2τ5,22+8hσ5,2τ5,2−hτ5,2+4
h
(
4h2σ5,22τ4,22+2h2τ4,22+8hσ5,2τ4,2+3hτ4,2+4
)
 . (A.12.4b)
By construction, in this chart chart there are no new base points.
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A.13. Base point b6. To blow up the point b6 we can define two different charts. The
first one is:
x1 =σ6,1+ 1
h
, y1 =σ6,1τ6,1− 1
h
. (A.13.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ6,1+1
)(
3hσ6,1τ6,1−4
)
h
(
2h2σ6,12τ6,12+4h2σ6,12−3hσ6,1τ6,1+8hσ6,1+4
)
− h
2σ6,1
2τ6,1
2−4h2σ6,12−hσ6,1τ6,1−8hσ6,1−4
h
(
2h2σ6,12τ6,12+4h2σ6,12−3hσ6,1τ6,1+8hσ6,1+4
)
 , (A.13.2a)
ψ∗ =

−
(
hσ6,1+1
)(
3hσ6,1τ6,1−2
)
h
(
2h2σ6,12τ6,12+4h2σ6,12−5hσ6,1τ6,1+8hσ6,1+6
)
h2σ6,12τ6,12−4h2σ6,12−3hσ6,1τ6,1−8hσ6,1−2
h
(
2h2σ6,12τ6,12+4h2σ6,12−5hσ6,1τ6,1+8hσ6,1+6
)
 . (A.13.2b)
By construction, in this chart chart there are no new base points.
The second chart is:
x1 =σ6,2τ6,2+ 1
h
, y1 = τ6,2− 1
h
. (A.13.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ6,2τ6,2+1
)(
3hτ6,2−4
)
h
(
4h2σ6,22τ6,22+2h2τ6,22+8hσ6,2τ6,2−3hτ6,2+4
)
4h2σ6,22τ6,22−h2τ6,22+8hσ6,2τ6,2+hτ6,2+4
h
(
4h2σ6,22τ6,22+2h2τ6,22+8hσ6,2τ6,2−3hτ6,2+4
)
 , (A.13.4a)
ψ∗ =

−
(
hσ6,2τ6,2+1
)(
3hτ6,2−2
)
h
(
4h2σ6,22τ6,22+2h2τ6,22+8hσ6,2τ6,2−5hτ6,2+6
)
− 4h
2σ6,2
2τ6,2
2−h2τ6,22+8hσ6,2τ6,2+3hτ6,2+2
h
(
4h2σ6,22τ6,22+2h2τ6,22+8hσ6,2τ6,2−5hτ6,2+6
)
 . (A.13.4b)
By construction, in this chart chart there are no new base points.
A.14. Base point b7. To blow up the point l1 we can define two different charts. The
first one is:
x1 =σ7,1− 1
h
, y1 =σ7,1τ7,1− 1
h
. (A.14.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ7,1−1
)(
3hσ7,1τ7,1−4
)
h
(
2h2σ7,12τ7,12+4h2σ7,12−3hσ7,1τ7,1−8hσ7,1+4
)
− h
2σ7,1
2τ7,1
2−4h2σ7,12−hσ7,1τ7,1+8hσ7,1−4
h
(
2h2σ7,12τ7,12+4h2σ7,12−3hσ7,1τ7,1−8hσ7,1+4
)
 , (A.14.2a)
ψ∗ =

−
(
hσ7,1−1
)(
3hσ7,1τ7,1−2
)
h
(
2h2σ7,12τ7,12+4h2σ7,12−5hσ7,1τ7,1−8hσ7,1+6
)
h2σ7,12τ7,12−4h2σ7,12−3hσ7,1τ7,1+8hσ7,1−2
h
(
2h2σ7,12τ7,12+4h2σ7,12−5hσ7,1τ7,1−8hσ7,1+6
)
 . (A.14.2b)
By construction, in this chart chart there are no new base points.
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The second chart is:
x1 =σ7,2τ7,2− 1
h
, y1 = τ7,2− 1
h
. (A.14.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ7,2τ7,2−1
)(
3hτ7,2−4
)
h
(
4h2σ7,22τ7,22+2h2τ7,22−8hσ7,2τ7,2−3hτ7,2+4
)
4h2σ7,22τ7,22−h2τ7,22−8hσ7,2τ7,2+hτ7,2+4
h
(
4h2σ7,22τ7,22+2h2τ7,22−8hσ7,2τ7,2−3hτ7,2+4
)
 , (A.14.4a)
ψ∗ =

−
(
hσ7,2τ7,2−1
)(
3hτ7,2−2
)
h
(
4h2σ7,22τ7,22+2h2τ7,22−8hσ7,2τ7,2−5hτ7,2+6
)
− 4h
2σ7,2
2τ7,2
2−h2τ7,22−8hσ7,2τ7,2+3hτ7,2+2
h
(
4h2σ7,22τ7,22+2h2τ7,22−8hσ7,2τ7,2−5hτ7,2+6
)
 . (A.14.4b)
By construction, in this chart chart there are no new base points.
A.15. Base point b8. To blow up the point b8 we can define two different charts. The
first one is:
x1 =σ8,1− 1
h
, y1 =σ8,1τ8,1+ 1
h
. (A.15.1)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ8,1−1
)(
3hσ8,1τ8,1+2
)
h
(
2h2σ8,12τ8,12+4h2σ8,12+5hσ8,1τ8,1−8hσ8,1+6
)
− h
2σ8,1
2τ8,1
2−4h2σ8,12+3hσ8,1τ8,1+8hσ8,1−2
h
(
2h2σ8,12τ8,12+4h2σ8,12+5hσ8,1τ8,1−8hσ8,1+6
)
 , (A.15.2a)
ψ∗ =

−
(
hσ8,1−1
)(
3hσ8,1τ8,1+4
)
h
(
2h2σ8,12τ8,12+4h2σ8,12+3hσ8,1τ8,1−8hσ8,1+4
)
h2σ8,12τ8,12−4h2σ8,12+hσ8,1τ8,1+8hσ8,1−4
h
(
2h2σ8,12τ8,12+4h2σ8,12+3hσ8,1τ8,1−8hσ8,1+4
)
 . (A.15.2b)
By construction, in this chart chart there are no new base points.
The second chart is:
x1 =σ8,2τ8,2− 1
h
, y1 = τ8,2+ 1
h
. (A.15.3)
In this chart the maps ϕ and ψ become:
ϕ∗ =

(
hσ8,2τ8,2−1
)(
3hτ8,2+2
)
h
(
4h2σ8,22τ8,22+2h2τ8,22−8hσ8,2τ8,2+5hτ8,2+6
)
4h2σ8,22τ8,22−h2τ8,22−8hσ8,2τ8,2−3hτ8,2+2
h
(
4h2σ8,22τ8,22+2h2τ8,22−8hσ8,2τ8,2+5hτ8,2+6
)
 , (A.15.4a)
ψ∗ =

−
(
hσ8,2τ8,2−1
)(
3hτ8,2+4
)
h
(
4h2σ8,22τ8,22+2h2τ8,22−8hσ8,2τ8,2+3hτ8,2+4
)
− 4h
2σ8,2
2τ8,2
2−h2τ8,22−8hσ8,2τ8,2−hτ8,2+4
h
(
4h2σ8,22τ8,22+2h2τ8,22−8hσ8,2τ8,2+3hτ8,2+4
)
 . (A.15.4b)
By construction, in this chart chart there are no new base points.
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APPENDIX B. BEHAVIOUR NEAR THE EXCEPTIONAL LINES
In this appendix we give the explicit computation of the behaviour of the maps (2.1)
near the exceptional lines and near the coordinate axes. In the case of the two acces-
sible exceptional lines L1 and L2 we will compute the image of the associated divisors:
D1 = L1−L3, D2 = L2−L4. (B.0.1)
To derive such behaviour we will use the geometric interpretation of the Picard lattice.
That is, if the image of a given exceptional line is not another base point we will de-
rive an implicit equation for it using algorithm of implicitisation [13], and then check
which points of indeterminacy lie on such curve. Implicit equations are derived in
terms of the following coordinates:
ϕ
(
x, y
)= (x, y) , ψ(x, y)= (x, y) , (B.0.2)
By definition this image is in the first chart of P1×P1.
B.1. Image of Hx . Consider the points
(
x0, y
) ∈C2 ,→P1×P1, where x0 ∈C is fixed.
From (2.1) we have that the image through ϕ is:
(
x, y
)= ( x0(3hy −1)
4h2x20 +2h2 y2+hy −1
4hx20 −hy2− y
4h2x20 +2h2 y2+hy −1
)
, (B.1.1)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4h2x0x
2+2h2x0 y2+3hx y −hx0 y +x−x0 = 0. (B.1.2)
The curve (B.1.2) has bidegree (2,2) and goes through the points of indeterminacy l1,
b2, b3, θ−1 and e∞. In this last point the order of zero is 2. Considering the chart (A.1.1)
we have that the curve (B.1.2) does not pass through l3. Therefore:
ϕ∗ (Hx )= 2Hx +2Hy −L1−B2−B3−2E∞−Θ−1. (B.1.3)
From (2.1) we have that the image through ψ is:
(
x, y
)
=
(
− x0(3hy +1)
4h2x20 +2h2 y2−hy −1
,− 4hx
2
0 −hy2+ y
4h2x20 +2h2 y2−hy −1
)
. (B.1.4)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4h2x0x
2+2h2x0 y2−3hx y +hx0 y +x−x0 = 0. (B.1.5)
The curve (B.1.5) has bidegree (2,2) and goes through the points of indeterminacy l2,
b1, b4, θ1 and e∞. In this last point the order of zero is 2. Considering the chart (A.2.1)
we have that the curve (B.1.5) does not pass through l4. Therefore:
ψ∗ (Hx )= 2Hx +2Hy −L2−B1−B4−2E∞−Θ1. (B.1.6)
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B.2. Image of Hy . Consider the points
(
x, y0
) ∈C2 ,→P1×P1, where y0 ∈C is fixed.
From (2.1) we have that the image through ϕ is:(
x, y
)= ( x(3hy0−1)
4h2x2+2h2 y20 +hy0−1
4hx2−hy20 − y0
4h2x2+2h2 y20 +hy0−1
)
, (B.2.1)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4(h2 y0+h)x2+ (2h2 y0−h)y2+ (1−hy0)y − y0 = 0. (B.2.2)
The curve (B.2.2) has bidegree (2,2) and goes through the points of indeterminacy l1,
b2, b3, and e∞. In this last point the order of zero is 2. Considering the chart (A.1.1)
we have that the curve (B.2.2) pass through l3. Therefore:
ϕ∗
(
Hy
)= 2Hx +2Hy −L1−L3−B2−B3−2E∞. (B.2.3)
From (2.1) we have that the image through ψ is:(
x, y
)
=
(
− x(3hy0+1)
4h2x2+2h2 y20 −hy0−1
,− 4hx
2−hy20 + y0
4h2x2+2h2 y20 −hy0−1
)
. (B.2.4)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4(h2 y0−h)x2+ (2h2 y0+h)y2+ (1+hy0)y − y0 = 0. (B.2.5)
The curve (B.2.5) has bidegree (2,2) and goes through the points of indeterminacy l2,
b1, b4, and e∞. In this last point the order of zero is 2. Considering the chart (A.2.1)
we have that the curve (B.2.5) pass through l4. Therefore:
ψ∗
(
Hy
)= 2Hx +2Hy −L2−L4−B1−B4−2E∞. (B.2.6)
B.3. Image of D1. In this section we consider the divisor D1.
Fist, we compute the image of the map ϕ such divisor. Let us choose the first blow-
up chart (A.1.1). The divisor in this chart is given by:
{
ξ1,1 = 0
}
. Then its image through
(A.5.2a) is: (
x, y
)= (0,− 1
h
)
, (B.3.1)
That is, the image is lying on the exceptional line L2. Since the exceptional line L2 is
accessible, we need to understand if this image is actually the actually the whole divi-
sor D2, or only L4. To this end we introduce the inverse coordinates of the coordinate
chart (A.2.1):
ξ2,1 = x,η2,1 = hy +1
hx
(B.3.2)
Evaluating the image of such coordinates using (B.3.1) we obtain an undetermined
form. So we consider a point near to the exceptional line:
ξ1,1 = ε, ε→ 0. (B.3.3)
Then the image of the points (B.3.3) through (A.5.2a) is:(
x, y
)= (ε+O (ε2) ,− 1
h
+εη1,1+O
(
ε2
))
, (B.3.4)
Therefore, evaluating the image (B.3.2) on (B.3.4) in the limit ε→ 0 we obtain:(
ξ2,1,η2,1
)
= (0,η1,1) . (B.3.5)
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This describes the whole divisor D2. Using the chart (A.1.4) we obtain the same result,
therefore:
ϕ∗ (D1)=D2. (B.3.6)
Now, we compute the image of the map ψ such divisor. Let us choose the first
blow-up chart (A.1.1). The exceptional line in this chart is given by:
{
ξ1,1 = 0
}
. Then its
image through (A.5.2b) is: (
x, y
)
=
(
− 4
3hη1,1
,
1
3h
)
, (B.3.7)
That is, the image is the horizontal line
{
y = 1/3h}. On such line lie two indeterminacy
points, b1 and b4. Since in the chart (A.1.4) we obtain the same result, we have:
ψ∗ (D1)=Hy −E∞. (B.3.8)
B.4. Image of D2. In this section we consider the divisor D2.
Fist, we compute the image of the map ϕ such divisor. Let us choose the first blow-
up chart (A.2.1). The divisor in this chart is given by:
{
ξ1,1 = 0
}
. Then its image through
(A.5.2a) is: (
x, y
)= ( 4
3hη2,1
,− 1
3h
)
, (B.4.1)
That is, the image is the horizontal line
{
y =−1/3h}. On such line lie two indetermi-
nacy points, b2 and b3. Since in the chart (A.2.4) we obtain the same result, we have:
ϕ∗ (D2)=Hy −B2−B3. (B.4.2)
Now, we compute the image of the map ψ such divisor. Let us choose the first
blow-up chart (A.2.1). The exceptional line in this chart is given by:
{
ξ1,1 = 0
}
. Then its
image through (A.2.2b) is: (
x, y
)
=
(
0,
1
h
)
, (B.4.3)
That is, the image is lying on the exceptional line L1. Since the exceptional line L1 is
accessible, we need to understand if this image is actually the actually the whole divi-
sor D1, or only L3. To this end we introduce the inverse coordinates of the coordinate
chart (A.1.1):
ξ1,1 = x,η1,1 = hy −1
hx
(B.4.4)
Evaluating the image of such coordinates using (B.4.3) we obtain an undetermined
form. So we consider a point near to the exceptional line:
ξ2,1 = ε, ε→ 0. (B.4.5)
Then the image of the points (B.4.5) through (A.5.2a) is:(
x, y
)
=
(
ε+O (ε2) , 1
h
+εη2,1+O
(
ε2
))
, (B.4.6)
Therefore, evaluating the image (B.4.4) on (B.4.6) in the limit ε→ 0 we obtain:(
ξ
1,1
,η
1,1
)
= (0,η2,1) . (B.4.7)
This describes the whole divisor D1. Using the chart (A.2.4) we obtain the same result,
therefore:
ψ∗ (D2)=D1. (B.4.8)
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B.5. Image of L3. In this section we consider the exceptional line L3.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.3.1). The exceptional line in this chart is given by:
{
ξ3,1 = 0
}
.
Then its image through (A.3.3a) is: (
x, y
)= (0,− 1
h
)
, (B.5.1)
That is, the image is lying on the exceptional line L2. Since the exceptional line L2 is
accessible, we need to understand if this image is actually the actually the whole divi-
sor D2, or only L4. To this end we use the inverse coordinates of the coordinate chart
(A.2.1), given in formula (B.3.2). Evaluating the image of such coordinates using (B.3.1)
we obtain an undetermined form. So we consider a point near to the exceptional line:
ξ3,1 = ε, ε→ 0. (B.5.2)
Then the image of the points (B.5.2) through (B.5.1) is:(
x, y
)= (ε+O (ε2) ,− 1
h
+O (ε2)) , (B.5.3)
Therefore, evaluating the image (B.3.2) on (B.5.3) in the limit ε→ 0 we obtain:(
ξ2,1,η2,1
)
= (0,0)= l4. (B.5.4)
It follows that the image of L3 through ϕ is L4. Using the chart (A.3.4) we obtain the
same result, therefore:
ϕ∗ (L3)= L4. (B.5.5)
Now, we compute the image of the map ψ such exceptional line. Let us choose
the first blow-up chart (A.3.1). The exceptional line in this chart is given by:
{
ξ3,1 = 0
}
.
Since the map is singular on this line, we consider again a point near to the exceptional
line as described in equation (B.5.2). Then its image through (A.3.3b) on the points of
the form (B.5.2):(
x, y
)
=
(
− 4
h(4h+3η3,1)
1
ε
+O(ε),− 4h−η3,1
h(4h+3η3,1)
+O(ε2)
)
, (B.5.6)
That is, the image is the line
{
x =∞}, where the point e∞ lies. Using the chart (A.3.4)
we obtain the same result, therefore:
ψ∗ (L3)=Hx −E∞. (B.5.7)
B.6. Image of L4. In this section we consider the exceptional line L4.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.4.1). The exceptional line in this chart is given by:
{
ξ4,1 = 0
}
.
Since the map is singular on this line, we use the following substitution:
ξ4,1 = ε, ε→ 0. (B.6.1)
Then its image through (A.4.3a) on the points of the form (B.6.1) is:(
x, y
)= (− 4
h(4h−3η4,1)
1
ε
+O(ε), 4h+η4,1
h(4h−3η4,1)
+O(ε2)
)
, (B.6.2)
That is, the image is the line
{
x =∞}, where the point e∞ lies. Using the chart (A.4.4)
we obtain the same result, therefore:
ϕ∗ (L4)=Hx −E∞. (B.6.3)
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Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.4.1). The exceptional line in this chart is given by:
{
ξ3,1 = 0
}
.
Then its image through (A.5.2b) is: (
x, y
)
=
(
0,
1
h
)
, (B.6.4)
That is, the image is lying on the exceptional line L1. Since the exceptional line L1 is
accessible, we need to understand if this image is actually the actually the whole divi-
sor D1, or only L3. To this end we use the inverse coordinates of the coordinate chart
(A.1.1) given in formula (B.4.4). Evaluating the image of such coordinates using (B.6.4)
we obtain an undetermined form. So we consider a point near to the exceptional line
given in the form give by equation (B.6.1). Then the image of the points (B.6.1) through
(A.4.3a) is: (
x, y
)
=
(
ε+O (ε2) , 1
h
+O (ε2)) , (B.6.5)
Therefore, evaluating the image (B.4.4) on (B.6.5) in the limit ε→ 0 we obtain:(
ξ1,1,η1,1
)
= (0,0)= l3. (B.6.6)
It follows that the image of L4 through ϕ is L3. Using the chart (A.4.4) we obtain the
same result, therefore:
ψ∗ (L4)= L3. (B.6.7)
B.7. Image of E∞. In this section we consider the exceptional line E∞.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.5.1). The exceptional line in this chart is given by:
{
σ1,1 = 0
}
.
Then its image through (A.5.2a) is:
(
x, y
)= (3 η∞,1
4hη2∞,1+2h
,
4η2∞,1−1
4hη2∞,1+2h
)
, (B.7.1)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4x2h2+2y2h2− yh−1= 0. (B.7.2)
The curve (B.7.2) has bidegree (2,2) and goes through the points of indeterminacy l1,
b2, b3, θ−1 and e∞. In this last point the order of zero is 2. Considering the chart (A.1.1)
we have that the curve (B.7.2) pass through l3. Using the chart (A.5.3) we obtain the
same result, therefore:
ϕ∗ (E∞)= 2Hx +2Hy −L1−L3−B2−B3−2E∞−Θ−1. (B.7.3)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.5.1). The exceptional line in this chart is given by:
{
σ1,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
− 3η∞,1
4hη2∞,1+2h
,
−4η2∞,1+1
4hη2∞,1+2h
)
, (B.7.4)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4x2h2+2y2h2+ yh−1= 0. (B.7.5)
The curve (B.7.5) has bidegree (2,2) and goes through the points of indeterminacy l2,
b1, b4, θ1 and e∞. In this last point the order of zero is 2. Considering the chart (A.2.1)
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we have that the curve (B.7.5) pass through l4. Using the chart (A.5.3) we obtain the
same result, therefore:
ψ∗ (E∞)= 2Hx +2Hy −L2−L4−B1−B4−2E∞−Θ1. (B.7.6)
B.8. Image of Θ1. In this section we consider the exceptional line Θ1.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.6.1). The exceptional line in this chart is given by:
{
µ1,1 = 0
}
.
Since the map is singular on this line, we use the following substitution:
µ1,1 = ε, ε→ 0. (B.8.1)
Then its image through (A.5.2a) on the points of the form (B.8.1):(
x, y
)= ( 1
6hν1,1
+O(ε),− 1
4h2ν1,1
1
ε
+O(1)
)
, (B.8.2)
That is, the image is the line
{
y =∞}, where the point e∞ lies. Using the chart (A.6.3)
we obtain the same result, therefore:
ϕ∗ (Θ1)=Hy −E∞. (B.8.3)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.6.1). The exceptional line in this chart is given by:
{
µ1,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
0,
1
4h
)
≡ θ2. (B.8.4)
We remark that this is a new point, see section 4 for more details. Using the chart
(A.6.3) we obtain the same result, therefore:
ψ∗ (Θ1)=Θ2. (B.8.5)
B.9. Image of Θ−1. In this section we consider the exceptional line Θ−1.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.7.1). The exceptional line in this chart is given by:
{
µ−1,1 = 0
}
.
Then its image through (A.5.2a) on the :(
x, y
)= (0,− 1
4h
)
≡ θ−2, (B.9.1)
We remark that this is a new point, see section 4 for details. Using the chart (A.7.3) we
obtain the same result, therefore:
ϕ∗ (Θ−1)=Θ−2. (B.9.2)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.7.1). The exceptional line in this chart is given by:
{
µ−1,1 = 0
}
.
Since the map is singular on this line, we use the following substitution:
µ−1,1 = ε, ε→ 0. (B.9.3)
Then its image through (A.5.2a) on the points of the form (B.9.3) is:(
x, y
)
=
(
− 1
6hν−1,1
+O(ε),− 1
4h2ν−1,1
1
ε
+O(1)
)
. (B.9.4)
That, is the image is the line
{
y =∞}, where the point e∞ lies. Using the chart (A.7.3)
we obtain the same result, therefore:
ψ∗ (Θ−1)=Hy −E∞. (B.9.5)
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B.10. Image of B1. In this section we consider the exceptional line B1.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.8.1). The exceptional line in this chart is given by:
{
σ1,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= ( 3τ1,1
h
(
7τ1,1+8
) , −5τ1,1+8
h
(
7τ1,1+8
) ) , (B.10.1)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4xh+ yh−1= 0. (B.10.2)
The curve (B.10.2) has bidegree (1,1) and goes through the points of indeterminacy l1,
b2, and e∞. Considering the chart (A.1.1) we have that the curve (B.10.2) does not pass
through l3. Using the chart (A.8.3) we obtain the same result, therefore:
ϕ∗ (E∞)=Hx +Hy −L1−B2−E∞. (B.10.3)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.8.1). The exceptional line in this chart is given by:
{
σ1,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
1
h
,
1
h
)
= b5, (B.10.4)
Using the chart (A.8.3) we obtain the same result, therefore:
ψ∗ (B1)=B5. (B.10.5)
B.11. Image of B2. In this section we consider the exceptional line B2.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.9.1). The exceptional line in this chart is given by:
{
σ2,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= ( 1
h
,− 1
h
)
= b6. (B.11.1)
Using the chart (A.9.3) we obtain the same result, therefore:
ϕ∗ (B2)=B6. (B.11.2)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.9.1). The exceptional line in this chart is given by:
{
σ2,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
3τ2,1
h
(
7τ2,1−8
) , 5τ2,1+8
h
(
7τ2,1−8
) ) , (B.11.3)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4xh− yh−1= 0. (B.11.4)
The curve (B.11.4) has bidegree (1,1) and goes through the points of indeterminacy l2,
b1, and e∞. Considering the chart (A.2.1) we have that the curve (B.11.4) does not pass
through l4. Using the chart (A.9.3) we obtain the same result, therefore:
ψ∗ (E∞)=Hx +Hy −L2−B1−E∞. (B.11.5)
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B.12. Image of B3. In this section we consider the exceptional line B3.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.10.1). The exceptional line in this chart is given by:
{
σ3,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= (− 1
h
,− 1
h
)
= b7, (B.12.1)
Using the chart (A.10.3) we obtain the same result, therefore:
ϕ∗ (B3)=B7. (B.12.2)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.10.1). The exceptional line in this chart is given by:
{
σ3,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
− 3τ3,1
h
(
7τ3,1+8
) , 5τ3,1−8
h
(
7τ3,1+8
) ) , (B.12.3)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4xh+ yh+1= 0. (B.12.4)
The curve (B.12.4) has bidegree (1,1) and goes through the points of indeterminacy l2,
b4, and e∞. Considering the chart (A.2.1) we have that the curve (B.12.4) does not pass
through l4. Using the chart (A.10.3) we obtain the same result, therefore:
ψ∗ (E∞)=Hx +Hy −L2−B4−E∞. (B.12.5)
B.13. Image of B4. In this section we consider the exceptional line B4.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.11.1). The exceptional line in this chart is given by:
{
σ4,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= (− 3τ4,1
h
(
7τ4,1−8
) , −5τ4,1−8
h
(
7τ4,1−8
) ) , (B.13.1)
Using the algorithm of implicitisation we find that this variety is described by the fol-
lowing implicit equation:
4xh− yh+1= 0. (B.13.2)
The curve (B.13.2) has bidegree (1,1) and goes through the points of indeterminacy l1,
b3, and e∞. Considering the chart (A.1.1) we have that the curve (B.13.2) does not pass
through l3. Using the chart (A.11.3) we obtain the same result, therefore:
ϕ∗ (E∞)=Hx +Hy −L1−B3−E∞. (B.13.3)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.11.1). The exceptional line in this chart is given by:
{
σ4,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
− 1
h
,
1
h
)
= b8, (B.13.4)
Using the chart (A.11.3) we obtain the same result, therefore:
ψ∗ (B4)=B8. (B.13.5)
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B.14. Image of B5. In this section we consider the exceptional line B5.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.12.1). The exceptional line in this chart is given by:
{
σ5,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= ( 1
3h
,
1
3h
)
= b1. (B.14.1)
Using the chart (A.12.3) we obtain the same result, therefore:
ϕ∗ (B5)=B1. (B.14.2)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.12.1). The exceptional line in this chart is given by:
{
σ5,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
− 1
h
,− 1
h
)
= b7, (B.14.3)
Using the chart (A.12.3) we obtain the same result, therefore:
ψ∗ (B5)=B7. (B.14.4)
B.15. Image of B6. In this section we consider the exceptional line B6.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.13.1). The exceptional line in this chart is given by:
{
σ6,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= (− 1
h
,
1
h
)
= b8. (B.15.1)
Using the chart (A.13.3) we obtain the same result, therefore:
ϕ∗ (B6)=B8. (B.15.2)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.13.1). The exceptional line in this chart is given by:
{
σ6,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
− 1
3h
,
1
3h
)
= b2, (B.15.3)
Using the chart (A.13.3) we obtain the same result, therefore:
ψ∗ (B6)=B2. (B.15.4)
B.16. Image of B7. In this section we consider the exceptional line B7.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.14.1). The exceptional line in this chart is given by:
{
σ7,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= ( 1
h
,
1
h
)
= b5. (B.16.1)
Using the chart (A.14.3) we obtain the same result, therefore:
ϕ∗ (B7)=B5. (B.16.2)
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Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.14.1). The exceptional line in this chart is given by:
{
σ7,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
− 1
3h
,− 1
3h
)
= b3, (B.16.3)
Using the chart (A.14.3) we obtain the same result, therefore:
ψ∗ (B7)=B3. (B.16.4)
B.17. Image of B8. In this section we consider the exceptional line B8.
Fist, we compute the image of the map ϕ such exceptional line. Let us choose the
first blow-up chart (A.15.1). The exceptional line in this chart is given by:
{
σ8,1 = 0
}
.
Then its image through (A.5.2a) is:(
x, y
)= (− 1
3h
,
1
3h
)
= b4. (B.17.1)
Using the chart (A.15.3) we obtain the same result, therefore:
ϕ∗ (B8)=B4. (B.17.2)
Now, we compute the image of the map ψ such exceptional line. Let us choose the
first blow-up chart (A.15.1). The exceptional line in this chart is given by:
{
σ8,1 = 0
}
.
Then its image through (A.5.2b) is:(
x, y
)
=
(
1
h
,− 1
h
)
= b6, (B.17.3)
Using the chart (A.15.3) we obtain the same result, therefore:
ψ∗ (B8)=B6. (B.17.4)
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