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This paper focuses on the method of the simulation of a stochastic system and the main
method of our paper is the Monte Carlo computation simulation method. Taking the
stochastic Logistic equation as an example, we present the simulation of the sample
trajectory by Euler scheme and the invariant probability distribution of stochastic
differential equationswith theMonte Carlomethod.We also compare the simulation result
with the analytical result for the autonomous stochastic Logistic model. Moreover, the
stochastic Logistic equation with Markovian switching which is described by a Markov
chain taking values in a finite state space is considered.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
For deterministic differential equations, we usually discuss their stabilities of the trivial solution. While for stochastic
differential equations, there are also stochastic stabilities of the trivial solution, such as, stability in probability, pthmoment
stability and almost sure stability. However such stabilities are too strong for the stochastic system and the solution will
sometimes not converge to its equilibrium state but converge to a random variable in distribution. That is the stability
in distribution which is an important kind of stability for stochastic systems. In this paper, we will study the probability
statistical properties for stochastic systems by numerical simulation and take the stochastic Logistic equation as an example
to introduce our method. The invariant probability distribution (if it exists) of many other important stochastic models can
be simulated with this method.
For an autonomous stochastic system, we cannot obtain a deterministic stationary solution, but by using the
Fokker–Plank equationwe can find the invariant distributionwhich is the stochastic analogue of the deterministic stationary
solution. For example, the classical deterministic, autonomous Logistic equation which can be expressed as follows
dx(t)
dt
= x(t)[α − βx(t)], (1)
where x(t) denotes the density of the resource population at time t , α is called the intrinsic growth rate, the quotient α/β
is usually referred as the environmental carrying capacity, or saturation level. Taking the color noises and white noises into
account, we can get the stochastic Logistic equation with Markovian switching of the form
dx(t) = x(t)[α(ξ(t))− β(ξ(t))x(t)]dt + σ(ξ(t))x(t)dB(t), t ≥ 0 (2)
with the intensity of the noises σ 2(·), where ξ(t) is a right-continuous Markov chain taking values in a finite state space
S = {1, 2, . . . ,N} and B(t) is the 1-dimensional standard Brownian motion and we always suppose that the Markov chain
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ξ(t) is Ft-adapted but independent of the Brownian motion B(t). Eq. (2) can be regarded as the result of the following N
equations
dx(t) = x(t)[α(i)− β(i)x(t)]dt + σ(i)x(t)dB(t) i ∈ S
switching from one to the other according to the movement of the Markov chain. If we only consider the white noise in
Eq. (1) with the intensity of the noises σ 2, we have
dx(t) = x(t)[α − βx(t)]dt + σ x(t)dB(t) t ≥ 0.
Of course, for this autonomous stochastic Logistic equation, we can get the invariant distribution (if it exists) which can be
considered as the stochastic analogue of the deterministic stationary solution by the Fokker–Plank equation. Pasqual [1]
showed that there exists a non-degenerate invariant distribution with Gamma density which plays the same role of the
deterministic stationary solution x = α/β under some conditions for an autonomous stochastic Logistic equation.
But for a non-autonomous stochastic equation, we can not use the Fokker–Plank equation to obtain this stochastic
analogue of the deterministic stationary solution. So the numerical simulation of the limits distribution of the stochastic
differential equation is important and necessary. Somework has been done by applying theMonte Carlo (MC) simulation to
study the behavior of fluctuation of the solution. In Section 2,we introduce themethod of numerical simulation for stochastic
system by taking stochastic Logistic equation as an example. In order to illustrate this method and show the influence of
theMarkov chain on the overall system, we give the numerical simulation for a stochastic Logistic equation withMarkovian
switching.
2. Numerical simulation for a stochastic logistic equation
Carletti et al. [2] have discussed the effects of white and colored noise perturbations on the parameters of amathematical
model of bacteriophage infection and numerically simulated the strong solutions of the resulting systems of stochastic
ordinary differential equations by means of numerical methods of both the Euler–Taylor expansion and the stochastic
Runge–Kutta type. Higham [3] gave a practical and accessible introduction to numerical methods for stochastic differential
equations, the topics covered include stochastic integration, the Euler–Maruyama method, Milsteins method, strong and
weak convergence, linear stability, and the stochastic chain rule. In this section, we mainly simulate the probability
distribution of the stochastic differential equation. We introduced the method of the stochastic simulation for stochastic
system taking the stochastic Logistic equation as an example. Following [2,3], we firstly simulate the sample trajectory of a
1-dimensional SDE by the Euler scheme, and then simulate the probability distribution of the stochastic Logistic equation by
using themethod ofMC simulations. TheMCmethod provides approximate solutions to a variety ofmathematical problems
byperforming statistical sampling experiments. TheMCmethod is a collection of differentmethods that all basically perform
the same process and it is a stochastic techniquewhichmeans that it is based on the use of random numbers and probability
statistics to investigate problems. Thismethod is useful for obtaining numerical solutions of stochastic systemswhich are too
complicated to solve analytically. On the other hand, to verify whether the method given in our paper is effective in giving
an invariant probability distribution for stochastic systems, we work out the density function of invariant distribution of an
autonomous stochastic Logistic equation using the Fokker–Plank equation. Comparing the numerical simulation resultswith
the analytical results,we find ourmethod is efficient.We obtained the trajectories and probability distribution of a stochastic
Logistic equation by using the method of MC simulations. Milstein et al. [4] have given the estimation of transition density
function for stochastic differential equations. In our paper, we give the simulation of the limit distribution of the transition
density function for stochastic differential equations.
Consider an SDE which has the form
dx(t) = µ(t, x(t))dt + σ(t, x(t))dB(t). (3)
Now we want to simulate the sample trajectory of the solution process and the limits distribution of Eq. (3) (if it exists). As
we all know, Eq. (3) has no meaning on its own and it is only a shorthand form of the integral equation
x(t) = x(0)+
∫ t
0
µ(s, x(s))ds+
∫ t
0
σ(s, x(s))dB(s). (4)
The first integral on the right-hand-side of Eq. (4) is a regular Riemann integral, while the second integral is an Itô stochastic
integral which can be interpreted as∫ t
0
σ(s, x(s))dB(s) = lim
h→0
−
σ(ti−1, x(ti−1))(Bti − Bti−1)
where h = maxi |ti − ti−1| is the width of the partition. Note that the x(t) in the integrating terms are evaluated at the
left-hand point of the intervals.
If wewish to simulate the sample trajectory of the solution of Eq. (4) wemean that wewill simulate a discretized version
of the solution of Eq. (4). That is, we simulate a discretized versions {xˆh, xˆ2h, . . . , xˆnh} of the solution process, where h is a
constant, n is the number of time steps. We can easily find that the smaller the value of h, the closer our discretized path
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Fig. 1. The trajectories of stochastic equation (5) and deterministic equation (6).
will be to the continuous-time path we wish to simulate. We will focus on the simplest and perhaps most common scheme,
the Euler scheme, to simulate the solution process. The Euler scheme satisfies
xˆkh = xˆ(k−1)h + µ((k− 1)h, xˆ(k−1)h)h+ σ((k− 1)h, xˆ(k−1)h)
√
hzk
where zk are independent identically distributed random variables which are normally distributed with zero mean and unit
variance. For a fixed discretization interval h, the algorithm of the simulation of the solution process of an SDE is given as
follows (see [5]).
t = 0;
xˆ = x0;
for k = 1 to T/h
generate z ∼ N(0, 1)
set xˆ = xˆ+ µ(t, xˆ)h+ σ(t, xˆ)√h z
set t = t + h
end for.
Based on the simulation of the sample trajectory, wewill introduce themethod of the simulation of the limits distribution
of Eq. (3) with MC stochastic simulation method taking a stochastic Logistic equation as an example.
For the classical deterministic Logistic Eq. (1), it has a stable equilibrium x(t) = β/α. What will happen when Eq. (1)
is disturbed by the random factors, such as white noise? In the following, we will discuss this problem using numerical
simulations.
Example 1. Consider a Logistic equation
dx(t) = x(t)[0.5− 0.8x(t)]dt + 0.3x(t)dB(t), (5)
where B(t) is a standard Brownian motion and x(t) denotes the density of the resource population at time t .
Note that the corresponding deterministic equation of Eq. (5) is
dx(t) = x(t)[0.5− 0.8x(t)]dt (6)
which has a stable equilibrium x(t) = 5/8.
Firstly we will simulate the solution trajectories of Eqs. (5) and (6) in Fig. 1 with the initial value x(0) = 0.2.
We can observe from Fig. 1 that the sample path of stochastic Logistic Eq. (5) fluctuates around the equilibrium of
the deterministic system. Because of the randomness, we cannot know the accurate position and we can only obtain
the statistical regularity. So we conjecture that probability distribution of the solution of Eq. (5) may distribute on the
equilibrium point nearby of the deterministic system, then convergence to its invariant distribution. In the following we
will simulate the invariant probability distribution of the solution with MC method.
In order to demonstrate that our method is valid, following [1] we first calculate the density function of invariant
distribution p(x) of Eq. (5) by
d
dx
[x(0.5− 0.8x)p(x)] − 1
2
d2
dx2
[(0.09x2)p(x)] = 0.
It is easy to get that invariant distribution p(x) is a Gamma density with parameters 91/9 and 16/9. Following this we will
simulate the invariant probability distribution with the MC simulation method and this Gamma density function p(x) is
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Fig. 2. The computer simulations and analytical results of the invariant distribution of the solution of Eq. (5).
given at the same time denoted by the red curve in Fig. 2. We give the steps of simulation of the probability distribution.
Firstly we conjecture that the solution of Eq. (5) distributes on the equilibrium point 5/8 nearby. So we divide the interval
[0 2] into 40 subintervals (of course, one can divide this interval into more subintervals). Secondly, calculate the percent of
the number of the points falling on every subinterval and then using this percent to approximate the density of probability
distribution on the right endpoint. So we can get the approximation of the asymptotic probability distribution when time is
sufficiently large.
Fig. 2 shows that the computer simulation results obtained with our method approaches the analytical result which can
be obtained by the Fokker–Plank equation. We also find that the curve of the invariant probability distribution function will
become more smooth and approaches the analytical result much more as time increases.
3. Numerical simulation for stochastic Logistic equation with Markovian switching
Based on Section 2, we will consider a stochastic differential equation with Markovian switching and take the stochastic
Logistic equation with Markovian switching as an example to introduce the method of simulation. This switching can be
regarded as the color noise in the system, say telegraph noise which can be illustrated as a switching between two or more
regimes of environments. The changing (or switching) between two or more regimes has no relation with the history of the
switching mechanism, and the waiting time for the next change is a random variable with an exponential distribution. We
will illustrate the effects of the Markov chain on the probability distribution of the equation by computer simulations. The
computer simulations show that the transition probability of the solution of a stochastic Logistic equation with Markovian
switching is also determined by the probability distribution of the Markov chain.
For simplicity,we introduce the graphical representation of theMarkov chain, the graphical representation is very helpful
for us to illustrate and simulate the model with Markovian switching. Without loss of generality, we give the simulation of
theMarkov chain taking values in S = {1, 2}. Suppose the jumpmatrix of theMarkov chain ξ(t) is

0.7 0.3
0.8 0.2

. Byπ1+π2 = 1
and 0.7π1 + 0.8π2 = π1, we get that the stationary distribution of the Markov chain is π1 = 8/11 and is π2 = 3/11. For
the simulation of the state of this Markov chain see Fig. 3. From this figure we find that the Markov chain staying on state 1
is more than on the state 2.
When random factors make a switch between deterministic systems, it seems that the behavior of the solution is rather
complicated. By intuition, we see that the behavior of the solution of a perturbed system can inherit simultaneously their
subsystems. In the following,wewill consider a stochastic differential equationwithMarkovian switching taking a stochastic
Logistic equation with Markovian switching as an example and give the simulations of invariant probability distribution.
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Fig. 3. The graphics of the probability distribution of a Markov chain.
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Fig. 4. The trajectories and invariant distribution of Case 1 of Example 2.
In order to display the effect of theMarkov chain on the system,we give the following numerical examples.We conjecture
that the curve of the probability distribution of the hybrid Eq. (7) will have two peaks if the Markov chain taking values is in
a space with two states and it will have three peaks if the Markov chain taking values is in a space of three states as so forth.
Moreover, the height of the two peaks are determined by the jumpmatrix of theMarkov chain (or the stationary distribution
of Markov chain). The following examples will verify our conjectures by computer simulations.
Consider the stochastic Logistic equation with Markovian switching
dx(t) = x(t)[α(ξ(t))− β(ξ(t))x(t)]dt + σ(ξ(t))x(t)dB(t), (7)
with the initial value x(0) = 0.2, ξ(0) = 1, where B(t) is a standard Brownianmotion and ξ(t) is a continuous-timeMarkov
chain.
Example 2. Suppose that the hybrid Eq. (7) switches from
dx(t) = x(t)[0.7− 0.3x(t)]dt + 0.05x(t)dB(t) (8)
and
dx(t) = x(t)[0.5− 0.8x(t)]dt + 0.03x(t)dB(t) (9)
according to the Markov chain ξ(t).
Case 1: Suppose that the jumpmatrix of the Markov chain is P1 =

0.7 0.3
0.6 0.4

. Then π1 = 2/3 and π2 = 1/3. Fig. 4 shows
that the trajectories of Eq. (7) fluctuates around the two equilibrium points of the corresponding subsystem of Eqs. (8) and
(9) and the probability distribution of the solution distributes between these two equilibrium points.
Case 2: Suppose that the jump matrix of Markov chain is P2 =

7/8 1/8
1/2 1/2

. Then π1 = 0.8 and π2 = 0.2. Fig. 5 show that
the trajectories of Eq. (7) fluctuates around the two equilibrium points of the corresponding subsystem of Eqs. (8) and (9)
and the probability distribution of the solution distributes between these two equilibrium points.
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Fig. 5. The trajectories and invariant distribution of Case 2 of Example 2.
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Fig. 6. The trajectories and invariant distribution of Example 3.
The simulation results of Example 2 of the two cases is in accord with our conjecture for the hybrid system. That is, the
probability distribution ofMarkov chain can affect the probability distribution of the system and this can be seen from Figs. 4
and 5. Moreover, we observe from Figs. 4 and 5 that the height of the two peaks are determined by the jump matrix of the
Markov chain.
We claim that if the Markov chain takes values in a three-state space, then the curve of probability distribution of the
hybrid Eq. (7) will have three peaks. To verify our conjecture, we give the following example.
Example 3. Suppose that Eq. (7) switches between the following three equations
dx(t) = x(t)[0.7− 0.3x(t)]dt + 0.05x(t)dB(t), (10)
dx(t) = x(t)[0.5− 0.8x(t)]dt + 0.06x(t)dB(t) (11)
and
dx(t) = x(t)[0.6− 0.5x(t)]dt + 0.04x(t)dB(t) (12)
according to the movement of the Markov chain ξ(t)with the jump matrix P =

0.3 0.3 0.4
0.4 0.3 0.3
0.2 0.6 0.2

.
Fig. 6 gives the trajectories and probability distribution of Eq. (7) switching between the three subsystems. We find from
this figure that there exists three peaks of the probability density function and this verifies our conjecture.
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Fig. 7. The trajectories and invariant distribution of Case 1 of Example 4.
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Fig. 8. The trajectories and invariant distribution of Case 2 of Example 4.
Example 4. Suppose that Eq. (7) switches from
dx(t) = x(t)[0.7− 0.9x(t)]dt + 0.3x(t)dB(t) (13)
and
dx(t) = x(t)[0.7− 0.9x(t)]dt + 1.2x(t)dB(t) (14)
according to the movement of the Markov chain ξ(t).
Case 1: Suppose that the jumpmatrix of theMarkov chain ξ(t) is P1 =

0.9 0.1
0.9 0.1

.We calculate the stationary distribution
of the Markov chain by π1 + π2 = 1 and 0.9π1 + 0.9π2 = π1, then we get that the probability of Eq. (7) staying on Eq. (13)
is π1 = 0.9 and staying on Eq. (14) is π2 = 0.1.
Case 2: Suppose that the jumpmatrix of theMarkov chain ξ(t) is P2 =

0.4 0.6
0.7 0.3

.We calculate the stationary distribution
of the Markov chain by π1 + π2 = 1 and 0.4π1 + 0.7π2 = π1, then we get that the probability of Eq. (7) staying on Eq. (13)
is π1 = 6/13 and staying on Eq. (14) is π2 = 7/13.
Figs. 7 and 8 give the sample trajectories and invariant probability distributions for the two cases of Example 4
respectively. From [1] we know that the Fokker–Plank equation of Eq. (13) has a non-trivial solution which is a Gamma
density function and the Fokker–Plank equation of Eq. (14) has no non-trivial solution, that is, Eq. (14) has no existing
invariant distribution. But after switching by different Markov chains it has different results and this is in accord with
our predictions. From this example we find that Eq. (14) does not have an invariant distribution although Eq. (13) exists.
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Fig. 9. Flowchart illustrating the algorithm for probability distribution of a trajectory of the equation.
However, we see that due to the Markovian switching the overall system Eq. (7) has an invariant distribution for Case 1 and
does not have one for Case 2. We find that the jump matrix of the Markov chain affects the distribution of the solution.
In order to illustrate our method of simulating the probability distribution with only one sample trajectory, we give
the flowchart in Fig. 9 and the algorithm is laid out in the flowchart. Arguably the most obvious of these is to calculate the
number of points of a sample trajectory felling on a subinterval and then estimate the probability distribution of the solution
via the procedure such as the following:
(i) Give the state space S and the jump matrix P of the Markov chain,
(ii) produce the value of the Markov chain which makes a switching between the subsystem,
(iii) calculate the value of the sample trajectory according to the equations and the value of the Markov chain,
(iV) estimate which interval the sample orbit falls in and then calculate the number of points of this interval.
4. Conclusions
Versari andBusi [6] have given a stochastic simulationwithmultiple compartments andpresent an enhanced formulation
of an extended version of the algorithm which handles multiple compartments with varying volumes. In our paper, we
mainly discuss the SDE with Markovian switching of the form
dx(t) = b(r(t), x(t))dt + σ(r(t), x(t))dB(t). (15)
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Mao and Yuan [7] have proved that Eq. (15) is asymptotically stable in distribution under some conditions and this implies
the existence of the invariant distribution. However, it is difficult to obtain this invariant distribution except for the simple
case, for example, for the autonomous stochastic casewithoutMarkovian switchingwe can find the invariant distribution by
using the Fokker–Plank equation. Pasqual [1] gave the invariant distribution of an autonomous stochastic Logistic equation.
As we can see, the expression of the density function is very complex. In many practical problems, we only need to know
the approximate value of the probability distribution, so it has great important significance in practice to give a numerical
method to obtain the asymptotic probability distribution of an SDE with Markovian switching of the form of Eq. (15)
approximately. Of course, we can get the estimation of asymptotic probability distribution with statistical methods by
analyzing a large number of sample paths. But this leads to large amounts of calculation and we only observe one sample
path of the system. For instance, we may hope to strengthen an understanding of the seismic rule of an area according to
the records of the situation of earthquakes in a district, or to strengthen an understanding of cosmic ray rules according
to the records of the cosmic radiation intensity of a specific location, or to strengthen an understanding of the changing
rules of the stock market prices according to the records of the market prices of some kind of stock. In such cases records
of the earthquake situations in other areas, or a record of cosmic radiation intensity of other areas, or data records of the
price of other stock markets may not be much help for our purpose. So if we prove the equation is asymptotically stable in
distribution, we can give an invariant distribution with the computer simulation method given in our paper.
Based on the method of Monte Carlo simulation, we give the numerical method of the estimation of probability
distribution of SDE by using only one sample trajectory. The specific examples demonstrate that ourmethod is very effective.
The principle of thismethod is as follows: If Eq. (15) is asymptotically stable in distribution, then x(t) as a randomvariable,
its probability distribution for Px(t) will convergence to its limit distribution denote by π . Choosing
tk = t0 + kh, h > 0, k = 1, 2, . . . , n.
We consider Px(t) as π approximately when t0 is sufficiently large. Therefore n points x(tk), k = 1, 2, . . . , n on the same
sample path x(t) can be regarded as the results of n times random experiments of a random variable which has the
probability distribution π . For s fixed a ∈ R and δ > 0, if there are m, m ≤ n points of x(tk), k = 1, 2, . . . , n on the
interval [a, a + δ), then the probability can be replaced with frequency approximately by law of large numbers. That is,
using m/n to approximate π([a, a + δ]) and using m/n to approximate the density of π on the point a when δ > 0 small
enough. So we can get the approximation of asymptotic probability distribution when t0 and n are sufficiently large, and
δ > 0 is small enough.
Themethod of simulating probability distribution of SDEwhich is given in our paper is original and important. Example 1
demonstrates that this method is result oriented. With this method, we can simulate probability distribution of other
stochastic models. In the future, we will investigate the simulation method of the probability distribution of a stochastic
2-dimensional system.
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