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Abstract
This paper studies the growths of endomorphisms of finitely
generated semigroups. This is a certain dynamical character-
istic describing how iterations of the endomorphism ‘stretch’
balls in the Cayley graph of the semigroup. We make a de-
tailed study of the relation of the growth of an endomorphism
of a finitely generated semigroup and the growth of the re-
strictions of the endomorphism to finitely generated invariant
subsemigroups. We also study the possible values endomor-
phism growths can attain. We show the role of linear algebra
in calculating the growths of endomorphisms of homogeneous
semigroups. Proofs are a mixture of syntactic algebraic rewrit-
ing techniques and analytical tricks. We state various problems
and suggestions for future research.
Keywords: growth; finitely generated semigroups;
endomorphism; Cayley graph.
1 Introduction
The important connections between the geometry of Cayley
graphs of groups and their intrinsic algebraic properties are well-known, the best
examples perhaps being Gromov’s original proof that word-hyperbolic groups
have linear Dehn function [Gro87], and Muller & Schupp’s proof that groups
with context-free word problem are precisely the finitely generated virtually free
groups [MS83], which relies heavily on the notion of ends of Cayley graphs.
When one generalizes from groups to semigroups, there is some geometry
on Cayley graphs: for instance, there are several possible definitions of hyperbol-
icity for semigroups [Cai13, CM12, DG04]; one can also define ends of finitely
generated semigroups and prove results about them similar to those about ends
of groups [JK09, KMC15]. For semigroups of finite geometric type, the Cayley
graphs behave quite nicely (see, for example, [CM, § 11] or [SS04], and there
have even been attempts to generalize to semigroups such crucial results as
Švarc–Milnor Lemma and its consequences [GK11, GK13]. However, all these
results, though natural and beautiful, are proved by methods that indicate that
semigroups are not very geometric objects.
In this paper we take a diﬀerent approach: to study not the geometry of
semigroups themselves, but certain a geometric feature of their endomorphisms,
namely growth. Informally, growth characterizes the extent to which balls in the
Cayley graph of a finitely generated semigroup are ‘stretched’ by iterations of
the endomorphism. (See Section 2 for the formal definition.) There has been
some study of the growths of endomorphisms of finitely generated groups, but
the literature seems to be limited to the seminal paper of Bowen [Bow78], some
studies of growths of endomorphisms of free groups [BFH00, DV93, LL00],
and some general results proved in [FFK11]. To read about other dynamical
characteristics of endomorphisms, we refer the reader to [MS06] and references
therein, and to the recent preprint [DGB13]. In the broader setting of semigroups,
endomorphisms can be much more ‘exotic’ and unexpected results often arise
(see, for instance, [MR12]).
Let us outline the structure of the paper. Section 2 contains the necessary
definitions and facts we will use throughout. Section 3 shows that every real
number 𝑟 ⩾ 1 arises as the growth of an endomorphism of some finitely gen-
erated semigroup. Section 4 shows how the growth of an endomorphism of a
finitely generated semigroup is connected to the growth of the restriction of this
endomorphism to various types of invariant finitely generated subsemigroups.
Section 5 studies the interaction of growths and two fundamental semigroup
constructions, namely direct products and free products. Finally, Section 6 ex-
amines growths of endomorphisms of semigroups of special classes, namely
homogeneous, group-embeddable, and free inverse semigroups.
2 Definitions
2.1 Growth
Our definitions basically follow those for group theory [FFK11,
MS06], but we use slightly more precise notation.
Let 𝑆 be a finitely generated semigroup and let 𝐴 be a finite generating set
for 𝑆. For any 𝑤 ∈ 𝑆, the length of 𝑤 over 𝐴 is the length of the shortest product
of elements of 𝐴 that equals 𝑤; the length of 𝑤 over 𝐴 is denoted by |𝑤|𝐴 or
simply by |𝑤|. Denote by 𝐵𝑛,𝐴 the standard ball of radius 𝑛 in the Cayley graph
of 𝑆 with respect to 𝐴; that is, 𝐵𝑛,𝐴 = {𝑤 ∈ 𝑆 ∶ |𝑤|𝐴 ⩽ 𝑛 }.
Let 𝜑 ∶ 𝑆 → 𝑆 be an endomorphism of 𝑆. For convenience here and through-
out the paper, define, for any subset𝑋 of 𝑆,
𝐾(𝜑,𝑋,𝐴) = max
𝑥∈𝑋
|𝑥𝜑|𝐴. (2.1)
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The definition of 𝛤(𝜑): each iteration of 𝜑 has a ‘multiplicative’ eﬀect on the
size of the ball 𝐵𝑚,𝐴 (not in terms of the number of elements, but only on their
lengths). Taking 𝑛-th roots ‘scales’ the size of 𝐵𝑚,𝐴𝜑
𝑛 to a size comparable to
𝐵𝑚,𝐴id
𝑛 = 𝐵𝑚,𝐴 , and then taking lim sup gives the asymptotic eﬀect of iterations of 𝜑
on the size of 𝐵𝑚,𝐴 . Finally, we take the supremum over all possible balls 𝐵𝑚,𝐴 .
We will usually set 𝑋 = 𝐵𝑚,𝐴 for some 𝑚 ∈ ℕ or 𝑋 = 𝐵1,𝐴 = 𝐴. Note that
𝐾(𝜑,𝑋,𝐴) ⩾ 1 because we deal with semigroup generating sets. The single real
number that describes how balls 𝐵𝑚,𝐴 are stretched by 𝜑 is the growth of 𝜑 and
is defined by
𝛤(𝜑) = sup
𝑚∈ℕ
lim sup
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐵𝑚,𝐴, 𝐴).
(This definition is originally due to Bowen [Bow78].) We will see (in Proposition
2.4) that the definition of 𝛤(𝜑) does not depend on the choice of the generating
set 𝐴; this justifies omitting it on the left-hand side of this definition. Figure 1
gives an intuitive illustration of the definition.
L emma 2 . 1 . Let 𝐴 be finite generating sets for a semigroup 𝑆 and let 𝜑 ∶ 𝑆 → 𝑆
be an endomorphism. Then:
a) For all𝑚 ∈ ℕ, the inequality 𝐾(𝜑, 𝐵𝑚,𝐴, 𝐴) ⩽ 𝑚𝐾(𝜑, 𝐴, 𝐴) holds.
b) If𝑋 and 𝑌 are subsets of 𝑆 with𝑋 ⊆ 𝑌, then 𝐾(𝜑,𝑋,𝐴) ⩽ 𝐾(𝜑, 𝑌, 𝐴).
c) If 𝐴′ is also a finite generating set for 𝑆 and 𝐴 ⊆ 𝐵𝑚,𝐴′ for some𝑚 ∈ ℕ, then
𝐾(𝜑,𝑋,𝐴′) ⩽ 𝑚𝐾(𝜑,𝑋,𝐴).
d) If𝜓 ∶ 𝑆 → 𝑆 is also an endomorphismof 𝑆, then𝐾(𝜑𝜓,𝐴, 𝐴) ⩽ 𝐾(𝜑, 𝐴, 𝐴)𝐾(𝜓, 𝐴, 𝐴).
Proof of 2.1. a) Let 𝑥 ∈ 𝐵𝑚,𝐴. Then 𝑥 = 𝑎1⋯𝑎ℓ for some ℓ ⩽ 𝑚 and 𝑎𝑖 ∈ 𝐴.
Therefore
|𝑥𝜑|𝐴 = |(𝑎1⋯𝑎ℓ)𝜑|𝐴 ⩽ |𝑎1𝜑|𝐴 +⋯ + |𝑎ℓ𝜑|𝐴 ⩽ 𝑚𝐾(𝜑, 𝐴, 𝐴),
where the last inequality holds since ℓ ⩽ 𝑚 and |𝑎𝑖𝜑|𝐴 ⩽ 𝐾(𝜑, 𝐴, 𝐴) for all 𝑖.
Since 𝑥 ∈ 𝐵𝑚,𝐴 was arbitrary, 𝐾(𝜑, 𝐵𝑚,𝐴, 𝐴) ⩽ ℓ𝐾(𝜑, 𝐴, 𝐴).
b) By the definition, we have 𝐾(𝜑,𝑋,𝐴) = max𝑥∈𝑋|𝑥𝜑|𝐴 ⩽ max𝑥∈𝑌|𝑥𝜑|𝐴 =
𝐾(𝜑, 𝑌, 𝐴).
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c) Let 𝑥 ∈ 𝑋. Then |𝑥𝜑|𝐴 = 𝑝 ⩽ 𝐾(𝜑,𝑋, 𝐴). Thus 𝑥𝜑 = 𝑎1⋯𝑎𝑝 for some 𝑎𝑖 ∈
𝐴. Since𝐴 ⊆ 𝐵𝑚,𝐴′ , we have |𝑎𝑖|𝐴′ ⩽ 𝑚, and so |𝑥𝜑|𝐴′ ⩽ 𝑚𝑝 ⩽ 𝑚𝐾(𝜑,𝑋,𝐴).
Since 𝑥 ∈ 𝑋 was arbitrary, it follows that 𝐾(𝜑,𝑋,𝐴′) ⩽ 𝑚𝐾(𝜑,𝑋,𝐴).
d) Let 𝑎 ∈ 𝐴. Then 𝑎𝜑 = 𝑎1⋯𝑎𝑝 for some 𝑎𝑖 ∈ 𝐴 and 𝑝 ⩽ 𝐾(𝜑, 𝐴, 𝐴). Thus
|𝑎𝜑𝜓|𝐴 = |(𝑎1⋯𝑎𝑝)𝜓|𝐴
⩽ |𝑎1𝜓|𝐴 +⋯ + |𝑎𝑝𝜓|𝐴
⩽ 𝑝𝐾(𝜓,𝐴, 𝐴)
⩽ 𝐾(𝜑, 𝐴, 𝐴)𝐾(𝜓, 𝐴, 𝐴).
Since 𝑎 ∈ 𝐴 was arbitrary, we have 𝐾(𝜑𝜓,𝐴, 𝐴) ⩽ 𝐾(𝜑, 𝐴, 𝐴)𝐾(𝜓, 𝐴, 𝐴).
2.1
The following proposition gives some elementary properties of growth.
P ro p o s i t i on 2 . 2 . Let 𝐴 be a finite generating set for a semigroup 𝑆 and let
𝜑 ∶ 𝑆 → 𝑆 and 𝜓 ∶ 𝑆 → 𝑆 be endomorphisms. Then:
a) 𝛤(𝜑) = lim𝑛→∞
𝑛√𝐾(𝜑𝑛, 𝐴, 𝐴) = inf{ 𝑛√𝐾(𝜑𝑛, 𝐴, 𝐴) ∶ 𝑛 ∈ ℕ };
b) 𝛤(𝜑) ⩽ 𝐾(𝜑, 𝐴, 𝐴) = max𝑎∈𝐴|𝑎𝜑|𝐴.
c) 𝛤(𝜑𝑘) = 𝛤(𝜑)𝑘 for all 𝑘 ∈ ℕ.
The proofs of these properties follow closely the analogous result for groups
[FFK11, Theorem 2.1]. We include proofs for completeness and because certain
technicalities are not emphasized in the group-theoretical proofs.
Proof of 2.2. First we must prove a technical lemma about the limits of certain
kinds of sequences:
L e m m a 2 . 3 . a) Let (𝑎𝑛)𝑛∈ℕ be a sequence of positive real numbers satisfying
𝑎𝑖+𝑗 ⩽ 𝑎𝑖 +𝑎𝑗 for all 𝑖, 𝑗 ∈ ℕ. Then lim𝑛→∞ 𝑎𝑛/𝑛 exists and equals inf{ 𝑎𝑛/𝑛 ∶
𝑛 ∈ ℕ }.
b) Let (𝑎𝑛)𝑛∈ℕ be a sequence of real numbers greater than or equal to 1 satisfying
𝑎𝑖+𝑗 ⩽ 𝑎𝑖𝑎𝑗 for all 𝑖, 𝑗 ∈ ℕ. Then lim𝑛→∞
𝑛√𝑎𝑛 exists and equals inf{
𝑛√𝑎𝑛 ∶
𝑛 ∈ ℕ }.
Proof of 2.3. a) Since all the 𝑎𝑛 are positive, { 𝑎𝑛/𝑛 ∶ 𝑛 ∈ ℕ } is bounded below
by 0 and so has an infimum ℓ. The aim is to prove that 𝑎𝑛/𝑛 → ℓ as 𝑛 → ∞.
Let 𝜖 > 0. Let 𝑚 ∈ ℕ be such that 𝑎𝑚/𝑚 < ℓ + 𝜖/2; such an 𝑚 must exist
since ℓ is the infimum of { 𝑎𝑛/𝑛 ∶ 𝑛 ∈ ℕ }. Choose 𝑁 ∈ ℕ large enough
such that 𝑎𝑖/𝑁 < 𝜖/2 for 𝑖 = 1,… ,𝑚 − 1. Let 𝑛 ⩾ 𝑁; we aim to prove that
𝑎𝑛/𝑛 ⩽ ℓ + 𝜖. There exists 𝑞 ∈ ℕ ∪ {0} and 𝑟 ∈ {0,… ,𝑚 − 1} such that
𝑛 = 𝑞𝑚 + 𝑟. Note that 𝑎𝑛 = 𝑎𝑞𝑚+𝑟 ⩽ 𝑞𝑎𝑚 + 𝑎𝑟 by the hypothesis about the
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sequence (𝑎𝑛)𝑛∈ℕ, where we formally take 𝑎0 = 0 if 𝑟 = 0. Thus
𝑎𝑛/𝑛
⩽ (𝑞𝑎𝑚 + 𝑎𝑟)/𝑛
= 𝑞𝑎𝑚/𝑛 + 𝑎𝑟/𝑛
= 𝑞𝑎𝑚/(𝑞𝑚 + 𝑟) + 𝑎𝑟/𝑛
⩽ 𝑞𝑎𝑚/𝑞𝑚 + 𝑎𝑟/𝑛
< 𝑎𝑚/𝑚 + 𝜖/2 (since 𝑛 ⩾ 𝑁 and by the choice of𝑁)
< ℓ + 𝜖/2 + 𝜖/2 (by the choice of𝑚)
= ℓ + 𝜖.
Hence lim𝑛→∞ 𝑎𝑛/𝑛 exists and equals ℓ = inf{ 𝑎𝑛/𝑛 ∶ 𝑛 ∈ ℕ }.
b) Let 𝑏𝑛 = log 𝑎𝑛 for all 𝑛 ∈ ℕ. Then (𝑏𝑛)𝑛∈ℕ is a sequence of positive real
numbers, and 𝑏𝑖+𝑗 = log 𝑎𝑖+𝑗 ⩽ log 𝑎𝑖𝑎𝑗 = log 𝑎𝑖 + log 𝑎𝑗 = 𝑏𝑖 + 𝑏𝑗. So, by
part 1, lim𝑛→∞ 𝑏𝑛/𝑛 exists and equals inf{ 𝑏𝑛/𝑛 ∶ 𝑛 ∈ ℕ }. Thus
lim
𝑛→∞
(1/𝑛) log 𝑎𝑛 = inf{ (1/𝑛) log 𝑎𝑛 ∶ 𝑛 ∈ ℕ }. (2.2)
Hence
inf{ 𝑛√𝑎𝑛 ∶ 𝑛 ∈ ℕ }
= exp log inf{ 𝑛√𝑎𝑛 ∶ 𝑛 ∈ ℕ }
= exp inf{ log 𝑛√𝑎𝑛 ∶ 𝑛 ∈ ℕ } (since log preserves ⩽)
= exp inf{ (1/𝑛) log 𝑎𝑛 ∶ 𝑛 ∈ ℕ }
= exp lim𝑛→∞(1/𝑛) log 𝑎𝑛 (by (2.2))
= exp lim𝑛→∞ log
𝑛√𝑎𝑛
= lim𝑛→∞ exp log
𝑛√𝑎𝑛 (since exp is continuous)
= lim𝑛→∞
𝑛√𝑎𝑛 2.3
By Lemma 2.1(4),𝐾(𝜑𝑖+𝑗, 𝐴, 𝐴) ⩽ 𝐾(𝜑𝑖, 𝐴, 𝐴)𝐾(𝜑𝑗, 𝐴, 𝐴), and therefore, by
Lemma 2.3(2),
lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) = inf{
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) ∶ 𝑛 ∈ ℕ } (2.3)
Thus:
𝛤(𝜑) = sup
𝑚∈ℕ
lim sup
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐵𝑚,𝐴, 𝐴) (by definition)
⩽ sup
𝑚∈ℕ
lim sup
𝑛→∞
𝑛
√𝑚𝐾(𝜑𝑛, 𝐴, 𝐴) (by Lemma 2.1(1))
= sup
𝑚∈ℕ
lim sup
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) (since 𝑛√𝑚 → 1)
= lim sup
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) (since𝑚 is not present)
= lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) (since the limit exists by (2.3))
= inf{
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) ∶ 𝑛 ∈ ℕ } (by (2.3))
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In particular,
𝛤(𝜑) = inf{
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) ∶ 𝑛 → ∞} ⩽
1
√𝐾(𝜑1, 𝐴, 𝐴) = 𝐾(𝜑, 𝐴, 𝐴),
which is part 2.
Next, let 𝑘 ∈ ℕ. Then
𝛤(𝜑) = lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴)
= lim
𝑛→∞
𝑛𝑘
√𝐾(𝜑𝑘𝑛, 𝐴, 𝐴)
= lim
𝑛→∞
(
𝑛
√𝐾((𝜑𝑘)𝑛, 𝐴, 𝐴))
1/𝑘
= ( lim
𝑛→∞
𝑛
√𝐾((𝜑𝑘)𝑛, 𝐴, 𝐴))
1/𝑘
= (𝛤(𝜑𝑘))1/𝑘;
this proves part 3. 2.2
Prop o s i t i on 2 . 4 . Let 𝑆 be a semigroup and let 𝜑 ∶ 𝑆 → 𝑆 be an endomor-
phism of 𝑆. Then 𝛤(𝜑) is not dependent on the choice of finite generating set for
𝑆.
Proof of 2.4. Let 𝐴 and 𝐴′ be finite generating sets for 𝑆. Choose𝑚,𝑝 ∈ ℕ such
that 𝐴 ⊆ 𝐵𝑚,𝐴′ and 𝐴
′ ⊆ 𝐵𝑝,𝐴. Then
𝐾(𝜑𝑛, 𝐴′, 𝐴′) ⩽ 𝑚𝐾(𝜑𝑛, 𝐴′, 𝐴) (by Lemma 2.1(3))
⩽ 𝑚𝐾(𝜑𝑛, 𝐵𝑝,𝐴, 𝐴) (by Lemma 2.1(2))
⩽ 𝑚𝑝𝐾(𝜑𝑛, 𝐴, 𝐴) (by Lemma 2.1(1))
Hence
lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴′, 𝐴′)
⩽ lim
𝑛→∞
𝑛
√𝑚𝑝𝐾(𝜑𝑛, 𝐴, 𝐴)
⩽ lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴); (since 𝑛√𝑚𝑝 → 1 as 𝑛 → ∞)
Repeating the same reasoning with 𝐴 and 𝐴′ interchanged shows the opposite
inequality. Hence
lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴, 𝐴) = lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, 𝐴′, 𝐴′),
and thus 𝛤(𝜑) is independent the choice of generating set. 2.4
2.2 Rewriting systems
We now recall the terminology of rewriting systems, which
we will use heavily throughout the paper; see [BO93] or [BN98] for further
background reading. Let 𝐴 be a finite alphabet. By a rewriting system we will
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mean a subset of 𝐴∗ × 𝐴∗, where 𝐴∗ denotes the free monoid over 𝐴. Every
element (𝑢, 𝑣) of a system 𝛴 is called a rule and normally denoted by 𝑢 →𝛴 𝑣 or
simply 𝑢 → 𝑣. The relation→ is then extended to a relation on 𝐴∗ by letting
𝑤1 → 𝑤2 if and only if 𝑤1 and 𝑤2 admit decompositions 𝑤1 = 𝑝𝑢𝑞 and
𝑤2 = 𝑝𝑣𝑞 for some rule 𝑢 →𝛴 𝑣 and 𝑝, 𝑞 ∈ 𝐴
∗. The reflexive and transitive
closure of→ is denoted by→∗. A rewriting system 𝛴 is
◆ length-reducing if |𝑢| > |𝑣| for all rules 𝑢 → 𝑣;
◆ terminating if there is no infinite chain 𝑢0 → 𝑢1 → 𝑢2 →⋯;
◆ locally confluent if for all 𝑢, 𝑣, 𝑤 ∈ 𝐴∗ such that 𝑤 → 𝑢 and 𝑤 → 𝑣, there
exists 𝑥 ∈ 𝐴∗ with 𝑢 →∗ 𝑥 and 𝑣 →∗ 𝑥.
◆ confluent if for all 𝑢, 𝑣, 𝑤 ∈ 𝐴∗ such that 𝑤 →∗ 𝑢 and 𝑤 →∗ 𝑣, there exists
𝑥 ∈ 𝐴∗ with 𝑢 →∗ 𝑥 and 𝑣 →∗ 𝑥.
Note that a length-reducing rewriting system is necessrily terminating. Any
rewriting system that is locally confluent and terminating is confluent. Rewriting
systems which are terminating and confluent are called complete. Complete
systems are computationally pleasant in the following sense: if a semigroup 𝑆 is
defined by a presentation Sg⟨𝐴 | 𝑢𝑖 = 𝑣𝑖 (𝑖 ∈ 𝐼)⟩ such that the rewriting system
{ (𝑢𝑖, 𝑣𝑖) ∶ 𝑖 ∈ 𝐼 } is complete, then 𝑆 is in one-to-one correspondence with the
non-empty normal forms of this rewriting system: that is, the words from 𝐴+
that do not contains subwords from { 𝑢𝑖 ∶ 𝑖 ∈ 𝐼 } and thus cannot be rewritten
further.This allows us to work with suchmonoids 𝑆 in a very convenient syntatic
way.
3 Values for growth
Theorem 3 . 1 . Let 𝑟 ∈ ℝ with 𝑟 ⩾ 1. Then there is a finitely generated semi-
group 𝑆 and an endomorphism 𝜑 ∶ 𝑆 → 𝑆 such that 𝛤(𝜑) = 𝑟.
Proof of 3.1. Obviously the growth of the identity endomorphism on any sem-
group is 1, so assume without loss of generality that 𝑟 > 1.
Define 𝑝𝑛 = ⌈𝑟
𝑛+1⌉ + 𝑛 for 𝑛 ∈ ℕ ∪ {0}. Let 𝐴 = {𝑎, 𝑏} and let 𝛴 consist of
the following rewriting rules over 𝐴:
𝑎𝑝𝑗 (𝑎𝑝𝑖𝑏𝑝𝑖𝑎𝑏)𝑝𝑗𝑎(𝑎𝑝𝑖𝑏𝑝𝑖𝑎𝑏) → 𝑎𝑝𝑖+𝑗+1𝑏𝑝𝑖+𝑗+1𝑎𝑏 for 𝑖, 𝑗 ∈ ℕ ∪ {0}.
Note that 2 ⩽ 𝑝0 < 𝑝1 < 𝑝2 < ⋯. Therefore there cannot be any non-trivial
overlaps between any left-hand sides of these rewriting rules, and so this rewriting
system is confluent. This system is also terminating, since it is length-reducing,
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because
|𝑎𝑝𝑗 (𝑎𝑝𝑖𝑏𝑝𝑖𝑎𝑏)𝑝𝑗𝑎(𝑎𝑝𝑖𝑏𝑝𝑖𝑎𝑏)| = 𝑝𝑗 + (2𝑝𝑖 + 2)𝑝𝑗 + 2𝑝𝑖 + 3
> 2𝑝𝑖𝑝𝑗 + 8
= 2(⌈𝑟𝑖+1⌉ + 𝑖)(⌈𝑟𝑗+1⌉ + 𝑗) + 8
⩾ 2𝑟𝑖+𝑗+2 + 2𝑖 + 2𝑗 + 2𝑖𝑗 + 8
⩾ 2(𝑟𝑖+𝑗+2 + 1 + 𝑖 + 𝑗 + 2) + 2
⩾ 2𝑝𝑖+𝑗+1 + 2
= |𝑎𝑝𝑖+𝑗+1𝑏𝑝𝑖+𝑗+1𝑎𝑏|.
Thus the rewriting system 𝛴 is complete.
Furthermore, since the rewriting system is length-reducing, the length of an
element is the length of its unique normal form word.
Let 𝑆 = Sg⟨𝐴 | 𝛴⟩. Define an endomorphism 𝜑 ∶ 𝑆 → 𝑆 by 𝑎 ↦ 𝑎 and
𝑏 ↦ 𝑎𝑝0𝑏𝑝0𝑎𝑏. To check that 𝜑 is well-defined, note that it maps the two sides
of each rewriting rule to words that are equal in the semigroup (for clarity,
underlines indicate where rewriting is applied):
(𝑎𝑝𝑗 (𝑎𝑝𝑖𝑏𝑝𝑖𝑎𝑏)𝑝𝑗𝑎(𝑎𝑝𝑖𝑏𝑝𝑖𝑎𝑏))𝜑
= 𝑎𝑝𝑗(𝑎𝑝𝑖 (𝑎𝑝0𝑏𝑝0𝑎𝑏)𝑝𝑖𝑎(𝑎𝑝0𝑏𝑝0𝑎𝑏))𝑝𝑗𝑎(𝑎𝑝𝑖 (𝑎𝑝0𝑏𝑝0𝑎𝑏)𝑝𝑖𝑎(𝑎𝑝0𝑏𝑝0𝑎𝑏))
→ 𝑎𝑝𝑗 (𝑎𝑝𝑖+1𝑏𝑝𝑖+1𝑎𝑏)𝑝𝑗𝑎(𝑎𝑝𝑖+1𝑏𝑝𝑖+1𝑎𝑏)
→ 𝑎𝑝𝑖+𝑗+2𝑏𝑝𝑖+𝑗+2𝑎𝑏
and
(𝑎𝑝𝑖+𝑗+1𝑏𝑝𝑖+𝑗+1𝑎𝑏)𝜑 = 𝑎𝑝𝑖+𝑗+1 (𝑎𝑝0𝑏𝑝0𝑎𝑏)𝑝𝑖+𝑗+1𝑎(𝑎𝑝0𝑏𝑝0𝑎𝑏)
→ 𝑎𝑝𝑖+𝑗+2𝑏𝑝𝑖+𝑗+2𝑎𝑏.
Since 𝜑 fixes 𝑎, we have that |𝑎𝜑𝑛| = 1 for all 𝑛. Note that
(𝑎𝑝𝑖𝑏𝑝𝑖𝑎𝑏)𝜑 = 𝑎𝑝𝑖 (𝑎𝑝0𝑏𝑝0𝑎𝑏)𝑝𝑖𝑎(𝑎𝑝0𝑏𝑝0𝑎𝑏) → 𝑎𝑝𝑖+1𝑏𝑝𝑖+1𝑎𝑏,
and this, together with 𝑏𝜑 = 𝑎𝑝0𝑏𝑝0𝑎𝑏, shows that 𝑏𝜑𝑛 = 𝑎𝑝𝑛−1𝑏𝑝𝑛−1𝑎𝑏 for all
𝑛 ∈ ℕ. Since words 𝑎𝑝𝑛−1𝑏𝑝𝑛−1𝑎𝑏 are in normal form, this shows that
|𝑏𝜑𝑛| = |𝑎𝑝𝑛−1𝑏𝑝𝑛−1𝑎𝑏| = 2(⌈𝑟𝑛⌉ + 𝑛 − 1) + 2 = 2⌈𝑟𝑛⌉ + 2𝑛.
Hence 𝐾(𝜑𝑛, 𝐴, 𝐴) = 2⌈𝑟𝑛⌉ + 2𝑛 and so
𝛤(𝜑) = lim
𝑛→∞
𝑛√2⌈𝑟𝑛⌉ + 2𝑛 = 𝑟. 3.1
Remark 3 . 2 . Using the same general technique as in the proof ofTheorem 3.1,
we could have constructed a surjective endomorphism 𝜑 with the same growth 𝑟:
to the alphabet 𝐴 we add two letters 𝑐 and 𝑑, and to the previous set of rewriting
rules 𝛴 we add the following ones:
𝑐𝑎𝑝0𝑏𝑝0𝑎𝑏𝑑 → 𝑏
𝑐𝑎𝑝𝑛𝑏𝑝𝑛𝑎𝑏𝑑 → 𝑎𝑝𝑛−1𝑏𝑝𝑛−1𝑎𝑏 for 𝑛 ∈ ℕ.
Values for growth • 8
Then the resulting rewriting system is still complete and length-reducing. The
endomorphism 𝜑 given by 𝑎 ↦ 𝑎, 𝑏 ↦ 𝑎𝑝0𝑏𝑝0𝑎𝑏, 𝑐 ↦ 𝑐 and 𝑑 ↦ 𝑑 is again
well-defined, and since (𝑐𝑏𝑑)𝜑 = 𝑐𝑎𝑝0𝑏𝑝0𝑎𝑏𝑑 → 𝑏 and 𝜑 fixes 𝑎, 𝑐, and 𝑑, it
follows that 𝜑 is surjective. As previously, we still have 𝛤(𝜑) = 𝑟. Thus every
real number greater than or equal to 1 also arises as the growth of a surjective
endomorphism of a finitely generated semigroups.
Two natural questions arising from this discussion are
Qu e s t i on 3 . 3 . What are the growths of endomorphisms of finitely presented
semigroups? Are they always computable?
Qu e s t i on 3 . 4 . What are the growths of endomorphisms of semigroups
presented by finite complete rewriting systems?
4 Endomorphism growth in relation
to invariant subsemigroups
Consider the following situation: let 𝜑 ∶ 𝑆 → 𝑆 be an endo-
morphism of a finitely generated semigroup 𝑆, and let 𝑇 be a finitely generated
subsemigroup of 𝑆 such that 𝑇𝜑 ⊆ 𝑇. The following natural question arises:
how are the growths of 𝛤(𝜑) and 𝛤(𝜑|𝑇) related? In this section, we will study
this question, and we will also apply some of the results from this section in
Section 6.
4.1 General case: no relationship
Wemight initially hope that the growths of the endomorphism
and its restriction to the subsemigroup are related by an inequality like 𝛤(𝜑) ⩽
𝛤(𝜑|𝑇) or 𝛤(𝜑) ⩾ 𝛤(𝜑|𝑇). In this subsection, we give examples to show that
neither of these inequalities holds.
E x ampl e 4 . 1 . Let 𝑆 = ({𝑎}+)0 (that is, 𝑆 is the free semigroup of rank 1 with
a zero adjoined), 𝑇 = {0} and define 𝜑 ∶ 𝑆 → 𝑆 by 𝑎 ↦ 𝑎2, and 0 ↦ 0. Note that
𝑇𝜑 = 𝑇.
Since |0𝜑𝑛| = |0| = 1 and |𝑎𝜑𝑛| = |𝑎2
𝑛
| = 2𝑛, we have
𝛤(𝜑) = lim
𝑛→∞
𝑛
√𝐾(𝜑𝑛, {𝑎, 0}, {𝑎, 0}) = lim
𝑛→∞
𝑛√2𝑛 = 2,
𝛤(𝜑|𝑇) = lim𝑛→∞
𝑛
√𝐾(𝜑𝑛, {0}, {0}) = lim
𝑛→∞
𝑛√1 = 1
by Proposition 2.21. Therefore in this case we have 𝛤(𝜑) 󳠠 𝛤(𝜑|𝑇).
E x ampl e 4 . 2 . Let 𝐴 be the alphabet {𝑎, 𝑏, 𝑐, 𝑑}. Let 𝜑 be the endomorphism
of the free semigroup 𝐴+ defined by 𝑎 ↦ 𝑎𝑏, 𝑏 ↦ 𝑏𝑎, 𝑐 ↦ 𝑐 and 𝑑 ↦ 𝑑. Let 𝑆
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be the semigroup defined by the following infinite rewriting system
𝑎𝑛𝑐𝑛𝑎𝑛𝑑 → 𝑎𝜑𝑛 for 𝑛 ∈ ℕ;
𝑏𝑛𝑐𝑛𝑏𝑛𝑑 → 𝑏𝜑𝑛 for 𝑛 ∈ ℕ;
(𝑎𝜑𝑘)𝑛𝑐𝑛(𝑎𝜑𝑘)𝑛𝑑 → 𝑎𝜑𝑘+𝑛 for 𝑘, 𝑛 ∈ ℕ;
(𝑏𝜑𝑘)𝑛𝑐𝑛(𝑏𝜑𝑘)𝑛𝑑 → 𝑏𝜑𝑘+𝑛 for 𝑘, 𝑛 ∈ ℕ.
Since every application of a rule reduces the number of symbols 𝑐, it follows
immediately that this system is terminating. The system is also confluent, since
if two left-hand sides of rules overlap, the exponents 𝑛must coincide and it is
easy to see that if (𝑥𝜑𝑘)𝑛 = (𝑦𝜑ℓ)𝑛 for some 𝑥, 𝑦 ∈ {𝑎, 𝑏} and 𝑘, ℓ, 𝑛 ∈ ℕ, then
𝑘 = ℓ and 𝑥 = 𝑦. Thus the rewriting system is complete.
It is straightforward to check that the endomorphism𝜑 ∶ 𝐴+ → 𝐴+ maps the
two sides of every rule towordswhich rewrite to the samenormal form.Therefore
the endomorphism 𝜑 of the free semigroup𝐴+ factors to give an endomorphism
of 𝑆, which we also denote by 𝜑. It also follows that {𝑎, 𝑏} forms a free basis for
𝑇 = ⟨𝑎, 𝑏⟩. Note that 𝑇𝜑 ⊆ 𝑇. It is immediate that𝐾(𝜑𝑛, {𝑎, 𝑏}, {𝑎, 𝑏}) = 2𝑛 and
so 𝛤(𝜑|𝑇) = 2. But from the presentation for 𝑆 it follows that
|𝑎𝜑𝑛| = |𝑎𝑛𝑐𝑛𝑎𝑛𝑑| ⩽ 3𝑛 + 1,
|𝑏𝜑𝑛| = |𝑏𝑛𝑐𝑛𝑏𝑛𝑑| ⩽ 3𝑛 + 1,
|𝑐𝜑𝑛| = |𝑐| = 1,
|𝑑𝜑𝑛| = |𝑑| = 1;
thus 𝐾(𝜑𝑛, 𝐴, 𝐴) ⩽ 3𝑛 + 1, so 𝛤(𝜑) = 1.
Thus, in this case, 𝛤(𝜑) 󳠡 𝛤(𝜑|𝑇).
4.2 Mapping into a subsemigroup: growths coincide
In the restricted situation where the endomorphism 𝜑maps
the semigroup 𝑆 into the subsemigroup 𝑇, we have a positive result:
P ro p o s i t i on 4 . 3 . Let 𝑇 be a finitely generated subsemigroup of a finitely
generated semigroup 𝑆. Let 𝜑 be an endomorphism of 𝑆 such that 𝑆𝜑 ⊆ 𝑇. Then
𝛤(𝜑) = 𝛤(𝜑|𝑇).
Proof of 4.3. Let 𝐵 be a finite generating set for 𝑇 and extend it to a finite gen-
erating set 𝐴 for 𝑆. Let𝑚 = 𝐾(𝜑, 𝐴, 𝐵). (Note that 𝑎𝜑 ∈ 𝑇 for all 𝑎 ∈ 𝐴 and so
𝐾(𝜑, 𝐴, 𝐵) = max𝑎∈𝐴|𝑎𝜑|𝐵 is defined.)
Let 𝑎 ∈ 𝐴. Then 𝑎𝜑 ∈ 𝑇 and so 𝑎𝜑 = 𝑏1⋯𝑏𝑝 for some 𝑝 ⩽ 𝑚.
|𝑎𝜑𝑛+1|𝐴 ⩽ |𝑎𝜑
𝑛+1|𝐵
= |(𝑎𝜑)𝜑𝑛|
𝐵
= |(𝑏1⋯𝑏𝑝)𝜑|
𝑛
𝑇
|𝐵
⩽ |𝑏1𝜑|
𝑛
𝑇|𝐵 +… + |𝑏𝑝𝜑|
𝑛
𝑇|𝐵
= 𝑝𝐾(𝜑|𝑛𝑇, 𝐵, 𝐵)
⩽ 𝑚𝐾(𝜑|𝑛𝑇, 𝐵, 𝐵).
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Thus 𝐾(𝜑𝑛+1, 𝐴, 𝐴) ⩽ 𝑚𝐾(𝜑|𝑛𝑇, 𝐵, 𝐵) and so
𝛤(𝜑)
= lim
𝑛→∞
𝑛+1
√𝐾(𝜑𝑛+1, 𝐴, 𝐴)
⩽ lim
𝑛→∞
𝑛+1
√𝑚𝐾(𝜑|𝑛𝑇, 𝐵, 𝐵)
= lim
𝑛→∞
𝑛+1
√𝐾(𝜑|𝑛𝑇, 𝐵, 𝐵) (since
𝑛+1√𝑚 → 1)
⩽ lim
𝑛→∞
𝑛
√𝐾(𝜑|𝑛𝑇, 𝐵, 𝐵)
= 𝛤(𝜑|𝑇).
(4.1)
Now let 𝑏 ∈ 𝐵. Let 𝑞 = |𝑏𝜑|𝑛𝑇|𝐴 so that 𝑏𝜑|
𝑛
𝑇 = 𝑎1⋯𝑎𝑞 for some 𝑎𝑖 ∈ 𝐴.
Note that 𝑞 ⩽ 𝐾(𝜑𝑛, 𝐵, 𝐴). Then
|𝑏𝜑|𝑛+1𝑇 |𝐵 = |(𝑎1𝜑)⋯ (𝑎𝑞𝜑)|𝐵
⩽ |𝑎1𝜑|𝐵 +… + |𝑎𝑞𝜑|𝐵
⩽ 𝑚𝑞
⩽ 𝑚𝐾(𝜑𝑛, 𝐵, 𝐴)
⩽ 𝑚𝐾(𝜑𝑛, 𝐴, 𝐴). (by Lemma 2.1(2))
Since 𝑏 was arbitrary, this shows that𝐾(𝜑|𝑛+1𝑇 , 𝐵, 𝐵) ⩽ 𝑚𝐾(𝜑
𝑛, 𝐴, 𝐴). By reason-
ing similar to (4.1), 𝛤(𝜑|𝑇) ⩽ 𝛤(𝜑).
Therefore 𝛤(𝜑) = 𝛤(𝜑|𝑇). 4.3
4.3 Finite number of cosets: only one direction of inequality
When a finite-index subgroup of a group is preserved by an
endomorphism, the growth of the endomorphism and the growth of the restric-
tion to the subgroup are equal [FFK11, Theorem 3.1]. For semigroups, using an
analogy of the notion of coset, an inequality holds in one direction. The proof
partly follows the group-theoretic result, but some extra care is needed because
in the semigroup case an element may lie in more than one ‘coset’.
P ro p o s i t i on 4 . 4 . Let 𝑇 be a finitely generated subsemigroup of a finitely
generated semigroup 𝑆 such that there exists a finite subset 𝑅 ⊆ 𝑆 with 𝑆 = 𝑅𝑇. Let
𝜑 ∶ 𝑆 → 𝑆 be an endomorphism of 𝑆 such that 𝑇𝜑 ⊆ 𝑇. Then 𝛤(𝜑) ⩽ 𝛤(𝜑|𝑇).
Proof of 4.4. Let 𝐴 be a finite generating set for 𝑇. Obviously 𝐴 ∪ 𝑅 is a (finite)
generating set for 𝑆. First, for every 𝑎 ∈ 𝐴 we have
|𝑎𝜑𝑛|𝐴∪𝑅 ⩽ |𝑎𝜑|
𝑛
𝑇|𝐴 ⩽ 𝐾(𝜑
𝑛
𝑇, 𝐴, 𝐴) (4.2)
Now, take any 𝑟 ∈ 𝑅. The aim is to calculate an upper bound for |𝑟𝜑𝑛|𝐴∪𝑅. To
begin, for every 𝑟 ∈ 𝑅 fix a canonical decomposition 𝑟𝜑 = 𝑟′𝑤 where 𝑟′ ∈ 𝑅
and 𝑤 ∈ 𝑇, and let
𝐶 = max{ |𝑤|𝐴 ∶ 𝑟𝜑 has canonical decomposition 𝑟
′𝑤 for some 𝑟 ∈ 𝑅 }.
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Now, 𝑟𝜑 decomposes as 𝑟1𝑤1, with 𝑟1 ∈ 𝑅 and |𝑤1|𝐴 ⩽ 𝐶. Then 𝑟𝜑
2 =
(𝑟1𝜑)(𝑤1𝜑) = 𝑟2𝑤2(𝑤1𝜑), where 𝑟1𝜑 decomposes as 𝑟2𝑤2, with 𝑟2 ∈ 𝑅 and
|𝑤2|𝐴 ⩽ 𝐶. Proceeding by induction we obtain the expansion
𝑟𝜑𝑛 = 𝑟𝑛𝑤𝑛(𝑤𝑛−1𝜑)(𝑤𝑛−2𝜑
2)⋯ (𝑤1𝜑
𝑛−1),
where 𝑟𝑛 ∈ 𝑅 and |𝑤𝑖|𝐴 ⩽ 𝐶 for all 𝑖. Thus
|𝑟𝜑𝑛|𝐴∪𝑅 ⩽ 1 +𝐶+𝐶𝐾(𝜑, 𝐴, 𝐴) + 𝐶𝐾(𝜑
2, 𝐴, 𝐴) +⋯+𝐶𝐾(𝜑𝑛−1, 𝐴, 𝐴).
Let 𝛾 = 𝛤(𝜑|𝑇). Since
𝑛√𝐾(𝜑𝑛, 𝐴, 𝐴) → 𝛾 as 𝑛 → ∞, for every 𝜖 > 0 there exists
𝑀 > 1 such that 𝐾(𝜑𝑛, 𝐴, 𝐴) ⩽ 𝑀(𝛾 + 𝜖)𝑛 for all 𝑛 ⩾ 1. Then
|𝑟𝜑𝑛|𝐴∪𝑅 ⩽ 1 + 𝐶 + 𝐶𝑀(𝛾 + 𝜖) + 𝐶𝑀(𝛾 + 𝜖)
2 +⋯ + 𝐶𝑀(𝛾 + 𝜖)𝑛−1
⩽
𝐶𝑀(𝛾 + 𝜖)𝑛
1 − 1/(𝛾 + 𝜖)
.
Combining this with (4.2) gives
𝐾(𝜑𝑛, 𝐴 ∪ 𝑅, 𝐴 ∪ 𝑅) = max
𝑎∈𝐴∪𝑅
|𝑎𝜑𝑛|
⩽ max{𝐾(𝜑|𝑛, 𝐴, 𝐴),
𝐶𝑀(𝛾 + 𝜖)𝑛
1 − 1/(𝛾 + 𝜖)
}.
Taking 𝑛-th roots on both sides and then the limit as 𝑛 → ∞, and recalling that
𝛾 = 𝛤(𝜑|𝑇) shows that 𝛤(𝜑) ⩽ 𝛤(𝜑|𝑇). 4.4
The following example shows that the inequality in Proposition 4.4 can be
strict.
E x ampl e 4 . 5 . Let 𝐿 = {𝑎, 𝑏, 𝑐} and let
𝐿 = { 𝑎𝑏𝑛2
𝑘
𝑐𝑛 ∶ 𝑘 ⩾ 0, 𝑛 is positive and odd }.
We are going to construct a rewriting system 𝛴 over 𝐴 and so define a monoid
𝑆 = Mon⟨𝐴 | 𝛴⟩. The rewriting system 𝛴 will have the following properties:
a) 𝛴 is complete;
b) the left-hand-sides of the rules of 𝛴 form exactly the set 𝐿;
c) every word from 𝐴+ − 𝐴∗𝐿𝐴∗ appears on the right-hand-side of some rule
in 𝛴;
d) there is a well-defined endomorphism 𝜑 ∶ 𝑆 → 𝑆 defined by 𝑎 ↦ 𝑎, 𝑏 ↦ 𝑏2
and 𝑐 ↦ 𝑐;
e) 𝛤(𝜑) = 1.
Once we have constructed 𝛴, we reason as follows: first of all, by (1) and (2) the
language 𝐴+ − 𝐴∗𝐿𝐴∗ is a set of normal forms of 𝑆. Therefore by (2) and (3),
for any normal form word 𝑤, there is some word in 𝐿 (beginning with 𝑎 and
with all other letters from {𝑏, 𝑐}) that rewrites to 𝑤, and so 𝑆 = {1, 𝑎}𝑇, where
𝑇 = Mon⟨𝑏, 𝑐⟩. By (4), 𝜑 is an endomorphism of 𝑆. Notice further that 𝑇𝜑 ⊆ 𝑇.
Furthermore, since every rule on 𝛴 has a letter 𝑎 on the left-hand side by 2), it
follows that 𝛴 is free on {𝑏, 𝑐} and so clearly 𝛤(𝜑|𝑇) = 2. Hence, by (5), we have
𝛤(𝜑) < 𝛤(𝜑|𝑇).
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We now have to construct 𝛴 with the required properties. We will define
𝛴 in stages by iteratively defining 𝛴0, 𝛴1, 𝛴2,… with 𝛴0 ⊆ 𝛴1 ⊆ 𝛴2 ⊆ and then
letting 𝛴 be the union of all the 𝛴𝑖. Define the first set of rules 𝛴0 as follows:
for all 𝑛 ∈ ℕ, let 𝑝𝑛 be the 𝑛-th odd prime number. Then 𝛴0 consists of the
following rules:
𝑎𝑏𝑝𝑛2
𝑘
𝑐𝑝𝑛 → 𝑏2
𝑘+𝑛
for 𝑛 ∈ ℕ and 𝑘 ∈ ℕ ∪ {0}. (4.3)
For the next stages, enumerate all the words from 𝐴∗ − 𝐴∗𝐿𝐴∗ in some
order: 𝑢1, 𝑢2, 𝑢3,… and set 𝑛0 = 1. Now iterate the following procedure. The
𝑖-th step of the procedure, for 𝑖 ∈ ℕ, is to take the first word 𝑢𝑗 from the list
which does not appear as a right-hand-side a rule in 𝛴𝑖−1. Take also any odd
composite number 𝑛𝑖 > 𝑛𝑖−1 such that 𝑛𝑖 > |𝑢𝑗|. Define 𝛴𝑖 to be the rules of 𝛴𝑖−1
together with
𝑎𝑏𝑛𝑖2
𝑘
𝑐𝑛𝑖 → 𝑢𝑗𝜑
𝑘 for 𝑘 ∈ ℕ ∪ {0}. (4.4)
Note that the left-hand sides of the newly added rules do not appear as left-hand
sides in 𝛴𝑖−1, because if we had 𝑛𝑖2
𝑘 = 𝑛𝑖′2
𝑘′ for some 𝑖′ < 𝑖, then since the 𝑛𝑖
are chosen to be odd, we would have 𝑛𝑖 = 𝑛𝑖′ by the fundamental theorem of
arithmetic, contradicting the fact that the 𝑛𝑖 form a strictly increasing sequence.
Note also that since 𝑛𝑖 > |𝑢𝑗| that each rule in 𝛴𝑖 strictly decreases the total
number of symbols 𝑎 and 𝑐.
Let 𝛴′ = ⋃𝑖∈ℕ∪{0} 𝛴𝑖. Note that by construction of 𝛴
′, for every odd 𝑛 one
of two cases holds: either every element of the set { 𝑎𝑏𝑛2
𝑘
𝑐𝑛 ∶ 𝑘 ⩾ 0 } appears as
a left-hand side in 𝛴′, or no element of this set does. Now let 𝛴 be 𝛴′ together
with the rules
𝑎𝑏𝑛2
𝑘
𝑐𝑛 → 𝑎 where 𝑘 ⩾ 0 and 𝑎𝑏𝑛𝑐𝑛 is not a left-hand side in 𝛴′.
(4.5)
It is clear that every word in 𝐿 is the left-hand side of exactly one rule in 𝛴, so (2)
holds. Similarly, by construction of the 𝛴𝑖, every word in 𝐴
∗ − 𝐴∗𝐿𝐴∗ appears
on the right-hand side at least one rule in 𝛴, so (3) is satisfied.
Each application of a rule of 𝛴 strictly decreases the total number of symbols
𝑎 and 𝑐, and so𝛴 is terminating. Since left-hand sides of rules have no non-trivial
overlaps, 𝛴 is locally confluent and thus confluent. So 𝛴 is complete, and so (1)
is satisfied.
Now we have to check that the endomorphism 𝜑 is well-defined, which
means checking that 𝜑maps the two sides of each rule to words that are equal in
𝑆. First consider a rule 𝑎𝑏𝑝𝑛2
𝑘
𝑐𝑝𝑛 → 𝑏2
𝑘+𝑛
of the form (4.3). Then (𝑎𝑏𝑝𝑛2
𝑘
𝑐𝑝𝑛 )𝜑 =
𝑎𝑏𝑝𝑛2
𝑘+1
𝑐𝑝𝑛 and 𝑏2
𝑘+𝑛
𝜑 = 𝑏2
𝑘+𝑛+1
, and 𝑎𝑏𝑝𝑛2𝑘+1𝑐𝑝𝑛 → 𝑏2
𝑘+𝑛+1
is also a rule in 𝛴0.
Now consider a rule 𝑎𝑏𝑛𝑖2
𝑘
𝑐𝑛𝑖 → 𝑢𝑗𝜑
𝑘 of the form (4.4). Then (𝑎𝑏𝑛𝑖2
𝑘
𝑐𝑛𝑖 )𝜑 =
𝑎𝑏𝑛𝑖2
𝑘+1
𝑐𝑛𝑖 and (𝑢𝑗𝜑
𝑘)𝜑 = 𝑢𝑗𝜑
𝑘+1, and 𝑎𝑏𝑛𝑖2
𝑘+1
𝑐𝑛𝑖 → 𝑢𝑗𝜑
𝑘+1 is also a rule in
𝛴𝑖. Finally, consider a rule 𝑎𝑏
𝑛2𝑘𝑐𝑛 → 𝑎 of the form (4.5). Then (𝑎𝑏𝑛2
𝑘
𝑥𝑛)𝜑 =
𝑎𝑏𝑛2
𝑘+1
𝑐𝑛 and 𝑎𝜑 = 𝑎, and 𝑎𝑏𝑛2
𝑘+1
𝑐𝑛 → 𝑎 is also a rule of the form (4.5). So 𝜑 is
a well-defined endomorphism, which is (4).
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Note that |𝑎𝜑𝑛|𝐴 = |𝑎|𝐴 = 1 and |𝑐𝜑
𝑛|𝐴 = |𝑐|𝐴 = 1. Furthermore, |𝑏𝜑
𝑛|𝐴 =
|𝑏2
𝑛
|𝐴 = |𝑎𝑏
𝑝𝑛𝑐𝑝𝑛 |𝐴 ⩽ 2𝑝𝑛 + 1. Hence 𝐾(𝜑
𝑛, 𝐴, 𝐴) ⩽ 2𝑝𝑛 + 1, and so 𝛤(𝜑) =
lim𝑛→∞
𝑛√2𝑝𝑛 + 1. Since 𝑝𝑛−1 ⩽ 𝑛(ln 𝑛 + ln ln 𝑛) for all 𝑛 ⩾ 6 (see [RS62, Corol-
lary to Theorem 3]), it follows that 𝛤(𝜑) = 1, which is condition (5).
4.4 Finite Green index subsemigroups: growths coincide
With the notion of ‘finitelymany cosets’ used in Proposition 4.4,
we have an inequality, possibly strict by Example 4.5, showing that the growth
of the endomorphism of the semigroup is bounded above by the growth of the
restriction to a subsemigroup. In this subsection, we show that the Green index
serves as a better analogy of the group index [GR08] and gives us equality, directly
generalizing the result for groups. The Green index, which was introduced by
[GR08], has proven to be a very useful generalization of both the group-theoretic
notion of index and the more established Rees index for semigroups, and has
yielded many Reidemeister–Schreier-type theorems about the inheritance of
various finiteness properties by subsemigroups or extensions of finite index; see,
for example, [CGR12, CM14, GR08, GMMR, KMC15, MMR09]. We recall the
definition here: Let 𝑇 be a subsemigroup of a semigroup 𝑆. For 𝑥, 𝑦 ∈ 𝑆, let
𝑥 R𝑇 𝑦 ⇔ 𝑥𝑇 ∪ {𝑥} = 𝑦𝑇 ∪ {𝑦}
𝑥 L𝑇 𝑦 ⇔ 𝑇𝑥 ∪ {𝑥} = 𝑇𝑦 ∪ {𝑦},
and letH𝑇 = R𝑇 ∩ L𝑇. ThenR𝑇, L𝑇, andH𝑇 are equivalence relations on 𝑆
that respect 𝑇. The Green index of 𝑇 in 𝑆 is 1 + |(𝑆 ∖ 𝑇)/H𝑇|.
P ro p o s i t i on 4 . 6 . Let 𝑇 be a finite Green index subsemigroup of a finitely
generated semigroup 𝑆, and let 𝜑 ∶ 𝑆 → 𝑆 be an endomorphism of 𝑆 such that
𝑇𝜑 ⊆ 𝑇. Then 𝛤(𝜑) = 𝛤(𝜑|𝑇).
Proof of 4.6. Let 𝐴 be a finite generating set for 𝑆. The proof of [CGR12, Theo-
rem 4.3] constructs a finite generating set 𝐵 for 𝑇 such that for every 𝑤 ∈ 𝑇,
|𝑤|𝐵 ⩽ |𝑤|𝐴. In particular, for every 𝑏 ∈ 𝐵, we have |𝑏𝜑|
𝑛
𝑇|𝐵 = |𝑏𝜑|
𝑛
𝑇|𝐴. Hence
𝐾(𝜑|𝑛𝑇, 𝐵, 𝐵) = 𝐾(𝜑|
𝑛
𝑇, 𝐵, 𝐴) ⩽ 𝐾(𝜑
𝑛, 𝐴, 𝐴), where the second inequality follows
from Lemma 2.1(2). Thus 𝛤(𝜑|𝑇) ⩽ 𝛤(𝜑). We observed that 𝑇 is finitely gener-
ated, and so Proposition 4.4 applies to show that 𝛤(𝜑) ⩽ 𝛤(𝜑|𝑇). Therefore we
have 𝛤(𝜑) = 𝛤(𝜑|𝑇). 4.6
4.5 Ideals: exact formula via factor semigroups
In the setting of semigroups, the counterpart of a ‘normal sub-
group’ is a notion borrowed from ring theory: a subset 𝐼 of a semigroup 𝑆 is called
an ideal if 𝐼𝑆 ∪ 𝑆𝐼 ⊆ 𝐼. To every ideal 𝐼 in 𝑆, one associates the Rees congruence
𝜌𝐼 = id𝑆∖𝐼 ∪ (𝐼 × 𝐼) (see [How95, § 1.7]). The corresponding factor semigroup is
called the Rees factor and is denoted by 𝑆/𝐼.
Let 𝜌 be a congruence on a semigroup 𝑆 and let 𝜑 ∶ 𝑆 → 𝑆 be an endomor-
phism that respects 𝜌, in the sense that 𝑥 𝜌 𝑦 ⇒ 𝑥𝜑 𝜌 𝑦𝜑 for all 𝑥, 𝑦 ∈ 𝑆. Then
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𝜌 factors to give a well-defined endomorphism 𝜑/𝜌 of the factor semigroup 𝑆/𝜌,
defined by [𝑥]𝜌𝜑 = [𝑥𝜑]𝜌.
Before stating the result on Rees factor semigroups, we note the following
immediate observation, which is worth stating separately.
L emma 4 . 7 . Let 𝜑 ∶ 𝑆 → 𝑆 be an endomorphism of a finitely generated
semigroup 𝑆 and let 𝜌 be a congruence on 𝑆 such that 𝜑 respects 𝜌. Then 𝛤(𝜑/𝜌) ⩽
𝛤(𝜑).
Proof of 4.7. Let 𝐴 be a finite generating set for 𝑆. Let 𝐴/𝜌 = { [𝑎]𝜌 ∶ 𝑎 ∈ 𝐴 };
notice that 𝐴/𝑟ℎ𝑜 generates 𝑆/𝑟ℎ𝑜. Let 𝑥 ∈ 𝑆 and let 𝑝 = |𝑥|𝐴. Then 𝑥 =
𝑎1⋯𝑎𝑝 for some 𝑎𝑖 ∈ 𝐴. Thus [𝑥]𝜌 = [𝑎1⋯𝑎𝑝]𝜌 = [𝑎1]𝜌⋯[𝑎𝑝]𝜌, and so
|[𝑥]𝜌|𝐴/𝜌 ⩽ |𝑥|𝐴. Consequently, 𝐾(𝜑
𝑛, 𝐴/𝜌, 𝐴/𝜌) ⩽ 𝐾(𝜑𝑛, 𝐴, 𝐴) for all 𝑛 ∈ ℕ
and so 𝛤(𝜑/𝜌) ⩽ 𝛤(𝜑). 4.7
Prop o s i t i on 4 . 8 . Let 𝐼 be a finitely generated ideal of a finitely generated
semigroup 𝑆, and let 𝜑 ∶ 𝑆 → 𝑆 be an endomorphism of a semigroup 𝑆 such that
𝐼𝜑 ⊆ 𝐼. Then 𝛤(𝜑) = max{𝛤(𝜑|𝐼), 𝛤(𝜑/𝜌𝐼)}.
Proof of 4.8. Let 𝐵 be a finite generating set for 𝐼 and extend 𝐵 to a finite gener-
ating set 𝐴 for 𝑆.
Part 1: ⩾. First, Lemma 4.7 gives 𝛤(𝜑/𝜌𝐼) ⩽ 𝛤(𝜑), so it remains to show that
𝛤(𝜑|𝐼) ⩽ 𝛤(𝜑). Our first aim is to prove that there exists a constant 𝑚 ∈ ℕ
such that for every 𝑤 ∈ 𝑆 and 𝑏 ∈ 𝐵, we have |𝑏𝑤|𝐵 ⩽ 𝑚|𝑤|𝐴. So let 𝑏 ∈ 𝐵 and
𝑤 = 𝑎1⋯𝑎𝑝 where 𝑎𝑖 ∈ 𝐴 and 𝑝 = |𝑤|𝐴. Put 𝐶 = max{|𝑏𝑎|𝐵 ∶ 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵}.
Then
𝑏𝑤 = 𝑏𝑎1⋯𝑎𝑝 = 𝑤1𝑎2⋯𝑎𝑝,
where 𝑤1 is a word over 𝐵 with |𝑤1|𝐵 ⩽ 𝑚. Take the last letter 𝑏
′ from 𝑤1
and repeat the process for the subword 𝑏′𝑎2⋯𝑎𝑝. Proceeding in this way, we
eventually obtain the an expression of 𝑏𝑤 as a product 𝑤1⋯𝑤𝑝 of elements 𝑤𝑖
of 𝐵, with |𝑤𝑖|𝐵 ⩽ 𝑚 for all 𝑖; thus |𝑏𝑤|𝐵 ⩽ 𝑚𝑝 = 𝑚|𝑤|𝐴.
Now let 𝑏 ∈ 𝐵 be arbitrary. Consider a shortest expression of 𝑏𝜑𝑛 as a product
of elements of 𝐵: we have 𝑏𝜑𝑛 = 𝑏1⋯𝑏𝑝 with 𝑏𝑖 ∈ 𝐵 and 𝑝 ⩽ 𝐾(𝜑
𝑛, 𝐵, 𝐵). Then
in
𝑏𝜑2𝑛 = (𝑏1𝑏2⋯𝑏𝑝)𝜑
𝑛 = (𝑏1𝜑
𝑛)(𝑏2𝜑
𝑛)⋯ (𝑏𝑝𝜑
𝑛)
we take a shortest expression for 𝑏1𝜑
𝑛 = 𝑢𝑏′ as a product of elements of 𝐵, and
shortest expressions for 𝑏2𝜑
𝑛,… , 𝑏𝑝𝜑
𝑛 as products of elements of 𝐴. Then
|𝑏𝜑2𝑛|𝐵
⩽ |𝑏1𝜑
𝑛|𝐵 − 1 + |𝑏
′(𝑏2𝜑
𝑛)⋯ (𝑏𝑝𝜑
𝑛)|𝐵
⩽ |𝑏1𝜑
𝑛|𝐵 − 1 + 𝑚|(𝑏2𝜑
𝑛)⋯ (𝑏𝑝𝜑
𝑛)|𝐴
⩽ |𝑏1𝜑
𝑛|𝐵 − 1 + 𝑚(|𝑏2𝜑
𝑛|𝐴 +⋯ + |𝑏𝑝𝜑
𝑛|𝐴)
⩽ |𝑏1𝜑
𝑛|𝐵 + 𝑚𝑝𝐾(𝜑
𝑛, 𝐵, 𝐴)
⩽ |𝑏1𝜑
𝑛|𝐵 + 𝑚𝑝𝐾(𝜑
𝑛, 𝐴, 𝐴) (by Lemma 2.1(2))
⩽ 𝑚𝐾(𝜑𝑛, 𝐵, 𝐵) + 𝑚𝐾(𝜑𝑛, 𝐵, 𝐵)𝐾(𝜑𝑛, 𝐴, 𝐴)
= 𝑚𝐾(𝜑𝑛, 𝐵, 𝐵)(1 + 𝐾(𝜑𝑛, 𝐴, 𝐴)).
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Since 𝑛 ∈ 𝐵 was arbitrary, this shows that 𝐾(𝜑2𝑛, 𝐵, 𝐵) ⩽ 𝑚𝐾(𝜑𝑛, 𝐵, 𝐵)(1 +
𝐾(𝜑𝑛, 𝐴, 𝐴)), and so taking the limit as 𝑛 → ∞ in
2𝑛
√𝐾(𝜑2𝑛, 𝐵, 𝐵) ⩽ 2𝑛√𝑚
2𝑛
√𝐾(𝜑𝑛, 𝐵, 𝐵)
2𝑛
√1 + 𝐾(𝜑𝑛, 𝐴, 𝐴),
we obtain 𝛤(𝜑|𝐼) ⩽ 𝛤(𝜑|𝐼)𝛤(𝜑). Thus we also have 𝛤(𝜑|𝐼) ⩽ 𝛤(𝜑), as required.
Part 2: ⩽. For each 𝑎 ∈ 𝐴, there are two possibilities: either 𝑎𝜑𝑛 ∈ 𝐼 for some
𝑛 ∈ ℕ, or 𝑎𝜑𝑛 ∈ 𝑆 ∖ 𝐼 for all 𝑛 ∈ ℕ. Let 𝐴′ = { 𝑎 ∈ 𝐴 ∶ (∃𝑛 ∈ ℕ)(𝑎𝜑𝑛 ∈ 𝐼) }.
Let 𝑘 be such that 𝑎′𝜑𝑘 ∈ 𝐼 for all 𝑎′ ∈ 𝐴′, and let 𝑚 = max𝑎′∈𝐴′ |𝑎
′𝜑𝑘|𝐵. Let
𝑎′ ∈ 𝐴′ and 𝑛 ⩾ 𝑘. Then |𝑎′𝜑𝑛|𝐴 ⩽ |𝑎
′𝜑𝑛|𝐵 ⩽ |(𝑎
′𝜑𝑘)𝜑𝑛−𝑘|
𝐵
⩽ 𝑚𝐾(𝜑𝑛−𝑘, 𝐵, 𝐵).
On the other hand, let 𝑎 ∈ 𝐴 − 𝐴′, so that 𝑎𝜑𝑛 ∈ 𝑆 ∖ 𝐼 for all 𝑛 ⩾ 1. Then
it follows that |𝑎𝜑𝑛|𝐴 = |[𝑎𝜑
𝑛]𝜌𝐼 |𝐴/𝜌𝐼
and so |𝑎𝜑𝑛|𝐴 ⩽ 𝐾(𝜑
𝑛, 𝐴/𝜌𝐼, 𝐴/𝜌𝐼) for all
𝑛 ⩾ 1.
So 𝐾(𝜑𝑛, 𝐴, 𝐴) ⩽ max{𝑚𝐾(𝜑𝑛−𝑘, 𝐵, 𝐵), 𝐾(𝜑𝑛−𝑘, 𝐴/𝜌𝐼, 𝐴/𝜌𝐼)}. This proves
that 𝛤(𝜑) ⩽ max{𝛤(𝜑|𝐼), 𝛤(𝜑/𝜌𝐼)}. 4.8
Remark 4 . 9 . As Example 4.1 shows, the inequality 𝛤(𝜑|𝐼) ⩽ 𝛤𝑆(𝜑) can be
strict, and thus the term 𝛤𝑆/𝐼(𝜑/𝐼) cannot be eliminated from the formula in
Proposition 4.8.
5 Constructions
In this section we consider the interaction of endomorphism
growth with two fundamental semigroup constructions, namely free and direct
products. The first result is about free products is straightforward to prove:
P ro p o s i t i on 5 . 1 . Let 𝜑 and 𝜓 be endomorphisms of a finitely generated
semigroups 𝑆 and 𝑇 respectively. Let 𝜑 ∪ 𝜓 be the lift of these endomorphisms to
an endomorphism of the free product 𝑆 ∗ 𝑇. Then 𝛤(𝜑 ∪ 𝜓) = max{𝛤(𝜑), 𝛤(𝜓)}.
Proof of 5.1. Let 𝐴 and 𝐵 be finite generating sets for 𝑆 and 𝑇 respectively. Then
𝐴∪𝐵 is a finite generating set for 𝑆∗𝑇. Since 𝑆∗𝑇 is a free product, |𝑥|𝐴 = |𝑥|𝐴∪𝐵
for any element 𝑥 ∈ 𝑆 and |𝑦|𝐵 = |𝑦|𝐴∪𝐵 for any element 𝑦 ∈ 𝑇. Hence, since
𝑎(𝜑 ∪ 𝜓)𝑛 = 𝑎𝜑𝑛 ∈ 𝑆 for all 𝑎 ∈ 𝐴 and 𝑏(𝜑 ∪ 𝜓)𝑛 = 𝑏𝜓𝑛 ∈ 𝑇 for all 𝑏 ∈ 𝐵, we
have
𝐾((𝜑 ∪ 𝜓)𝑛, 𝐴 ∪ 𝐵, 𝐴 ∪ 𝐵)
= max{𝐾((𝜑 ∪ 𝜓)𝑛, 𝐴, 𝐴 ∪ 𝐵), 𝐾((𝜑 ∪ 𝜓)𝑛, 𝐵, 𝐴 ∪ 𝐵)}
= max{𝐾(𝜑𝑛, 𝐴, 𝐴 ∪ 𝐵), 𝐾(𝜓𝑛, 𝐵, 𝐴 ∪ 𝐵)}
= max{𝐾(𝜑𝑛, 𝐴, 𝐴), 𝐾(𝜓𝑛, 𝐵, 𝐵)},
and the result follows. 5.1
The situation with direct products of semigroups has some special features
that do not arise for groups, because a direct product of finitely generated semi-
groups is not necessarily itself finitely generated. Robertson et al. [RRW98]
characterized direct products of semigroups are finitely generated: 𝑆 × 𝑇 is
finitely generated if and only if both 𝑆 and 𝑇 are finitely generated and
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◆ if 𝑆 and 𝑇 are both infinite, then 𝑆2 = 𝑆 and 𝑇2 = 𝑇;
◆ if 𝑆 is finite and 𝑇 is infinite, then 𝑆2 = 𝑆;
◆ if 𝑆 is infinite and 𝑇 is finite, then 𝑇2 = 𝑇.
P ro p o s i t i on 5 . 2 . Let 𝜑 and 𝜓 be endomorphisms of finitely generated semi-
group 𝑆 and 𝑇 respectively. Suppose 𝑆 × 𝑇 is finitely generated. Let 𝜑 ⊕ 𝜓 be the
endomorphism of 𝑆×𝑇 with (𝑠, 𝑡) ↦ (𝑠𝜓, 𝑡𝜓). Then 𝛤(𝜑⊕𝜓) = max{𝛤(𝜑), 𝛤(𝜓)}.
Proof of 5.2. Interchanging 𝑆 and 𝑇 if necessary, it is suﬃcient to consider the
following two cases:
a) 𝑆 is finite and 𝑆2 = 𝑆. Let 𝐴 be a finite generating set for 𝑇. Then 𝑆 ×
𝐴 is a finite generating set for 𝑆 × 𝑇. Let (𝑠, 𝑎) ∈ 𝑆 × 𝐴 be arbitrary. Let
|𝑎𝜑𝑛|𝐴 = 𝑝 ⩽ 𝐾(𝜓
𝑛, 𝐴, 𝐴). Then 𝑎𝜓𝑛 = 𝑎1⋯𝑎𝑝 for some 𝑎𝑖 ∈ 𝐴. Let
also 𝑠𝜑𝑛 = 𝑠1⋯𝑠𝑝 be any decomposition of 𝑠𝜑
𝑛 ∈ 𝑆 into a product of 𝑝
elements of 𝑆. (This decomposition exists since 𝑆2 = 𝑆). Then |(𝑠, 𝑎)(𝜑 ⊕
𝜓)𝑛|𝑆×𝐴 = |(𝑠𝜑
𝑛, 𝑎𝜓𝑛)|𝑆×𝐴 = |(𝑠1, 𝑎1)⋯ (𝑠𝑝, 𝑎𝑝)|𝑆×𝐴 ⩽ 𝑝 ⩽ 𝐾(𝜓
𝑛, 𝐴, 𝐴).
Thus 𝐾((𝜑 ⊕ 𝜓)𝑛, 𝑆 × 𝐴, 𝑆 × 𝐴) ⩽ 𝐾(𝜓𝑛, 𝐴, 𝐴) and so 𝛤(𝜑 ⊕ 𝜓) ⩽ 𝛤(𝜓).
b) Both 𝑆 and𝑇 are infinite and 𝑆2 = 𝑆 and𝑇2 = 𝑇. As was proved in [RRW98],
𝑆 and 𝑇 admit finite generating sets 𝐴 and 𝐵 satisfying the additional condi-
tions that 𝐴 ⊆ 𝐴2, 𝐵 ⊆ 𝐵2 and 𝐴 × 𝐵 is a finite generating set for 𝑆 × 𝑇. Let
(𝑎, 𝑏) ∈ 𝐴×𝐵. Let 𝑎𝜑𝑛 = 𝑎1⋯𝑎𝑝 and 𝑏𝜓
𝑛 = 𝑏1⋯𝑏𝑞 where 𝑝 = |𝑎𝜑
𝑛|𝐴 and
𝑞 = |𝑏𝜓𝑛|𝐵. By the conditions 𝐴 ⊆ 𝐴
2 and 𝐵 ⊆ 𝐵2, we may find alternative
decompositions 𝑎𝜑𝑛 = 𝑎′1⋯𝑎
′
𝑟 and 𝑏𝜓
𝑛 = 𝑏′1 ⋯𝑏
′
𝑟 where 𝑟 = max{𝑝, 𝑞}.
This implies that |(𝑎, 𝑏)(𝜑 ⊕ 𝜓)𝑛|𝐴×𝐵 ⩽ 𝑟 ⩽ max{𝐾(𝜑
𝑛, 𝐴, 𝐴), 𝐾(𝜓𝑛, 𝐵, 𝐵)}.
Thus 𝛤(𝜑 ⊕ 𝜓) ⩽ max{𝛤(𝜑), 𝛤(𝜓)}. By Lemma 4.7,max{𝛤(𝜑), 𝛤(𝜓)} ⩽ 𝛤(𝜑 ⊕ 𝜓)
and so the result holds. 5.2
6 Special classes of semigroups
6.1 Homogeneous semigroups
Let 𝑆 be a semigroup admitting a homogeneous presentation
over a generating set 𝐴 = {𝑎1,… , 𝑎𝑘}: that is, a presentation such that in every
defining relation the length of the left-hand side equals the length of the right-
hand side. Therefore if two products of generators from 𝐴 are equal in 𝑆, they
must have the same length. Let 𝜑 ∶ 𝑆 → 𝑆 be an endomorphism. The map 𝜑 is
determined by its eﬀect on the generators: 𝑎1 ↦ 𝑤1, …, 𝑎𝑘 ↦ 𝑤𝑘. Denote by
𝑥(𝑛)𝑖𝑗 the number of letters 𝑎𝑖 in 𝑎𝑗𝜑
𝑛 for all 1 ⩽ 𝑖, 𝑗 ⩽ 𝑘 and 𝑛 ∈ ℕ. Note that
each 𝑥(𝑛)𝑖𝑗 is a non-negative integer.
Now, 𝑥(𝑛+1)𝑖𝑗 is the number of 𝑎𝑖 in 𝑎𝑗𝜑
𝑛+1. For each ℎ, there are 𝑥(𝑛)ℎ𝑗 symbols
𝑎ℎ in 𝑎𝑗𝜑
𝑛, and the image of each of these symbols under 𝜑 contributes 𝑥(1)𝑖ℎ
symbols 𝑎𝑖 to the total 𝑥
(𝑛+1)
𝑖𝑗 . That is,
𝑥(𝑛+1)𝑖𝑗 =
𝑘
∑
ℎ=1
𝑥(1)𝑖ℎ 𝑥
(𝑛)
ℎ𝑗 .
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Therefore,
[
[
[
𝑥(𝑛+1)1𝑗
⋮
𝑥(𝑛+1)𝑘𝑗
]
]
]
= [[
[
𝑥(1)11 ⋯ 𝑥
(1)
1𝑘
⋮ ⋱ ⋮
𝑥(1)𝑘1 ⋯ 𝑥
(1)
𝑘𝑘
]
]
]
[
[
[
𝑥(𝑛)1𝑗
⋮
𝑥(𝑛)𝑘𝑗
]
]
]
= 𝑃[[
[
𝑥(𝑛)1𝑗
⋮
𝑥(𝑛)𝑘𝑗
]
]
]
where 𝑃 is the matrix whose 𝑖, 𝑗-th entry is 𝑥(1)𝑖𝑗 . Then, since 𝑆 is homogeneous,
|𝑎𝑗𝜑
𝑛| = [1 ⋯ 1]𝑃𝑛−1 [[
[
𝑥(1)1𝑗
⋮
𝑥(1)𝑘𝑗
]
]
]
.
Since
𝐾(𝜑𝑛, 𝐴, 𝐴) = max
𝑎∈𝐴
|𝑎𝜑𝑛|𝐴 ⩽ ∑
𝑎∈𝐴
|𝑎𝜑𝑛|𝐴 ⩽ 𝑘max𝑎∈𝐴
|𝑎𝜑𝑛|𝐴 ⩽ 𝑘𝐾(𝜑
𝑛, 𝐴, 𝐴),
and since lim𝑛→∞
𝑛√𝐾(𝜑𝑛, 𝐴, 𝐴) = lim𝑛→∞
𝑛√𝑘𝐾(𝜑𝑛, 𝐴, 𝐴), it follows that
𝛤(𝜑) = lim
𝑛→∞
𝑛
√∑
𝑎∈𝐴
|𝑎𝜑𝑛|
and so we have
𝛤(𝜑) = lim
𝑛→∞
𝑛
√[1 ⋯ 1]𝑃𝑛−1 [[
[
𝑥(1)11 +… + 𝑥
(1)
1𝑘
⋮
𝑥(1)𝑘1 +… + 𝑥
(1)
𝑘𝑘
]
]
]
.
If 𝑥(1)𝑖1 +⋯ + 𝑥
(1)
𝑖𝑘 > 0 for all 𝑖, then it follows that
𝛤(𝜑) = lim
𝑛→∞
𝑛√‖𝑃𝑛‖,
where ‖𝑋‖ is the sum of the absolute values of all entries of the matrix 𝑋.
If 𝑥(1)𝑖1 + … + 𝑥
(1)
𝑖𝑘 = 0 for some 𝑖, then 𝜑 maps 𝑆 to the subsemigroup 𝑇 =
⟨𝑎1,… , 𝑎𝑖−1, 𝑎𝑖+1,… , 𝑎𝑘⟩, which is obviously also a homogeneous semigroup,
and so by Proposition 4.3 we reduce the calculation of 𝛤(𝜑) to calculation of the
growth of the endomorphism 𝜑|𝑇 on the subsemigroup 𝑇, which has a smaller
generating set than 𝑆.
Therefore there is a correspondence between endomorphisms of 𝑆 and non-
negative integer 𝑘 × 𝑘 matrices. In the case when 𝑆 is free, any such matrix
corresponds to an endomorphism. Thus we reduce the problem of describing
the growths of endomorphisms of homogeneous semigroups to studying the
asymptotics of the powers of such matrices. It remains to notice that by Gelfand’s
formula, we immediately obtain that𝛤(𝜑) = lim𝑛→∞
𝑛√‖𝑃𝑛‖ = 𝜌(𝑃) (the spectral
radius of𝑃), and so𝛤(𝜑) is the largest eigenvalue of a non-negative integermatrix.
In particular, we have the following result:
T h e orem 6 . 1 . The growth of an endomorphism of a homogeneous semigroup
is an algebraic number.
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6.2 Group-embeddable semigroups
For every group-embeddable semigroup 𝑆, there exists a uni-
versal group 𝐺, containing 𝑆 and generated by 𝑆 as a group, such that for every
group𝐻 and homomorphism 𝛼 ∶ 𝑆 → 𝐻withGr⟨𝑆𝛼⟩ = 𝐻, there exists a homo-
morphism ?̂? ∶ 𝐺 → 𝐻 such that the following diagram commutes (see [Cai05]
and [CP67, Chapter 12]):
𝑆 𝐺
𝐻
𝛼 𝛼
Let 𝑆 be a semigroup generated by a finite set 𝐴 and 𝜑 ∶ 𝑆 → 𝑆 an endomor-
phism. We may treat 𝜑 as a homomorphism from 𝑆 to the subgroup Gr⟨𝑆𝜑⟩ of
𝐺 and so 𝜑 extends to an endomorphism ?̂? ∶ 𝐺 → 𝐺 of the group 𝐺. Obviously
for every generator 𝑎 ∈ 𝐴
|𝑎−1?̂?𝑛|𝐴∪𝐴−1 = |𝑎?̂?
𝑛|𝐴∪𝐴−1 ⩽ |𝑎𝜑
𝑛|𝐴,
and so 𝛤(?̂?) ⩽ 𝛤(𝜑). However, this inequality may be strict, as the following
example shows:
E x ampl e 6 . 2 . Let𝐴 = {𝑎, 𝑏} and let 𝑆𝑘 be the semigroupdefined by Sg⟨𝐴 | 𝑎𝑏 =
𝑏𝑎𝑘⟩. The semigroup 𝑆𝑘 is one of the Baumslag–Solitar semigroups, which
are well-known to be group-embeddable. The universal group of 𝑆𝑘 is 𝐺𝑘 =
Gp⟨𝐴 | 𝑎𝑏 = 𝑏𝑎𝑘⟩. Define an endomorphism 𝜑 ∶ 𝑆𝑘 → 𝑆𝑘 by 𝑎 ↦ 𝑎
𝑘 and 𝑏 ↦ 𝑏.
It is easy to check that 𝜑 is well-defined. Note that 𝑎𝜑𝑛 = 𝑎𝑘
𝑛
, and that no other
word over 𝐴 equals 𝑎𝑘
𝑛
since the defining relation cannot be applied to a word
that does not contain symbols 𝑏. Hence |𝑎𝜑𝑛| = 𝑘𝑛 and so, since 𝑏 is fixed by 𝜑,
we have 𝐾(𝜑𝑛, 𝐴, 𝐴) = 𝑘𝑛 and so 𝛤(𝜑) = 𝑘.
However, 𝑎𝑘 =𝐺𝑘 𝑏
−1𝑎𝑏 and so 𝑎?̂?𝑛 = 𝑎𝑘
𝑛
= 𝑏−𝑛𝑎𝑏𝑛. Thus𝐾(?̂?, 𝐴∪𝐴−1, 𝐴∪
𝐴−1) ⩽ 2𝑛 + 1 and so 𝛤(?̂?) = 1.
Note that the Baumslag–Solitar semigroups belong to a special class of
group-embeddable semigroups: left-reversible semigroups, or equivalently those
semigroups which admit groups of right quotients; see [CP67, § 1.10]. This
suggests that in the general case there is little hope for an exact formula relating
𝛤(𝜑) and 𝛤(?̂?).
However, we conjecture that the equality 𝛤(?̂?) = 𝛤(𝜑) holds for the class of
finitely generated subsemigroups of free semigroups (perhaps surprisingly, this
class has a rich theory; see for example [CRR06, Lal79]).
Qu e s t i on 6 . 3 . Is it true that 𝛤(?̂?) = 𝛤(𝜑) for every endomorphism 𝜑 of a
finitely generated subsemigroup of a free semigroup?
6.3 Free inverse semigroups
We close by briefly examining endomorphisms of free inverse
semigroups, which we believe will be an important area for further research.
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We assume familiarity with the use ofMunn trees to represent the elements
of a free inverse semigroup FIS(𝐴) over a basis 𝐴 (see [Law98, Chapter 6] for
details). Let 𝜑 be an endomorphism of FIS(𝐴). Recall the relation ≡ on FIS(𝐴)
defined by 𝑢 ≡ 𝑣 if and only if red(𝑢) = red(𝑣), where red(𝑤) stands for the
reduced word in the free group FG(𝐴) of the word 𝑤 ∈ FIS(𝐴). This relation ≡
is the minimal group congruence of FIS(𝐴) and the factor monoid FIS(𝐴)/≡ is
isomorphic to FG(𝐴). Let ?̂? be the induced endomorphism on FG(𝐴). Then of
course 𝛤(?̂?) ⩽ 𝛤(𝜑) by Lemma 4.7.
When 𝜑 is an endomorpism of a free monogenic inverse semigroups we
actually have 𝛤(?̂?) = 𝛤(𝜑):
P ro p o s i t i on 6 . 4 . Let 𝜑 be an endomorphism of FIS(𝑎), the free inverse
semigroup of rank 1. Then
a) if 𝑎𝜑 is an idempotent (equivalently, red(𝑎𝜑) = 𝜀) then 𝛤(𝜑) = 𝛤(?̂?) = 1;
b) otherwise, 𝛤(𝜑) = 𝛤(?̂?) = |red(𝑎𝜑)|{𝑎,𝑎−1}.
Proof of 6.4. Recall that FIS(𝑎) can be viewed as the set
{ (𝑝, 𝑞, 𝑟) ∶ 𝑝, 𝑞, 𝑟 ∈ ℤ, 𝑝 ⩽ 0, 𝑟 ⩾ 0, 𝑝 ⩽ 𝑞 ⩽ 𝑟 }
with multiplication
(𝑝, 𝑞, 𝑟)(𝑝′, 𝑞′, 𝑟′) = (min{𝑝, 𝑝′ + 𝑞}, 𝑞 + 𝑞′,max{𝑟, 𝑞 + 𝑟′}).
A tuple (𝑝, 𝑞, 𝑟) corresponds to the followingMunn tree, where 𝑝, 𝑞, and 𝑟 record
the ‘𝑥-coordinates’ of, respectively, the left-most vertex, the final vertex 𝜔, and
the right-most vertex, with the ‘origin’ at the initial vertex 𝛼:
𝑎 𝑎 𝑎 𝑎 𝑎 𝑎
𝛼 𝜔
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑝
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑞
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑟
The generator 𝑎 is (0, 1, 1). An element (𝑝, 𝑞, 𝑟) has inverse (−𝑟, −𝑞, −𝑝). The
element (𝑝, 𝑞, 𝑟) is equal to the product 𝑎𝑝𝑎−𝑝𝑎𝑟𝑎−𝑟𝑎𝑞 and so |(𝑝, 𝑞, 𝑟)| ⩽ 2|𝑝| +
|𝑞| + 2|𝑟|. The image of (𝑝, 𝑞, 𝑟) in FG(𝑎) is 𝑎𝑞. Idempotents are elements of the
form (𝑝, 0, 𝑟).
a) Suppose 𝑎𝜑 is an idempotent.Then, 𝑎𝜑 is of the form (𝑝, 0, 𝑟).Thus (𝑎𝜑)−1 is
(−𝑟, 0, −𝑝). For 𝑛 ⩾ 1, the element 𝑎𝜑𝑛 is a product of 𝑎𝜑 and 𝑎𝜑−1. An easy
induction shows that 𝑎𝜑𝑛 and 𝑎−1𝜑𝑛 are triples (𝑥, 0, 𝑦), where 𝑥 ∈ {𝑝, −𝑟}
and 𝑦 ∈ {𝑟, −𝑝}, and so 𝑎𝜑𝑛 and 𝑎−1𝜑𝑛 have bounded length over 𝐴 ∪ 𝐴−1.
Hence 𝛤(𝜑) = 1. Since 1 ⩽ 𝛤(?̂?) ⩽ 𝛤(𝜑) = 1, the result follows.
b) Suppose 𝑎𝜑 is not an idempotent. Then 𝑎𝜑 = (𝑝, 𝑞, 𝑟) for some 𝑞 ≠ 0.
Suppose 𝑞 > 0; the other case is similar. It is easy to see that (𝑥, 𝑦, 𝑧)𝜑 =
(𝑥𝑞+𝑝, 𝑦𝑞, 𝑧𝑞+𝑝); thus, by induction, 𝑎𝜑𝑛 = (𝑞𝑛𝑝+…+𝑞𝑝+𝑝, 𝑞𝑛+1, 𝑞𝑛𝑟+
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…+ 𝑞𝑟 + 𝑟). Hence
𝐾(𝜑𝑛, {𝑎, 𝑎−1}, {𝑎, 𝑎−1})
= |𝑎𝜑𝑛|
⩽ 2|𝑞𝑛𝑝 +… + 𝑞𝑝 + 𝑝| + |𝑞𝑛+1| + 2|𝑞𝑛𝑟 + … + 𝑞𝑟 + 𝑟|
⩽ 2|𝑞𝑛+1𝑝| + |𝑞𝑛+1| + 2|𝑞𝑛+1𝑟|
⩽ 𝐶𝑞𝑛 for a constant 𝐶.
Hence 𝛤(𝜑) ⩽ lim𝑛→∞
𝑛√𝑞𝑛 = 𝑞. On the other hand,
𝐾(?̂?𝑛, {𝑎, 𝑎−1}, {𝑎, 𝑎−1}) = 𝑎?̂?𝑛 = 𝑎𝑞
𝑛
,
so 𝛤(?̂?) = 𝑞. Hence 𝑞 = 𝛤(?̂?) ⩽ 𝛤(𝜑) ⩽ 𝑞 and so
𝛤(?̂?) = 𝛤(𝜑) = 𝑞 = |𝑎𝑞| = |red(𝑎𝜑)|{𝑎,𝑎−1}. 6.4
However, in the general case the inequality may be strict and 𝛤(𝜑) may
depend strongly on the overlaps between the Munn trees of the elements to
which 𝜑 maps the generators in 𝐴. We provide an example to illustrate: let
𝐴 = {𝑎, 𝑏} and define 𝜑 by
𝑎 ↦ 𝑎−1𝑎𝑏−1𝑏𝑎
𝑏 ↦ 𝑎−1𝑎𝑏−1𝑏𝑏.
Then ?̂? is the identity map on 𝐹𝐺(𝑎, 𝑏) and so 𝛤(?̂?) = 1. To calculate 𝛤(𝜑), by
symmetry it suﬃces to consider only the iterations of 𝑎. The Munn trees of 𝑎𝜑𝑛
look like rooted trees: the Munn trees of 𝑎𝜑, 𝑎𝜑2, and 𝑎𝜑3 are, respectively:
𝛼 𝜔
𝑎
𝑎
𝑏 𝛼 𝜔
𝑎
𝑎
𝑏
𝑎
𝑏
𝑎
𝑏
𝛼 𝜔
𝑎
𝑎
𝑏
𝑎
𝑏
𝑎
𝑏
𝑎
𝑏
𝑎
𝑏
𝑎
𝑏
𝑎
𝑏
where 𝛼 and 𝜔 indicate the initial and final vertices of the Munn trees.
For every element 𝑤 ∈ 𝐹𝐼𝑆(𝐴), let 𝑒(𝑤) denote the number of edges in
the Munn tree of 𝑤. In general, 𝑒(𝑤) ⩽ |𝑤|𝐴∪𝐴−1 ⩽ 2𝑒(𝑤) because at least 𝑒(𝑤)
edges are traversed in a path visiting all vertices of the tree, and at most 2𝑒(𝑤)
edge-traversals are required to start from 𝛼, visit every vertex, and finish at 𝜔.
Clearly, 𝑒(𝑎𝜑𝑛) = 𝑒(𝑏𝜑𝑛) = 2𝑛+1 − 1. Together with the observations in the
previous paragraph, this shows that 2𝑛+1 − 1 ⩽ 𝐾(𝜑𝑛, 𝐴, 𝐴) ⩽ 2𝑛+2 − 2, and so
𝛤(𝜑) = 2.
Q u e s t i on 6 . 5 . Is there any formula to calculate the growth of an endomor-
phism of a free inverse semigroup relative to the growth of the corresponding
endomorphism of the free group? Is this growth always an algebraic number?
Qu e s t i on 6 . 6 . Are there connections between growths of endomorphisms
of free inverse semigroups and Lindenmayer systems?
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