Abstract-Physical activity consists of complex behavior, typically structured in bouts which can consist of one continuous movement (e.g., exercise) or many sporadic movements (e.g., household chores). Each bout can be represented as a block of feature vectors corresponding to the same activity type. This paper introduces a general distance metric technique to use this block representation to first predict activity type, and then uses the predicted activity to estimate energy expenditure within a novel framework. This distance metric, dubbed Bipart, learns block-level information from both training and test sets, combining both to form a projection space which materializes block-level constraints. Thus, Bipart provides a space which can improve the bout classification performance of all classifiers. We also propose an energy expenditure estimation framework which leverages activity classification in order to improve estimates. Comprehensive experiments on waist-mounted accelerometer data, comparing Bipart against many similar methods as well as other classifiers, demonstrate the superior activity recognition of Bipart, especially in low-information experimental settings.
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INTRODUCTION
I N time series classification tasks, samples adjacent in time often have block structure, in which adjacent samples correspond to the same class. Given the potential benefit of knowing same-class samples, it would be folly not to use this information. This paper proposes a method to learn this block information from both training and test sets, and shows that such information improves classification performance empirically.
Our method is tested on waist-mounted accelerometer data, with the aim of determining activity type. In this data set, each participant performed activities in blocks. The feature vectors extracted from each minute spent in a single block correspond to a single activity label [18] , [21] . Both training and test data contain information about which feature vectors belong to which blocks. Though this study only uses waist data, analysis methods could be applied to data sets collected from other body locations in a similar manner [9] .
To use this block structure, a classifier may label each vector individually, and vote on one class label within the block structure. However, this only takes into account block structure during classification, not during the learning phase. The proposed Bipart distance metric instead learns from the class labels, when given, and the block structure. This would hypothetically utilize information not otherwise used, and thus improve classification performance.
Ideally, feature vectors belonging to the same block should be well-clustered in feature space. The proposed distance metric method makes this clustering more apparent by creating a projection matrix which moves same-block instances closer together. The method, which is dubbed Bipart, learns block structure from both the training and the test sets, and then combines the two parts to form a space which clusters same-class and same-block instances together. The samples embedded in this resulting Bipart space contains the same-block information, thus allowing any classifier to take advantage of this information by using the embedded samples. Fig. 1 shows sample data projected onto twodimensional space; first in its original form, then with one Bipart projection (learned from the training set), and then with both Bipart matrices combined. Clustering between items in the same class improves as Bipart projections are applied to the data set. This makes classification on the Bipart space easier compared to the original feature space, as any classifier operating in Bipart space will implicitly consider block-level information.
In this study, accelerometer data is classified into activities in order to effectively predict energy expenditure (measured as metabolic equivalents, or METs). Current models for translating accelerometer data (e.g., counts; "area under the curve" aggregated over a specific time interval, such as 1 sec) to a physical activity outcome (e.g., energy expenditure, time spent in moderate activity) mainly use single or multiple regression models, which don't utilize the full capability of the data collected [5] , [13] . To date, most accelerometer algorithms focus on energy expenditure without having a context for the activity taking place, which limits the accuracy of these models.
This work proposes that by first predicting the activity type, one should be able to better estimate energy expenditure, as this provides more information than count values. The proposed model, shown in Fig. 2 , first uses classification to determine the activity of accelerometer bouts, then uses the activity class to select an appropriate regression model. One regression model is trained for each class; thus the classification piece is crucial for obtaining the correct energy expenditure. Using machine learning in the proposed model allows it to be more flexible and robust than the specific accelerometer, single-regression models which have predominated in the physical activity measurement field.
In summary, the contributions of this paper are as follows:
1. A framework which uses activity classification and multiple regression models to first predict activity type and then predicts energy expenditure (in the form of metabolic equivalents, or METs) using accelerometer data. 2. Formulation of the many-to-one classification problem, in which some data points are known to share the same class, and which generalizes to many other problems. 3. The Bipart method, a distance metric learning method which utilizes block structure in both the training and test sets, in addition to labeled training set data. 4 . Extensive experiments which demonstrate the use of Bipart compared to other classifiers for the given problem.
RELATED WORK
The case study described in this paper relates three disparate fields of study: activity prediction and estimating energy expenditure using accelerometer data, multi-instance single label classification problems, and distance metric learning.
Energy Expenditure Estimation and Activity Prediction
The primary goal of this study is to use Bipart to classify activities or groups of activities using accelerometer data; the secondary goal is to develop methods to estimate energy expenditure from activities and activity groups. A linear relationship between accelerometer counts and energy expenditure has been shown during locomotion [8] . Since this work, linear regression methods (which are specific to the activities developed on, and accelerometer model), have been the primary way to convert accelerometer data to a physical activity outcome. Recently, there has been a movement away from single regression models on limited activities [5] , [13] . For example, Crouter and colleagues have developed a two-regression model that differentiates between walking and running activities and intermittent lifestyle activities based on the variability in the accelerometer counts [3] , [4] . Compared to other models available, the two-regression model reduces both the mean group error and individual error for estimating energy expenditure and time spent in intensity categories (e.g., moderate activity) [18] , [22] .
With advancements in technology and reduced cost of the devices, rapid advancements are taking place in how accelerometer data is used for physical activity assessment. Activity classification has begun to gain momentum as a feasible way to get activity type and then estimate energy expenditure, especially with machine learning techniques. Among these, feedforward backpropagation neural networks are the most popular and tend to be very successful [7] , [18] , [22] . Naive Bayes and other classifiers have also been applied to the problem of task classification [12] , [20] .
Multiple Instance Single Label Problem (MISL)
The Bipart activity classification method uses block structure information from both the training and test sets. In particular, it applies to data sets in which data instances are grouped, and within these groups, the data instances are known to share the same class label. In addition to class labels, Bipart learns about this group membership information from both the training and test set data in order to transform the original feature space. This block structure is superficially similar to the structure delineated in the multiple instance single label problem literature. MISL classification also generalizes normal classification by assigning labels to bags of feature vectors, rather than to feature vectors themselves. However, there are a few key differences:
1. In the original formulation of MISL, only binary classification is allowed [6] . 2. MISL requires that any instance in a "bag" found to be positive makes the entire bag positive. Thus, many approaches derived for MISL do not apply to our many-to-one classification problem [30] . One exception is citation k Nearest Neighbor (CkNN), a lazy learning method which extends the kNN method for multipleinstance classification [23] .
Distance Metric Learning
Bipart incorporates block-level information by materializing block-level relationships as closer distances in a projection matrix. The decision to use distance metric learning allows for other classifiers to use the block level information, thereby allowing for more flexibility.
Distance metric learning approaches transform data into a representation which reflects relationships between data points. This typically means moving members of the same class (similar) together, and separating samples of different classes (dissimilar). Many existing approaches generalize Mahalanobis distance metrics [10] , [19] , [24] , [26] , [27] . It is worth pointing out that all the generalized Mahalanobis distances are equivalent to euclidean distance under a projected space [17] .
Xing's algorithm is typical of many global distance metric methods; it uses convex optimization to satisfy both similarity and dissimilarity constraints simultaneously [26] . These constraints are built globally over the entire data set. Some methods, such as large margin nearest neighbor (LMNN) [24] and local Fisher discriminant analysis (LFDA) [19] , utilize only neighborhood constraints, rather than all constraints in the data set, to learn the distance. It has been shown that global constraint methods have difficulty with multimodal distributions, which local constraint methods do not suffer from [15] .
Like LMNN and LFDA, Bipart uses local constraints to learn its distance metric. We decided on the local approach, which has been shown to have superior discrimination and more robustness to multimodal distributions.
Bipart uses a distance metric constructed from the training set and modified by the bag (not class) information in the test set. This differs from the above approaches, which only obtain discriminative information from the training set. The closest to Bipart are the semi-supervised approaches, e.g, semi-supervised discriminant analysis (SDA) [1] , which considers both labeled and unlabeled samples. However, the data set in this paper includes bag-level information, which cannot be utilized by SDA and related methods. Bipart takes advantage of this information to similarity and dissimilarity constraints, and thus is novel in this regard.
OVERVIEW
The framework used in this paper first categorizes a group of accelerometer signals into an activity, uses Each bout of activity is formed into several feature vectors. One Bipart projection matrix is learned from the training set and one from the test set. The data samples are projected into the combination of the two. An activity is determined through classification, and this activity is used to select a regression model with which to predict energy expenditure.
the activity to select a regression model, then applies the regression on the original data to estimate energy expenditure.
Specifically, training the framework consists of two steps:
1. Using activities as class labels, and using about of activity as a bag to be classified, learn a Bipart matrix with the appropriate constraints. 2. Using class labels to divide the data set, train one regression model for each activity. After training, the framework is ready to be applied to test data. It processes such data as follows:
1. Using bag information in the test set, learn a second Bipart matrix. 2. Combine the two Bipart matrices to form a unified distance matrix, and project each data-point into the space defined by the matrix. 3. Classify the projected data-point using kNN. 4. Use the predicted activity to select the regression model for that activity, and use the model to estimate energy expenditure from the original accelerometer data. This block structure differentiates the classification problem in this paper with typical classification. In the latter, one example is associated with one label. That is, given a data set ðX; Y Þ ¼ fðx 1 ; y 1 Þ; . . . ; ðx i ; y i Þ; . . . ; ðx n ; y n Þg, where x i 2 R d , and y i is the label of x i , the goal is to generate a model to classify unknown examples.
For this many-to-one classification problem, instead of classifying unknown examples, the goal is to classify the unknown block, which is defined as B i ¼ fx
where k i is the number of examples in block B i . The corresponding label y
. All vectors in the same block have the same label. Table 1 lists all the notation used in the paper.
THE BIPART METHOD
The Bipart metric is forged from two distance metrics: one learned from the labels and block structure of the training set, and the other is learned just from the block structure of the test set. The two are combined into a single metric, which is used to project the data onto for classification.
Distance Metric Learning
Between any two samples of time series data, x i and x j , is the distance d A ðx i ; x j Þ, defined by the metric d A . Many distance metric learning methods generalize the Mahalanobis distance, which are of the form
where A is positive semi-definite. Note that when A is the identity matrix, this simplifies to euclidean distance. Technically, this allows pseudometrics, i.e., d A ðx i ; x j Þ ¼ 0 does not imply x i ¼ x j . Using the Cholesky decomposition, A can be replaced with W T W in Equation (1), giving
Approaches differ in how to learn A in Equation (1) [24], [26] , [27] , but all ensure that similar examples have a small distance under the learned metric.
Our proposed Bipart distance metric is similar to the second form (Equation (2)). It uses two distance metrics by replacing W with
where W 1 and W 2 correspond to the distance metrics learned from test and training data respectively. Equation (3) is equivalent to projecting all samples onto the space defined by projection matrix W 1 , then to W 2 . The projection matrix W 2 defines the space in which all the data ends up, and so should be learned from more reliable data. Thus, W 2 is learned from the training set, as it includes activity label information, and W 1 is learned from the test set.
Bipart Distance Metric Objective
Learning the projection matrices W 1 and W 2 in Equation (3) requires finding a metric space that keeps all the examples in the same classes and blocks close, and those from different classes and blocks separated. The local patch alignment framework [28] and similarity and dissimilarity constraints [26] formulates two objectives: first, to minimize the distance between any two samples in the same labeled blocks, and second, to maximize the distance between any two samples in two different labeled blocks.
Previous studies [24] , [26] , [27] have shown that building constraints from only neighborhood information is superior to the global constraints approach in dealing with multimodal distributions. Taking this into account, Bipart forms its objectives using local constraints. For any example x i in block B s i , similarity constraints are formed from other 
The following objective function maximizes the dissimilarity constraints:
where
is the distance metric learned from the test set.
Equations (4) and (5) can be combined into one objective function, utilizing the scaling parameter b:
The distance metric A 1 , as well as W 1 , can be solved from the objective function in Equation (6) . Similarly, W 2 can be solved using the training set under the distance metric A 1 . With W 1 and W 2 , we can obtain the final distance metric A using Equation (3) . Under this distance metric, the abundant discriminative information of training set as well as the test set is well preserved.
Bipart Distance Metric Solution
In this section, the closed form solution for W 1 in Equation (6) is derived.
Let the test sample be x i , its same-class blocks be B 
Let the coefficients w i be defined as follows:
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Using Equations (7) and (8), Equation (6) can be reduced to arg min
where X i fjg is the jth column of matrix X i , ðw i Þ j is the jth element of ðw i Þ, and
þ1Þ is given by
Since X i is selected from the entire test data set X, X i can be written as
þ1Þ is a selection matrix, with elements defined as follows:
where D i ¼ ½i; With all this, Equation (9) can be rewritten as:
arg min
Ân 1 is the alignment matrix [29] , [28] .
To make the projection matrix W 1 linear and orthogonal, we impose the constraint condition W
The objective function in Equation (13) then becomes
Solutions of Equation (14) can be obtained by using standard eigen-decomposition
Let the column vectors u 1 ; u 2 ; . . . ; u d be the solution of Equation (15) 
MET PREDICTION
Classification
Projecting the data set onto the Bipart metric preserves block structure information by ingraining it into the resulting data set. In this study, classification is done on the resulting data set using a k-nearest neighbor approach. Each example in a block is classified individually, and the resulting classes are voted on to assign the label of the entire block.
Though this is a relatively unsophisticated classifier, it is hypothesized to perform better than methods which do not consider block-level information. Block level information could be exploited by voting within the block; however, this only takes advantage of block structure during the testing phase, not training. Thus, Bipart kNN is expected to outperform classification with voting as well.
Multi-Linear Regression
The label outputed by the kNN classifier is used to select an appropriate multi-linear regression model [25] . The models are pre-trained. For the activity classification paradigm, one model was trained for each activity, and for categorized classification, one model was trained for each category.
The linear regression method requires finding a linear model b which, when applied to X, results in the predicted METs y with minimal error ".
where X is an n Â ðd þ 1Þ matrix representing n samples. The values in the extra dimension are always 1; this is for learning the constant bias b 0 .
The model is learned from the training set X train by minimizing " train and solving for b in the following equation:
The model can then be applied to predict the MET values y test for the testing set X test
EXPERIMENTS
Data Description and Feature Representation
This was part of a larger study, and the data and the participant characteristics and methods have been published elsewhere [3] . Data from indirect calorimetry and waistmounted accelerometers attached to 112 children were used in this study. Each child performed lying rest (30 minutes) and six of the other 18 physical activities (7 minutes each). The physical activities, and the corresponding categories, are:
Sedentary activities: lying rest, reading, watching TV, searching the internet. Household chores: sweeping, vacuuming. Locomotion: slow track walking, brisk track walking, walking with a 10-lb backpack, track running. Interactive Video Games: Nintendo Wii, Light Space, Wall Light Space, Dance Dance Revolution, Trazer. Exercise and Sports: playing catch, soccer around cones, sport wall, workout video. During all activity measurements energy expenditure was measured using indirect calorimetry (Cosmed K4b2) so that the predicted energy expenditure estimates could be compared to a gold standard. Accelerometer measurements were simultaneously collected using an ActiGraph GT3X tri-axial accelerometer, worn on the right hip. Accelerometer measurements in the x, y, and z directions were aggregated to produce one count for every dimension and every second. From this aggregate, a feature vector block of 60 instances for every minute of activity was constructed. This feature block was associated with one class label. The types of features used are the same as in other energy expenditure estimation studies using neural networks [18] , [22] , except that all three axes of data are used, whereas the authors of those papers only used x-axis data.
The constructed feature vectors consist of the following:
Block ID. 10th, 25th, 50th, 75th, and 90th percentile values for 60 1-second counts. Lag-1 to lag-9 autocorrelations, to represent temporal relations.
Experimental Design
Two general types of experiments were performed: activity classification and estimation of energy expenditure (i.e., METs). Within these two experiments, three types of training validation were performed:
Leave-one-person-out (LOPO), as in [18] . All participants but one were used for training, and the held out participant's activities were used for validation. This is the most realistic experimental setting. Random splitting (RS). The percentage of subjects used in training varied incrementally from 10 to 90 percent, and the rest were used for testing. This setting tests the performance of various classifiers under different training conditions (insufficient/sufficient training data). 10-fold cross validation (CV). This setting is widely used in many data mining problems to combat overfitting. Two different types of data sets were used. As shown in Table 2 and Fig. 3 , the first data set contains all 19 class labels, and the second data set categorizes the 19 activities into five category labels.
Activity Classification
The following classifiers were tested:
State-of-the-art classifiers, which have been used in previous work on mining accelerometer data [7] , [12] , [18] , [20] , [22] .
-Feedforward Backpropagation Artificial Neural Network (ANN) -k Nearest Neighbor -Support Vector Machine, using the one-versusall method to handle multiple classes [16] , and the following kernels: 
Linear kernel (SVM-linear). 2. Radial basis function kernel (SVM-RBF). -Naive Bayes
Citation-kNN [23] , a multi-instance classifier. CkNN is suitable for the proposed problem, while other multi-instance multi-label approaches [14] , [30] , [31] are not, as they are trained based on the diversity of the blocks. The proposed method, Bipart, using a 3NN classifier. The following distance metric learning methods, with a 3NN classifier.
-No distance metric (euclidean) -Xing's method (Xing) -Local Fisher's discriminant analysis -Semi-supervised discriminant analysis Classification was performed in two different ways:
In the first, each feature vector was classified, as in typical classification problem (no-voting). In the second, majority voting between labels in a block were used to determine the block label (voting). For CkNN and Bipart, there is no difference between voting and no-voting. For a visual summary of the different experimental variations, see Fig. 4 .
Classification is evaluated using accuracy, which is the ratio of correct classifications over the total number of test samples [11] .
Classifier Parameters
The feedforward backpropagation neural network had one hidden layer and 25 hidden neurons, as in [18] , [22] . [23] .
The kNN classifier had k ¼ 3. Naive Bayes was used with default settings. Linear kernel SVM was applied with optimal settings on validation sets.
The Bipart distance metric had two parameters: the scaling parameter b, as shown in Equation (6), and dimension d 2 , as discussed for Equation (15) . b is selected in a range of ð2 À3 À 2 3 Þ. d 2 is automatically decided when 90 percent energy is achieved according to the eigenvalues.
Regression
Regression models for each activity (or category) were trained to predict METs from the feature representation shown in Section 6.1. In the classification-regression framework, all classifiers share the same linear regression models. That is, if two classifiers result in the same activity classification, then the same regression model is selected, and the resulting predicted MET will be the same.
The classification step determines the class label, and this labeled activity (or category) is used to select the regression trained specifically for this activity (or category). The selected regression model is used on the original data in order to predict a MET value.
Regression results are reported using the root-meansquare error (RMSE). For a visualization of the scale of RMSE, see Fig. 3 .
RESULTS
Classification
Results for activity classification experiments are shown in Table 3 for classifiers with no voting, and Table 4 with voting. Category classification results are shown in Table 5 before voting, and Table 6 after voting.
The difficulty of multi-class classification is directly determined by the number of classes-for example, in our 19 activity classification scenario, random guess would only yield an accuracy of 1 19 ¼ 5:26%; comparatively, naive Bayes (the worst) achieves 16.35 percent and Bipart 53.00 percent accuracy on pre-voting crossvalidation, as seen in Table 3 . Categorizing activities will benefit accuracy both by reducing the number of classes to 5, and by grouping similar activities together in a meaningful way; in categorized classification, random Table 5 . More detailed explanations are given below.
In experiments without voting (Tables 3 and 5) , Bipart comes out as a clear winner. Thus, Bipart with kNN outperforms any unaided classifier or distance metric method. In voting experiments, LFDA and neural networks approached Bipart's performance under certain experimental conditions.
Bipart also performs best in LOPO experiments, which are the most realistic. It also consistently outperforms in situations with low training data, as is evident in the random split conditions, especially in "rs_9", in which only 10 percent of subjects were used for training. This is presumably due to Bipart using block-level information in the testing phase.
All classifiers performed much better in predicting categories than predicting activity types. As shown in [2] , [3] , [4] , categorization improves classification performance. The confusion matrix in Table 7 show that sedentary activities often get confused as one another, as do locomotor activities. Table 8 shows that there is much less confusion after categorization.
The predictability of these activities and categories were not obviously related to size of the range of measured METs as shown in Table 2 . However, they were somewhat related to the "regularity" of the activities in terms of the accelerometer measurements; sedentary activities all involve little movement, but there is little in common in the many different actions performed in exercise and sports. Table 9 shows that sedentary activities are difficult to differentiate. Sweeping and vacuuming are difficult for all classifiers, though categorization improves performance, as seen in Table 10 . Locomotion activities are the easiest to distinguish, aside from sedentary. Exercise and sports and interactive video games have varying difficulty.
Regression
Regression results of each classifier over all experimental conditions are presented in Table 11 . Prediction accuracy is directly related with classification accuracy under the proposed framework; thus, Bipart performs best in most settings, ceding a few to neural networks. LOPO results can be seen in Fig. 5 . Though neural networks followed closely, Bipart achieved the lowest RMSE.
MET prediction results using activity category are shown in Table 12 . Bipart performs better than other approaches in interactive video games or exercise and sports, and is comparable on sedentary activities. In locomotion activities, neural networks outperforms by Bipart by a small margin.
RMSEs achieved by Bipart are relatively low, considering the range of MET values per category as shown in Fig. 3 . The wide range of MET values for each activity group puts a limit on the accuracy of regression results.
Discussion and Future Directions
Despite the difficulty of classifying activities, as shown in the confusion matrices, Bipart with kNN outperforms other classifiers overall. 
TABLE 8 Confusion Matrix for Categorized Data
Only LOPO experiments considered Rows represent true class, and columns represent predicted class.
The performance of kNN in euclidean space suggests that using 3NN as a classifier in Bipart space may limit the accuracy of the Bipart method. Results may improve if more sophisticated classifiers, such as SVMs or neural networks, were used in Bipart space. As Bipart allows for any classification method to be adapted for the block classification problem, future work may involve other classifiers. Comparing performance in both euclidean and
Bipart space will help demonstrate the utility of bag-level information.
Categorization improves performance, but as seen in the confusion matrices, there is still some overlap between categories, particularly between exercise and games. Choosing a different categorization, for example based on MET level, may improve results [21] . Noting that these categorizations are arbitrary, perhaps deriving 
TABLE 11 MET Expenditure Error for Each Experimental Condition and Each Classifier
Performance is given by root mean square error (RMSE) Best results highlighted.
natural categories, through clustering or other techniques, may improve classification.
The linear regression model used in this study may limit MET prediction performance, as even with perfect classification, error still exists.
Though multiple linear regression models allow more accuracy than one, they are still unable to cope with nonlinear relationships, and counts and METs may not be linear. Though it is outside the scope of the current project, future work may allow for non-linear regression models to be used for energy estimation. This may include kernel support vector regression, neural networks, and regression methods used in Bipart space.
CONCLUSION
This study proposes a novel distance metric learning method which utilizes block-level constraints. The Bipart method exploits block structure, which is assumed to be known for both the training and the test set. Two distance metrics, learned from both test and training sets, are combined into the Bipart metric, and a kNN classifier is used. Experiments show that Bipart performs favorably compared to other classifiers and distance metrics, especially in LOPO and low-information conditions. These results demonstrate the utility of the Bipart method on data sets which contain feature vectors known to belong to the same class. 
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