Abstract. Bayesian network is an important expression tool of uncertain knowledge by integrating probability table and graph. This paper applies Bayesian network into clinical data for knowledge discovery and constructs a Bayesian network for symptom-diagnosis data with optimal structure. First of all, a Markov chain-Monte Carlo based Metropolis-Hastings sampling method is introduced to fill in the missing data; Then, a K2 algorithm is used to search for all possible Bayesian networks among the relationship between symptoms and diagnoses; Further, the BDE scoring function is used to determine the optimal network structure illustrating the relationship between symptoms and diagnoses. The results show that the network structure accuracy has greatly improved after filling the missing data with the method of Metropolis-Hastings sampling.
Introduction
With the development of data mining, how to convert the tools of data mining into practical productivity has become a major concern in academicals, medical, and business fields [1] . In medical field, compared with other data mining methods, Bayesian network has its unique advantages [2] : it is usually presented in graphical form to facilitate understanding; it can handle incomplete information, and even when data is lost learning is still possible. Due to these advantages, this paper considers applying Bayesian network for clinical data by learning network, aiming to construct an optimal model structure to illustrate the relationships between symptoms and diagnoses.
Learning Bayesian network includes 2 parts: parameter learning and structural learning. Parameter learning refers to obtaining the posterior probability distribution of parameters on the basis of the prior distribution of parameters and existing data samples [3] .
For parameter learning from incomplete data, scholars have made quite a few studies. Friedman [4] et al. proposed a Structural EM algorithm that combination the standard EM algorithm with structure search for model selection.. Li Changjun [5] introduced an E-SEM algorithm combined with simulated annealing and BC algorithm, and applied it to recognize the "five pathogenic factors" in the medical records. Sehgal et al. [6] presented a novel missing value imputation algorithm to use multiple covariance based matrices for predication of missing values. In this paper, a Markov chain-Monte Carlo based Metropolis-Hastings sampling method is applied to predict missing values for clinical data, and a K2 algorithm combined with BDE scoring function is used to determine the optimal network structure illustrating the relationship between symptoms and diagnoses.
Metropolis-Hastings Sampling Based Data Filling
The Metropolis sampling algorithm was proposed by Metropolis et al., in 1953, and was extended to the Metropolis-Hastings (MH) sampling algorithm by Hastings in 1970 [7] , and has been applied widely in various fields since then.
Metropolis-Hastings sampling directly extracts a sequence of random samples from a certain probability distribution for certain sequences which are difficult to sample directly [8] . Similar with the Metropolis method, Metropolis-Hastings sampling accepts unknown states with a certain probability. The idea of sampling process is as follows:
First, the target probability density function and its distribution ( ) P  are given.  is in the range of      , the Markov chain sequence is given as: 
The acceptance probability is shown in (1):
(1) When the transition probability satisfies the symmetry condition [9] , (1) can be simplified as(2).
(2) This process is repeated until the sampling process converges, and thus
 is the sample from target distribution ( ) P  . In the massive medical records where symptom-disease relationship could be found, there are a lot of records in which the symptoms are not mentioned, or the values of symptom attributes are missing, and it is necessary to fill in such missing parts for following discovery of knowledge about symptom-disease relationship.
Here the Metropolis-Hastings sampling is considered to be used in medical data to predict the missing data by considering target distribution of symptom-disease relationship. Besides, the expert experience about the prior distribution of symptom-disease relationship is also considered.
Usually, when sample data is not big enough or is incomplete, expert experience is necessary for empirical assistance. In this paper, in the initializing stage of the sampling algorithm, expert experience is considered in the sampling algorithm, and the experts' opinion about the target distribution, or, the prior distribution, is incorporated into the process of generating new candidate point.
The flow chart is shown in Figure 1 . 
Learning Bayesian Network Structure
As symptoms relative to diseases are various, to construct a Bayesian network illustrating symptomdisease relationship explicitly and concisely, it is necessary to select symptoms that matter most to the particular disease. Thus a network learning is implemented via a heuristic K2 algorithm combined with BDE scoring measure for model selection [10] , so that an optimized model could be obtained. Compared with conventional algorithms such as an enumeration algorithm, the algorithm has higher computational efficiency [11] .
BDE Scoring Function
To search the optimal network structure, this paper uses BDE scoring function to evaluate the network structure.
For a given sample data D , its BDE score function is as follows [12] :
Where, G is a network. n is the number of variables. i q is the number of configurations of the parent set. ri is the number of discrete states of variable i
x . ijk N is the number of times i x took on the value k given the parent configuration j. 
K2 Algorithm
Herskovits and Cooper proposed K2 algorithm [13] in 1992. Since then, the K2 algorithm has attracted much attention and has been widely used.in various fields. The K2 algorithm combined with BDE scoring measure is applied to search for the optimal Bayesian Network. An entropy method is employed to measure the relevance between the symptom and the disease, and the BDE scoring function is used to measure the efficiency of the network structure. For two random discrete variables , X Y , their mutual information entropy is as follows [14] :
Where, ( ; ) I X Y denotes the degree of association of random variables , X Y .This paper uses the mutual information entropy to rank the symptoms by measuring the relevance between the symptom and the target disease.
The process of the K2 algorithm is as follows:
Input: D : A set of symptoms sorted by the mutual information entropy between symptom and disease  : The maximum number of parent nodes.
Output: A Bayesian network with the maximum BDE score Gold.
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Experimental Results
The proposed methodology is proposed to search the key symptoms about the disease "acute gastroenteritis" from 18 symptom words listed in Table 1 . About 4000 online medical records are used for training data, and 100 records are used for testing data. The information entropy method was first used to sort the first 200 symptom words extracted from the questionnaire, and the first 18 symptom words and their sequences are shown in Table 1 .
Then, a Markov chain-Monte Carlo based Metropolis-Hastings sampling method is applied to predict missing values for sample data Log Loss as shown in Eq. (5) is applied to measure the accuracy of network structure prediction and that of algorithm learning [15] :
Where, T is the sample data whose number is m ,and i t is the ith sample, and D is the total training data set, and L indicating the prediction accuracy. The smaller the value is, the higher the prediction accuracy is. Setting the times of the Metropolis-Hastings sampling from 0 to 2000, the accuracy is shown in Figure 2 . It could be seen that the Log Loss gradually decreases as the sampling times increases from 0 to 2000. Setting the sampling times to be 500, and each sample size(or, the size of filling data) to be100. Table 2 lists the variances of the posterior probability of disease "acute gastroenteritis" to symptoms without and with sampling respectively. The posterior probabilities increase 10% after sampling as the importance ratio of a key symptom to the target disease "acute gastroenteritis" has been adjusted by sampling to account for an important ratio of optimal networks between symptoms and diseases.
Thus the accuracy of predication could be improved via sampling by fusing the experts' experience into the knowledge.
Next, a K2 algorithm combined with BDE scoring function is used to determine the optimal network structure illustrating the relationship between symptoms and diagnoses. The optimal network structures for 2 cases are shown in Figure 3 . Case 1 is for data without sampling, that is, the missing data is not filled, and Case 2 is for sample data with sampling, that is, the missing data is filled by sampling. The BDE scores and network structure of the test samples with and without sampling are shown in Table 2 . From the table 2, it could be seen that the network structure accuracy with sampling is obviously better than that before. 
Conclusion
In this paper, the Bayesian network parameters and structure learning are applied to search the relationship between the symptoms and the specified diseases. Firstly, a Metropolis-Hastings sampling is applied to fill in the missing data, then a heuristic K2 algorithm is used to implement the optimal network search, and the BDE scoring function is employed to determine the network structure. Numerical examples show that the combination of Metropolis-Hastings sampling and heuristic K2 algorithm can build a efficient Bayesian network model structure.
