Abstract. In this work we study the simultaneous controllability for a system of equations that constitutes a model of dynamical elasticity for incompressible materials.
Introduction
Let Ω be a bounded domain of R n with regular boundary Γ. Let Q denote the cylinder Ω × (0, T ) whose lateral boundary is given by Σ = Γ × (0, T ).
In this work, we shall consider the simultaneous controllability for the system in Ω y 2 (0) = y 0 2 , y 2 (0) = y 1 2 in Ω (1.1) where p = p (x, t) and q = q (x, t) denote the resistance terms.
Physically the above system models the small deformations or displacements of the solid body Ω ⊂ R n composed of incompressible elastic materials, subject to controls acting on the boundary Σ.
The simultaneous controllability for the system (1.1) is formulated as follows: given T > 0 large enough, find a Hilbert space H such that for every set y belonging to H, there exists a pair of controls {v, w}, such that a solution {y 1 (v) , y 2 (w)} of (1.1) satisfies the equilibrium condition
and w = ∂v ∂t on Σ.
Antunes, Araruna and Medeiros
We investigate this problem by means of the Hilbert Uniqueness Method (HUM) idealized by Lions [6] .
The problem of the simultaneous controllability was initially studied by Lions [6] . Kapitonov [4] investigated a similar question. For exact controllability we mention Cavalcanti et al [2] .
Notations, Assumptions and Results
We consider Ω 0 , Ω 1 ⊂ R n , n ≥ 2, two bounded domains with boundary ∂Ω 0 , ∂Ω 1 of class C 2 , such that
Let us assume
The following partition of the boundary is chosen
The action in the boundary Σ is assumed to be of the following type
In addition we consider the following hypotheses
We introduce the following Hilbert spaces
with the structure of internal product and norm induced by
respectively. We still consider
The energy associated with the system (1.1) is given by
where
Inverse Inequality
Let us consider the following problem
in Ω. Lions in [7] showed that the solution Φ 1 of (3.1) has the hidden regularity ∂u ∂ν ∈ L 2 (Σ) n and that mapping
Remark 3.1: Multiplying the equation in (3.1) 1 by m∇Φ 1 and integrating in Q,
Let us put
with the summation convention of repeated indices. Integrating by parts in x k and observing (3.1) 3 comes that
Making integration by parts again, it results in
the following identity holds:
. Then the following estimate holds for every solution of (3.1) with data Φ
In the proof of the Lemmas 3.1 and 3.2 we used the idea of Lions [6] together with the Remark 3.1.
We consider now the homogeneous problem for Φ 2
in Ω. 
where ∇ σ Φ 2 denotes the tangential gradient of Φ 2 .
Let λ 2 0 > 0 be the first eigenvalues of the following spectral problem
The proof of the Lemmas 3.3 and 3.4 were done as in Lions [6] adapted to (3.5) .
Theorem 3.1. Let Ω be a domain satisfying (2.1) − (2.3) and T > 4R (x
Then for every data,
the solutions Φ 1 , Φ 2 of the homogeneous system
Proof. From (3.3) and (3.7) we obtain for T > 2R (
Suppose that the following inequality is verified
Then from (3.10) and (3.11) it follows
To conclude the proof of the theorem, it remains then to verify that (3.11) happens.
In fact, multiplying the equation in (3.8) 1 by Φ 2 , and integrating on Q, we obtain
, p satisfies (2.4) and Φ 2 = 0 on Σ 1 , then from (3.13), it follows
(3.14)
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Now, multiplying the equation (3.8) 2 by Φ 1 , and integrating in Q, we get
Adding (3.14) and (3.15) comes
that is,
Therefore,
concluding the result. 
Proof. The proof follows immediately from (3.9) .
Simultaneous Controllability
The main result of this work is the following theorem:
and T > 4R (x 0 ) + n − 1 λ 0 . Then for every data
such that the solution {y 1 , y 2 } of the system
in Ω (4.1)
Proof. We will apply here the HUM. First we solve the homogeneous system (3.8) with the initial conditions Φ
Let us define the quadratic form
It follows from the Corollary 3.
We build the space,
From (3.12) follows the immersion
On the other hand, from (3.3), the continuity of the application (3.2) and (4.3) , we obtain Φ
Hence, from (4.4) and (4.5) , it follows that
Thus, we consider the norm
, and the Hilbert space
We consider the following backward system 
Consider now the application 
