This paper presents a verification of three simulations of the ShakeOut scenario, an M w 7.8 earthquake on a portion of the San Andreas fault in southern California, conducted by three different groups at the Southern California Earthquake Center using the SCEC Community Velocity Model for this region. We conducted two simulations using the finite difference method, and one by the finite element method, and performed qualitative and quantitative comparisons between the corresponding results. The results are in good agreement with each other; only small differences occur both in amplitude and phase between the various synthetics at ten observation points located near and away from the fault-as far as 150 km away from the fault. Using an available goodness-of-fit criterion all the comparisons scored above 8, with most above 9.2. This score would be regarded as excellent if the measurements were between recorded and synthetic seismograms. We also report results of comparisons based on time-frequency misfit criteria. Results from these two criteria can be used for calibrating the two methods for comparing seismograms. In those cases in which noticeable discrepancies occurred between the seismograms generated by the three groups, we found that they were the product of inherent characteristics of the various numerical methods used and their implementations. In particular, we found that the major source of discrepancy lies in the difference between mesh and grid representations of the same material model. Overall, however, even the largest differences in the synthetic seismograms are small. Thus, given the complexity of the simulations used in this verification, it appears that the three schemes are consistent, reliable and sufficiently accurate and robust for use in future large-scale simulations.
FDs became the standard method for large-scale earthquake simulations (e.g. Olsen et al. 1995a,b; Olsen & Archuleta 1996; Graves 1996a Graves , 1998 Pitarka et al. 1998; Furumura & Koketsu 2000; Frankel & Stephenson 2000) . Others began to implement the solution of the elastodynamic equations for fairly realistic 3-D non-planar layered systems using low-order FEs (e.g. Bao et al. 1996 Bao et al. , 1998 Bielak et al. 1999 Bielak et al. , 2005 , or high-order FE methods with diagonal mass matrix, or spectral element methods (e.g. Seriani & Priolo 1994; Faccioli et al. 1997; Seriani 1998; Komatitsch & Vilotte 1998; Komatitsch et al. 2004; Käser & Dumbser 2006; Käser & Gallovic 2008) . Moderate-size problems with relatively simple geometry and geological conditions have been addressed using boundary element, coupled boundary-domain element, and discrete wavenumber methods (e.g. Bouchon & Aki 1980; Mossessian & Dravinski 1987; Kawase & Aki 1990; Bielak et al. 1991; Hisada et al. 1993; Sánchez-Sesma & Luzón 1995; Bouchon & Barker 1996; Hisada & Bielak 2003) . A detailed introduction and tutorial, and a more comprehensive review of the FD, FE and hybrid FD-FE methods, with particular application to the modelling of seismic wave propagation and earthquake motion, including a thorough discussion and original contributions on the treatment of free-boundary conditions, material grid parametrization, and rheological models to consider intrinsic attenuation, can be found in a recent review paper by Moczo et al. (2007) .
For the last 10 yr, a group of researchers working on large-scale simulations has collaborated in creating a modelling community within SCEC. One of the primary objectives of such collaboration has been to ensure, through a continuing scientific exchange of data and results, that independent modelling schemes and implementations are in agreement with each other and satisfy an acceptable level of accuracy for the simulation of complex seismic phenomena. At an early stage, the Pacific Earthquake Engineering Research Center (PEER) in collaboration with SCEC sponsored five of these modelling groups to test their simulation codes and compare results for basic wave propagation problems . Qualitative comparisons from this effort were in satisfactory agreement. Later, five different codes were used to run 60 earthquake scenarios in 10 different faults in the Los Angeles region, including sites in the Los Angeles, San Fernando and San Gabriel basins, as well as rock sites in the intervening areas to characterize the source-averaged effect of basin depth on spectral acceleration in the region (Day et al. 2005 . A quantitative comparison of some of the results of these simulations was presented by Kristekova et al. (2006) .
Much progress has been made recently by each group, and SCEC has continued to be the coalescing force for the collaboration between these research groups. This, and the fact that according to the Working Group on California Earthquake Probabilities (2008) , there is a 97 per cent probability of an earthquake of magnitude M ≥ 6.7 in southern California in a 30-yr period, with a 59 per cent probability of such an event occurring in the southern part of the San Andreas fault, and a 37 per cent probability of a regional event being M ≥ 7.5, has led this community to model and study large scenario earthquakes of greater complexity. The first outcome of that endeavour was the TeraShake earthquake scenario . This study has reaffirmed the importance of source characteristics, basin, directivity, and wave guiding effects that are only visible through large-scale 3-D simulations. However, larger-scale scenarios bring along greater challenges. It thus becomes critical to ensure that the simulation results of these highly complex models be credible and practically relevant, especially since the ultimate goal of this kind of simulation is to serve as a basis for performing physics-based seismic hazard analysis.
The success of earthquake ground motion simulations can be measured through the validation and verification of the synthetic results. Validation refers to the level of agreement between synthetics and actual data. Verification, on the other hand, refers to the correctness of the implementation of a simulation scheme. Even though there have been a number of attempts at validation, the agreement between synthetics and data remains far from satisfactory, except for very low frequencies ( f < 0.1 Hz). This is because one cannot isolate the validity of the simulation from that of other factors, such as the material model, including possible non-linearities, and the source description. One common way to reduce the influence of these factors is to use small earthquakes, whose rupture can be modelled as a point source, and limit the simulation to long periods and high shear wave velocities. Unfortunately, in most cases, the source description comes from an inversion obtained using similar, if not the same conditions as those for the forward problem. In that case one cannot determine whether the discrepancies come from the model, the source, the implementation, or all of the above. Agreement does not guarantee the validity of results because of the existing redundancy between inversion and forward simulation. An intermediate step towards validation is to perform a verification exercise of synthetic results. A successful verification helps give confidence that any discrepancies with the data are likely to be due to the material and source models, and not to algorithmic or computational errors. Verification requires 'only' that the results of the simulations agree with the expected outcome of a given mathematical model. However, difficulties arise when the expected outcome (exact solution) is unknown due to complexity of the model. Such is the case for the simulation of earthquake ground motion in large basins. An alternative approach, then, is to determine how well different sets of synthetic seismograms compare among themselves for simulations of exactly the same problem.
This paper is the result of a continuing team effort and, to our knowledge, an original attempt at verification between different simulation models for a large-scale scenario earthquake. It presents a verification of three sets of results from separate simulations of the ShakeOut earthquake scenario, version 1.1 (Jones et al. 2008) , for V smin = 500 m s −1 and f max = 0.5 Hz. Two of the simulation models implement the finite difference method (FDM), and the third one uses the finite element method (FEM). All simulations were done on parallel computers. Comparisons are done qualitatively and quantitatively, from a regional perspective for the whole simulation domain and at a localized level for selected observation points, both in the time and in the frequency domains. We review the concept of verification in the context of computational seismology as adopted from other disciplines and discuss the importance of simulation and model verification and comparison in contrast to the concept of validation. The scenario earthquake, material model, computational methods and implementations are reviewed and their corresponding effects on the outcome are discussed. Detailed comparisons of the results of the three simulation sets are presented along with a discussion of their similarities and discrepancies.
The ShakeOut scenario earthquake: Verification 377 simulation. Seismic events are by definition, complex open systems. This is because earthquakes depend on a series of factors from which we still have much to learn and which are especially difficult to characterize-the description of the source and the propagating medium, or material model. Therefore, the quality of earthquake simulations relies on the modeler's knowledge of these factors, and so does its credibility.
In modelling and simulation, the issue of credibility is intrinsically associated with the problem of verification and validation-a problem that has concerned science for centuries. The concepts of veracity and validity have profound (even philosophical) implications for modelers aiming to represent and reproduce physical phenomena and systems. There are different ways to address these and other concepts like confirmation and correctness (Kleindorfer & Ganeshan 1993; Oreskes et al. 1994) . We adopt here the terminology for modelling credibility proposed by the Society for Modelling and Simulation International (Schlesinger et al. 1979) . We understand 'model verification' as the 'substantiation that a computerized model represents a conceptual model within specified limits of accuracy' and 'model validation' as the 'substantiation that a computerized model within its domain of applicability possesses a satisfactory range of accuracy consistent with the intended application of the model'. In other words, model verification refers to evaluating the correctness of the implementation of a computer model when compared to the theoretical concepts on which it is based, and model validation refers to how well the simulation results compare to actual data from the real system or problem entity being modelled. These concepts have been widely used in software engineering and other computational fields and have been carefully studied by several authors (e.g. Adrion et al. 1982; Balci 1994; Sargent 2005) . Fig. 1 shows the modelling process adapted to the problem of earthquake simulation. This representation is based on the one established by Schlesinger et al. (1979) and modifications proposed by Sargent (2005) . The ultimate goal of any simulation process is to be able to reproduce, up to an acceptable level of accuracy, the observations from the real system (or real world)-that is, to validate both the conceptual and simulation models by reproducing Figure 1 . Simplified representation of the simulation and modelling process, and the real world and simulation world relationship with verification and validation. Modified after Schlesinger et al. (1979) and Sargent (2005) . experimental data or natural phenomena successfully. This corresponds to the upper half in Fig. 1 . Plausible attempts to validate earthquake simulations by comparisons with real data have been done in the past (e.g. Komatitsch et al. 2004; Aagaard et al. 2008b ), but we observe flaws in the process. Komatitsch et al. (2004) , for example, fall in what Oreskes et al. (1994) described as affirming the consequent. Comparing simulation results based on a source description obtained through the same assumptions used for the forward simulation (material model, numerical approach), falls in a logical redundancy that does not necessarily validate the simulation, but does more of a verification of consistency. On the other hand, by comparing simulation sets from modelers that do not necessarily share the same core elements, as done by Aagaard et al. (2008b) , one cannot determine the source of the discrepancies beyond affirming that they are all rational representations of the system-this is only 'face validation' or 'graphical comparison' (see Balci 1994) . Even if possible, obtaining a 'perfect' match between simulation results and experimental data does not prove the model is real or correct. It simply 'confirms' the model. However, one must concede to the cases mentioned above that, the greater the number and diversity of confirming observations, the more probable it is that the model conceptualization and implementation is not flawed (Oreskes et al. 1994) . In hindsight, we think that the use of the term 'validation' has been, in some cases, overstated. That is why it is so important to do 'verification' of simulations between different modelers that use the same scenarios and core assumptions.
In addition, we must consider that the earthquake scenario used in this study is hypothetical. This means that the system being modelled is non-observable and we lack a real system to compare with in terms of operational validation. We are restricted to compare our simulations with respect to the conceptual model. Such conceptual model is the mathematical abstraction of the linear momentum equation, constitutive model, and source description that are translated into a simulation specification-which in our case refers to the solution by means of FEM and FDM. Unfortunately, the complexity of the scenario being modelled does not allow one to obtain a closed solution of the conceptual model. This restricts our options even more, and we are left with the option of performing a 'computerized model verification' by means of comparison with other models that share the same basic assumptions and input data. This corresponds to the lower half of the circle representing the simulation process ( Fig. 1) , which is precisely the scope of this paper.
We hope that by pursuing a transparent approach, this work will contribute to an improved understanding of the various factors that determine the degree of agreement or disagreement between different simulations.
E A RT H Q UA K E S C E N A R I O
For this study, we selected the ShakeOut earthquake scenario, version 1.1. The ShakeOut is a hypothetical seismic event prepared by a multidisciplinary group from the U.S. Geological Survey (USGS), with the collaboration of SCEC and the California Geological Survey, and nearly 200 other partners from government, academia, the emergency response community and industry, who worked with the objective of identifying the physical, social and economic consequences of a major earthquake in southern California (Jones et al. 2008) . Scientists from USGS and SCEC designed an earthquake of magnitude M W = 7.8 along the San Andreas fault affecting a region that includes all major populated areas 378 J. Bielak et al. in southern California and Baja California, Mexico (Fig. 2) . Initial results of the ShakeOut project may be found in Jones et al. (2008) . Additionally, Graves et al. (2008) and Olsen et al. (2009) have reported USGS and SCEC ShakeOut-related estimates of ground motion broadband simulations and simulations with spontaneous rupture propagation, respectively.
Two fault rupture descriptions were prepared for the ShakeOut, versions 1.1 and 1.2. The difference between the two versions was the amount of slip heterogeneity at short length scales, which was increased in version 1.2. This means that version 1.2 used a rougher slip distribution and less coherent rupture front. Although such increase seemed to be a minor one, Jones et al. (2008) found it to have important implications in the study of the response of critical lifelines, especially at points where infrastructure crosses the fault. Thus, seismological and engineering analysis of the ShakeOut were done using simulation results from version 1.2. Because this paper focuses on model verification and not on the physical consequences of the simulation, and because only version 1.1 was simulated by all modelling groups, we limit our comparisons to results obtained using the initial rupture description-version 1.1. Figs 2-4 show the simulation domain-a rectangular box of 600 × 300 × 80 kmand the slip magnitude of the modelled fault, its rupture mode, and time progress.
To define the large-scale features of the slip distribution, end points, magnitude and rupture length, the USGS/SCEC team used geological slip rates for the San Andreas fault available from the Working Group on California Earthquake Probabilities, as well as palaeoseismic evidence for the dates of the most recent earthquakes.
The rupture starts near Bombay Beach at Salton Sea at the southeastern end of the fault, continues near Palm Springs, and stops at Lake Hughes northwest of Lancaster (Fig. 2) . The southeastern portion of the fault has not ruptured since approximately 1680 (Sieh 1986) ; thus the selection of Bombay Beach as the nucleation point. Selection of the northwestern endpoint was based on spatial variation of slip from the 1857 earthquake (Sieh 1978 (Sieh , 1986 and earlier events (Rust 2005) , and also on the consideration that the extension was a determining factor for the magnitude and likelihood of the event-a longer fault rupture would have produced a larger but less common earthquake.
The slip along the fault was designed at two scales. First, the static rupture description, or background slip distribution, was defined for several portions of the fault; and second, a kinematic rupture description was modelled with a randomized variation of the average slip. The static rupture description was determined using a simple earthquake recurrence model in which the average amount of slip to be released would be the amount accumulated since the last event at study sites along each portion of the fault. This was calculated using estimates of fault dip, slip rate, date of last earthquake and seismogenic depth values from Wills et al. (2008) . This background slip was used for the modelling of the kinematic rupture description, which was built upon the procedure used by Aagaard et al. (2008a) for simulating the 1906 San Francisco earthquake. The slip distribution and rake angles were randomized and the resultant spatial and temporal evolution of slip projected onto the non-planar 3-D fault geometry available in SCEC's Community Fault Model (CFM) triangular element representation. Each subfault was defined by the The ShakeOut scenario earthquake: Verification 379 following parameters: slip time at which slip begins, slip vector, slip rate, rupture speed and subfault location (along strike and dip), and rise time. Figs 3 and 4 show the slip magnitude along the fault and the time evolution of the source. More details may be found in Jones et al. (2008, chapter 3) .
M AT E R I A L M O D E L
Material models, also called seismic velocity or crustal models, are a key element in the simulation process because, while being used to construct the mesh and determine the properties of mesh elements that constitute the numerical representation of the system, their properties determine in good part the outcome of the simulation. High-resolution seismic velocity models in urban regions have received increased attention over the last decade due to the interest in earthquake modelling. Several material models have been developed and improved over the years for the regions of southern and northern California (e.g. Graves 1996b; Magistrale et al. 1996; Hauksson & Haase 1997; Magistrale et al. 2000; Kohler et al. 2003; Süss & Shaw 2003; Brocher 2005) . We use a subset of SCEC's Community Velocity Model (CVM), version 4.0, in a discretized form that is stored in a database library called 'etree' (Tu et al. 2003) ; this accelerates considerably the mesh generation process (Schlosser et al. 2008) .
The CVM was built upon the initial model assembled by Magistrale et al. (1996) , and later extended and improved by Magistrale et al. (2000) and Kohler et al. (2003) . In Magistrale et al. (2000) , the P-wave velocity (V p ) of the major southern California basins (Los Angeles basin, Ventura basin, San Gabriel Valley, San Fernando Valley, Chino basin, San Bernardino Valley and the Salton Trough) was determined primarily by application of empirical rules based on depths and ages estimated for four geological horizons and calibrated for southern California with data from deep boreholes. The density and Poisson's ratio (and S-wave velocity, V s ) were estimated from V p using empirical relationships. Outside and below the basins, properties were based on 3-D seismic tomography (Hauksson 2000) . Kohler et al. (2003) added upper mantle seismic velocities to the model, based on the inversion of teleseismic traveltime residuals obtained from three temporary passive experiments and stations of the Southern California Seismic Network. The latest release by SCEC, CVM version 4.0, has a new San Bernardino Valley basement, based on recent inversions of gravity data confirmed by comparison to a seismic reflection line. The depth to basement of the Salton Trough was extended to the northern Mexican territory and redefined by a combination of seismic refraction surveys, inversion of gravity observations, surface geology, and boreholes. CVM version 4.0 also has a new V p -density relationship based on density measurements from oil well samples in the Los Angeles basin and the San Gabriel Valley, geotechnical boreholes throughout southern California, and 12 oil wells along the Los Angeles Region Seismic Experiment lines.
The CVM is distributed as a Fortran code that reads points specified by latitude, longitude and depth, and writes out V p , V s , and density (ρ) values at those points. Since the Fortran code has to combine data from many different associated files, its performance for the construction of large meshes needed for FDM and FEM models is poor. To overcome this problem and to unify to the maximum possible extent the data used for the grids and mesh generation processes of each modelling group, we stored a discretized version of the CVM (for the region of interest) in an octant tree database form, called 'etree' (Tu et al. 2003 ). The etree library is known for its efficiency in query retrieval time and has been used successfully in past earthquake simulations (e.g. Akcelik et al. 2003; Rodgers et al. 2008) . The discretization process, described in detail in Taborda et al. (2007) , was done in a way that guarantees that the discretized version, hereafter called CVM-Etree, is appropriate for simulations up to a maximum frequency f max = 1 Hz and a minimum shear wave velocity V smin = 200 m s −1 , with at least eight points per wavelength ( p = 8). The resolution of the CVM-Etree decreases with depth while maintaining the rule e o ≤ (V s / f max )/ p, where e o is the octant edge size. This results in a minimum octant at the surface with e o = 18.3 m-where there is maximum variability-and a maximum octant with e o = 9.2 km at 80 km in depth-where the crustal structure is fairly homogeneous. Figs 6 and 7 show V p and V s soil profiles for selected locations throughout the region of interest (see Fig. 5 ) for the first 200 m and 10 km in depth, respectively. Both figures include the profiles as extracted from the original CVM version 4.0 and the CVM-Etree. Differences between the original CVM version 4.0 and the CVMEtree are of no significance to the simulation parameters (described in the following section) and, more importantly, to the objective of this study because, in the context of verification, what matters is to have the three simulation groups using the same velocity model, which in this case is the CVM-Etree. Nevertheless, despite all three groups using the CVM-Etree model for their simulations, this does not guarantee they will have exactly the same computational model, an aspect we will review later in the discussion of results.
C O M P U TAT I O N A L M E T H O D S A N D I M P L E M E N TAT I O N S
The simulation sets used in this study are the result of a modelling effort done by three independent research groups with the coordination of SCEC. Each of these groups has a solid background in earthquake simulations and has worked in previous similar exercises during the last decade, both independently and in collaboration with each other. Over this time, each group has developed its own implementation for solving the problem of anelastic wave propagation under seismic loading using numerical techniques on parallel computers. The first group, hereafter referred as CMU/PSC, solves the elastodynamics equations by means of a FEM approach. The other two, namely URS/USC and SDSU/SDSC, use a FDM approach. All three groups were given the same basic parameters for the simulation: the source characteristics, and the CVM-Etree as the material model, plus an intrinsic attenuation description. Each ran its respective simulations with few departures from the prescribed conditions. This section explains each group's specific methodology and implementation, and describes the biggest differences between them. Table 1 summarizes this description. The CMU/PSC simulation software is a FE parallel code, known as Hercules (Tu et al. 2006) , that relies on an octree-based mesher and solves the elastic wave equations by approximating the spatial variability of the displacements and the time evolution with tri-linear elements and central differences, respectively. The resulting scheme has a quadratic convergence rate, in both time and space. The code uses a plane wave approximation of the absorbing boundary condition (Lysmer & Kuhlemeyer 1969) , and introduces a Rayleigh attenuation mechanism in the bulk (Bielak et al. 1999) . Rayleigh method does not distinguish between the P-and S-wave attenuation, but uses instead a single overall target quality factor Q, which for our calculations is set equal to Q s . Since losses due to shear deformation are the most important, we consider this an acceptable adaptation. The traction-free boundary conditions at the free-surface are natural in the FEM. Thus, no special treatment is required (e.g. Bao et al. 1998) . Hercules partitions the domain by recursively subdividing it into eight cubes (called octants) depending on the targeted S-wavelengths. This produces a non-conforming set of elements and nodes. The continuity of the displacement field is enforced by constraining linearly the motion of hanging nodes to anchored or independent ones. Once the mesh is distributed among the processors, the code obtains the equivalent time dependent forces of the double couples used to represent the source and proceeds to the displacements computation. Given that the elements share a scaled equivalent geometry, there is no need to store individual element mass and stiffness matrices. The solver computes displacements in an element-by-element fashion, scaling the stiffness and lumpedmass matrix-templates according to the material properties and octant edge-size Tu et al. 2006) . This approach allows Hercules to considerably reduce memory requirements as compared to standard FEM implementations.
Both URS/USC and SDSU/SDSC groups use a staggered-grid FD technique that is fourth-order in spatial accuracy and secondorder in temporal accuracy (Graves 1996a (Graves , 2008 Olsen 1994; Olsen et al. 1995b) . Their codes rely on regular structured grids, which are built prior to the simulation. Both codes implement the same material parametrization, harmonic averaging of rigidity (μ) and arithmetic averaging of density (as described in Graves 1996a), but they differ in the specific location of the media parameters, which leads to somewhat distinct averaging schemes. However, both approaches have the same level of theoretical accuracy. To implement absorbing boundary conditions at the sides and bottom of the grid, URS/USC uses the paraxial approximation (type A1) proposed by Clayton & Engquist (1977) , and SDSU/SDSC uses an implementation of perfectly matching layers as proposed in MezaFajardo & Papageorgiou (2008) . In the case of the traction-free boundary condition at the free-surface, both groups use artificial planes above the surface that coincide with the location of either the normal, or the xy and yz stress nodes (Levander 1988; Graves 1996a; Gottschammer & Olsen 2001) . Both groups include a coarsegrained implementation of the memory variables for a constant-Q solid to handle material intrinsic attenuation (Day & Bradley 2001 ), but they differ in that URS/USC also implements the improvements for very low Q proposed in which, among other aspects, include harmonic averaging of the moduli and Q, whereas SDSU/SDSC uses arithmetic averaging of the memory variables.
The numerical methods just described are those actually used in the codes tested for this study, and do not incorporate all of the most recent mathematical refinements that are known to improve accuracy in certain problem classes (see, e.g. Moczo et al. 2007, review) . This limitation is a consequence of our focus on codes that are suitable for very large-scale applications. (Such codes undergo a high degree of algorithmic development, optimization and testing
The ShakeOut scenario earthquake: Verification 383 to adapt them to high-concurrency computing systems, somewhat limiting the flexibility with which they can be adapted to rapid algorithmic evolution.) Among the methodological advances not tapped here but that have the potential to further improve accuracy, we note the Moczo et al. (2002) averaging scheme for heterogeneous material properties; improvements to the FD free-surface boundary accuracy by Kristek et al. (2002) ; improvement to the low-Q performance of coarse-grain memoryvariable methodology that, while used in the URS/USC code, is not implemented in the SDSU/SDSC code (nor are additional memoryvariable improvements by Kristek & Moczo 2003) . Numerous other examples could be cited.
As mentioned above, all three groups used the CVM-Etree material model as the basis for constructing their corresponding mesh or grid. Because of computational limitations, the URS/USC group was restricted to simulating the scenario in a smaller domain of 500 × 250 km of area, and extending only 50 km deep (see Fig. 2 ), as opposed to the CMU/PSC and SDSU/SDSC groups, which targeted the original 600 × 300 × 80 km volume domain, with CMU/PSC going slightly further in depth, down to 84.3 km, to satisfy their octree aspect-ratio rules. The maximum frequency of the simulation was set at 0.5 Hz and the minimum shear wave velocity set at 500 m s −1 . In the case of the FDM codes, this dictated a regular grid of 200 m, using five points per wavelength, as recommended by Levander (1988) . URS/USC followed this rule. SDSU/SDSC, however, used a finer grid of 100 m with a corresponding minimum of 10 points per wavelength. This allowed us to examine the effect of the grid size on the ground motion, especially at stations distant from the fault. In the case of Hercules, the resulting mesh size is variable and depends on the tailoring of octants according to octree refinement rules . The CMU/PSC group set the minimum requirement to be of at least eight points per wavelength, but the mesh generator in Hercules created elements as small as 73.2 m for soil deposits of V s = 500 m s −1 , corresponding to up to 13.6 points per wavelength.
In all three cases, anelastic attenuation was modelled using prescribed relationships between the quality factor Q and the seismic velocity V s at the element and nodal level for the FEM and FDM approaches, respectively. In the case of the URS/USC and SDSU/SDSC models, attenuation was independently assigned to S and P waves following the relations Q s = 50V s and Q p = 2Q s , where values of V s are given in kilometres per second. This Q model has been used successfully for previous earthquake simulations in the Los Angeles basin region (Graves & Pitarka 2004; Graves 2008 ). On the other hand, because its current implementation does not explicitly separate S from P waves, CMU/PSC used a global value of Q = 50V s . The effects of these and other differences intrinsic to the implementations of the three groups are the subject of the following sections.
R E S U LT S A N D C O M PA R I S O N S
A common first step in a verification process is a graphical comparison of results. More in-depth verification requires the use of metrics to allow one to quantify the level of agreement between the results being compared. In this section we evaluate our results both qualitatively and quantitatively from (i) a regional perspective and (ii) a local perspective. We limit the first part to qualitative (graphical) comparisons of the results over the entire region. In the second part, we do both qualitative and quantitative comparisons at ten selected locations. By quantitative comparisons we mean the verification of the three simulation sets by means of two different criteria: the misfit criteria proposed by Kristekova et al. (2006) and the goodness-of-fit scores introduced by Anderson (2004) . Both methods are designed to quantify the level of agreement between two signals. The first uses a continuous wavelet transform analysis to compare two signals in the time, frequency and time-frequency domains, while the second uses a collection of engineering and signal-processing parameters to evaluate the overall agreement between them.
Regional perspective
The first step in our comparison is qualitative and graphical. Later on we introduce quantitative comparisons. Fig. 8 shows snapshots at different times of the magnitude of the horizontal velocity at the free surface, calculated as the square root of the sum of squares of the two horizontal components, for the three groups. Although smaller and larger values are present in the results, the colour limits in the figure were set to 0.05 and 2.0 m s −1 for visual convenience. Other than the differences resulting from URS/USC using a smaller domain, all triplets are in good agreement with each other at all times. Discrepancies are practically unnoticeable unless one zooms in and examines the triplets carefully. Those small differences are more visible in wave fronts with amplitudes close to the lower limit of the colour scale. See, for example, the wave at the lower left-hand side behind the main wave front. Still, on a first, visual comparison, these differences appear quite small. Fig. 9 shows a similar comparison for the accumulated peak ground velocity (PGV) and displacement (PGD). In both cases one sees a very good agreement in the general distribution of peak values throughout the region and in areas of importance like the greater Los Angeles basin, the San Fernando valley, and the Oxnard plain and Santa Clara river valley (see Fig. 5 for reference). The same can be said about the peak values distribution along the fault and areas nearby, especially in the peak velocity triplet. Differences here, though, are more noticeable, especially in the case of the PGD triplet in the areas of the San Diego and Imperial counties. These differences, however, are close to the lower limit of the colour scale and, thus, it is difficult to say at this point, if they reflect that particular choice. This is in fact a problem that would either remain, be translated to other areas, worsen, or be artificially hidden, depending on the selection of a different colour scale. This is an intrinsic limitation of graphical comparisons of this kind and one that is not usually discussed or backed with a more thorough verification.
Local perspective
Even though the regional perspective helps ensure that the basics of the scenario are correctly represented by each simulation group, and a regional comparison is also a good way to do a first evaluation of the level of agreement between the different sets, it is not sufficient. A more detailed comparison is necessary by looking at results at individual locations.
Graphical verification
Fig. 10 shows the particle velocity at the free surface of selected points, or stations, spread throughout the region (see Fig. 5 ). It is worth observing that it took us several iterations to arrive at these results. The initial discrepancies were somewhat larger due to differences in the implementation of attenuation models, the mesh and grids material properties, and in the number of source points used to define the source rupture kinematics. Having reached agreement on the necessary parameters (e.g. using a common representation of J. Bielak et al. the material model, setting an appropriate number of source points per wavelength), we expect that no iterations will be required for future simulations with different source rupture or material models.
The similarities between each triplet for all the stations and components of motion observed in Fig. 10 , underscore the good level of agreement achieved by the three groups. Nevertheless, slight differences are noticeable over time, and in the peak values of each set, shown at the right-hand side of each triplet. Differences in the peak values are somewhat more prominent at stations near the fault (SVD, LEV), while differences in phase are more noticeable for the surface waves at stations on softer soils (DLA, USC and NOT), or farther from the fault (USB). We believe the misfits to be mainly due to two types of error. A numerical solution is subject to error both from the discretization of the dynamic field variables (e.g. truncating their basis-function expansions in the FEM or truncating the representation of their derivatives in the FDM), and from the discretization The ShakeOut scenario earthquake: Verification 385 of the material properties. In our case, the latter may dominate the former. We will discuss the effects of these errors in greater detail later. For now, it suffices to say that late arrivals or surface waves seem to be faster for CMU/PSC, followed by SDSU/SDSC and then by URS/USC results. Amplitudes do not show a definitive trend, although SDSU/SDSC tends to produce higher values.
An important aspect of synthetics comparisons is to check the arrival time of waves. Fig. 11 shows cumulative energy functions for each station triplet calculated as
where v is velocity. For each frame in the figure, the energy traces are normalized with respect to the largest final energy of the three synthetics-the value shown at the top right-hand side of each frame. This comparison may seem of limited utility due to the cumulative nature of the error over time. However, when it comes down to comparing arrival times, it is much clearer here than in the time traces-not just for the first arrival but also for subsequent ones. In both figures, the stations have been ordered with respect to their distance to the fault. One can clearly see that in all cases the arrival time of each triplet is coincident. This is true not only for signals with sharp steep energy traces like PAS or RUS, but also for locations where energy arrives in multiple bursts, like DLA and USC. This is also true for observation points sitting right on top of the fault (NSS, SVD and LEV), as well as for the farthest of all (USB). Despite the reasons stated above about this being somewhat an unfair comparison, we see quite a good level of agreement between most of the triplets. When making this kind of verification it is very important to contrast the frequency content distribution of signals. Fig. 12 shows comparisons of all stations and components of motion for amplitude of the Fourier spectra of the synthetic triplets. Again, the similarities in each triplet are greater than the discrepancies; not that the latter passed unnoticed. Peaks and troughs are very close, though with some substantial differences at various locations and frequency ranges for different components. For instance, at various locations such as NSS, LEV and RUS, the amplitude at the higher end of the spectra tends to be smaller for the URS/USC simulation. This may be a consequence of the lower number of points per wavelength used by URS/USC in comparison to the other two groups. Nevertheless, broadly speaking, all triplets have the same general shape.
Quantitative verification
To gain a better sense of the differences and similarities between the various simulation sets, we now take verification to a quantitative level. For this we use (i) the misfit criteria proposed by Kristekova et al. (2006) and (ii) the goodness-of-fit criterion by Anderson (2004) . The former measures the level of disagreement or misfit between two signals in a time-frequency fashion in two respects, the envelope misfit and the phase misfit. It does so by means of a continuous wavelet transform that can ultimately be summarized in single-value measures of the misfits. The latter evaluates the level of similarity or goodness-of-fit between two signals by applying to them ten different comparison metrics, each producing a final score. Results are summarized by averaging the scores in a per frequency-band and broadband basis over all ten metrics.
While the two criteria target similar aspects of signals, we have not found any clear correlation between them. It could be argued that the mathematical nature of the approach taken by (Kristekova et al. 2006 ) makes their criteria more appropriate for verification studies; and that the somewhat more practical and tangible method proposed by (Anderson 2004) , conceived from an engineering viewpoint, is better suited for validation purposes. Without any clear reason to prefer one over the other, or limit their use to either kind of study, Stations are ordered according to the distance from the fault, the top three being the closest, and the bottom one being the farthest.
we felt that computing both criteria would be the best course, and perhaps serve as springboard for further research.
Misfit criteria.
The core of the misfit criteria proposed by Kristekova et al. (2006) the Morlet wavelet. Kristekova et al. also introduced measures derived from TFEM and TFPM to have the misfit measured only in time or frequency-as projections of the time-frequency functions over the preferred domain. Ultimately, by integration over time and frequency, TFEM and TFPM can also be reduced to single-value measures of the misfit, EM and PM for the envelope and phase misfits, respectively. The value of the misfit at the given point in time and frequency varies from 0 to 1, 0 representing no misfit or a perfect match between the signals, and 1 representing a 100 per cent difference between them with respect to the maximum value of the two. Fig. 13 shows the results of applying both TFEM and TFPM at four selected locations of the simulation for one component of motion (130 • ). Because the comparison must be done in pairs, we applied the criteria for the possible combinations of the three simulation groups. The single value misfits (EM, PM) are also shown in the figure near the bottom right-hand corner of each timefrequency frame. In all cases we observe that the misfit spread is concentrated throughout the intense phase of the signals, with a tendency to concentrate towards frequencies higher than 0.1 Hz. Note that no discrepancies are observed at lower frequencies. This may be taken as an indication that, the finiteness of the simulation's domain and the different accuracy of the absorbing boundary conditions used by each group (boundaries which are located sufficiently far away from the fault), and the different behaviour of each group's intrinsic attenuation models at low frequencies, do not appear to impose a lower frequency limit to the simulation. That the absorbing boundaries do not seem to play an important role on 388 J. Bielak et al. the ground motion in the most highly populated regions, west of the San Andreas fault, can be seen in Fig. 9 , especially in the right-hand panels for the PGD. Although this full comparison of TFEM and TFPM allows one to see where the differences are in the time-frequency space, presenting this level of detail for each component at all 10 selected locations seems unnecessary. We rather focus on the single value misfits, EM and PM, which, as seen from Fig. 13 , provide a good overall measure of the misfit of a given pair. Fig. 15 summarizes the results of the misfit analysis by averaging the results for all components of motion and pair sets to give a final value of EM and PM for each selected location. We observe that with the exception of LEV (for EM), stations closer to the fault (NSS, SVD and CLT) show lower misfits than those far from the fault (USB) or on softer soils (DLA, RUS and USC).
We believe that the ceiling marks of 0.30 and 0.20 for EM and PM constitute valid reference values to determine a good level of agreement for our particular application. These ceiling marks were set based on the 'worst' misfit values, both observed at the USB comparisons, where EM max = 0.30 and PM max = 0.19. Yet, considering the distance of USB from the rupture zone and the complexity of the rupture and the velocity model themselves, we think that, from the graphical comparison at the bottom triplet of Fig. 10 and its corresponding spectra in Fig. 12 , together with their misfit values and time-frequency comparison (bottom panel of Fig. 13 ), the sets compare rather well. For instance, the fractional misfits in peak velocity at USB are all less than 21 per cent, peak velocity arrival time misfits are all less than 18 per cent, phase differences in the latest-arriving Rayleigh wave packet are less than 9 t, and Fourier amplitudes smoothed over bandwidth 0.1-0.4 Hz disagree by less than 30 per cent. Therefore, these ceiling marks are acceptable to claim that any EM < 0.30 and PM < 0.20 constitutes a good comparison.
Goodness-of-fit criteria.
Although we consider the claim above to be valid, it still depends on our subjective judgement of the values obtained by the misfit criteria linked to our observation of the graphical comparison. It is worthwhile to reinforce our interpretation of the results with additional metrics of comparison-metrics conveying more physical meaning to seismologists and engineers. To this end we turn to the goodness-of-fit criterion proposed by
The ShakeOut scenario earthquake: Verification 391 Anderson (2004) . This criterion evaluates the similarity between two signals by comparing them with ten different metrics (Ci). Each parameter is scaled such that it yields a score between 0 and 10, where a score of 10 corresponds to a perfect match between the two signals for the given metrics. The ten metrics are: Arias duration (C1), energy duration (C2), Arias intensity (C3), energy integral (C4), peak acceleration (C5), peak velocity (C6), peak displacement (C7), response spectrum (C8), Fourier amplitude spectrum (C9) and cross correlation (C10).
All these parameters have a physical meaning in earthquake engineering and/or seismology, and an interpretation in signal processing. The scoring process is done for each parameter individually and a final score is obtained by averaging all ten scores, S = ( 10 1 Ci)/10. Anderson proposes to do the respective operations over prescribed frequency bands and over the entire bandwidth of the signals, each resulting in an independent score. This results in three different forms of presenting the final scores: (i) those of each frequency band evaluated individually, SBi, where i is the band identifier; (ii) a score corresponding to the analysis over the entire broadband of the signal, S2 and (iii) a final score that corresponds to the average of the scores of each frequency band and that of the complete broadband, S1 = (S2 + n 1 SBi)/(n + 1), where n is the number of bands considered. According to Anderson, S1 more fairly represents the quality of the comparison. Fig. 16 shows the scores of the comparisons for the per-band analysis (SBi), the broadband (S2) and the final average (S1) for the 10 selected locations in each component of motion. The comparisons, as before, were done in pairs of simulation sets. Averages of the three pairs for each station are shown in the top margins and the average over all locations in the right-hand margins. The 9.91 9.82 9.87 9.67 9.58 9.65 9.18 9.36 9.29 9.46 9.58 9.58 9.54 9.61 9.90 9.80 9.14 9.87 8.83 9.45 9.72 9.07 9.03 9.36 9.42 9.49 9.22 9.53 8.75 9.83 9.45 9.59 9.62 9.50 9.52 9.43 9.49 9.29 9.45 9.48 9.27 9.60 5 6 7 8 9 10 9.82 9.91 9.70 9.85 9.72 9.65 9.65 9.43 9.86 9.16 9.67 9.67 9.57 9.78 9.73 9.90 9.74 9.78 9.83 9.83 9.28 9.59 9.61 9.51 9.68 9.64 9.60 9.79 9.46 9.85 9.37 9.80 9.74 9.71 9.50 9.33 9.42 9.40 9.56 9.70 9.67 9.23 9.69 9.61 9.39 9.47 9.47 9.60 9.11 9.49 9.53 9.37 9.58 9.73 9.75 9.45 9.63 9.55 9.51 9.17 9.36 9.34 9.31 9.48 9.46 9.43 9.56 9.44 9.72 9.53 9.63 9.64 9.43 9.37 9.31 9.43 9.05 9.46 9.42 9.38 9.56 NSS SVD LEV CLT PA S RUS DLA USC NOT USB 5 6 7 8 9 10 9.69 9.22 9.21 9.59 9.61 9.44 9.31 9.40 9.46 8.97 9.39 9.53 9.20 9.45 NSS SVD LEV CLT PA S RUS DLA USC NOT USB 9.71 9.58 9.28 9.66 9.39 9.38 9.21 9.10 9.22 9.21 9.37 9.47 9.23 9.42 NSS SVD LEV CLT PA S RUS DLA USC NOT USB 9.30 9.53 9.47 9.60 9.62 9.32 9.39 9.29 9.41 8.91 9.38 9.82 9.38 9.39 9.85 9.92 9.68 9.71 9.89 9.86 9.75 9.72 9.85 9.57 9.76 9.90 9.78 9.59 9.85 9.76 9.76 9.39 9.60 9.50 9.77 9.69 9.75 9.63 9.69 9.74 9.71 9.85 9.81 9.94 9.71 9.79 9.58 9.83 9.71 9.77 . Although Anderson suggests to do a different subdivisionone whose spacing is approximately logarithmic, we adopted these bands from the shape of different spectra in Fig. 12 , where we identified some signals showing well defined troughs around these frequencies.
With isolated exceptions (from SB3), all comparisons for the frequency band results score above 8. According to Anderson's calibration, were the comparison carried out against observations, a value higher than 8 ought to be regarded as an 'excellent fit'. For the broadband analysis (S2) all values are larger than 8.5 and a large majority is above 9. The same happens for the final score (S1), and if one is to focus on the averages by individual pair comparisons, that is, the values on the top margins of the S1 frames, all scores are greater than 9.1 with the sole exception of signals at USB in the 040
• and UP components, which are still rather high (>8.9). We explain the lower and more scattered scores in SB3 (0.3-0.5 Hz), as a result of this frequency band having less energy content than SB1 and SB2 (0-0.3 Hz), especially in the case of SVD and LEV (040 Because each score is the result of averaging the individual scores of the above mentioned parameters, one can equally do the average over the pass bands and the broadband scores first, and then look at the results for each parameter. Fig. 17 shows S1 scores for each one of the ten parameters. The best results are for the duration, peak value parameters and response spectra (C1, C2, C5, C6, C7 and C8). The cross correlation, a parameter that is usually accepted to provide a meaningful measure of the misfit between signals, scores rather well, with the exception of USB. The scores of the integral parameters and Fourier spectra are more scattered. Regarding the integral parameters, this is to be expected because they accumulate the error and it becomes difficult to balance the discrepancies over time. Energy, though, seems to consistently give a slightly better score than Arias intensity. We think this is because Arias intensity uses acceleration instead of velocity-the latter being smoother than the former, thus yielding better cumulative results. We also observe the Fourier metric to be quite sensitive to the highly oscillatory shape of the spectra-which is related to the number of samples used in the FFT. This may have brought down the scores. Despite the low scores, we chose not to apply any rule to smooth the spectra for the sake of transparency. After all, the scores for C9 are still good, and only those observation points in soft soil (DLA, USC), or the farthest from the fault (USB) have scores below 7.5-still within the range described by Anderson as a 'good fit' (i.e. from 6 to 8).
Despite the discrepancies mentioned above, we believe that the goodness-of-fit criterion and the different scores proposed by Anderson (2004) strengthen the preliminary conclusions we made based on the results of the misfit criteria. These metrics indicate that our simulations compare very well between each other and reinforce confidence in the results. This may be interpreted as an indication that for the engineering applications implicit in Anderson's metrics, there is no practical distinction between the corresponding individual simulations of the three groups. In the case of the goodness-of-fit we even got some scores very close to perfect. In the final global averages for all stations (see S1 top right-hand corner values at the bottom frames of Fig. 16 ), the three components of motion yield scores above 9.37. With the exception of the Fourier spectra, the global averages for the analysis of individual parameters (Fig. 17) are all above 9.07. While closer agreement has been achieved in horizontally stratified models or homogeneous models (e.g. Faccioli et al. 1997; Komatitsch & Tromp 1999; Käser & Dumbser 2006; Kristekova et al. 2006) , to our knowledge, no verification has ever been done before for ground motion simulations in regionalscale realistic 3-D models. We find the present results to be quite encouraging, especially given the level of complexity involved in this kind of simulations. Nevertheless, we wonder what the sources of the discrepancies might be. We devote the next section to discuss these and other relevant insights about the accuracy of our simulations and validity of our results in light of the verification process.
D I S C U S S I O N O F R E S U LT S
Even though the individual simulations are theoretically based on the same prescribed velocity and intrinsic attenuation models, and on the same earthquake source, there are some intrinsic differences between the methods and their implementations. We think that the discrepancies observed in the verifications above, though minor, are the result of these intrinsic differences. It is important to try to identify their cause. We have found that much of the discrepancies stem primarily from differences in the grids used in the two FDM codes, and between these grids and the unstructured mesh used in the FEM code. Other reasons for discrepancy are differences in how the intrinsic attenuation and the absorbing and traction-free boundary conditions are modelled in the three codes, and, to a lesser extent, differences in the processing of the input and output data.
We discuss these possible sources of discrepancies and the ensuing consequences based on the assumption that their resolution would eventually yield a perfect fit of all three simulation sets, but with the understanding that resolving these discrepancies implies, in most cases, expensive restructuring of the simulation codes. This is beyond the scope of this paper, as we do not necessarily consider it crucial to fully resolve all differences, given the excellent level of agreement reached already.
Resolution
We start by considering the one aspect we think most broadly affects the results: the difference between the two regular nodal-based grids used in the FDM codes, and between them and the elementbased mesh used in the FEM code. As described in Section 5, both URS/USC and SDSU/SDSC groups use a staggered-grid FD technique, fourth order in space and second order in time, whereas CMU/PSC uses an octree-based FE mesh, second order in both space and time. In theory, and provided they use a sufficiently refined grid and mesh, both methods are expected to yield satisfactorily approximate results. Fig. 18 depicts the mesh and grids used by each group. Here, one can see the difference between the unstructured implementation by CMU/PSC-in which mesh-size is tailored to shear velocity wavelength-and the regular grids of 100 and 200 m for SDSU/SDSC and URS/USC, respectively. As mentioned before, URS/USC uses a smaller domain than the other two and a different coordinate transformation-something that will be discussed ahead. The fact that the SDSU/SDSC grid is twice as fine as the URS/USC grid suggests that the former should yield a higher degree of accuracy than the former. The extra-refined SDSU/SDSC grid was created for a 1-Hz simulation. Such refinement is unnecessary for the field-variable discretization, given present simulation requirements of V smin = 500 m s −1 and f max = 0.5 Hz, for which a grid size of 200 m provides five points per minimum wavelength of the shear waves, which, as discussed in Section 5, is regarded as suitable for the staggered-grid FD technique used by the SDSU/SDSC and the URS/USC codes. On the other hand, a more refined discretization of the material properties distribution improves accuracy. For example, the tailored CMU/PSC mesh includes refinements in the soft-soil regions with element size down to 73.2 m, corresponding to more than 13 points per wavelength. As expected, a higher density of the nodal distribution seems to lead to an increase in accuracy. This can be observed from the results in Fig. 12 at the RUS station, located on an alluvial soil, for which the agreement between amplitudes of the Fourier transforms of the SDSU/SDSC and CMU/PSC synthetics at the higher frequencies is closer than with respect to the URS/USC synthetics.
Coordinate transformation
Also noticeable in Fig. 18 is the 'curvature' in the URS/USC grid plot due to differences in the schemes used to transform latitude and longitude into local x, y coordinates. CMU/PSC and SDSU/SDSC use a bilinear interpolation based on the four corners of the domain, while URS/USC uses a spherical transformation based on the dimensions of the domain, its rotation with respect to north, and the location of the middle point of the domain at the surface. All three groups' domains are, in fact, rectangular prisms (or cuboids) in their own local coordinate systems, but when seen from another coordinate system, this difference surfaces. That is the case in Fig. 18 , which is plotted using the coordinate system of CMU/PSC and SDSU/SDSC. We believe that since each group is self-consistent when feeding the model or extracting data from it, no major discrepancy should result from this 'curvature' issue. It, however, implies that, depending on the model used as reference, waves travelling from one end of the domain to the other, will be seen as doing so along a curved line rather than a straight one in a different model. That curvature, however, is of only a fraction of a degree (<0.48 • ). We believe discrepancies attributable to this effect to be negligible, as manifested by the matching P-wave arrival times in Figs 10 and 11.
Actual models and material properties
The three modelling groups use the same CVM-Etree as their common material model to query the properties to be used in their actual simulation models. However, because they have different nodal distributions as well as different number of points per wavelength, p, as illustrated in Figs 19 and 20, they actually query and retrieve information from the CVM-Etree at different locations and use this information differently in the construction of their respective Figure 18 . Depiction of the plan view at the free surface of the regular grids built for the two FDM codes and the octree-mesh generated by the FEM code, plotted in the x, y local coordinate system used by CMU/PSC and SDSU/SDSC. The mesh and grids shown here are just a representation of the actual ones. simulation models. This may be, perhaps, the main cause for the discrepancies between the various results. The CMU/PSC code assigns properties to elements rather than nodes. During meshing, a recursively adaptive procedure defines the element size based on the minimum V s value of 27 query-points in the cube that defines an octant-element (Fig. 19a) . Each element's set of properties (V p , V s , ρ) is then assigned as the corresponding average of these 27 query points. In contrast, in the FDM codes, values are extracted from the CVM-Etree for a predefined fixed regular grid of nodes (n x × n y × n z ), which are later manipulated to obtain the media parameters that will be used in the cell-nodes of the staggered-grid formulation (Olsen 1994; Graves 1996a) . The cell nodes, however, are not necessarily collocated on the same grid nodes (see Fig. 19b ); neither are their properties directly assigned as extracted from the CVM-Etree. That is because in the staggered-grid FDM approach, the properties are averaged arithmetically or harmonically (see Section 5) based on neighbouring cell-nodes to set their stress, Lamé and density values depending on the node's type (Fig. 19) . The effect of this mismatch between nodes, cells and elements, is that properties from the material model are neither extracted from the material model, nor assigned to the simulation models, at the exact same locations. Even if they were, since the averaging procedures are different, they would end up not being identical in any case. For homogeneous and quasi-homogeneous regions, or regions with gradual changes in properties, this situation is not a problem, but for highly heterogeneous and rapidly changing formations, as is the case here, this causes the actual simulation models to have different material structures. Fig. 20(a) shows slices of the actual models for V s at the free-surface. Fig. 20(b) shows the difference of each slice of V s values with respect to the others. We detect minor (<200 m s −1 ) and moderate (<500 m s −1 ) differences spread in the central basins, and greater discrepancies (>500 m s −1 ) concentrated along the border that defines the Salton Trough region. This is due to the difference in grid size sampling locations and treatment of the retrieved material properties between the various computational models.
This comparison implies that in the central region the SDSU/SDSC model is slightly stiffer than the URS/USC model, and the CMU/PSC is slightly softer than the other two, whereas on the border of the Salton Trough area, the CMU/PSC model is stiffer than the SDSU/SDSC one, and the latter stiffer than URS/USC. This, however, is only at the free surface. We know that these relations do not necessarily hold at depth because properties for the different models 'change' with depth at different spatial ratesfrom their different resolutions and assignment rules. Therefore, truly identifying which model is stiffer or softer would require a similar comparison at different depths. Our experience is that, in the basins, the two FDM models end up being generally softer than CMU/PSC model-SDSU/SDSC being the softest of the three. This is supported by the results, which generally yield larger peak velocity and energy values for SDSU/SDSC (see Figs 10 and 11) .
Consequences of discrepancies in the actual material models are: (i) faster or slower surface waves within the basins and away from the fault as noted from the phases-this appears to be the case at observation points like DLA, USC, NOT, and USB and (ii) differences in the envelope of synthetics, in magnitude and shape-especially noticeable during the 50 s following first arrival of waves at stations like DLA and USB. Since the sampling differences affect primarily frequencies higher than the maximum frequency of interest (0.5 Hz) in the present verification exercise, and because the exact sampling depths and rate were in each case designed to capture approximately the local wavelengths, we believe these discrepancies to be minor-nonetheless, present. Additionally, we know these differences vanish with depth as the model gradients become less steep.
It should not go without mentioning that, though the Southern California model exhibits several sharp interfaces as shown in Figs 5 and 21, other basins around the world exhibit higher contrasts between the softer sediments and the underlying bedrocks. The Valley of Mexico represents an extreme example. Additional care would be required both in meshing and in the material grid parametrization of such situations. 
Non-planar source implementation
As mentioned in Section 3, the source that defines the ShakeOut earthquake scenario was designed by an interdisciplinary group led by the USGS (Jones et al. 2008) . This group first defined a static slip description of the fault, then computed a planar kinematic rupture, and finally mapped the kinematic source onto an adjusted version of the non-planar fault geometry defined in SCEC's CFMa triangular-elements 3-D-representation of California's faults geometry. The source was then provided to the simulation groups in the form of a collection of point sources that, as a set, define the complete rupture. As expected, the location of the point sources in the collection do not match exactly the geometry of the FDM grids, nor that of the FEM mesh. As a result, each group had to translate the characteristics of each point source into a convenient format. In the case of the FEM code, CMU/PSC converted each point source (double couple) that falls within a given element, into equivalent forces at the eight corner nodes of the element that includes the point source. In the case of the FDM codes, this is done by inserting a moment rate source as an extra component to the stress tensor of each cell. In principle, all three approaches are equivalent. For a single point source and for an embedded extended source in a layered medium, differences in ground motion at the free surface (away from the source) are small . The similarity of the results in Figs 10-12 suggests that this is true also for the more complex ShakeOut scenario. There is, however, the fact that both approaches try to represent a dislocation by approximating it as a sudden change in the continuum. As stated, this should have no effect away from the source, where the numerical approximation moves closer to the exact solution as one moves away from the fault. However, very near to the fault, the differences in grid and mesh resolutions may become a key factor and thus a possible explanation for the minor discrepancies observed at stations NSS, SVD and LEV (Figs 10 and 12 ).
Attenuation
As we saw in Section 5, both for URS/USC and SDSU/SDSC, the anelastic attenuation was modelled using the relations Q s = 50V s and Q p = 2Q s (V s given in km s −1 ), whereas CMU/PSC uses a general value of Q = 50V s that does not explicitly distinguish between P and S waves.
The URS/USC and SDSU/SDSC implementations consist of the coarse-grained representation of a discrete relaxation spectrum approximating frequency-independent Q, introduced by Day & Bradley (2001) ; in the case of URS/USC, further refinement was adopted following the improvements for low values of Q proposed by . In this scheme, the model is characterized by a logarithmic attenuation function 1/Q(ω), where ω is the frequency in radians per second. This function is assumed to be known within a bandwidth of interest (ω min , ω max ). The lower and upper cutoff frequencies, ω min and ω max , are set such that attenuation below and above them can be ignored. The choice of these limits is guided by the desire to have Q effectively constant over some bandwidth that includes the simulation bandwidth. The attenuation model renders the elastic moduli (and therefore the wave speeds) frequency dependent, with unrelaxed (i.e. infinite frequency) limiting values appearing explicitly in the FDM solvers. This physical dispersion raises the issue of how these frequency-dependent quantities are related to the velocities extracted from the CVM-Etree. We assume that the CVM wave speeds are to be interpreted as phase velocities at a reference frequency ω 0 lying within the target bandwidth of the simulations. A second issue is then how the unrelaxed moduli are calculated from the reference-frequency values. SDSU/SDSC calculates the unrelaxed moduli from the reference-frequency values using expressions given by Day & Bradley (2001) , while URS/USC uses a more elaborate procedure based on that is equivalent to the SDSU/SDSC procedure for moderate values of Q, but more accurate for very low Q. Each procedure takes into account the upper absorption-band limit ω max . The differences between these two implementations should be negligible for values of Q larger than the lowest Q of 25 (for V smin = 0.54 km s −1 ) used in this study, provided both codes use the same reference frequency, and provided the upper absorption-limit frequencies used (even if they are different from each other) are both well above the upper bandwidth target of the simulations. Both URS/USC and SDSU/SDSC used the following values for the limit and reference frequencies (in Hz): f min = 0.01 Hz, f max = 25.0 Hz and f 0 = 0.5 Hz. Traditionally, a value of f 0 = 1 Hz has been used in many seismological applications (Aki & Richards 1980) . It seems natural to take some frequency within the seismic band as the reference frequency, since that is where the velocity model has actually been determined. Here, we have selected f 0 to be the upper valid limit of the simulation, implying that the frequencies below that value will have velocities slightly slower than those extracted from the CVM-Etree. On the other hand, the selection of f min and f max is based on our desire to have a Q that is effectively constant over a broader bandwidth than the desired for our simulation, while keeping f min < f 0 < f max , and satisfying other practical considerations regarding the finite dimensions of the grid and the time-step of the simulation (see Day & Bradley 2001) .
The CMU/PSC implementation uses Rayleigh damping, a form of viscous damping, in which the discretized element viscous damping matrix is expressed as a weighted sum of the mass and stiffness matrices; that is, C = αM + βK, where M and K are the mass and stiffness matrices of each element, and α and β are coefficients determined from 1/Q(ω) = α/ω + βω using least squares over a selected bandwidth (ω 1 , ω 2 ), in order to minimize the difference of 1/Q(ω) with respect to the constant target value 1/Q = (50V s ) −1 (Bielak et al. 1999) . This approach has been successfully used in the past in similar applications (e.g. Bielak et al. 1999) . Because 1/Q(ω) behaves as 1/ω for small frequencies and as ω for large ones, we have found that this model works well for small bandwidths (e.g. f ≤ 1 Hz) and small values of α and β ( 1), like the ones considered here, though it will need to be modified for future cases with wider bandwidths of interest. For the present simulation, f 1 = 0.2 f s max = 0.1 Hz and f 2 = f s max = 0.5 Hz, where f s max is the simulation upper frequency limit. In Rayleigh's damping there is no concept of a maximum frequency as understood in the coarse-grained approach, and there is no recentring of the material values. The method assumes that the media values extracted from the CVM-Etree correspond to the case without attenuation. The variability of the moduli with frequency is adjusted implicitly by the introduction of the viscous damping term Cu into the FE semi-discretized equations of motion, whereu is the nodal velocity.
The behaviour of 1/Q with frequency for the two attenuation models adopted by the simulation groups is depicted in Fig. 21 . We see how the approach adopted by the FDM codes adjusts the unrelaxed modulus such that the frequency-dependent modulus conforms to the CVM-Etree target at the reference frequency and over a wide range of frequencies around it. The approach in the FEM code is to minimize the error around the target value within a prescribed frequency band. Given that the simulation is aimed to be valid within a limited bandwidth, the discrepancies between these two approaches are expected to occur mainly at the lower portion of such band ( f < f 1 ). Since the energy of the ground motion is concentrated above that threshold ( f > f 1 = 0.1 Hz), as can be seen from the spectra in Fig. 12 , we do not expect this to be a major factor in the discrepancies. Both intrinsic attenuation models are introduced to represent the dispersion of the prescribed physics. Because of their different nature, the relevant issue is to determine the relative dispersion between the different attenuation models. Our simulations suggest that the physical dispersion is negligible within the bandwidth of interest. This can be seen by comparing the anelastic results with those for the purely elastic case. simulation group. At this location, the effects of attenuation are quite significant on the amplitude of the ground motion with either attenuation model. Yet, we observe little to almost no dispersion. This can be seen by comparing the values of the phase misfit shown in the top three panels between the elastic and anelastic synthetics from each group with the corresponding values of PM across simulations, shown separately for the elastic and anelastic cases in the bottom two panels. We first observe that the differences in PM between the different simulations of the anelastic case are somewhat smaller than for the elastic problem. This suggests that for our test case the intrinsic attenuation does not introduce an additional numerical error over that of the purely elastic model. In addition, the values of PM between the elastic and anelastic simulations shown in the top three panels are generally smaller than the corresponding values in the bottom two. This, in turn, suggests that the discrepancy in phase due to the physical dispersion is smaller than the numerical dispersion observed between the simulations from the three different groups. Fig. 22 also compares the three groups' purely elastic synthetics for the same station all together. It is noteworthy from the two lower panels that the differences between the individual elastic synthetics, both in amplitude and phase, are of the same order, or even greater than the corresponding differences for the anelastic simulationas inferred from the EM and PM minimum and maximum values obtained for the different combinations and shown to the right of the panels. This strengthens the indication that the observed differences between the individual simulations are due primarily to numerical integration of the governing equations of motion and discretization of the material model, and not to the different anelastic models. As a confirmation, we also tested cases with the two FDM codes with different reference frequencies and found that a difference of a factor of 2 in f 0 would yield a relative dispersion of only 0.2 per cent, albeit with larger differences in amplitudes. Lastly, observe that the effect of anelastic attenuation is most prominent for the surface waves (∼110-130 s). The difference in the maximum amplitude between the elastic and anelastic waves is on the order of 100 per cent. This corresponds to values of EM >1. This and other differences between the elastic and anelastic results are of interest to ongoing studies dedicated to the analysis of the physics of this and similar simulations in the region.
Boundary conditions

Free-surface
The numerical solution of the discretized equations of anelastic wave propagation must satisfy a traction-free boundary condition on the free surface. This condition is satisfied naturally in the FEM; convergence to the exact zero-traction with decreasing mesh size is of the same order as for stresses within the domain. In the FDM, however, the traction-free condition needs to be imposed explicitly. The codes that use the velocity-stress staggered-grid FDM formulation have adopted an explicit formulation that requires two (virtual) grid planes above the free surface, half grid point apart vertically, and thus offers two different possibilities for its implementation (Levander 1988; Graves 1996a) . The first plane is collocated at the normal stress positions, and the second one is at the xy and yz stresses. Following the Gottschammer & Olsen (2001) notation, they are, respectively, called FS1 and FS2. URS/USC uses the FS1 implementation and SDSU/SDSC uses FS2. While both formulations have proven to be accurate, differences between them and with respect to the exact solution are possible. Moreover, in recent years other more accurate representations of the traction-free boundary conditions have been developed Moczo et al. 2007 ). Here we limit ourselves to the methods we have implemented and used.
Motivated by a preliminary test in which they found that synthetics computed using the two different boundary conditions showed some differences, Gottschammer & Olsen (2001) investigated the misfit between FS1 and FS2 with respect to the exact solution of a point source in a uniform half-space. They found FS1 to be more accurate for the horizontal components of motion, whereas FS2 to yield smaller misfits for the vertical component. They also found FS2 to be generally more accurate than FS1 near the epicentre. The misfits found by Gottschammer & Olsen (2001) between FS1 and FS2 for the homogeneous half-space are of the order of 10 per cent, similar to those we observe in our comparisons.
Absorbing Boundaries
Each simulation group used different absorbing boundary conditions to limit the spurious reflections at the truncation boundaries. CMU/PSC used a plane-wave approximation represented by viscous dampers for P and S waves (Lysmer & Kuhlemeyer 1969 ). Similar treatment is followed by URS/USC, where a parabolic plane-wave approximation associated with a simple P-and S-wave decomposition for the particle-velocity components is considered, after Clayton & Engquist (1977) . In contrast, SDSU/SDSC uses a more accurate implementation based on the multi-axial perfectly matching layers (M-PML) adapted from the original formulation in electromagnetism by Berenger (1994) and its implementation in a staggered grid by Marcinkovich & Olsen (2003) .
While the reflected waves are generally small compared to the outgoing waves, a careful analysis of snapshots of the wavefields and synthetic seismograms reveals their presence late in the simulations. These spurious reflections only affect areas near the edges of the simulation domains. The clearest cases of artefacts from the boundaries are found near the NW (left-hand) boundary, enhanced by rupture directivity and wave guide effects for the northwestward rupture propagation. This is illustrated in Fig. 8 , where such artefacts occur at 150 s for the smaller simulation domain of URS/USC and at 180 s for the larger domains of CMU/PSC and SDSU/SDSC. These artefacts are on the order of only 2 per cent of the PGV and while present, they are a minor source of error. In particular, they do not affect the envelope and phase misfits between the different groups synthetics presented in our study. Table 2 summarizes the selection of parameters made by each group to output the results. For the free surface wavefield-used for presenting regional results, for example, Figs 8 and 9-each group recorded the ground motion on a regular grid, at a larger t than that required for the simulation, that is, every n simulation time-steps. Two of the groups used the same output t as the simulation t for the selected locations used for comparison. As shown in the table, all three groups used a different spatial resolution. Discrepancies caused by the different spatial resolutions or mismatching time step are visible only at high definition plots and are typically of minor importance. These parameters, however, do more evidently affect the comparison of synthetics at selected locations. Both URS/USC and SDSU/SDSC extract the signals at the nearest point of their respective regular grid. This introduces an error that depends on the distance from the station to the nearest gridpoint. On the other hand, the CMU/PSC scheme interpolates at run-time within the FE that contains the point of interest. In either case, the worst scenario would be when the point of interest is in the middle of a cell or element. When one compares all possible cell corners graphically, there is no visible difference, but if one runs a check using the misfit Fig. 15 , it will reaffirm the notion that the existence of an original misfit carried on from the differences in the implementations makes the phase discrepancies almost negligible, and the envelope misfit less significant.
Data extraction
Data manipulation
Last but not least, is the manipulation of data during the pre-and post-processing phases. In the pre-processing phase of earthquake simulations, we use two major input sets of data: (i) the source description and (ii) the material model. We have already shown how both get affected by each independent implementation based on the difference between the grids and mesh. In addition, in the pre-processing phase, the collection of slip-rate functions that define the source are low-pass filtered and resampled by each group at their convenience, to satisfy the simulation parameters and numerical requirements, and to acquire information from their respective models. During the post-processing phase, in order to apply the verification metrics discussed in Section 6.2, we needed to have all synthetics with a common t and frequency bandwidth. Thus, we bandpass filtered and resampled the results again. The bandpass filtering was done using a zero-phase trapezoidal Ormsby filter with two ramps, one high-pass ramp at the zero end and a low-pass ramp at the f max end. Besides having a common bandwidth, the high-pass filter was applied to eliminate numerical errors from the integration of synthetics needed for comparisons with the goodness-of-fit criterion, and the low-pass filter was applied to avoid aliasing problems during resampling. Table 3 summarizes the filtering and resampling characteristics each group used in pre-processing the source and those that were used for all output sets during post-processing. In the pre-processing phase, each group used different filter parameters and resampled the source description to its respective simulation time-step. Both CMU/PSC and URS/USC used zero-phase filters. That was not the case of SDSU/SDSC where a delay of ∼7.5 s was introduced. This delay was then corrected in the postprocessing phase. Both CMU/PSC and SDSU/SDSC used larger values for their filters' corner frequencies because their meshes were designed to capture waves of frequencies higher than the 0.5 Hz limit imposed for the current simulation, while URS/USC kept the cut-off frequency at such limit. In order to examine the effect that these cut-off frequencies had on the actual source within Table 3 . Summary of filtering parameters applied in the pre-processing phase on the slip time-functions of the source description, and in the post-processing phase on the synthetics subjected to the verification metrics. Figure 23. Effects of pre-and post-processing filtering of input and output. The top row shows the effect on a randomly selected slip-rate function from the originals provided by USGS. The bottom row shows the final effect of pre and post-processing applied to synthetics as if it were applied to the source function. The vertical grey line in the spectra shows the upper frequency limit of the simulation, f max = 0.5 Hz. The bottom left-hand panel includes the maximum values of EM and PM obtained from comparing the three groups final slip-rate functions. their respective models, Fig. 23 (top panel) shows the slip-rate function of a point source (randomly selected from the collection defining the rupture), and the results of each group filter applied to it. Slight differences may be seen in the (peak) amplitudes and phases (of the initial jump). In this figure, and for all post-processing, we have shifted back (or recentred) SDSU/SDSC source function and synthetics so that we can focus in the actual discrepancies. Differences in the peak amplitudes are of the order of 1-2 per cent and in phases of about 1/2 to 1 t.
Considering that the simulation rupture consists of about 50 000-100 000 point sources for the individual groups, we think that this difference, though small for an individual source, may have accumulated over the entire rupture and contributed to the larger differences observed in the results. More important to our verification effort then, is to investigate the final effect in the synthetics used for the comparisons. Since our synthetics are not identical, it is difficult to isolate the effect of the filtering processes alone. We can, however, do it indirectly by applying the same filters we used in preand post-processing, to the input functions. Because the system is linear, the sum of the two filters applied to each set would have the same effect on the results as if we applied them to the input. Fig. 23 (bottom panel) shows the total effect of pre-and postprocessing low-pass filtering applied to the same slip-rate function as an alternative to understanding the overall effect on the synthetics. (We have not included the high-pass filter used during postprocessing because it has a common effect on all groups' synthetics and, as mentioned above, it was done only for signal-processing purposes, thus has no effects in the comparisons-as seen from Fig. 12 .) Fig. 23 shows that, after low-pass filtering in the post-processing phase, the difference between the groups' peaks is reduced to about 1 per cent, the difference in the phases remains on the order of 1/2 to 1 t. In terms of the misfit criteria, the corresponding single-value scores for this comparison are E M max = 0.013 and P M max = 0.011. This confirms our observations on the input. It also relates to the The ShakeOut scenario earthquake: Verification 401 synthetics compared in Fig. 10 , and the results presented in Fig. 14 , in that the final EM and PM scores carry an original misfit from the input, which is about 8 per cent and 12 per cent of the final average values presented in Fig. 15 (E M max = 0.17 and P M max = 0.09).
We have also compared the effect of filtering in the frequency domain and found that having applied the same filter in the post-processing phase is favourable to the comparison between CMU/PSC and SDSU/SDSC-which fall one on top of the otherbut affects the results of URS/USC because the filter applied during pre-processing by URS/USC also had a corner frequency of 0.5 Hz (which is the central frequency of the ramp of the filter applied during post-processing). This double filtering at 0.5 Hz may be one reason for the URS/USC synthetics to systematically show a lower content of energy in the highest frequencies of the bandwidth (Fig. 12 ).
C O N C L U D I N G R E M A R K S
We have presented the verification of results for the ShakeOut earthquake scenario obtained by three different simulation groups. One group used a FE approach and the other two staggered-grid FDs. We reviewed the concept of verification in the context of numerical simulations, applied it to earthquake simulations, and proposed an adaptation of the verification and validation paradigm. We reviewed the concepts of graphical verification and discussed why this type of verification for simulations of this kind, although appropriate as a first qualitative assessment, is insufficient for accurately estimating the level of agreement between two or more sets of results. To overcome this situation we employed two different methods (Anderson 2004; Kristekova et al. 2006) as a means to do a thorough verification of the results and implementations of the three simulation groups. Our results yield small misfit values according to the different criteria proposed by Kristekova et al. (2006) . On average, we observed an envelope misfit of 0.17 over 10 representative observation points for the three components of motion, and a misfit of 0.09 for the phases. On the other hand, according to the procedure proposed by Anderson (2004) , we obtained an overall average goodness-of-fit score of 9.37. This suggests that the agreement between the three sets may be regarded as remarkably good.
Despite these positive results, we investigated the possible causes of discrepancies and found that, although, in principle, we targeted the same problem using the same input data, some differences lay beneath the details of each group's implementation. Most of these differences were identified to be intrinsic to the methods-derived from the fact that the FE approach uses an element-based mesh while the FD approach uses a nodal-based grid structure, which have different resolutions and orders of convergence. This, in addition to the differences between the groups regarding the simulation domain geometric characteristics, resulted in dissimilar discrete representations of the material structure and different translations of the source description into the computational models used by each group, and caused noticeable differences in the velocity contrasts at the material interfaces of the structural computational models.
Although we believe that these are the major causes for differences between the three sets, we performed a comprehensive analysis, seeking to examine the way each group interprets, operates and manipulates the data. We examined how each group imposes absorbing and free-surface boundary conditions, as well as their implementation of intrinsic attenuation or damping. We also found that there are minor details related to filtering and extraction of data that may be additional causes of discrepancies. In particular, we observed that the different attenuation models and the pre-and post-processing of data, as well as the different approaches to the extraction of synthetics at particular locations, all carry on an intrinsic or original misfit that may account for up to 30 and 70 per cent of the final envelope and phase misfits, respectively. This leaves the difference between the mesh and grids structures, and its consequences for material model discretization, as the major source of discrepancies. Differences in the methods used to impose interface traction continuity conditions, and thus material contrasts, may also have played a role.
Based on the results of this verification, we conclude that in light of the complexity and size of the problem, and considering we use different methods and implementations, our results are in very close agreement, and our codes are sufficiently robust and reliable to conduct independent or complementary studies of ground motion modelling in large regions. Clearly, new developments in FD and FE methodologies will be gradually incorporated into our codes in time. We expect that the agreement between the corresponding simulations will thus become even closer.
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