When one wants to treat the time-harmonic Maxwell equations with variational methods, one has to face the problem that the natural bilinear form is not coercive on the whole Sobolev space H 1 . On can, however, make it coercive by adding a certain bilinear form on the boundary of the domain. This addition causes a change in the natural boundary conditions. The additional bilinear form (see (2.7), (2.21), (3.3)) contains tangential derivatives of the normal and tangential components of the eld on the boundary, and it vanishes on the subspaces of H 1 that consist of elds with either vanishing tangential components or vanishing normal components on the boundary. Thus the variational formulations of the \electric" or \magnetic" boundary value problems with homogeneous boundary conditions are not changed. A useful change is caused in the method of boundary integral equations for the boundary value problems and for transmission problems where one has to use nonzero boundary data. The idea of this change emerged from the desire to have strongly elliptic boundary integral equations for the \electric" boundary value problem that are suitable for numerical approximation 12], 13]. Subsequently, it was shown how to incorporate the \magnetic" boundary data and to apply the idea to transmission problems 3], 7], 5]. In the present note we present this idea in full generality, also for the anisotropic case, and prove coercivity without using symbols of pseudodi erential operators on the boundary.
Here ! is a constant, and " and are in general (3 3)-matrix valued functions which we assume to be in C 1 ( ). Further assumptions on " and will be made later on. All where ds is the surface measure on ?.
Green's formulas are (curlũ;ṽ) ? (ũ; curlṽ) = <ñ ũ;ṽ> (1.6) (divũ; ') + (ũ; grad ') = <ñ ũ; '> (1.7)
Thus the bilinear form a 0 is related to the di erential operator P by a 0 (Ẽ;F ) = (PẼ;F) ? <ñ ( curlẼ);F > + <s div "Ẽ;ñ "F > : (1.8) This leads to the well-known (see e.g., 9], 14]) weak formulations of the standard boundary value problems for the operator P : Let (1.12) From (1.8), we see that thenẼ satis es in the weak sense the natural boundary condition div "Ẽ = 0 on ? : (1.13) Similarly, the \magnetic" boundary value problem PẼ =f in ;ñ "Ẽ = 0 on ? (1.14) has the weak formulation: FindẼ 2 Y such that a 0 (Ẽ;F) = (f;F ) for allF 2 Y :
(1.15)
The natural boundary condition is n ( curlẼ) = 0 on ? : (1.16) It is well known (see 9], 11]) that, under suitable hypotheses on ", and s, the bilinear form a 0 is coercive on both subspaces X and Y of H 1 ( ). Thus both boundary value problems can be numerically approximated using nite element methods. Also the spectral theory for strongly elliptic boundary value problems is available and can be used for the analysis of the corresponding time-dependent problems.
The bilinear form a 0 is, however, not coercive on the whole space H 1 ( ). This causes problems, e.g., if the boundary value problems are to be solved by boundary element methods (see 12], 13], 1], 2]), or if corresponding transmission problems are studied 7] .
The boundary integral equations of the rst kind studied in 12], 13], 1], 2] are an elliptic system of pseudodi erential equations which, due to the non-coercivity of a 0 , is not strongly elliptic. In 1], 2], the problem was therefore treated as a saddle-point problem and a mixed nite element method for its solution was devised. In 12], 13], it was found that the system can be transformed into a strongly elliptic system which is then treatable by ordinary nite element methods. This transformation corresponds to a change in the natural boundary condition (1.13). This together with an analogous change in the other natural boundary condition (1.16) was shown in 3] for the case " = = s = 1 to correspond to a change in the bilinear form a 0 which makes it coercive over all of H 1 ( ).
Transmission problems in a more general, but isotropic case, are studied in 7] by boundary integral equation methods and in 5] for inhomogeneous problems by a coupling of boundary integral equation and nite element methods. In 7] , the strong ellipticity of the system of pseudodi erential operators is proved by computing their principal symbols.
In this paper, we prove the coercivity (strong ellipticity, G arding's inequality) for the modi ed bilinear form in the general case just by using Green's formula. Thus we need less regularity for the boundary ? than in 7] . There is even a result for polyhedra and piecewise C 1;1 boundaries.
In section 2, we begin with the simplest case " = = s = 1 and generalize this then to physically more meaningful isotropic homogeneous cases.
In section 3, we treat the anisotropic inhomogeneous case.
In section 4, we show corresponding results for piecewise smooth boundaries. The following well-known result is an easy consequence of Theorem 2.1.
Corollary 2.2 The bilinear form (curlũ; curlṽ) + (divũ; divṽ) is coercive on the subspaces X and Y ( see (1.9), (1.10)) of H 1 ( ).
Proof. From the de nition (2.7) it follows immediately that the two boundary terms in a 1 (ũ;ṽ) vanish if either u n = v n = 0 orũ > =ṽ > = 0 holds on ?. Thus In 7], the case = sj"j 2 was considered. In this case, the operator P (see ( The strong ellipticity of the system of boundary integral equations discussed in 7] can be inferred from Theorem 2.4 using the general theory of strongly elliptic transmission problems presented in 7, Section 2].
In Theorem 2.4, the possibility of complex constants and " was emphasized in order to include the important case of a perfect conductor. There > 0 and " = i =!, where > 0 is the conductivity. According to (2.22), we obtain a coercive bilinear form a 2 if we choose = ?i with 0 < =j"j and s = =j"j 2 . Another consequence of Theorem 2.4 is the possibility of solving the boundary value problems involving the Cauchy data (2.25) by boundary element methods using boundary integral equations of the rst kind 8].
Finally, one can use the coercive bilinear form a 2 for the numerical solution of an interface problem by a coupling of nite element and boundary element methods as explained in 4], 5], 6].
In all these cases, the set of Cauchy data determining the boundary conditions is not uniquely given by the bilinear form a 2 . If (w > ; w n ;~ > ; n ) are the Cauchy data forũ, wherew corresponds to stable and~ to unstable (natural) boundary conditions, then the condition is a 2 In any case, the mapping from the standard Cauchy data to the changed Cauchy data as well as the inverse mapping are given by tangential di erential operators.
The anisotropic case
The anisotropic case of Theorem 2.1 requires a new proof which then will also include the isotropic but inhomogeneous case. The proof follows 11] where the coercivity of the bilinear form a 0 on the space X is shown. We make the following assumptions: " and are selfadjoint positive de nite (3 3) matrix functions in C 1 ( ); " is real We see thatũ " ? = 0 holds if and only ifũ > ? = 0 holds. Thus the space X could be de ned in terms ofũ " instead ofũ > . For scalar ", we haveũ " = s"ũ > .
Instead of the normal component u n =ñ ũ, we need here the conormal component n "ũ, and we de ne the space Y as in (1.10). Proof. Let a 0 be de ned as in (1.5). Then, according to (1.8) The terms (d j (ũ);ũ) can be estimated by
for any > 0. Thus they do not disturb the coercivity. From (3.4){(3.9) we obtain Re a 0 (ũ;ũ) kũk 2 H 1 ( ) ? ckũk 2 L 2 ( ) + Re f <?sñ ( curlũ);ũ> + <s div "ũ;ñ "ũ> (3.10) ? <s(ñ " grad)"ũ;ũ> g :
We have to show that the boundary terms on the right hand side of (3.10) coincide up to compact terms with the negative of the boundary terms in the de nition (3.3) of a 3 . We denote by r 1 , r 2 , etc., expressions containing derivatives of ", s andñ, but no derivatives ofũ. Then for the terms < r j (ũ);ũ > , we will have estimates similar to (2.15) above, hence these compact terms will not disturb the validity of G arding's inequality. From (3.5) above we obtaiñ n ( curlũ) =ñ ((" grad) ("ũ)) + r 1 (ũ) = (" grad)(ñ "ũ) ? (ñ " grad)("ũ) + r 2 (ũ):
This gives for the boundary term <?sñ ( curlũ);ũ> + <s div "ũ;ñ "ũ> ? <s(ñ " grad)"ũ;ũ> = <s div "ũ;ñ "ũ> ? <s grad(ñ "ũ); "ũ> ? <r 2 (ũ);ũ> (3.12) = <div > (s"ũ) > ;ñ "ũ> ? <grad > (ñ "ũ); s("ũ) > > + <r 3 (ũ);ũ> :
In the latter equality we wrote "ũ = ("ũ) > +ñ(ñ "ũ) in the second term and used the de nition (2.3) of div > which shows that the terms <s@ n ("ũ) n ; ("ũ) n > cancel. Now the form of the boundary terms achieved in (3.12) is already similar to those in the de nition (2.7) of a 1 . In fact, for s = " = 1, they coincide with those in (2.7). We could have de ned a 3 using the boundary terms from (3.12) which are simpler in form than those of (3.3), and they contain only tangential derivatives, too. We would not consider this satisfactory, however, because the tangential components ("ũ) > appearing in (3.12) also contain the normal component ofũ. Thus it is not true in general that the boundary terms in (3.12) vanish on the space X. By de nition ofũ " and (3.5) we havẽ and this coincides with the negative of (3.12) up to compact terms. Therefore, taking (3.10), (3.12) and (3.15) together, we obtain the desired G arding inequality for a 3 .
Polyhedra and piecewise smooth domains
In this section we want to show that all previous theorems remain true for piecewise smooth domains.
By a piecewise smooth domain we mean here the image of a polyhedron in I R 3 under a C 1;1 mapping. The statement needs some explanation, because on a piecewise smooth domain the tangential and normal components of even a smooth vector eld are in general discontinuous and therefore the tangential derivatives appearing in the de nitions of the various bilinear forms need to be explained. Of course, also the proofs as given above will not work, because one of the main tools, namely the extension of the normal vector eld n to a neighborhood of ?, is in general not available.
The piecewise smooth boundary ? is, however, composed of smooth (C 1;1 ) faces ? The rst Green formulas (1.6), (1.7), (1.8) are, of course, valid for any Lipschitz domain. The only formula that is de nitely not true in general is the formula (2.5) for partial integration on the boundary.
Instead of repeating the proofs of all the theorems for piecewise smooth domains, we present a stronger version of Theorem 2.1 for the case of a polyhedron and leave its generalization to C 1;1 images of polyhedra as well as the generalizations of Theorems 2. Since the bilinear form a 4 coincides with a 0 (ũ;ṽ) = (curlũ; curlṽ) + (divũ; divṽ) on the subspaces X and Y of H 1 ( ), one obtains as a corollary that a 0 is coercive over X and Y for every polyhedron (and then also for every piecewise smooth domain ). One must be careful, however, not to mistake this coercivity result for a regularity result.
It is, in general, for polyhedral , not true that every distributionũ 2 L 2 ( ) for which curlũ 2 L 2 ( ) and divũ 2 L 2 ( ) hold and eitherũ > = 0 orñ ũ holds on ? (so that a 4 (ũ;ũ) = a 0 (ũ;ũ) = k curlũk 
