ABSTRACT This paper studies the distributed fusion estimation problem for a class of time-varying systems with bounded nonlinearities, where nonlinear terms are considered under two different cases. By using matrix analysis approach, each local estimator with time-varying gain is designed by minimizing an upper bound of the square error of the estimator. Based on the obtained local estimators, the distributed fusion estimators are designed by establishing a class of convex optimization problems. Notice that the designed local estimators and fusion estimators are stable, and the established convex optimization problems can be easily solved by standard software packages. Localization of a mobile robot is given to demonstrate the effectiveness of the proposed methods.
I. INTRODUCTION
As one of the important issues in information fusion, multi-sensor fusion estimation has attracted considerable research interest during the past few decades [1] - [4] . The goal of multi-sensor fusion estimation is how to best utilize local sensor measurements for estimating a process. To achieve this goal, many fusion estimation methods have been developed in the literatures (see [5] - [13] , and the references therein). Notice that information fusion estimation can potentially improve estimation accuracy and enhance reliability and robustness, and thus various fusion estimation methods have been widely applied in military and civilian fields, such as target tracking and navigation [1] , cyber-physical systems [14] , [15] , unmanned aerial vehicle localization [16] , biomechatronics [17] and wireless sensor networks [18] - [20] . Particularly, there mainly exist two fusion estimation structures: centralized fusion structure and distributed fusion structure. Compared with the centralized fusion structure, the distributed fusion structure is more robust and reliable, and has stronger fault-tolerance [5] . In this sense, distributed fusion structure provides an attractive alternative to study fusion problems.
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For the linear systems with Gaussian noises, there are many fusion estimation methods to solve this problem, and one typical method is the Kalman fusion estimation strategy (see [5] - [12] ). This class of fusion estimation methods are assumed to completely know the statistical properties of noises (e.g., covariance). However, the accurate covariance is difficult to be obtained in a practical system, and in most cases, the disturbance noise is not Gaussian. To overcome the above drawbacks, the energy-bounded noises with unknown statistical property are considered recently, and the H ∞ fusion estimation methods have been developed in [21] - [26] . Furthermore, when considering the energy-bounded noise and Gaussian noise with unknown covariance simultaneously, the mixed H 2 /H ∞ fusion estimation methods were presented in [13] and [27] . As pointed out in [28] , the energy-bounded noise w(t) is a special case of bounded noises, and the noise w(t) = 0 may always exist at each time in practical systems. Thus, the networked fusion estimation problem under bounded noises was discussed in [28] , where a novel idea was proposed in this work to design state estimators against bounded noises.
In fact, most of practical systems need to be described by nonlinear models, and thus different fusion estimation algorithms for nonlinear systems under Gaussian white noises have been presented in the literatures (see [16] , [17] , [29] - [33] , and the reference therein).
Particularly, the linearized fusion estimation algorithm was proposed in [29] by the extended Kalman filter. Based on the unscented transformation, the sigma point information fusion filtering algorithm and the unscented information fusion filtering algorithm were derived in [30] and [31] . Recently, the fifth-degree ensemble iterated cubature square-root information filter was proposed in [17] to design nonlinear fusion estimation algorithm. Notice that the works mentioned above assumed that the disturbances were the Gaussian white noises with known covariances. However, this assumption is not always satisfied in practical applications. When considering non-Gaussian noises in nonlinear fusion estimation framework, the consensus and Rao-Blackwellized fusion particle filtering algorithms were designed in [34] and [35] , where the probability density function was required to be known. Although the particle filtering method can solve the problem of nonlinear fusion estimation, the corresponding computational cost is large, and the estimation performance may not be guaranteed. Moreover, when w(t) is only a time-varying bounded noise, the above methods cannot solve this problem. Though a fusion estimator was designed in [36] for a class of nonlinear systems under bounded noises, the stability problem was not completely solved and the designed fusion method can only be applied to partial nonlinear systems.
Different from the modeling strategies in [16] , [17] , and [29] - [36] , the nonlinear dynamical process is proposed in this paper to be modeled by the combination of time-varying linear terms and bounded nonlinear terms, which can provide a new insight to design fusion estimator of nonlinear systems. Motivated by the aforementioned analysis, the distributed fusion estimation problem will be studied for time-varying systems with bounded nonlinearities, and any statistical properties of noises are not required to be known. We consider two different nonlinear terms: i) The nonlinear function is bounded; ii) The first order partial derivative of nonlinear function is bounded. The main contributions of this paper are summarized as follows: i) Two different modeling methods are proposed to deal with the nonlinear terms, and the corresponding forms of local estimators are presented; ii) Compared with the noise assumptions in [16] , [17] , and [29] - [36] , the addressed noises do not require any statistical information, and the bounds of noises are also not required to be known. Thus, the noise assumption in this paper is more easily satisfied for practical systems; iii) To deal with the bounded noises, an upper bound of square error (SE) of the local estimator or fusion estimator is obtained by using the matrix analysis approach. By minimizing the obtained upper bound, each local estimator gain and distributed fusion criterion are obtained by solving different convex optimization problems. Notice that the solutions to the convex optimization problems can be directly obtained by using MATLAB LMI ToolboX. Finally, the localization of a mobile robot is given to demonstrate the effectiveness of the proposed methods.
Notations: The superscript T represents the transpose, while I represents the identity matrix with appropriate dimension. X > (<)0 denotes a positive-definite (negative-definite) matrix, diag{·} stands for a block diagonal matrix. ||A|| 2 represents 2-norm of the matrix A, while the symmetric terms in a symmetric matrix are denoted by * . col{a 1 , . . . , a n } means a column vector whose elements are a 1 , . . . , a n .
II. PROBLEM FORMULATION
Consider a class of nonlinear systems described by the following discrete-time state-space model:
where x(t) ∈ R n is the system state, y i (t) ∈ R q i is the measured output from the sensor i, and L is the number of sensors. A(t), B(t), (t), C i and D i are time-varying/constant matrices with appropriate dimensions. w(t) and v(t) are the bounded noises, i.e.,
where δ w and δ v are not required to be known in this paper. In the system (1), f (x(t)) = col{f 1 (x(t)), . . . , f n (x(t))} ∈ R n is a nonlinear term with respective to x(t). Then, we will consider the following two cases:
• Case II: Each nonlinear function f i (·) is continuous and its first order partial derivative is bounded, i.e.,
where ς 
A. MODELING METHOD UNDER CASE I
Under the condition (4), the nonlinear term f (x(t)) is viewed as a bounded noise. Then, let
Thus, (1) is rewritten as follows:
Based on the measurements {y i (1), y i (2), . . . , y i (t)}, each local estimatex F i (t) is given bŷ
where the time-varying estimator gain K F i (t) is to be designed. Define
Then, each local estimation error e F i (t) = x(t) −x F i (t) is obtained as follows:
Subsequently, the distributed fusion estimator (DFE)x F (t) is given by:x
where i (t) is the weighting matrix satisfying
i (t) = I . In this case, the fusion estimation error e
B. MODELING METHOD UNDER CASE II
Under the condition (5), each local estimatex S i (t) is proposed to be given bŷ
where K S i (t) is to be designed. Let
Then, from (1) and (13), the local estimation error e S i (t) is calculated by:
According to the Taylor formula, there must exist a 0
where
Then, it follows from (16) that
It can be concluded from (5) that ϒ(t) is a bounded matrix, and thus ϒ(t) can be divided into the following form:
where M and N are determined by the parameters ς
. Then, it follows from (13), (17) and (19) that (20) where
Based on the local estimate (13), the DFEx S (t) under the condition (5) is given by:
C. PROBLEM OF INTERESTS
According to the modeling methods in subsections A and B, the problems to be solved in this paper are described as follows:
• Under the Case I, the aim is to design K F i (t) in (8) such that an upper bound of the square error (SE) ofx F i (t) is minimal at each time, and the SE ofx F i (t) is bounded as t goes to ∞. Then, optimal weighing matrices (11) will be designed such that an upper bound of the SE of the DFEx F (t) is minimal at each time.
• Under the Case II, the aim is to design K S i (t) in (13) such that an upper bound of the SE ofx S i (t) is minimal at each time, and the SE ofx S i (t) is bounded as t goes to ∞. Then, optimal weighing matrices i (t) (22) will be designed such that an upper bound of the SE of the DFEx S (t) is minimal at each time. Remark 2: Consider each measurement equation described by the following model:
where g i (x(t)) is a nonlinear function with respective to x(t). When g i (x(t)) satisfies the condition (4) or (5), the result in Theorem 1 or 2 can be easily extended to the above case.
III. MAIN RESULTS
Before deriving the main results, we give the following lemma which will be used later. In this subsection, the estimator gain K F i (t) in (8) and the weighting matrices i (t)(i = 1, · · · , L) in (11) will be presented in Theorem 1.
For a given µ i (0 < µ i < 1), the optimal estimator gain K F i (t) can be obtained by solving the following convex optimization problem:
whereB (t) andD i are defined in (9) . Under this case, the SE ofx F i (t) is bounded, i.e., there exists a positive scalar p i > 0 such that
Moreover, for a given α > 0, the optimal weighing matrices
are obtained by solving the following convex optimization problem:
where (t), A F (t) and B F (t) are defined by (24) . Proof 1: See the proof in Appendix A. Based on Theorem 1, the computation procedures for the DFÊ x F (t) can be summarized as Algorithm 1, and the distributed fusion workflow of Algorithm 1 is shown in Fig. 1 .
Algorithm 1
For the Given µ i (i = 1, . . . , L) and α 1
Remark 3:
In Theorem 1, the condition ''0 < χ i1 < 1'' is used to guarantee the boundedness of the SE of the local estimatorx F i (t). Meanwhile, it follows from (46) that e T F o (t)e F o (t) ≤ λ max ( T (t) (t))e T F (t)e F (t). This implies that the fusion estimation error must be bounded for all cases of weighing matrices. Thus, when designing the DFEx F (t), we do not need the similar condition ''0 < α < 1.'' On the other hand, the parameters µ i and α are adjustable, and can affect the estimation performance. However, how to determine the optimal µ i and α is difficult.
B. SOLUTION OF CASE II
In this subsection, the estimator gain K S i (t) in (13) and the weighting matrices i (t)(i = 1, · · · , L) in (22) will be presented in Theorem 2.
Theorem 2: Define
For a given ϕ i (0 < ϕ i < 1), the optimal estimator gain K S i (t) can be obtained by solving the following convex optimization problem:
where A S i (t) and B S i (t) are defined in (21) . Under this case, the SE ofx S i (t) is bounded, i.e., there exists a positive scalar p s i > 0 such that
Moreover, for a given β > 0, the optimal weighing matrices i (t)(i = 1, · · · , L) are obtained by solving the following convex optimization problem:
where A S (t), B S (t), B L (t), N L and (t) are defined by (28) . Proof 2: See the proof in Appendix B. Based on Theorem 2, the computation procedures for the DFEx S (t) can be summarized as follows:
Remark 4. On one hand, the convex optimization problems (25), (27) , (29) and (31) are established in terms of linear matrix inequalities, and thus they can be directly solved by the function ''mincx'' of MATLAB LMI Toolbox [37] . On the other hand, the dimensions of the matrix inequalities in (29) and (31) are dependent on the number of sensors (i.e., L). When L is large, the corresponding convex optimization problem may not be easily solved by MATLAB LMI Toolbox. In this case, how to design dimensionality reduction method will be a challenging problem.
IV. SIMULATION EXAMPLES
Consider an unicycle-like mobile robot with two driving wheels, mounted on the left and right sides of the robot, with their common axis passing through the center of the FIGURE 2. The mobile robot [38] .
robot (see Fig. 2 ). Localization of this mobile robot in a two-dimensional space requires knowledge of the coordinates of the midpoint between the two driving wheels and of the angle between the main axis of the robot and the direction. The kinematic model of the unicycle robot is described by the following equations [38] :
where s x (t) and s y (t) are the coordinates of the main axis midpoint between the two driving wheels, θ(t) is the angle between the robot forward axis and the X-direction. ϕ(t) and φ(t) are, respectively, the displacement and angular velocities of the robot. Then, the continuous-time system (32) can be discretized to the following system:
where T is the sampling period. Since T ϕ(t) and T φ(t) are the system inputs, it is assumed in the simulation that they can be taken as:
where ρ r (t)(∈ [0, 1]) is a random variable that can be generated by the function ''rand'' of Matlab. Define x(t) = col{s x (t), s y (t), θ(t)}. When considering the noise disturbance in the unicycle robot, the system (34) can be rewritten as:
where Then, there are two sensors monitoring the dynamical process of this robot, and the measurement equations are described by the model (2) with the following parameters:
Moreover, the bounded noises w(t) in (1) and v(t) in (2) are taken as:
where ρ r (t) is defined in (34) . Notice that
which means that the condition (4) in Case I and the condition (5) in Case II are all satisfied in this example. Therefore, Algorithm 1 and Algorithm 2 can be applicable to the localization of this robot system. Particularly, under the Case II, M and N in (19) are obtained from (39) as follows:
In the simulation, µ i , ϕ i , α and β are taken as:
The aim is to obtain the robot's location in X-Y plane according to Algorithms 1 and 2. By using Algorithm 1, the trajectories of the mobile robot and the corresponding fusion estimation values in X-Y plane are plotted in Fig. 3 , which shows that the designed DFEx F (t) can estimate the robot trajectory well. Since the estimation error is random due to the random variable ρ r (t), the mean square error (MSE) is used to assess the estimation performance by the Monte Carlo method [1] . For example, when considering the MSE of the first local estimatex F 1 (t), the corresponding MSE at time t is defined by:
where N denotes the number of runs of algorithms. Then, the MSEs of the local estimatesx F i (t)(i = 1, 2) and the DFEx F (t), which are calculated by an average of 300 runs of Monte Carlo method, are plotted in Fig. 4 . It can be seen from this figure that the fusion estimation precision of the DFEx F (t) is higher than that of each local estimate, which implies that the proposed fusion estimation method can indeed improve the positional accuracy for this mobile robot system. By using Algorithm 2, the trajectories of the robot and the corresponding fusion estimation values are plotted in Fig. 5 , and this figure also shows that the designed DFEx S (t) can estimate the robot trajectory well. Then, the MSEs of the local estimatesx S i (t)(i = 1, 2) and the DFEx S (t), which are calculated by an average of 300 runs of Monte Carlo method, are plotted in Fig. 6 . It can be seen from this figure that the fusion estimation precision of the DFEx F (t) is higher than that of each local estimate, which is as expected for the proposed fusion estimation method. Moreover, the MSEs of the DFEsx F (t) andx S (t), which are calculated by an average of 300 runs of Monte Carlo method, are plotted in Fig. 7 . This figure implies that, for this example, the fusion estimation performance of thex F (t) given by Algorithm 1 is better than that of thex S (t) given by Algorithm 2 in most cases.
V. CONCLUSIONS
In this paper, the distributed fusion estimation problem has been investigated for time-varying systems with bounded nonlinearities and noises. Two different modeling methods were proposed to deal with the nonlinear terms, and each local stable estimator was obtained by solving a class of convex optimization problems. Subsequently, the convex optimization problem on the design of an optimal weighting fusion criterion has been established in terms of linear matrix inequalities, which can be solved by MATLAB LMI Toolbox. Finally, the localization of a mobile robot was given to demonstrate the effectiveness of the proposed fusion estimation methods. Particularly, the simulations show that the multi-sensor fusion estimation approach can effectively improve the positional accuracy as compared with the single-sensor state estimator.
On the other hand, how to design nonlinear estimation methods for more general nonlinear systems still remains challenging and will be one of our future works. In addition, when each sensor sends its message to the fusion center over communication networks, communication uncertainties including delays, packet losses, bandwidth constraints and cyber-attacks are difficult to be avoided. In this case, how to design networked fusion estimation based on the framework of this paper will be our another future work.
APPENDIX A THE PROOF OF THEOREM 1
Proof 3: It follows from (10) that
where χ i2 (t) > 0, P i (t) > 0 and
According to the Schur complement lemma [37] , the first matrix inequality in (25) is equivalent to Z i (t) < 0. In this case, it is concluded from (41) that when the first matrix inequality in (25) holds, one has J i (t) < 0, i.e., 
Since P i (t) > 0, it can be obtained that
Meanwhile, it follows from the second inequality in (25) that
Combining (42-44) yields that (t + 1)e F i (t + 1) at time t + 1, only two parameters χ i1 (t) and χ i2 (t) can be optimized to determine the gain K F i (t). In this case, the weight µ i (0 < µ i < 1) is introduced to model the optimization object. Moreover, the result (26) can be obtained by the similar derivation of Theorem 1 [28] .
Define e F (t) = col{e F 1 (t), . . . , e F L (t)}. Then, it follows from (10) and (12) that
where A F (t), B F (t) and (t) are defined by (24) . Under this case, for a matrix P(t − 1) > 0, it is derived from (46) that
By using the Schur Complement lemma, J o (t) < 0 is equivalent to the first matrix inequality in (27) . Moreover, when the second inequality in (27) holds, it is derived from (47) that 
Therefore, at each time step, when the right term in (48) is chosen as an upper bound of the SE of the DFE (11), the weighting matrices 1 (t), . . . , L (t) in (11) can be obtained by solving the optimization problem (27) . This completes the proof.
APPENDIX B THE PROOF OF THEOREM 2
Proof 4: Define       Ā
S i (t) = A S i (t) + B(t)M (t)N J S i (t) = e T S i
(t + 1)e S i (t + 1) − e T S i (t) i (t)e S i (t) −χ i2 (t)w T (t)w(t) (49) Then, (20) can be rewritten as: e S i (t + 1) =Ā S i (t)e S i (t) + B S i (t)w(t)
Notice that the form of (50) is the same as that of (10) 
Since T (t) (t) ≤ I , it can be concluded from Lemma 1 that the first matrix inequality in (29) is equivalent to (51). Moreover, the result (30) can be obtained by the similar derivation of (26) in Theorem 1, thus the derivation process is omitted here.
On the other hand, let us define
Then, it follows from (20) and (23) that
+B S (t)w(t) e S o (t) = (t)e S (t)
According to (19) , one has
In this case, similar to the derivations of (47) and (48) in Theorem 1, an upper bound of the SE ofx S (t) can be determined by the second inequality in (31) and the following matrix inequality:
From (54) and Lemma 1, the above matrix inequality is equivalent to the first inequality in (31) . This completes the proof.
