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The paper gives a parametrization of the solution set of a matricial Stieltjes-type
truncated power moment problem in the non-degenerate and degenerate cases. The
key role plays the solution of the corresponding system of Potapov’s fundamental
matrix inequalities.
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1. Introduction and preliminaries
The starting point of studying power moment problems on semi-infinite intervals was the
famous two part memoir of T. J. Stieltjes [59,60]. A complete theory of the treatment of power
moment problems on semi-infinite intervals in the scalar case was developed by M. G. Krein in
collaboration with A. A. Nudelman (see [50, Section 10], [51], [52, Chapter V]). What concerns
an operator-theoretic treatment of the power moment problems named after Hamburger and
Stieltjes and its interrelations, we refer the reader to Simon [58].
In the 1970’s, V. P. Potapov developed a special approach to discuss matrix versions of classi-
cal interpolation and moment problems. The main idea of his method is based on transforming
such problems into equivalent matrix inequalities with respect to the Löwner semi-ordering. Us-
ing this strategy, several matricial interpolation and moment problems could successfully be
handled (see, e. g. [8, 9, 16, 17, 19, 20, 22, 23, 25–27, 37, 38, 42–49, 53, 61]). L. A. Sakhnovich en-
riched Potapov’s method by unifying the particular instances of Potapov’s procedure under
the framework of one type of operator identities [11,40,56].
Matrix versions of the classical Stieltjes moment problem were studied by
Adamyan/Tkachenko [1, 2], Andô [5], Bolotnikov [7, 8, 10], Bolotnikov/Sakhnovich [11],
Chen/Hu [14], Chen/Li [15], Dyukarev [21, 22], Dyukarev/Katsnelson [26, 27], and
Hu/Chen [39]. The considerations of this paper deal with the more general case of an
arbitrary semi-infinite interval [α,∞), where α is an arbitrarily given real number.
In order to formulate the moment problem, we are going to study, we first review some
notation. Throughout this paper, let p and q be positive integers. Let C, R, N0, and N be the
set of all complex numbers, the set of all real numbers, the set of all non-negative integers, and
the set of all positive integers, respectively. For every choice of υ, ω ∈ R∪{−∞,∞}, let Zυ,ω be
the set of all integers k for which υ ≤ k ≤ ω holds. If X is a non-empty set, then X p×q stands
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for the set of all p× q matrices each entry of which belongs to X , and X p is short for X p×1.
If (Ω,A) is a measurable space, then each countably additive mapping whose domain is A and
whose values belong to the set Cq×q≥ of all non-negative Hermitian complex q × q matrices is
called a non-negative Hermitian q × q measure on (Ω,A). By Mq≥(Ω,A) we denote the set
of all non-negative Hermitian q × q measures on (Ω,A). For the integration theory for non-
negative Hermitian measures, we refer to [41,55]. If µ = [µjk]
q
j,k=0 is a non-negative Hermitian
q × q measure on a measurable space (Ω,A) and if K ∈ {R,C}, then we use L1(Ω,A, µ;K)
to denote the set of all Borel-measurable functions f : Ω → K for which the integral exists,
i. e., that
∫
Ω|f |dµ˜jk < ∞ for every choice of j and k in Z1,q, where µ˜jk is the variation of the
complex measure µjk. If f ∈ L1(Ω,A, µ;K), then let
∫
A fdµ := [
∫
Ω 1Afdµjk]
q
j,k=1 for all A ∈ A
and we will also write
∫
A f(ω)µ(dω) for this integral.
Let BR (resp. BC) be the σ-algebra of all Borel subsets of R (resp. C). For all Ω ∈ BR \{∅},
let BΩ be the σ-algebra of all Borel subsets of Ω, let Mq≥(Ω) := Mq≥(Ω,BΩ) and, for all
κ ∈ N0 ∪ {∞}, let Mq≥,κ(Ω) be the set of all σ ∈ Mq≥(Ω) such that for all j ∈ Z0,κ the
function fj : Ω → C defined by fj(t) := tj belongs to L1(Ω,BΩ, σ;C). If κ ∈ N0 ∪ {∞} and if
σ ∈Mq≥,κ(Ω), then we set
s
[σ]
j :=
∫
Ω
tjσ(dt) for each j ∈ Z0,κ. (1.1)
The following matricial power moment problem lies in the background of our considerations:
Problem MP[Ω; (sj)
m
j=0,≤]
Let Ω ∈ BR\{∅}, letm ∈ N0, and let (sj)mj=0 be a sequence of complex q × q matrices. Describe
the set Mq≥[Ω; (sj)mj=0,≤] of all σ ∈ Mq≥,m(Ω) for which the matrix sm − s[σ]m is non-negative
Hermitian and for which, in the case m > 0, moreover s
[σ]
j = sj is fulfilled for all j ∈ Z0,m−1.
Note that we also sometimes turn our attention to the following power moment problem:
Problem MP[Ω; (sj)
κ
j=0,=]
Let Ω ∈ BR \ {∅}, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of complex q × q matrices.
Describe the set Mq≥[Ω; (sj)κj=0,=] of all σ ∈ Mq≥,κ(Ω) for which s[σ]j = sj is fulfilled for all
j ∈ Z0,κ.
The considerations of this paper are mostly concentrated on the case that the set Ω is a
one-sided bounded and closed infinite interval of the real axis. Such moment problems are
called to be of Stieltjes type.
The key role for solving the moment problem MP[[α,∞); (sj)mj=0,≤], where α is an arbitrar-
ily given real number, is Theorem 6.18 below. It will turn out that the solution set of the
moment problem (obtained via Stieltjes transformation) coincides with the solution set of a
certain system of Potapov’s fundamental matrix inequalities. The considerations in this paper
are aimed to solve these inequalities. In Section 12, we give a parametrization of the solu-
tion set Mq≥[[α,∞); (sj)2n+1j=0 ,≤] of Problem MP[[α,∞); (sj)2n+1j=0 ,≤], where α is an arbitrarily
given real number and where n is an arbitrarily given non-negative integer. Note that Prob-
lem MP[[α,∞); (sj)2nj=0,≤] can be discussed by similar methods. This will be done somewhere
else.
In Section 2, we recall necessary and sufficient conditions of solvability of the moment prob-
lems in question. In Section 3, we reformulate these problems in the language of certain
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matrix-valued functions. Section 4 is aimed at showing that every solution of the moment
problem fulfills necessarily the corresponding system of Potapov’s fundamental matrix inequal-
ities. Some integral estimates for the scalar case are given in Section 5. In Section 6, we will
prove that each solution of the system of Potapov’s fundamental matrix is a solution of the
moment problem as well. Section 7 is aimed to give some identities for block Hankel matrices.
In Section 8, we study special subspaces of Cq, so-called Dubovoj subspaces. Particular matrix
polynomials in connection with a signature matrix are considered in Section 9. In Sections 10
and 11, we study distinguished classes of meromorphic functions, which occur as parameters
in our description of the solution set, which is stated in Section 12.
At the end of this section, let us introduce some further notations, which are useful for our
considerations. We will write Iq for the identity matrix in C
q×q, whereas 0p×q is the null matrix
belonging to Cp×q. If the size of the identity matrix or the null matrix is obvious, then we will
also omit the indexes. The notations Cq×qH and C
q×q
≥ stand for the set of all Hermitian complex
q × q matrices and the set of all non-negative Hermitian complex matrices, respectively. If A
and B are complex q × q matrices, then we will write A ≤ B or B ≥ A to indicate that A and
B are Hermitian matrices such that the matrix B − A is non-negative Hermitian. For each
A ∈ Cp×q, let N (A) be the null space of A, let R(A) be the column space of A, and let rankA
be the rank of A. For each A ∈ Cq×q, we will use ℜA and ℑA to denote the real part of A and
the imaginary part of A, respectively: ℜA := 12(A+A∗) and ℑA := 12i(A−A∗). Furthermore,
for each A ∈ Cp×q, let ‖A‖F be the Frobenius norm of A and let ‖A‖S be the operator norm
of A. For each x ∈ Cq, we write ‖x‖E for the Euclidean norm of x. If A ∈ Cq×q, then detA
stands for the determinant of A.
For each complex p× q matrix A, let A{1} := {X ∈ Cq×p : AXA = A}. Obviously, for each
A ∈ Cp×q, the Moore–Penrose inverse A† of A belongs to A{1}.
If n ∈ N, if (pj)nj=1 is a sequence of positive integers, and if xj ∈ Cpj×q for each j ∈ Z1,n,
then let col(xj)
n
j=1 :=

 x1x2...
xn

. If n ∈ N, if (qk)nk=1 is a sequence of positive integers, and if
yk ∈ Cp×qk for each k ∈ Z1,n, then let row(yk)nk=1 := [y1, y2, . . . , yn]. If n ∈ N, if (pj)nj=1
and (qj)
n
j=1 are sequences of positive integers, and if Aj ∈ Cpj×qj for every choice of j in
Z1,n, then let diag(A1, A2, . . . , An) := [δjkAj ]
n
j,k=1, where δjk is the Kronecker delta: δjk := 1
in the case j = k and δjk := 0 if j 6= k. We also use the notation diag(Aj)nj=1 instead of
diag(A1, A2, . . . , An). For each n ∈ N and each A ∈ Cp×q, we will also write In ⊗ A for
diag(A)nj=1.
If M is a non-empty subset of Cq, then let M⊥ be the set of all vectors in Cq which are
orthogonal toM (with respect to the Euclidean inner product). If X , Y, and Z are non-empty
sets with Z ⊆ X and if f : X → Y is a mapping, then RstrZ f stands for the restriction of f
onto Z.
Furthermore, let Π+ := {z ∈ C : ℑz ∈ (0,∞)} and let Π− := {z ∈ C : ℑz ∈ (−∞, 0)}.
2. On the solvability of matricial power moment problems
In this section, we recall necessary and sufficient conditions for the solvability of the Stieltjes
moment problems MP[[α,∞); (sj)mj=0,≤] and MP[[α,∞); (sj)mj=0,=], where α is an arbitrarily
given real number and where m is an arbitrarily given non-negative integer. First we introduce
certain sets of sequences of complex q × q matrices, which are determined by the properties
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of particular block Hankel matrices built of them. For each n ∈ N0, let H≥q,2n be the set
of all sequences (sj)
2n
j=0 of complex q × q matrices such that the block Hankel matrix Hn :=
[sj+k]
n
j,k=0 is non-negative Hermitian. Furthermore, let H≥q,∞ be the set of all sequences (sj)∞j=0
of complex q × q matrices such that, for all n ∈ N0, the sequence (sj)2nj=0 belongs to H≥q,2n. The
elements of the setH≥q,2κ, where κ ∈ N0∪{∞}, are called Hankel non-negative definite sequences.
For all n ∈ N0, let H≥,eq,2n be the set of all sequences (sj)2nj=0 of complex q × q matrices for which
there are matrices s2n+1 ∈ Cq×q and s2n+2 ∈ Cq×q such that (sj)2(n+1)j=0 belongs to H≥q,2(n+1).
Furthermore, for all n ∈ N0, we will use H≥,eq,2n+1 to denote the set of sequences (sj)2n+1j=0 of
complex q × q matrices for which there is some s2n+2 ∈ Cq×q such that (sj)2(n+1)j=0 belongs to
H≥
q,2(n+1). For all m ∈ N0, the elements of the set H≥,eq,m are called Hankel non-negative definite
extendable sequences. For technical reasons, we set H≥,eq,∞ := H≥q,∞. Observe that the solvability
of the matricial Hamburger moment problems can be characterized by the introduced classes
of sequences of complex q × q matrices:
Theorem 2.1 (see, e. g. [13, Theorem 3.2] or [25, Theorem 4.16]). Let n ∈ N0 and let (sj)2nj=0
be a sequence of complex q × q matrices. Then Mq≥[R; (sj)2nj=0,≤] 6= ∅ if and only if (sj)2nj=0 ∈
H≥q,2n.
Theorem 2.2 (see [25, Theorem 4.17], [31, Theorem 6.6]). Let κ ∈ N0 ∪ {∞} and let (sj)κj=0
be a sequence of complex q × q matrices. Then Mq≥[R; (sj)κj=0,=] 6= ∅ if and only if (sj)κj=0 ∈
H≥,eq,κ .
Let α ∈ C, let κ ∈ N ∪ {∞}, and let (sj)κj=0 be a sequence of complex p× q matrices. Then
let the sequence (sα⊲j)
κ−1
j=0 be defined by
sα⊲j := −αsj + sj+1 for all j ∈ Z0,κ−1. (2.1)
The sequence (sα⊲j)
κ−1
j=0 is called the sequence generated from (sj)
κ
j=0 by right-sided α-shifting.
(An analogous left-sided version is discussed in [32, Definition 2.1].) The sequence (sα⊲j)
κ−1
j=0
is used to define further sets of sequences of complex matrices, which are useful to dis-
cuss the Stieltjes moment problems we consider. Let K≥q,0,α := H≥q,0. For every choice of
n ∈ N, let K≥q,2n,α := {(sj)2nj=0 ∈ H≥q,2n : (sα⊲j)2(n−1)j=0 ∈ H≥q,2(n−1)}. For all m ∈ N0, by
Sm(C
q×q) we denote the set of all sequences (sj)
m
j=0 of complex q × q matrices. Then we
set K≥q,2n+1,α := {(sj)2n+1j=0 ∈ S2n+1(Cq×q) : {(sj)2nj=0, (sα⊲j)2nj=0} ⊆ H≥q,2n}. For all m ∈ N0,
let K≥,eq,m,α be the set of all sequences (sj)mj=0 of complex q × q matrices for which there ex-
ists a complex q × q matrix sm+1 such that (sj)m+1j=0 belongs to K≥q,m+1,α. Obviously, we have
K≥,eq,2n,α = {(sj)2nj=0 ∈ H≥q,2n : (sα⊲j)2n−1j=0 ∈ H≥,eq,2n−1} for all n ∈ N and K≥,eq,2n+1,α = {(sj)2n+1j=0 ∈
H≥,eq,2n+1 : (sα⊲j)2nj=0 ∈ H≥q,2n} for all n ∈ N0.
Remark 2.3. Let α ∈ R and let m ∈ N0. Then K≥,eq,m,α ⊆ K≥q,m,α. Furthermore, if (sj)mj=0 ∈
K≥q,m,α (resp. K≥,eq,m,α), then we easily see that (sj)ℓj=0 ∈ K≥q,ℓ,α (resp. (sj)ℓj=0 ∈ K≥,eq,ℓ,α) holds
true for all ℓ ∈ Z0,m.
In view of Remark 2.3, for all α ∈ R, let K≥q,∞,α be the set of all sequences (sj)∞j=0 of complex
q × q matrices such that (sj)mj=0 belongs to K≥q,m,α for allm ∈ N0, and let K≥,eq,∞,α := K≥q,∞,α. For
all κ ∈ N0 ∪ {∞}, we call a sequence (sj)κj=0 [α,∞)-Stieltjes right-sided non-negative definite
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(resp. [α,∞)-Stieltjes right-sided non-negative definite expendable) if it belongs to K≥q,κ,α (resp.
to K≥,eq,κ,α). Note that left versions of these notions are used in [32, Definition 1.3].
Using the introduced sets of sequences of complex q × q matrices, we are able to recall
solvability criterions of the problems MP[[α,∞); (sj)mj=0,≤] and MP[[α,∞); (sj)mj=0,=]:
Theorem 2.4 ( [24, Theorem 1.4]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence of
complex q × q matrices. Then Mq≥[[α,∞); (sj)mj=0,≤] 6= ∅ if and only if (sj)mj=0 ∈ K≥q,m,α.
Theorem 2.5. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of complex
q × q matrices. Then Mq≥[[α,∞); (sj)κj=0,=] 6= ∅ if and only if (sj)κj=0 ∈ K≥,eq,κ,α.
In the case κ ∈ N0, a proof of Theorem 2.5 is given in [24, Theorem 1.3]. If κ = ∞,
then the asserted equivalence can be proved using the equation Mq≥[[α,∞); (sj)∞j=0,=] =⋂∞
m=0Mq≥[[α,∞); (sj)mj=0,=] and a matricial version of the Helly–Prohorov theorem (see [30,
Satz 9]). We omit the details of the proof, the essential idea of which is originated in [3, proof
of Theorem 2.1.1].
We note that we do not need to apply Theorems 2.2, 2.1, 2.4, and 2.5 for our further
considerations in this paper. In the case of an odd integer m, we will obtain a new proof of
Theorem 2.4.
For the description of the solution set Mq≥[[α,∞); (sj)mj=0,≤] of Prob-
lem MP[[α,∞); (sj)mj=0,≤], it is essential that one can suppose expendable data without loss
of generality:
Theorem 2.6 ( [24, Theorem 5.2]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥q,m,α.
Then there is a unique sequence (s˜j)mj=0 ∈ K≥,eq,m,α such that Mq≥[[α,∞); (s˜j)mj=0,≤] =
Mq≥[[α,∞); (sj)mj=0,≤].
3. Some classes of holomorphic matrix-valued functions
The class Rq(Π+) of all q × q Herglotz–Nevanlinna functions in the upper half-plane Π+ con-
sists of all matrix-valued functions F : Π+ → Cq×q which are holomorphic in Π+ and which
satisfy ℑ[F (Π+)] ⊆ Cq×q≥ . Detailed considerations of matrix-valued Herglotz–Nevanlinna func-
tions can be found in [33, 36]. In particular, the functions belonging to Rq(Π+) admit a
well-known integral representation:
Theorem 3.1. (a) For each F ∈ Rq(Π+), there exist unique matrices A ∈ Cq×qH and B ∈
C
q×q
≥ and a unique non-negative Hermitian measure ν ∈Mq≥(R) such that
F (z) = A+ zB +
∫
R
1 + tz
t− z ν(dt) for each z ∈ Π+. (3.1)
(b) If A ∈ Cq×qH , if B ∈ Cq×q≥ , and if ν ∈ Mq≥(R), then F : Π+ → Cq×q defined by (3.1)
belongs to Rq(Π+).
For each F ∈ Rq(Π+), the unique triple (A,B, ν) ∈ Cq×qH × Cq×q≥ ×Mq≥(R) for which the
representation (3.1) holds true is called the Nevanlinna parametrization of F and we will also
write (AF , BF , νF ) for (A,B, ν). In particular, νF is said to be the Nevanlinna measure of F .
If F belongs to R1(Π+), then µF : BR → [0,∞] defined by
µF (B) :=
∫
B
(1 + t2)νF (dt) for all B ∈ BR (3.2)
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is a measure, which is called the spectral measure of F . ByR′q(Π+) we denote the set of all F ∈
Rq(Π+) for which g : R→ R defined by g(t) := 1 + t2 belongs to L1(R,BR, νF ;R). Obviously,
R′q(Π+) = {F ∈ Rq(Π+) : νF ∈ Mq≥,2(R)}. If F belongs to R′q(Π+), then µF : BR → Cq×q≥
given by (3.2) is a well-defined non-negative Hermitian q × q measure belonging to Mq≥(R),
which is said to be the matricial spectral measure of F . Obviously, for functions which belong
to R′1(Π+), the notions spectral measure and matricial spectral measure coincide.
For our considerations, the class R′0,q(Π+) of all F ∈ Rq(Π+) for which
sup
y∈[1,∞)
y‖F (iy)‖S <∞ (3.3)
holds true plays an essential role. The class R′0,q(Π+) is a subclass of R′q(Π+) (see, e. g. [33,
Lemma 6.1]). Furthermore, the functions belonging to R′0,q(Π+) admit a particular integral
representation:
Theorem 3.2. (a) For each F ∈ R′0,q(Π+), there is a unique µ ∈Mq≥(R) such that
F (z) =
∫
R
1
t− zµ(dt) for each z ∈ Π+, (3.4)
namely the matricial spectral measure of F , and
µ(R) = lim
y→∞
(yℑ[F (iy)]) = −i lim
y→∞
[yF (iy)] = i lim
y→∞
[yF ∗(iy)].
(b) If F : Π+ → Cq×q is a matrix-valued function for which there exists a non-negative
Hermitian measure µ ∈Mq≥(R) such that (3.4) holds true, then F belongs to R′0,q(Π+).
A proof of Theorem 3.2 is given, e. g., in [17, Theorem 8.7]. If F ∈ R′0,q(Π+), then the
unique µ ∈ Mq≥(R) for which (3.4) holds true is also called the Stieltjes measure of F . If a
non-negative Hermitian q × q measure µ ∈ Mq≥(R) is given, then F : Π+ → Cq×q defined by
(3.4) is said to be the Stieltjes transform of µ.
Lemma 3.3. Let M ∈ Cq×q and let F : Π+ → Cq×q be a matrix-valued function which is
holomorphic in Π+ and which satisfies the inequality[
M F (z)
F ∗(z) F (z)−F
∗(z)
z−z
]
≥ 0
for each z ∈ Π+. Then F belongs to R′0,q(Π+) and the inequality supy∈(0,∞) y‖F (iy)‖S ≤ ‖M‖S
holds true. Furthermore, the Stieltjes measure µ of F fulfills µ(R) ≤M .
A proof of Lemma 3.3 is given, e. g., in [17, Lemma 8.9].
In view of the Stieltjes moment problem, a further class of matrix-valued functions plays a
key role: For each α ∈ R, let Sq;[α,∞) be the set of all matrix-valued functions S : C \ [α,∞)→
C
q×q which are holomorphic in C \ [α,∞) and which satisfy ℑ[S(Π+)] ⊆ Cq×q≥ as well as
S((−∞, α)) ⊆ Cq×q≥ .
In [35, Theorems 3.1 and 3.6, Proposition 2.16], integral representations of functions belong-
ing to Sq;[α,∞) are proved. Furthermore, several characterizations of the class Sq;[α,∞) are given
in [35, Section 4].
For each α ∈ R, let S0,q;[α,∞) be the class of all F ∈ Sq;[α,∞) which satisfy (3.3). The
functions belonging to S0,q;[α,∞) admit a particular integral representation. Before we state
this, let us note the following:
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Remark 3.4. For every choice of α ∈ R and z ∈ C\ [α,∞), the function bα,z : [α,∞)→ C given
by bα,z(t) := 1/(t − z) is a bounded and continuous function which, in particular, belongs to
L1([α,∞),B[α,∞), σ;C) for all σ ∈Mq≥([α,∞)).
Theorem 3.5 ( [35, Theorem 5.1]). Let α ∈ R.
(a) If S ∈ S0,q;[α,∞), then there is a unique σ ∈Mq≥([α,∞)) such that
S(z) =
∫
[α,∞)
1
t− zσ(dt) for each z ∈ C \ [α,∞). (3.5)
(b) If σ ∈ Mq≥([α,∞)) is such that S : C \ [α,∞) → Cq×q can be represented via (3.5),
then S belongs to S0,q;[α,∞).
If F ∈ S0,q;[α,∞) is given, then the unique σ ∈ Mq≥([α,∞)) which fulfills the representation
(3.5) of F is called the F. If σ ∈ Mq≥([α,∞)) is given, then F : C \ [α,∞) → Cq×q defined
by (3.5) is said to be the [α,∞)-Stieltjes transform of σ. In view of Theorem 3.5, the mo-
ment problems MP[[α,∞); (sj)mj=0,≤] and MP[[α,∞); (sj)κj=0,=] admit reformulations in the
language of [α,∞)-Stieltjes transforms:
Problem S[[α,∞); (sj)mj=0,≤]
Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence of complex q × q matrices. Describe the
set S0,q;[α,∞)[(sj)mj=0,≤] of all F ∈ S0,q;[α,∞) the [α,∞)-Stieltjes measure of which belongs to
Mq≥[[α,∞); (sj)mj=0,≤].
Problem S[[α,∞); (sj)κj=0,=]
Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)κj=0 be a sequence of complex q × q matrices. Describe
the set S0,q;[α,∞)[(sj)κj=0,=] of all F ∈ S0,q;[α,∞) the [α,∞)-Stieltjes measure of which belongs
to Mq≥[[α,∞); (sj)κj=0,=].
Remark 3.6. Let α ∈ R and let F ∈ S0,q;[α,∞). Then F := RstrΠ+ F belongs to R′0,q(Π+),
the matricial spectral measure µ of F fulfills µ((−∞, α)) = 0, and σ := RstrB[α,∞) µ is
exactly the [α,∞)-Stieltjes measure of F (see [35, Proposition 2.16]).
At the end of this section, we state two results, which are essential to discuss the so-called
degenerate case.
Proposition 3.7 (cf. [35, Proposition 5.3]). Let α ∈ R and let F ∈ S0,q;[α,∞). Then the
[α,∞)-Stieltjes measure σ of F fulfills σ([α,∞)) = −i limy→∞ yF (iy) and, for each z ∈ C \
[α,∞), furthermore R(F (z)) = R(σ([α,∞))) and N (F (z)) = N (σ([α,∞))).
If G is a region of C, i. e., a non-empty open connected subset of C, then a matrix-valued
function S : G → Cp×q is called p× q Schur function in G if S is both holomorphic and
contractive in G. The set of all p× q Schur functions in a region G of C will be denoted by
Sp×q(G).
Remark 3.8. Let G be a region of C and let S ∈ Sq×q(G). Then G∨ := {z ∈ C : z ∈ G} is a
region of C and S∨ : G∨ → Cq×p given by S∨(z) := [S(z)]∗ belongs to Sq×p(G∨).
Lemma 3.9. Let G be a region of C and let S ∈ Sq×q(G). Then:
(a) If U ∈ Cp×q fulfills U∗U = Iq, then N (U + S(w)) = N (U + S(z)) for every choice of w
and z in G.
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(b) If V ∈ Cp×q fulfills V V ∗ = Ip, then R(V + S(w)) = R(V + S(z)) for every choice of w
and z in G.
Proof. (a) Let U ∈ Cp×q be such that U∗U = Iq, let w ∈ G, and let z ∈ G. We consider an
arbitrary v ∈ N (U+S(w))\{0q×1}. Then S(w)v = −Uv. Consequently, ‖S(w)v‖2E = ‖Uv‖2E =
v∗U∗Uv = v∗v = ‖v‖2E. According to [20, Lemma 2.1.2, p. 61], this implies S(w)v = S(z)v.
Hence, [U +S(z)]v = Uv+S(w)v = 0p×1. Thus, v ∈ N (U +S(z)). Therefore, N (U +S(w)) ⊆
N (U + S(z)) is proved. For reasons of symmetry, we also have N (U + S(z)) ⊆ N (U + S(w)).
Part (a) is checked.
(b) In order to prove part (b), we first apply Remark 3.8. Thus, we see that S∨ belongs to
Sq×p(G∨). Consequently, part (a) yields
N ([V + S(w)]∗) = N (V ∗ + S∨(w)) = N (V ∗ + S∨(z)) = N ([V + S(z)]∗)
for every choice of w and z in G. In view of Remark A.1, the proof is complete.
4. From the Stieltjes moment problem to the system of Potapov’s
fundamental inequalities
In this section, we introduce the system of Potapov’s fundamental matrices corresponding to
the matricial Stieltjes moment problem MP[[α,∞); (sj)mj=0,≤]. We will see that each solution
of this moment problem fulfills necessarily the system of Potapov’s fundamental matrix in-
equalities. First we are going to introduce further notations and, in particular, several block
Hankel matrices which will play a key role in our considerations. For technical reason, let
s−1 := 0p×q.
Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q matrices. For each n ∈ N0
with 2n ≤ κ, let Hn := [sj+k]nj,k=0, for each n ∈ N0 with 2n + 1 ≤ κ, let Kn := [sj+k+1]nj,k=0,
and, for each n ∈ N0 with 2n + 2 ≤ κ, let Gn := [sj+k+2]nj,k=0. If m and n are integers such
that −1 ≤ m ≤ n ≤ κ, then we set
ym,n := col(sj)
n
j=m and zm,n := row(sk)
n
k=m. (4.1)
Let u0 := 0p×q, u0 := 0p×q, w0 := 0p×q, and w0 := 0p×q. For all n ∈ N with n ≤ κ + 1, let
un := −y−1,n−1, and wn := z−1,n−1. Further, for each n ∈ N0 with 2n ≤ κ, let un :=
[−yn+1,2n
0p×q
]
and wn := [zn+1,2n, 0p×q].
If a real number α is additionally given, then we continue to use the notation given by (2.1),
and we set Hα⊲n := [sα⊲j+k]
n
j,k=0 for each n ∈ N0 with 2n + 1 ≤ κ.
Remark 4.1. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex q × q matrices. If
n ∈ N0 is such that 2n ≤ κ, then Hn ∈ C(n+1)q×(n+1)qH if and only if {sj : j ∈ Z0,2n} ⊆ Cq×qH .
Furthermore, if α ∈ R, if κ ≥ 1, and if n ∈ N0 is such that 2n + 1 ≤ κ, then {Hn,Hα⊲n} ⊆
C
(n+1)q×(n+1)q
H if and only if {sj : j ∈ Z0,2n+1} ⊆ Cq×qH .
Remark 4.2. Let n ∈ N and let (sj)2nj=0 be a sequence of complex p× q matrices. Then the
block Hankel matrix Hn admits the block representations
Hn =
[
Hn−1 yn,2n−1
zn,2n−1 s2n
]
, Hn =
[
s0 z1,n
y1,n Gn−1
]
, (4.2)
Hn =
[
y0,n−1 Kn−1
sn zn+1,2n
]
, and Hn =
[
z0,n−1 sn
Kn−1 yn+1,2n
]
.
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For each n ∈ N0, we set
Tq,n := [δj,k+1Iq]
n
j,k=0, vq,n := col(δj,0Iq)
n
j=0, and vq,n := col(δn−j,0Iq)
n
j=0,
where δj,k is again the Kronecker delta. Obviously, T
∗
q,n = [δj+1,kIq]
n
j,k=0 for each n ∈ N0.
It seems to be useful to recall well-known Ljapunov identities for block Hankel matrices.
(These equations can be also easily proved by straightforward calculation.)
Remark 4.3. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q matrices.
(a) For each n ∈ N0 with 2n ≤ κ, then HnT ∗q,n − Tp,nHn = unv∗q,n − vp,nwn and HnTq,n −
T ∗p,nHn = unv
∗
q,n − vp,nwn. In particular, if p = q and if s∗j = sj for each j ∈ Z0,κ, then
HnT
∗
q,n−Tq,nHn = unv∗q,n−vq,nu∗n and HnTq,n−T ∗q,nHn = unv∗q,n−vq,nu∗n for each n ∈ N0
with 2n ≤ κ.
(b) For each n ∈ N0 with 2n + 1 ≤ κ, we have Hα⊲n = −αHn + Kn, vp,nv∗p,nHn =[
RTp,n(α)
]−1
Hn − Tp,nHα⊲n, and, in the case that p = q and s∗j = sj for each j ∈ Z0,κ
hold true, moreover Hα⊲nT
∗
q,n − Tq,nHα⊲n = (−αun − y0,n)v∗q,n − vq,n(−αun − y0,n)∗ for
each n ∈ N0 with 2n+ 1 ≤ κ.
(c) For each n ∈ N0 with 2n+2 ≤ κ, we haveHα⊲nTq,n−T ∗p,nHα⊲n = (−αun−yn+2,2n+2)v∗q,n−
vp,n(−αwn − zn+2,2n+2) and, in particular, if p = q and if s∗j = sj for each j ∈ Z0,κ, then
Hα⊲nTq,n−T ∗q,nHα⊲n = (−αun−yn+2,2n+2)v∗q,n−vq,n(−αun−yn+2,2n+2)∗ for each n ∈ N0
with 2n+ 2 ≤ κ.
(d) The equations Hnvq,n = y0,n and −Tp,nHnvq,n = un hold true for each n ∈ N0 with
2n ≤ κ.
Remark 4.4. For each n ∈ N0, the matrix-valued functions RTq,n : C → C(n+1)q×(n+1)q and
RT ∗q,n : C→ C(n+1)q×(n+1)q given by
RTq,n(z) := (I(n+1)q − zTq,n)−1 and RT ∗q,n(z) := (I(n+1)q − zT ∗q,n)−1
are well-defined matrix polynomials of degree n, which can be represented, for each z ∈ C, via
RTq,n(z) =
∑n
j=0 z
jT jq,n and RT ∗q,n(z) =
∑n
j=0 z
j(T ∗q,n)
j , respectively. In particular, RT ∗q,n(z) =
[RTq,n(z)]
∗ for all z ∈ C.
For each n ∈ N0, let Eq,n : C→ C(n+1)q×q and Fq,n : C→ C(n+1)q×q be defined by
Eq,n(z) := col(z
jIq)
n
j=0 and Fq,n(z) := zEq,n(z), (4.3)
respectively. Obviously, for each n ∈ N0 and each z ∈ C, we have RTq,n(z)vq,n = Eq,n(z).
Notation 4.5. Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)κj=0 be a sequence of complex q × q ma-
trices. Further, let G be a subset of C with G \R 6= ∅ and let f : G → Cq×q be a matrix-valued
function. Then, for each n ∈ N0 with 2n ≤ κ, let P [f ]2n : G \R→ C(n+2)q×(n+2)q be defined by
P
[f ]
2n (z) :=
[
Hn RTq,n(z)[vq,nf(z)− un]
(RTq,n(z)[vq,nf(z)− un])∗ f(z)−f
∗(z)
z−z
]
. (4.4)
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If κ ≥ 1, then, for each n ∈ N0 with 2n+1 ≤ κ, let P [f ]2n+1 : G \R→ C(n+2)q×(n+2)q be given by
P
[f ]
2n+1(z)
:=


Hα⊲n
RTq,n(z)(vq,n[(z − α)f(z)]
−(−αun − y0,n))
[RTq,n(z)(vq,n[(z − α)f(z)] − (−αun − y0,n))]∗ (z−α)f(z)−[(z−α)f(z)]
∗
z−z

 . (4.5)
Furthermore, let P
[f ]
−1 : G \ R→ Cq×q be defined by
P
[f ]
−1(z) :=
(z − α)f(z) − [(z − α)f(z)]∗
z − z .
With respect to the Stieltjes moment problem MP[[α,∞); (sj)mj=0,≤] if G = C, then the
functions (4.4) and (4.5) are called the Potapov fundamental matrix-valued functions connected
to the Stieltjes moment problem (generated by f). If these matrices are both non-negative
Hermitian, then one says that the Potapov’s fundamental matrix inequalities for the function
f are fulfilled.
Remark 4.6. Let κ ∈ N0∪{∞} and let (sj)κj=0 be a sequence from Cq×q. Furthermore, let G be
a subset of C with G \ R 6= ∅, let f : G → Cq×q be a matrix-valued function, and let z ∈ G \ R.
Then Remark A.4 shows that the following statements hold true:
(a) Let n ∈ N0 with 2n ≤ κ. Then the matrix P [f ]2n (z) is non-negative Hermitian if and only
if the following three conditions are fulfilled:
(i) (sj)
2n
j=0 ∈ H≥q,2n.
(ii) R(RTq,n(z)[vq,nf(z)− un]) ⊆ R(Hn).
(iii) The matrix
Σ
[f ]
2n(z) :=
f(z)− f∗(z)
z − z
− (RTq,n(z)[vq,nf(z)− un])∗H†n(RTq,n(z)[vq,nf(z)− un]) (4.6)
is non-negative Hermitian.
If P
[f ]
2n (z) ∈ C(n+2)q×(n+2)q≥ , then, for each H(1)n ∈ Hn{1}, we have
Σ
[f ]
2n(z) =
f(z)− f∗(z)
z − z
− (RTq,n(z)[vq,nf(z)− un])∗H(1)n (RTq,n(z)[vq,nf(z)− un]).
(b) Let α ∈ R, let κ ≥ 1, and let n ∈ N0 with 2n + 1 ≤ κ. Then the matrix P [f ]2n+1(z) is
non-negative Hermitian if and only if the following three conditions are valid:
(iv) ((sα⊲j)
2n
j=0 ∈ H≥q,2n.
(v) R(RTq,n(z)[vq,n[(z − α)f(z)] − (−αun − y0,n)]) ⊆ R(Hα⊲n).
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(vi) The matrix
Σ
[f ]
2n+1(z) :=
(z − α)f(z)− [(z − α)f(z)]∗
z − z
− [RTq,n(z)(vq,n[(z − α)f(z)]− (−αun − y0,n))]∗
×H†α⊲n
[
RTq,n(z)(vq,n[(z − α)f(z)]− (−αun − y0,n))
]
(4.7)
is non-negative Hermitian.
If P
[f ]
2n+1(z) ∈ C(n+2)q×(n+2)q≥ , then for each H(1)α⊲n ∈ Hα⊲n{1}, we have
Σ
[f ]
2n+1(z) =
(z − α)f(z) − [(z − α)f(z)]∗
z − z
− [RTq,n(z)(vq,n[(z − α)f(z)]− (−αun − y0,n))]∗
×H(1)α⊲n
[
RTq,n(z)(vq,n[(z − α)f(z)] − (−αun − y0,n))
]
.
Remark 4.7. Let κ ∈ N0 ∪{∞}, let (sj)κj=0 be a sequence of complex q × q matrices, let G be a
subset of C with G \R 6= ∅, and let S : G → Cq×q be a matrix-valued function. Straightforward
calculations show then that the following statements hold true:
(a) For every choice of n ∈ N0 with 2n ≤ κ and z ∈ G \ R, we have[
s0 S(z)
S∗(z) S(z)−S
∗(z)
z−z
]
= [vq,n+1, vq,n+1]
∗P
[S]
2n (z)[vq,n+1, vq,n+1]. (4.8)
(b) If κ ≥ 1, for each n ∈ N0 with 2n+ 1 ≤ κ and each z ∈ G \R, then[ −αs0 + s1 (z − α)S(z) + s0
[(z − α)S(z) + s0]∗ (z−α)S(z)−[(z−α)S(z)]
∗
z−z
]
= [vq,n+1, vq,n+1]
∗P
[S]
2n+1(z)[vq,n+1, vq,n+1]. (4.9)
In the following, for each k ∈ N0, let
m2k := k and m2k+1 := k. (4.10)
Lemma 4.8. Let κ ∈ N0∪{∞} and let (sj)κj=0 be a sequence of Hermitian complex q × q ma-
trices. Let G be a subset of C with G \ R 6= ∅. Further, let f : G → Cq×q be a matrix-valued
function, let G∨ := {z ∈ C : z ∈ G}, and let f∨ : G∨ → Cq×q be defined by f∨(z) := f∗(z).
For each k ∈ Z−1,κ and each z ∈ G∨ \ R, then there is a complex (mk + 2)q × (mk + 2)q ma-
trix Xk(z) such that P
[f∨]
k (z) = Xk(z)P
[f ]
k (z)X
∗
k(z).
Proof. We give the proof which is stated with more details in [54, Lemma 3.6]. We consider
an arbitrary z ∈ G∨ \R. From Remark 4.3, for each n ∈ N0, we see that[
RTq,n(z)
]−1
Hn
[
RTq,n(z)
]−∗
+ (z − z)(vq,nu∗n − unv∗q,n)
= Hn − zHnT ∗q,n − zTq,nHn + |z|2Tq,nHnT ∗q,n + (z − z)(Tq,nHn −HnT ∗q,n)
= Hn + |z|2Tq,nHnT ∗q,n − zHnT ∗q,n − zTq,nHn
= (I(n+1)q − zTq,n)Hn(I(n+1)q − zTq,n)∗ =
[
RTq,n(z)
]−1
Hn
[
RTq,n(z)
]−∗
.
(4.11)
11
Obviously, for each n ∈ N0, we also get
(z − z)vq,n[f∗(z)v∗q,n − u∗n]− (z − z)[vq,nf∗(z)− un]v∗q,n = (z − z)(unv∗q,n − vq,nu∗n) (4.12)
and
f∗(z)v∗q,n − u∗n − [f∗(z)− f(z)]v∗q,n = [vq,nf∗(z)− un]∗. (4.13)
For each n ∈ N0, let
A2n(z) := diag
([
RTq,n(z)
]−1
, Iq
)
, B2n(z) :=
[
I(n+1)q (z − z)vq,n
0q×(n+1)q Iq
]
,
C2n(z) := diag(RTq,n(z), Iq), A2n+1(z) := A2n(z), B2n+1(z) := B2n(z), and C2n+1(z) := C2n(z).
For each m ∈ N0, let Xm(z) := Cm(z)Bm(z)Am(z).
First we observe now that P
[f∨]
−1 (z) = X−1(z)P
[f ]
−1(z)X
∗
−1(z) is true with X−1(z) := Iq.
Now we consider an arbitrary n ∈ N0 with 2n ≤ κ. Then we have
P
[f ]
2n (z)A
∗
2n(z)
=
[
Hn RTq,n(z)[vq,nf(z)− un]
(RTq,n(z)[vq,nf(z)− un])∗ f(z)−f
∗(z)
z−z
]
· diag
([
RTq,n(z)
]−∗
, Iq
)
=
[
Hn[RTq,n(z)]
−∗ RTq,n(z)[vq,nf(z)− un]
f∗(z)v∗q,n − u∗n f(z)−f
∗(z)
z−z
]
.
Consequently,
A2n(z)P
[f ]
2n (z)A
∗
2n(z) =
[
[RTq,n(z)]
−1Hn[RTq,n(z)]
−∗ vq,nf(z)− un
f∗(z)v∗q,n − u∗n f
∗(z)−f(z)
z−z
]
.
Thus, we conclude
B2n(z)A2n(z)P
[f ]
2n (z)A
∗
2n(z)
=
[
I(n+1)q (z − z)vq,n
0q×(n+1)q Iq
] [
[RTq,n(z)]
−1Hn[RTq,n(z)]
−∗ vq,nf(z)− un
f∗(z)v∗q,n − u∗n f
∗(z)−f(z)
z−z
]
=

 [RTq,n(z)]
−1Hn
[
RTq,n(z)
]−∗
+ (z − z)vq,n
[
f∗(z)v∗q,n − u∗n
]
vq,nf
∗(z)− un
f∗(z)v∗q,n − u∗n f
∗(z)−f(z)
z−z

 .
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Using (4.12), (4.13), and (4.11), we get then
B2n(z)A2n(z)P
[f ]
2n (z)A
∗
2n(z)B
∗
2n(z)
=


[RTq,n(z)]
−1Hn[RTq,n(z)]
−∗
+(z − z)vq,n[f∗(z)v∗q,n − u∗n]
−(z − z)[vq,nf∗(z)− un]v∗q,n
vq,nf
∗(z)− un
f∗(z)v∗q,n − u∗n − [f∗(z)− f(z)]v∗q,n f
∗(z)−f(z)
z−z


=

 [RTq,n(z)]
−1Hn[RTq,n(z)]
−∗ + (z − z)
[
unv
∗
q,n − vq,nu∗n
]
vq,nf
∗(z)− un
[vq,nf
∗(z)− un]∗ f
∗(z)−f(z)
z−z


=

 [RTq,n(z)]
−1Hn[RTq,n(z)]
−∗ vq,nf
∗(z)− un
[vq,nf
∗(z)− un]∗ f
∗(z)−f(z)
z−z

 .
Hence, we obtain
X2n(z)P
[f ]
2n (z)X
∗
2n(z) = C2n(z)B2n(z)A2n(z)P
[f ]
2n (z)A
∗
2n(z)B
∗
2n(z)C
∗
2n(z)
=
[
Hn RTq,n(z)[vq,nf
∗(z)− un]
[vq,nf
∗(z)− un]∗R∗Tq,n(z) f
∗(z)−f(z)
z−z
]
=
[
Hn RTq,n(z)[vq,nf
∨(z)− un]
(RTq,n(z)[vq,nf
∨(z)− un])∗ f
∨(z)−[f∨(z)]∗
z−z
]
= P
[f∨]
2n (z).
Now we consider the case that n ∈ N0 is such that 2n+ 1 ≤ κ. Then Remark 4.3 yields[
RTq,n(z)
]−1
Hα⊲n
[
RTq,n(z)
]−∗
+ (z − z)
[
vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n
]
= (I(n+1)q − zTq,n)Hα⊲n(I(n+1)q − zT ∗q,n)
+ (z − z)
[
vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n
]
= (I(n+1)q − zTq,n)Hα⊲n(I(n+1)q − zT ∗q,n) + (z − z)(Tq,nHα⊲n −Hα⊲nT ∗q,n)
= Hα⊲n + |z|2Tq,nHα⊲nT ∗q,n − zHα⊲nT ∗q,n − zTq,nHα⊲n
= (I(n+1)q − zTq,n)Hα⊲n(I(n+1)q − zT ∗q,n) =
[
RTq,n(z)
]−1
Hα⊲n
[
RTq,n(z)
]−∗
.
(4.14)
Obviously,
vq,n(z − α)f(z)− (−αun − y0,n) + (z − z)vq,n (z − α)f
∗(z)− (z − α)f(z)
z − z
= vq,n(z − α)f∗(z)− (−αun − y0,n), (4.15)
(z − z)vq,n
[
(z − α)f∗(z)v∗q,n − (−αu∗n − y∗0,n)
]
− (z − z)[vq,n(z − α)f∗(z)− (−αun − y0,n)]v∗q,n
= (z − z)(vq,n(−αu∗n − y∗0,n)− (−αun − y0,n)v∗q,n), (4.16)
and
(z − α)f∗(z)v∗q,n − (−αu∗n − y∗0,n)− [(z − α)f∗(z)− (z − α)f(z)]v∗q,n
= [(z − α)vq,nf∗(z)− (−αun − y0,n)]∗.
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Taking into account
P
[f ]
2n+1(z)A
∗
2n+1(z)
=

 Hα⊲n[RTq,n(z)]
−∗ RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]
(z − α)f∗(z)v∗q,n − (−αu∗n − y∗0,n) (z−α)f(z)−(z−α)f
∗(z)
z−z

 ,
we conclude
A2n+1(z)P
[f ]
2n+1(z)A
∗
2n+1(z)
=

 [RTq,n(z)]
−1Hα⊲n[RTq,n(z)]
−∗ vq,n(z − α)f(z)− (−αun − y0,n)
(z − α)f∗(z)v∗q,n − (−αu∗n − y∗0,n) (z−α)f
∗(z)−(z−α)f(z)
z−z

 .
In view of (4.15), (4.16), and (4.14), it follows
B2n+1(z)A2n+1(z)P
[f ]
2n+1(z)A
∗
2n+1(z)B
∗
2n+1(z)
=


[RTq,n(z)]
−1Hα⊲n[RTq,n(z)]
−∗
+(z − z)vq,n[(z − α)f∗(z)v∗q,n − (−αu∗n − y∗0,n)]
−(z − z)[vq,n(z − α)f∗(z)− (−αun − y0,n)]v∗q,n
vq,n(z − α)f∗(z)
−(−αun − y0,n)
(z − α)f∗(z)v∗q,n − (−αu∗n − y∗0,n)
−[(z − α)f∗(z)− (z − α)f(z)]v∗q,n
(z−α)f∗(z)−(z−α)f(z)
z−z


=


[RTq,n(z)]
−1Hα⊲n[RTq,n(z)]
−∗
+(z − z)[vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n]
vq,n(z − α)f∗(z)
−(−αun − y0,n)
[vq,n(z − α)f∗(z)− (−αun − y0,n)]∗ (z−α)f
∗(z)−[(z−α)f∗(z)]∗
z−z


=

 [RTq,n(z)]
−1Hα⊲n[RTq,n(z)]
−∗ vq,n(z − α)f∗(z)− (−αun − y0,n)
[vq,n(z − α)f∗(z)− (−αun − y0,n)]∗ (z−α)f
∗(z)−[(z−α)f∗(z)]∗
z−z

 .
Consequently,
X2n+1(z)P
[f ]
2n+1(z)X
∗
2n+1(z)
=


Hα⊲n
RTq,n(z)[vq,n(z − α)f∗(z)
−(−αun − y0,n)]
(RTq,n(z)[vq,n(z − α)f∗(z)− (−αun − y0,n)])∗ (z−α)f
∗(z)−[(z−α)f∗(z)]∗
z−z


= P
[f∨]
2n+1(z).
In the following, we will use Bp×q to denote the σ-algebra of all Borel subsets of C
p×q.
Let (Ω,A) be a measurable space and let µ ∈ Mq≥(Ω,A). Then µ is absolutely continuous
with respect to its trace measure τ := trµ. Let µ′τ be a version of the Radon–Nikodym
derivative of µ with respect to τ . A pair [Φ,Ψ] of an A-Bp×q-measurable mapping Φ: Ω→ Cp×q
and an A-Br×q-measurable mapping Ψ: Ω → Cr×q is called left-integrable with respect to µ
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if Φµ′τΨ
∗ belongs to [L1(Ω,A, τ ;C)]p×r. In this case, the corresponding integral is defined
by
∫
ΩΦdµΨ
∗ :=
∫
ΩΦµ
′
τΨ
∗dτ and we also use the notation
∫
ΩΦ(ω)µ(dω)Ψ
∗(ω) for it. In
the following, when we write such an integral
∫
ΩΦdµΨ
∗, then we also mean that the pair
[Φ,Ψ] is left-integrable with respect to µ. By p× q − L2(Ω,A, µ;C) we denote the set of all
A-Bp×q-measurable mappings for which the pair [Φ,Φ] is left-integrable which respect to µ.
Furthermore, for each subset A of Ω, we will use 1A to denote the indicator function of the set
A (defined on Ω).
Remark 4.9. Let Ω ∈ BR \ {∅}, let m ∈ N0, and let σ ∈ Mq≥(Ω). In view of Lemma C.3, it is
readily checked that σ belongs toMq≥,2m(Ω) if and only if RstrΩEq,m belongs to (m+ 1)q × q−
L2(Ω,BΩ, σ;C), where Eq,m is given by (4.3). If σ ∈ Mq≥,2m(Ω), then Lemma C.3 also shows
that, for each n ∈ N0 with n ≤ m, the block Hankel matrix H [σ]n := [s[σ]j+k]nj,k=0 admits the
integral representation
H [σ]n =
∫
Ω
Eq,n(t)σ(dt)E
∗
q,n(t). (4.17)
If α ∈ R, if κ ∈ N ∪ {∞}, and if σ ∈ Mq≥,κ([α,∞)), then let H [σ]α⊲n := [s[σ]α⊲j+k]nj,k=0 for each
n ∈ N0 with 2n+ 1 ≤ κ.
Remark 4.10. Let α ∈ R and let σ ∈ Mq≥,1([α,∞)). Using Proposition C.5 and Remark C.4,
it is readily checked that the following statements hold true (for details see [57, Lemma 5.7]
and [54, Lemma 3.12]):
(a) The function φ : [α,∞) → Cq×q defined by φ(t) := √t− αIq belongs to q × q −
L2([α,∞),B[α,∞), σ;C) and σ# : B[α,∞) → Cq×q given by
σ#(B) :=
∫
B
(
√
t− αIq)σ(dt)(
√
t− αIq)∗ (4.18)
belongs to Mq≥([α,∞)).
(b) If n ∈ N0 and if σ ∈Mq≥,2n+1([α,∞)), then
H
[σ]
α⊲n =
∫
[α,∞)
[√
t− αEq,n(t)
]
σ(dt)
[√
t− αEq,n(t)
]∗
. (4.19)
(c) If n ∈ N0 and if σ# ∈ Mq≥,2n([α,∞)), then σ belongs to Mq≥,2n+1([α,∞)) and further-
more s
[σ#]
j = s
[σ]
j+1 − αs[σ]j for all j ∈ Z0,2n and H [σ
#]
n = H
[σ]
α⊲n.
The next proposition shows that each solution of problem MP[[α,∞); (sj)mj=0,≤] fulfills nec-
essarily the system of the corresponding Potapov’s fundamental matrix inequalities.
Proposition 4.11. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence of complex q × q ma-
trices such that Mq≥[[α,∞); (sj)mj=0,≤] 6= ∅. Let σ ∈ Mq≥[[α,∞); (sj)mj=0,≤] and let S be
the [α,∞)-Stieltjes transform of σ. For each j ∈ Z0,m, let s[σ]j be given by (1.1). Then
P
[S]
2n (z) =
∫
[α,∞)
[
Eq,n(t)
1
t−z
Iq
]
σ(dt)
[
Eq,n(t)
1
t−z
Iq
]∗
+
[
vq,n
0q×q
]
(s2n − s[σ]2n)
[
vq,n
0q×q
]∗
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for each n ∈ N0 with 2n ≤ m and all z ∈ C \ R, where Eq,n is given by (4.3), and
P
[S]
2n+1(z) =
∫
[α,∞)
(√
t− α
[
Eq,n(t)
1
t−z
Iq
])
σ(dt)
(√
t− α
[
Eq,n(t)
1
t−z
Iq
])∗
+
[
vq,n
0q×q
]
(s2n+1 − s[σ]2n+1)
[
vq,n
0q×q
]∗
for each n ∈ N0 with 2n+1 ≤ m and all z ∈ C\R. In particular, for every choice of k ∈ Z0,m
and z ∈ C \ R, the matrix P [S]k (z) is non-negative Hermitian.
Proposition 4.11 can be proved using standard arguments of integration theory of non-
negative Hermitian measures (Lemma C.3 and Remark C.4). We omit the details.
5. Some integral estimates for the scalar case
In this section, we state some integral representations and integral estimates in the scalar case
q = 1.
Lemma 5.1. Let α ∈ R and let F ∈ R1(Π+) with Nevanlinna parametrization (A,B, ν) and
spectral measure µ. Then:
(a) For each w ∈ Π+, the integral
∫
R
|t− w|−2µ(dt) is finite and
ℑF (w) = (ℑw)
[
B +
∫
R
1
|t−w|2µ(dt)
]
. (5.1)
(b) For each w ∈ Π+, the integral
∫
R
|t[|t − w|−2 − (1 + t2)−1] − α|t − w|−2|µ(dt) is finite
and F# : Π+ → C defined by
F#(w) := (w − α)F (w) (5.2)
satisfies, for each w ∈ Π+, the equation
ℑF#(w)
= (ℑw)
(
A+B(2ℜw − α) +
∫
R
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
µ(dt)
)
. (5.3)
Proof. In view of ∫
R
1
1 + t2
µ(dt) =
∫
R
1
1 + t2
(1 + t2)ν(dt) = ν(R) <∞,
we see that, for each w ∈ Π+, the function ψw : R → C given by the equation ψw(t) :=
(t−w)−1 − t(1 + t2)−1 belongs to L1(R,BR, µ;C). By virtue of a result due to R. Nevanlinna
(see, e. g. [52, Theorem A.2]), for each w ∈ Π+, we have
F (w) = A+Bw +
∫
R
(
1
t− w −
t
1 + t2
)
µ(dt). (5.4)
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(a) Let w ∈ Π+. For each t ∈ R, then ℑψw(t) = (ℑw)|t−w|−2. Thus,
∫
R
∣∣∣∣∣ 1|t− w|2
∣∣∣∣∣µ(dt) = 1ℑw
∫
R
ℑψw(t)µ(dt) = 1ℑwℑ
[∫
R
ψw(t)µ(dt)
]
≤ 1ℑw
∫
R
|ψw(t)|µ(dt) <∞
and
ℑ
[∫
R
ψw(t)µ(dt)
]
=
∫
R
ℑψw(t)µ(dt) = (ℑw)
∫
R
1
|t− w|2µ(dt). (5.5)
Because of A ∈ R and B ∈ [0,∞), we have ℑA = 0 and ℑ(wB) = (ℑw)B. Consequently, from
(5.4), and (5.5) we get then (5.1).
(b) Let w ∈ Π+. In view of (5.2) and (5.4), we obtain
F#(w) = A(w − α) +Bw(w − α) +
∫
R
[
w − α
t− w −
t(w − α)
1 + t2
]
µ(dt). (5.6)
For each t ∈ R, we see that (w − α)ψw(t) = (w − α)/(t − w) − t(w − α)/(1 + t2) holds true.
Hence, (w − α)ψw ∈ L1(R,BR, µ;C) and, for each t ∈ R, we have furthermore
2iℑ[(w − α)ψw(t)] = 2i(ℑw)
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
.
This implies
∫
R
∣∣∣∣∣t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
∣∣∣∣∣µ(dt) = 1ℑw
∫
R
|ℑ[(w − α)ψw(t)]|µ(dt)
≤ 1ℑw
∫
R
|(w − α)ψw(t)|µ(dt) <∞
and
ℑ
[∫
R
(w − α)ψw(t)µ(dt)
]
=
∫
R
ℑ[(w − α)ψw(t)]µ(dt)
= (ℑw)
∫
R
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
µ(dt).
(5.7)
Obviously, ℑ(w2) = 2(ℜw)(ℑw). Consequently, ℑ[w(w−α)] = ℑ(w2)−ℑ(wα) = (ℑw)(2ℜw−
α). Thus, ℑ[Bw(w − α)] = B(ℑw)(2ℜw − α). Then, by virtue of (5.6), and (5.7), we get
ℑF#(w) = ℑ
(
A(w − α) +Bw(w − α) +
∫
R
[
w − α
t− w −
t(w − α)
1 + t2
]
µ(dt)
)
= ℑ[A(w − α)] + ℑ[Bw(w − α)] + ℑ
(∫
R
[
w − α
t− w −
t(w − α)
1 + t2
]
µ(dt)
)
= Aℑw +B(ℑw)(2ℜw − α) + (ℑw)
∫
R
[
t
(
1
|t− w|2 −
1
1 + t2
)
− α|t− w|2
]
µ(dt).
Thus, (5.3) follows.
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Remark 5.2. Let α ∈ R and let F ∈ R1(Π+) with spectral measure µ. Further, let ℓ1, ℓ2 ∈ R
be such that ℓ1 < ℓ2 < α. Then it is readily checked that for every choice of a ∈ (−∞, ℓ1)
and b ∈ (ℓ2,∞), there exists a Ka,b ∈ R such that, for each x ∈ [ℓ1, ℓ2], the inequality∫
R\(a,b)(t− x)−2µ(dt) < Ka,b holds true.
Remark 5.3. Let r, s ∈ R. Then it is readily checked that the following statements hold true
(for details, see also [57, Lemma 3.7]):
(a) If r < s and s 6= 0, then there exists a number a ∈ (−∞, r) ∩ (−∞, 0) such that∣∣∣∣t
[
1
(t− x)2 + y2 −
1
1 + t2
]∣∣∣∣ <
(
2 +
∣∣∣∣rs
∣∣∣∣
)
·
∣∣∣∣t
[
1
(t− s)2 + 1 −
1
1 + t2
]∣∣∣∣ (5.8)
is valid for every choice of x ∈ [r, s] and y ∈ (0, 1) and t ∈ (−∞, a].
(b) If s < r and r 6= 0, then there exists a b ∈ (r,∞) ∩ (0,∞) such that, for every choice of
x ∈ [s, r] and y ∈ (0, 1) and t ∈ [b,∞), inequality (5.8) holds true.
Lemma 5.4. Let α ∈ R and let F ∈ R1(Π+) with spectral measure µ. Further, let ℓ1 and ℓ2
be real numbers with ℓ1 < ℓ2 < α. Then there are real numbers a, b, and C with a < ℓ1
and ℓ2 < b < α such that∫
R\(a,b)
∣∣∣∣t
[
1
(t− x)2 + y2 −
1
1 + t2
]
− α
(t− x)2 + y2
∣∣∣∣µ(dt) < C
holds true for every choice of x ∈ [ℓ1, ℓ2] and y ∈ (0, 1).
Using Lemma 5.1 and Remarks 5.2 and 5.3, Lemma 5.4 can be proved analogous to the
well-known special case α = 0. However, in the general case of on arbitrary real number α,
these straightforward calculations are very lengthy (see [57, Lemma 3.8] for details).
Lemma 5.5. Let α ∈ R and let F ∈ R1(Π+) be such that F# : Π+ → C defined by (5.2)
belongs to R1(Π+). Further, let µ be the spectral measure of F and let ℓ1 and ℓ2 be real
numbers with ℓ1 < ℓ2 < α. Then there are real numbers a, b, and C with a < ℓ1 and ℓ2 < b < α
such that∫
(a,b)
∣∣∣∣ t− α(t− x)2 + y2
∣∣∣∣σ(dt) < C and
∫
(a,b)
∣∣∣∣ 1(t− x)2
∣∣∣∣σ(dt) < C
hold true for every choice of x ∈ [ℓ1, ℓ2] and y ∈ [0,∞).
Lemma 5.5 can be proved, using Lemmata 5.1 and 5.4 and Beppo Levi’s Theorem of mono-
tone convergence (for details, see [57, Lemma 3.12]).
Remark 5.6. Let α ∈ R and let F ∈ R1(Π+) be such that F# : Π+ → C defined by (5.2)
belongs to R1(Π+). Let µ be the spectral measure of F and let ℓ1 and ℓ2 be real numbers with
ℓ1 < ℓ2 < α. Then one can easily see from Remark 5.2 and Lemma 5.5 that there is a real
number C such that
∫
R
(t− x)−2µ(dt) < C for all x ∈ [ℓ1, ℓ2].
Lemma 5.7. Let α ∈ R and let F ∈ R1(Π+) be such that F# : Π+ → C defined by (5.2)
belongs to R1(Π+). Then the Nevanlinna measure ν of F and the spectral measure µ of F
fulfill ν((−∞, α)) = 0 and µ((−∞, α)) = 0.
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Proof. We give the proof stated in [57, Lemmata 3.13 and 3.14].
(I) In the first step of the proof, we consider arbitrary real numbers ℓ1 and ℓ2 with ℓ1 < ℓ2 < α.
Let (A,B, ν) be the Nevanlinna parametrization of F . Because of Remark 5.6, there is a C ∈ R
such that
∫
R
(t−x)−2µ(dt) < C is true for all x ∈ [ℓ1, ℓ2]. Since F belongs to R1(Π+), for each
x ∈ [ℓ1, ℓ2] and each ǫ ∈ (0,∞), from Lemma 5.1 we get then
0 ≤ ℑF (x+ iǫ) = ǫ
[
B +
∫
R
1
(t− x)2 + ǫ2µ(dt)
]
< ǫ(B + C)
and, consequently,
0 ≤
∫
[ℓ1,ℓ2]
ℑF (x+ iǫ)λ(1)(dx) ≤ ǫ(B + C)(ℓ2 − ℓ1), (5.9)
where λ(1) is the Lebesgue measure defined on BR. In view of F ∈ R1(Π+), the inversion
formula of Stieltjes–Perron (see, e. g. [52, Appendix, p. 390]) yields
1
2
[σ({ℓ1}) + σ({ℓ2})] + σ((ℓ1, ℓ2)) = 1
π
lim
ǫ→0+0
∫
[ℓ1,ℓ2]
ℑF (x+ iǫ)λ(1)(dx). (5.10)
Combining (5.10) and (5.9), we obtain σ((ℓ1, ℓ2)) = 0, from
0 ≤ σ((ℓ1, ℓ2)) ≤ 1
2
[σ({ℓ1}) + σ({ℓ2})] + σ((ℓ1, ℓ2))
=
1
π
lim
ǫ→0+0
∫
[ℓ1,ℓ2]
ℑF (x+ iǫ)λ(1)(dx) ≤ 1
π
lim
ǫ→0+0
[ǫ(B + C)(ℓ2 − ℓ1)] = 0.
(II) For each n ∈ N, the real numbers an := α − (1 + n) and bn := α − 1n fulfill
an < bn < α. Consequently, part (I) of the proof provides us µ((an, bn)) = 0. Ob-
viously, (an, bn) ⊆ (an+1, bn+1) for each n ∈ N and ⋃∞n=1(an, bn) = (−∞, α). Hence,
µ((−∞, α)) = µ(⋃∞n=1(an, bn)) = limn→∞ µ((an, bn)) = 0. Thus, ν((−∞, α)) = 0 follows
from
0 ≤ ν((−∞, α)) =
∫
(−∞,α)
1ν(dt) ≤
∫
(−∞,α)
(1 + t2)ν(dt) = µ((−∞, α)) = 0.
6. From the system of Potapov’s fundamental matrix inequalities
to the moment problem
Proposition 4.11 showed that the Stieltjes transform of an arbitrary solution of prob-
lem MP[[α,∞); (sj)mj=0,≤] fulfills necessarily the system of corresponding Potapov’s funda-
mental matrix inequalities. In this section, we are going to prove that the validity of the
system of Potapov’s fundamental matrix inequalities for a holomorphic q × q matrix-valued
function defined on C\ [α,∞) is also sufficient to be the Stieltjes transform of some solution of
this matricial Stieltjes-type moment problem. For the convenience of the reader, first we state
two well-known facts.
Remark 6.1. Let D be a discrete subset of Π+ and let F : Π+ \ D → Cq×q be a matrix-valued
function which is holomorphic in Π+ \ D and which fulfills ℑF (z) ∈ Cq×q≥ for all z ∈ Π+ \ D.
Then one can easily see from [20, Lemma 2.1.9] that there is a function F△ ∈ Rq(Π+) such
that RstrΠ+\D F
△ = F .
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Remark 6.2. Let A,B ∈ Cq×q, let M be an open subset of R, and let ν ∈ Mq≥(R \M). In
view of a well-known result on integrals which depend on a complex parameter (see, e. g. [29,
Satz 5.8]), it is readily checked that φ : Π+ ∪M ∪Π− → Cq×q given by
φ(z) := A+Bz +
∫
R\M
1 + tz
t− z ν(dt)
is holomorphic in Π+ ∪M ∪Π− (see also, e. g. [57, Lemma 3.17]).
In the following, for all α ∈ R, let Cα,− := {z ∈ C : ℜz ∈ (−∞, α)}.
Lemma 6.3. Let α ∈ R and let F ∈ Rq(Π+) be such that F# : Π+ → Cq×q defined by
F#(w) := (w − α)F (w) belongs to Rq(Π+). Further, let ν be the Nevanlinna measure of F .
Then ν((−∞, α)) = 0 and the following two statements hold true:
(a) There is a function Fα : C\ [α,∞) → Cq×q such that RstrΠ+ Fα = F and Fα((−∞, α)) ⊆
C
q×q
H are fulfilled.
(b) There exists a unique function S ∈ Sq;[α,∞) with RstrΠ+ S = F .
Proof. Since F and F# belong to Rq(Π+), for all u ∈ Cq, we see that {u∗Fu, u∗F#u} ⊆
R1(Π+) and that u∗νu is the Nevanlinna measure of u∗Fu. Because of Lemma 5.7, for all u ∈
C
q, we have u∗ν((−∞, α))u = (u∗νu)((−∞, α)) = 0 = u∗0q×qu. Consequently, ν((−∞, α)) =
0q×q.
(a) Obviously, ν˜ := RstrB[α,∞) ν belongs to Mq≥([α,∞)). By virtue of F ∈ Rq(Π+) and
Theorem 3.1, there are matrices A ∈ Cq×qH and B ∈ Cq×q≥ such that (3.1) holds for each z ∈ Π+.
Remark 6.2 shows that Fα : C \ [α,∞)→ Cq×q given by
Fα(z) := A+Bz +
∫
[α,∞)
1 + tz
t− z ν˜(dt) (6.1)
is holomorphic in C\ [α,∞). Comparing (3.1) and (6.1), we get Fα(z) = F (z) for each z ∈ Π+.
For every choice of x ∈ R, we have
[∫
[α,∞)
1 + tx
t− x ν˜(dt)
]∗
=
∫
[α,∞)
(
1 + tx
t− x
)
ν˜(dt) =
∫
[α,∞)
1 + tx
t− x ν˜(dt).
In view of (6.1), A ∈ Cq×qH , and B ∈ Cq×q≥ , then [Fα(x)]∗ = Fα(x) follows for each x ∈ (−∞, α).
(b) Because of part (a), there is a holomorphic function S : C \ [α,∞)→ Cq×q such that
RstrΠ+ S = F and S((−∞, α)) ⊆ Cq×qH (6.2)
hold true. According to {F,F#} ⊆ Rq(Π+) and (6.2), for all z ∈ Π+, then
ℑS(z) = ℑF (z) ∈ Cq×q≥ and ℑ[(z − α)S(z)] = ℑF#(z) ∈ Cq×q≥ . (6.3)
For all z ∈ Cα,− ∩Π+, we have ℑ[(z − α)S(z)] = [ℜ(z − α)]ℑS(z) + (ℑz)ℜS(z) and, by virtue
of (6.3), consequently,
ℜS(z) = ℑ[(z − α)S(z)]ℑz + [−ℜ(z − α)]
ℑS(z)
ℑz ∈ C
q×q
≥ . (6.4)
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Now we consider an arbitrary monotonically nondecreasing sequence (yn)
∞
n=1 of positive real
numbers with limn→∞ yn = 0. Since the function S is holomorphic in C \ [α,∞), the functions
ℜS and ℑS are continuous in C\[α,∞). Thus, for each x ∈ (−∞, α), we have x+iyn ∈ Cα,−∩Π+
for all n ∈ N and, hence, because of (6.4), and (6.3), then
ℜS(x) = lim
n→∞
ℜS(x+ iyn) ∈ Cq×q≥ and ℑS(x) = limn→∞ℑS(x+ iyn) ∈ C
q×q
≥ . (6.5)
Combining (6.2) and (6.5), for each x ∈ (−∞, α), we get ℜS(x) + iℑS(x) = S(x) = [S(x)]∗ =
ℜS(x) − iℑS(x) and, hence, ℑS(x) = 0. From (6.5) then S(x) ∈ Cq×q≥ follows for each
x ∈ (−∞, α). Consequently, S ∈ Sq;[α,∞).
Now we consider an arbitrary S ∈ Sq;[α,∞) such that RstrΠ+ S = F . From (6.2) we get
then S(z) = F (z) = S(z) for each z ∈ Π+. Thus, the identity theorem for holomorphic
functions provides us S = S.
Proposition 6.4. Let α ∈ R and let D be a discrete subset of Π+. Let F : Π+ \ D → Cq×q
be a holomorphic matrix-valued function and let F# : Π+ → Cq×q be defined by F#(w) :=
(w − α)F (w). Suppose {ℑF (w),ℑF#(w)} ⊆ Cq×q≥ for all w ∈ Π+ \ D. Then there is a
unique S ∈ Sq;[α,∞) such that RstrΠ+\D S = F .
Proposition 6.4 can be easily proved using Remark 6.1, Lemma 6.3, and the identity theorem
for holomorphic functions (see also [57, Theorem 3.19]). We omit the details.
Theorem 6.5. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)κj=0 be a sequence of complex q × q ma-
trices, and let m ∈ Z0,κ. Further, let D be a discrete subset of Π+ and let F : Π+ \ D → Cq×q
be a holomorphic matrix-valued function such that
P [F ]m (z) ≥ 0 and P [F ]m−1(z) ≥ 0 for each z ∈ Π+ \ D. (6.6)
Then there exists a unique S ∈ S0,q;[α,∞) such that RstrΠ+\D S = F . Moreover, the inequality
P
[S]
k (z) ≥ 0 holds true for each k ∈ Z−1,m and each z ∈ C \R.
Proof. We give a version of the proof stated with more details in [57, Theorem 4.10]. From
(6.6), Notation 4.5, and (4.2), we see that Hn ≥ 0 for each n ∈ N0 with 2n ≤ m, that
Hα⊲n ≥ 0 for each n ∈ N with 2n + 1 ≤ m, that s∗j = sj for each j ∈ Z0,m, and that
ℑF (z) = (ℑz)F (z)−F ∗(z)
z−z ≥ 0 and ℑ[(z−α)F (z)] = (ℑz) (z−α)F (z)−[(z−α)F (z)]
∗
z−z ≥ 0 hold true for
each z ∈ Π+ \D. Thus, because of Proposition 6.4, there exists a unique S ∈ Sq;[α,∞) such that
RstrΠ+\D S = F . By continuity arguments, from (6.6) we get then {P [S]m (z), P [S]m−1(z)} ⊆ Cq×q≥
for each z ∈ Π+ and, consequently,
P
[S]
k (z) ≥ 0 for each k ∈ Z−1,m and each z ∈ Π+. (6.7)
In particular, S˜ := RstrΠ+ S fulfills[
s0 S˜(z)
S˜∗(z) S˜(z)−S˜
∗(z)
z−z
]
= P
[S]
0 (z) ≥ 0 for each z ∈ Π+.
Consequently, Lemma 3.3 provides us S˜ ∈ R′0,q(Π+) and supy∈[1,∞) y‖S(iy)‖S <∞. Hence, S
belongs to S0,q;[α,∞). Then Theorem 3.5 shows that there is a σ ∈Mq≥([α,∞)) such that (3.5)
holds true. Let S˜∨ : Π− → Cq×q be defined by S˜∨(z) := S∗(z). Thus, from (3.5), we get
S˜∨(z) =
[∫
[α,∞)
1
t− zσ(dt)
]∗
=
∫
[α,∞)
1
t− zσ(dt) = S(z)
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for each z ∈ Π−. Taking into account (6.7) and Lemma 4.8, we see then that, for each
k ∈ Z−1,m and each z ∈ Π−, there exists a matrix Xk(z) such that P [S]k (z) = P [S˜
∨]
k (z) =
Xk(z)P
[S]
k (z)X
∗
k(z) is fulfilled for every choice of k ∈ Z−1,m and z ∈ Π−. In view of (6.7), this
implies P
[S]
k (z) ≥ 0 for each k ∈ Z−1,m and each z ∈ Π−. Because of C \ R = Π+ ∪ Π−, the
proof is complete.
Remark 6.6. For each n ∈ N0 and every choice of w and z in C, it is readily checked that
(z − w)
[
RT ∗q,n(w)
]∗
Tq,nRTq,n(z) = RTq,n(z)−
[
RT ∗q,n(w)
]∗
.
Lemma 6.7. Let κ ∈ N0∪{∞} and let (sj)κj=0 be a sequence of Hermitian complex q × q ma-
trices. Then
HnT
∗
q,nRT ∗q,n(z)−
[
RT ∗q,n(w)
]∗
Tq,nHn +
[
RT ∗q,n(w)
]∗
(vq,nu
∗
n − unv∗q,n)RT ∗q,n(z)
= (z − w)
[
RT ∗q,n(w)
]∗
Tq,nHnT
∗
q,nRT ∗q,n(z) (6.8)
for all n ∈ N0 with 2n ≤ κ and every choice of w and z in C. Furthermore,
Hα⊲nT
∗
q,nRT ∗q,n(z)−
[
RT ∗q,n(w)
]∗
Tq,nHα⊲n
+
[
RT ∗q,n(w)
]∗[
vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n
]
RT ∗q,n(z)
= (z − w)
[
RT ∗q,n(w)
]∗
Tq,nHα⊲nT
∗
q,nRT ∗q,n(z) (6.9)
for all α ∈ R, all n ∈ N0 with 2n+ 1 ≤ κ, and every choice of w and z in C.
Proof. By virtue of Remark 4.3(a), we have
HnT
∗
q,nRT ∗q,n(z)−
[
RT ∗q,n(w)
]∗
Tq,nHn +
[
RT ∗q,n(w)
]∗
(vq,nu
∗
n − unv∗q,n)RT ∗q,n(z)
=
[
RT ∗q,n(w)
]∗([
RT ∗q,n(w)
]−∗
HnT
∗
q,n − Tq,nHnR−1T ∗q,n(z) + (vq,nu
∗
n − unv∗q,n)
)
RT ∗q,n(z)
=
[
RT ∗q,n(w)
]∗
×
[
(I(n+1)q − wTq,n)HnT ∗q,n − Tq,nHn(I(n+1)q − zT ∗q,n) + (vq,nu∗n − unv∗q,n)
]
RT ∗q,n(z)
=
[
RT ∗q,n(w)
]∗[
(z − w)Tq,nHnT ∗q,n − (Tq,nHn −HnT ∗q,n) + (vq,nu∗n − unv∗q,n)
]
RT ∗q,n(z)
=
[
RT ∗q,n(w)
]∗[
(z − w)Tq,nHnT ∗q,n
]
RT ∗q,n(z) = (z − w)
[
RT ∗q,n(w)
]∗
Tq,nHnT
∗
q,nRT ∗q,n(z).
Using Remark 4.3(b), equation (6.9) can be proved analogous to (6.8).
Notation 6.8. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence from Cq×q. Let G
be a subset of C with G \ R 6= ∅ and let f : G → Cq×q be a matrix-valued function. For each
n ∈ N0 with 2n ≤ κ, let F2n : G → C(n+1)q×(n+1)q be given by
F2n(z) := HnT
∗
q,nRT ∗q,n(z) +RTq,n(z)[vq,nf(z)− un]v∗q,nRT ∗q,n(z) (6.10)
and let Q
[f ]
2n : G \ R→ C(2n+2)q×(2n+2)q be defined by
Q
[f ]
2n(z) :=
[
Hn F2n(z)
F ∗2n(z)
F2n(z)−F ∗2n(z)
z−z
]
. (6.11)
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If κ ≥ 1, then, for all n ∈ N0 with 2n + 1 ≤ κ, let F2n+1 : G → C(n+1)q×(n+1)q be given by
F2n+1(z) := Hα⊲nT
∗
q,nRT ∗q,n(z)
+RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]v∗q,nRT ∗q,n(z) (6.12)
and let Q
[f ]
2n+1 : G \R→ C(2n+2)q×(2n+2)q be defined by
Q
[f ]
2n+1(z) :=
[
Hα⊲n F2n+1(z)
F ∗2n+1(z)
F2n+1(z)−F ∗2n+1(z)
z−z
]
. (6.13)
Proposition 6.9. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of Hermitian
complex q × q matrices. Let f : C \ [α,∞) → Cq×q be a matrix-valued function. Further, for
each k ∈ N0, let mk be given by (4.10) and let Fk : C \ [α,∞) → C(mk+1)q×(mk+1)q be defined
by Notation 6.8. For all k ∈ Z0,κ, then there are functions Γk : C \ R → C(mk+2)q×(2mk+2)q
and ∆k : C \ R → C(2mk+2)q×(mk+2)q such that P [f ]k (z) = Γk(z)Q[f ]k (z)Γ∗k(z) and Q[f ]k (z) =
∆k(z)P
[f ]
k (z)∆
∗
k(z) hold true for each z ∈ C \ R.
Proof. (I) In the trivial case k = 0, choose Γ0 : C \R→ C2q×2q and ∆0 : C \R→ C2q×2q given
by Γ0(z) := I2q and ∆0(z) := I2q.
(II) Now we consider the case that κ ≥ 1 and that n ∈ N0 is such that 2n + 1 ≤ κ. Let
∆2n+1 : C \ R→ C(2n+2)q×(n+2)q be defined by
∆2n+1(z) :=
[
I(n+1)q 0(n+1)q×q
[RT ∗q,n(z)]
∗Tq,n [RT ∗q,n(z)]
∗vq,n
]
(6.14)
and let Γ2n+1 : C \ R→ C(n+2)q×(2n+2)q be given by
Γ2n+1(z) :=
[
I(n+1)q 0(n+1)q×(n+1)q
−v∗q,n[RT ∗q,n(z)]∗Tq,n v∗q,n
]
. (6.15)
Since s∗j = sj holds true for each j ∈ Z0,κ, we have
H∗α⊲n = Hα⊲n. (6.16)
We consider an arbitrary z ∈ C \ R. Let
B2n+1(z) := RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)], (6.17)
let
C2n+1(z) :=
(z − α)f(z) − [(z − α)f(z)]∗
z − z , (6.18)
and let
∆2n+1(z)P
[f ]
2n+1(z)∆
∗
2n+1(z) =
[
X2n+1(z) Y2n+1(z)
Z2n+1(z) W2n+1(z)
]
(6.19)
be the (n + 1)q × (n+ 1)q block representation of ∆2n+1(z)P [f ]2n+1(z)∆∗2n+1(z). Then
P
[f ]
2n+1(z) =
[
Hα⊲n B2n+1(z)
B∗2n+1(z) C2n+1(z)
]
. (6.20)
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Using (6.19), (6.14), and (6.20), straightforward calculations show that
X2n+1(z) = Hα⊲n, (6.21)
Y2n+1(z) = Hα⊲nT
∗
q,nRT ∗q,n(z) +B2n+1(z)v
∗
q,nRT ∗q,n(z), (6.22)
Z2n+1(z) =
[
RT ∗q,n(z)
]∗
Tq,nHα⊲n +
[
RT ∗q,n(z)
]∗
vq,nB
∗
2n+1(z), (6.23)
and
W2n+1(z) =
[
RT ∗q,n(z)
]∗
Tq,nHα⊲nT
∗
q,nRT ∗q,n(z) +
[
RT ∗q,n(z)
]∗
Tq,nB2n+1(z)v
∗
q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
vq,nB
∗
2n+1(z)T
∗
q,nRT ∗q,n(z) +
[
RT ∗q,n(z)
]∗
vq,nC2n+1(z)v
∗
q,nRT ∗q,n(z) (6.24)
hold true. Because of (6.23), (6.17), and (6.12), we see that
Y2n+1(z) = Hα⊲nT
∗
q,nRT ∗q,n(z) +RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]v∗q,nRT ∗q,n(z)
= F2n+1(z) (6.25)
is valid. From (6.23), (6.16), (6.22), and (6.25) we obtain then
Z2n+1(z) = Y
∗
2n+1(z) = F
∗
2n+1(z). (6.26)
Using (6.24), it follows
W2n+1(z) =
[
RT ∗q,n(z)
]∗
Tq,nHα⊲nT
∗
q,nRT ∗q,n(z) +
[
RT ∗q,n(z)
]∗
Tq,nB2n+1(z)v
∗
q,nRT ∗q,n(z)
+
([
RT ∗q,n(z)
]∗
Tq,nB2n+1(z)v
∗
q,nRT ∗q,n(z)
)∗
+
[
RT ∗q,n(z)
]∗
vq,nC2n+1(z)v
∗
q,nRT ∗q,n(z). (6.27)
In view of Lemma 6.7, we have
(z − z)
[
RT ∗q,n(z)
]∗
Tq,nHα⊲nT
∗
q,nRT ∗q,n(z)
= Hα⊲nT
∗
q,nRT ∗q,n(z)−
[
RT ∗q,n(z)
]∗
Tq,nHα⊲n
+
[
RT ∗q,n(z)
]∗[
vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n
]
RT ∗q,n(z).
(6.28)
By virtue of (6.17), Remark 6.6, and (6.12), we conclude
(z − z)
[
RT ∗q,n(z)
]∗
Tq,nB2n+1(z)v
∗
q,nRT ∗q,n(z)
= (z − z)
[
RT ∗q,n(z)
]∗
Tq,nRTq,n(z)[vq,n(z − α)f(z) − (−αun − y0,n)]v∗q,nRT ∗q,n(z)
=
(
RTq,n(z)−
[
RT ∗q,n(z)
]∗)
[vq,n(z − α)f(z)− (−αun − y0,n)]v∗q,nRT ∗q,n(z)
= RTq,n(z)[vq,n(z − α)f(z)− (−αun − y0,n)]v∗q,nRT ∗q,n(z)
−
[
RT ∗q,n(z)
]∗
[vq,n(z − α)f(z) − (−αun − y0,n)]v∗q,nRT ∗q,n(z)
= F2n+1(z)−Hα⊲nT ∗q,nRT ∗q,n(z)
−
[
RT ∗q,n(z)
]∗
[vq,n(z − α)f(z) − (−αun − y0,n)]v∗q,nRT ∗q,n(z)
= F2n+1(z)−Hα⊲nT ∗q,nRT ∗q,n(z) −
[
RT ∗q,n(z)
]∗
vq,n(z − α)f(z)v∗q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
(−αun − y0,n)v∗q,nRT ∗q,n(z),
(6.29)
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which implies
(z − z)
([
RT ∗q,n(z)
]∗
Tq,nB2n+1(z)v
∗
q,nRT ∗q,n(z)
)∗
= −F ∗2n+1(z) +
[
RT ∗q,n(z)
]∗
Tq,nH
∗
α⊲n +
[
RT ∗q,n(z)
]∗
vq,n[(z − α)f(z)]∗v∗q,nRT ∗q,n(z)
−
[
RT ∗q,n(z)
]∗
vq,n(−αun − y0,n)∗RT ∗q,n(z). (6.30)
Taking into account (6.18) we get
(z − z)
[
RT ∗q,n(z)
]∗
vq,nC2n+1(z)v
∗
q,nRT ∗q,n(z)
=
[
RT ∗q,n(z)
]∗
vq,n(z − α)f(z)v∗q,nRT ∗q,n(z)
−
[
RT ∗q,n(z)
]∗
vq,n[(z − α)f(z)]∗v∗q,nRT ∗q,n(z), (6.31)
and, taking (6.27), (6.28), (6.29), (6.30), (6.31), and (6.16) into account, furthermore
(z − z)W2n+1(z)
= (z − z)
[
RT ∗q,n(z)
]∗
Tq,nHα⊲nT
∗
q,nRT ∗q,n(z)
+ (z − z)
[
RT ∗q,n(z)
]∗
Tq,nB2n+1(z)v
∗
q,nRT ∗q,n(z)
+ (z − z)
([
RT ∗q,n(z)
]∗
Tq,nB2n+1(z)v
∗
q,nRT ∗q,n(z)
)∗
+ (z − z)
[
RT ∗q,n(z)
]∗
vq,nC2n+1(z)v
∗
q,nRT ∗q,n(z)
= Hα⊲nT
∗
q,nRT ∗q,n(z)−
[
RT ∗q,n(z)
]∗
Tq,nHα⊲n
+
[
RT ∗q,n(z)
]∗[
vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n
]
RT ∗q,n(z) + F2n+1(z)
−Hα⊲nT ∗q,nRT ∗q,n(z)−
[
RT ∗q,n(z)
]∗
vq,n(z − α)f(z)v∗q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
(−αun − y0,n)v∗q,nRT ∗q,n(z)− F ∗2n+1(z)
+
[
RT ∗q,n(z)
]∗
Tq,nH
∗
α⊲n +
[
RT ∗q,n(z)
]∗
vq,n[(z − α)f(z)]∗v∗q,nRT ∗q,n(z)
−
[
RT ∗q,n(z)
]∗
vq,n(−αun − y0,n)∗RT ∗q,n(z) +
[
RT ∗q,n(z)
]∗
vq,n(z − α)f(z)v∗q,nRT ∗q,n(z)
−
[
RT ∗q,n(z)
]∗
vq,n[(z − α)f(z)]∗v∗q,nRT ∗q,n(z)
= F2n+1(z)− F ∗2n+1(z).
(6.32)
From (6.19), (6.21), (6.25), (6.26), (6.32), and (6.13) we infer
∆2n+1(z)P
[f ]
2n+1(z)∆
∗
2n+1(z) = Q
[f ]
2n+1(z). (6.33)
In view of v∗q,n[R
∗
T ∗q,n
(z)]vq,n = Iq, we easily see that the matrices Γ2n+1(z) and ∆2n+1(z) given
by (6.15) and (6.14) obviously fulfill
Γ2n+1(z)∆2n+1(z) = I(n+2)q. (6.34)
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Thus, because of (6.33), we obtain
P
[f ]
2n+1(z) = I(n+2)qP
[f ]
2n+1(z)I
∗
(n+2)q
= Γ2n+1(z)∆2n+1(z)P
[f ]
2n+1(z)Γ
∗
2n+1(z)∆
∗
2n+1(z) = Γ2n+1(z)Q
[f ]
2n+1(z)Γ
∗
2n+1(z).
In this case k = 2n+ 1 with some n ∈ N0, the proof is complete.
(III) Now we consider the case that κ ≥ 2 and that there is an n ∈ N such that k = 2n. Let
Γ2n := Γ2n+1 and let ∆2n := ∆2n+1. We consider again an arbitrary z ∈ C \ R. Let
∆2n(z)P
[f ]
2n (z)∆
∗
2n(z) =
[
X2n(z) Y2n(z)
Z2n(z) W2n(z)
]
(6.35)
be the (n + 1)q × (n+ 1)q block representation of ∆2n(z)P [f ]2n (z)∆∗2n(z). Setting
B2n(z) := RTq,n(z)[vq,nf(z)− un] and C2n(z) :=
f(z)− f∗(z)
z − z , (6.36)
we have
P
[f ]
2n (z) =
[
Hn B2n(z)
B∗2n(z) C2n(z)
]
. (6.37)
From (6.35) and (6.37) we easily see then that
X2n(z) = Hn, Y2n(z) = HnT
∗
q,nRT ∗q,n(z) +B2n(z)v
∗
q,nRT ∗q,n(z), (6.38)
Z2n(z) =
[
RT ∗q,n(z)
]∗
Tq,nHn +
[
RT ∗q,n(z)
]∗
vq,nB
∗
2n(z), (6.39)
and
W2n(z) =
[
RT ∗q,n(z)
]∗
Tq,nHnT
∗
q,nRT ∗q,n(z) +
[
RT ∗q,n(z)
]∗
vq,nB
∗
2n(z)T
∗
q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
Tq,nB2n(z)v
∗
q,nRT ∗q,n(z) +
[
RT ∗q,n(z)
]∗
vq,nC2n(z)v
∗
q,nRT ∗q,n(z) (6.40)
hold true. Because of (6.38), (6.36), and (6.10), we obtain
Y2n(z) = HnT
∗
q,nRT ∗q,n(z) +RTq,n(z)[vq,nf(z)− un]v∗q,nRT ∗q,n(z) = F2n(z). (6.41)
Since s∗j = sj is supposed for each j ∈ Z0,κ, we get H∗n = Hn. Consequently, in view of (6.39),
(6.38), and (6.41), then
Z2n(z) = Y
∗
2n(z) = F
∗
2n(z) (6.42)
follows. By virtue of (6.40) and (6.36), we see that
W2n(z) =
[
RT ∗q,n(z)
]∗
Tq,nHnT
∗
q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
vq,n
[
f∗(z)v∗q,n − u∗n
][
RTq,n(z)
]∗
T ∗q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
Tq,nRTq,n(z)[vq,nf(z)− un]v∗q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
vq,n
[
f(z)− f∗(z)
z − z
]
v∗q,nRT ∗q,n(z) (6.43)
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holds true. Taking into account (6.43) and Remark 6.6, we conclude
W2n(z) =
[
RT ∗q,n(z)
]∗
Tq,nHnT
∗
q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
vq,n
[
f∗(z)v∗q,n − u∗n
][ 1
z − z
(
RT ∗q,n(z) −
[
RTq,n(z)
]∗)]
+
[
1
z − z
(
RTq,n(z)−
[
RT ∗q,n(z)
]∗)]
[vq,nf(z)− un]v∗q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
vq,n
[
f(z)− f∗(z)
z − z
]
v∗q,nRT ∗q,n(z). (6.44)
Using Lemma 6.7, the equation H∗n = Hn, (6.10), and (6.44), we infer
W2n(z) =
1
z − z
{
HnT
∗
q,nRT ∗q,n(z)−
[
RT ∗q,n(z)
]∗
Tq,nHn
+
[
RT ∗q,n(z)
]∗
(vq,nu
∗
n − unv∗q,n)RT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
vq,n
[
f∗(z)v∗q,n − u∗n
](
RT ∗q,n(z)−
[
RTq,n(z)
]∗)
+
(
RTq,n(z)−
[
RT ∗q,n(z)
]∗)
[vq,nf(z)− un]v∗q,nRT ∗q,n(z)
+
[
RT ∗q,n(z)
]∗
vq,n[f(z) − f∗(z)]v∗q,nRT ∗q,n(z)
}
=
1
z − z
{
HnT
∗
q,nRT ∗q,n(z) +RTq,n(z)[vq,nf(z)− un]v∗q,nRT ∗q,n(z)
−
(
HnT
∗
q,nRT ∗q,n(z) +RTq,n(z)[vq,nf(z)− un]v∗q,nRT ∗q,n(z)
)∗}
=
1
z − z [F2n(z) − F
∗
2n(z)].
(6.45)
Thus, (6.35), the first equation in (6.38), (6.41), (6.42), (6.45), and (6.11) show that
∆2n(z)P
[f ]
2n (z)∆
∗
2n(z) =
[
Hn F2n(z)
F ∗2n(z)
F2n(z)−F ∗2n(z)
z−z
]
= Q
[f ]
2n(z) (6.46)
is valid. Because of Γ2n = Γ2n+1 and ∆2n = ∆2n+1, equation (6.34) implies Γ2n(z)∆2n(z) =
I(n+2)q. Consequently, from (6.46) we get
P
[f ]
2n (z) = I(n+2)qP
[f ]
2n (z)I(n+2)q = Γ2n(z)∆2n(z)P
[f ]
2n (z)[Γ2n(z)∆2n(z)]
∗
= Γ2n(z)∆2n(z)P
[f ]
2n (z)∆
∗
2n(z)Γ
∗
2n(z) = Γ2n(z)Q
[f ]
2n(z)Γ
∗
2n(z).
Lemma 6.10. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence from Cq×q.
Let f : C \ [α,∞)→ Cq×q be a holomorphic matrix-valued function. Then:
(a) Let n ∈ N0 be such that 2n ≤ κ. If P [f ]2n (z) ∈ C(n+2)q×(n+2)q≥ holds true for each
z ∈ C \R, then F2n : Π+ → C(n+1)q×(n+1)q given by (6.10) belongs to R′0,(n+1)q(Π+) and
the matricial spectral measure µ2n of F2n fulfills µ2n(R) ≤ Hn.
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(b) Let n ∈ N0 be such that 2n + 1 ≤ κ. If P [f ]2n+1(z) ∈ C(n+2)q×(n+2)q≥ for each z ∈ C \ R,
then F2n+1 : Π+ → C(n+1)q×(n+1)q defined by (6.12) belongs to R′0,(n+1)q(Π+) and the
matricial spectral measure µ2n+1 of F2n+1 fulfills µ2n+1(R) ≤ Hα⊲n.
Proof. (a) Let z ∈ Π+. Suppose that the matrix P [f ]2n (z) is non-negative Hermitian. From (4.4)
we see then that Hn is non-negative Hermitian as well. In particular, H
∗
n = Hn. This implies
s∗j = sj for each j ∈ Z0,2n. According to Proposition 6.9, there is a function ∆2n : C \ R →
C
(2n+2)q×(n+2)q such that ∆2n(z)P
[f ]
2n (z)∆
∗
2n(z) = Q
[f ]
2n(z). Thus, since P
[f ]
2n (z) is non-negative
Hermitian, the matrix Q
[f ]
2n(z) is non-negative Hermitian as well. Taking Notation 6.8 into
account, this means that the block matrix on the right-hand side of (6.11) is non-negative
Hermitian. Since RTq,n and RT ∗q,n are matrix polynomials, we see from (6.10) that F2n is
holomorphic in Π+, and, thus, the application of Lemma 3.3 yields F2n ∈ R′0,(n+1)q(Π+) and
µ2n(R) ≤ Hn.
(b) Part (b) can be proved analogously. We omit the details.
Lemma 6.11. Let α ∈ R, let f : C \ [α,∞) → Cq×q be a matrix-valued function, let κ ∈
N0 ∪ {∞}, and let (sj)κj=0 be a sequence of Hermitian complex q × q matrices. Then:
(a) Let n ∈ N0 be such that 2n ≤ κ, let F2n : Π+ → C(n+1)q×(n+1)q be defined by (6.10), and
let Ψ2n : C→ C(n+1)q×(n+1)q be given by
Ψ2n(z) := RTq,n(z)(HnT
∗
q,n − unv∗q,n − zTq,nHnT ∗q,n)RT ∗q,n(z). (6.47)
Then Ψ2n is a continuous matrix-valued function such that Ψ2n(R) ⊆ C(n+1)q×(n+1)qH . In
view of (4.3), furthermore,
F2n(z) = Ψ2n(z) + Eq,n(z)f(z)E
∗
q,n(z) for each z ∈ Π+. (6.48)
(b) Let n ∈ N0 be such that 2n+1 ≤ κ, let F2n+1 : Π+ → C(n+1)q×(n+1)q be defined by (6.12),
and let Ψ2n+1 : C→ C(n+1)q×(n+1)q be given by
Ψ2n+1(z) := RTq,n(z)
[
Hα⊲nT
∗
q,n − (−αun − y0,n)v∗q,n − zTq,nHα⊲nT ∗q,n
]
RT ∗q,n(z). (6.49)
Then Ψ2n+1 is a continuous matrix-valued function such that Ψ2n+1(R) ⊆ C(n+1)q×(n+1)qH .
Moreover,
F2n+1(z) = Ψ2n+1(z) +Eq,n(z)[(z − α)f(z)]E∗q,n(z) for each z ∈ Π+.
Proof. (a) The case n = 0 is trivial. Suppose now 0 < 2n ≤ κ. Remark 4.4 shows that Ψ2n
is a matrix polynomial. In particular, Ψ2n is continuous. By assumption, we have s
∗
j = sj for
each j ∈ Z0,2n. Thus, H∗n = Hn. For each x ∈ R, we have RT ∗q,n(x) = [RTq,n(x)]∗ = [RTq,n(x)]∗
and, consequently,
[Ψ2n(x)]
∗ = RTq,n(x)(Tq,nHn − vq,nu∗n − xTq,nH∗nT ∗q,n)RT ∗q,n(x),
which, in view of H∗n = Hn, implies that
[Ψ2n(x)]
∗ = RTq,n(x)
(
−[HnT ∗q,n − Tq,nHn] +HnT ∗q,n − vq,nu∗n − xTq,nHnT ∗q,n
)
RT ∗q,n(x)
= RTq,n(x)
(
−[unv∗q,n − vq,nu∗n] +HnT ∗q,n − vq,nu∗n − xTq,nHnT ∗q,n
)
RT ∗q,n(x)
= RTq,n(x)(HnT
∗
q,n − unv∗q,n − xTq,nHnT ∗q,n)RT ∗q,n(x) = Ψ2n(x)
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holds true for all x ∈ R. Hence, Ψ2n(R) ⊆ C(n+1)q×(n+1)qH . Taking into account (6.10), Re-
mark 4.4, and (6.47), for all z ∈ Π+, we conclude
F2n(z)
= RTq,n(z)
[
RTq,n(z)
]−1
HnT
∗
q,nRT ∗q,n(z)
+RTq,n(z)vq,nf(z)v
∗
q,nRT ∗q,n(z)−RTq,n(z)unv∗q,nRT ∗q,n(z)
= RTq,n(z)
[
(I(n+1)q − zTq,n)HnT ∗q,n − unv∗q,n
]
RT ∗q,n(z) +RTq,n(z)vq,nf(z)v
∗
q,n
[
RTq,n(z)
]∗
= RTq,n(z)(HnT
∗
q,n − zTq,nHnT ∗q,n − unv∗q,n)RT ∗q,n(z) +RTq,n(z)vq,nf(z)[RTq,n(z)vq,n]∗
= Ψ2n(z) + Eq,n(z)f(z)E
∗
q,n(z).
(b) Part (b) can be proved analogously.
Lemma 6.12. Let α ∈ R, let κ ∈ N∪{∞}, let (sj)κj=0 be a sequence from Cq×q, and let n ∈ N0
be such that 2n + 1 ≤ κ. Further, let S ∈ S0,q;[α,∞) be such that
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q≥ and P [S]2n+1(z) ∈ C(n+2)q×(n+2)q≥ for all z ∈ Π+. (6.50)
Then the [α,∞)-Stieltjes measure σ of S belongs to Mq≥,1([α,∞)).
Proof. (I) For all z ∈ Π+, from Remark 4.7 we see that (4.8) holds true and, in view of
(6.50), hence, that the block matrix on the left-hand side of (4.8) is non-negative Hermitian.
Consequently, since S is holomorphic in C \ [α,∞), Lemma 3.3 yields that F := RstrΠ+ S
belongs to R′0,q(Π+) and that the matricial spectral measure µ of F fulfills µ(R) ≤ s0. Thus,
Remark 3.6 provides us
σ([α,∞)) = RstrB[α,∞) µ([α,∞)) = µ([α,∞)) ≤ µ(R) ≤ s0. (6.51)
Because of (6.50) and (4.4), the matrix Hn is non-negative Hermitian. In particular, s0 ∈ Cq×q≥ .
Hence,
s∗0 = s0 and {u∗σ([α,∞))u, u∗s0u} ⊆ [0,∞) for all u ∈ Cq. (6.52)
(II) In the second part of the proof, we consider an arbitrary n ∈ N and an arbitrary u ∈ Cq.
From Remark 3.4 we see then that∫
[α,∞)
∣∣∣∣ int− (in + α)
∣∣∣∣(u∗σu)(dt) = n
∫
[α,∞)
∣∣∣∣ 1t− (in + α)
∣∣∣∣(u∗σu)(dt) <∞. (6.53)
In view of
in
t− (in+ α) = −
n2
|t− α− in|2 + i
(t− α)n
|t− α− in|2 (6.54)
and (6.53), we obtain
∫
[α,∞)
∣∣∣∣∣− n
2
|t− α− in|2
∣∣∣∣∣(u∗σu)(dt) =
∫
[α,∞)
∣∣∣∣ℜ
[
in
t− (in + α)
]∣∣∣∣(u∗σu)(dt) <∞
and ∫
[α,∞)
∣∣∣∣∣ (t− α)n|t− α− in|2
∣∣∣∣∣(u∗σu)(dt) =
∫
[α,∞)
∣∣∣∣ℑ
[
in
t− (in+ α)
]∣∣∣∣(u∗σu)(dt) <∞. (6.55)
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For each t ∈ [α,∞), we have
n
[
in
t− (in+ α) + 1
]
=
(t− α)n
t− α− in =
(t− α)2n
(t− α)2 + n2 + i
(t− α)n2
(t− α)2 + n2 . (6.56)
Consequently, we get that∣∣∣∣ℜ
(
n
[
in
t− (in+ α) + 1
])∣∣∣∣ = n · (t− α)2(t− α)2 + n2 ≤ n = n · 1[α,∞)(t)
and ∣∣∣∣ℑ
(
n
[
in
t− (in+ α) + 1
])∣∣∣∣ = (t− α)n2(t− α)2 + n2 ≤ n · 2|t− α|n(t− α)2 + n2 ≤ n = n · 1[α,∞)(t)
hold true for each t ∈ [α,∞). This implies∫
[α,∞)
∣∣∣∣ℜ
(
n
[
in
t− (in+ α) + 1
])∣∣∣∣(u∗σu)(dt) ≤
∫
[α,∞)
n · 1[α,∞)d(u∗σu)
= nu∗σ([α,∞))u <∞
and, analogously,∫
[α,∞)
∣∣∣∣ℑ
(
n
[
in
t− (in+ α) + 1
])∣∣∣∣(u∗σu)(dt) ≤ nu∗σ([α,∞))u <∞.
Thus, the function gn : [α,∞)→ C given by gn(t) := n(in/[t− (in+ α)] + 1) fulfills
gn ∈ L1([α,∞),B[α,∞), u∗σu;C). (6.57)
Using Theorem 3.5, Remark C.2, (6.54), and (6.55), we conclude
u∗[in · S(in + α)]u = u∗
[
in
∫
[α,∞)
1
t− (in+ α)σ(dt)
]
u
=
∫
[α,∞)
in
t− (in + α) (u
∗σu)(dt)
=
∫
[α,∞)
[
− n
2
|t− α− in|2 + i
(t− α)n
|t− α− in|2
]
(u∗σu)(dt)
= −n2
∫
[α,∞)
1
|t− α− in|2 (u
∗σu)(dt) + in
∫
[α,∞)
t− α
|t− α− in|2 (u
∗σu)(dt)
and, in particular,
ℜ(u∗[in · S(in+ α)]u) = −n2
∫
[α,∞)
1
|t− α− in|2 (u
∗σu)(dt). (6.58)
Taking into account (6.51), (6.58), and that 1−n2/|t−α− in| = (t−α)2/[(t−α)2+n2] holds
true, for each t ∈ [α,∞), we get
ℜ(u∗[in · S(in+ α)]u) + u∗s0u ≥ ℜ(u∗[in · S(in + α)]u) + u∗σ([α,∞))u
= −n2
∫
[α,∞)
1
|t− α− in|2 (u
∗σu)(dt) +
∫
[α,∞)
1[α,∞)d(u
∗σu)
=
∫
[α,∞)
(
1− n
2
|t− α− in|2
)
(u∗σu)(dt) =
∫
[α,∞)
(t− α)2
(t− α)2 + n2 (u
∗σu)(dt) ≥ 0
30
and, consequently,
[ℜ(u∗[in · S(in + α)]u) + u∗s0u]2 ≥ [ℜ(u∗[in · S(in+ α)]u) + u∗σ([α,∞))u]2. (6.59)
Because of (6.52), (6.59), and again (6.52), it follows
|nu∗[in · S(in+ α) + s0]u|2 = n2|u∗[in · S(in+ α)]u+ u∗s0u|2
= n2
(
[ℜ(u∗[in · S(in + α)]u) + u∗s0u]2 + [ℑ(u∗[in · S(in+ α)]u)]2
)
≥ n2
(
[ℜ(u∗[in · S(in + α)]u) + u∗σ([α,∞))u]2 + [ℑ(u∗[in · S(in+ α)]u)]2
)
= n2|u∗[in · S(in + α)]u+ u∗σ([α,∞))u|2 = |nu∗[in · S(in + α) + σ([α,∞))]u|2
and, therefore,
|nu∗[in · S(in+ α) + s0]u| ≥ |nu∗[in · S(in + α) + σ([α,∞))]u|. (6.60)
Since S belongs to S0,q;[α,∞), the function G : Π+ → Cq×q given by G(w) := wS(w + α) + s0
is holomorphic in Π+. From Remark 4.7 we know that, for all z ∈ C \ [α,∞), equation (4.9)
is true. Hence, from (6.50) we see that the block matrix on the left-hand side of (4.9) is
non-negative Hermitian. Consequently, we conclude
[−αs0 + s1 G(w)
G∗(w) G(w)−G
∗(w)
w−w
]
=
[ −αs0 + s1 wS(w + α) + s0
[wS(w + α) + s0]
∗ [wS(w+α)+s0]−[wS(w+α)+s0]
∗
w−w
]
=
[ −αs0 + s1 [(w + α)− α]S(w + α) + s0
([(w + α)− α]S(w + α) + s0)∗ [(w+α)−α]S(w+α)−([(w+α)−α]S(w+α))
∗
w−w
]
∈ C2q×2q≥ . (6.61)
Since G is holomorphic, from (6.61) and Lemma 3.3 we infer supy∈(0,∞)(y‖G(iy)‖S) ≤ ‖−αs0+
s1‖S and, hence, supn∈N(n‖in · S(in + α) + s0‖S) ≤ ‖−αs0 + s1‖S. Thus, the Bunjakowski–
Cauchy–Schwarz inequality provides us
|u∗(n[in · S(in+ α) + s0])u| ≤ ‖n[in · S(in+ α) + s0]u‖E · ‖u‖E
≤ n‖in · S(in+ α) + s0‖S · ‖u‖E2 ≤ ‖−αs0 + s1‖S · ‖u‖E2. (6.62)
For each t ∈ [α,∞), we have |t − α| = lim infn→∞(t − α)n2/[(t − α)2 + n2]. Fatou’s lemma
yields then
∫
[α,∞)
|t− α|(u∗σu)(dt) =
∫
[α,∞)
lim inf
n→∞
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt)
≤ lim inf
n→∞
∫
[α,∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt).
(6.63)
Obviously, from (6.57) and (6.56) it follows
∫
[α,∞)
ℑ
(
n
[
in
t− (in+ α) + 1
])
(u∗σu)(dt) =
∫
[α,∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt) (6.64)
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and∫
[α,∞)
ℑ
(
n
[
in
t− (in+ α) + 1
])
(u∗σu)(dt)
= ℑ
(∫
[α,∞)
n
[
in
t− (in+ α) + 1
]
(u∗σu)(dt)
)
≤
∣∣∣∣∣
∫
[α,∞)
n
[
in
t− (in + α) + 1
]
(u∗σu)(dt)
∣∣∣∣∣. (6.65)
(III) Since (6.57) holds true for every choice of u ∈ Cq and n ∈ N, Remark C.2 yields
gn ∈ L1([α,∞),B[α,∞), σ;C). (6.66)
Hence, Remark C.2 shows that∫
[α,∞)
n
[
in
t− (in+ α) + 1
]
(u∗σu)(dt) = u∗
(∫
[α,∞)
n
[
in
t− (in+ α) + 1
]
σ(dt)
)
u (6.67)
is valid for each u ∈ Cq and each n ∈ N. Combining (6.64), (6.65), and (6.67), we have
0 ≤
∫
[α,∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt) ≤
∣∣∣∣∣u∗
(∫
[α,∞)
n
[
in
t− (in+ α) + 1
]
σ(dt)
)
u
∣∣∣∣∣ (6.68)
for each u ∈ Cq and each n ∈ N. For all n ∈ N and all t ∈ [α,∞), we see that gn(t) −
n · 1[α,∞)(t) = g˜n(t) holds true, where g˜n : [α,∞) → C is given by g˜n(t) := in2/[t − (in +
α)]. Thus, for each n ∈ N, we get g˜n = gn − n · 1[α,∞), and, in view of (6.66), then g˜n ∈
L1([α,∞),B[α,∞), σ;C) and∫
[α,∞)
g˜ndσ =
∫
[α,∞)
gndσ − n
∫
[α,∞)
1[α,∞)dσ =
∫
[α,∞)
gndσ − nσ([α,∞)).
Consequently, for each n ∈ N, we conclude∫
[α,∞)
n
[
in
t− (in + α) + 1
]
σ(dt) =
∫
[α,∞)
in2
t− (in + α)σ(dt) + nσ([α,∞))
= in2
∫
[α,∞)
1
t− (in + α)σ(dt) + nσ([α,∞))
= in2 · S(in+ α) + nσ([α,∞)) = n[in · S(in+ α) + σ([α,∞))].
Thus, because of (6.60), for each u ∈ Cq and each n ∈ N, we obtain∣∣∣∣∣u∗
(∫
[α,∞)
n
[
in
t− (in+ α) + 1
]
σ(dt)
)
u
∣∣∣∣∣ ≤ |nu∗[in · S(in + α) + s0]u|. (6.69)
Taking into account (6.63), (6.68), (6.69), and (6.62), for each u ∈ Cq, we get∫
[α,∞)
|t− α|(u∗σu)(dt) ≤ lim inf
n→∞
∫
[α,∞)
(t− α)n2
(t− α)2 + n2 (u
∗σu)(dt)
≤ lim inf
n→∞
∣∣∣∣∣u∗
(∫
[α,∞)
n
[
in
t− (in+ α) + 1
]
σ(dt)
)
u
∣∣∣∣∣
≤ lim inf
n→∞
|nu∗[in · S(in + α) + s0]u|
≤ lim inf
n→∞
‖−αs0 + s1‖S · ‖u‖E2 = ‖−αs0 + s1‖S · ‖u‖E2 <∞.
(6.70)
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Therefore, from (6.70) we obtain that∫
[α,∞)
|t|(u∗σu)(dt) ≤
∫
[α,∞)
(|t− α|+ |α|)(u∗σu)(dt)
=
∫
[α,∞)
|t− α|(u∗σu)(dt) +
∫
[α,∞)
|α|(u∗σu)(dt)
≤ ‖−αs0 + s1‖S · ‖u‖E2 + |α|(u∗σu)([α,∞)) <∞
is true for all u ∈ Cq. Thus, Remark C.2 provides us σ ∈Mq≥,1([α,∞)).
Lemma 6.13. Let α ∈ R, let κ ∈ N∪{∞}, let (sj)κj=0 be a sequence from Cq×q, and let n ∈ N0
be such that 2n+ 1 ≤ κ. Further, let S ∈ S0,q;[α,∞) be such that P [S]2n (z) ∈ C(n+2)q×(n+2)q≥ and
P
[S]
2n+1(z) ∈ C(n+2)q×(n+2)q≥ hold true for all z ∈ Π+. Then:
(a) The [α,∞)-Stieltjes measure σ of S belongs to Mq≥,1([α,∞)).
(b) The function φ : [α,∞) → Cq×q given by φ(t) := √t− αIq belongs to q × q −
L2([α,∞),B[α,∞), σ;C) and σ# : B[α,∞) → Cq×q defined by (4.18) belongs to
Mq≥([α,∞)).
(c) The function S˜ : C \ [α,∞)→ Cq×q given by
S˜(z) := (z − α)S(z) (6.71)
and the [α,∞)-Stieltjes transform S[σ#] of σ# fulfill
S˜(z) = S[σ
#](z)− σ([α,∞)) for each z ∈ C \ [α,∞). (6.72)
(d) The function (S˜) := RstrΠ+ S˜ belongs to R′q(Π+) and (σ˜) : BR → Cq×q given by
(σ˜)(B) := σ
#(B ∩ [α,∞)) is exactly the matricial spectral measure of (S˜).
Proof. (a) Part (a) is proved in Lemma 6.12.
(b) In view of (a), part (b) follows immediately from Remark 4.10.
(c) Let z ∈ C \ [α,∞). According to Remark 3.4 and Theorem 3.5, the function
gα,z : [α,∞)→ C given by gα,z(t) := (z − α)/(t− z) belongs to L1([α,∞),B[α,∞), σ;C) and
(z − α)S(z) =
∫
[α,∞)
z − α
t− z σ(dt)
is true. Consequently, in view of Lemma C.3, the pair [gα,zIq, 1[α,∞)Iq] is left-integrable with
respect to σ and
S˜(z) = (z − α)S(z) =
∫
[α,∞)
(
z − α
t− z Iq
)
σ(dt)I∗q
is valid. Thus, Remark C.4 shows that the pair [gα,zIq + 1[α,∞)Iq, Iq] is left-integrable with
respect to σ and that
∫
[α,∞)
[(
z − α
t− z + 1
)
Iq
]
σ(dt)I∗q =
∫
[α,∞)
(
z − α
t− z Iq
)
σ(dt)I∗q +
∫
[α,∞)
Iqσ(dt)I
∗
q
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is fulfilled. Taking into account
σ([α,∞)) =
∫
[α,∞)
1[α,∞)dσ =
∫
[α,∞)
(1[α,∞)Iq)dσ(1[α,∞)Iq)
∗ =
∫
[α,∞)
Iqσ(dt)I
∗
q
and that (z − α)/(t− z) + 1 = (t− α)/(t− z) holds true for each t ∈ [α,∞), we get then
S˜(z) =
∫
[α,∞)
(
t− α
t− z Iq
)
σ(dt)I∗q − σ([α,∞)). (6.73)
Because of Lemma C.3, Proposition C.5, and (4.18), we have
∫
[α,∞)
(
t− α
t− z Iq
)
σ(dt)I∗q =
∫
[α,∞)
[(
1
t− z Iq
)
(
√
t− αIq)
]
σ(dt)
[
Iq(
√
t− αIq)
]∗
=
∫
[α,∞)
(
1
t− z Iq
)
σ#(dt)I∗q =
∫
[α,∞)
1
t− zσ
#(dt).
Thus, from (6.73) it follows
S˜(z) =
∫
[α,∞)
1
t− z σ
#(dt)− σ([α,∞)) = S[σ#](z)− σ([α,∞)).
(d) In view of Theorem 3.5, the function S[σ
#] belongs to S0,q;[α,∞). Thus, Remark 3.6
shows that RstrΠ+ S
[σ#] ∈ R′0,q(Π+) ⊆ R′q(Π+), that the matricial spectral measure µ# of
RstrΠ+ S
[σ#] fulfills σ# = RstrB[α,∞) µ
#, and that µ#(R \ [α,∞)) = µ#((−∞, α)) = 0q×q.
Consequently, (σ˜) is the matricial spectral measure of RstrΠ+ S
[σ#]. From Theorem 3.1 one
can easily see that the function F : Π+ → Cq×q given by F (z) := −σ([α,∞)) belongs to
R′q(Π+) and that the matricial spectral measure θ of F fulfills θ(B) = 0q×q for all B ∈ BR
(see also [16, Beispiel 1.2.1]). Because of (6.72), we have (S˜) = RstrΠ+ S
[σ#] + F . Since
RstrΠ+ S
[σ#] and F both belong to R′q(Π+), from [33, Remark 4.4] we see that (S˜) ∈ R′q(Π+)
and that (σ˜) + θ is the matricial spectral measure of (S˜). In view of (σ˜) + θ = (σ˜), the
proof is complete.
Lemma 6.14. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of complex
q × q matrices. Then:
(a) Let n ∈ N0 be such that 2n ≤ κ and let S ∈ S0,q;[α,∞) be such that
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q≥ for all z ∈ C \R. (6.74)
Then the [α,∞)-Stieltjes measure σ of S belongs to Mq≥,2n([α,∞)) and the inequality
H
[σ]
n ≤ Hn holds true.
(b) Let n ∈ N0 be such that 2n+ 1 ≤ κ and let S ∈ S0,q;[α,∞) be such that{
P
[S]
2n (z), P
[S]
2n+1(z)
}
⊆ C(n+2)q×(n+2)q≥ for all z ∈ C \ R. (6.75)
Then the [α,∞)-Stieltjes measure σ of S belongs to Mq≥,2n+1([α,∞)) and the inequality
H
[σ]
α⊲n ≤ Hα⊲n holds true.
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Proof. (a) Because of (6.74), we get Hn ∈ C(n+1)q×(n+1)q≥ ⊆ C(n+1)q×(n+1)qH and, in partic-
ular, s∗j = sj for each j ∈ Z0,2n. In view of S ∈ S0,q;[α,∞), we see that the function S is
holomorphic in C \ [α,∞) and, using additionally [33, Propositions 8.9 and 8.8], we also ob-
tain RstrΠ+ S ∈ R′0,q(Π+) ⊆ R′q(Π+). Let f := S and let F2n : Π+ → C(n+1)q×(n+1)q be
given by (6.10). Using Lemma 6.10 and [33, Propositions 8.9 and 8.8], we conclude that
F2n ∈ R′0,(n+1)q(Π+) ⊆ R′(n+1)q(Π+) and that the matricial spectral measure µ2n of F2n fulfills
µ2n(R) ≤ Hn. Let Ψ2n : C → C(n+1)q×(n+1)q be given (6.47). Since s∗j = sj holds true for
each j ∈ Z0,2n, from Lemma 6.11 we see that Ψ2n is a continuous matrix-valued function with
Ψ2n(R) ⊆ C(n+1)q×(n+1)qH . Furthermore, Lemma 6.11 yields (6.48). According to Remark 3.6,
the matricial spectral measure σ of RstrΠ+ S fulfills
σ = RstrB[α,∞) σ and σ(R \ [α,∞)) = 0. (6.76)
Standard arguments of measure theory show that we can choose sequences (ak)
∞
k=1 and (bk)
∞
k=1
of real numbers such that
σ({ak}) = 0, σ({bk}) = 0, µ2n({ak}) = 0, µ2n({bk}) = 0, (6.77)
ak < bk, and (ak, bk) ⊆ (ak+1, bk+1) (6.78)
hold true for each k ∈ N and that ⋃∞k=1(ak, bk) = R. In view of F2n ∈ R′(n+1)q(Π+), a matricial
version of Stieltjes’ inversion formula (see [17, Theorem 8.6]), and (6.77) provide us
µ2n((ak, bk)) =
1
2
[µ2n({ak}) + µ2n({bk})] + µ2n((ak, bk))
=
1
π
lim
ǫ→0+0
∫
[ak,bk]
ℑF2n(x+ iǫ)λ(1)(dx)
(6.79)
for all k ∈ N, where λ(1) is the Lebesgue measure defined on BR. The function Eq,n : C →
C
(n+1)q×q given by (4.3) is holomorphic in C. Moreover, Ψ2n is continuous with Ψ2n(R) ⊆
C
(n+1)q×(n+1)q
H . Thus, for all k ∈ N, we get from (6.48), a matricial version of Stieltjes’ inversion
formula (see [17, Theorem 8.6]) and (6.77) that
1
π
lim
ǫ→0+0
∫
[ak ,bk]
ℑF2n(x+ iǫ)λ(1)(dx)
=
1
2
(Eq,n(ak)σ({ak})[Eq,n(ak)]∗ + Eq,n(bk)σ({bk})[Eq,n(bk)]∗)
+
∫
(ak ,bk)
Eq,n(t)σ(dt)E
∗
q,n(t)
=
∫
(ak ,bk)
Eq,n(t)σ(dt)E
∗
q,n(t).
(6.80)
Combining (6.80) and (6.79), we obtain∫
(ak ,bk)
Eq,n(t)σ(dt)E
∗
q,n(t) = µ2n((ak, bk)) ≤ µ2n(R) for all k ∈ N (6.81)
and, consequently,
tr
[∫
(ak ,bk)
Eq,n(t)σ(dt)E
∗
q,n(t)
]
≤ tr[µ2n(R)] <∞ for all k ∈ N. (6.82)
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The trace measure τ := trσ of σ is a finite measure and σ is absolutely con-
tinuous with respect to τ . We can choose a version (σ)
′
τ of the matricial Radon–
Nikodym derivative of σ with respect to τ such that (σ)
′
τ (t) ∈ Cq×q≥ for all t ∈
R. For all k ∈ N, then gk := ‖1(ak ,bk)(RstrREq,n)
√
(σ)′τ‖F2 ∈ L1(R,BR, τ ;C) and
tr[
∫
R
(1(ak ,bk)RstrREq,n)dσ(1(ak ,bk)RstrREq,n)
∗] =
∫
R
gkdτ . Thus, by virtue of (6.82), we
get ∫
R
gkdτ ≤ tr[µ2n(R)] <∞ (6.83)
for all k ∈ N. Obviously, g : R → C defined by g(t) := ‖Eq,n(t)
√
(σ)
′
τ‖F2 is an
BR-BC-measurable function with g(R) ⊆ [0,∞). For all t ∈ R, we see that
g(t) =
∥∥∥∥
[
lim
k→∞
1(ak ,bk)(t)
]
·
[
(RstrREq,n)
√
(σ)′τ
]
(t)
∥∥∥∥2
F
= lim
k→∞
gk(t) = lim inf
k→∞
gk(t). (6.84)
In view of (6.84) and (6.83), Fatou’s lemma yields then∫
R
|g(t)|τ(dt) =
∫
R
lim inf
k→∞
gk(t)τ(dt) ≤ lim inf
k→∞
∫
R
gk(t)τ(dt) ≤ tr[µ2n(R)] <∞,
and, consequently, g ∈ L1(R,BR, τ ;C). Because of Lemma C.3, it follows
RstrREq,n ∈ (n + 1)q × q − L2(R,BR, σ;C). (6.85)
Hence, from (6.76) we obtain that Rstr[α,∞)Eq,n belongs to (n+ 1)q × q −
L2([α,∞),B[α,∞), σ;C) and that∫
R
Eq,n(t)σ(dt)E
∗
q,n(t) =
∫
[α,∞)
Eq,n(t)σ(dt)E
∗
q,n(t). (6.86)
Furthermore, applying Remark 4.9, we get σ ∈ Mq≥,2n([α,∞)) and (4.17). Because of (6.85),
we see that Θn : BR → C(n+1)q×(n+1)q defined by
Θn(B) :=
∫
B
Eq,n(t)σ(dt)E
∗
q,n(t) (6.87)
is a well-defined non-negative Hermitian (n+ 1)q × (n+ 1)q measure on (R,BR). Using (6.87),⋃∞
k=1(ak, bk) = R, (6.78), Θn ∈ M(n+1)q≥ (R,BR), (6.81), and µ2n ∈ M(n+1)q≥ (R,BR), we
conclude
∫
R
Eq,n(t)σ(dt)E
∗
q,n(t) = Θn(R) = Θn
(
∞⋃
k=1
(ak, bk)
)
= lim
k→∞
Θn((ak, bk))
= lim
k→∞
∫
(ak ,bk)
Eq,n(t)σ(dt)E
∗
q,n(t) = lim
k→∞
µ2n((ak, bk))
= µ2n
(
∞⋃
k=1
(ak, bk)
)
= µ2n(R).
(6.88)
The combination of (4.17), (6.86), (6.88), and µ2n(R) ≤ Hn provides us then
H [σ]n =
∫
[α,∞)
Eq,n(t)σ(dt)E
∗
q,n(t) =
∫
R
RstrREq,ndσ(RstrREq,n)
∗ = µ2n(R) ≤ Hn.
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(b) Because of (6.75), we have {Hn,Hα⊲n} ⊆ C(n+1)q×(n+1)q≥ ⊆ C(n+1)q×(n+1)qH and, conse-
quently, s∗j = sj for each j ∈ Z0,2n+1. Since S belongs to S0,q;[α,∞), from (6.75) and Lemma 6.13
we infer that σ belongs toMq≥,1([α,∞)), that σ# : B[α,∞) → Cq×q defined by (4.18) belongs to
Mq≥([α,∞)), that S˜ : C\ [α,∞)→ Cq×q given by (6.71) is a function with RstrΠ+ S˜ ∈ R′q(Π+),
and that (σ#) : BR → Cq×q given by (σ˜)(B) := σ#(B ∩ [α,∞)) is the matricial spectral
measure of (S˜) := RstrΠ+ S˜. Observe that Remark 4.10(b) shows that (4.19) holds true.
Now part (b) can be proved analogous to part (a), where F2n+1 : Π+ → C(n+1)q×(n+1)q given
by (6.12) and Ψ2n+1 : C → C(n+1)q×(n+1)q defined by (6.49) play the roles of F2n and Ψ2n,
respectively (for details, see [53, Lemma 7.9]).
Remark 6.15. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let(sj)κj=0 be a sequence from Cq×q. Using
Remark A.6 and the definition of the class S0,q;[α,∞), it is readily checked that the following
statements hold true:
(a) If n ∈ N0 is such that 2n ≤ κ and if S ∈ S0,q;[α,∞) is such that P [S]2n (iy) ∈ C(n+2)q×(n+2)q≥
for all y ∈ (0,∞), then
lim
y→∞
RTq,n(iy)[vq,nS(iy)− un] = 0. (6.89)
(b) If κ ≥ 1 and n ∈ N0 are such that 2n + 1 ≤ κ and if S ∈ S0,q;[α,∞) is such that
P
[S]
2n+1(iy) ∈ C(n+2)q×(n+2)q≥ holds true for each y ∈ (0,∞), then
lim
y→∞
RTq,n(iy)[vq,n(iy − α)S(iy) − (−αun − y0,n)] = 0.
Remark 6.16. Let n ∈ N0 and let y ∈ R. If u ∈ C(n+1)q×p is such that limy→∞[u∗RTq,n(iy)u] = 0,
then from Remark 4.4 one can easily see that u = 0.
Lemma 6.17. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of complex
q × q matrices. Then:
(a) Let n ∈ N0 be such that 2n ≤ κ and let S ∈ S0,q;[α,∞) be such that P [S]2n (z) ∈
C
(n+2)q×(n+2)q
≥ holds true for all z ∈ C \ R. Then the [α,∞)-Stieltjes measure σ of S
belongs to Mq≥,2n([α,∞)) and S belongs to S0,q;[α,∞)[(sj)2nj=0,≤].
(b) Let n ∈ N0 be such that 2n + 1 ≤ κ and let S ∈ S0,q;[α,∞) be such that
{P [S]2n (z), P [S]2n+1(z)} ⊆ C(n+2)q×(n+2)q≥ holds true for each z ∈ C \ R. Then
the [α,∞)-Stieltjes measure σ of S belongs to Mq≥,2n+1([α,∞)) and S belongs to
S0,q;[α,∞)[(sj)2n+1j=0 ,≤].
Proof. We give a shortened version of the detailed proof stated in [57, Lemma 5.15].
(a) Lemma 6.14 yields σ ∈ Mq≥,2n([α,∞)) and H [σ]n ≤ Hn. If n = 0, then σ ∈
Mq≥[[α,∞); (sj)2nj=0,≤] follows. Suppose now n ≥ 1. Remark 6.15 shows that (6.89) is valid.
Obviously, σ ∈ Mq≥[[α,∞); (s[σ]j )2nj=0,≤], where (s[σ]j )2nj=0 is defined by (1.1). Thus, Proposi-
tion 4.11 and Remark 6.15 provide us
lim
y→∞
RTq,n(iy)
[
vq,nS(iy)− u[σ]n
]
= 0 (6.90)
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where s
[σ]
−1 := 0q×q and where u
[σ]
n := − col(s[σ]j−1)nj=0. Combining (6.89) and (6.90), we get
lim
y→∞
(u[σ]n − un)∗RTq,n(iy)(u[σ]n − un) = 0.
Consequently, Remark 6.16 yields u
[σ]
n = un. Let dj := sj − s[σ]j for each j ∈ Z0,2n. Then
u
[σ]
n = un and n ≥ 1 imply d0 = 0q×q. Furthermore, the inequality H [σ]n ≤ Hn shows that the
block Hankel matrix [dj+k]
n
j,k=0 is non-negative Hermitian. Thus, d2n ∈ Cq×q≥ and Remark A.5
yield dj = 0q×q for each j ∈ Z0,2n−1. Hence, σ belongs to Mq≥[[α,∞); (sj)2nj=0,≤].
(b) Part (b) can be proved analogously.
Now we are able to prove that the solution set of the (reformulated) truncated Stieltjes-
type moment problem and the solution set of the corresponding system of the fundamental
Potapov’s matrix inequalities coincide.
Theorem 6.18. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of complex
q × q matrices. Let D be a discrete subset of Π+ and let S : C\[α,∞)→ Cq×q be a holomorphic
matrix-valued function. Then:
(a) Let n ∈ N0 be such that 2n ≤ κ. Then the following statements are equivalent:
(i) S ∈ S0,q;[α,∞)[(sj)2nj=0,≤].
(ii) P [S]2n−1(z) ∈ C(n+1)q×(n+1)q≥ and P [S]2n (z) ∈ C(n+2)q×(n+2)q≥ for all z ∈ Π+ \ D.
(b) Let n ∈ N0 be such that 2n+ 1 ≤ κ. Then the following statements are equivalent:
(iii) S ∈ S0,q;[α,∞)[(sj)2n+1j=0 ,≤].
(iv) {P [S]2n (z), P [S]2n+1(z)} ⊆ C(n+2)q×(n+2)q≥ for all z ∈ Π+ \ D.
Proof. (i)⇒(ii), (iii)⇒(iv): Use Proposition 4.11.
(ii)⇒(i): Let m := 2n. Observe that the function F := RstrΠ+\D S is holomorphic. Because
of (ii), the inequalities P
[F ]
m−1(z) ≥ 0 and P [F ]m (z) ≥ 0 hold true for each z ∈ Π+ \ D. From
Theorem 6.5 we get then that there is a unique function Sˆ ∈ S0,q;[α,∞) such that RstrΠ+\D Sˆ =
F , namely Sˆ = S, and that P
[Sˆ]
k (z) ≥ 0 are valid for all k ∈ Z−1,m and all z ∈ C \R. Applying
Lemma 6.17, we get then (i).
(iv)⇒(iii): Letm := 2n+1 and use the same argumentation as in the proof of the implication
“(ii)⇒(i)”.
7. Some considerations on block Hankel matrices
First we introduce some further block Hankel matrices. In Section 4, in particular in Re-
marks 4.1 and 4.3, we already discussed some aspects on such matrices.
Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q matrices. Let Hn :=
[sj+k]
n
j,k=0 for each n ∈ N0 with 2n ≤ κ, let Kn := [sj+k+1]nj,k=0 for each n ∈ N0 with 2n+1 ≤ κ,
and let Gn := [sj+k+2]
n
j,k=0 for each n ∈ N0 with 2n + 2 ≤ κ. For every choice of integers m
and n with 0 ≤ m ≤ n ≤ κ, let ym,n and zm,n be given by (4.1), let yˆm,n := col(sn−j)n−mj=0 , and
let zˆm,n := row(sn−k)
n−m
k=0 .
38
We will see that certain Schur complements play an essential role for our considerations. Let
L0 := s0 and, for each n ∈ N with 2n ≤ κ, furthermore
Ln := s2n − zn,2n−1H†n−1yn,2n−1.
For every choice of integers m and n with 0 ≤ m ≤ n ≤ κ − 1, let yα⊲m,n := col(sα⊲m+j)m−nj=0
and zα⊲m,n := row(sα⊲m+k)
m−n
j=0 . Let Lα⊲0 := sα⊲0 and, for each n ∈ N0 with 2n + 1 ≤ κ,
moreover Lα⊲n := sα⊲2n − zα⊲n,2n−1H†α⊲n−1yα⊲n,2n−1.
Remark 7.1. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of Hermitian complex q × q ma-
trices. In view of Remark 4.3, it is readily checked that
[
RT ∗q,n(w)
]−∗
HnT
∗
q,n − Tq,nHn
[
RT ∗q,n(z)
]−1
+ (w − z)Tq,nHnT ∗q,n
= vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n
and [
RTq,n(z)
]−1
HnT
∗
q,n − Tq,nHn
[
RTq,n(z)
]−∗
= vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n (7.1)
are fulfilled for every choice of n ∈ N0 with 2n ≤ κ and w, z ∈ C.
Remark 7.2. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 be a sequence of Hermitian complex
q × q matrices. In view of Remarks 4.1 and 4.3, then
[
RTq,n(z)
]−1
Hα⊲nT
∗
q,n − Tq,nHα⊲n
[
RTq,n(z)
]−∗
= vq,nv
∗
q,nHn
[
RTq,n(α)
]−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n (7.2)
is valid for each n ∈ N0 with 2n+ 1 ≤ κ and each z ∈ C. Remark 4.3 yields[
RTq,n(α)
]−1
Hnvq,n =
[
RTq,n(α)
]−1
y0,n,
[
RTq,n(α)
]−1
Hnvq,n = αun + y0,n (7.3)
and
z0,n
[
RTq,n(α)
]−∗
= v∗q,nHn
[
RTq,n(α)
]−∗
, αwn + z0,n = v
∗
q,nHn
[
RTq,n(α)
]−∗
for each n ∈ N0 with 2n ≤ κ.
Remark 7.3 ( [25, Remark 2.1]). Let n ∈ N and let (sj)2nj=0 be a sequence of complex q × q ma-
trices. In view of (4.2) and Lemma A.4, one can easily see that (sj)
2n
j=0 belongs to H≥q,2n if and
only if the four conditions (sj)
2(n−1)
j=0 ∈ H≥q,2(n−1), R(yn,2n−1) ⊆ R(Hn−1), s∗2n−1 = s2n−1, and
Ln ∈ Cq×q≥ hold true. If (sj)2nj=0 belongs to H≥q,2n, then rankHn =
∑n
j=1 rankLj .
Remark 7.4. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥q,κ,α. By virtue of Remark 4.1,
one can easily check then that s∗j = sj for each k ∈ Z0,κ and s∗α⊲k = sα⊲k for each k ∈ Z0,κ−1.
Furthermore, for each n ∈ N0 with 2n ≤ κ, from Remark 7.3 one can see that the matrices s2n,
Hn, and Ln are non-negative Hermitian and, for each n ∈ N0 with 2n + 1 ≤ κ, the matrices
sα⊲2n, Hα⊲n, and Lα⊲n are non-negative Hermitian as well.
Remark 7.5. Let α ∈ R and let κ ∈ N0 ∪ {∞}. According to the definition of K≥,eq,κ,α and [24,
Lemma 4.7], one can easily check that K≥,eq,κ,α ⊆ K≥q,κ,α ∩H≥,eq,κ . In particular, if (sj)κj=0 belongs
to K≥,eq,κ,α, then, in view of Remark 2.3 for each m ∈ Z0,κ, the sequence (sj)mj=0 belongs to
K≥,eq,m,α ∩ H≥,eq,κ . Further, if (sj)κj=0 ∈ K≥,eq,κ,α, then the definition of the sets K≥,eq,κ,α and H≥,eq,κ
and [24, Proposition 4.8 and Lemma 4.11] show that, for each m ∈ Z0,κ−1, the sequence
(sα⊲j)
m
j=0 belongs to H≥,eq,m.
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Remark 7.6. Let α ∈ R, let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each m ∈ Z0,κ, we have
(sj)
m
j=0 ∈ K≥,eq,m,α. In view of Remarks 7.4 and 7.5, from [24, Lemmata 4.15 and 4.16] one can
see that
N (L0) ⊆ N (Lα⊲0) ⊆ N (L1) ⊆ · · · ⊆ N (Ln) ⊆ N (Lα⊲n)
and that
R(L0) ⊇ R(Lα⊲0) ⊇ R(L1) ⊇ · · · ⊇ R(Ln) ⊇ R(Lα⊲n)
are valid for each n ∈ N0 with 2n + 1 ≤ κ and
N (L0) ⊆ N (Lα⊲0) ⊆ N (L1) ⊆ · · · ⊆ N (Lα⊲n−1) ⊆ N (Ln)
and
R(L0) ⊇ R(Lα⊲0) ⊇ R(L1) ⊇ · · · ⊇ R(Lα⊲n−1) ⊇ R(Ln)
hold true for each n ∈ N with 2n ≤ κ.
8. Dubovoj subspaces
If U and W are subspaces of Cq, then we write U +W for the sum of U and W. To indicate
that the sum U +W is a direct sum, i. e., that U ∩W = {0q×1} is fulfilled, we use the notation
U ∔W. V. K. Dubovoj studied in [19] particular invariant subspaces to discuss the matricial
Schur problem. Having in mind this, we give the following definition:
Definition 8.1. We call a subspace D of Cp a Dubovoj subspace corresponding to a given
ordered pair (H,T ) of complex p× p matrices if T ∗(D) ⊆ D and N (H)∔D = Cp are fulfilled.
We are going to consider special Dubovoj subspaces.
Notation 8.2. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q matrices. For
each n ∈ N0 with 2n ≤ κ, let Dn := R(diag(L0, L1, . . . , Ln)). Furthermore, if κ ≥ 1, then, for
every choice of α ∈ R and n ∈ N0 with 2n+1 ≤ κ, let Dα⊲n := R(diag(Lα⊲0, Lα⊲1, . . . , Lα⊲n)).
Using the Kronecker delta, we set
Vq,n := [δj,kIq] j=0,...,n
k=0,...,n−1
and Vq,n := [δj,k+1Iq] j=0,...,n
k=0,...,n−1
.
Lemma 8.3. Let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ H≥,eq,κ . For each n ∈ N with 2n ≤ κ,
then T ∗q,n(Dn) ⊆ Dn, V∗q,n(Dn) ⊆ Dn−1, and V ∗q,n(Dn) ⊆ Dn−1.
Proof. Because of T ∗q,n · diag(L0, L1, . . . , Ln) =
[
0nq×q diag(L1,L2,...,Ln)
0q×q 0q×nq
]
, we have T ∗q,n(Dn) ⊆
R(diag(L1, L2, . . . , Ln, 0q×q)). From Remark 7.3 we see that {L0, L1, . . . , Ln} ⊆ Cq×q≥ . Thus,
using Remark A.1 and [25, Proposition 2.13], we get
R(Lj) = [N (Lj)]⊥ ⊆ [N (Lj−1)]⊥ = R(Lj−1) for each j ∈ Z1,n, (8.1)
which implies R(diag(L1, L2, . . . , Ln, 0q×q)) ⊆ R(diag(L0, L1, . . . , Ln−1, 0q×q)) ⊆ Dn.
Consequently, T ∗q,n(Dn) ⊆ Dn. Obviously, we have V∗q,n · diag(L0, L1, . . . , Ln) =
[0nq×q,diag(L1, L2, . . . , Ln)] and V
∗
q,n · diag(L0, L1, . . . , Ln) = (diag(L0, L1, . . . , Ln−1), 0nq×q).
Because of (8.1), consequently, V∗q,n(Dn) ⊆ R(diag(L1, L2, . . . , Ln)) ⊆
R(diag(L0, L1, . . . , Ln−1)) = Dn−1 and V ∗q,n(Dn) ⊆ Dn−1.
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If n ∈ N0 and if (sj)2nj=0 ∈ H≥,eq,2n, then the existence of a Dubovoj subspace corresponding to
(Hn, Tq,n) was proved in [9, Lemma 3.2], [61, Satz 1.24], and [23]. An explicit construction of
such a subspace gives the following result:
Proposition 8.4. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 ∈ H≥,eq,κ . For each n ∈ N0 with 2n ≤ κ,
then Dn is a Dubovoj subspace for (Hn, Tq,n), where in particular dimDn = rankHn and
dimDn =∑nj=0 rankLj.
Proof. Let n ∈ N0 be such that 2n ≤ κ. Then (sj)2nj=0 ∈ H≥,eq,2n. Furthermore, Lemma 8.3 shows
that T ∗q,n(Dn) ⊆ Dn. Now we check that
dimDk = dimR(Hk) (8.2)
holds true for each k ∈ Z0,n. Because of L0 = s0 = H0, equation (8.2) is valid for k = 0.
Thus, there is an m ∈ Z0,n such (8.2) is fulfilled for each k ∈ Z0,m. We consider the case that
2(m+ 1) ≤ κ. Then from Notation 8.2 and (8.2) we obtain
dimDm+1 = dimDm + dimR(Lm+1) = dimR(Hm) + dimR(Lm+1). (8.3)
Since we know from Remark 7.3 that the right-hand side of (8.3) coincides with dimR(Hm+1),
we see that (8.2) is true for k = m+1 as well. Consequently, (8.2) holds for each k ∈ Z0,n. This
implies dimDn + dimN (Hn) = dimC(n+1)q. Furthermore, (8.2) and Remark 7.3 show that
dimDn = ∑nj=0 rankLj holds true. It remains to prove that Dn ∩ N (Hn) ⊆ {0(n+1)q×1}. We
consider an arbitrary x ∈ Dn ∩ N (Hn). Let x = col(xj)nj=0 be the q × 1 block representation
of x. Because of x ∈ N (Hn), from [25, Lemma A.2] we see that xn belongs to N (Ln). Since
we know from Remark 7.3 that Ln is non-negative Hermitian, we conclude xn ∈ R(Ln)⊥.
On the other hand, we have x ∈ Dn, which implies col(xj)nj=0 ∈ R(diag(L0, L1, . . . , Ln)) and,
consequently, xn ∈ R(Ln). Thus, xn ∈ R(Ln)∩R(Ln)⊥ = {0q×1}, i. e., xn = 0q×1. Inductively,
then xn−j = 0q×1 follows for each j ∈ Z0,n. Therefore, Dn ∩ N (Hn) ⊆ {0(n+1)q×1}.
For each n ∈ N0 and each (sj)2nj=0 ∈ H≥,eq,2n, we will call Dn defined in Notation 8.2 the
canonical Dubovoj subspace corresponding to (Hn, Tq,n).
In [61, Abschnitt 1.4], H. C. Thiele showed that (sj)
2
j=0 given by s0 := 0, s1 := 0, and
s2 := 1 is a sequence belonging to H≥1,2 for which no Dubovoj subspace corresponding to
(H1, T1,1) exists.
Remark 8.5. Let κ ∈ N0 ∪ {∞}, let (sj)κj=0 ∈ H≥,eq,κ , and let n ∈ N0 be such that 2n ≤ κ. Let
Dn be the canonical Dubovoj subspace corresponding to (Hn, Tq,n). In view of Proposition 8.4,
one can easily see that dimDn ≥ 1 if and only if s0 6= 0q×q. Furthermore, it is readily checked
that dimDn < (q + 1)n if and only if detHn = 0.
Remark 8.6. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. From Remark 7.5 and
Proposition 8.4 one can see then that the following statements hold true:
(a) For each n ∈ N0 with 2n ≤ κ, the subspace Dn of C(n+1)q is a Dubovoj subspace
corresponding to (Hn, Tq,n).
(b) If κ ≥ 1, then for each n ∈ N0 with 2n+1 ≤ κ, the subspace Dα⊲n of C(n+1)q is a Dubovoj
subspace corresponding to (Hα⊲n, Tq,n).
Proposition 8.7. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Then:
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(a) For each n ∈ N0 with 2n+ 1 ≤ κ, then T ∗q,n(Dn) ⊆ Dα⊲n ⊆ Dn,
N (Hn)∔Dn = C(n+1)q, and N (Hα⊲n)∔Dα⊲n = C(n+1)q. (8.4)
(b) For each n ∈ N with 2n ≤ κ, furthermore V∗q,n(Dn) ⊆ Dα⊲n−1, Vq,n(Dα⊲n−1) ⊆ Dn,
N (Hn)∔Dn = C(n+1)q, and N (Hα⊲n−1)∔Dα⊲n−1 = Cnq. (8.5)
Proof. According to Remark 7.5, we have (sj)mj=0 ∈ K≥,eq,m,α for each m ∈ Z0,κ. Consequently,
Remark 7.6 yields
R(Lj+1) ⊆ R(Lα⊲j) for each j ∈ N0 with 2j + 2 ≤ κ (8.6)
and
R(Lα⊲j) ⊆ R(Lj) for each j ∈ N0 with 2j + 1 ≤ κ. (8.7)
(a) Let n ∈ N0 be such that 2n + 1 ≤ κ. Because of Remark 8.6 and the definition of
a Dubovoj subspace, we get (8.4). In view of (8.7), we have Dα⊲n = R(diag(Lα⊲j)nj=0) ⊆
R(diag(Lj)nj=0)) = Dn. If n = 0, then Tq,n = 0q×q and, consequently, T ∗q,n(Dn) ⊆ Dα⊲n.
Now we assume that n ≥ 1. In view of (8.6), then it is readily checked that
T ∗q,n(Dn) = T ∗q,n
[
R
(
diag(Lj)
n
j=0
)]
⊆ R
(
diag
[
diag(Lj+1)
n−1
j=0 , 0q×q
])
⊆ R
(
diag(Lα⊲j)
n
j=0
)
= Dα⊲n.
(b) Let κ ≥ 2 and let n ∈ N such that 2n ≤ κ. Because of Re-
mark 8.6 and the definition of a Dubovoj subspace, we get (8.5). From V∗q,n ·
diag(Lj)
n
j=0 = [0nq×q,diag(Lj+1)
n−1
j=0 ] we conclude V
∗
q,n(Dn) ⊆ R(diag(Lj+1)n−1j=0 ). Us-
ing (8.6), we obtain R(diag(Lj+1)n−1j=0 ) ⊆ R(diag(Lα⊲j)n−1j=0 ) = Dα⊲n−1 and, conse-
quently, V∗q,n(Dn) ⊆ Dα⊲n−1. Obviously, Vq,n · diag(Lα⊲j)n−1j=0 = diag[diag(Lα⊲j)n−1j=0 , 0q×q] ·
Vq,n and, hence, Vq,n(Dα⊲n−1) = R(diag[diag(Lα⊲j)n−1j=0 , 0q×q]). Since (8.7) implies
R(diag[diag(Lα⊲j)n−1j=0 , 0q×q]) ⊆ R(diag(Lj)nj=0) = Dn, we get Vq,n(Dα⊲n−1) ⊆ Dn.
Remark 8.8. If A ∈ Cp×q and if U and V are subspaces of Cq and Cp, respectively, such that
N (A)∔ U = Cq and R(A)∔ V = Cp are fulfilled, then there is a unique X ∈ Cq×p such that
AXA = A, XAX = X, R(X) = U , and N (X) = V
(see, e. g. [6, Chapter 2, Theorem 12(c)]), and we will use A
(1,2)
U ,V to denote this matrix X.
In particular, if A is a Hermitian complex q × q matrix and if U is a subspace of Cq with
N (A)∔ U = Cq, then R(A)∔ U⊥ = Cq and we will also write A−U for A(1,2)U ,U⊥. (In Appendix B,
we turn our attention to the Hermitian case, in which special equations hold true.)
If κ ∈ N0 ∪ {∞} and a sequence (sj)κj=0 ∈ H≥,eq,κ is given, then, for each n ∈ N0 with 2n ≤ κ,
let H−n := H
(1,2)
Dn,D⊥n
, where Dn is given by Notation 8.2. (Note that Remark 7.5 shows that
K≥,eq,κ,α ⊆ H≥,eq,κ holds true for each α ∈ R and each κ ∈ N0 ∪ {∞}.) If α ∈ R, κ ∈ N ∪ {∞},
and (sj)
κ
j=0 ∈ K≥,eq,κ,α are given, then, for each n ∈ N0 with 2n+1 ≤ κ, let H−α⊲n := H(1,2)Dα⊲n,D⊥α⊲n ,
where Dα⊲n is also given by Notation 8.2.
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Remark 8.9. Let κ ∈ N0∪{∞} and let (sj)κj=0 ∈ H≥,eq,κ . In view of Lemma B.1, for each n ∈ N0
with 2n ≤ κ, then it is readily checked that H−n ∈ C(n+1)q×(n+1)q≥ ,
HnH
−
n Hn = Hn, and H
−
n HnH
−
n = H
−
n . (8.8)
Lemma 8.10. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n+ 1 ≤ κ. Then the matrices H−n and H−α⊲n are both non-negative Hermitian and fulfill
(H−n )
∗ = H−n , (H
−
α⊲n)
∗ = H−α⊲n. (8.9)
Furthermore, the equations in (8.8) as well as the following four identities hold true:
Hα⊲nH
−
α⊲nHα⊲n = Hα⊲n, H
−
α⊲nHα⊲nH
−
α⊲n = H
−
α⊲n, (8.10)
H−n HnH
−
α⊲n = H
−
α⊲n, and H
−
α⊲nHnH
−
n = H
−
α⊲n. (8.11)
Proof. The matrices Hn and Hα⊲n are both non-negative Hermitian. Lemma B.1 yields then
that H−n and H
−
α⊲n are both non-negative Hermitian and that the equations in (8.8), (8.9), and
(8.10) hold true. In order to prove (8.11), we consider an arbitrary n ∈ N0 such that 2n+1 ≤ κ.
Taking into account H∗n = Hn, Proposition 8.7, Lemma B.1, and Remark B.5, we conclude
R(H−α⊲n) = R(H−Dα⊲n) = Dα⊲n ⊆ Dn = N (I(n+1)q −H−DnHn) = N (I(n+1)q −H−n Hn).
For every choice of x ∈ C(n+1)q, this implies 0 = (I(n+1)q −H−n Hn)H−α⊲nx and, consequently,
H−n HnH
−
α⊲nx = H
−
α⊲nx. Thus, the first equation in (8.11) is verified. Hence H
∗
n = Hn, (8.9),
and the first equation in (8.11) yield H−α⊲nHnH
−
n = (H
−
n HnH
−
α⊲n)
∗ = (H−α⊲n)
∗ = H−α⊲n as
well.
Remark 8.11. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such that
2n+ 1 ≤ κ. Then Remarks 7.5 and 7.4 yield H∗n = Hn and H∗α⊲n = Hα⊲n. Thus,
H†nHn = HnH
†
n and H
†
α⊲nHα⊲n = Hα⊲nH
†
α⊲n. (8.12)
In view of Lemma 8.10, consequently,
(I(n+1)q −H†nHn)Hn = 0, (I(n+1)q −H†α⊲nHα⊲n)Hα⊲n = 0,
(I(n+1)q −HnH−n )(I(n+1)q −H†nHn) = (I(n+1)q −HnH−n )(I(n+1)q −HnH†n)
= I(n+1)q −HnH†n −HnH−n +HnH−n HnH†n = I(n+1)q −HnH−n ,
and
(I(n+1)q −Hα⊲nH−α⊲n)(I(n+1)q −H†α⊲nHα⊲n)
= (I(n+1)q −Hα⊲nH−α⊲n)(I(n+1)q −Hα⊲nH†α⊲n)
= I(n+1)q −Hα⊲nH†α⊲n −Hα⊲nH−α⊲n +Hα⊲nH−α⊲nHα⊲nH†α⊲n = I(n+1)q −Hα⊲nH−α⊲n.
Lemma 8.12. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Further, let n ∈ N0 be
such that 2n+1 ≤ κ. For each k ∈ N0, then H−n T kq,n(I(n+1)q−HnH−n ) = 0, H−α⊲nT kq,n(I(n+1)q−
HnH
−
n ) = 0, and H
−
α⊲nT
k
q,n(I(n+1)q−Hα⊲nH−α⊲n) = 0 hold true. Furthermore, H−n T kq,n(I(n+1)q−
Hα⊲nH
−
α⊲n) = 0 for each k ∈ N.
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Proof. Use Lemma 8.10, Proposition 8.7, and Lemma B.7.
Lemma 8.13. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ, then the following statements hold true:
(a) For every choice of ζ ∈ C and k ∈ N0,
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −HnH−n ) = 0,
(I(n+1)q −H−n Hn)(T ∗q,n)k
[
RTq,n(ζ)
]∗
H−n = 0, (8.13)
H−α⊲nRTq,n(ζ)T
k
q,n(I(n+1)q −Hα⊲nH−α⊲n) = 0, (8.14)
and
(I(n+1)q −H−α⊲nHα⊲n)(T ∗q,n)k
[
RTq,n(ζ)
]∗
H−α⊲n = 0. (8.15)
(b) For each ζ ∈ C and each k ∈ N,
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −Hα⊲nH−α⊲n) = 0 (8.16)
and
(I(n+1)q −H−α⊲nHα⊲n)(T ∗q,n)k
[
RTq,n(ζ)
]∗
H−n = 0. (8.17)
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ and let ζ ∈ C. Because of K≥,eq,κ,α ⊆ K≥q,κ,α,
Remark 7.4, and Lemma 8.10, we get
H∗n = Hn, (H
−
n )
∗ = H−n , (H
−
n Hn)
∗ = H∗n(H
−
n )
∗ = HnH
−
n , (8.18)
H∗α⊲n = Hα⊲n, (H
−
α⊲n)
∗ = H−α⊲n, and (H
−
α⊲nHα⊲n)
∗ = Hα⊲nH
−
α⊲n. (8.19)
In view of Remark 4.4 and Lemma 8.12, for each k ∈ N0, we obtain
H−n RTq,n(ζ)T
k
q,n(I(n+1)q −HnH−n ) = H−n

 n∑
j=0
ζjT jq,n

T kq,n(I(n+1)q −HnH−n )
=
n∑
j=0
ζjH−n T
j+k
q,n (I(n+1)q −HnH−n ) = 0
(8.20)
and, analogously, (8.14). Furthermore, the same arguments imply that (8.16) holds true for
each k ∈ N. For all k ∈ N0, equation (8.13) follows from (8.20), (8.18), and (8.19). Moreover,
for each k ∈ N0, equation (8.15) is a consequence of (8.18), (8.19), and (8.14). Using (8.16),
(8.18), and (8.19), we see that (8.17) holds true for each k ∈ N.
Lemma 8.14. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and every choice of ζ ∈ C and η ∈ C, then
H−n RTq,n(ζ)
[
RT ∗q,n(η)
]−∗
(I(n+1)q −HnH−n ) = 0,
(I(n+1)q −H−n Hn)
[
RT ∗q,n(η)
]−1
[RTq,n(ζ)]
∗H−n = 0, (8.21)
H−α⊲nRTq,n(ζ)
[
RT ∗q,n(η)
]−∗
(I(n+1)q −Hα⊲nH−α⊲n) = 0, (8.22)
and
(I(n+1)q −H−α⊲nHα⊲n)
[
RT ∗q,n(η)
]−1
[RTq,n(ζ)]
∗H−α⊲n = 0. (8.23)
44
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ, and let ζ, η ∈ C. Because of Remark 7.4 and
Lemma 8.10, we obtain (8.18) and (8.19). From Remark 4.4 and Lemma 8.13(a) we conclude
H−n RTq,n(ζ)
[
RT ∗q,n(η)
]−∗
(I(n+1)q −HnH−n )
= H−n RTq,n(ζ)(I(n+1)q − ηTq,n)(I(n+1)q −HnH−n )
= H−n RTq,n(ζ)(I(n+1)q −HnH−n )− ηH−n RTq,n(ζ)Tq,n(I(n+1)q −HnH−n ) = 0
(8.24)
and, analogously, (8.22). Obviously, (8.24) and (8.18) imply (8.21). Furthermore, (8.18), (8.19),
and (8.22) show that (8.23) holds true as well.
Lemma 8.15. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ, then H−n RTq,n(α)(vq,nv∗q,nHnH−α⊲n + Tq,n) = H−α⊲n and
H−α⊲n
[
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
]
= T ∗q,nRT ∗q,n(α)H
−
n . (8.25)
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ. Because of K≥,eq,κ,α ⊆ K≥q,κ,α, Remark 7.4, and
Lemma 8.10, we have (8.18) and (8.19). Remark 4.3, Lemma 8.10, and Lemma 8.13(a) yield
H−n RTq,n(α)(vq,nv
∗
q,nHnH
−
α⊲n + Tq,n)
= H−n RTq,n(α)
[([
RTq,n(α)
]−1
Hn − Tq,nHα⊲n
)
H−α⊲n + Tq,n
]
= H−n HnH
−
α⊲n −H−n RTq,n(α)Tq,nHα⊲nH−α⊲n +H−n RTq,n(α)Tq,n
= H−α⊲n +H
−
n RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n) = H−α⊲n.
This implies [
I(n+1)q −H−n RTq,n(α)vq,nv∗q,nHn
]
H−α⊲n = H
−
n RTq,n(α)Tq,n. (8.26)
In view of (8.18), (8.19), [RTq,n(α)]
∗ = RT ∗q,n(α), and (8.26), it follows (8.25).
9. Discussion of J˜q-forms of particular matrix polynomials
In this section, we construct special matrix polynomials, which are useful to describe the
solution set of the matricial truncated Stieltjes power moment problem MP[[α,∞); (sj)mj=0,≤].
Particular interest is focused to representations of J˜q-forms, where
J˜q :=
[
0q×q −iIq
iIq 0q×q
]
.
Obviously, J˜q is a 2q × 2q signature matrix, i. e., J˜∗q = J˜q and J˜2q = I2q hold true. We modify
Bolotnikov’s [8] approach, who considered the particular case α = 0. However, the calculations
in the general case α ∈ R are much more complicated.
Remark 9.1. For every choice of A,B ∈ Cq×q, we have [ AB ]∗(−J˜q)[ AB ] = −i(B∗A − A∗B). In
particular,
[
A
Iq
]∗
(−J˜q)
[
A
Iq
]
= 2ℑA.
Remark 9.2. Let A ∈ Cq×qH . Then the matrices B :=
[ Iq 0q×q
A Iq
]
and C :=
[ Iq A
0q×q Iq
]
fulfill
B∗J˜qB = J˜q, C
∗J˜qC = J˜q, BJ˜qB
∗ = J˜q, and CJ˜qC
∗ = J˜q.
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Remark 9.3. For each n ∈ N0 and each A ∈ C(n+1)q×(n+1)q , we have
[I(n+1)q, A](I2 ⊗ vq,n)J˜q = i[A,−I(n+1)q](I2 ⊗ vq,n), (9.1)
[A,−I(n+1)q](I2 ⊗ vq,n)J˜q = −i[I(n+1)q, A](I2 ⊗ vq,n),
J˜q(I2 ⊗ vq,n)∗[I(n+1)q, A]∗ = −i(I2 ⊗ vq,n)∗[A,−I(n+1)q]∗, (9.2)
J˜q(I2 ⊗ vq,n)∗[A,−I(n+1)q]∗ = i(I2 ⊗ vq,n)∗[I(n+1)q, A]∗,
[I(n+1)q, A](I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗[I(n+1)q, A]∗ = i(Avq,nv∗q,n − vq,nv∗q,nA∗), (9.3)
[A,−I(n+1)q ](I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗[A,−I(n+1)q]∗ = i(Avq,nv∗q,n − vq,nv∗q,nA∗), (9.4)
and
[I(n+1)q, A](I2 ⊗ vq,n)(I2 ⊗ vq,n)∗[A,−I(n+1)q]∗ = −(Avq,nv∗q,n − vq,nv∗q,nA∗). (9.5)
Remark 9.4. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ H≥,eq,κ . For each n ∈ N0 with
2n ≤ κ, Remark 4.4 shows that Un,α : C→ C2q×2q defined by
Un,α(ζ) := I2q + (ζ − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗
×RT ∗q,n(ζ)H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n) (9.6)
is a matrix polynomial of degree not greater than n+1, where H∗n = Hn implies that, for each
ζ ∈ C, the matrix Un,α(ζ) admits the block representation
Un,α(ζ) =
[
An(ζ) Bn(ζ)
Cn(ζ) Dn(ζ)
]
(9.7)
with
An(ζ) := Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (9.8)
Bn(ζ) := + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n, (9.9)
Cn(ζ) := − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (9.10)
Dn(ζ) := Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n. (9.11)
Lemma 9.5. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For all of n ∈ N0
with 2n ≤ κ and all z,w ∈ C, the function Un,α : C→ C2q×2q given by (9.6) fulfills
J˜q − Un,α(z)J˜qU∗n,α(w) = −i(z − w)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n).
Proof. Let n ∈ N0 be such that 2n ≤ κ and let z and w be arbitrary complex numbers.
Remark 7.4 yields H∗n = Hn. Lemma 8.10 provides us (8.9) and (8.8). Using (9.6), J˜
2
q = I2q,
and (8.9), we conclude
J˜q − Un,α(z)J˜qU∗n,α(w)
= J˜q −
{
I2q + (z − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
}
J˜q
{
I2q + (w − α)(I2 ⊗ vq,n)∗
× [I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n)
}
= S1(z) + S2(w) + S3(z,w)
(9.12)
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where
S1(z) := −(z − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)J˜q, (9.13)
S2(w) := −(w − α)J˜q(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n), (9.14)
and
S3(z,w) := −(z − α)(w − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n RTq,n(α)
× [I(n+1)q, Tq,nHn](I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
× [RTq,n(α)]∗H−n [RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n). (9.15)
Because of (9.13), (9.14), (9.1), (9.2), and Remark 4.4, we get then
S1(z) = −i(z − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)
×H−n RTq,n(α)
[
RT ∗q,n(w)
]−∗[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n), (9.16)
S2(w) = i(w − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)
[
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
×H−n
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n), (9.17)
and, according to (9.15), (9.3), and H∗n = Hn, we have
S3(z,w) = −i(z − α)(w − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×RTq,n(α)(Tq,nHnvq,nv∗q,n − vq,nv∗q,nHnT ∗q,n)
[
RTq,n(α)
]∗
×H−n
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n). (9.18)
In view of H∗n = Hn, RT ∗q,n(α) = [RTq,n(α)]
∗, (7.1), (B.9), (B.8), and RT ∗q,n(α) = [RTq,n(α)]
∗, it
follows
(z − α)(w − α)RTq,n(α)(Tq,nHnvq,nv∗q,n − vq,nv∗q,nHnT ∗q,n)
[
RTq,n(α)
]∗
= (z − α)(w − α)RTq,n(α)
(
Tq,nHn[RTq,n(α)]
−∗ − [RTq,n(α)]−1HnT ∗q,n)[RTq,n(α)]∗
= (z − α)(w − α)RTq,n(α)Tq,nHn − (z − α)(w − α)HnT ∗q,n
[
RTq,n(α)
]∗
= −(z − α)
(
RTq,n(α)
[
RT ∗q,n(w)
]−∗ − I(n+1)q
)
Hn
+ (w − α)Hn
([
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗ − I(n+1)q
)
= −(z − α)RTq,n(α)
[
RT ∗q,n(w)
]−∗
Hn + (w − α)Hn
[
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
+ (z − w)Hn.
Consequently, from (9.18) we get then
S3(z,w) = −i(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×
{
−(z − α)RTq,n(α)
[
RT ∗q,n(w)
]−∗
Hn + (w − α)Hn
[
RT ∗q,n(z)
]−1
[RTq,n(α)]
∗
+ (z −w)Hn
}
H−n
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n). (9.19)
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The combination of (9.12), (9.16), (9.17), and (9.19) yields
J˜q − Un,α(z)J˜qU∗n,α(w) = −i(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)S(z,w)
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n) (9.20)
where
S(z,w) := (z − α)H−n RTq,n(α)
[
RT ∗q,n(w)
]−∗ − (w − α)[RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
H−n
− (z − α)H−n RTq,n(α)
[
RT ∗q,n(w)
]−∗
HnH
−
n + (w − α)H−n Hn
[
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
H−n
+ (z − w)H−n HnH−n . (9.21)
Using (9.21), Lemma 8.14, and Remark 8.9, we infer S(z,w) = (z −w)H−n . Hence, because of
(9.20), the proof is complete.
Remark 9.6. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0 with
2n+ 1 ≤ κ, Remark 4.4 shows then that U˜n,α : C→ C2q×2q given by
U˜n,α(ζ) := I2q + (ζ − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(ζ)H
−
α⊲n
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n) (9.22)
is a matrix polynomial of degree not greater that n + 1, where H∗n = Hn shows that, for each
ζ ∈ C, the matrix U˜n,α(ζ) admits the block representation
U˜n,α(ζ) =
[
A˜n(ζ) B˜n(ζ)
C˜n(ζ) D˜n(ζ)
]
with
A˜n(ζ) := Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nRTq,n(α)vq,n,
B˜n(ζ) := + (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nHnvq,n,
C˜n(ζ) := − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nRTq,n(α)vq,n,
D˜n(ζ) := Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nHnvq,n.
Lemma 9.7. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let U˜n,α : C→ C2q×2q be
given by (9.22). For all n ∈ N0 with 2n+ 1 ≤ κ and all z,w ∈ C, then
J˜q − U˜n,α(z)J˜qU˜∗n,α(w) = −i(z − w)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n). (9.23)
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ. Because of (sj)κj=0 ∈ K≥,eq,κ,α ⊆ K≥q,κ,α and
Remark 7.4, we have H∗n = Hn and H
∗
α⊲n = Hα⊲n. Lemma 8.10 provides us (8.9) and (8.10).
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Let z,w ∈ C. Taking into account (9.22), J˜2q = I2q, and (8.9), we get then
J˜q − U˜n,α(z)J˜qU˜∗n,α(w) = J˜q −
{
I2q + (z − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
×RT ∗q,n(z)H−α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
}
J˜q
×
{
I2q + (w − α)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗
× [RTq,n(α)]∗H−α⊲n[RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n)
}
= S˜1(z) + S˜2(w) + S˜3(z,w)
(9.24)
where
S˜1(z) := −(z − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)J˜q, (9.25)
S˜2(w) := −(w − α)J˜q(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n), (9.26)
and
S˜3(z,w) := −(z − α)(w − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)J˜q
× (I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n). (9.27)
In view of (9.1), (9.2), and Remark 4.4, from (9.25) and (9.26) we obtain
S˜1(z) = −i(z − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲nRTq,n(α)
×
[
RT ∗q,n(w)
]−∗[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n), (9.28)
S˜2(w) = i(w − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)
[
RT ∗q,n(z)
]−1
× [RTq,n(α)]∗H−α⊲n[RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n), (9.29)
and, because of (9.27), (9.3), and H∗n = Hn, furthermore,
S˜3(z,w) = −i(z − α)(w − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×RTq,n(α)
([
RTq,n(α)
]−1
Hnvq,nv
∗
q,n − vq,nv∗q,nHn
[
RTq,n(α)
]−∗)[
RTq,n(α)
]∗
×H−α⊲n
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n). (9.30)
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Using H∗n = Hn, (7.2), (B.8), (B.9), and RT ∗q,n(α) = [RTq,n(α)]
∗, we infer
(z − α)(w − α)RTq,n(α)
([
RTq,n(α)
]−1
Hnvq,nv
∗
q,n − vq,nv∗q,nHn
[
RTq,n(α)
]−∗)[
RTq,n(α)
]∗
= (z − α)(w − α)RTq,n(α)
(
Tq,nHα⊲n
[
RTq,n(α)
]−∗ − [RTq,n(α)]−1Hα⊲nT ∗q,n)[RTq,n(α)]∗
= (z − α)(w − α)RTq,n(α)Tq,nHα⊲n − (z − α)(w − α)Hα⊲nT ∗q,n
[
RTq,n(α)
]∗
= −(z − α)
(
RTq,n(α)
[
RT ∗q,n(w)
]−∗ − I(n+1)q
)
Hα⊲n
+ (w − α)Hα⊲n
([
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗ − I(n+1)q
)
= −(z − α)RTq,n(α)
[
RT ∗q,n(w)
]−∗
Hα⊲n + (w − α)Hα⊲n
[
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
+ (z − w)Hα⊲n.
Consequently, from (9.30) we get then
S˜3(z,w) = −i(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×
{
−(z − α)RTq,n(α)
[
RT ∗q,n(w)
]−∗
Hα⊲n + (w − α)Hα⊲n
[
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
+ (z − w)Hα⊲n
}
H−α⊲n
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n). (9.31)
The combination of (9.24), (9.28), (9.29), and (9.31) provides us
J˜q − U˜n,α(z)J˜qU˜∗n,α(w) = −i(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)S˜(z,w)
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n) (9.32)
where
S˜(z,w) := (z − α)H−α⊲nRTq,n(α)
[
RT ∗q,n(w)
]−∗ − (w − α)[RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
H−α⊲n
− (z − α)H−α⊲nRTq,n(α)
[
RT ∗q,n(w)
]−∗
Hα⊲nH
−
α⊲n
+ (w − α)H−α⊲nHα⊲n
[
RT ∗q,n(z)
]−1[
RTq,n(α)
]∗
H−α⊲n + (z − w)H−α⊲nHα⊲nH−α⊲n. (9.33)
From (9.33) and the Lemmata 8.14 and 8.10 we obtain S˜(z,w) = (z −w)H−α⊲n. Hence, taking
into account (9.32), we get (9.23).
Remark 9.8. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0 with
2n+1 ≤ κ, in view of the Remarks 9.2 and 7.4 and Lemma 8.10, it is readily checked that the
matrices
Bn,α :=

 Iq v∗q,nHnH−α⊲nHnvq,n
0q×q Iq

 (9.34)
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and
B˜n,α :=

 Iq 0q×q
−v∗q,nRT ∗q,n(α)H−n RTq,n(α)vq,n Iq

 (9.35)
are J˜q-unitary, i. e., that Bn,αJ˜qB
∗
n,α = J˜q, B
∗
n,αJ˜qBn,α = J˜q, B˜n,αJ˜qB˜
∗
n,α = J˜q, and
B˜∗n,αJ˜qB˜n,α = J˜q hold true.
Remark 9.9. Let α ∈ R, let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. In view of (9.34) and (9.35),
for each n ∈ N0 with 2n+ 1 ≤ κ, then
[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α =
[
I(n+1)q, (vq,nv
∗
q,nHnH
−
α⊲n + Tq,n)Hn
]
(I2 ⊗ vq,n)
and
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
=
[
RTq,n(α)
]−1[[
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
]
RTq,n(α),Hn
]
(I2 ⊗ vq,n).
Remark 9.10. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. In view of Remark 9.9
and Lemma 8.15, it is readily checked that, for each n ∈ N0 with 2n+ 1 ≤ κ, then
H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α =
[
H−n RTq,n(α),H
−
α⊲nHn
]
(I2 ⊗ vq,n).
Remark 9.11. Let α ∈ R and let n ∈ N0. According to Remark 4.4, the matrix-valued functions
Ωq,n,α : C→ C2(n+1)q×2(n+1)q and Ω˜q,n,α : C→ C2(n+1)q×2(n+1)q given by
Ωq,n,α(ζ) :=

 (ζ − α)T ∗q,n [RT ∗q,n(α)]−1
−(ζ − α)I(n+1)q −(ζ − α)I(n+1)q

 [I2 ⊗RT ∗q,n(ζ)
]
(9.36)
and
Ω˜q,n,α(ζ) :=

(ζ − α)T ∗q,n (ζ − α)[RT ∗q,n(α)]−1
−I(n+1)q −(ζ − α)I(n+1)q

 [I2 ⊗RT ∗q,n(ζ)
]
(9.37)
are both matrix polynomials of degree n+ 1.
Lemma 9.12. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0 be such
that 2n + 1 ≤ κ. In view of (9.36) and (9.37), let Θn,α : C → C2q×2q and Θ˜n,α : C → C2q×2q
be given by
Θn,α(ζ) := I2q + (I2 ⊗ vq,n)∗ · diag(Hn, I(n+1)q) · Ωq,n,α(ζ)
× diag(H−n ,H−α⊲n) · diag
(
RTq,n(α),Hn
) · (I2 ⊗ vq,n) (9.38)
and
Θ˜n,α(ζ) := I2q + (I2 ⊗ vq,n)∗ · diag(Hn, I(n+1)q) · Ω˜q,n,α(ζ)
× diag(H−n ,H−α⊲n) · diag
(
RTq,n(α),Hn
) · (I2 ⊗ vq,n). (9.39)
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Then Θn,α and Θ˜n,α are matrix polynomials of degree not greater than n+1 and, for each ζ ∈ C,
the representations
Θn,α(ζ) = Un,α(ζ)Bn,α and Θ˜n,α(ζ) = U˜n,α(ζ)B˜n,α (9.40)
hold true, where Un,α : C→ C2q×2q and U˜n,α : C→ C2q×2q are defined by (9.6) and (9.22), and
where Bn,α and B˜n,α are given by (9.34) and (9.35), respectively. If
Θn,α = [Θ
(j,k)
n,α ]
2
j,k=1 and Θ˜n,α = [Θ˜
(j,k)
n,α ]
2
j,k=1 (9.41)
are the q × q block representations of Θn,α and Θ˜n,α, respectively, for each ζ ∈ C, then
Θ(1,1)n,α (ζ) = Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (9.42)
Θ(1,2)n,α (ζ) = v
∗
q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nH
−
n vq,n, (9.43)
Θ(2,1)n,α (ζ) = −(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (9.44)
Θ(2,2)n,α (ζ) = Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nHnvq,n, (9.45)
Θ˜(1,1)n,α (ζ) = Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (9.46)
Θ˜(1,2)n,α (ζ) = (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nHnvq,n, (9.47)
Θ˜(2,1)n,α (ζ) = −v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n, (9.48)
and
Θ˜(2,2)n,α (ζ) = Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nHnvq,n. (9.49)
Proof. Remark 9.11 shows that Θn,α and Θ˜n,α are matrix polynomials of degree not greater
than n+1. Let ζ ∈ C. Because of the Remarks 7.5 and 7.4, we haveH∗n = Hn andH∗α⊲n = Hα⊲n.
Using (9.38) and (9.36), one can easily check that (9.42), (9.43), (9.44), and (9.45) hold true.
From (9.39), (9.37), and (9.41) we infer that (9.46), (9.47), (9.48), and (9.49) are valid. Let
Φn,α = [Φ
(j,k)
n,α ]
2
j,k=1 and Φ˜n,α = [Φ˜
(j,k)
n,α ]
2
j,k=1 (9.50)
be the q × q block representations of
Φn,α := Un,αBn,α and Φ˜n,α := U˜n,αB˜n,α. (9.51)
By virtue of (9.7)–(9.11), (9.34), and (9.42), then
Φ(1,1)n,α (ζ) = Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ(1,1)n,α (ζ), (9.52)
follows, whereas (9.7)–(9.11), (9.34), and (9.44) show that
Φ(2,1)n,α (ζ) = −(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ(2,1)n,α (ζ). (9.53)
From (9.51), (9.7)–(9.11), (9.34), Lemma 8.15, Remark B.8, and (9.43) we conclude
Φ(1,2)n,α (ζ) =
[
Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n
]
v∗q,nHnH
−
α⊲nHnvq,n
+ (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
= v∗q,nHn
[
H−α⊲n + (ζ − α)T ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)(vq,nv∗q,nHnH−α⊲n + Tq,n)
]
Hnvq,n
= v∗q,nHn
[
I(n+1)q + (ζ − α)T ∗q,nRT ∗q,n(ζ)
]
H−α⊲nHnvq,n
= v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nHnvq,n = Θ
(1,2)
n,α (ζ)
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and, using additionally (9.45) instead of (9.43), furthermore
Φ(2,2)n,α (ζ) = −(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,nv∗q,nHnH−α⊲nHnvq,n
+ Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
= Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)(vq,nv∗q,nHnH−α⊲n + Tq,n)Hnvq,n
= Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nHnvq,n = Θ(2,2)n,α (ζ).
Consequently, taking additionally into account (9.52), (9.53), (9.41), (9.51), and (9.50), we
obtain the first equation in (9.40). From (9.51), Remark 9.6, (9.35), (9.50), Lemma 8.15,
Remark B.8, and (9.46) we get
Φ˜(1,1)n,α (ζ)
= Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nRTq,n(α)vq,n
− (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nHnvq,nv
∗
q,nRT ∗q,n(α)H
−
n RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲n
×
[
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
]
RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)T
∗
q,nRT ∗q,n(α)H
−
n RTq,n(α)vq,n
= Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ˜(1,1)n,α (ζ),
(9.54)
whereas (9.51), Remark 9.6, (9.35), (9.50), and (9.47) show that
Φ˜(1,2)n,α (ζ) = (ζ − α)v∗q,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
α⊲nHnvq,n = Θ˜
(1,2)
n,α (ζ) (9.55)
holds true. Using (9.51), Remark 9.6, (9.35), (9.50), Lemma 8.15, Remark 4.4, and (9.48), we
conclude
Φ˜(2,1)n,α (ζ)
= −(ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nRTq,n(α)vq,n
−
[
Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nHnvq,n
]
v∗q,nRT ∗q,n(α)H
−
n RTq,n(α)vq,n
= −v∗q,nRT ∗q,n(ζ)
{
(ζ − α)H−α⊲n
[
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
]
+
[
RT ∗q,n(ζ)
]−1
RT ∗q,n(α)H
−
n
}
RTq,n(α)vq,n
= −v∗q,nRT ∗q,n(ζ)
(
(ζ − α)T ∗q,nRT ∗q,n(α)H−n +
[
RT ∗q,n(ζ)
]−1
RT ∗q,n(α)H
−
n
)
RTq,n(α)vq,n
= −v∗q,nRT ∗q,n(ζ)(I(n+1)q − αT ∗q,n)RT ∗q,n(α)H−n RTq,n(α)vq,n
= −v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Θ˜(2,1)n,α (ζ)
(9.56)
and, in view of (9.49), furthermore
Φ˜(2,2)n,α (ζ) = Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−α⊲nHnvq,n = Θ˜(2,2)n,α (ζ). (9.57)
From (9.54), (9.55), (9.56), (9.57), (9.41), (9.51), and (9.50), the second equation in (9.40) also
follows.
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Lemma 9.13. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n+1 ≤ κ, the functions Θn,α : C→ C2q×2q given by (9.38) and Θ˜n,α : C→ C2q×2q given
by (9.39) fulfill for each ζ ∈ C \ {α} the identity
Θ˜n,α(ζ) = diag((ζ − α)Iq, Iq) ·Θn,α(ζ) · diag
(
(ζ − α)−1Iq, Iq
)
.
Proof. Let n ∈ N0 with 2n+ 1 ≤ κ. For each ζ ∈ C \ {α}, we have
diag((ζ − α)Iq, Iq) · I2q · diag
(
(ζ − α)−1Iq, Iq
)
= I2q, (9.58)
diag((ζ − α)Iq, Iq) · (I2 ⊗ vq,n)∗ · diag(Hn, I(n+1)q)
= (I2 ⊗ vq,n)∗ · diag(Hn, I(n+1)q) · diag
(
(ζ − α)I(n+1)q, I(n+1)q
)
, (9.59)
diag(H−n ,H
−
α⊲n) · diag
(
RTq,n(α),Hn
) · (I2 ⊗ vq,n) · diag((ζ − α)−1Iq, Iq)
= diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
)
· diag(H−n ,H−α⊲n) · diag
(
RTq,n(α),Hn
) · (I2 ⊗ vq,n) (9.60)
and, in view of (9.36) and (9.37), furthermore,
diag[(ζ − α)I(n+1)q , I(n+1)q] · Ωq,n,α(ζ) · diag((ζ − α)−1I(n+1)q, I(n+1)q)
=
[
(ζ − α)T ∗q,nRT ∗q,n(ζ) (ζ − α)[RT ∗q,n(α)]−1RT ∗q,n(ζ)
−RT ∗q,n(ζ) −(ζ − α)RT ∗q,n(ζ)
]
=
[
(ζ − α)T ∗q,n (ζ − α)[RT ∗q,n(α)]−1
−I(n+1)q −(ζ − α)I(n+1)q
]
(I2 ⊗RT ∗q,n(ζ)) = Ω˜q,n,α(ζ).
(9.61)
Thus, (9.38), (9.58), (9.59), (9.60), (9.61), and (9.39) imply
diag((ζ − α)Iq, Iq) ·Θn,α(ζ) · diag
(
(ζ − α)−1Iq, Iq
)
= diag((ζ − α)Iq, Iq) · I2q · diag
(
(ζ − α)−1Iq, Iq
)
+ diag((ζ − α)Iq, Iq) · (I2 ⊗ vq,n)∗ · diag(Hn, I(n+1)q) · Ωq,n,α(ζ)
× diag(H−n ,H−α⊲n) · diag
(
RTq,n(α),Hn
) · (I2 ⊗ vq,n) · diag((ζ − α)−1Iq, Iq)
= I2q + (I2 ⊗ vq,n)∗ · diag(Hn, I(n+1)q) · diag
(
(ζ − α)I(n+1)q , I(n+1)q
)
· Ωq,n,α(ζ)
× diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
)
· diag(H−n ,H−α⊲n) · diag
(
RTq,n(α),Hn
) · (I2 ⊗ vq,n)
= I2q + (I2 ⊗ vq,n)∗ · diag(Hn, I(n+1)q) · Ω˜q,n,α(ζ)
× diag(H−n ,H−α⊲n) · diag
(
RTq,n(α),Hn
) · (I2 ⊗ vq,n) = Θ˜n,α(ζ).
Now we obtain a generalization of a result which is, for the special case α = 0, due to
Bolotnikov [8, Lemma 4.2].
Lemma 9.14. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and every choice of z ∈ C and w ∈ C, then
J˜q −Θn,α(z)J˜qΘ∗n,α(w) = −i(z −w)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n)
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and
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(w) = −i(z −w)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n).
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ and let z,w ∈ C. Using Lemma 9.12, Remark 9.8,
and Lemma 9.5, we get
J˜q −Θn,α(z)J˜qΘ∗n,α(w) = J˜q − Un,α(z)Bn,αJ˜q[Un,α(w)Bn,α]∗
= J˜q − Un,α(z)Bn,αJ˜qB∗n,αU∗n,α(w) = J˜q − Un,α(z)J˜∗qU∗n,α(w)
= −i(z − w)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n).
Analogously, from Lemma 9.12, Remark 9.8, and Lemma 9.7 we conclude
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(w) = J˜q − U˜n,α(z)B˜n,αJ˜q
[
U˜n,α(w)B˜n,α
]∗
= J˜q − U˜n,α(z)B˜n,αJ˜qB˜∗n,αU˜∗n,α(w) = J˜q − U˜n,α(z)J˜qU˜∗n,α(w)
= −i(z − w)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
×RT ∗q,n(z)H−α⊲n
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n).
Lemma 9.15. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and each z ∈ C \ R, then
1
2ℑz
[
J˜q −Θn,α(z)J˜qΘ∗n,α(z)
]
≥ 0 and 1
2ℑz
[
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(z)
]
≥ 0.
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ. From Lemma 8.10 we get {H−n ,H−α⊲n} ⊆
C
(n+1)q×(n+1)q
≥ . Applying Lemma 9.14 completes the proof.
Lemma 9.16. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ, then the following statements hold true:
(a) For each x ∈ R,
J˜q −Θn,α(x)J˜qΘ∗n,α(x) = 0 and J˜q − Θ˜n,α(x)J˜qΘ˜∗n,α(x) = 0.
(b) For all z ∈ C, the matrices Θn,α(z) and Θ˜n,α(z) are both non-singular and fulfill
Θ−1n,α(z) = J˜qΘ
∗
n,α(z)J˜q and Θ˜
−1
n,α(z) = J˜qΘ˜
∗
n,α(z)J˜q. (9.62)
(c) For every choice of z and w in C,
J˜q −Θ−∗n,α(z)J˜qΘ−1n,α(w) = J˜q
[
J˜q −Θn,α(z)J˜qΘ∗n,α(w)
]
J˜q
and
J˜q − Θ˜−∗n,α(z)J˜qΘ˜−1n,α(w) = J˜q
[
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(w)
]
J˜q.
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Proof. (a) Use Lemma 9.14.
(b) We know from Lemma 9.12 that Θn,α and Θ˜n,α are matrix polynomials. Consequently,
Θ∨n,α : C → C2q×2q and Θ˜∨n,α : C → C2q×2q defined by Θ∨n,α(ζ) := Θ∗n,α(ζ) and Θ˜∨n,α(ζ) :=
Θ˜∗n,α(ζ) are matrix polynomials as well. Thus, F := J˜q−Θn,αJ˜qΘ∨n,α and F˜ := J˜q−Θ˜n,αJ˜qΘ˜∨n,α
are holomorphic in C. For each x ∈ R, we see from part (a) that
F (x) = J˜q −Θn,α(x)J˜qΘ∨n,α(x) = J˜q −Θn,α(x)J˜qΘ∗n,α(x) = 0
and, analogously, that F˜ (x) = 0. The identity theorem for holomorphic functions implies
Θn,α(z)J˜qΘ
∗
n,α(z) = Θn,α(z)J˜qΘ
∨
n,α(z) = J˜q − F (z) = J˜q
and, analogously, Θ˜n,α(z)J˜qΘ˜
∗
n,α(z) = J˜q for all z ∈ C. Because of J˜2q = I2q, we get
Θn,α(z)J˜qΘ
∗
n,α(z)J˜q = J˜
2
q = I2q and Θ˜n,α(z)J˜qΘ˜
∗
n,α(z)J˜q = J˜
2
q = I2q for each z ∈ C. For
all z ∈ C, then detΘn,α(z) 6= 0 and det Θ˜n,α(z) 6= 0 and both equations in (9.62) follow.
(c) Use part (b) and J˜2q = I2q.
Lemma 9.17. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and every choice of z and w in C, then
J˜q −Θ−∗n,α(z)J˜qΘ−1n,α(w) = −i(z −w)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗RT ∗q,n(z)H−n
×RTq,n(w)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
and
J˜q − Θ˜−∗n,α(z)J˜qΘ˜−1n,α(w) = −i(z −w)(I2 ⊗ vq,n)∗[I(n+1)q, [RTq,n(α)]−1Hn]∗RT ∗q,n(z)H−α⊲n
×RTq,n(w)[I(n+1)q, [RTq,n(α)]−1Hn](I2 ⊗ vq,n).
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ and let z,w ∈ C. Using Lemma 9.16(b),
Lemma 9.16(c), Lemma 9.14, and Remark 9.3, we obtain
J˜q −Θ−∗n,α(z)J˜qΘ−1n,α(w) = J˜q
[
J˜q −Θn,α(z)J˜qΘ∗n,α(w)
]
J˜q
= J˜q
{
−i(z − w)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n)
}
J˜q
= −i(z − w)
(
i(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
)
RT ∗q,n(z)H
−
n
×RTq,n(w)
(
(−i) · [I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
)
= −i(z − w)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗RT ∗q,n(z)H−n
×RTq,n(w)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
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and
J˜q − Θ˜−∗n,α(z)J˜qΘ˜−1n,α(w) = J˜q
[
J˜q − Θ˜n,α(z)J˜qΘ˜∗n,α(w)
]
J˜q
= J˜q
{
−i(z − w)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n)
}
J˜q
= −i(z − w)
(
i(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗)
RT ∗q,n(z)H
−
α⊲n
×RTq,n(w)
(
(−i) ·
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
)
= −i(z − w)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗
RT ∗q,n(z)H
−
α⊲n
×RTq,n(w)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n).
Lemma 9.18. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let Un,α : C→ C2q×2q
be defined by (9.6). For each n ∈ N0 with 2n ≤ κ and all z,w ∈ C, then
J˜q − U∗n,α(w)J˜qUn,α(z)
= i(w − z)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
×
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n). (9.63)
Proof. Let n ∈ N0 be such that 2n ≤ κ. Since (sj)κj=0 ∈ K≥,eq,κ,α ⊆ K≥q,κ,α holds true, Remark 7.4
yields H∗n = Hn and from Lemma 8.10 we get (8.9). Now let z,w ∈ C. In view of (9.6),
J˜2q = I2q, and H
∗
α⊲n = Hα⊲n, we conclude then
J˜q − U∗n,α(w)J˜qUn,α(z)
= J˜q −
{
I2q + (w − α)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n)
}
J˜q
×
{
I2q + (z − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
}
= S1(w) + S2(z) + S3(z,w)
(9.64)
where
S1(w) := −(w − α)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n)J˜q,
S2(z) := −(z − α)J˜q(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n),
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and
S3(z,w) := −(w − α)(z − α)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(w)
]∗
[Tq,nHn,−I(n+1)q](I2 ⊗ vq,n)J˜q(I2 ⊗ vq,n)∗
× [Tq,nHn,−I(n+1)q]∗RT ∗q,n(z)H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n).
Keeping in mind the Remarks 9.3 and 4.4, we have
S1(w) = i(w − α)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n), (9.65)
S2(z) = −i(z − α)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗[
RTq,n(α)
]−∗
RT ∗q,n(z)H
−
n
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n), (9.66)
and, by virtue of (9.4) and H∗n = Hn, furthermore
S3(z,w) = −i(w − α)(z − α)(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(w)
]∗
(Tq,nHnvq,nv
∗
q,n − vq,nv∗q,nHnT ∗q,n)RT ∗q,n(z)
×H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n).
(9.67)
Remark B.8 shows that
(z − α)T ∗q,nRT ∗q,n(z) =
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)− I(n+1)q (9.68)
is valid and, because of [RT ∗q,n(w)]
∗ = RTq,n(w), that
(w − α)
[
RT ∗q,n(w)
]∗
Tq,n =
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1 − I(n+1)q (9.69)
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is also true. In view of (7.1), [RTq,n(α)]
−∗ = [RT ∗q,n(α)]
−1, (9.68), and (9.69), we obtain
(w − α)(z − α)
[
RT ∗q,n(w)
]∗
(Tq,nHnvq,nv
∗
q,n − vq,nv∗q,nHnT ∗q,n)RT ∗q,n(z)
= (w − α)(z − α)
[
RT ∗q,n(w)
]∗(
Tq,nHn
[
RT ∗q,n(α)
]−1 − [RTq,n(α)]−1HnT ∗q,n
)
RT ∗q,n(z)
= (w − α)(z − α)
[
RT ∗q,n(w)
]∗
Tq,nHn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
− (w − α)(z − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
HnT
∗
q,nRT ∗q,n(z)
= (z − α)
([
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1 − I(n+1)q)Hn[RT ∗q,n(α)
]−1
RT ∗q,n(z)
− (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
([
RT ∗q,n(α)
]−1
RT ∗q,n(z)− I(n+1)q
)
= (z − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
− (z − α)Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
− (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
+ (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
= (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn − (z − α)Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
− (w − z)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z),
which together with (9.67) implies
S3(z,w)
= −i(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
{
(w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn − (z − α)Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
− (w − z)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
}
×H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n).
(9.70)
The combination of (9.64), (9.65), (9.66), and (9.70) provides us
J˜q − U∗n,α(w)J˜qUn,α(z) = i(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
S(z,w)
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n) (9.71)
where
S(z,w) := (w − α)H−n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
− (z − α)[RTq,n(α)]−∗RT ∗q,n(z)H−n
− (w − α)H−n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
HnH
−
n
+ (z − α)H−n Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n
+ (w − z)H−n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n .
(9.72)
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Because of RT ∗q,n(ζ) = [RTq,n(ζ)]
∗, which is true for each ζ ∈ C, Lemma 8.14 shows that
H−n
[
RT ∗q,n(ζ)
]∗[
RTq,n(α)
]−1
HnH
−
n = H
−
n
[
RT ∗q,n(ζ)
]∗[
RTq,n(α)
]−1
(9.73)
and
H−n Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(ζ)H
−
n =
[
RTq,n(α)
]−∗
RT ∗q,n(ζ)H
−
n (9.74)
are valid for all ζ ∈ C. Thus, from (9.72), (9.73), and (9.74) we get
S(z,w) = (w − z)H−n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n . (9.75)
Taking into account (9.71) and (9.75), we obtain (9.63).
Lemma 9.19. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and all w, z ∈ C, then
J˜q − U˜∗n,α(w)J˜qU˜n,α(z)
= i(w − z)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)
×H−α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n). (9.76)
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ. Because of (sj)κj=0 ∈ K≥,eq,κ,α ⊆ K≥q,κ,α and
Remark 7.4, we have H∗n = Hn and H
∗
α⊲n = Hα⊲n. Lemma 8.10 shows that (8.9) holds true.
Let w, z ∈ C. In view of (9.22) and (8.9), we get
J˜q − U˜∗n,α(w)J˜qU˜n,α(z)
= J˜q −
{
I2q + (w − α)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
×H−α⊲n
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n)
}
J˜q
×
{
I2q + (z − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
}
= S˜1(w) + S˜2(z) + S˜3(z,w),
(9.77)
where
S˜1(w := −(w − α)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n)J˜q,
S˜2(z) := −(z − α)J˜q(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n),
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and
S˜3(z,w) := −(w − α)(z − α)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(w)
]∗[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]
(I2 ⊗ vq,n)J˜q
× (I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗
RT ∗q,n(z)H
−
α⊲n
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n).
From Remark 9.3 we obtain
S˜1(w) = i(w − α)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
[
RT ∗q,n(w)
]∗
× [RTq,n(α)]−1RTq,n(α)[I(n+1)q, [RTq,n(α)]−1Hn](I2 ⊗ vq,n), (9.78)
S˜2(z) = −i(z − α)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗[
RTq,n(α)
]−∗
×RT ∗q,n(z)H−α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n), (9.79)
and, in view of (9.4) and H∗n = Hn, furthermore
S˜3(z,w)
= −i(w − α)(z − α)(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(w)
]∗([
RTq,n(α)
]−1
Hnvq,nv
∗
q,n − vq,nv∗q,nHn
[
RTq,n(α)
]−∗)
RT ∗q,n(z)
×H−α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n).
(9.80)
With the aid of Remark B.8 and [RT ∗q,n(α)]
−∗ = [RTq,n(α)]
−1, we see that (9.68) and (9.69)
hold true. Using equation (7.2) in Remark 7.2, [RT ∗q,n(α)]
−1 = [RTq,n(α)]
−∗, (9.68), and (9.69),
we conclude
(w − α)(z − α)
[
RT ∗q,n(w)
]∗([
RTq,n(α)
]−1
Hnvq,nv
∗
q,n − vq,nv∗q,nHn
[
RTq,n(α)
]−∗)
RT ∗q,n(z)
= (w − α)(z − α)
[
RT ∗q,n(w)
]∗(
Tq,nHα⊲n
[
RTq,n(α)
]−∗ − [RTq,n(α)]−1Hα⊲nT ∗q,n)RT ∗q,n(z)
= (w − α)(z − α)
[
RT ∗q,n(w)
]∗
Tq,nHα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)
− (w − α)(z − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲nT
∗
q,nRT ∗q,n(z)
= (z − α)
([
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1 − I(n+1)q)Hα⊲n[RTq,n(α)]−∗RT ∗q,n(z)
− (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
([
RT ∗q,n(α)
]−1
RT ∗q,n(z)− I(n+1)q
)
= (z − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)
− (z − α)Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)
− (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
+ (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
= (w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n − (z − α)Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)
− (w − z)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z),
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which, because of (9.80), implies
S˜3(z,w) = −i(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
{
(w − α)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
− (z − α)Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)
− (w − z)
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)
}
×H−α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n).
(9.81)
Combining (9.77), (9.78), (9.79), and (9.81), we see that
J˜q − U˜∗n,α(w)J˜qU˜n,α(z)
= i(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
S˜(z,w)
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n) (9.82)
is valid, where
S˜(z,w)
:= (w − α)H−α⊲n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1 − (z − α)[RTq,n(α)]−∗RT ∗q,n(z)H−α⊲n
− (w − α)H−α⊲n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲nH
−
α⊲n
+ (z − α)H−α⊲nHα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)H
−
α⊲n
+ (w − z)H−α⊲n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)H
−
α⊲n.
(9.83)
Since [RT ∗q,n(η)]
∗ = RTq,n(η) holds true for all η ∈ C, from Lemma 8.14 we infer that
H−α⊲n
[
RT ∗q,n(ζ)
]∗[
RTq,n(α)
]−1
Hα⊲nH
−
α⊲n = H
−
α⊲n
[
RT ∗q,n(ζ)
]∗[
RTq,n(α)
]−1
(9.84)
and
H−α⊲nHα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(ζ)H
−
α⊲n =
[
RTq,n(α)
]−∗
RT ∗q,n(ζ)H
−
α⊲n (9.85)
are fulfilled for each ζ ∈ C. Using (9.84), (9.85), and (9.83), we get
S˜(z,w) = (w − z)H−α⊲n
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RTq,n(α)
]−∗
RT ∗q,n(z)H
−
α⊲n
and, because of (9.82), then (9.76) follows.
Lemma 9.20. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and all w, z ∈ C, then
J˜q −Θ∗n,α(w)J˜qΘn,α(z) = i(w − z)B∗n,α(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
×H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
(9.86)
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and
J˜q − Θ˜∗n,α(w)J˜qΘ˜n,α(z)
= i(w − z)B˜∗n,α(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(w)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
×H−α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α.
(9.87)
Proof. Let n ∈ N0 be such that 2n+ 1 ≤ κ. From Remark 9.8 and Lemma 9.12 we get
J˜q −Θ∗n,α(w)J˜qΘn,α(z) = B∗n,αJ˜qBn,α − [Un,α(w)Bn,α]∗J˜qUn,α(z)Bn,α
= B∗n,α
[
J˜q − U∗n,α(w)J˜qUn,α(z)
]
Bn,α
(9.88)
and, analogously,
J˜q − Θ˜∗n,α(w)J˜qΘ˜n,α(z) = B˜∗n,α
[
J˜q − U˜∗n,α(w)J˜qU˜n,α(z)
]
B˜n,α (9.89)
for every choice of z and w in C. Using (9.88) and Lemma 9.18, we obtain (9.86). Because of
(9.89) and Lemma 9.19, then (9.87) follows.
Lemma 9.21. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and each z ∈ C \ R, then
1
2ℑz
[
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
]
≥ 0 and 1
2ℑz
[
J˜q − Θ˜∗n,α(z)J˜qΘ˜n,α(z)
]
≥ 0.
Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ. Because of (sj)κj=0 ∈ K≥,eq,κ,α ⊆ K≥q,κ,α and
Remark 7.4, we have Hn ∈ C(n+1)q×(n+1)q≥ and Hα⊲n ∈ C(n+1)q×(n+1)q≥ . Using Lemma 9.20 and
Lemma 8.10, for all z ∈ C \ R, we get then
1
2ℑz
[
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
]
=
1
2ℑz
{
i(z − z)B∗n,α(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
H−n
×
[
RT ∗q,n(z)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
×H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
}
=
([
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
)∗
×Hn
([
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
)
≥ 0
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and
1
2ℑz
[
J˜q − Θ˜∗n,α(z)J˜qΘ˜n,α(z)
]
=
1
2ℑz
{
i(z − z)B˜∗n,α(I2 ⊗ vq,n)∗
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]∗[
RTq,n(α)
]∗
H−α⊲n
×
[
RT ∗q,n(z)
]∗[
RTq,n(α)
]−1
Hα⊲n
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
×H−α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
}
=
([
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
)∗
Hα⊲n
×
([
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
α⊲nRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
)
≥ 0.
Let G be a non-empty open subset of C and let f = [fjk]j=1,...,p
k=1,...,q
be a p× q matrix-valued
function which is meromorphic in G. For every choice of j in Z1,p and k in Z1,q, then let Hfjk
be the set of all z ∈ G in which fjk is holomorphic and let Pfjk be the set of all poles of fjk.
Furthermore, let Hf :=
⋂p
j=1
⋂q
k=1Hfjk and let Pf :=
⋃p
j=1
⋃q
k=1 Pfjk .
Notation 9.22. Let α ∈ R. By W˜−J˜q,α we denote the set of all 2q × 2q matrix-valued functions
Θ which are holomorphic in C\[α,∞) and for which there exists a discrete subset D of C\[α,∞)
such that the following three conditions are fulfilled:
(I) Θ is holomorphic in C \ ([α,∞) ∪ D).
(II) Θ(z)J˜qΘ
∗(z) ≤ J˜q for each z ∈ Π+ \ D.
(III) Θ(x)J˜qΘ
∗(x) = J˜q for each x ∈ (−∞, α) \ D.
Observe that continuity arguments show that conditions (II) and (III) in Notation 9.22 can
be replaced equivalently by the following conditions (II’) and (III’), respectively:
(II’) Θ(z)J˜qΘ
∗(z) ≤ J˜q for each z ∈ Π+ ∩HΘ.
(III’) (−∞, α) ⊆ HΘ and Θ(x)J˜qΘ∗(x) = J˜q for each x ∈ (−∞, α).
Remark 9.23. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. From the Lem-
mas 9.12, 9.15, and 9.16 we see then that, for each n ∈ N0 with 2n + 1 ≤ κ, the functions
Θˆn,α := RstrC\[α,∞)Θn,α and
ˆ˜Θn,α := RstrC\[α,∞) Θ˜n,α given by (9.38) and (9.39) are holomor-
phic in C \ [α,∞) and belong both to W˜−J˜q,α.
Notation 9.24. Let α ∈ R and let the matrix-valued function Pα : C \ [α,∞) → C2q×2q be
defined by Pα(z) := diag((z − α)Iq, Iq). Then let W−J˜q,α be the set of all Θ ∈ W˜−J˜q,α for
which Θ˜ := PαΘP
−1
α belongs to W˜−J˜q,α.
Remark 9.25. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. From Remark 9.23 and
Lemma 9.13 one can easily see that, for each n ∈ N0 with 2n + 1 ≤ κ, the matrix-valued
function RstrC\[α,∞)Θn,α given by (9.38) is holomorphic in C \ [α,∞) and belongs to W−J˜q,α.
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Lemma 9.26. Let α ∈ R and let Θ ∈W−J˜q,α. Then there is a discrete subset D of C\ [α,∞)
such that Θ is holomorphic in C \ ([α,∞) ∪ D) and that detΘ(z) 6= 0 holds true for each z ∈
C\([α,∞)∪D). Furthermore, Θ−1 is meromorphic in C\ [α,∞) with HΘ−1 ⊇ C\([α,∞)∪D)
and the identity Θ−1(z) = J˜qΘ∗(z)J˜q holds true for each z ∈ C \ ([α,∞) ∪D).
Proof. Let HΘ∨ := {z ∈ C \ [α,∞) : z ∈ HΘ}. Then Θ∨ : HΘ∨ → C2q×2q given by Θ∨(z) :=
Θ∗(z) is meromorphic in C\[α,∞) with HΘ∨ = (HΘ)∨. Thus, Ω := J˜q−ΘJ˜qΘ∨ is meromorphic
in C \ [α,∞) with HΩ ⊇ HΘ ∩ HΘ∨ = HΘ. Because of Θ ∈ W−J˜q,α, there is a discrete subset
D of C \ [α,∞) with C \ ([α,∞)∪D) ⊆ HΘ such that Ω is holomorphic in C \ ([α,∞)∪D) and
that
Ω(x) = J˜q −Θ(x)J˜qΘ∨(x) = J˜q −Θ(x)J˜qΘ∗(x) = J˜q −Θ(x)J˜qΘ∗(x) = 0
holds true for each x ∈ (−∞, α) \ D. Consequently, the identity theorem for holomorphic
functions shows that Θ(z)J˜qΘ
∨(z) = J˜q is valid for each z ∈ HΘ ∩ HΘ∨, which implies
Θ(z)J˜qΘ
∗(z)J˜q = Θ(z)J˜qΘ
∨(z)J˜q = J˜
2
q = I2q for each z ∈ HΘ ∩ HΘ∨ and, in particular,
for each z ∈ C \ ([α,∞) ∪ D). The rest is plain.
Lemma 9.27. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let G be a subset of C
with G \ R 6= ∅ and let f : G → Cq×q be a q × q matrix-valued function. For each n ∈ N0
with 2n + 1 ≤ κ, then Σ[f ]2n : G \ R → Cq×q and Σ[f ]2n+1 : G \ R → Cq×q given by (4.6) and (4.7)
admit, for each z ∈ G \ R, the representations
Σ
[f ]
2n(z) =
[
f(z)
Iq
]∗
Θ−∗n,α(z)
(
−J˜q
2ℑz
)
Θ−1n,α(z)
[
f(z)
Iq
]
and
Σ
[f ]
2n+1(z) =
[
(z − α)f(z)
Iq
]∗
Θ˜−∗n,α(z)
(
−J˜q
2ℑz
)
Θ˜−1n,α(z)
[
(z − α)f(z)
Iq
]
.
Proof. Use Remarks 4.6, 9.2, and 9.3 and Lemma 9.17.
Lemma 9.28. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n + 1 ≤ κ and all z ∈ C, then
(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
=
[
I(n+1)q + (z − α)(I(n+1)q −H†nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )
]
× (I(n+1)q −H†nHn)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α (9.90)
and
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)Θ˜n,α(z)
=
[
I(n+1)q + (z − α)(I(n+1)q −H†α⊲nHα⊲n)Tq,nRTq,n(z)(I(n+1)q −Hα⊲nH−α⊲n)
]
× (I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α. (9.91)
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Proof. Let n ∈ N0 be such that 2n+1 ≤ κ and let z ∈ C. Remarks 7.5 and 7.4 yield H∗n = Hn
and H∗α⊲n = Hα⊲n. Using (9.40), (9.6), and RT ∗q,n(z) = [RTq,n(z)]
∗, we have
(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
= (I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Un,α(z)Bn,α
= (I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
×
{
I2q + (z − α)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗
× [RTq,n(z)]∗H−n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
}
Bn,α
= (I(n+1)q −H†nHn)Φ(z)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
(9.92)
where
Φ(z) := RTq,n(z)
[
RTq,n(α)
]−1
+ (z − α)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
× (I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗
[
RTq,n(z)
]∗
H−n . (9.93)
Taking into account equation (9.5) in Remark 9.3, H∗n = Hn, and (7.1), we obtain
RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)(I2 ⊗ vq,n)∗[Tq,nHn,−I(n+1)q]∗
[
RTq,n(z)
]∗
= RTq,n(z)(vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n)
[
RTq,n(z)
]∗
= RTq,n(z)
([
RTq,n(z)
]−1
HnT
∗
q,n − Tq,nHn
[
RTq,n(z)
]−∗)[
RTq,n(z)
]∗
= HnT
∗
q,n
[
RTq,n(z)
]∗ −RTq,n(z)Tq,nHn.
(9.94)
From (9.94), (9.93), (B.7), and the identity RTq,n(z)Tq,n = Tq,nRTq,n(z) we get
Φ(z) = RTq,n(z)
[
RTq,n(α)
]−1
+ (z − α)
(
HnT
∗
q,n
[
RTq,n(z)
]∗ −RTq,n(z)Tq,nHn)H−n
= I(n+1)q + (z − α)Tq,nRTq,n(z) + (z − α)HnT ∗q,n
[
RTq,n(z)
]∗
H−n
− (z − α)Tq,nRTq,n(z)HnH−n
= I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −HnH−n ) + (z − α)HnT ∗q,n
[
RTq,n(z)
]∗
H−n .
(9.95)
In view of Remark 8.11, consequently,
(z − α)(I(n+1)q −H†nHn)HnT ∗q,n
[
RTq,n(z)
]∗
H−n = 0. (9.96)
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By virtue of (9.95), Remark 8.11, and (9.96), we conclude
(I(n+1)q −H†nHn)Φ(z)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
= (I(n+1)q −H†nHn)
×
[
I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −HnH−n ) + (z − α)HnT ∗q,n[RTq,n(z)]∗H−n
]
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
=
{
(I(n+1)q −H†nHn)
+ (z − α)(I(n+1)q −H†nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )(I(n+1)q −H†nHn)
+ (z − α)(I(n+1)q −H†nHn)HnT ∗q,n
[
RTq,n(z)
]∗
H−n
}
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
=
[
I(n+1)q + (z − α)(I(n+1)q −H†nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )
]
× (I(n+1)q −H†nHn)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α.
(9.97)
The combination of (9.92) and (9.97) yields (9.90). Furthermore, using (9.40), (9.22), and
RT ∗q,n(z) = [RTq,n(z)]
∗, we infer
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)Θ˜n,α(z)
= (I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)U˜n,α(z)B˜n,α
= (I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
×
{
I2q + (z − α)(I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗[
RTq,n(z)
]∗
H−α⊲n
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
}
B˜n,α
= (I(n+1)q −H†α⊲nHα⊲n)Φ˜(z)RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
(9.98)
where
Φ˜(z) := RTq,n(z)
[
RTq,n(α)
]−1
+ (z − α)RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
× (I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗[
RTq,n(z)
]∗
H−α⊲n. (9.99)
Because of identity (9.5) in Remark 9.3, H∗n = Hn, and equation (7.2) in Remark 7.2, we obtain
RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
× (I2 ⊗ vq,n)∗
[[
RTq,n(α)
]−1
Hn,−I(n+1)q
]∗[
RTq,n(z)
]∗
= RTq,n(z)
(
vq,nv
∗
q,nHn
[
RTq,n(α)
]−∗ − [RTq,n(α)]−1Hnvq,nv∗q,n)[RTq,n(z)]∗
= RTq,n(z)
([
RTq,n(z)
]−1
Hα⊲nT
∗
q,n − Tq,nHα⊲n
[
RTq,n(z)
]−∗)[
RTq,n(z)
]∗
= Hα⊲nT
∗
q,n
[
RTq,n(z)
]∗ −RTq,n(z)Tq,nHα⊲n,
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which, in view of (9.99), (B.7), and the identity RTq,n(z)Tq,n = Tq,nRTq,n(z), implies
Φ˜(z)
= RTq,n(z)
[
RTq,n(α)
]−1
+ (z − α)
(
Hα⊲nT
∗
q,n
[
RTq,n(z)
]∗ −RTq,n(z)Tq,nHα⊲n)H−α⊲n
= I(n+1)q + (z − α)Tq,nRTq,n(z) + (z − α)Hα⊲nT ∗q,n
[
RTq,n(z)
]∗
H−α⊲n
− (z − α)Tq,nRTq,n(z)Hα⊲nH−α⊲n
= I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −Hα⊲nH−α⊲n)
+ (z − α)Hα⊲nT ∗q,n
[
RTq,n(z)
]∗
H−α⊲n.
(9.100)
From Remark 8.11 we see that
(z − α)(I(n+1)q −H†α⊲nHα⊲n)Hα⊲nT ∗q,n
[
RTq,n(z)
]∗
H−α⊲n = 0 (9.101)
is true. Using (9.100), Remark 8.11, and (9.101), we get
(I(n+1)q −H†α⊲nHα⊲n)Φ˜(z)RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
= (I(n+1)q −H†α⊲nHα⊲n)
{
I(n+1)q + (z − α)Tq,nRTq,n(z)(I(n+1)q −Hα⊲nH−α⊲n)
+ (z − α)Hα⊲nT ∗q,n
[
RTq,n(z)
]∗
H−α⊲n
}
×RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
=
{
(I(n+1)q −H†α⊲nHα⊲n) + (z − α)(I(n+1)q −H†α⊲nHα⊲n)Tq,nRTq,n(z)
× (I(n+1)q −Hα⊲nH−α⊲n)(I(n+1)q −H†α⊲nHα⊲n)
+ (z − α)(I(n+1)q −H†α⊲nHα⊲n)Hα⊲nT ∗q,n
[
RTq,n(z)
]∗
H−α⊲n
}
×RTq,n(α)[I(n+1)q, [RTq,n(α)]−1Hn](I2 ⊗ vq,n)B˜n,α
=
[
I(n+1)q + (z − α)(I(n+1)q −H†α⊲nHα⊲n)Tq,nRTq,n(z)(I(n+1)q −Hα⊲nH−α⊲n)
]
× (I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α.
(9.102)
The combination of (9.98) and (9.102) provides us (9.91).
Lemma 9.29. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0 such
that 2n+ 1 ≤ κ, then
(I(n+1)q −H†nHn)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
= (I(n+1)q −H†nHn)RTq,n(α)
[
I(n+1)q, Tq,n(I(n+1)q −Hα⊲nH−α⊲n)Hn
]
(I2 ⊗ vq,n)
and
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
= (I(n+1)q −H†α⊲nHα⊲n)
[
(I(n+1)q −HnH−n )RTq,n(α),Hn
]
(I2 ⊗ vq,n).
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Proof. Let n ∈ N0 be such that 2n + 1 ≤ κ. From Remarks 7.5 and 7.4 we get H∗n = Hn and
H∗α⊲n = Hα⊲n. Because of the Remarks 4.3 and 8.11, we have
(I(n+1)q −H†nHn)RTq,n(α)(vq,nv∗q,nHnH−α⊲n + Tq,n)
= (I(n+1)q −H†nHn)RTq,n(α)
[(
[RTq,n(α)]
−1Hn − Tq,nHα⊲n
)
H−α⊲n + Tq,n
]
= (I(n+1)q −H†nHn)HnH−α⊲n − (I(n+1)q −H†nHn)RTq,n(α)Tq,nHα⊲nH−α⊲n
+ (I(n+1)q −H†nHn)RTq,n(α)Tq,n
= (I(n+1)q −H†nHn)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n).
(9.103)
Applying Remark 9.9 and (9.103), we conclude
(I(n+1)q −H†nHn)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
= (I(n+1)q −H†nHn)RTq,n(α)
[
I(n+1)q, (vq,nv
∗
q,nHnH
−
α⊲n + Tq,n)Hn
]
(I2 ⊗ vq,n)
=
[
(I(n+1)q −H†nHn)RTq,n(α), (I(n+1)q −H†nHn)RTq,n(α)(vq,nv∗q,nHnH−α⊲n + Tq,n)Hn
]
× (I2 ⊗ vq,n)
=
[
(I(n+1)q −H†nHn)RTq,n(α), (I(n+1)q −H†nHn)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)Hn
]
× (I2 ⊗ vq,n)
= (I(n+1)q −H†nHn)RTq,n(α)
[
I(n+1)q, Tq,n(I(n+1)q −Hα⊲nH−α⊲n)Hn
]
(I2 ⊗ vq,n).
Taking into account H∗n = Hn, H
∗
α⊲n = Hα⊲n, and Remark 4.3, we obtain Hnvq,nv
∗
q,n =
Hn[RTq,n(α)]
−∗ −Hα⊲nT ∗q,n and, hence,
I(n+1)q −Hnvq,nv∗q,n
[
RTq,n(α)
]∗
H−n
= I(n+1)q −
(
Hn
[
RTq,n(α)
]−∗ −Hα⊲nT ∗q,n)[RTq,n(α)]∗H−n
= I(n+1)q −HnH−n +Hα⊲nT ∗q,n
[
RTq,n(α)
]∗
H−n . (9.104)
Let P := I(n+1)q −H†α⊲nHα⊲n. From (9.104) and Remark 8.11 we see that
P
(
I(n+1)q −Hnvq,nv∗q,n
[
RTq,n(α)
]∗
H−n
)
RTq,n(α)
= P
(
I(n+1)q −HnH−n +Hα⊲nT ∗q,n
[
RTq,n(α)
]∗
H−n
)
RTq,n(α)
= P (I(n+1)q −HnH−n )RTq,n(α) (9.105)
holds true. Using Remark 9.9 and (9.105), we obtain finally
PRTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)B˜n,α
= PRTq,n(α)
[
RTq,n(α)
]−1[[
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
]
RTq,n(α),Hn
]
(I2 ⊗ vq,n)
=
[
P
[
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n(α)H−n
]
RTq,n(α), PHn
]
(I2 ⊗ vq,n)
=
[
P (I(n+1)q −HnH−n )RTq,n(α), PHn
]
(I2 ⊗ vq,n)
= P
[
(I(n+1)q −HnH−n )RTq,n(α),Hn
]
(I2 ⊗ vq,n).
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Lemma 9.30. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0 be such
that 2n+ 1 ≤ κ and let the matrix-valued functions Pn,α, Qn,α, and Sn,α be defined on C and,
for every choice of z ∈ C, be given by
Pn,α(z) := I(n+1)q + (z − α)(I(n+1)q −H†nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n ), (9.106)
Qn,α(z) := I(n+1)q + (z − α)(I(n+1)q −H†α⊲nHα⊲n)Tq,nRTq,n(z)(I(n+1)q −Hα⊲nH−α⊲n), (9.107)
and
Sn,α(z) := I(n+1)q − (z − α)(I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n). (9.108)
For each z ∈ C, then
diag[Pn,α(z), Qn,α(z)]
×

 I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n ) Sn,α(z)


×

 I(n+1)q (I(n+1)q −H†nHn)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
0(n+1)q×(n+1)q I(n+1)q


× diag
(
(I(n+1)q −H†nHn)RTq,n(α)vq,n, (I(n+1)q −H†α⊲nHα⊲n)Hnvq,n
)
=


(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)[I(n+1)q, [RTq,n(α)]−1Hn](I2 ⊗ vq,n)
×Θ˜n,α(z) diag((z − α)Iq, Iq)

 .
(9.109)
Proof. Let z ∈ C. Obviously, the matrix on the left-hand side of (9.109) coincides with
Rn,α(z) := diag(Pn,α(z), Qn,α(z))
[
Ψ
(1,1)
n,α (z) Ψ
(1,2)
n,α (z)
Ψ
(2,1)
n,α (z) Ψ
(2,2)
n,α (z)
]
(I2 ⊗ vq,n)
where
Ψ(1,1)n,α (z) := (I(n+1)q −H†nHn)RTq,n(α), (9.110)
Ψ(1,2)n,α (z) := (I(n+1)q −H†nHn)RTq,n(α)Tq,n
× (I(n+1)q −Hα⊲nH−α⊲n)(I(n+1)q −H†α⊲nHα⊲n)Hn, (9.111)
Ψ(2,1)n,α (z) := (z − α)(I(n+1)q −H†α⊲nHα⊲n)
× (I(n+1)q −HnH−n )(I(n+1)q −H†nHn)RTq,n(α), (9.112)
and
Ψ(2,2)n,α (z) := (z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n )(I(n+1)q −H†nHn)
×RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)(I(n+1)q −H†α⊲nHα⊲n)Hn
+ Sn,α(z)(I(n+1)q −H†α⊲nHα⊲n)Hn. (9.113)
Because of (9.111) and Remark 8.11, we have
Ψ(1,2)n,α (z) = (I(n+1)q −H†nHn)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)Hn. (9.114)
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Furthermore, (9.112) and Remark 8.11 yield
Ψ(2,1)n,α (z) = (z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n )RTq,n(α). (9.115)
From Remark 8.11, Lemma 8.13, and (9.108) we conclude
(z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n )(I(n+1)q −H†nHn)
×RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
= (z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n )
×RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
= (z − α)(I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
− (z − α)(I(n+1)q −H†α⊲nHα⊲n)HnH−n RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
= (z − α)(I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
= I(n+1)q − Sn,α(z).
(9.116)
Combining (9.113) and (9.116), we obtain
Ψ(2,2)n,α (z)
= (I(n+1)q − Sn,α(z))(I(n+1)q −H†α⊲nHα⊲n)Hn + Sn,α(z)(I(n+1)q −H†α⊲nHα⊲n)Hn
= (I(n+1)q −H†α⊲nHα⊲n)Hn.
(9.117)
By virtue of Lemma 9.28, (9.106), Lemma 9.29, (9.110), and (9.114), we get
(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
=
[
I(n+1)q + (z − α)(I(n+1)q −H†nHn)Tq,nRTq,n(z)(I(n+1)q −HnH−n )
]
× (I(n+1)q −H†nHn)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
= Pn,α(z)(I(n+1)q −H†nHn)RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
= Pn,α(z)(I(n+1)q −H†nHn)RTq,n(α)[I(n+1)q, Tq,n(I(n+1)q −Hα⊲nH−α⊲n)Hn](I2 ⊗ vq,n)
= Pn,α(z)
[
Ψ(1,1)n,α (z),Ψ
(1,2)
n,α (z)
]
(I2 ⊗ vq,n).
(9.118)
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Similarly, Lemma 9.28, (9.107), Lemma 9.29, (9.115), and (9.117) provide us
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
× (I2 ⊗ vq,n)Θ˜n,α(z) diag((z − α)Iq, Iq)
=
[
I(n+1)q + (z − α)(I(n+1)q −H†α⊲nHα⊲n)Tq,nRTq,n(z)(I(n+1)q −Hα⊲nH−α⊲n)
]
× (I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
× (I2 ⊗ vq,n)B˜n,α diag((z − α)Iq, Iq)
= Qn,α(z)(I(n+1)q −H†α⊲nHα⊲n)RTq,n(α)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
× (I2 ⊗ vq,n)B˜n,α diag((z − α)Iq, Iq)
= Qn,α(z)(I(n+1)q −H†α⊲nHα⊲n)
[
(I(n+1)q −HnH−n )RTq,n(α),Hn
]
× (I2 ⊗ vq,n) diag((z − α)Iq, Iq)
= Qn,α(z)(I(n+1)q −H†α⊲nHα⊲n)
[
(z − α)(I(n+1)q −HnH−n )RTq,n(α),Hn
]
(I2 ⊗ vq,n)
= Qn,α(z)
[
Ψ(2,1)n,α (z),Ψ
(2,2)
n,α (z)
]
(I2 ⊗ vq,n).
(9.119)
Since Rn,α(z) coincides with the matrix on the left-hand side of (9.109) from (9.118) and
(9.119), equation (9.109) follows.
If G is a non-empty subset of C and if f : G → C is a function, then let Nf := {z ∈ G : f(z) =
0}.
Lemma 9.31. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n+ 1 ≤ κ. Then:
(a) The set NdetPn,α ∪ NdetQn,α ∪NdetSn,α is finite.
(b) Let x ∈ Cq×q and let y ∈ Cq×q. Then the following statements are equivalent:
(i) For each z ∈ C \ (NdetPn,α ∪ NdetQn,α ∪ NdetSn,α), the equations
(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
[
x
y
]
= 0 (9.120)
and
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
× (I2 ⊗ vq,n)Θ˜n,α(z) diag((z − α)Iq, Iq)
[
x
y
]
= 0 (9.121)
hold true.
(ii) There exists a number z ∈ C \ (NdetPn,α ∪ NdetQn,α ∪ NdetSn,α) such that (9.120)
and (9.121) are valid.
(iii) The equations
(I(n+1)q −H†nHn)RTq,n(α)vq,nx = 0 (9.122)
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and
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,ny = 0 (9.123)
are fulfilled.
Proof. By virtue of Remark 4.4, (9.106), (9.107), and (9.108), we see that Pn,α, Qn,α, and Sn,α
are matrix polynomials with Pn,α(α) = I(n+1)q, Qn,α(α) = I(n+1)q, and Sn,α(α) = I(n+1)q. In
particular, detPn,α, detQn,α, and detSn,α are polynomials which do not vanish identically. In
view of the fundamental theorem of algebra, the proof of part (a) is complete. For each z ∈ C,
Lemma 9.30 provides us

(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
[ x
y
]
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)[I(n+1)q, [RTq,n(α)]−1Hn]
×(I2 ⊗ vq,n)Θ˜n,α(z) diag((z − α)Iq, Iq)
[ x
y
]


=


(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)[I(n+1)q, [RTq,n(α)]−1Hn]
×(I2 ⊗ vq,n)Θ˜n,α(z) diag((z − α)Iq, Iq)


[
x
y
]
= diag(Pn,α(z), Qn,α(z))
×

 I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n ) Sn,α(z)


×

 I(n+1)q (I(n+1)q −H†nHn)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
0(n+1)q×(n+1)q I(n+1)q


×

 (I(n+1)q −H†nHn)RTq,n(α)vq,nx
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,ny

 .
(9.124)
(i)⇒(ii): This implication is trivial.
(ii)⇒(iii): According to (ii), there exists a number
z ∈ C \ (NdetPn,α ∪ NdetQn,α ∪NdetSn,α) (9.125)
such that (9.120) and (9.121) hold true. Using (9.120), (9.121), and (9.124), we get[
0(n+1)q×q
0(n+1)q×q
]
= diag(Pn,α(z), Qn,α(z))
×

 I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n ) Sn,α(z)


×

 I(n+1)q (I(n+1)q −H†nHn)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
0(n+1)q×(n+1)q I(n+1)q


×

 (I(n+1)q −H†nHn)RTq,n(α)vq,nx
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,ny

 .
(9.126)
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Because of (9.125), the first three factors of the matrix product on the right-hand side of
equation (9.126) are non-singular matrices. Thus, (9.126) implies (9.122) and (9.123).
(iii)⇒(i): Taking into account (9.122), (9.123), and (9.124), we conclude that[
0(n+1)q×q
0(n+1)q×q
]
= diag(Pn,α(z), Qn,α(z))
×

 I(n+1)q 0(n+1)q×(n+1)q
(z − α)(I(n+1)q −H†α⊲nHα⊲n)(I(n+1)q −HnH−n ) Sn,α(z)


×

 I(n+1)q (I(n+1)q −H†nHn)RTq,n(α)Tq,n(I(n+1)q −Hα⊲nH−α⊲n)
0(n+1)q×(n+1)q I(n+1)q


×

 (I(n+1)q −H†nHn)RTq,n(α)vq,nx
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,ny


=


(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
[ x
y
]
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)[I(n+1)q, [RTq,n(α)]−1Hn]
×(I2 ⊗ vq,n)Θ˜n,α(z) diag((z − α)Iq, Iq)
[ x
y
]


and, consequently, (9.120) and (9.121) hold true for each z ∈ C.
If U is a subspace of Cq, then by PU we denote the complex q × q matrix which represents the
orthogonal projection onto U , with respect to the standard basis of Cq i. e., PU is the unique
complex q × q matrix which fulfills the three conditions P 2U = PU , P ∗U = PU , and R(PU ) = U .
In this case, we have N (PU ) = U⊥.
Lemma 9.32. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n+ 1 ≤ κ. Then:
(a) The sets
Un,α :=
[
N
(
(I(n+1)q −H†nHn)RTq,n(α)vq,n
)]⊥
(9.127)
and
Vn,α :=
[
N
(
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,n
)]⊥
. (9.128)
are orthogonal subspaces of Cq with
dimUn,α = rank
[
(I(n+1)q −H†nHn)RTq,n(α)vq,n
]
(9.129)
and
dimVn,α = rank
[
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,n
]
. (9.130)
(b) Let A ∈ Cq×p. Then (I(n+1)q − H†nHn)RTq,n(α)vq,nA = 0 if and only if PUn,αA = 0.
Moreover, (I(n+1)q −H†α⊲nHα⊲n)Hnvq,nA = 0 if and only if PVn,αA = 0.
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Proof. (a) Because of Remarks 7.5 and 7.4, we have H∗n = Hn and H
∗
α⊲n = Hα⊲n. In particular,
H†nHn = HnH
†
n. Obviously, (H
†
nHn)
∗ = H†nHn and (H
†
α⊲nHα⊲n)
∗ = H†α⊲nHα⊲n. Thus,
Un,α = R
([
(I(n+1)q −H†nHn)RTq,n(α)vq,n
]∗)
(9.131)
and
Vn,α = R
([
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,n
]∗)
= R
(
v∗q,nHn(I(n+1)q −H†α⊲nHα⊲n)
)
. (9.132)
In particular, (9.129) and (9.130) hold true. Let f ∈ Un,α and g ∈ Vn,α be arbitrary cho-
sen. According to (9.131) and (9.132), there are x, y ∈ C(n+1)q such that f = [(I(n+1)q −
H†nHn)RTq,n(α)vq,n]
∗x and g = v∗q,nHn(I(n+1)q − H†α⊲nHα⊲n)y. By virtue of the Remarks 4.3
and 8.11, we have
f∗g = x∗(I(n+1)q −H†nHn)RTq,n(α)vq,nv∗q,nHn(I(n+1)q −H†α⊲nHα⊲n)y
= x∗(I(n+1)q −H†nHn)RTq,n(α)
([
RTq,n(α)
]−1
Hn − Tq,nHα⊲n
)
(I(n+1)q −H†α⊲nHα⊲n)y
= x∗(I(n+1)q −H†nHn)Hn(I(n+1)q −H†α⊲nHα⊲n)y = 0.
Consequently, the subspaces Un,α and Vn,α are orthogonal.
(b) Use the equations N ((I(n+1)q−H†nHn)RTq,n(α)vq,n) = U⊥n,α = N (PUn,α) and N ((I(n+1)q−
H†α⊲nHα⊲n)Hnvq,n) = V⊥n,α = N (PVn,α).
10. Nevanlinna and Stieltjes pairs of meromorphic matrix-valued
functions
In this section, we consider special classes of pairs of meromorphic matrix-valued functions.
This leads us to the set of parameters which occur in our description of the solution set of the
power moment problem in question.
Notation 10.1. A pair
[ φ
ψ
]
of q × q matrix-valued functions φ and ψ meromorphic in Π+ is
called a q × q Nevanlinna pair in Π+ if there exists a discrete subset D of Π+ such that the
following three conditions are fulfilled:
(i) φ and ψ are holomorphic in Π+ \ D.
(ii) rank
[ φ(w)
ψ(w)
]
= q for all w ∈ Π+ \ D.
(iii)
[ φ(w)
ψ(w)
]∗
(−J˜q)
[ φ(w)
ψ(w)
] ≥ 0q×q for each w ∈ Π+ \ D.
The set of all q × q Nevanlinna pairs in Π+ will be denoted by P˜(q,q)−J˜q,≥(Π+).
Note the well-known fact that, for each S ∈ Rq(Π+), the pair
[
S
Iq
]
belongs to P˜(q,q)
−J˜q,≥
(Π+).
Remark 10.2. If
[ φ
ψ
] ∈ P˜(q,q)
−J˜q,≥
(Π+), then it is readily checked that, for each q × q matrix-
valued function g which is meromorphic in Π+ and for which the function det g does not
vanish identically, the pair
[ φg
ψg
]
belongs to P˜(q,q)
−J˜q,≥
(Π+) as well. Two q × q Nevanlinna pairs[ φ1
ψ1
]
and
[ φ2
ψ2
]
in Π+ are said to be equivalent if there are a q × q matrix-valued function g
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which is meromorphic in Π+ and a discrete subset D of Π+ such that φ1, ψ1, φ2, ψ2, and g
are holomorphic in Π+ \ D and that det g(w) 6= 0 and
[ φ2(w)
ψ2(w)
]
=
[ φ1g(w)
ψ1g(w)
]
hold true for all
w ∈ Π+ \ D. One can easily see that this implies an equivalence relation on P˜(q,q)−J˜q,≥(Π+). For
each
[ φ
ψ
] ∈ P˜(q,q)
−J˜q,≥
(Π+), let 〈
[ φ
ψ
]〉 be the equivalence class generated by [ φψ ].
Let us recall a well-known interrelation between the classes P˜(q,q)
−J˜q,≥
(Π+) and Sq×q(Π+):
Lemma 10.3. (a) For each
[ φ
ψ
] ∈ P˜(q,q)
−J˜q,≥
(Π+), the function det(ψ − iφ) does not vanish
identically and S := (ψ + iφ)(ψ − iφ)−1 belongs to the Schur class Sq×q(Π+).
(b) For each S ∈ Sq×q(Π+), the pair
[ φ
ψ
]
given by φ := i(Iq−S) and ψ := Iq+S belongs to the
class P˜(q,q)
−J˜q,≥
(Π+), the functions φ and ψ are holomorphic in Π+, and det[ψ(w)−iφ(w)] 6=
0 and S(w) = [ψ(w) + iφ(w)][ψ(w) − iφ(w)]−1 hold true for each w ∈ Π+.
(c) Two q × q Nevanlinna pairs [ φ1ψ1 ] and [ φ2ψ2 ] in Π+ are equivalent if and only if (ψ1 +
iφ1)(ψ1 − iφ1)−1 = (ψ2 + iφ2)(ψ2 − iφ2)−1.
A detailed proof of Lemma 10.3 can be found, e. g., in [61, Lemma 1.7].
Proposition 10.4. Let
[ φ
ψ
] ∈ P˜(q,q)
−J˜q,≥
(Π+). Then there exists a discrete subset D of Π+ such
that φ and ψ are holomorphic in Π+ \D and that, for every choice of w and z in Π+ \D, the
following four equations hold true:
R(φ(w)) = R(φ(z)), R(ψ(w)) = R(ψ(z)), (10.1)
ψ(w)N (φ(w)) = ψ(z)N (φ(z)), and φ(w)N (ψ(w)) = φ(z)N (ψ(z)). (10.2)
Proof. Because of Lemma 10.3, the function det(ψ − iφ) does not vanish identically and S :=
(ψ+ iφ)(ψ− iφ)−1 belongs to Sq×q(Π+). Consequently, there is a discrete subset D of Π+ such
that φ and ψ are holomorphic in Π+ \ D and that det[ψ(w) − iφ(w)] 6= 0 holds true for each
w ∈ Π+ \ D. For each w ∈ Π+ \ D, we obtain then
φ(w) =
i
2
(ψ(w) − iφ(w) − [ψ(w) + iφ(w)]) = i
2
[Iq − S(w)][ψ(w) − iφ(w)] (10.3)
and, analogously,
ψ(w) =
1
2
[Iq + S(w)][ψ(w) − iφ(w)]. (10.4)
In particular, for each w ∈ Π+ \ D, we have
R(φ(w)) = R(Iq − S(w)) and R(ψ(w)) = R(Iq + S(w)). (10.5)
Thus, in view of (10.5), we see from Lemma 3.9 that (10.1) holds true for every choice of w and
z in Π+ \D. For each w ∈ Π+ \D, from det[ψ(w)− iφ(w)] 6= 0, (10.3), (10.4), and Remark A.7
we get N (Iq − S(w)) = [ψ(w) − iφ(w)]N (φ(w)) and N (Iq + S(w)) = [ψ(w) − iφ(w)]N (ψ(w)).
Thus, Remark A.8 implies N (Iq − S(w)) = ψ(w)N (φ(w)) and N (Iq + S(w)) = φ(w)N (ψ(w))
for each w ∈ Π+ \ D. Hence, S ∈ Sq×q(Π+) and Lemma 3.9 show then that (10.2) holds true
for every choice w and z in Π+ \ D.
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Now we introduce the class of pairs of meromorphic matrix-valued functions, which will be
the set of parameters in the description of the solution set of the Stieltjes moment problem
under consideration.
Definition 10.5. Let α ∈ R. Let φ and ψ be q × q matrix-valued functions meromorphic in
C\ [α,∞). Then [ φψ ] is called a q × q Stieltjes pair in C\ [α,∞) if there exists a discrete subset
D of C \ [α,∞) such that the following three conditions are fulfilled:
(i) φ are ψ are holomorphic in C \ ([α,∞) ∪D).
(ii) rank
[ φ(z)
ψ(z)
]
= q for each z ∈ C \ ([α,∞) ∪ D).
(iii) For each z ∈ C \ (R ∪ D), [
φ(z)
ψ(z)
]∗ (−J˜q
2ℑz
)[
φ(z)
ψ(z)
]
≥ 0 (10.6)
and [
(z − α)φ(z)
ψ(z)
]∗(−J˜q
2ℑz
)[
(z − α)φ(z)
ψ(z)
]
≥ 0. (10.7)
The set of all q × q Stieltjes pairs in C \ [α,∞) will be denoted by P(q,q)
−J˜q,≥
(C \ [α,∞)).
A pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) is said to be a proper q × q Stieltjes pair in C \ [α,∞) if
detψ does not vanish identically in C \ [α,∞).
Remark 10.6. Let α ∈ R and let [ φψ ] ∈ P(q,q)−J˜q,≥(C \ [α,∞)). Then one can easily see that [ φ˜ψ˜ ]
given by φ˜ := RstrΠ+∩Hφ φ and ψ˜ := RstrΠ+∩Hψ ψ belongs to P˜(q,q)−J˜q,≥(Π+).
Remark 10.7. Let α ∈ R, let [ φψ ] ∈ P(q,q)−J˜q,≥(C \ [α,∞)), and let g be a q × q matrix-valued
function which is meromorphic in C \ [α,∞) such that det g does not vanish identically. Then
it is readily checked that
[ φg
ψg
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)).
Remark 10.8. Two q × q Stieltjes pairs [ φ1ψ1 ] and [ φ2ψ2 ] in C \ [α,∞) are said to be equivalent if
there exist a q × q matrix-valued function g which is meromorphic in C \ [α,∞) and a discrete
subset D of C \ [α,∞) such that φ1, φ2, ψ1, ψ2, and g are holomorphic in C \ ([α,∞) ∪ D)
and that det g(z) 6= 0 and [ φ2(z)
ψ2(z)
]
=
[ φ1(z)g(z)
ψ1(z)g(z)
]
hold true for each z ∈ C \ ([α,∞) ∪ D). It
is readily checked that this implies an equivalence relation on P(q,q)
−J˜q,≥
(C \ [α,∞)). For each[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)), by 〈[ φψ ]〉 we denote the equivalence class generated by [ φψ ].
Remark 10.9. Let α ∈ R. For each j ∈ {1, 2}, let [ φjψj ] ∈ P(q,q)−J˜q,≥(C\[α,∞)), let φ˜j := RstrΠ+ φj
and let ψ˜j := RstrΠ+ ψj. Then it is readily checked that 〈
[ φ1
ψ1
]〉 = 〈[ φ2ψ2 ]〉 if and only if
〈[ φ˜1
ψ˜1
]〉 = 〈[ φ˜2
ψ˜2
]〉.
Example 10.10. Let α ∈ R and let f ∈ Sq;[α,∞). Using [34, Proposition 4.4 and Lemma 4.2], one
can easily check then that
[ f
Iq
]
belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)). In particular, [34, Example 2.2]
shows that P(q,q)
−J˜q,≥
(C \ [α,∞)) 6= ∅. Furthermore, if f, g ∈ Sq;[α,∞) are such that the pairs
[ f
Iq
]
and
[ g
Iq
]
are equivalent, then f = g.
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Remark 10.11. Let α ∈ R and let [ φψ ] ∈ P(q,q)−J˜q,≥(C\ [α,∞)). Using a classical result of complex
analysis (see, e. g. [12, Theorem 11.46, p. 395]), one can prove that there is a (C \ {0}) valued
function g holomorphic in C \ [α,∞) such that φ˜ := gφ and ψ˜ := gψ are holomorphic in
C \ [α,∞). In particular, [ φ˜
ψ˜
]
belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)) with 〈[ φ˜
ψ˜
]〉 = 〈[ φψ ]〉.
Remark 10.12. Let α ∈ R and let [ φψ ] ∈ P(q,q)−J˜q,≥(C \ [α,∞)) be proper. Applying [35, Propo-
sition 4.3] one can show then, that S := φψ−1 belongs to Sq;[α,∞) and that
[
S
Iq
]
is a proper
q × q Stieltjes pair in C \ [α,∞) which is equivalent to [ φψ ]. (Since we do not use this result in
the following, we omit a detailed proof.)
Lemma 10.13. Let α ∈ R and let [ φψ ] ∈ P(q,q)−J˜q,≥(C \ [α,∞)). Then there exists a discrete
subset D of C\ [α,∞) such that the conditions (i), (ii), and (iii) of Definition 10.5 are fulfilled
and that the following statements hold true:
(iv) 1ℑzℑ[ψ∗(z)φ(z)] ∈ Cq×q≥ for each z ∈ C \ (R ∪ D).
(v) 1ℑzℑ[(z − α)ψ∗(z)φ(z)] ∈ Cq×q≥ for each z ∈ C \ (R ∪ D).
(vi) ℜ[ψ∗(z)φ(z)] ∈ Cq×q≥ for each z ∈ Cα,− \ D.
Proof. In view of Definition 10.5, there is a discrete subset D of C \ [α,∞) such that (i), (ii),
and (iii) of Definition 10.5 hold true. For each z ∈ C \ (R ∪ D), from Remark 9.1 and condi-
tion (iii) of Definition 10.5 we get
1
ℑzℑ[ψ
∗(z)φ(z)] =
[
φ(z)
ψ(z)
]∗ (−J˜q
2ℑz
)[
φ(z)
ψ(z)
]
∈ Cq×q≥
and, consequently, (iv). For each z ∈ C \ (R ∪ D), Remark 9.1 and condition (iii) of Defini-
tion 10.5 yield
1
ℑzℑ[(z − α)ψ
∗(z)φ(z)] =
[
(z − α)φ(z)
ψ(z)
]∗ (−J˜q
2ℑz
)[
(z − α)φ(z)
ψ(z)
]
∈ Cq×q≥ .
Hence, (v) is true. To verify (vi), we consider an arbitrary z ∈ Cα,−\(R∪D). Then α−ℜz > 0
and (iv) implies α−ℜzℑz ℑ[ψ∗(z)φ(z)] ∈ Cq×q≥ . Because of Remark A.9 and (v), this implies
ℜ[ψ∗(z)φ(z)] = 1ℑzℑ[zψ
∗(z)φ(z)] − ℜzℑzℑ[ψ
∗(z)φ(z)]
=
1
ℑzℑ[zψ
∗(z)φ(z)] +
α−ℜz
ℑz ℑ[ψ
∗(z)φ(z)] − αℑzℑ[ψ
∗(z)φ(z)]
≥ 1ℑzℑ[(z − α)ψ
∗(z)φ(z)] ∈ Cq×q≥ .
(10.8)
Now we consider an arbitrary z ∈ (Cα,− \ D) ∩ R. Since D is a discrete subset of C \ [α,∞),
there is a sequence (zn)
∞
n=1 of numbers belonging to Cα,− \ (R ∪ D) with limn→∞ zn = z. For
each n ∈ N, in view of (10.8), then ℜ[ψ∗(zn)φ(zn)] ∈ Cq×q≥ . Thus, in view of condition (i) of
Definition 10.5, then
ℜ[ψ∗(z)φ(z)] = ℜ
(
lim
n→∞
[ψ∗(zn)φ(zn)]
)
= lim
n→∞
ℜ[ψ∗(zn)φ(zn)] ∈ Cq×q≥ (10.9)
follows. Taking into account Cα,− \ D = [Cα,− \ (R∪D)]∪ [(Cα,− \D)∩R], (10.8), and (10.9),
statement (vi) is proved as well.
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Lemma 10.14. Let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)). Then the function det(ψ− iφ) does not vanish
identically and the function F := (ψ + iφ)(ψ − iφ)−1 is meromorphic in C \ [α,∞) and fulfills
RstrΠ+ F ∈ Sq×q(Π+). Furthermore, there exists a discrete subset D of C\ [α,∞) such that φ,
ψ, (ψ− iφ)−1, and F are holomorphic in Π+∪ [C\ ([α,∞)∪D)] and that det[ψ(z)− iφ(z)] 6= 0
and
F (z) = [ψ(z) + iφ(z)][ψ(z)− iφ(z)]−1 (10.10)
hold true for each z ∈ C \ ([α,∞) ∪ D). Moreover, for each z ∈ C \ ([α,∞) ∪ D), the matrix-
valued functions φ and ψ admit the representations
φ(z) =
i
2
[Iq − F (z)][ψ(z) − iφ(z)] and ψ(z) = 1
2
[Iq + F (z)][ψ(z) − iφ(z)]. (10.11)
In view of Remark 10.6, Lemma 10.3, and Definition 10.5, one can easily prove Lemma 10.14.
We omit the details.
Proposition 10.15. Let
[ φ
ψ
] ∈ P(q,q)
−J˜q ,≥
(C \ [α,∞)). Then there exists a discrete subset D
of C\ [α,∞) such that φ and ψ are holomorphic in C\ ([α,∞)∪D) and that (10.1) and (10.2)
hold true for every choice of z and w in C \ ([α,∞) ∪ D).
Proof. The proof is divided into five steps.
(I) Because of
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) and Lemma 10.13, there is a discrete subset D˜ of
C \ [α,∞) such that the following four conditions hold true:
(i) φ and ψ are holomorphic in C \ ([α,∞) ∪ D˜).
(ii) rank
[ φ(z)
ψ(z)
]
= q for each z ∈ C \ ([α,∞) ∪ D˜).
(iii) The inequalities (10.6) and (10.7) hold true for each z ∈ C \ (R ∪ D˜).
(iv) ℜ[ψ∗(z)φ(z)] ∈ Cq×q≥ for each z ∈ Cα,− \ D˜.
(II) Let Π1 := Π+∩Hφ∩Hψ. Then D˜1 := D˜∩Π+ is a discrete subset of Π+ with Π1 ⊇ Π+\D˜1.
Because of (i), the functions φ1 := RstrΠ1 φ and ψ1 := RstrΠ1 ψ are holomorphic in Π1 as well
as in Π+ \ D˜1. If k = 1, then (ii) and (iii) imply
rank
[
φk(z)
ψk(z)
]
= q (10.12)
and [
φk(z)
ψk(z)
]∗ (−J˜q
2ℑz
)[
φk(z)
ψk(z)
]
≥ 0q×q (10.13)
for each z ∈ Π+ \ D˜1. Thus, Notation 10.1 shows that
[ φ1
ψ1
] ∈ P˜(q,q)
−J˜q,≥
(Π+). From Proposi-
tion 10.4 we know that there is a discrete subset D1 of Π+ such that φ1 and ψ1 are holomorphic
in Π+ \ D1 and that
R(φk(w)) = R(φk(z)), R(ψk(w)) = R(ψk(z)), (10.14)
ψk(w)N (φk(w)) = ψk(z)N (φk(z)), and φk(w)N (ψk(w)) = φk(z)N (ψk(z)) (10.15)
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hold true for k = 1 and for every choice of w and z in Π+ \D1. Consequently, (10.1) and (10.2)
are fulfilled for each w ∈ Π+ \ D1 and each z ∈ Π+ \ D1.
(III) Let Π2 := {z ∈ Π+ : −z ∈ Hφ∩Hψ} and let D˜2 := {z ∈ Π+ : −z ∈ D˜}. Obviously, D˜2 is
a discrete subset of Π+ with Π2 ⊇ Π+ \ D˜2. The functions φ2 : Π2 → Cq×q defined by φ2(z) :=
−φ(−z) and ψ2 : Π2 → Cq×q defined by ψ2(z) := ψ(−z) are holomorphic in Π+ \ D˜2. For each
z ∈ Π+ \D˜2, we have −z ∈ C\([α,∞)∪D˜) and
[ φ2(z)
ψ2(z)
]
= diag(−Iq, Iq) ·
[ φ(−z)
ψ(−z)
]
. Consequently,
(10.12) holds true for k = 2 and each z ∈ Π+ \ D˜2 and, in view of (iii), furthermore,[
φ2(z)
ψ2(z)
]∗
(−J˜q)
[
φ2(z)
ψ2(z)
]
= −2ℑ(−z)
[
φ(−z)
ψ(−z)
]∗ [ −J˜q
2ℑ(−z)
] [
φ(−z)
ψ(−z)
]
∈ Cq×q≥
is fulfilled for each z ∈ Π+ \ D˜2. Thus, according to Notation 10.1, the pair
[ φ2
ψ2
]
belongs to
P˜(q,q)
−J˜q,≥
(Π+). Proposition 10.4 shows that there exists a discrete subset D2 of Π+ such that φ2
and ψ2 are holomorphic in Π+ \ D2 and that (10.14) and (10.15) are valid for k = 2 and every
choice of w and z in Π+ \ D2. Hence, R(−φ(−w)) = R(−φ(−z)) and R(ψ(−w)) = R(ψ(−z)),
and ψ(−w)N (−φ(−w)) = ψ(−z)N (−φ(−z)) and −φ(−w)N (ψ(−w)) = −φ(−z)N (ψ(−z)) for
each w ∈ Π+ \ D2 and each z ∈ Π+ \ D2. Therefore, Dˆ2 := {z ∈ Π− : − z ∈ D2} is a discrete
subset of Π− such that (10.1) and (10.2) are fulfilled for every choice of w and z in Π− \ Dˆ2.
(IV) Obviously, D˜3 := {z ∈ Π+ : α+iz ∈ D˜} is a discrete subset of Π+ and Π+\D˜3 is a subset
of Π3 := {z ∈ Π+ : α + iz ∈ Hφ ∩ Hψ}. Because of (i), the functions φ3 : Π3 → Cq×q defined
by φ3(z) := iφ(α + iz) and ψ3 : Π3 → Cq×q defined by ψ3(z) := ψ(α + iz) are holomorphic in
Π+ \ D˜3. For each z ∈ Π+ \ D˜3, we have α+ iz ∈ C \ ([α,∞)∪ D˜). Thus, for each z ∈ Π+ \ D˜3,
from
[ φ3(z)
ψ3(z)
]
= diag(iIq, Iq) ·
[ φ(α+iz)
ψ(α+iz)
]
and (ii) we see that (10.12) holds true for k = 3 and each
z ∈ Π+ \ D˜3. Obviously, [diag(iIq, Iq)]∗(−J˜q)[diag(iIq, Iq)] =
[ 0q×q Iq
Iq 0q×q
]
. For each z ∈ Π+ \ D˜3,
then [
φ3(z)
ψ3(z)
]∗ (−J˜q
2ℑz
)[
φ3(z)
ψ3(z)
]
=
1
2ℑz
[
φ(α+ iz)
ψ(α+ iz)
]∗
[diag(iIq, Iq)]
∗(−J˜q)[diag(iIq, Iq)]
[
φ(α+ iz)
ψ(α + iz)
]
=
1
ℑzℜ[ψ
∗(α+ iz)φ(α + iz)].
(10.16)
For each z ∈ Π+\D˜3, we have α+iz ∈ Cα,−\D˜ and, consequently, ℜ[ψ∗(α+iz)φ(α+iz)] ∈ Cq×q≥ .
Thus, (10.16) implies (10.13) for k = 3 and each z ∈ Π+ \ D˜3. Hence, in view of Notation 10.1,
the pair
[ φ3
ψ3
]
belongs to P˜(q,q)
−J˜q,≥
(Π+). Proposition 10.4 shows then that there is a discrete
subset D3 of Π+ such that φ3 and ψ3 are holomorphic in Π+ \ D3 and that the equations in
(10.14) and (10.15) hold true for k = 3 and every choice of z in Π+ \ D3. Therefore, for all
w, z ∈ Π+ \ D3, we obtain
R(φ(α+ iw)) = R(iφ(α+ iw)) = R(iφ(α + iz)) = R(φ(α+ iz)), (10.17)
R(ψ(α + iw)) = R(ψ(α+ iz)),
ψ(α+ iw)N (φ(α+ iw)) = ψ(α + iw)N (iφ(α + iw)) = ψ(α + iz)N (iφ(α + iz))
= ψ(α + iz)N (φ(α+ iz)),
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and
φ(α+ iw)N (ψ(α + iw)) = φ(α + iz)N (ψ(α+ iz)). (10.18)
Since D3 is a discrete subset of Π+, we know that Dˆ3 := {α+ iz : z ∈ D3} is a discrete subset
of Cα,−. Obviously, z ∈ Cα,− \ Dˆ3 if and only if α+ iz belongs to Π+ \ D3. Thus, (10.17) and
(10.18) imply (10.1) and (10.2) for all w, z ∈ Cα,− \ Dˆ3.
(V) We easily see that D := D1 ∪ Dˆ2 ∪ Dˆ3 is a discrete subset of C, that (Π+ \ D1) ∪
(Π− \ Dˆ2) ∪ (Cα,− \ Dˆ3) = C \ ([α,∞) ∪ D), that (Π+ \ D1) ∩ (Cα,− \ Dˆ3) 6= ∅, and that
(Π− \ Dˆ2) ∩ (Cα,− \ Dˆ3) 6= ∅. Hence, the equations in (10.1) and (10.2) hold true for every
choice of w and z in C \ ([α,∞) ∪ D).
Proposition 10.16. Let α ∈ R, let Θ ∈W−J˜q,α, and let
Θ = [Θjk]
2
j,k=1 (10.19)
be the q × q block representation of Θ. Then:
(a) The function detΘ does not vanish identically and the matrix-valued function Θ−1 is
meromorphic in C \ [α,∞).
(b) Let f be a q × q matrix-valued function meromorphic in C\ [α,∞). Suppose that there is
a discrete subset D of C \ [α,∞) such that f and Θ are holomorphic in C \ ([α,∞)∪D),
that detΘ(z) 6= 0 holds true for each z ∈ C \ ([α,∞) ∪ D), and that
[
f(z)
Iq
]∗
Θ−∗(z)
(
−J˜q
2ℑz
)
Θ−1(z)
[
f(z)
Iq
]
≥ 0q×q (10.20)
and
[
f(z)
Iq
]∗
Θ−∗(z)(diag[(z − α)Iq, Iq])∗
×
(
−J˜q
2ℑz
)
(diag[(z − α)Iq, Iq])Θ−1(z)
[
f(z)
Iq
]
≥ 0q×q (10.21)
are fulfilled for each z ∈ C \ (R ∪ D). For every such discrete subset D of C \ [α,∞),
there exists a pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) such that φ and ψ are holomorphic in
C \ ([α,∞) ∪ D) and that
det[Θ21(z)φ(z) + Θ22(z)ψ(z)] 6= 0 (10.22)
and
f(z) = [Θ11(z)φ(z) + Θ12(z)ψ(z)][Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1 (10.23)
hold true for each z ∈ C \ ([α,∞) ∪ D).
(c) Let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) be such that det(Θ21φ+Θ22ψ) does not vanish identically.
Then there exists a discrete subset D of C\[α,∞) such that the following three statements
are valid:
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(I) The the matrix-valued functions Θ, φ, and ψ are holomorphic in C \ ([α,∞) ∪ D).
(II) The inequalities detΘ(z) 6= 0 and (10.22) hold true for each z ∈ C \ ([α,∞) ∪ D).
(III) The function
f := (Θ11φ+Θ12ψ)(Θ21φ+Θ22ψ)
−1 (10.24)
is holomorphic in C\ ([α,∞)∪D), the inequalities (10.20) and (10.21) hold true for
each z ∈ C \ (R ∪ D) and (10.23) is fulfilled for each z ∈ C \ ([α,∞) ∪ D).
(d) For each k ∈ {1, 2}, let [ φkψk ] ∈ P(q,q)−J˜q,≥(C \ [α,∞)) be such that det(Θ21φk +Θ22ψk) does
not vanish identically. Then 〈[ φ1ψ1 ]〉 = 〈[ φ2ψ2 ]〉 if and only if
(Θ11φ1 +Θ12ψ1)(Θ21φ1 +Θ22ψ1)
−1 = (Θ11φ2 +Θ12ψ2)(Θ21φ2 +Θ22ψ2)
−1.
Proof. (a) Use Lemma 9.26.
(b) Let D be a discrete subset of C\[α,∞) such that f and Θ are holomorphic in C\([α,∞)∪
D), that detΘ(z) 6= 0 is valid for each z ∈ C \ ([α,∞) ∪ D), and that (10.20) and (10.21) are
fulfilled for each z ∈ C\(R∪D). Then Θ−1, φ := [Iq, 0q×q]Θ−1
[ f
Iq
]
, and ψ := [0q×q, Iq]Θ
−1
[ f
Iq
]
are holomorphic in C \ ([α,∞) ∪ D) and, for each z ∈ C \ ([α,∞) ∪ D), we have[
φ(z)
ψ(z)
]
= Θ−1(z)
[
f(z)
Iq
]
, (10.25)
consequently,
Θ11(z)φ(z) + Θ12(z)ψ(z) = [Iq, 0q×q]Θ(z)
[
φ(z)
ψ(z)
]
= f(z) (10.26)
and, analogously,
Θ21(z)φ(z) + Θ22(z)ψ(z) = Iq. (10.27)
In particular, (10.27) implies (10.22) as well as
q ≥ rank
[
φ(z)
ψ(z)
]
≥ rank
(
[Θ21(z),Θ22(z)]
[
φ(z)
ψ(z)
])
= rank Iq = q
and, hence, rank
[ φ(z)
ψ(z)
]
= q for each z ∈ C \ ([α,∞) ∪ D). In view of (10.25) and (10.20), we
conclude that[
φ(z)
ψ(z)
]∗ (−J˜q
2ℑz
)[
φ(z)
ψ(z)
]
=
[
f(z)
Iq
]∗
Θ−∗(z)(−J˜q)Θ−1(z)
2ℑz
[
f(z)
Iq
]
≥ 0
holds true for each z ∈ C \ (R ∪ D). From (10.25) we obtain the equation [ (z−α)φ(z)
ψ(z)
]
=
(diag[(z − α)Iq, Iq])Θ−1(z)
[ f(z)
Iq
]
for each z ∈ C \ ([α,∞) ∪ D), and, according to (10.21),
consequently, (10.7) for each z ∈ C \ (R ∪ D). Thus, we proved that [ φψ ] is a q × q Stieltjes
pair in C \ [α,∞). From (10.26) and (10.27) we get (10.23) for each z ∈ C \ ([α,∞) ∪ D).
(c) Since Θ belongs to W−J˜q,α, Lemma 9.26 shows that there is a discrete subset D1 of
C \ [α,∞) such that Θ is holomorphic in C \ ([α,∞) ∪ D1) and that detΘ(z) 6= 0 is valid for
each z ∈ C \ ([α,∞) ∪D1). Because of
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)), there is a discrete subset D2
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of C\ [α,∞) such that φ and ψ are holomorphic in C\ ([α,∞)∪D2) and that (10.6) and (10.7)
hold true for each z ∈ C \ (R ∪ D2). Since the meromorphic function det(Θ21φ + Θ22ψ) does
not vanish identically, there is a discrete subset D3 of C \ [α,∞) such that det(Θ21φ+ Θ22ψ)
is holomorphic in C \ ([α,∞) ∪ D3) and that det(Θ21φ + Θ22ψ)(z) 6= 0 holds true for all
z ∈ C\ ([α,∞)∪D3). Thus, the set D := D1∪D2∪D3 is a discrete subset of C\ [α,∞) and we
see that Θ, φ, and ψ are holomorphic in C \ ([α,∞) ∪D) and that the inequalities (10.6), and
(10.7) hold true for each z ∈ C \ (R ∪ D). Furthermore, detΘ(z) 6= 0 and (10.22) are valid for
all z ∈ C \ ([α,∞)∪D). Consequently, f defined by (10.24) is holomorphic in C \ ([α,∞) ∪D)
and (10.23) is valid for each z ∈ C\([α,∞)∪D). Now we consider an arbitrary z ∈ C\(R∪D).
Because of part (a), (10.22), (10.23), and (10.19), we have
Θ−1(z)
[
f(z)
Iq
]
= Θ−1(z)
[
Θ11(z)φ(z) + Θ12(z)ψ(z)
Θ21(z)φ(z) + Θ22(z)ψ(z)
]
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
=
[
φ(z)
ψ(z)
]
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1
(10.28)
and, consequently,
[
f(z)
Iq
]∗
Θ−∗(z)(−J˜q)Θ−1(z)
2ℑz
[
f(z)
Iq
]
= [Θ21(z)φ(z) + Θ22(z)ψ(z)]
−∗
[
φ(z)
ψ(z)
]∗(−J˜q
2ℑz
)[
φ(z)
ψ(z)
]
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1.
(10.29)
In view of (10.6), the matrix on the right-hand side of (10.29) is non-negative Hermitian. Thus,
(10.20) holds true. Using (10.28), we get
(diag[(z − α)Iq, Iq])Θ−1(z)
[
f(z)
Iq
]
=
[
(z − α)φ(z)
ψ(z)
]
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1,
which implies
[
f(z)
Iq
]∗
Θ−∗(z)(diag[(z − α)Iq, Iq])∗
(
−J˜q
2ℑz
)
(diag[(z − α)Iq, Iq])Θ−1(z)
[
f(z)
Iq
]
= [Θ21(z)φ(z) + Θ22(z)ψ(z)]
−∗
[
(z − α)φ(z)
ψ(z)
]∗
×
(
−J˜q
2ℑz
)[
(z − α)φ(z)
ψ(z)
]
[Θ21(z)φ(z) + Θ22(z)ψ(z)]
−1. (10.30)
Because of (10.7), the matrix on the right-hand side of (10.30) is non-negative Hermitian.
Consequently, (10.21) is proved as well.
(d) In view of part (c) and Lemma 9.26, the proof of part (d) is straightforward.
Lemma 10.17. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let φ and ψ be
q × q matrix-valued functions which are meromorphic in C \ [α,∞). Let n ∈ N0 be such
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that 2n + 1 ≤ κ and let Θn,α : C → C2q×2q be defined by (9.38). Let Θˆn,α := RstrC\[α,∞)Θn,α
and let
Θˆn,α = [Θˆ
(j,k)
n,α ]
2
j,k=1 (10.31)
be the q × q block representation of Θˆn,α. Let
φ˜ := Θˆ(1,1)n,α φ+ Θˆ
(1,2)
n,α ψ and ψ˜ := Θˆ
(2,1)
n,α φ+ Θˆ
(2,2)
n,α ψ. (10.32)
Furthermore, let z ∈ (Hφ ∩Hψ) \R be such that[
φ(z)
ψ(z)
]∗ (−J˜q
2ℑz
)[
φ(z)
ψ(z)
]
≥ 0 (10.33)
and
(I(n+1)q −H†nHn)RTq,n(α)vq,nφ(z) = 0 (10.34)
hold true. Then N (ψ˜(z)) ⊆ N (φ˜(z)). Moreover, if
rank
[
φ(z)
ψ(z)
]
= q (10.35)
holds true, then det ψ˜(z) 6= 0.
Proof. Because of K≥,eq,κ,α ⊆ K≥q,κ,α and Lemma 8.10, the equations in (8.9) are true.
We consider an arbitrary y ∈ N (ψ˜(z)). Because of Remark 9.1, we have then
y∗
[
φ˜(z)
ψ˜(z)
]∗
J˜q
[
φ˜(z)
ψ˜(z)
]
y = iy∗
[
ψ˜∗(z)φ˜(z)− φ˜∗(z)ψ˜(z)
]
y = 0. (10.36)
Obviously, Θn,α(z) = Θˆn,α(z). From (10.31) and (10.32) we conclude
Θˆn,α(z)
[
φ(z)
ψ(z)
]
=
[
φ˜(z)
ψ˜(z)
]
. (10.37)
Using (10.37) and (10.36), we conclude
y∗
[
φ(z)
ψ(z)
]∗ [
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
] [φ(z)
ψ(z)
]
y = −y∗
[
φ(z)
ψ(z)
]∗
(−J˜q)
[
φ(z)
ψ(z)
]
y. (10.38)
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Because of Lemma 8.10, Remark 4.4, Lemma 9.20, (10.38), and (10.33), we obtain
0 ≤
∥∥∥∥∥
√
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
[
φ(z)
ψ(z)
]
y
∥∥∥∥∥
2
E
= y∗
[
φ(z)
ψ(z)
]∗
B∗n,α(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
× (H−n )∗
[
RT ∗q,n(z)
]∗[
RT ∗q,n(α)
]−∗√
Hn
∗√
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
[
φ(z)
ψ(z)
]
y
= y∗
[
φ(z)
ψ(z)
]∗
B∗n,α(I2 ⊗ vq,n)∗[I(n+1)q, Tq,nHn]∗
[
RTq,n(α)
]∗
×H−n
[
RT ∗q,n(z)
]∗[
RTq,n(α)
]−1
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n
×RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
[
φ(z)
ψ(z)
]
y
= y∗
[
φ(z)
ψ(z)
]∗
1
i(z − z)
[
J˜q −Θ∗n,α(z)J˜qΘn,α(z)
] [φ(z)
ψ(z)
]
y
= −y∗
[
φ(z)
ψ(z)
]∗ (−J˜q
2ℑz
)[
φ(z)
ψ(z)
]
y ≤ 0
and, consequently,
√
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Bn,α
[
φ(z)
ψ(z)
]
y = 0. (10.39)
Multiplying equation (10.39) from the left by
√
Hn and using Remark 9.10, we get
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)
[
H−n RTq,n(α),H
−
α⊲nHn
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y = 0
and, hence,[
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α),Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
α⊲nHn
]
× (I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y = 0. (10.40)
LetX := Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
α⊲nHn. Because of (10.37), Θn,α(z) = Θˆn,α(z), Lemma 9.12,
and v∗q,nRTq,n(α)vq,n = Iq, we have
φ˜(z)y = [Iq, 0q×q]
[
φ˜(z)
ψ˜(z)
]
y = [Iq, 0q×q]Θn,α(z)
[
φ(z)
ψ(z)
]
y
=
[
Iq + (z − α)v∗q,nHnT ∗q,nRT ∗q,n(z)H−n RTq,n(α)vq,n, v∗q,nXvq,n
] [φ(z)
ψ(z)
]
y
= v∗q,n
[
RTq,n(α) + (z − α)HnT ∗q,nRT ∗q,n(z)H−n RTq,n(α),X
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y.
(10.41)
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From Remark B.8 we see that (9.68) holds true, which implies
(z − α)HnT ∗q,nRT ∗q,n(z)H−n RTq,n(α) = Hn
([
RT ∗q,n(α)
]−1
RT ∗q,n(z)− I(n+1)q
)
H−n RTq,n(α)
= Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α)−HnH−n RTq,n(α). (10.42)
Taking (10.41), (10.42), and (10.40) into account, we obtain
φ˜(z)y
= v∗q,n
[
RTq,n(α) +Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α)−HnH−n RTq,n(α),X
]
× (I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y
= v∗q,n
[
RTq,n(α)−HnH−n RTq,n(α), 0(n+1)q×(n+1)q
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y
+ v∗q,n
[
Hn
[
RT ∗q,n(α)
]−1
RT ∗q,n(z)H
−
n RTq,n(α),X
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y
= v∗q,n
[
RTq,n(α)−HnH−n RTq,n(α), 0(n+1)q×(n+1)q
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y.
(10.43)
Thus, using (10.43), Remark 8.11, and (10.34), we infer
φ˜(z)y =
[
v∗q,nRTq,n(α)vq,n − v∗q,nHnH−n RTq,n(α)vq,n, 0q×q
] [φ(z)y
ψ(z)y
]
= v∗q,n(I(n+1)q −HnH−n )RTq,n(α)vq,nφ(z)y
= v∗q,n(I(n+1)q −HnH−n )(I(n+1)q −H†nHn)RTq,n(α)vq,nφ(z)y = 0
and, consequently, y ∈ N (φ˜(z)). Hence N (ψ˜(z)) ⊆ N (φ˜(z)) is proved.
Now we suppose (10.35). We consider again an arbitrary y ∈ N (ψ˜(z)). Then we already
know that y ∈ N (φ˜(z)). In view of Lemma 9.16(b) and (10.37), we get then[
φ(z)
ψ(z)
]
y = [Θn,α(z)]
−1Θˆn,α(z)
[
φ(z)
ψ(z)
]
y = [Θn,α(z)]
−1
[
φ˜(z)y
ψ˜(z)y
]
= 0.
Because of (10.35), this implies y = 0q×1, and hence, det ψ˜(z) 6= 0.
Lemma 10.18. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \
[α,∞)) be such that (I(n+1)q − H†nHn)RTq,n(α)vq,nφ = 0(n+1)q×q. Let n ∈ N0 be such that
2n + 1 ≤ κ, let Θn,α : C → C2q×2q be defined by (9.38), and let (10.31) be the q × q block
partition of Θˆn,α := RstrC\[α,∞)Θn,α. Then there is a discrete subset D of C \ [α,∞) such
that φ and ψ are holomorphic in C \ ([α,∞) ∪ D) and that
det
[
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]
6= 0 (10.44)
holds true for each z ∈ C \ (R ∪ D).
Proof. Use Definition 10.5 and Lemma 10.17.
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11. A particular subclass of Stieltjes pairs
In this section, we study a particular subclass of Stieltjes pairs.
Notation 11.1. Let α ∈ R, let κ ∈ N∪ {∞} and let (sj)κj=0 be a sequence of complex q × q ma-
trices. For each n ∈ N0 with 2n + 1 ≤ κ, let P(q,q)−J˜q,≥[C \ [α,∞), (sj)
2n+1
j=0 ] be the set of all[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) such that
(I(n+1)q −H†nHn)RTq,n(α)vq,nφ = 0 (11.1)
and
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,nψ = 0. (11.2)
Remark 11.2. Let α ∈ R, let (sj)2n+1j=0 be a sequence of complex q × q matrices, let
[ φ
ψ
] ∈
P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ], and let g be a q × q matrix-valued function which is meromorphic
in C \ [α,∞) such that det g does not vanish identically. Then it is readily checked that[ φg
ψg
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ].
Lemma 11.3. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n + 1 ≤ κ. Let Θn,α : C → C2q×2q be defined by (9.38), let Θˆn,α := RstrC\[α,∞)Θn,α,
let (10.31) be the q × q block representation of Θˆn,α, and let RˆTq,n := RstrC\[α,∞)RTq,n . Let[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) be such that det(Θˆ(2,1)n,α φ + Θˆ(2,2)n,α ψ) does not vanish identically and
let
Sˆn,α := (Θˆ
(1,1)
n,α φ+ Θˆ
(1,2)
n,α ψ)(Θˆ
(2,1)
n,α φ+ Θˆ
(2,2)
n,α ψ)
−1. (11.3)
Then the following statements (a) and (b) are equivalent:
(a) The equations
(I(n+1)q −H†nHn)RˆTq,n [I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
Sˆn,α
Iq
]
= 0 (11.4)
and
(I(n+1)q −H†α⊲nHα⊲n)RˆTq,n
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
× (I2 ⊗ vq,n)
[
(Eˆ − α)Sˆn,α
Iq
]
= 0 (11.5)
hold true, where Eˆ : C \ [α,∞)→ C is defined by Eˆ(z) := z.
(b)
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ].
Proof. The proof is partitioned into twelve steps.
(I) Since det(Θˆ
(2,1)
n,α φ + Θˆ
(2,2)
n,α ψ) does not vanish identically, there is a discrete subset D of
C \ [α,∞) such that the conditions (i), (ii), and (iii) of Definition 10.5 hold true and that
(10.44) is fulfilled for each z ∈ C \ ([α,∞) ∪ D).
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(II) In view of condition (i) of Definition 10.5, (11.3), and (10.44), the function Sˆn,α admits
the representation
Sˆn,α(z) =
[
Θˆ(1,1)n,α (z)φ(z) + Θˆ
(1,2)
n,α (z)ψ(z)
][
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
(11.6)
for each z ∈ C \ ([α,∞) ∪D). Because of condition (i) of Definition 10.5, (10.44), (10.31), and
(11.6), we see that
Θˆn,α(z)
[
φ(z)
ψ(z)
] [
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
=
[
[Θˆ
(1,1)
n,α (z)φ(z) + Θˆ
(1,2)
n,α (z)ψ(z)][Θˆ
(2,1)
n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)]
−1
[Θˆ
(2,1)
n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)][Θˆ
(2,1)
n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)]
−1
]
=
[
Sˆn,α(z)
Iq
]
(11.7)
holds true for each z ∈ C \ ([α,∞) ∪ D). Let Θ˜n,α : C → C2q×2q given by (9.39). Taking into
account (10.44), Lemma 9.13, and (11.7), for each z ∈ C \ ([α,∞) ∪D), this implies
[
RstrC\[α,∞) Θ˜n,α(z)
] [[Eˆ(z) − α]φ(z)
ψ(z)
] [
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
=
[
diag
([
Eˆ(z)− α
]
Iq, Iq
)]
Θˆn,α(z)
[
diag
(
(z − α)−1Iq, Iq
)]
×
[
(z − α)φ(z)
ψ(z)
] [
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
=
[
diag
([
Eˆ(z)− α
]
Iq, Iq
)]
Θˆn,α(z)
[
φ(z)
ψ(z)
] [
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
=
[
diag
([
Eˆ(z)− α
]
Iq, Iq
)] [Sˆn,α(z)
Iq
]
=
[
[Eˆ(z)− α]Sˆn,α(z)
Iq
]
.
(11.8)
(III) Since the functions Eˆ and RˆTq,n are holomorphic in C\[α,∞), statement (a) is equivalent
to the following statement:
(c) There exists a discrete subset D˜ of C\[α,∞) such that Sˆn,α is holomorphic in C\([α,∞)∪
D˜) and that
(I(n+1)q −H†nHn)RˆTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
Sˆn,α(z)
Iq
]
= 0 (11.9)
and
(I(n+1)q −H†α⊲nHα⊲n)RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
× (I2 ⊗ vq,n)
[
[Eˆ(z)− α]Sˆn,α(z)
Iq
]
= 0 (11.10)
hold true for each z ∈ C \ ([α,∞) ∪ D˜).
(IV) In this step of the proof, we suppose (c). We are going to prove that the following
statement holds true:
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(d) There is a discrete subset Dˆ of C \ [α,∞) such that φ and ψ are holomorphic in C \
([α,∞) ∪ Dˆ) and that
(I(n+1)q −H†nHn)RˆTq,n(z)[I(n+1)q, Tq,nHn]
× (I2 ⊗ vq,n)Θˆn,α(z)
[
φ(z)
ψ(z)
] [
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
= 0 (11.11)
and
(I(n+1)q −H†α⊲nHα⊲n)RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
× (I2 ⊗ vq,n)
[
RstrC\[α,∞) Θ˜n,α(z)
] [[Eˆ(z)− α]φ(z)
ψ(z)
]
×
[
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
= 0 (11.12)
are fulfilled for each z ∈ C \ ([α,∞) ∪ Dˆ).
First we observe that D# := D ∪ D˜ is a discrete subset of C \ [α,∞). Since (11.9) and (11.10)
are valid for each z ∈ C \ ([α,∞) ∪ D#) and since (II) shows that (11.7) and (11.8) are
fulfilled for each z ∈ C \ ([α,∞) ∪ D#), we get that (11.11) and (11.12) hold true for each
z ∈ C \ ([α,∞) ∪ D#). Setting Dˆ = D#, statement (d) is proved.
(V) In this step of the proof, we suppose (d). We are going to prove that (c) holds true.
Obviously, D := D ∪ Dˆ is a discrete subset of C \ [α,∞). According to (I) and (II), we
get (10.44), (11.7), and (11.8) for each z ∈ C \ ([α,∞) ∪ D). Using these arguments and
(11.11) and (11.12), we see that (11.9) and (11.10) are fulfilled for each z ∈ C \ ([α,∞) ∪ D).
Consequently, statement (c) holds true with D˜ = D.
(VI) Now we verify that statement (d) implies the following statement:
(e) There is a discrete subset D˜# of C\[α,∞) such that the functions φ and ψ are holomorphic
in C \ ([α,∞) ∪ D˜#) and that
(I(n+1)q −H†nHn)RˆTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θˆn,α(z)
[
φ(z)
ψ(z)
]
= 0 (11.13)
and
(I(n+1)q −H†α⊲nHα⊲n)RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
× (I2 ⊗ vq,n)
[
RstrC\[α,∞) Θ˜n,α(z)
] [[Eˆ(z)− α]φ(z)
ψ(z)
]
= 0 (11.14)
hold true for each z ∈ C \ ([α,∞) ∪ D˜#).
Let us assume that (d) is fulfilled. Because of (I), we know that D˜ := D ∪ Dˆ is a discrete
subset of C \ [α,∞). From (I) and (d) we see that (10.44), (11.11), and (11.12) are valid
for each C \ ([α,∞) ∪ D˜), which implies (11.13) and (11.14) for each z ∈ C([α,∞) ∪ D˜).
Consequently, (e) holds true with D˜# = D˜.
(VII) Now we show that (e) implies (d). Let (e) be fulfilled. Obviously, Dˆ# := D˜# ∪ D is a
discrete subset of C\ [α,∞). Because of (I) and (e), we know that (10.44), (11.13), and (11.14)
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are valid for each z ∈ C \ ([α,∞) ∪ Dˆ#). Consequently, (11.11) and (11.12) hold true for each
z ∈ C \ ([α,∞) ∪ Dˆ#). Hence, (d) is fulfilled with Dˆ = Dˆ#.
(VIII) Since RˆTq,n is the restriction of RTq,n onto C \ [α,∞), we see that (e) is equivalent to
the following statement:
(f) There is a discrete subset D′ of C \ [α,∞) such that φ and ψ are holomorphic in C \
([α,∞) ∪ D′) and that
(I(n+1)q −H†nHn)RTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)Θn,α(z)
[
φ(z)
ψ(z)
]
= 0 (11.15)
and
(I(n+1)q −H†α⊲nHα⊲n)RTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
× (I2 ⊗ vq,n)Θ˜n,α(z)[diag((z − α)Iq, Iq)]
[
φ(z)
ψ(z)
]
= 0 (11.16)
hold true for each z ∈ C \ ([α,∞) ∪D′).
(IX) Let Pn,α, Qn,α, and Sn,α be the matrix-valued functions defined (on C) by (9.106),
(9.107), and (9.108). According to Lemma 9.31(a), we see that N := NdetPn,α ∪ NdetQn,α ∪
NdetSn,α is a finite and, in particular, discrete subset of C.
(X) By virtue of (IX), we know that N is a discrete subset of C. We suppose now (f). Then
N ′ := N ∪D′ is a discrete subset of C, too. From Lemma 9.31(b) we see then that the following
statement holds true:
(g) There is a discrete subset D′′ of C \ [α,∞) such that φ and ψ are holomorphic in C \
([α,∞) ∪ D′′) and that
(I(n+1)q −H†nHn)RTq,n(α)vq,nφ(z) = 0 (11.17)
and
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,nψ(z) = 0 (11.18)
are fulfilled for each z ∈ C \ ([α,∞) ∪ D′′).
(XI) Conversely, now we suppose (g). We are going to prove (f). From (IX) we see that N
is a discrete subset of C. Hence, N˜ := N ∩ (C \ [α,∞)) and D′ := D′′∪N˜ are discrete subsets
of C \ [α,∞). Because of (g), the functions φ and ψ are holomorphic in C \ ([α,∞) ∪ D′)
and (11.17) and (11.18) are valid for each z ∈ C([α,∞) ∪ D′). Let us consider an arbitrary
z ∈ C \ ([α,∞) ∪ D′). From (11.17) and (11.18) we get then that x := φ(z) and y := ψ(z)
fulfill (9.122) and (9.123). Consequently, Lemma 9.31 yields then that (9.120) and (9.121) hold
true. Thus, we see that (11.15) and (11.16) are true. Hence, (f) is valid with D′ = D′.
(XII) In view of Notation 11.1, (g) and (b) are equivalent.
From (III)–(VIII) and (X)–(XII) we see that the statements (a) and (b) are equivalent.
Proposition 11.4. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n + 1 ≤ κ. Let (10.31) be the q × q block representation of Θˆn,α := RstrC\[α,∞)Θn,α.
Then:
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(a) For each
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ], the function det(Θˆ(2,1)n,α φ+ Θˆ(2,2)n,α ψ) does not
vanish identically in C \ [α,∞) and
Sˆn,α := (Θˆ
(1,1)
n,α φ+ Θˆ
(1,2)
n,α ψ)(Θˆ
(2,1)
n,α φ+ Θˆ
(2,2)
n,α ψ)
−1 (11.19)
belongs to the class S0,q;[α,∞)[(sj)2n+1j=0 ,≤].
(b) For each S ∈ S0,q;[α,∞)[(sj)2n+1j=0 ,≤], there exists a pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
[C\ [α,∞), (sj)2n+1j=0 ]
consisting of two in C \ [α,∞) holomorphic q × q matrix-valued functions φ and ψ such
that
det
[
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]
6= 0 (11.20)
and
S(z) =
[
Θˆ(1,1)n,α (z)φ(z) + Θˆ
(1,2)
n,α (z)ψ(z)
][
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
(11.21)
hold true for each z ∈ C \ [α,∞).
(c) Let
[ φ1
ψ1
]
,
[ φ2
ψ2
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ]. Then 〈
[ φ1
ψ1
]〉 = 〈[ φ2ψ2 ]〉 if and only if
(Θˆ(1,1)n,α φ1 + Θˆ
(1,2)
n,α ψ1)(Θˆ
(2,1)
n,α φ1 + Θˆ
(2,2)
n,α ψ1)
−1
= (Θˆ(1,1)n,α φ2 + Θˆ
(1,2)
n,α ψ2)(Θˆ
(2,1)
n,α φ2 + Θˆ
(2,2)
n,α ψ2)
−1. (11.22)
Proof. Since (sj)κj=0 belongs to K≥,eq,κ,α, we have s∗j = sj for all j ∈ Z0,κ and
{Hn,Hα⊲n} ⊆ C(n+1)q×(n+1)q≥ . (11.23)
Remark 8.11 yields then (8.12). Remark 9.25 provides us Θˆn,α ∈ W−J˜q,α. From Lemma 9.16
we get det Θ˜n,α(z) 6= 0 and detΘn,α(z) 6= 0 for each z ∈ C.
(a) Let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ]. According to Notation 11.1, the equations (11.1)
and (11.2) are fulfilled. Using Lemma 10.18, we see that there is a discrete subset D˜ of C\[α,∞)
such that φ and ψ are holomorphic in C \ ([α,∞) ∪ D˜) and that (10.44) holds true for each
z ∈ C \ (R ∪ D˜). Because of Θˆn,α ∈ W−J˜q,α and Proposition 10.16(c), the following three
statements are valid:
(I) There is a discrete subset D of C \ [α,∞) such that Θˆn,α, φ, and ψ are holomorphic in
C \ ([α,∞) ∪ D).
(II) The matrix-valued function Sˆn,α is holomorphic in C \ ([α,∞) ∪ D), and (10.44) as well
as the representation
Sˆn,α(z) =
[
Θˆ(1,1)n,α (z)φ(z) + Θˆ
(1,2)
n,α (z)ψ(z)
][
Θˆ(2,1)n,α (z)φ(z) + Θˆ
(2,2)
n,α (z)ψ(z)
]−1
of Sn,α are fulfilled for each z ∈ C \ ([α,∞) ∪ D).
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(III) For each z ∈ C \ (R ∪ D),
[
Sˆn,α(z)
Iq
]∗
Θˆ−∗n,α(z)
(
−J˜q
2ℑz
)
Θˆ−1n,α(z)
[
Sˆn,α(z)
Iq
]
≥ 0 (11.24)
and
[
Sˆn,α(z)
Iq
]∗
Θˆ−∗n,α(z)[diag((z − α)Iq, Iq)]∗
(
−J˜q
2ℑz
)
× [diag((z − α)Iq, Iq)]Θˆ−1n,α(z)
[
Sˆn,α(z)
Iq
]
≥ 0. (11.25)
In view of (11.1) and (11.2), Lemma 11.3 provides us (11.4) and (11.5), where RˆTq,n :=
RstrC\[α,∞)RTq,n and where Eˆ : C \ [α,∞) → C is given by Eˆ(z) := z. Using (11.4) and
(11.5), we obtain
RˆTq,n [I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
Sˆn,α
Iq
]
= H†nHnRˆTq,n [I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
Sˆn,α
Iq
]
and
RˆTq,n
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(Eˆ − α)Sˆn,α
Iq
]
= H†α⊲nHα⊲nRˆTq,n
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(Eˆ − α)Sˆn,α
Iq
]
.
Consequently, from (8.12) and (II) we get then
R
(
RˆTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
Sˆn,α(z)
Iq
])
⊆ R(Hn) (11.26)
and
R
(
RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(z − α)Sˆn,α(z)
Iq
])
⊆ R(Hα⊲n) (11.27)
for each z ∈ C \ (R ∪ D). From Remark 4.3 we know that Tq,nHnvq,n = −un. Therefore, for
all z ∈ C \ (R ∪ D), we get
RˆTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
Sˆn,α(z)
Iq
]
= RˆTq,n(z)
[
vq,nSˆn,α(z)− un
]
(11.28)
and
[
RTq,n(α)
]−1
Hnvq,n = (I(n+1)q − αTq,n)Hnvq,n = Hnvq,n − αTq,nHnvq,n = y0,n + αun
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and, hence,
RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(z − α)Sˆn,α(z)
Iq
]
= RˆTq,n(z)
(
vq,n
[
(z − α)Sˆn,α(z)
]
+
[
RTq,n(α)
]−1
Hnvq,n
)
= RˆTq,n(z)
(
vq,n
[
(z − α)Sˆn,α(z)
]
− (−αun − y0,n)
)
.
(11.29)
For all z ∈ C \ (R ∪D), the equations (11.28) and (11.26) imply
R
(
RTq,n(z)
[
vq,nSˆn,α(z)− un
])
= R
(
RˆTq,n(z)
[
vq,nSˆn,α(z)− un
])
⊆ R(Hn) (11.30)
and, in view of (11.29) and (11.27), furthermore,
R
(
RTq,n(z)
(
vq,n
[
(z − α)Sˆn,α(z)
]
− (−αun − y0,n)
))
= R
(
RˆTq,n(z)
(
vq,n
[
(z − α)Sˆn,α(z)
]
− (−αun − y0,n)
))
⊆ R(Hα⊲n). (11.31)
Lemma 9.27 shows that, for each z ∈ C \ (R ∪ D), the matrix Σ[Sˆn,α]2n (z) given by (4.6) admits
the representation
Σ
[Sˆn,α]
2n (z) =
[
Sˆn,α(z)
Iq
]∗
Θˆ−∗n,α(z)
(
−J˜q
2ℑz
)
Θˆ−1n,α(z)
[
Sˆn,α(z)
Iq
]
. (11.32)
In view of detΘn,α(z) 6= 0, for each z ∈ C \ [α,∞), we have
(
[diag((z − α)Iq, Iq)]Θn,α(z)
[
diag
(
(z − α)−1Iq, Iq
)])−1
= [diag((z − α)Iq, Iq)]Θˆ−1n,α(z)
[
diag
(
(z − α)−1Iq, Iq
)]
. (11.33)
Taking into account Lemma 9.27, we see that, for each z ∈ C \ (R ∪ D), the matrix Σ[Sˆn,α]2n+1 (z)
given by (4.7) can be represented by
Σ
[Sˆn,α]
2n+1 (z) =
[
(z − α)Sˆn,α(z)
Iq
]∗
Θ˜−∗n,α(z)
(
−J˜q
2ℑz
)
Θ˜−1n,α(z)
[
(z − α)Sˆn,α(z)
Iq
]
. (11.34)
For each z ∈ C \ [α,∞), Lemma 9.13 and (11.33) yield
Θ˜−1n,α(z)
[
(z − α)Sˆn,α(z)
Iq
]
= [diag((z − α)Iq, Iq)]Θˆ−1n,α(z)
[
Sˆn,α(z)
Iq
]
,
which, because of (11.34), implies
Σ
[Sˆn,α]
2n+1 (z) =
[
Sˆn,α(z)
Iq
]∗
Θˆ−∗n,α(z)[diag((z − α)Iq, Iq)]∗
(
−J˜q
2ℑz
)
× [diag((z − α)Iq, Iq)]Θˆ−1n,α(z)
[
Sˆn,α(z)
Iq
]
(11.35)
93
for each z ∈ C \ (R ∪ D). From (11.32), (11.24), (11.35), and (11.25) it follows{
Σ
[Sˆn,α]
2n (z),Σ
[Sˆn,α]
2n+1 (z)
}
⊆ Cq×q≥ (11.36)
for each z ∈ C\(R∪D). Thus, for all z ∈ C\(R∪D), by virtue of (B.7), (11.23), (11.30), (11.31),
(11.36), and Remark 4.6, we conclude then {P [Sˆn,α]2n (z), P [Sˆn,α]2n+1 (z)} ⊆ C(n+2)q×(n+2)q≥ . Obviously,
D˜ := D∩Π+ is a discrete subset of Π+ and fn,α := RstrΠ+\D˜ Sˆn,α is holomorphic in Π+\D˜. For
each z ∈ Π+ \ D˜, then {P [fn,α]2n (z), P [fn,α]2n+1 (z)} ⊆ C(n+2)q×(n+2)q≥ . Thus, Theorem 6.5 provides us
that there is a unique S ∈ S0,q;[α,∞)[(sj)2n+1j=0 ,≤] such that RstrΠ+\D˜ S = fn,α. Consequently,
for each z ∈ Π+ \ D˜, we have S(z) = fn,α(z) = Sˆn,α(z). Since S is holomorphic in C \ [α,∞),
we get S = Sˆn,α.
(b) Now we consider an arbitrary S ∈ S0,q;[α,∞)[(sj)2n+1j=0 ,≤]. Then Proposition 4.11 yields
{P [S]2n (z), P [S]2n+1(z)} ⊆ C(n+2)q×(n+2)q≥ for each z ∈ C \R. Consequently, Remark 4.6 shows that
(11.23) is valid and that, for each z ∈ C \R, the following statements hold true:
(i) The inclusions R(RTq,n(z)[vq,nS(z)− un]) ⊆ R(Hn) and
R(RTq,n(z)(vq,n[(z − α)S(z)] − (−αun − y0,n))) ⊆ R(Hα⊲n)
are valid.
(ii) The matrices Σ
[S]
2n (z) and Σ
[S]
2n+1(z) are both non-negative Hermitian.
For each z ∈ C \ [α,∞), from Remark 4.4 we get
RTq,n(z)[vq,nS(z)− un] = RˆTq,n(z)[vq,n,−un]
[
S(z)
Iq
]
= RˆTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
S(z)
Iq
] (11.37)
and, because of the second equation in (7.3), furthermore
RTq,n(z)(vq,n[(z − α)S(z)] − (−αun − y0,n))
= RTq,n(z)
(
vq,n[(z − α)S(z)] +
[
RTq,n(α)
]−1
Hnvq,n
)
= RˆTq,n(z)
[
I(n+1)q,
[
RTq,n(α)
]−1
Hn
]
(I2 ⊗ vq,n)
[
(z − α)S(z)
Iq
]
.
(11.38)
Using (ii) and Lemmata 9.16 and 9.27, we see that
[
S(z)
Iq
]∗
Θˆ−∗n,α(z)
(
−J˜q
2ℑz
)
Θˆ−1n,α(z)
[
S(z)
Iq
]
≥ 0 (11.39)
and [
(z − α)S(z)
Iq
]∗
Θ˜−∗n,α(z)
(
−J˜q
2ℑz
)
Θ˜−1n,α(z)
[
(z − α)S(z)
Iq
]
≥ 0 (11.40)
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hold true for each z ∈ C \ R. In view of Lemma 9.13, we have
Θ˜−1n,α(z)
[
(z − α)S(z)
Iq
]
= [diag((z − α)Iq, Iq)]Θˆ−1n,α(z)
[
S(z)
Iq
]
for each z ∈ C \ R. Consequently, from (11.40) it follows[
S(z)
Iq
]∗
Θˆ−∗n,α(z)[diag((z − α)Iq, Iq)]∗
(
−J˜q
2ℑz
)
[diag((z − α)Iq, Iq)]Θˆ−1n,α(z)
[
S(z)
Iq
]
≥ 0 (11.41)
for all z ∈ C\R. Since Lemma 9.16 shows that det Θˆn,α(z) 6= 0 holds true for each z ∈ C\[α,∞),
we get from Θˆn,α ∈ W−J˜q,α, (10.31), Lemma 9.12, (11.39), (11.41), and Proposition 10.16(b)
(with D = ∅) that there is a pair [ φψ ] ∈ P(q,q)−J˜q,≥(C\ [α,∞)) of in C\ [α,∞) holomorphic matrix-
valued functions φ and ψ such that (11.20) and (11.21) hold true for each z ∈ C \ [α,∞).
Because of (11.37) and (i), we have
R
(
RˆTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
S(z)
Iq
])
⊆ R(Hn)
for each z ∈ C \ R. Consequently, from Lemma A.2 and (8.12) it follows
(I(n+1)q −H†nHn)RˆTq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
S(z)
Iq
]
= 0
for each z ∈ C \ R. Hence, the identity theorem for holomorphic functions yields
(I(n+1)q −H†nHn)RˆTq,n [I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
S
Iq
]
= 0. (11.42)
Because of (11.38) and (i), we obtain
R
(
RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(z − α)S(z)
Iq
])
⊆ R(Hα⊲n)
for each z ∈ C \ R. Thus, for each z ∈ C \ R, Lemma A.2 and (8.12) imply
(I(n+1)q −H†α⊲nHα⊲n)RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(z − α)S(z)
Iq
]
= 0.
Applying again the identity theorem for holomorphic functions, it follows
(I(n+1)q −H†α⊲nHα⊲n)RˆTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(z − α)S(z)
Iq
]
= 0 (11.43)
for all z ∈ C \ R. In view of (10.31), (11.20), (11.21), (11.42), and (11.43), then Lemma 11.3
shows that
[ φ
ψ
]
belongs to P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ].
(c) In view of part (a), we know that, for each k ∈ {1, 2}, the function det(Θˆ(2,1)n,α φk+Θˆ(2,2)n,α ψk)
does not vanish identically in C \ [α,∞). Because of Θˆn,α ∈ W−J˜q,α, the application of
Proposition 10.16(d) provides us the asserted equivalence.
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12. Parametrization of the solution set of the truncated matricial
Stieltjes moment problem in the non-degenerate and
degenerate cases
In this section, we state a parametrization of the solution set of the matricial truncated Stieltjes
moment problem S[[α,∞); (sj)2n+1j=0 ,≤] in the non-degenerate and degenerate cases. First we
recall that, in view of Theorems 2.4 and 2.6, one can suppose that the given sequence (sj)
2n+1
j=0
of complex q × q matrices belongs to the set K≥,eq,2n+1,α.
Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n be a non-negative integer with
2n+ 1 ≤ κ. According to Lemma 9.32, the non-negative integers
m := rank
[
(I(n+1)q −H†nHn)RTq,n(α)vq,n
]
(12.1)
and
ℓ := rank
[
(I(n+1)q −H†α⊲nHα⊲n)Hnvq,n
]
(12.2)
fulfill m+ ℓ ≤ q. In particular, 0 ≤ m ≤ q and 0 ≤ ℓ ≤ q. We consider separately the following
three cases:
(I) m+ ℓ = 0, i. e., m = 0 and ℓ = 0.
(II) 1 ≤ m+ ℓ ≤ q − 1.
(III) m+ ℓ = q.
Throughout this section, let Θn,α : C → C2q×2q be defined by (9.38), let Θˆn,α :=
RstrC\[α,∞)Θn,α, and let (10.31) be the q × q block partition of Θˆn,α.
12.1. The non-degenerate case
First we study the so-called non-degenerate case (I), i. e., we consider the situation that
(I(n+1)q −H†nHn)RTq,n(α)vq,n = 0 and (I(n+1)q −H†α⊲nHα⊲n)Hnvq,n = 0.
Remark 12.1. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0 be such
that 2n + 1 ≤ κ and let m and ℓ be given by (12.1) and (12.2), respectively. If m = 0 and
ℓ = 0, then Lemma 9.32 and Notation 11.1 show that Un,α = {0q×1}, Vn,α = {0q×1}, and
P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ] = P(q,q)−J˜q,≥(C \ [α,∞)) hold true.
Thus, in the non-degenerate case (I), we get immediately a parametrization of the set
S0,q;[α,∞)[(sj)2n+1j=0 ,≤]:
Theorem 12.2. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n + 1 ≤ κ. Suppose that m and ℓ given by (12.1) and (12.2) fulfill m = 0 and ℓ = 0.
Then the following statements hold true:
(a) For each pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C\ [α,∞)), the meromorphic function det(Θˆ(2,1)n,α φ+Θˆ(2,2)n,α ψ)
does not vanish identically in C\ [α,∞) and the matrix-valued function Sˆn,α := (Θˆ(1,1)n,α φ+
Θˆ
(1,2)
n,α ψ)(Θˆ
(2,1)
n,α φ+ Θˆ
(2,2)
n,α ψ)
−1 belongs to S0,q;[α,∞)[(sj)2n+1j=0 ,≤].
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(b) For each S ∈ S0,q;[α,∞)[(sj)2n+1j=0 ,≤], there is a pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) of
q × q matrix-valued functions φ and ψ which are holomorphic in C \ [α,∞) such that
(11.20) and (11.21) hold true for each z ∈ C \ [α,∞).
(c) Let
[ φ1
ψ1
]
,
[ φ2
ψ2
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)). Then 〈[ φ1ψ1 ]〉 = 〈[ φ2ψ2 ]〉 if and only if (11.22) holds
true.
Proof. Apply Proposition 11.4 and Remark 12.1.
12.2. The degenerate, but not completely degenerate case
Now we turn our attention to case (II).
Remark 12.3. Let α ∈ R. Let V and W be complex q × q matrices with W ∗V = Iq. Then it
is readily checked that the following statements hold true:
(a) If
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)), then the pair [ φ
ψ
]
given by φ := V φ and ψ := Wψ
belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)).
(b) Let
[ φ1
ψ1
]
,
[ φ2
ψ2
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) and let φ1 := V φ1, ψ1 := Wψ1, φ2 := V φ2, and
ψ2 :=Wψ2. Then 〈
[ φ1
ψ1
]〉 = 〈[ φ2
ψ2
]〉 if and if 〈[ φ1ψ1 ]〉 = 〈[ φ2ψ2 ]〉.
Lemma 12.4. Let α ∈ R and let r ∈ N be such that r < q. Let U and V be complex
(q − r)× (q − r) matrices with rank[ UV ] = q − r and V ∗U = 0(q−r)×(q−r). Let U (resp. V) be
the constant matrix-valued function (defined on C \ [α,∞)) with value U (resp. V ). Then:
(a) If
[ φ
ψ
] ∈ P(r,r)
−J˜r,≥
(C \ [α,∞)), then the pair [ φ
ψ
]
given by φ := diag(φ,U) and ψ :=
diag(ψ,V) belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)).
(b) Let
[ φ1
ψ1
]
,
[ φ2
ψ2
] ∈ P(r,r)
−J˜r ,≥
(C \ [α,∞)). For each k ∈ {1, 2}, let φk := diag(φk,U) and
ψk := diag(ψk,V). Then 〈
[ φ1
ψ1
]〉 = 〈[ φ2
ψ2
]〉 if and only if 〈[ φ1ψ1 ]〉 = 〈[ φ2ψ2 ]〉.
The proof of Lemma 12.4 is straightforward. We omit the details.
In the following, we will use again PU to denote the complex q × q matrix which represents
the orthogonal projection onto a given subspace U of Cq with respect to the standard basis of
C
q, i. e., for each subspace U of Cq, the matrix PU is the unique complex q × q matrix P which
fulfills the three conditions P 2 = P , P ∗ = P , and R(P ) = U .
Lemma 12.5. Let m and ℓ be non-negative integers such that
r := q − (m+ ℓ) (12.3)
fulfills 1 ≤ r ≤ q − 1. Let U and V be orthogonal subspaces of Cq with dimU = m and
dimV = ℓ. Then:
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(a) There exists a unitary complex q × q matrix W such that
W ∗PUW =
{
diag(0r×r, Im, 0ℓ×ℓ), if m ≥ 1 and ℓ ≥ 1
diag(0r×r, Im), if m ≥ 1 and ℓ = 0
(12.4)
and
W ∗PVW =
{
diag(0r×r, 0m×m, Iℓ), if m ≥ 1 and ℓ ≥ 1
diag(0r×r, Iℓ), if m = 0 and ℓ ≥ 1
. (12.5)
(b) Let α ∈ R and let W be a unitary complex q × q matrix such that (12.4) and (12.5) are
fulfilled.
(b1) If
[ φ˜
ψ˜
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) is such that
PU φ˜ = 0q×q and PV ψ˜ = 0q×q, (12.6)
then there exists a pair
[ φ
ψ
] ∈ P(r,r)
−J˜r,≥
(C\[α,∞)) such that φ and ψ and the functions
φ :=


W · diag(φ, 0m×m, Iℓ), if m ≥ 1 and ℓ ≥ 1
W · diag(φ, 0m×m), if m ≥ 1 and ℓ = 0
W · diag(φ, Iℓ), if m = 0 and ℓ ≥ 1
(12.7)
and
ψ :=


W · diag(ψ, Im, 0ℓ×ℓ), if m ≥ 1 and ℓ ≥ 1
W · diag(ψ, Im), if m ≥ 1 and ℓ = 0
W · diag(ψ, 0ℓ×ℓ), if m = 0 and ℓ ≥ 1
(12.8)
fulfill the following three conditions:
(i) φ, ψ, φ, and ψ are holomorphic in Π+.
(ii)
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)).
(iii) 〈[ φ˜
ψ˜
]〉 = 〈[ φ
ψ
]〉.
(b2) For each pair
[ φ
ψ
] ∈ P(r,r)
−J˜r ,≥
(C \ [α,∞)), the functions φ and ψ given by (12.7)
and (12.8) fulfill (ii).
(b3) Let
[ φ
ψ
] ∈ P(r,r)
−J˜r ,≥
(C\ [α,∞)). Let φ and ψ be defined by (12.7) and (12.8). Then
every pair
[ φ˜
ψ˜
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) for which (iii) holds true fulfills necessarily
(12.6).
Lemma 12.6 is substantially proved in [8, Lemma 5.2, p. 459/460]. (A detailed proof for the
case that m ≥ 1 and ℓ ≥ 1 is also given in [53, Lemma 11.7].)
Lemma 12.6. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n + 1 ≤ κ. Let m, ℓ, and r be given by (12.1), (12.2), and (12.3). Suppose r ≥ 1.
Let Un,α and Vn,α be given by (9.127) and (9.128). Then:
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(a) There exists a unitary complex q × q matrix W such that
W ∗PUn,αW =
{
diag(0r×r, Im, 0ℓ×ℓ), if m ≥ 1 and ℓ ≥ 1
diag(0r×r, Im), if m ≥ 1 and ℓ = 0
(12.9)
and
W ∗PVn,αW =
{
diag(0r×r, 0m×m, Iℓ), if m ≥ 1 and ℓ ≥ 1
diag(0r×r, Iℓ), if m = 0 and ℓ ≥ 1.
(12.10)
(b) Let W be a unitary complex q × q matrix such that (12.9) and (12.10) are valid.
(b1) Let
[ φ˜
ψ˜
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ]. Then there exists a pair
[ φ
ψ
] ∈ P(r,r)
−J˜r,≥
(C \
[α,∞)) such that the conditions (i)–(iii) of Lemma 12.5 hold true with φ and ψ
given by (12.7) and (12.8).
(b2) If
[ φ
ψ
] ∈ P(r,r)
−J˜r ,≥
(C \ [α,∞)), then φ and ψ be given by (12.7) and (12.8) fulfill
condition (ii) of Lemma 12.5.
(b3) Let
[ φ
ψ
] ∈ P(r,r)
−J˜r,≥
(C \ [α,∞)) and let φ and ψ be given by (12.7) and (12.8).
If
[ φ˜
ψ˜
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) fulfills condition (iii) of Lemma 12.5, then [ φ˜
ψ˜
]
belongs
to P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ].
Proof. Let us consider the case that ℓ ≥ 1 and m ≥ 1 hold true. (If m = 0 or if ℓ = 0, then
the assertions can be checked analogously, so that we omit the details of the proof in these
cases.) In view of (9.127), (9.128), Lemma 9.32, (12.1), and (12.2), we obtain that Un,α and
Vn,α are orthogonal subspaces of Cq with dimUn,α = m ≥ 1 and dimVn,α = ℓ ≥ 1. Taking into
account that r = q − (m + ℓ) ≤ q − 2, we see that we can apply Lemma 12.5 with U = Un,α
and V = Vn,α.
(a) Use Lemma 12.5(a).
(b1) Let
[ φ˜
ψ˜
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) be such that (11.1) and (11.2) hold true. Because of
(11.1), (9.127), and Lemma 9.32, we have PUn,αφ = 0. Using (11.2), (9.128), and Lemma 9.32,
we get PVn,αψ = 0. In view of Lemma 12.5, part (b1) is proved.
(b2) Apply Lemma 12.5(b2).
(b3) Use Lemma 12.5(b3) and Lemma 9.32.
Now we obtain a parametrization of the solution set of the matricial truncated Stieltjes
moment problem in the so-called degenerate, but not completely degenerate case.
Theorem 12.7. Let α ∈ R, let κ ∈ N∪{∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such that
2n+1 ≤ κ. Let the integers m, ℓ, and r be given by (12.1), (12.2), and (12.3). Suppose r ≥ 1.
Let Un,α and Vn,α be the subspaces of Cq which are defined in (9.127) and (9.128). Let W be
a unitary complex q × q matrix such that (12.9) and (12.10) hold true. Then:
(a) Let
[ φ
ψ
] ∈ P(r,r)
−J˜r ,≥
(C \ [α,∞)) and let φ and ψ be defined by (12.7) and (12.8). Then
the function det(Θˆ(2,1)n,α φ + Θˆ
(2,2)
n,α ψ) does not vanish identically and
S := (Θˆ(1,1)n,α φ
 + Θˆ(1,2)n,α ψ
)(Θˆ(2,1)n,α φ
 + Θˆ(2,2)n,α ψ
)−1
belongs to the class S0,q;[α,∞)[(sj)2n+1j=0 ,≤].
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(b) For each S ∈ S0,q;[α,∞)[(sj)2n+1j=0 ,≤], there exists a pair
[ φ
ψ
] ∈ P(r,r)
−J˜r,≥
(C \ [α,∞)) such
that the function det(Θˆ(2,1)n,α φ + Θˆ
(2,2)
n,α ψ) does not vanish identically and that S admits
the representation
S = (Θˆ(1,1)n,α φ
 + Θˆ(1,2)n,α ψ
)(Θˆ(2,1)n,α φ
 + Θˆ(2,2)n,α ψ
)−1 (12.11)
where φ and ψ are given by (12.7) and (12.8).
(c) Let
[ φ1
ψ1
]
,
[ φ2
ψ2
] ∈ P(r,r)
−J˜r,≥
(C \ [α,∞)). For each k ∈ {1, 2}, let φk be defined as in (12.7)
where φ is replaced by φk and let ψk be defined as in (12.8) where ψ is replaced by ψk.
Then the following statements are equivalent:
(i) 〈[ φ1ψ1 ]〉 = 〈[ φ2ψ2 ]〉.
(ii) (Θˆ(1,1)n,α φ1 + Θˆ
(1,2)
n,α ψ1 )(Θˆ
(2,1)
n,α φ1 + Θˆ
(2,2)
n,α ψ1 )
−1
= (Θˆ
(1,1)
n,α φ2 + Θˆ
(1,2)
n,α ψ2 )(Θˆ
(2,1)
n,α φ2 + Θˆ
(2,2)
n,α ψ2 )
−1.
Proof. Let us consider the case that m ≥ 1 and ℓ ≥ 1 hold true. (If m = 0 or if ℓ = 0, then
the assertions can be proved analogously.)
(a) Let
[ φ
ψ
] ∈ P(r,r)
−J˜r,≥
(C\[α,∞)). Parts (b3) and (b2) of Lemma 12.6 and Notation 11.1 show
that
[ φ
ψ
]
belongs to P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ]. Applying Proposition 11.4(a) completes the
proof of part (a).
(b) Let S ∈ S0,q;[α,∞)[(sj)2n+1j=0 ,≤]. According to Proposition 11.4(b), then there is a pair[ φ#
ψ#
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ], where φ# and ψ# are matrix-valued functions which are
holomorphic in C \ [α,∞) and which fulfill
det
[
Θˆ(2,1)n,α (z)φ#(z) + Θˆ
(2,2)
n,α (z)ψ#(z)
]
6= 0 (12.12)
and
S(z) =
[
Θˆ(1,1)n,α (z)φ#(z) + Θˆ
(1,2)
n,α (z)ψ#(z)
][
Θˆ(2,1)n,α (z)φ#(z) + Θˆ
(2,2)
n,α (z)ψ#(z)
]−1
(12.13)
for all z ∈ C \ [α,∞). In view of Notation 11.1 and Lemma 12.6(b1), there is a pair [ φψ ] ∈
P(r,r)
−J˜r,≥
(C \ [α,∞)) such that [ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) and 〈[ φ#ψ# ]〉 = 〈[ φψ ]〉 hold true.
Consequently, there are a discrete subset D of C \ [α,∞) and a q × q matrix-valued function
g which is meromorphic in C \ [α,∞) such that φ#, ψ#, φ, ψ, and g are holomorphic in
C \ ([α,∞) ∪ D) and that det g(z) 6= 0 and[
φ#(z)
ψ#(z)
]
=
[
φ(z)g(z)
ψ(z)g(z)
]
(12.14)
hold true for each z ∈ C\ ([α,∞)∪D). Therefore, for each z ∈ C\ ([α,∞)∪D), it follows from
(12.12) that 0 6= det[Θˆ(2,1)n,α (z)ψ(z) + Θˆ(2,2)n,α (z)ψ(z)] · det g(z). In particular, the function
det(Θˆ
(2,1)
n,α φ + Θˆ
(2,2)
n,α ψ) does not vanish identically in C \ [α,∞). Because of (12.13) and
(12.14), for all z ∈ C \ ([α,∞) ∪D), we get furthermore
S(z) =
[
Θˆ(1,1)n,α (z)φ
(z)g(z) + Θˆ(1,2)n,α (z)ψ
(z)g(z)
][
Θˆ(2,1)n,α (z)φ
(z)g(z) + Θˆ(2,2)n,α (z)ψ
(z)g(z)
]−1
=
[
Θˆ(1,1)n,α (z)φ
(z) + Θˆ(1,2)n,α (z)ψ
(z)
][
Θˆ(2,1)n,α (z)φ
(z) + Θˆ(2,2)n,α (z)ψ
(z)
]−1
.
100
In particular, (12.11) holds true.
(c) The matrices U := diag(0m×m, Iℓ) and V := diag(Im, 0ℓ×ℓ) fulfill rank
[
U
V
]
= m+ℓ = q−r
and V ∗U = 0(q−r)×(q−r). For each k ∈ {1, 2}, let φ#k = diag(φk, U) and ψ#k = diag(ψk, V ).
From Lemma 12.4 we see that
[ φ#1
ψ
#
1
]
and
[ φ#2
ψ
#
2
]
belong to P(q,q)
−J˜q,≥
(C \ [α,∞)) and that (i) is
equivalent to 〈[ φ#1
ψ
#
1
]〉 = 〈[ φ#2
ψ
#
2
]〉. Obviously, φk := Wφ#k and ψk := Wψ#k for each k ∈ {1, 2}.
Taking into account W ∗W = Iq and Remark 12.3, we get that
[ φ1
ψ1
]
and
[ φ2
ψ2
]
belong to
P(q,q)
−J˜q,≥
(C \ [α,∞)) and that 〈[ φ#1
ψ
#
1
]〉 = 〈[ φ#2
ψ
#
2
]〉 is equivalent to 〈[ φ1
ψ1
]〉 = 〈[ φ2
ψ2
]〉. Because of
Lemma 12.5(b3), we obtain
[ φ
k
ψ
k
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ] for each k ∈ {1, 2}. Using
Proposition 11.4(c), we see that 〈[ φ1
ψ1
]〉 = 〈[ φ2
ψ2
]〉 and (ii) are equivalent. Consequently, (i)
holds true if and only (ii) is fulfilled.
12.3. The completely degenerate case
Now we consider the so-called completely degenerate case (III). We will see that, in this
situation, the problem in question has a unique solution.
Lemma 12.8. Let m, ℓ ∈ N be such that m + ℓ = q. Let U and V be orthogonal subspaces
of Cq with dimU = m and dimV = ℓ. Then:
(a) There exists a unitary complex q × q matrix W such that
W ∗PUW = diag(Im, 0ℓ×ℓ) and W
∗PVW = diag(0m×m, Iℓ). (12.15)
(b) Let W be a unitary complex q × q matrix such that (12.15) is fulfilled. Let φ# and ψ#
be the constant matrix-valued functions defined on C \ [α,∞) given by
φ#(z) :=W · diag(0m×m, Iℓ) and ψ#(z) :=W · diag(Im, 0ℓ×ℓ) (12.16)
for all z ∈ C \ [α,∞). Then:
(b1) The pair
[ φ#
ψ#
]
belongs to P(q,q)
−J˜q,≥
(C\ [α,∞)). Furthermore, PUφ# = 0 and PVψ# =
0.
(b2) If
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) fulfills
〈[
φ
ψ
]〉
=
〈[
φ#
ψ#
]〉
, (12.17)
then
PUφ = 0 and PVψ = 0. (12.18)
(b3) If
[ φ
ψ
]
belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)) and fulfills (12.18), then (12.17) is valid.
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Proof. (a) Let {u1, u1, . . . , um} be an orthonormal basis of U and let {v1, v2, . . . , vℓ} be an
orthonormal basis of V. Let U := [u1, u2, . . . , um], let V := [v1, v2, . . . , vℓ], and let W := [U, V ].
Because of m + ℓ = q and since U and V are orthogonal subspaces, the matrix W is unitary.
Obviously, we have PUU = U , PUV = 0, U
∗U = Im, and V
∗U = 0. Consequently, W ∗PUW =
diag(Im, 0ℓ×ℓ). Analogously, PVU = 0, PVV = V , U
∗V = 0, and V ∗V = Iℓ imply the second
equation in (12.15).
(b1) Clearly, the constant matrix-valued functions φ# and ψ# are holomorphic in C\ [α,∞).
Since the matrix W is non-singular, we have
rank
[
φ#(z)
ψ#(z)
]
= rank
[
diag(0m×m, Iℓ)
diag(Im, 0ℓ×ℓ)
]
= m+ ℓ = q
for each z ∈ C \ [α,∞). For every choice of k ∈ {0, 1} and z ∈ C \ R, from Remark 9.1 and
W ∗W = Iq, we conclude[
(z − α)kφ#(z)
ψ#(z)
]∗ (−J˜q
2ℑz
)[
(z − α)kφ#(z)
ψ#(z)
]
=
−i
2ℑz
(
ψ∗#(z)
[
(z − α)kφ#(z)
]
−
[
(z − α)kφ∗#(z)
]
ψ#(z)
)
=
−i
2ℑz
{
(z − α)k · diag(Im, 0ℓ×ℓ) ·W ∗W · diag(0m×m, Iℓ)
− (z − α)k · diag(0m×m, Iℓ) ·W ∗W · diag(Im, 0ℓ×ℓ)
}
= 0q×q.
In view of Definition 10.5, then
[ φ#
ψ#
]
belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)). Further, from (12.15) we
obtain PUφ# = IqPUW · diag(0m×m, Iℓ) = WW ∗PUW · diag(0m×m, Iℓ) = W · diag(Im, 0ℓ×ℓ) ·
diag(0m×m, Iℓ) = 0q×q and, analogously, PVψ# = 0q×q.
(b2) Let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C\[α,∞)) be such that (12.17) holds true. According to Remark 10.8,
there are a discrete subset D of C \ [α,∞) and a matrix-valued function g meromorphic in
C \ [α,∞) such that φ, ψ, and g are holomorphic in C \ ([α,∞) ∪D) and that det g(z) 6= 0 as
well as φ(z) =W · diag(0m×m, Iℓ) · g(z) and ψ(z) =W · diag(Im, 0ℓ×ℓ) · g(z) hold true for each
z ∈ C\([α,∞)∪D). Taking into account (12.15) and WW ∗ = Iq, for each z ∈ C\([α,∞)∪D),
we get
PUφ(z) =WW
∗PUW · diag(0m×m, Iℓ) · g(z)
=W · diag(Im, 0ℓ×ℓ) · diag(0m×m, Iℓ) · g(z) = 0q×q
and, analogously PVψ(z) = 0q×q. This implies (12.18).
(b3) Let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C\[α,∞)) be such that (12.18) holds true. According to Lemma 10.14,
we see that the function det(ψ − iφ) does not vanish identically. Let F := (ψ + iφ)(ψ − iφ)−1.
Lemma 10.14 shows that there is a discrete subset D of C\ [α,∞) such that the following three
conditions are fulfilled:
(i) F is holomorphic in Π+ ∪ [C \ ([α,∞) ∪D)].
(ii) The matrix-valued functions φ, ψ and (ψ−iφ)−1 are holomorphic in Π+∪[C\([α,∞)∪D)].
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(iii) For each z ∈ C \ ([α,∞) ∪ D), the inequality det[ψ(z) − iφ(z)] 6= 0 and the equations in
(10.10) and (10.11) hold true.
Obviously, because of (i), the functions φ˜ := i2(Iq−F )W and ψ˜ := 12 (Iq+F )W are meromorphic
in C \ [α,∞) and holomorphic in Π+ ∪ [C \ ([α,∞) ∪ D)]. In view of (ii), the functions φ, ψ,
φ˜, ψ˜ and (ψ − iφ)−1W are holomorphic in Π+ ∪ [C \ ([α,∞) ∪ D)]. From (iii) we see that
φ˜(z) = φ(z)[ψ(z) − iφ(z)]−1W and ψ˜(z) = ψ(z)[ψ(z) − iφ(z)]−1W (12.19)
hold true for each z ∈ C \ ([α,∞) ∪ D). In view of (ii), the matrix-valued functions (ψ + iφ)
and (ψ − iφ)−1W are meromorphic in C \ [α,∞). Since the matrix W is unitary, for each
z ∈ C \ ([α,∞) ∪ D), we have det([ψ(z) − iφ(z)]−1W ) 6= 0 by (iii). Consequently, (12.19) and
Remark 10.7 imply that
[ φ˜
ψ˜
]
belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)). Furthermore, from Remark 10.8
we get 〈[
φ˜
ψ˜
]〉
=
〈[
φ
ψ
]〉
. (12.20)
By virtue of W ∗W = Iq, (12.19), (12.15), and (12.18), we conclude
(Im, 0m×ℓ)(Iq −W ∗FW ) = (Im, 0m×ℓ)W ∗(Iq − F )W = −2i(Im, 0m×ℓ)W ∗φ˜
= −2i(Im, 0m×ℓ)W ∗φ(ψ − iφ)−1W
= −2i(Im, 0m×ℓ) · diag(Im, 0ℓ×ℓ) ·W ∗φ(ψ − iφ)−1W
= −2i(Im, 0m×ℓ)W ∗PUφ(ψ − iφ)−1W
= −2i(Im, 0m×ℓ)W ∗0q×q(ψ − iφ)−1W = 0m×q
(12.21)
and, analogously,
(0ℓ×m, Iℓ)(Iq +W
∗FW ) = 0ℓ×q. (12.22)
Because of (i), we see that G := W ∗FW is a matrix-valued function which is meromorphic
in C \ [α,∞) and holomorphic in Π+ ∪ [C \ ([α,∞) ∪ D)]. From (12.21) and (12.22) we
obtain G(w) = diag(Im,−Iℓ) for each w ∈ Π+. Hence, G = diag(Im,−Iℓ) by the identity
theorem for holomorphic functions. Thus, since the matrix W is unitary, this implies F =
W · diag(Im,−Iℓ) ·W ∗. Then
φ˜ =
i
2
(Iq − F )W = i
2
[Iq −W · diag(Im,−Iℓ) ·W ∗]W
=
i
2
W [diag(Im, Iℓ)− diag(Im,−Iℓ)] =W · diag(0m×m, iIℓ)
(12.23)
and, analogously,
ψ˜ =W · diag(Im, 0ℓ×ℓ). (12.24)
Since φ˜ and ψ˜ are holomorphic in Π+ ∪ [C \ ([α,∞) ∪ D)], the matrix-valued functions φ :=
φ˜ ·diag(Im,−iIℓ) and ψ := ψ˜ ·diag(Im,−iIℓ) are holomorphic in Π+∪ [C\ ([α,∞)∪D)]. From
det(Im,−iIℓ) 6= 0, Remark 10.7, Remark 10.8, and (12.20) we get[
φ
ψ
]
∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) and
〈[
φ
ψ
]〉
=
〈[
φ˜
ψ˜
]〉
=
〈[
φ
ψ
]〉
. (12.25)
Because of (12.23) and (12.16), we have
φ = φ˜ · diag(Im,−iIℓ) =W · diag(0m×m, iIℓ) · diag(Im,−iIℓ) = φ#.
Analogously, (12.24) and (12.16) imply ψ = ψ#. Thus, (12.17) follows from (12.25).
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Lemma 12.9. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0 be such
that 2n+1 ≤ κ. Suppose that the integers m and ℓ given by (12.1) and (12.2) fulfill m+ ℓ = q,
m ≥ 1, and ℓ ≥ 1. Let Un,α and Vn,α be given by (9.127) and (9.128). Then:
(a) There exists a unitary complex q × q matrix W such that
W ∗PUn,αW = diag(Im, 0ℓ×ℓ) and W
∗PVn,αW = diag(0m×m, Iℓ). (12.26)
(b) Let W be a unitary complex q × q matrix such that (12.26) holds true. Furthermore,
let φ and ψ be the constant matrix-valued functions defined on C \ [α,∞) given by
φ(z) := W · diag(0m×m, Iℓ) and ψ(z) := W · diag(Im, 0ℓ×ℓ) for all z ∈ C \ [α,∞).
Then:
(b1)
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)).
(b2) Each pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) with
〈[
φ
ψ
]〉
=
〈[
φ
ψ
]〉
(12.27)
belongs to P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ].
(b3) Each
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ] fulfills (12.27).
Proof. From (9.127), (9.128), Lemma 9.32, (12.1) and (12.2) we see that Un,α and Vn,α are
orthogonal subspaces of Cq with dimUn,α = m and dimVn,α = ℓ. Since m and ℓ are positive
integers with m+ ℓ = q, we can apply Lemma 12.8 with U = Un,α and V = Vn,α.
(a) Use Lemma 12.8(a).
(b1) Apply Lemma 12.8(b1).
(b2) Suppose that
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C\ [α,∞)) is such that (12.27) holds true. Lemma 12.8(b2)
shows then that PUn,αφ = 0 and PVn,αψ = 0. Thus, Lemma 9.32 implies (11.1) and (11.2). In
view of Notation 11.1, part (b2) is proved.
(b3) Let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ]. Then (11.1) and (11.2) hold true. Because of
(9.127), (11.1) and Lemma 9.32, we have PUn,αφ = 0, whereas (9.128), (11.2), and Lemma 9.32
yield PVn,αψ = 0. Since W is a unitary matrix which fulfills (12.26), Lemma 12.8(b3) implies
(12.27).
Remark 12.10. Let W be a non-singular complex q × q matrix and let W be the constant
function with value W defined on C \ [α,∞). Then it is readily checked that the following
statements hold true:
(a) The pairs
[ 0q×q
W
]
and
[ W
0q×q
]
belong to P(q,q)
−J˜q,≥
(C \ [α,∞)).
(b) Each pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) with
〈[
φ
ψ
]〉
=
〈[
0q×q
W
]〉
(12.28)
fulfills φ = 0q×q. Conversely, if
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) is such that φ = 0q×q holds
true, then detψ does not vanish identically and (12.28) is valid.
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(c) Each pair
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) with
〈[
φ
ψ
]〉
=
〈[
W
0q×q
]〉
(12.29)
fulfills ψ = 0q×q. Conversely, if
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) is such that ψ = 0q×q holds
true, then detφ does not vanish identically and (12.29) is valid.
Lemma 12.11. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0 be
such that 2n + 1 ≤ κ. Suppose that ℓ given by (12.2) fulfills ℓ = q. Then m given by (12.1)
fulfills m = 0 and:
(a) Vn,α defined by (9.128) fulfills Vn,α = Cq and, in particular, PVn,α = Iq.
(b) Let W be a non-singular complex q × q matrix and let W be the constant function with
value W defined on C \ [α,∞). Then [ W0q×q ] belongs to P(q,q)−J˜q,≥(C \ [α,∞)) and each pair[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) with (12.29) belongs to the class P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ].
(c) If
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) fulfills (11.2), then (12.29) holds true.
Proof. Because of 0 ≤ m ≤ m+ ℓ ≤ q = ℓ, we have m = 0.
(a) From (9.128), (12.2), ℓ = q, and Lemma 9.32 we see that (a) is valid.
(b) Remark 12.10 shows that
[ W
0q×q
]
belongs to P(q,q)
−J˜q,≥
(C \ [α,∞)). Let [ φψ ] ∈ P(q,q)−J˜q,≥(C \
[α,∞)) fulfill (12.29). Then part (a) and Remark 12.10(c) yield PVn,αψ = 0 and, in view of
Lemma 9.32, consequently (11.2). Since m = 0 holds, we get from (12.1) that (11.1) is true.
In view of Notation 11.1, part (b) is proved.
(c) Let
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) be such that (11.2) holds true. Because of (11.2) and
Lemma 9.32, we have PVn,αψ = 0. Thus, part (a) implies ψ = 0. From Remark 12.10(c) it
follows (12.29).
Lemma 12.12. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0 be such
that 2n+1 ≤ κ. Suppose that m given by (12.1) fulfills m = q. Let Un,α be defined by (9.127).
Then ℓ given by (12.2) fulfills ℓ = 0 and the following statements hold true:
(a) Un,α = Cq and, in particular, PUn,α = Iq.
(b) Let W be a non-singular complex q × q matrix and let W be the constant function with
value W defined on C \ [α,∞). Then [ 0q×q
W
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) and each pair [ φψ ] ∈
P(q,q)
−J˜q,≥
(C \ [α,∞)) with (12.28) belongs to the class P(q,q)
−J˜q ,≥
[C \ [α,∞), (sj)2n+1j=0 ].
(c) If
[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
(C \ [α,∞)) fulfills (11.1), then (12.28) holds true.
Proof. Using Lemma 9.32 and Remark 12.10, Lemma 12.12 can be proved analogous to
Lemma 12.11. We omit the details
Theorem 12.13. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0 be such
that 2n+1 ≤ κ. Suppose that the integers m and ℓ given by (12.1) and (12.2) fulfill m+ ℓ = q.
If m ≥ 1 and ℓ ≥ 1, then let W be a unitary complex q × q matrix such that the equations in
(12.26) hold true where Un,α and Vn,α are given by (9.127) and (9.128).
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(a) If φ and ψ are the matrix-valued functions defined on C \ [α,∞) by
φ(z) :=


W · diag(0m×m, Iℓ), if m ≥ 1 and ℓ ≥ 1
Iq, if m = 0
0q×q, if ℓ = 0
(12.30)
and
ψ(z) :=


W · diag(Im, 0ℓ×ℓ), if m ≥ 1 and ℓ ≥ 1
0q×q, if m = 0
Iq, if ℓ = 0
, (12.31)
then the function det(Θˆ(2,1)n,α φ+ Θˆ
(2,2)
n,α ψ) does not vanish identically.
(b) The set S0,q;[α,∞)[(sj)2n+1j=0 ,≤] consists of exactly one element, namely the matrix-valued
function
S :=


(Θˆ
(1,1)
n,α V+ Θˆ
(1,2)
n,α U)(Θˆ
(2,1)
n,α V+ Θˆ
(2,2)
n,α U)
−1, if m ≥ 1 and ℓ ≥ 1
Θˆ
(1,1)
n,α (Θˆ
(2,1)
n,α )
−1, if m = 0
Θˆ
(1,2)
n,α (Θˆ
(2,2)
n,α )
−1, if ℓ = 0
, (12.32)
where, in the case m ≥ 1 and ℓ ≥ 1, the matrices U := [U, 0q×ℓ] and V := [0q×m, V ] are
built with the q ×m block U and the q × ℓ block V from the block partition W = [U, V ]
of W .
Proof. Let φ and ψ be given by (12.30) and (12.31). Then Lemmas 12.9, 12.11, and 12.12 yield[ φ
ψ
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ]. Thus, Proposition 11.4(a) shows that (a) is valid and that
Sˆn,α given by (11.19) belongs to S0,q;[α,∞)[(sj)2n+1j=0 ,≤]. From (11.19), (12.30), (12.31), and
(12.32) we get S = Sˆn,α and, consequently, {S} ⊆ S0,q;[α,∞)[(sj)2n+1j=0 ,≤]. Now we consider an
arbitrary S# belonging to S0,q;[α,∞)[(sj)2n+1j=0 ,≤]. By virtue of Proposition 11.4(b), there exists
a pair
[ φ#
ψ#
] ∈ P(q,q)
−J˜q,≥
[C \ [α,∞), (sj)2n+1j=0 ] of in C \ [α,∞) holomorphic q × q matrix-valued
functions φ# and ψ# which fulfill (12.12) and
S#(z) =
[
Θˆ(1,1)n,α (z)φ#(z) + Θˆ
(1,2)
n,α (z)ψ#(z)
][
Θˆ(2,1)n,α (z)φ#(z) + Θˆ
(2,2)
n,α (z)ψ#(z)
]−1
(12.33)
for each z ∈ C\[α,∞). Ifm ≥ 1 and ℓ ≥ 1 hold true, then (12.17) follows from Lemma 12.9(b3).
If m = 0, then ℓ = q −m = q and (12.17) is a consequence of Lemma 12.11(c). If ℓ = 0, then
m = q − ℓ = q, and (12.17) follows from Lemma 12.12(c). Thus, (12.17) is fulfilled in each
case. Because of {[ φψ ], [ φ#ψ# ]} ⊆ P(q,q)−J˜q,≥[C \ [α,∞), (sj)2n+1j=0 ], (12.17), Proposition 11.4(c),
(12.12), (a), (12.33), (11.19), and S = Sˆn,α, then S# = Sˆn,α = S follows. Consequently,
S0,q;[α,∞)[(sj)2n+1j=0 ,≤] ⊆ {S}. Thus, S0,q;[α,∞)[(sj)2n+1j=0 ,≤] = {S}.
Remark 12.14. Under the assumptions of Theorem 12.13, we see from Theorem 12.13, [24, The-
orems 6.5 and 6.4], [25, Definition 4.10], and [35, Theorem 5.1] that S given by (12.32) is exactly
the [α,∞)-Stieltjes transform of the restriction onto B[α,∞) of the completely degenerate non-
negative Hermitian measure corresponding to (sj)
2n+1
j=0 .
Observe that using Proposition 4.11, [24, Theorem 5.2], Example 10.10, Theorems 12.12, 12.2,
and 12.7, and [34, Theorem 5.1], one can obtain a self-contained proof of Theorem 2.4 in the
case of a positive odd integer m. We omit the details.
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A. Particular results of matrix theory
Remark A.1. If A ∈ Cp×q, then N (A) = R(A∗)⊥ and R(A) = N (A∗)⊥.
Lemma A.2 ( [18]). Let A ∈ Cp×q, let B ∈ Cp×r, and let B(1) ∈ B{1}. Then the following
statements are equivalent:
(i) R(A) ⊆ R(B).
(ii) There is a matrix X ∈ Cr×q such that A = BX.
(iii) BB(1)A = A.
(iv) There is a positive real number β such that AA∗ ≤ βBB∗.
(v) N (B∗) ⊆ N (A∗).
It seems to be useful to state the following dual reformulation of Lemma A.2:
Lemma A.3. Let A ∈ Cp×q, let C ∈ Cr×q, and let C(1) ∈ C{1}. Then the following state-
ments are equivalent:
(i) N (C) ⊆ N (A).
(ii) There is a matrix Y ∈ Cp×r such that A = Y C.
(iii) AC(1)C = A.
(iv) There is a positive real number γ such that, A∗A ≤ γC∗C.
(v) R(A∗) ⊆ R(C∗).
Lemma A.4 ( [4, 28]). Let E ∈ C(p+q)×(p+q) and let E = [ A BC D ] be the block partition of E
with p× p block A. Let A(1) ∈ A{1} and let D(1) ∈ D{1}. Furthermore, let L := D−CA(1)B
and let R := A−BD(1)C. Then:
(a) The following statements are equivalent:
(i) E ∈ C(p+q)×(p+q)≥ .
(ii) A ∈ Cp×p≥ , R(B) ⊆ R(A), C = B∗, and L ∈ Cq×q≥ .
(iii) D ∈ Cq×q≥ , R(C) ⊆ R(D), B = C∗, and R ∈ Cp×p≥ .
(b) If (i) is fulfilled, then L = D −CA†D and R = A−BD†C.
(c) If (i) holds true, then rankE = rankA+ rankL and rankE = rankD + rankR.
A detailed proof of parts (a) and (c) of Lemma A.4 is given, e. g., in [20, Lemmata 1.1.9
and 1.1.7]. Part (b) of Lemma A.4 is a consequence of the Lemmata A.2 and A.3.
Remark A.5. Let n ∈ N and let (dj)2nj=0 be a sequence of complex q × q matrices. If d0 =
0q×q and if the block Hankel matrix [dj+k]
n
j,k=0 is non-negative Hermitian, then, in view of
Lemma A.4, it is readily proved by induction that dj = 0q×q for all j ∈ Z0,2n−1.
Remark A.6. It is readily checked that if E is non-negative Hermitian, then ‖B‖S2 ≤ ‖A‖S ·
‖D‖S (see, e. g. [20, proof of Lemma 1.1.10]).
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Remark A.7. Let C be a non-singular complex q × q matrix, let B ∈ Cq×q and let A := BC.
Then R(B) = R(A) and N (B) = CN (A).
Remark A.8. Let A,B ∈ Cq×q and let α, β ∈ C. Then (αA + βB)N (B) ⊆ AN (B). Further-
more, if α 6= 0, then (αA+ βB)N (B) = AN (B).
Remark A.9. Let A ∈ Cq×q. For all z ∈ C, then ℜ(zA) = ℜ(z)ℜ(A)−ℑ(z)ℑ(A) and ℑ(zA) =
ℜ(z)ℑ(A) + ℑ(z)ℜ(A).
B. A particular generalized inverse of a complex matrix
In this section, we state some useful identities for the particular generalized inverse of a Her-
mitian complex matrix, which is introduced in Remark 8.8.
Lemma B.1. Let A be a Hermitian complex q × q matrix and let U be a subspace of Cq such
that N (A)∔ U = Cq. Then (A−U )∗ = A−U , R(A−U ) = U , N (A−U ) = U⊥,
AA−UA = A, A
−
UAA
−
U = A
−
U , (B.1)
dimR(A−U ) = rankA, and dimN (A−U ) = q − rankA. (B.2)
In particular, if A is non-negative Hermitian, then A−U is non-negative Hermitian, too.
Proof. By definition of A−U , we have (B.1) as well as R(A−U ) = U and N (A−U ) = U⊥. In view of
N (A)∔U = Cq, then (B.2) follows. Since A∗ = A is supposed, (B.1) implies A(A−U )∗A = A and
(A−U )
∗A(A−U )
∗ = (A−U )
∗. Moreover, N ((A−U )∗) = R(A−U )⊥ = U⊥ and R((A−U )∗) = N (A−U )⊥ =
(U⊥)⊥ = U . Consequently, (A−U )∗ = A(1,2)U ,U⊥ = A−U .
Remark B.2. Let A ∈ Cq×qH and let U be a subspace of Cq such that N (A) ∔ U = Cq. Then
AA† = A†A and, in view of Lemma B.1, one can easily check that
(A−UA)
∗ = AA−U , (AA
−
U )
∗ = A−UA, (A
−
UA)
2 = A−UA, (AA
−
U )
2 = AA−U ,
R(A−UA) = U , R(AA−U ) = R(A), N (AA−U ) = U⊥, N (A−UA) = N (A),
dimR(A−UA) = dimR(AA−U ) = rankA, dimN (AA−U ) = dimN (A−UA) = q − rankA,
A†AA−UA = A
†A = AA† = AA†A−UA, and AA
−
UAA
† = AA† = A†A = AA−UA
†A.
Parts of the following result are already contained in [8, Lemma 2.3].
Lemma B.3. Let A be a Hermitian complex q × q matrix and let U be a subspace of Cq such
that N (A)∔ U = Cq. Then
(Iq −AA−U )∗ = Iq −A−UA, (Iq −AA−U )2 = Iq −AA−U ,
N (Iq −AA−U ) = R(A), R(Iq −AA−U ) = U⊥,
(Iq −AA−U )AA† = 0 (Iq −AA−U )A†A = 0,
(Iq −AA−U )(Iq −AA†) = Iq −AA−U , and (Iq −AA−U )(Iq −A†A) = Iq −AA−U .
Proof. The first two equations follow from Remark B.2. From Lemma B.1 we know that
(B.1) is true. Using (B.1), the equation N (Iq − AA−U ) = R(A) can be easily checked by
straightforward calculations. In order to prove R(Iq − AA−U ) = U⊥, one shows that (B.1)
implies R(Iq − AA−U ) = N (AA−U ) and one applies the equation N (AA−U ) = U⊥ stated in
Remark B.2. Because of A∗ = A, we have AA† = A†A. Thus, from (B.1) we easily see that
the remaining equations hold true.
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Lemma B.4. Let A be a Hermitian complex q × q matrix and let U be a subspace of Cq such
that N (A)∔ U = Cq. Then
R(Iq −A−UA) = N (A−UA) = N (A), N (Iq −A−UA) = R(A−UA) = U ,
dimR(A−UA) = rankA, A†AA−UA = A†A = AA† = AA†A−UA,
and (Iq −A†A)A−UA = A−UA−A†A = A−UA−AA† = (Iq −AA†)A−UA.
Proof. Because of Lemma B.1, we get (B.1). From (B.1) we obtain N (A−UA) = N (A) and
R(A−UA) = R(A−U ) = U . In particular, dimR(A−UA) = dimU = dimCq − dimN (A) = rankA.
Because of A∗ = A, we have AA† = A†A. Therefore, (B.1) shows that A†AA−UA = A
†A = AA†
and A†AA−UA = AA
†. Thus, the remaining equations immediately follow.
Remark B.5. Let A be a Hermitian complex q × q matrix and let U be a subspace of Cq such
that N (A)∔ U = Cq. In view of the Lemmata B.4 and B.1, it is readily checked that
(Iq −A−UA)∗ = Iq −AA−U , (Iq −A−UA)2 = Iq −A−UA,
R(Iq −A−UA) = N (A), N (Iq −A−UA) = U ,
A†A(Iq −A−UA) = 0, AA†(Iq −A−UA) = 0,
(Iq −A†A)(Iq −A−UA) = Iq −A−UA, and (Iq −AA†)(Iq −A−UA) = Iq −A−UA.
Remark B.6. Let T ∈ Cq×q and let U and V be subspaces of Cq with T ∗(U) ⊆ V ⊆ U . Then it
is readily checked that (T ∗)k(U) ⊆ V ⊆ U and T k(V⊥) ⊆ U⊥ ⊆ V⊥ is valid for each k ∈ N and
that (T ∗)ℓ(V) ⊆ U and T ℓ(U⊥) ⊆ U⊥ ⊆ V⊥ for each ℓ ∈ N0 hold true (see also [8, Corollary 3.3],
where a special case is discussed).
The following lemma is a generalization of [8, Lemma 4.1], where special pairs of block
Hankel matrices are considered.
Lemma B.7. Let A and B be Hermitian complex q × q matrices and let T ∈ Cq×q. Suppose
that U and V are subspaces of Cq such that N (A) ∔ U = Cq and N (B) ∔ V = Cq and
T ∗(U) ⊆ V ⊆ U hold true. Then
A−UT
ℓ(Iq −AA−U ) = 0 and B−V T ℓ(Iq −AA−U ) = 0 (B.3)
for each ℓ ∈ N0 and, for each k ∈ N, furthermore
A−U T
k(Iq −BB−V ) = 0 and B−V T k(Iq −BB−V ) = 0. (B.4)
Proof. Lemma B.3 yields R(Iq −AA−U ) = U⊥. Hence, from Remark B.6 we conclude
T ℓ
(
R(Iq −AA−U )
)
= T ℓ(U⊥) ⊆ U⊥ ⊆ V⊥ (B.5)
for each ℓ ∈ N0. Since we know from Lemma B.1 that N (A−U ) = U⊥ is valid, it follows
T ℓ(Iq −AA−U )x ∈ N (A−U ) for each ℓ ∈ N0 and each x ∈ Cq. Consequently, the first equation in
(B.3) is fulfilled for each ℓ ∈ N0. Lemma B.1 yields N (B−V ) = V⊥. Thus, we obtain from (B.5)
that T ℓ(Iq−AA−U )x ∈ N (B−V ) is fulfilled for every choice of ℓ in N0 and x in Cq. Therefore, the
second equation in (B.3) is proved for each ℓ ∈ N0. Lemma B.3 provides us R(Iq−BB−V ) = V⊥.
Hence, Remark B.6 yields
T k
(
R(Iq −BB−V )
)
= T k(V⊥) ⊆ U⊥ ⊆ V⊥ (B.6)
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for each k ∈ N. Since Lemma B.1 shows that N (A−U ) = U⊥ is true, we obtain then T k(Iq −
BB−V )x ∈ N (A−U ) for every choice of k ∈ N and x in Cq. Consequently, the first equation in
(B.4) is true for each k ∈ N. Using (B.6) and the equation N (B−V ) = V⊥, which is proved in
Lemma B.1, we get T k(Iq − BB−V )x ∈ N (B−V ) for each k ∈ N and each x ∈ Cq. Thus, the
second equation in (B.4) is verified for each k ∈ N as well.
Now we state some more or less known identities for the matrix-valued functions defined in
Remark 4.4.
Remark B.8. Let n ∈ N0 and let w, z ∈ C. Then one can easily see that the equations
RTq,n(z)(I(n+1)q −wTq,n) = (I(n+1)q −wTq,n)RTq,n(z),
RT ∗q,n(z)(I(n+1)q −wT ∗q,n) = (I(n+1)q −wT ∗q,n)RT ∗q,n(z),
RTq,n(z)−RTq,n(w) = (z − w)RTq,n(w)Tq,nRTq,n(z),
RT ∗q,n(z)−RT ∗q,n(w) = (z − w)RT ∗q,n(z)T ∗q,nRT ∗q,n(w),[
RTq,n(w)
]−1 − [RTq,n(z)]−1 = (z − w)Tq,n,
RTq,n(z) + (w − z)RTq,n(z)Tq,nRTq,n(w) = RTq,n(w),
zRTq,n(z) + (w − z)RTq,n(z)RTq,n(w) = wRTq,n(w),
(z − w)
[
RT ∗q,n(w)
]∗
Tq,nRTq,n(z) = RTq,n(z)−
[
RT ∗q,n(w)
]∗
,
(z − w)Tq,nRTq,n(z) = RTq,n(z)
[
RTq,n(w)
]−1 − I(n+1)q, (B.7)
(z − w)T ∗q,nRT ∗q,n(z) =
[
RT ∗q,n(w)
]−1
RT ∗q,n(z)− I(n+1)q, (B.8)
and
(z − w)RTq,n(z)Tq,n = RTq,n(z)
[
RTq,n(w)
]−1 − I(n+1)q (B.9)
hold true. Furthermore, for each ℓ ∈ N0, it is readily checked that
T ℓq,nRTq,n(z) = RTq,n(z)T
ℓ
q,n, RTq,n(z)T
ℓ
q,nRTq,n(w) = RTq,n(w)T
ℓ
q,nRTq,n(z),
and
(T ∗q,n)
ℓRT ∗q,n(z) = RT ∗q,n(z)(T
∗
q,n)
ℓ, RT ∗q,n(z)(T
∗
q,n)
ℓRT ∗q,n(w) = RT ∗q,n(w)(T
∗
q,n)
ℓRT ∗q,n(z).
C. Some considerations on non-negative Hermitian measures
In this appendix, we summarize some facts of the integration theory of non-negative Hermitian
measures. We consider a measurable space (Ω,A) and use the notation Mq≥(Ω,A) to denote
the set of all non-negative Hermitian q × q measures on (Ω,A).
Remark C.1. Let µ : A→ Cp×p be a mapping. Then µ ∈Mq≥(Ω,A) if and only if B∗µB : A→
C
p×p defined by (B∗µB)(A) := B∗µ(A)B belongs to Mp≥(Ω,A) for all B ∈ Cq×p.
Remark C.2. Let µ ∈ Mq≥(Ω,A) and let f : Ω → C be a function. Then it is readily checked
by standard arguments of measure and integration theory that the following statements are
equivalent:
(i) f ∈ L1(Ω,A, µ;C).
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(ii) f ∈ L1(Ω,A, B∗µB;C) for all B ∈ Cq×p.
(iii) f ∈ L1(Ω,A, τ ;C) where τ := trµ is the trace measure of µ.
If (i) holds true, then
∫
A fd(B
∗µB) = B∗(
∫
A fdµ)B for all A ∈ A and all B ∈ Cq×p.
Lemma C.3. Let µ ∈ Mq≥(Ω,A) and let µ′τ be a version of the Radon–Nikodym derivative
of µ with respect to the trace measure τ := trµ of µ. Let f : Ω → C and g : Ω → C be
A-BC-measurable functions. Then the following statements are equivalent:
(i) fg ∈ L1(Ω,A, µ;C).
(ii) The pair [fIq, gIq] is left-integrable with respect to µ.
If (i) is fulfilled, then
∫
Ω fgdµ =
∫
Ω(fIq)dµ(gIq)
∗.
Lemma C.3 can be proved by standard methods of measure and integration theory.
Remark C.4. Let µ ∈ Mq≥(Ω,A) and let m,n ∈ N. For each j ∈ Z1,m, let pj ∈ N and let
Φj : Ω → Cpj×q be an A-Bpj×q-measurable matrix-valued function. For each k ∈ Z1,n, let
rk ∈ N and let Ψk : Ω → Crk×q be an A-Brk×q-measurable matrix-valued function. Suppose
that, for every choice of j ∈ Z1,m and k ∈ Z1,n the pair [Φj ,Ψk] is left-integrable with respect
to µ. Let s, t ∈ N. For each j ∈ Z1,m, let Aj ∈ Cs×pj , and, for each k ∈ Z1,n, let Bk ∈ Ct×rk .
Then it is readily checked that the pair [
∑m
j=1AjΦj ,
∑n
k=1BkΨk] is left-integrable with respect
to µ and that
∫
Ω

 m∑
j=1
AjΦj

dµ
(
m∑
k=1
BkΨk
)∗
=
m∑
j=1
n∑
k=1
Aj
(∫
Ω
ΦdµΨ∗
)
B∗k.
Proposition C.5. Let µ ∈ Mq≥(Ω,A), let τ := trµ be the trace measure of µ, and let
µ′τ be a version of the Radon–Nikodym derivative of µ with respect to τ . Furthermore, let
Θ ∈ p× q − L2(Ω,A, µ;C). Then:
(a) µΘ : A→ Cp×p defined by µΘ(A) :=
∫
AΘdµΘ
∗ belongs to Mp≥(Ω,A).
(b) The non-negative Hermitian measure µΘ is absolutely continuous with respect to τ and
Θµ′τΘ
∗ is a version of the Radon–Nikodym derivative of µΘ with respect to τ .
(c) Let r, s ∈ N, let Φ: Ω→ Cr×p be an A-Br×p-measurable function and let Ψ: Ω → Cs×p
be an A-Bs×p-measurable function. Then the pair [Φ,Ψ] is left-integrable with respect
to µΘ if and only if the pair [ΦΘ,ΨΘ] is left-integrable with respect to µ. In this case,∫
ΩΦdµΘΨ
∗ =
∫
Ω(ΦΘ)dµ(ΨΘ)
∗.
Proposition C.5 can be proved by standard arguments of measure and integration theory.
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