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Abstrat. We onsider an interating partile system on the one dimensional
lattie Z modeling ombustion. The proess depends on two integer parameters
2 ≤ a < M < ∞. Partiles move independently as ontinuous time simple
symmetri random walks exept that 1. When a partile jumps to a site whih
has not been previously visited by any partile, it branhes into a partiles; 2.
When a partile jumps to a site with M partiles, it is annihilated. We start
from a onguration where all sites to the left of the origin have been previously
visited and study the law of large numbers and entral limit theorem for rt, the
rightmost visited site at time t. The proofs are based on the onstrution of a
renewal struture leading to a denition of regeneration times for whih good tail
estimates an be performed.
RÉSUMÉ. On onsidère un système de partiules en interation sur Z mod-
élisant les partiules inandesentes d'un méanisme de ombustion. Le proessus
dépend de deux paramètres entiers 2 ≤ a < M <∞. Les partiules se déplaent
indépendamment selon des promenades aléatoires simples symétriques à temps
ontinu, mises à part les interations suivantes: 1- quand une partiule saute vers
un site qui n'a jamais enore été visité, elle branhe et fait plae à a partiules; 2-
quand une partiule saute vers un site abritant M partiules, elle disparait. On
démarre d'une onguration où seuls les sites à gauhe de l'origine ont déja été
visités et on étudie la loi des grands nombres et le théorème de la limite entrale
pour rt, la position du site le plus à droite visité à l'instant t. Les preuves re-
posent sur la onstrution d'une struture de renouvellement assoiée à des temps
de régénération dont les queues peuvent être onvenablement estimées.
1. Introdution
The method of regeneration times has been very suessfully applied to problems
of random walk in random environment (for example see [17℄, [18℄, [6℄). In a one-
dimensional setting it was already used via a renewal struture in [9℄. On the other
hand, a onept similar to that of regeneration times, known as luster struture,
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has been well know for many years in the ontext of mehanially interating one-
dimensional dynamial systems of partiles [5℄ (also see [16℄ and referenes therein).
In this artile, we extend the method of regeneration times to an interating partile
system. The system we onsider is a one dimensional stohasti model of ombustion.
Heat partiles move by symmetri nearest neighbor random walks on sites {x ∈
Z : x ≤ r} of the integer lattie, with r representing the position of a ame front.
To the right of the ame front is a propellant. The rst heat partile whih reahes
the propellant at r + 1 immediately branhes into a ≥ 2 partiles, and the front
moves one step to the right. We also inlude an upper bound M on the number of
partiles at eah site, so that if a partile tries to jump to a site with M partiles,
it is immediately killed. We show that the front in the model moves ballistially to
the right, or, more preisely, prove a law of large numbers for rt. The next question
one might ask is of the utuations about the law of large numbers. We prove here
that these are Gaussian, with a entral limit theorem for t−1/2(rt − vt).
For M =∞ a disrete time version of the system we are onsidering has appeared
in the literature under the enigmati name frog model, and laws of large numbers
for the position of the front were proved, also in higher dimensions, using methods
based on the sub-additive ergodi theorem [1℄, [2℄, [3℄, [4℄, [12℄, [13℄. The ontinuous
time ase under the name stohasti ombustion proess was treated in [14℄, [15℄.
Note that the M = ∞ ase is sub-additive, but the M < ∞ ase is not. Our
main purpose here is to develop new methods to study suh models, and we are
espeially interested in the utuations of the fronts. If nt represents the number
of partiles at the front rt at time t, then rt moves to the right at rate nt, and
hene rt =
∫ t
0 nsds +Mt where Mt is a martingale. The standard approah to the
law of large numbers would then be to show that, as observed from the front, the
system has an ergodi invariant measure µ, and t−1
∫ t
0 nsds → Eµ[n]. The entral
limit theorem would be proved by showing that the time orrelations of η(s) deay
fast enough. However, very few methods exist for proving uniqueness, or ergodiity,
of invariant measures of suh systems. So suh approahes appear to have limited
appliability. Furthermore, although it seems intuitive that the orrelations of η(s)
deay quiklylikely exponentially fast it is not at all apparent how to prove it. In a
future artile, we will onsider the ase M =∞ whih an be handled by essentially
the methods developed here, though with major tehnial modiations.
The ombustion proess that we onsider is related to deterministi reation-
diusion equations of the form
∂u
∂t =
∂2u
∂x2
+ f(u). The two key dierenes are the
disreteness of the variablewe have a number of partiles as opposed to a ontinuum
variable uand the stohastiity. The eet of disreteness and/or stohastiity on
the traveling waves of reation-diusion equations is a question that has not reeived
the attention it deserves, as these eets are likely present in real systems. Therefore,
we believe it is ruial to develop methods to study suh systems. In the literature
of reation-diusion equations one separates several ases aording to the behavior
of f near zero. An f whih vanishes on [0, θ] for some θ > 0 with f(u) > 0 for u > θ
is said to have a ombustion nonlinearity with ignition temperature uto θ (see,
for example [7℄). Note that the disreteness of the partile models of the type we
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onsider makes them essentially of the ombustion type with an ignition temperature
of one partile.
In the seond setion of this artile, we dene the ombustion proess and state the
main result (Theorem 1). In Setion 3, we dene an auxiliary and a labelled proess,
whih will be needed to dene the renewal struture leading to the regeneration times.
The labelled proess an be understood as a ombustion proess where partiles are
labelled so that if at a given site a partile has to be killed, it is the one with the
smallest label. The auxiliary proess moves ballistially to the right and is oupled
to the labelled ombustion proess in suh a way that it is always to the left of
the right-most visited site rt. In Setion 4, these proesses are used to dene the
renewal struture, and the orresponding regeneration times. Then in Setion 5, it is
proved that the regeneration times have nite moments of order 2, under appropriate
assumption on the threshold M . In Setion 6 we omplete the proof of Theorem 1.
2. Combustion proess
We dene a stohasti proess desribing the dynamis of partiles on the lattie
Z whih move as rate 2 ontinuous time simple symmetri random walks and branh
and are killed at rates depending on the onguration of neighboring partiles. The
branhing and killing depend on natural number parameters 2 ≤ a ≤ M . Eah
partile performs a ontinuous time symmetri simple random walk independent of
the others, with two twists: There is a position r ∈ Z whih is the rightmost visited
site. When a partile jumps right from this site, it branhes into a partiles, with the
result that there are a partiles at the new rightmost visited site, r+1. In addition,
we allow at most M partiles at any site, and maintain this requirement by killing
any partile that attempts to jump to a site with M partiles.
The state of our system is
Ω := {(r, η) : r ∈ Z, η ∈ {0, . . . ,M}{...,r−1,r}}.
The innitesimal generator is
Lf(r, η) =
∑
x≤r,y≤r,|x−y|=1
η(x)(f(r, Txyη)− f(r, η))
+η(r)(f(r + 1, η − δr + aδr+1)− f(r, η)). (1)
where δx denotes the onguration with one partile at x and
Txyη = η − δx + δy1(η(y) < M). (2)
In the following we will assume that
8 < M <∞. (3)
We an now state the main results. Throughout the sequel we will use the notation
η(t, x) to denote the number of partiles at time t ≥ 0 at site x in the stohasti
ombustion proess.
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Theorem 1. Suppose the proess is started with initial onditions r = 0, η(0, 0) ∈
{1, . . . ,M} and η(0, x) ∈ {0, . . . ,M} arbitrary for x < 0.
(i) (Law of large numbers). There exists v, 0 < v <∞, whih does not depend on
η, suh that a.s.,
lim
t→∞
rt/t = v. (4)
(ii) (Central limit theorem). There exists σ, 0 < σ < ∞, whih does not depend on
the initial ondition {η(0, x) : x ∈ Z}, suh that
ǫ1/2
(
rǫ−1t − ǫ−1vt
)
, t ≥ 0, (5)
onverges in law as ǫ→ 0 to Brownian motion with variane 0 < σ2 <∞.
To prove this theorem we will dene a renewal struture for the right-most visited
site rt, in terms of regeneration times, and then will show that suh times have nite
seond moments.
3. Auxiliary and labelled proesses
In this setion, we will dene an auxiliary proess and a labelled proess, both
oupled to the ombustion proess. The auxiliary proess {r˜t : t ≥ 0}, will take values
on Z and will have two fundamental properties: under ertain initial onditions on
the ombustion proess suh that r˜0 = r0, it will always be to the left of the right-
most visited site {rt : t ≥ 0} and its dynamis is independent of the partiles to
the left of r0 in the ombustion proess if the appropriate rule for killing is dened.
These properties will help us dene the renewal struture for the right-most visited
site {rt : t ≥ 0} of the ombustion proess and will give us easily a lower bound for
the limiting speed v of rt. This is the ontent of Lemma 4. The labelled proess,
orresponds to a proess with a state spae larger than the ombustion proess, where
an expliit rule for killing is given: partiles are labelled, and every time a partile
has to be killed, it is the one with the smallest label whih is killed.
Let us rst introdue some general notation. Dene A := {1, 2, . . . , a}, B := Z×A
and onsider a set of independent ontinuous time simple symmetri random walks
{Yx,i : (x, i) ∈ B}, eah one of total jump rate 1, and suh that Yx,i(0) = x for eah
i ∈ A. We want to endow the set of indies B with the lexiographi order.
Consider a set of independent ontinuous time rate 2 simple symmetri random
walks Yx,i, with label (x, i), where x ∈ Z and i ∈ {1, . . . , a− 1}. Eah random walk
Yx,i starts at site x for every i ∈ {1, . . . , a− 1}. We order the labels by
(x, i) < (x′, i′) if x < x′ or x = x′ and i < i′. (6)
3.1. Auxiliary proess. Let r ∈ Z and for eah z ∈ Z, dene Bz as the set of M
labels not exeeding (z, a − 1) in the order (6). Dene Ar,z to be the labels in Bz
with x ≥ r.
We dene a sequene of waiting times. Let ν0 := 0 and dene ν1 as the rst
time one of the random walks {Yz,i : (z, i) ∈ Ar,r}, hits the site r + 1. Next, dene
ν2 as the rst time one of the random walks {Yz,i : (z, i) ∈ Ar,r+1}, hits the site
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r + 2. In general, for k ≥ 3, we dene νk as the rst time one of the random walks
{Yz,i : (z, i) ∈ Ar,r+k−1}, visits the site r + k. Finally, for n ∈ N, let
r˜rt := r + n, if
∑n
k=0 νk ≤ t <
∑n+1
k=0 νk, (7)
where the supersript r in r˜rt indiates that r˜
r
0 = r.
Lemma 1. There exists an α > 0 whih does not depend on r suh that a.s.
lim
t→∞
r˜rt /t = α. (8)
Proof. One one notes that for every j ≥ 0 the random variables {νkℓ+j : k ≥ 1} are
independent whenever ℓ > M/a, the proof is a simple exerise. 
3.2. Labeled proess. We enlarge the state spae of the stohasti ombution pro-
ess so that partiles arry labels whih tell us where they originated.
We will want to keep trak of where partiles ame from, even after restarting at
stopping times. Hene eah partile will have a starting position z ∈ Z and label
(x, i), x ∈ Z, i ∈ {1, . . . , a−1} desribing its birthplae. We will allow the possibility
that z 6= x.
At time 0, we have an r ∈ Z representing the rightmost visited site, and a subset
I(0) of the labels (x, i) with x ≤ r, representing the set of labels of live partiles
at time 0. To eah one of these labels is assigned a position z = Zx,i(0) ≤ r
whih is the position at time t = 0 of that partile. The position at time t is
Zx,i(t) = Yx,i(t) + z − x.
To keep trak of the killing in this proess, we make a rule that whenever a partile
jumps to a site with M partiles, the partile at that site with the smallest label is
killed and the orresponding label is removed from the set I of labels of live partiles.
When a partile jumps to site r+1, the labels {(r+1, 1), . . . , (r+1, a− 1)} with
orresponding to partiles with initial positions r + 1, are added to the set of labels
of live partiles. The time this happens will be denoted ρ1. These partiles then
have trajetories Zr+1,i(t) whih is equal to Yr+1,i(t− ρ1) for t ≥ ρ1.
Similarly, for k ≥ 2, ρ1 + · · · + ρk will be the rst time a partile jumps to r + k
and at that time {(r + k, 1), . . . , (r + k, a − 1)} are added to I , with trajetories
Zr+k,i(t) = Yr+k,i(t − ρ1 − · · · − ρk) for t ≥ ρ1 + · · · + ρk until suh time as the
partiles are killed and their label removed from the set of labels of live partiles.
We denote by I(t) the set of labels of live partiles at time t and by Z(t) =
{Z(x,i)(t) : (x, i) ∈ I(t)} the positions of the orresponding random walks.
To avoid pathologies it is useful to insist that initially the set of labels of live
partiles inludes at least one with x = r. The rightmost visited site r is the supre-
mum of the x over the olletion of labels, rt = sup{x : (x, i) ∈ I(t)}. Let us
formalize the above disussion. Call L the triples (r,I,Z) formed by an integer
r ∈ Z, a set of labels I ⊂ {(x, i) : x ≤ r, 1 ≤ i ≤ a − 1} and position funtion
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Z : I → {. . . , r− 2, r− 1, r} taking values in the integers smaller than or equal to r.
We now dene
S :=

(r,I,Z) ⊂ L : max(x,i)∈I x = r,maxz≤r
∑
(x,i)∈I
1Z(x,i)(z) ≤M

 .
whih will be the state spae of our proess.
The labeled proess starting from w = (r,I(0),Z(0)), is now dened as the triple
wt = {(rt,I(t),Z(t)) : t ≥ 0}, dening a strong Markov proess taking values on S,
and with a law given by a probability measure Pw dened on the Skorohod spae
D([0,∞);S).
The ombustion proess desribed in setion 1 is the partile ount η(t) := {η(y, t) :
y ≤ rt} where η(y, t) =
∑
(x,i)∈I(t) 1(Zx,i(t) = y). We will oasionally use the more
expliit notation notation ηw(t) and ηw(y, t) instead of η(t) and η(y, t) respetively,
with the understanding that ηw(0) is the partile ount of the initial ondition w.
We already dened ρ1 to be the rst time that one of these partiles hits r + 1.
Lemma 2. Suppose that (r, 1), . . . , (r, a−1) ∈ I(0), all initially at r. Then ρ1 ≤ ν1.
Proof. The dynamis of the a partiles whih start at r is the same in the labeled
proess as in the ones we look at in the auxiliary proess. Indeed, these are the only
partiles onsidered in the auxiliary proess up to time ν1, while the labeled proess
may have many others, eah of whih has a hane to be the rst to hit r + 1. 
Reall that ρk+ · · ·+ ρ1 is the rst time one of the labeled partiles in the labeled
proess hits r+ k. Note of ourse that the hitting ould be done by one of the a new
partiles reated at r + i at time ρi, i < k.
Lemma 3. Suppose that (r, 1), . . . , (r, a−1) ∈ I(0), all initially at r. Then ρk ≤ νk.
Proof. Before giving a general proof, we desribe the speial ase of M = a = k = 2
where the idea is more transparent.
Case M = a = k = 2: Note rst of all that if a = 2, we have i = 1 always
and hene we an drop the i in the labels. The labeled proess starts with one
partile with label r at r, possibly one other partile at site r, with a label smaller
than r, and other partiles with labels smaller than r at arbitrary positions to the
left of r. At time ρ1 we have one partile labeled r + 1 at r + 1, whih, after that
time, has trajetory Zr+1(t) = Yr+1(t− ρ1), and another partile, labeled r at some
site x ≤ r + 1, whih, after that time, has trajetory Zr(t) = Yr(t). Note that
neither partile an be killed before time ρ1 + ρ2 beause they are the two with
the highest labels until that time. There ould also be other partiles with other
labels at positions x ≤ r. Denote by τr+1 = inf{t ≥ ρ1 : Zr+1(t) = r + 2}, by
τr = inf{t ≥ ρ1 : Zr(t) = r + 2} and by τothers the rst time one of the others hits.
Then ρ2 = min{τr+1, τr, τothers} − ρ1 ≤ min{τr+1, τr} − ρ1.
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On the other hand, ν2 = min{σr, σr+1} where σr = inf{t ≥ 0 : Yr(t) = r+2} and
σr+1 = inf{t ≥ 0 : Yr+1(t) = r + 2}. Now
τr+1 = inf{t ≥ ρ1 : Zr+1(t) = r + 2} = inf{t ≥ ρ1 : Yr+1(t− ρ1) = r + 2}
= inf{t ≥ 0 : Yr+1(t) = r + 2}+ ρ1 = σr+1 + ρ1. (9)
and
τr = inf{t ≥ ρ1 : Zr(t) = r + 2} = inf{t ≥ ρ1 : Yr(t) = r + 2}
≤ inf{t ≥ 0 : Yr(t) = r + 2}+ ρ1 = σr + ρ1.
The result follows.
General ase: Let us examine the onguration in the labeled proess at time
ρ1+ · · ·+ρk−1. It has a−1 partiles at site r+k−1 with labels (r+k−1, 1), . . . , (r+
k − 1, a − 1) plus one additional partile with an unknown label, the one whih hit
r + k − 1. An additional M − a + 1 partiles (whih might inlude the additional
partile of unknown label whih hit r+ k− 1) with the next highest labels after the
rst a− 1 have some unknown positions, and there may in addition be any number
of other partiles in the onguration.. In the time interval [0, ρ1 + · · ·+ ρk−1] none
of the M − a + 1 partiles has hit r + k. Their trajetories in the time interval
[ρ1+ · · ·+ρk−1, ρ1+ · · ·+ρk] are Y(r+k−2,a−1)(t−ρ1+ · · ·+ρk−2), . . .. The denition
of νk, on the other hand, involves the partiles with these M leading indies, but
without the time shift. Hene the rst time that any of the rst a − 1 partiles
hits is idential to that of the auxiliary proess, the rst time that any of the next
M − a + 1 partiles hits is greater in the auxiliary proess, and one of the other
possible partiles in the labeled proess ould be the one whih hit rst, making the
time shorter still. 
3.3. Enlarged proess. We have seen that the labeled proess is dened in terms
of a set of labels I(t), for t ≥ 0, with the property rt = sup{x : (x, i) ∈ I(t)} < ∞.
Whenever a partile with a label in I(t) is killed, this label is removed. In the
enlarged proess we keep trak of the killed partiles as well. Dene for eah t ≥ 0,
the set of labels of all ativated partiles up to time t in the labeled proess,
I¯(t) = ∪0≤s≤tI(s).
Consider the set Z¯(t) = {Zx,i(t) : (x, i) ∈ I¯(t)} of all the orresponding random
walks at time t. The enlarged proess is dened as the triple w¯t = {(rt, I¯(t), Z¯(t)) :
t ≥ 0}.
Consider now the set of labels R(t), obtained after removing from I(t) all labels
(x, i) with x < r = sup{y : ((y, i) ∈ I(0)}. We dene for y ≤ rt the partile ount
ζ(y, t) =
∑
(x,i)∈R(t)
1(Z(x,i)(t) = y). (10)
Also let L(t) be the set of labels obtained after removing from I(t) all labels (x, i)
with positions x ≥ r. We dene for y ≤ rt the partile ount
φ(y, t) =
∑
(x,i)∈L(t)
1(Z(x,i)(t) = y). (11)
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We similarly dene L¯(t) as the set of labels obtained after removing from I¯(t) all
labels (x, i) with positions x ≥ r, and the orresponding partile ount for y ≤ rt as
φ¯(y, t) =
∑
(x,i)∈L¯(t)
1(Zx,i(t) = y). (12)
Lemma 4. (i) For every initial ondition w ∈ S and every t ≥ 0 and x ≤ rt
φ(x, t) ≤ φ¯(x, t). (13)
(ii) For every w = (r,I(0),Z(0)) ∈ S with labels (r, 1), . . . , (r, a − 1) at site r and
orresponding initial positions Z(r,i)(0) = r for 1 ≤ i ≤ a− 1,
r˜rt ≤ rt. (14)
(iii) For every w = (r,I(0),Z(0)) ∈ S, the proesses φ¯ and r˜rt are independent.
Proof. Part (i) follows diretly from the denitions. Part (ii) is a onsequene of
Lemma 3. Part (iii) follows from the observation that φ¯ and rrt are dened in terms
of the random walks {Yx,i : x < r} and {Yx,i : x ≥ r} respetively, whih are
independent. 
4. The renewal struture
Consider the enlarged proess w¯t with its natural ltration F¯t with an initial
ondition w0 having partiles with labels (r, 1), . . . , (r, a − 1) at site r, and any
allowable onguration of partiles with labels to the left of r. Let α = limt→∞ r˜t/t
be as in (8) and hoose any 0 < α′ < α. Dene
U := inf{t ≥ 0 : r˜t − r < ⌊α′t⌋}
where ⌊x⌋ denotes the greatest integer less than or equal to x.
Dene V as the rst time one of the partiles initially to the left of r − 1 hits
{x : x ≥ ⌊α′t⌋+ r},
V := inf{t ≥ 0 : sup
x≥[α′t]+r
φ¯w0(x, t) > 0}.
U and V are stopping times with respet to {F¯t : t ≥ 0}. Let
D := min{U, V }. (15)
For eah y ∈ Z, let
Ty := inf{t ≥ 0 : rt ≥ y}
denote the hitting time of y by the rightmost visited site in the labeled proess wt.
We will also need the rst time U and V happen after time s ≥ 0,
U ◦ θs := inf{t ≥ 0 : r˜rst − rs < ⌊α′t⌋}, (16)
V ◦ θs := inf{t ≥ 0 : sup
x≥[α′t]+rs
φ¯ws(x, t) > 0}, (17)
and D ◦ θs := min{U ◦ θs, V ◦ θs}.
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Choose an integer L := M and dene sequenes {Sk : k ≥ 0} and {Dk : k ≥ 1} of
F¯t-stopping times as follows. Start with S0 = 0 and R0 = r. Then dene
S1 := TR0+L D1 := D ◦ θS1 + S1, R1 := rD1 ,
and, for k ≥ 1,
Sk+1 := TRk+L Dk+1 := D ◦ θSk+1 + Sk+1, Rk+1 := rDk+1 .
Note that these times are not neessarily nite and we make the onvention that
r∞ =∞. Similarly, we dene Uk := U ◦ θSk + Sk and Vk := V ◦ θSk + Sk for k ≥ 1.
Let
K := inf{k ≥ 1 : Sk <∞,Dk =∞},
and dene the regeneration time,
κ := SK . (18)
Note that κ is not a stopping time with respet to F¯t.
Denote by G the information up to time κ, dened as the ompletion with respet
to Pw of the smallest σ-algebra ontaining all sets of the form {κ ≤ t} ∩A, A ∈ F¯t.
In setion 5, we will show that Ew[κ
2] <∞ and hene, in partiular
Pw[κ <∞] = 1. (19)
Proposition 1. Let A be a Borel subset of D([0,∞); Ω). Then,
Pw [τ−rκζ(κ+ ·) ∈ A | G] = Paδ0 [η(·) ∈ A | U =∞],
where aδ0 denotes a onguration with a partiles at 0 and none anywhere else.
Proof. We have to show that for any B ∈ G,
Pw[B, {τ−rκζ(κ+ ·) ∈ A}] = Pw[B] Paδ0 [η(·) ∈ A | U =∞]. (20)
Now, using (19),
Pw[B, {τ−rκζ(κ+ ·) ∈ A}] = Pw[{κ <∞}, B, {τ−rκζ(κ+ ·) ∈ A}]
=
∞∑
k=1
Pw [{Sk <∞,Dk =∞}, B, τ−rκζ(κ+ ·) ∈ A]
=
∞∑
k=1
∑
x∈Z
Pw[rSk = x, Sk <∞,Dk =∞, B, τ−xζ(Sk + ·) ∈ A]. (21)
From the denition of G there is an event Bk ∈ F¯Sk suh that Bk = B on κ = Sk.
Therefore, we an ontinue developing (21) to obtain,
=
∞∑
k=0
∑
x∈Z
Pw [rSk = x, Sk <∞,Dk =∞, Bk, τ−xζ(Sk + ·) ∈ A]
=
∑
k,x
Ew
[
1rSk=x,Sk<∞,Bk
Pw
[
Dk =∞, τ−xζ(Sk + ·) ∈ A | F¯Sk
]]
,
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where Ew is the expetation dened by Pw. But on the events Sk <∞ and rSk = x,
we have by parts (i) and (ii) of Lemma 4, that
ζw(Sk + ·) = ηaδx(·) (22)
when Uk = Vk =∞, and that ηaδSk (·) is independent of the onguration of partiles
to the left of x. Indeed, part (i) of Lemma 4, and the event Vk =∞, imply that the
partiles with initial positions z to the left of x, never hit the line ⌊α′t⌋ + x. And
part (ii) of Lemma 4, and the event Uk = ∞, imply that the front rt is always to
the right of the same line. Hene, there is no eet of the partiles initially to the
left of x on the front rt, so that ζw(Sk + ·) = ηaδx(·). Then, (22) ombined with
the independene of Uk and Vk given F¯Sk by part (iii) of Lemma 4, the translation
invariane, and the strong Markov property imply that on the events Sk < ∞ and
rSk = x,
Pw
[
Uk =∞, Vk =∞, τ−xζ(Sk + ·) ∈ A | F¯Sk
]
= Pw
[
Uk =∞, τ−xηaδx(·) ∈ A | F¯Sk
]
Pw
[
Vk =∞ | F¯Sk
]
= Paδ0 [U =∞, η(·) ∈ A]Pw[Vk =∞ | F¯Sk ].
Summarizing, we have,
Pw[κ <∞] Pw[B, τ−rκζ(κ+ ·) ∈ A]
= Paδ0 [U =∞, η(·) ∈ A]
∑
k,x
Pw[Vk =∞, rSk = x, Sk <∞, Bk]. (23)
Letting A = Ω gives
Pw[κ <∞]Pw[B] = Paδ0 [U =∞]
∑
k,x
Pw[Vk =∞, rSk = x, Sk <∞, Bk]. (24)
(23) and (24) together imply (20). 
Now dene κ1 ≤ κ2 ≤ · · · by κ1 := κ and for n ≥ 1
κn+1 := κn + κ(w¯κn+·). (25)
where κ(w¯κn+·) is the regeneration time starting from w¯κn+· and we set κn+1 = ∞
on κn = ∞ for n ≥ 1. We will all κ1 the rst regeneration time and κn the n-th
regeneration time.
For eah n ≥ 1 the σ-algebra, Gn will be the ompletion with respet to Pw of the
smallest σ-algebra ontaining all sets of the form {κ1 ≤ t1} ∩ · · · ∩ {κn ≤ tn} ∩ A,
A ∈ Ftn . Clearly G1 = G.
Lemma 5. {U =∞} ∈ G1.
Proof. Note that {κ1 =∞} is a null event for Pw and hene, sine G1 is omplete, it
is enough to show that {U <∞} ∩ {κ1 <∞} ∈ G1.
For notational onveniene, we write r˜k· instead of r˜
rSk
· . Note that whenever
U < ∞, Sk < ∞ and r˜U > rSk happen, for some k ≥ 1, then neessarily κ1 > Sk.
Indeed, from the observation that r˜Sk+· = r˜
k
· , we see that if the events U < ∞,
Sk < ∞ and r˜U ≥ rSk happen, then we must have that Uk < ∞, and hene Dk <
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∞. By summing over the intersetion with {κ1 = Sk} we see that it follows that
{U <∞} ∩ {κ1 <∞} ∩ {r˜U > rκ1} = ∅. So
{U <∞} ∩ {κ1 <∞} = {r˜U ≤ rκ1} ∩ {κ1 <∞}. (26)
Sine r˜U ≤ rt implies that U <∞, it follows that {r˜U > rκ1} ∩ {r˜U ≤ rt} ∩ {κ1 ≤ t}
is empty. Hene {r˜U ≤ rt} ∩ {κ1 < t} = {r˜U ≤ rκ1} ∩ {r˜U ≤ rt} ∩ {κ1 < t} = {r˜U ≤
rκ1} ∩ {κ1 < t}. Thus
{r˜U ≤ rκ1} ∩ {κ1 <∞} =
∞⋃
n=1
{r˜U ≤ rn} ∩ {κ1 < n}. (27)
The result then follows from the fat that {r˜U ≤ rt} ∈ F¯t for eah t > 0 whih is a
diret onsequene of the onstrution of the proesses. 
Proposition 2. Let A be a Borel subset of D([0,∞); Ω). Then,
Pw[τ−rκn ζ(κn + ·) ∈ A | Gn] = Paδ0 [η(·) ∈ A | U =∞].
Proof. Let ψ : D[[0,∞);S) → D[[0,∞);S) be the map given by,
ψ(w¯)(·) = τ−rκ1 w¯(κ1(w¯(·)) + ·). (28)
Then note that, Gk+1 is generated by G1 and ψ−1 (Gk), and that the σ-algebras G1
and ψ−1(Gk) are independent. The proof of this theorem now follows from the above
observations, indution on n ∈ Z+ using Proposition 1, and Lemma 5. 
Proposition 3. Let w ∈ S. (i) Under Pw, κ1, κ2 − κ1, κ3 − κ2, . . . are independent,
and κ2 − κ1, κ3 − κ2, . . . are identially distributed with law idential to that of κ1
under Paδ0 [·|U = ∞]. (ii) Under Pw, r·∧κ1 , r(κ1+·)∧κ2 − rκ1 , r(κ2+·)∧κ3 − rκ2 , . . . are
independent, and r(κ1+·)∧κ2 − rκ1 , r(κ2+·)∧κ3 − rκ2 , . . . are identially distributed with
law idential to that of rκ1 under Paδ0 [·|U =∞] .
Proof. This follows diretly from Proposition 2. 
5. Expetations and varianes of the regeneration times
5.1. Estimates for the auxiliary proess. In this subsetion we obtain some
estimates for the auxiliary proess. The proess will always start from aδ0 and we
denote the orresponding measure on the trajetories of the auxiliary proess by P ,
and expetations by E.
Lemma 6. For 1 ≤ p < M/2 and j ≥ M , there exists a onstant C = C(p) < ∞
suh that
E[|νj |p] < C. (29)
Proof. For j ≥ M the auxiliary proess has its full omplement of M partiles
attempting to hit j +1. νj is then the minimum of γ1, . . . , γM whih are the hitting
times of 1 of M random walks starting in {−M/a ≤ x ≤ 0}. Standard estimates
for random walks give P [γi > t] ≤ Ct−1/2 for some C < ∞. Hene P [νj > t] ≤
CM t−M/2. 
STOCHASTIC COMBUSTION MODEL 12
Lemma 7. For 1 ≤ p < M/2, there exists a onstant C = C(p) < ∞ suh that for
all initial onditions w, and all t > 0
P [t < U <∞] ≤ Ct−(p/2). (30)
Proof. By translation invariane we an assume r = 0. Let t1 be suh that ⌊α′t1⌋ =
M . Then, when t ≥ t1, we have that
P [t < U <∞] ≤ P [r˜0t1 > M,∪s>t {r˜0s ≤ ⌊α′s⌋}] . (31)
But, if r˜0s ≤ ⌊α′s⌋ for s ≥ t, then
∑⌊α′s⌋
j=1 νj ≥ s, whih in turn implies that,
1
n
∑n
j=1 νj ≥ 1α′ for some n ≥ ⌊α′t⌋. Similarly, r˜0t1 > M , implies that
∑M
j=1 νj ≤
(M + 1)/α′. Therefore, whenever ⌊α′t⌋ ≥M + 1, we have
P [t < U <∞] ≤ P
[∑M
j=1 νj ≤ M+1α′ ,
⋃∞
n=⌊α′t⌋
{
1
n
∑n
j=1 νj ≥ 1α′
}]
≤ P
[⋃∞
n=⌊α′t⌋
{
1
n
∑n
j=M+1 νj ≥ 1α′
(
1− M+1n
)}]
. (32)
Now remark that for j ≥M , the random variables νj are identially distributed and
have nite moments of order p < M/2 by Lemma 6. Eah has expeted value 1/α.
Dene γj = νj−1/α. Choose t2 as any real number suh that β = 1α′− 1α− M+1⌊α′t2⌋ > 0.
Then, whenever t ≥ t2, if N = ⌊α′t⌋, we have that,
P [t < U <∞] ≤ P
[
supn≥N
1
n
∑n
j=M+1 γj ≥ β
]
. (33)
Reall that for eah 0 ≤ i < ℓ, ℓ = ⌊M/a⌋+1, the random variables {νkℓ+i : k ≥ 1}
are independent. Observe from (33) that, if β′ = βa/M ,
P [t < U <∞] ≤ ∑ℓ−1i=0 P [supn≥N 1n∑nj=M+1,j=kℓ+i γj ≥ β′] (34)
Suppose X1,X2, . . . are independent and identially distributed random variables
with mean 0. By Kolmogorov's inequality,
P [supn≥N
1
n
∑n
i=1Xi ≥ ǫ] ≤
∑∞
k=0 P
[
sup2kN≤n≤2k+1N
1
2kN
∑n
i=1Xi ≥ ǫ
]
≤∑∞k=0(2kNǫ)−pE[|∑2k+1Ni=1 Xi|p] (35)
Now, for p ≥ 2, if E[|Xi|p] < ∞ then E[|
∑2k+1N
i=1 Xi|p] ≤ C(2k+1N)p/2 for some
C <∞ (see item 16, page 60 of [11℄), and hene for another C <∞,
P [supn≥N
1
n
∑n
i=1Xi ≥ ǫ] ≤ Cǫ−pN−p/2. (36)
Applying (36) to (34), by Lemma 6 we obtain (30). 
5.2. Estimates for the enlarged proess. We start with a few standard estimates
for hitting times of random walks.
Lemma 8. Let {Xt : t ≥ 0} be a ontinuous time simple symmetri random walk on
Z, of total jump rate 2, starting from x ≤ −1, c > 0, and
τ := inf{t ≥ 0 : Xt ≥ ⌊ct⌋}. (37)
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Then
P [τ =∞] ≥
{
1− exp{(1 + x)θc} x ≤ −2
exp{−2/c}(1 − exp{−θc}) x = −1
where θc > 0 is the nonzero solution of cθ − 2(cosh θ − 1) = 0, and there exist
0 < C,C ′ <∞ suh that
P [t < τ <∞] < C ′ exp{−Ct}
(
exp{−θc|x|/2} + exp{−tI
(|x|/(2t))}), (38)
where I(u) = 2 + u sinh−1(u/2)−√4 + u2 is the rate funtion for a random walk.
Proof. For θ ∈ R, exp{θXt−2(cosh θ−1)t} is a martingale. By the optional stopping
time theorem,
E[exp{θXτ∧n − 2(cosh θ − 1)τ ∧ n}] = exp{θx}. (39)
Now, Xτ∧n ≤ ⌊cτ ∧n⌋, hene θXτ∧n− 2(cosh θ− 1)τ ∧n ≤ (cθ− 2(cosh θ− 1))τ ∧n.
It follows that if θ ≥ θc, we an apply the bounded onvergene theorem in equality
(39) taking the limit when n→∞, to onlude that,
E[1(τ <∞) exp{θXτ − 2(cosh θ − 1)τ}] = exp{θx}. (40)
When τ < ∞, we have Xτ = ⌊cτ⌋ and therefore θXτ − 2(cosh θ − 1)τ ≥ (cθ −
2(cosh θ − 1))τ − θ. Letting θ ↓ θc in (40) and applying the bounded onvergene
theorem, we obtain,
P [τ <∞] ≤ exp{(1 + x)θc}.
To get the bound for x = −1, note that the probability that the random walk does
not move before time t = 1/c is exp{−2/c}. Then use the Markov property and the
result for x = −2.
To prove (38):
P [t < τ <∞] ≤ P [Xt > B] + P [t < τ <∞,Xt ≤ B] (41)
Now
P [Xt > B] ≤ exp{−tI((B + |x|)/t)}
and by the strong Markov property and translation invariane,
P [t < τ <∞,Xt ≤ B] ≤ P−(⌊ct⌋−B)[τ <∞] ≤ exp{−(⌊ct⌋ −B − 1)θc}.
Choosing B = (⌊ct⌋+x)/2, on the above inequalities, and using the onvexity of the
rate funtion I, gives (38). 
Lemma 9. For eah α′ < α, there exists C <∞ suh that for t ≥ 1, and all w ∈ S,
Pw[t < V <∞] ≤ C exp{−Ct}. (42)
Proof. Note that in the worst ase in whih there are M random walks at eah site
to the left of the origin, we get the bound,
Pw[t < V <∞] ≤M
−∞∑
x=−1
Px[t < τ <∞],
STOCHASTIC COMBUSTION MODEL 14
where τ is dened in display (37). On the other hand, it is true that∑∞
k=1 e
−I(k/(n+1)) ≤ (n + 1)∑∞k=0 e−I(k). This estimate, the previous inequality
and inequality (38) of Lemma 8 give us the result. 
From Lemmas 7 and 9 we have
Corollary 1. For eah 0 ≤ p < M/2 there is a C <∞ depending only on p, M and
α′ suh that for all initial onditions w,
Pw [t < D <∞] ≤ Ct−p/2.
Lemma 10. There is a δ1 > 0 suh that,
Pw [V <∞] < 1− δ1.
Proof. Without loss of generality, r = 0. Now, take the worst ase senario where w
has M partiles at eah site x ≤ −1. By Lemma 8,
Pw[V =∞] ≥ e−2M/α′(1− e−θc)MΠ∞n=1(1− e−nθc)M = δ1 > 0.

Lemma 11. Suppose that M > 4. There is a δ2 > 0 suh that for all initial
onditions w with at least a− 1 partiles at the rightmost visited site r
Pw [U <∞] < 1− δ2.
Proof. We an also assume that r = 0. To estimate Pw[U =∞] below, note that
Pw[U =∞] = P [∩∞k=1{
∑k
j=1 νj < k/α
′}]. (43)
Let n ∈ N and 0 < ǫ < 1/(2α′) and dene G to be the event that eah random
walk Y(x,i) with 0 ≤ x ≤ n, moves M + 1 steps to the right before time ǫ. When G
happens, νk < 1/(2α
′) and hene
∑k
j=1 νj < k/(2α
′) for all k ≤ n + ⌊M/a⌋ := n′.
Note that G ∩ ∩∞k=1{
∑k
j=1 νj < k/α
′} ⊃ G ∩H where
H :=
⋂∞
k=n′+1
{∑k
j=n′+1 νj < k/α
′ − n′ǫ
}
(44)
Furthermore, G and H are independent so Pw[U =∞] ≥ P [G]P [H]. Now
P [Hc] ≤
∞∑
k=n′+1
P [
k∑
j=n′+1
νj ≥ k/α′ − n′ǫ]
and letting γj = νj − E[νj ] = νj − 1/α, for 2 ≤ p < M/2, with β := 1/α′ − 1/α > 0
P [
∑k
j=n′+1 νj ≥ k/α′ − n′ǫ] ≤ E[(
∑k
j=n′+1 γj)
p](kβ − n′ǫ)−p
≤ Ckp/2(kβ − n′ǫ)−p, (45)
where in the last inequality we used the same estimates explained between displays
(35) and (36). Taking ǫ = β/(2n′) gives kp/2(kβ−n′ǫ)−p ≤ C ′k−p/2. Hene P [Hc] ≤
C
∑∞
k=n′+1 k
−p/2
so as long as p > 2 (whih is possible sine M > 4) we obtain that
P [Hc] < 1 − δ2 < 1 for suiently large n. Choose suh an n < ∞, and note that
for this n, P [G] ≥ δ3 > 0 as well. 
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Lemma 12. Suppose that M > 4. There is a δ > 0 suh that for all initial onditions
w with at least a− 1 partiles at the rightmost visited site r
Pw [D <∞] < 1− δ. (46)
Proof. Sine U and V are independent by part (iii) of Lemma 4, Pw[D < ∞] =
1− Pw[U =∞]Pw[V =∞].

Lemma 13. There is a C < ∞ suh that for every initial ondition w with r = 0,
and any M ′ > M ,
Pw
[
rt ≥M ′t
] ≤ C exp{−Ct}. (47)
Proof. Note that rt is a proess on Z, inreasing by one whenever a partile jumps
to the right from r. Sine there at most M partiles there, the maximum jump rate
is M . The Lemma then follows from standard estimates on Poisson proesses. 
Lemma 14. For eah p < M/2 there is a C <∞ suh that
Paδ0 [κ1 > t|U =∞] ≤ Ct−p/2. (48)
Proof. Let us rst write,
Paδ0 [κ1 > t|U =∞] =
∞∑
k=1
Paδ0 [Sk > t,K = k|U =∞] .
Applying reursively the strong Markov property to the stopping times {Sj : j ≥ 1}
we see that for every k ≥ 1,
Paδ0 [Sk > t,K = k|U =∞] ≤ (1− δ)k−1,
where δ > 0 is given by Lemma 12. For any ℓ > 0 we therefore have,
Paδ0 [κ1 > t|U =∞] ≤
∑ℓ
k=1 Paδ0 [t < Sk <∞|U =∞] + δ−1(1− δ)ℓ. (49)
Let 1 > γ > 0 and onsider the event
Ak = {rD1 − rS1 < tγ , rD2 − rS2 < tγ , . . . , rDk−1 − rSk−1 < tγ}
On Ak we have rSk ≤ k(L + tγ). Sine r˜t ≤ rt, if U = ∞, then rt > ⌊α′t⌋ for all
t > 0. Therefore, on Ak ∩ {U =∞},
⌊α′Sk⌋ ≤ k(L+ tγ). (50)
Hene for t > (ℓ(L+ tγ) + 1)/α′ and k ≤ ℓ,
Paδ0 [t < Sk <∞, Ak|U =∞] = 0
and therefore
Paδ0 [t < Sk <∞|U =∞] ≤ Paδ0 [Ack, Sk <∞|U =∞] . (51)
By Lemma 11, sine Paδ0 [U =∞] ≥ δ2 > 0. So for some C <∞, the right hand side
of (51) is bounded above by
C
∑k−1
i=1 Paδ0 [rDi − rSi ≥ tγ , Sk <∞] . (52)
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Now let M ′ > M and
Paδ0 [rDi − rSi ≥ tγ , Sk <∞]=Paδ0 [rDi − rSi ≥ tγ , Sk <∞,Di − Si ≤ tγ/M ′]
+Paδ0 [rDi − rSi ≥ tγ , Sk <∞,Di − Si > tγ/M ′]
≤ Paδ0
[
rSi+tγ/M ′ − rSi ≥ tγ
]
+ Paδ0 [t
γ/M ′ < Di − Si <∞] . (53)
Note that in the last equation we used the fat that Sk <∞ implies that Di−Si <∞
for i < k. By the strong Markov property and Lemma 13,
Paδ0
[
rSi+tγ/M ′ − rSi ≥ tγ
] ≤ C exp−Ctγ .
By the strong Markov property and Corollary 1, for eah p < M/2,
Paδ0
[
tγ/M ′ < Di − Si <∞
] ≤ Ct−γp/2.
Choosing ℓ = C log t with C = p(2 log(1 − δ)−1)−1 from (49) and the previous
estimates we obtain (48). 
Corollary 2. Let κ1 be the rst regeneration time of the stohasti ombustion pro-
ess.
a) For M > 4, Eaδ0 [κ1|U =∞] <∞, and Eaδ0 [rκ1 |U =∞] <∞.
b) For M > 8, Eaδ0
[
κ21
∣∣U =∞] <∞, and Eaδ0 [r2κ1∣∣U =∞] <∞.
Proof. The statements for κ1 follow from Lemma 14, and those for rκ1 from Lemmas
13 and 14. 
6. Limit theorems
In this setion we use the renewal struture to prove Theorem 1, the law of large
numbers and the entral limit theorem for rt. The argument for the law of large
numbers follows that of Sznitman and Zerner in [18℄, developed in the ontext of
multi-dimensional transient random walks in random environments. The argument
for the entral limit theorem is from [17℄.
6.1. Law of Large Numbers. We onsider the stohasti ombustion proess
started with an initial ondition r = 0, η(0, 0) ∈ {1, . . . ,M} and η(0, x) ∈
{0, . . . ,M}. We will prove that a.s.
lim
t→∞
rt
t
= v :=
Eaδ0 [rκ1 |U =∞]
Eaδ0 [κ1|U =∞]
. (54)
Let us rst note that by Proposition 3, we have a.s.,
lim
n→∞
κn
n
= Eaδ0 [κ1|U =∞], and limn→∞
rκn
n
= Eaδ0 [rκ1 |U =∞]. (55)
For t ≥ 0, dene nt := sup{n ≥ 0 : κn ≤ t}, with the onvention that κ0 = 0. Note
that (55) ensures that nt <∞ a.s. and by denition we also have, κnt ≤ t < κnt+1,
and limt→∞ κnt = ∞. It follows from this inequality and the limit (55) that, a.s.,
limt→∞ nt/t = 1/Eaδ0 [κ1|U =∞] and hene almost surely,
lim
t→∞
rκnt/t = limt→∞
(rκnt/κnt)(κnt/t) = v, (56)
STOCHASTIC COMBUSTION MODEL 17
Now
lim
t→∞
|rt − rκnt |
t
≤ lim
t→∞
rκnt+1 − rκnt
t
= 0. (57)
from (56). This proves the law of large numbers.
6.2. Central limit theorem. Starting with the same initial onditions we onsider
Bǫt := ǫ
1/2
(
rǫ−1t − ǫ−1vt
)
, t ≥ 0,
Dene
Rj := rκj+1 − rκj − (κj+1 − κj)v, j ≥ 0,
and denote for m ≥ 0 the partial sums Σm :=
∑m
j=1Rj .
For any 0 ≤ t ≤ T <∞,
|Bǫt − ǫ1/2Σnt/ǫ| ≤ 2ǫ1/2 sup
0≤n≤n⌊ǫ−1T⌋
(rκn+1 − rκn) + 2vǫ1/2 sup
0≤n≤n⌊ǫ−1T⌋
(κn+1 − κn).
For every u > 0 we have, by Proposition 3
Paδ0 [sup0≤n≤n⌊ǫ−1T⌋ ǫ
1/2(κn+1 − κn) > u]
≤ Paδ0 [κ1 > ǫ−1/2u] + u−2ǫ(tǫ−1 + 1)Eaδ0 [κ211(κ1 > ǫ−1/2u)|U =∞],
whih by part (b) of Corollary 2, a.s. onverges to 0 as ǫ→ 0. Hene, in probability
sup
0≤n≤n⌊ǫ−1T⌋
ǫ1/2(κn+1 − κn)→ 0. (58)
and similarly
sup
0≤n≤n⌊ǫ−1T⌋
ǫ1/2(rκn+1 − rκn)→ 0.
Hene, Bǫt − ǫ1/2Σnǫ−1t onverges to 0 in probability, uniformly on ompat sets of
t. From Donsker's invariane priniple, we know that
√
ǫΣ·/ǫ onverges in law to
a Brownian motion with variane Eδ0 [(rκ1 − κ1v)2|U = ∞], where Σs, s ≥ 0, now
stands for the linear interpolation of Σm,m ≥ 0. From the previous proof we have
limt→∞ nt/t = 1/Eaδ0 [κ1|U = ∞]. Sine ǫ−1ktǫ−1 is inreasing in t, the onvergene
is uniform on ompat sets of t. This, together with the onvergene in law of ǫ1/2Σ·/ǫ
to a Brownian motion with variane Eaδ0 [(rκ1 − κ1v)2], implies that ǫ1/2Σk⌊ǫ−1t⌋ is
tight in the Skorohod topology, and that its nite dimensional distributions onverge
to the nite dimensional distribution of a Brownian motion with variane,
σ2 :=
Eaδ0 [(rκ1 − κ1v)2|U =∞]
Eaδ0 [κ1|U =∞]
. (59)
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6.3. Non-degeneray of the variane. It sues to prove that, for some α′ <
β < v,
Paδ0 [rκ1 = L,Lβ
−1 ≤ κ1 | U =∞] > 0.
Now,
Paδ0 [rκ1 = L,Lβ
−1 ≤ κ1, U =∞] ≥ Paδ0 [Lβ−1 < S1 < U,D ◦ θS1 =∞]
The right hand side we an write as
Eaδ0 [1(Lβ
−1 < S1 < U)Eaδ0 [1(V ◦ θS1 =∞)1(U ◦ θS1 =∞) | FS1 ]]
Given FS1 , V ◦ θS1 and U ◦ θS1 are independent, so
Eaδ0 [1(V ◦ θS1 =∞)1(U ◦ θS1 =∞) | FS1 ]]
= Paδ0 [V ◦ θS1 =∞ | FS1 ]]Paδ0 [U ◦ θS1 =∞ | FS1 ]]. (60)
But sine by Lemmas 10 and 11 we have Paδ0 [U ◦ θS1 =∞ | FS1 ]] = Paδ0 [U =∞] ≥
δ2 > 0 and Paδ0 [V ◦ θS1 =∞ | FS1 ]] ≥ δ1 > 0 we have,
Paδ0 [Lβ
−1 < S1 < U,D ◦ θS1 =∞] ≥ δ1δ2Paδ0 [Lβ−1 < S1 < U ].
But it is easy to hek that Paδ0 [Lβ
−1 < S1 < U ] > 0. In fat, it is enough to lower
bound this probability by the probability that one of the random walks at site 0
moves to site L in a time t suh that Lβ−1 < t < L(α′)−1, and then stays at site L
between time t and time L(α′)−1, while all other random walks between sites 0 and
L do not move at all during the time interval [0, L(α′)−1].
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