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Abstract
We show that if the exposure and the outcome affect the selection indicator
in the same direction and have non-positive interaction on the risk difference,
risk ratio or odds ratio scale, the exposure-outcome odds ratio in the selected
population is a lower bound for true odds ratio.
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1. Introduction
In epidemiology, observational studies are often used to investigate the re-
lation between an exposure and a health outcome of interest. However, several
potential biases might jeopardize our inference and conclusions [1]. Selection
bias arises when the selected population is not representative of the target pop-
ulation of interest. As a consequence of selection bias, the association between
exposure and outcome in the selected population differs from the association in
the target population [2].
In case-control studies, causal conclusions are more likely to be subject to
selection bias than other epidemiologic studies [3]. In a case-control study that
recruits all (or most) of the diseased subjects and a small fraction of non-diseased
subjects, the famous doctrine is that the selection of controls should not depend
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on their exposure status [4]. Failing to satisfy this can lead to biased result.
Previously, many researchers have discussed selection bias (e.g. [5? ]). Some
researchers derived the bias analytically [6], and some proposed methods to
recover or adjust for selection bias (e.g. [7, 8, 9, 10, 11, 12]). We advance the
literature by establishing qualitative relations between the exposure-outcome
association in the selected population and that in the target population.
In this paper, we first consider the setting of the case-control studies with
three variables (i.e., a binary exposure, a binary outcome and a binary indicator
of selection), and then comment on the setting with covariates. Based on a
decomposition of the odds ratio in the selected population, we show that if the
exposure and the outcome affect the selection indicator in the same direction and
have non-positive interaction on the risk ratio, odds ratio or risk difference scale,
the odds ratio in the selected population is smaller than or equal to the true
odds ratio in the target population. This relation can help us to draw qualitative
conclusion about the true odds ratio. Compared with previous literature, we do
not need prior quantitative knowledge of some unknown parameters, which are
required in the sensitivity analysis and the adjustment methods. In contrast,
we require some prior qualitative knowledge of the selection mechanism, and
obtain the qualitative relation between the observed odds ratio and the true
odds ratio.
2. Main results for the directions of selection bias for the odds ratio
We first introduce the notation. Let E be a binary exposure variable with
E = 1 for treatment and E = 0 for control, and D be a binary outcome variable
with D = 1 if disease is present and D = 0 otherwise. Let S be the binary
indicator of selection with S = 1 if selected. For any binary variables A and B
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and a general variable C, we define
ORAB|C=c =
P (A = 1, B = 1 | C = c)P (A = 0, B = 0 | C = c)
P (A = 1, B = 0 | C = c)P (A = 0, B = 1 | C = c)
,
RRAB|C=c =
P (B = 1 | A = 1, C = c)
P (B = 1 | A = 0, C = c)
,
RDAB|C=c = P (B = 1 | A = 1, C = c)− P (B = 1 | A = 0, C = c),
as the odds ratio, risk ratio and risk difference of two random variables A and
B conditional on C = c, respectively. For simplicity, we consider the setting
without covariates and comment on the setting with covariates later. We are
concerned about the true odds ratio, ORED, in the target population. However,
from the selected population, we can estimate only the odds ratio conditional
on S = 1, ORED|S=1. In general, ORED and ORED|S=1 are different, and they
are related by an interaction measure between E and D on S. On the risk ratio
scale, the multiplicative interaction of exposure and outcome on the selection
indicator [13] is defined as
InterRR =
P (S = 1 | D = 1, E = 1)P (S = 1 | D = 0, E = 0)
P (S = 1 | D = 1, E = 0)P (S = 1 | D = 0, E = 1)
.
The following result shows a well known relation betweenORED|S=1 andORED
[14, 15, 16, 17].
Result 0. We have
ORED|S=1 = ORED × InterRR. (1)
Formula (1) states that the odds ratio in the selected population equals the
true odds ratio multiplied by the interaction, on the risk ratio scale, of the
exposure and outcome on the selection indicator.
Berkson [18] gave numerical examples to show that the association between
two diseases in the hospital population (selected population) is unrepresentative
of that in the target population. In his examples, the two diseases are indepen-
dent in the target population, but are positively associated in the selected pop-
ulation. With some abuse of notation, we let E and D indicate the occurrences
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of the two diseases respectively. Because E and D are independent in the tar-
get population, ORED = 1, and thus according to (1), ORED|S=1 = InterRR,
i.e., the odds ratio in the selected population equals the multiplicative inter-
action of E and D on selection. Berkson’s choices of selection probabilities
make InterRR > 1, which results in positive associations between E and D in
the selected population. Note that the relation ORED|S=1 = InterRR is also
the fundamental identity in case-only designs for identifying gene-environment
interactions [19, 20].
If P (S = 1 | D = d,E = e) is constant in d or e, then InterRR = 1 and hence
ORED|S=1 = ORED. This is related to the collapsibility conditions for the odds
ratio [8, 12, 21, 22, 23], i.e., if D S | E or E S | D, then ORED|S=s = ORED
for s = 0, 1.
Therefore, the odds ratio in the selected population will be equal to the odds
ratio in the target population under either of the following two scenarios: (a)
the probability of being selected is dependent only on the subjects’ outcome sta-
tus, but the exposure does not directly affect the subjects’ selection or inclusion
probabilities (Figure 1(a)); (b) the probability of being selected is dependent
only on the subjects’ exposure status, but the outcome does not directly af-
fect the subjects’ selection or inclusion probabilities (Figure 1(b)). If the study
recruits all of the diseased subjects as cases, and the selection of non-diseased
subjects is independent of their exposure status, then condition (a) holds be-
cause P (S = 1 | D = 1, E = e) = 1 and S E | D = 0. Thus, the odds ratio in
the selected population equals to the odds ratio in the target population, which
justifies the doctrine mentioned in Section 1.
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Figure 1: Illustrative directed acyclic graphs.
If the collapsibility conditions, D S | E and E S | D, do not hold but
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there is no interaction of E and D on S on the risk ratio scale, we still have
InterRR = 1, which immediately gives the following result.
Result 1. If there is no interaction of E and D on S on the risk ratio scale,
i.e., InterRR = 1, then ORED|S=1 = ORED.
However, the equalityORED|S=1 = ORED does not hold if the no-interaction
assumption holds on other scales (e.g., odds ratio, risk difference). Fortunately,
in these cases, we can obtain the directions of the selection bias under certain
monotonicity. We first give the result on the odds ratio scale.
Result 2. Suppose that there is no interaction of E and D on S on the odds
ratio scale, i.e., ORES|D=1 = ORES|D=0. (a) If P (S = 1 | D = d,E = e) is
non-increasing or non-decreasing in both d and e, then ORED|S=1 ≤ ORED.
(b) If P (S = 1 | D = d,E = e) has opposite monotonicity in d and e, then
ORED|S=1 ≥ ORED.
The condition that P (S = 1 | D = d,E = e) is both non-increasing or non-
decreasing in d and e means that E and D affect S in the same direction. As
illustrated in Figure 1(c), intuitively this means that the edge from E to S and
the edge from D to S have the same sign. For more formal discussion about the
signed directed acyclic graphs, please see VanderWeele and Robins [24].
In case-control studies, the proportion of selected units among cases will be
larger than that among noncases, thus P (S = 1 | D = d,E = e) is increasing in
d. If P (S = 1 | D = d,E = e) is increasing in e, i.e., given the outcome status,
exposed units are more likely to be selected, then ORED|S=1 is a lower bound
of the true odds ratio; if P (S = 1 | D = d,E = e) is decreasing in e, i.e., given
the outcome status, exposed units are less likely to be selected, then ORED|S=1
is an upper bound of the true odds ratio.
The assumption that there is no interaction of E and D on S on the odds
ratio scale is equivalent to a logistic model for S without interaction of D and
E:
logit{P (S = 1 | D = d,E = e)} = β0 + β1d+ β2e. (2)
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From (2), we can easily see that P (S = 1 | D = 1, E = e) and P (S = 1 |
D = 0, E = e) must have the same monotonicity in e. Therefore, to determine
whether ORED|S=1 is a lower or upper bound, we need only to know the mono-
tonicity of P (S = 1 | D = d,E = e) in e for either d = 1 or 0, i.e., the sign of
β2.
The no-interaction assumption on the odds ratio scale has many other equiv-
alent forms [9]. First, it is equivalent to ORDS|E=1 = ORDS|E=0 (= β1 in (2)),
i.e., the odds ratios between S and D in the treatment and control groups are
the same. Second, it is equivalent to ORED|S=1 = ORED|S=0 (= β2 in (2)),
i.e., the odds ratios between D and E for selected and unselected units are
the same. According to the second equivalent form, however, we cannot obtain
ORED|S=1 = ORED even if ORED|S=1 = ORED|S=0, because the odds ratio
is not collapsible [22, 23].
When the no-interaction assumption holds on the risk difference scale, the
direction of selection bias remains the same as that in Result 2.
Result 3. Suppose that there is no interaction of E and D on S on the risk
difference scale, i.e., RDES|D=1 = RDES|D=0 or equivalently RDDS|E=1 =
RDDS|E=0. (a) If P (S = 1 | D = d,E = e) is non-increasing or non-decreasing
in both d and e, then ORED|S=1 ≤ ORED. (b) If P (S = 1 | D = d,E = e) has
opposite monotonicity in d and e, then ORED|S=1 ≥ ORED.
Again, we can understand Results 2 and 3 intuitively. If E and D affects
S in the same direction and they have no interaction on S, then conditioning
on S = 1 will introduce spurious negative association between E and D, which
further decreases the association between E and D in the selected population
compared to the target population.
Furthermore, we can make the no-interaction assumptions and monotonicity
assumptions in our results more plausible by including observed covariates C.
In this case, the relations between the odds ratio in the selected population and
target population hold conditional on C.
In many cases, it is possible that the no-interaction assumptions fail. How-
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ever, we can still obtain the directions of the selection bias if we have some
qualitative knowledge of the interaction. For example, if there is a non-positive
interaction of E and D on S on the risk ratio scale, then InterRR ≤ 1 and hence
ORED|S=1 ≤ ORED. The following result shows the directions of selection bias
when E and D have interaction on S.
Result 4. (a) If there is a non-positive interaction of E and D on S on the
odds ratio (risk ratio, risk difference) scale, and P (S = 1 | D = d,E = e) is
non-increasing or non-decreasing in both d and e, then ORED|S=1 ≤ ORED.
(b) If there is a non-negative interaction of E and D on S on the odds ratio
(risk ratio, risk difference) scale, and P (S = 1 | D = d,E = e) has opposite
monotonicity in d and e, then ORED|S=1 ≥ ORED.
Note that we do not have general results, when P (S = 1 | D = d,E = e)
is non-increasing or non-decreasing in both d and e and there is a positive
interaction of E and D on S on the risk ratio scale. The conditions in Results
1–4 are sufficient but not necessary. We give an example to illustrate this.
Example 1. Suppose that P (S = 1 | D = 1, E = 1) = 0.8, P (S = 1 | D =
1, E = 1) = 0.6, P (S = 1 | D = 1, E = 1) = 0.4 and P (S = 1 | D = 1, E =
1) = 0.1. We see that P (S = 1 | D = d,E = e) is decreasing in both d and e.
Because
P (S = 1 | D = 1, E = 1) + P (S = 1 | D = 0, E = 0)
< P (S = 1 | D = 1, E = 0) + P (S = 1 | D = 0, E = 1),
the interaction of D and E on S on the risk difference scale is negative, the
conditions in Result 4(a) hold. Thus, according to Result 4(a), ORED|S=1 ≤
ORED. From the value of P (S = 1 | D = d,E = e), we have ORED|S=1 =
InterRR ×ORED = ORED/3 < ORED, which is consistent with Result 4(a).
If we change P (S = 1 | D = 1, E = 1) = 0.1 to P (S = 1 | D = 1, E = 1) =
0.25, then the interaction of D and E on S on the risk difference scale is positive
and hence the conditions in Result 4(a) fail. However, we can still obtain that
7
ORED|S=1 = InterRR ×ORED = 5/6 ·ORED < ORED. Thus, the conditions
in Result 4(a) are not necessary.
3. Illustration
We illustrate the applicability of our results with a real data example from
a case-control study of sudden infant death syndrome [25]. The exposure is
mother’s report of antibiotic use during pregnancy (E = 1 for yes and 0 for no)
and the outcome is subsequent sudden infant death syndrome (D = 1 for yes
and 0 for no). The goal is to obtain the odds ratio of these two variables but we
can calculate only the odds ratio in the selected population, ORED|S=1 = 1.42.
Greenland [26] suggested conducting sensitivity analysis by viewing InterRR as
a sensitivity parameter, i.e., if we specify the value or range of InterRR, then we
can divide the point estimate and confidence limits of ORED|S=1 by InterRR
to obtain those of ORED. If we have the qualitative knowledge that using
antibiotic during pregnancy and having sudden infant death syndrome both
increase the selection probability and they have non-positive interaction, then
according to Result 4, we can conclude that ORED ≥ ORED|S=1 = 1.42, i.e,
mother’s antibiotic use during pregnancy and sudden infant death syndrome are
positively associated.
4. Discussion
Recoding D or E can affect the monotonicity of the interaction and P (S =
1 | D = d,E = e). We obtain Results 2(b), 3(b) and 4(b) by recoding D or
E in Results 2(a), 3(a) and 4(a), respectively, and thus our paper contains the
general results by recoding D or E.
Our results can be helpful in settings where the prior quantitative knowl-
edge of InterRR is hard to obtain, but qualitative knowledge of the selection
mechanism is relatively easy to obtain. For example, in case control studies,
P (S = 1 | D = d,E = e) is often increasing in both d and e, and thus the only
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condition we need is the sign of the interaction of E and D on S on the odds
ratio (risk ratio, risk difference) scale.
Appendix
Proof of Result 0. The result is known, but we give a simple proof for complete-
ness. By definition,
ORED|S=1 =
P (D = 1 | E = 1, S = 1)P (D = 0 | E = 0, S = 1)
P (D = 1 | E = 0, S = 1)P (D = 0 | E = 1, S = 1)
=
P (D = 1, S = 1 | E = 1)P (D = 0, S = 1 | E = 0)
P (D = 1, S = 1 | E = 0)P (D = 0, S = 1 | E = 1)
=
P (S = 1 | D = 1, E = 1)P (S = 1 | D = 0, E = 0)
P (S = 1 | D = 1, E = 0)P (S = 1 | D = 0, E = 1)
×
P (D = 1 | E = 1)P (D = 0 | E = 0)
P (D = 1 | E = 0)P (D = 0 | E = 1)
= ORED|S=1 × InterRR.

Proof of Result 1. FromRRES|D=1 = RRES|D=0, we have InterRR = RRES|D=1/RRES|D=0 =
1. Therefore, ORED|S=1 = ORED. 
Proof of Result 2. Because all the variables are binary, we can assume the
saturated logistic model,
logit{P (S = 1 | D = d,E = d)} = β0 + β1d+ β2e+ β3de,
where β2 = ORES|D=0 and β2+β3 = ORES|D=1. FromORES|D=1 = ORES|D=0,
we know β3 = 0 and hence the logistic model
logit{P (S = 1 | E = e,D = d)} = β0 + β1d+ β2e
does not have the interaction term between d and e. Define expit(x) = 1/(1 +
e−x). We have InterRR = A/B, where
A = P (S = 1 | E = 0, D = 0)P (S = 1 | E = 1, D = 1)
= expit(β0)expit(β0 + β1 + β2) =
1
1 + e−β0 + e−(β0+β1+β2) + e−(2β0+β1+β2)
,
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and
B = P (S = 1 | E = 0, D = 1)P (S = 1 | E = 0, D = 1)
= expit(β0 + β1)expit(β0 + β2) =
1
1 + e−(β0+β1) + e−(β0+β2) + e−(2β0+β1+β2)
.
Because
1/A− 1/B
= 1 + e−β0 + e−(β0+β1+β2) + e−(2β0+β1+β2)
−
{
1 + e−(β0+β1) + e−(β0+β2) + e−(2β0+β1+β2)
}
= e−β0(1− e−β1)(1 − e−β2),
the relative magnitude of A and B depends on the signs of β1 and β2. If
P (S = 1 | D = d,E = e) is non-increasing or non-decreasing in both d and e,
then β1β2 ≥ 0, A ≤ B and thus ORED|S=1 = ORED × InterRR ≤ ORED. If
P (S = 1 | D = d,E = e) has opposite monotonicity in d and e, then β1β2 ≤ 0,
A ≥ B and thus ORED|S=1 = ORED × InterRR ≥ ORED. 
Proof of Result 3. We can assume a saturated model on the linear probability
scale
P (S = 1 | D = d,E = d) = γ0 + γ1d+ γ2e+ γ3ed, (3)
where γ2 = RDES|D=0 and γ2+γ3 = RDES|D=1. FromRDES|D=1 = RDES|D=0,
we know γ3 = 0 and hence the linear probability model
P (S = 1 | D = d,E = d) = γ0 + γ1d+ γ2e
has no interaction term between d and e. Thus,
InterRR =
γ0(γ0 + γ1 + γ2)
(γ0 + γ1)(γ0 + γ2)
= 1−
γ1γ2
(γ0 + γ1)(γ0 + γ2)
depends on the signs of γ1 and γ2, because γ0 + γ1 > 0 and γ0 + γ2 > 0. If
P (S = 1 | D = d,E = e) is non-increasing or non-decreasing in both d and e,
then γ1γ2 ≥ 0, InterRR ≤ 1 and hence ORED|S=1 ≤ ORED. 
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Proof of Result 4. First, we prove the result on the odds ratio scale. Similar to
the proof of Result 2, we assume the logistic model (2) and obtain InterRR =
A′/B′, where
A′ = P (S = 1 | E = 0, D = 0)P (S = 1 | E = 1, D = 1)
= expit(β0)expit(β0 + β1 + β2) =
1
1 + e−β0 + e−(β0+β1+β2+β3) + e−(2β0+β1+β2+β3)
,
and
B′ = P (S = 1 | E = 0, D = 1)P (S = 1 | E = 0, D = 1)
= expit(β0 + β1)expit(β0 + β2) =
1
1 + e−(β0+β1) + e−(β0+β2) + e−(2β0+β1+β2)
.
If there is a negative interaction of E and D on S on the odds ratio scale, and
P (S = 1 | D = d,E = e) is non-increasing or non-decreasing in both d and e,
then β3 < 0 and β1β2 ≥ 0. Thus,
1/A′ − 1/B′
= 1 + e−β0 + e−(β0+β1+β2+β3) + e−(2β0+β1+β2+β3)
−
{
1 + e−(β0+β1) + e−(β0+β2) + e−(2β0+β1+β2)
}
≥ 1 + e−β0 + e−(β0+β1+β2) + e−(2β0+β1+β2) −
{
1 + e−(β0+β1) + e−(β0+β2) + e−(2β0+β1+β2)
}
= e−β0(1− e−β1)(1 − e−β2) ≥ 0,
implyingORED|S=1 ≤ ORED. If there is a positive interaction of E andD on S
on the odds ratio scale, and P (S = 1 | D = d,E = e) has opposite monotonicity
in d and e, then β3 > 0 and β1β2 ≤ 0. Thus,
1/A′ − 1/B′
= 1 + e−β0 + e−(β0+β1+β2+β3) + e−(2β0+β1+β2+β3)
−
{
1 + e−(β0+β1) + e−(β0+β2) + e−(2β0+β1+β2)
}
≤ 1 + e−β0 + e−(β0+β1+β2) + e−(2β0+β1+β2) −
{
1 + e−(β0+β1) + e−(β0+β2) + e−(2β0+β1+β2)
}
= e−β0(1− e−β1)(1 − e−β2) ≤ 0,
implying ORED|S=1 ≥ ORED.
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Second, we prove the result on the risk ratio scale. If there is a positive
interaction of E and D on S on the risk ratio scale, then InterRR ≥ 1 and
ORED|S=1 ≥ ORED. If there is a negative interaction of E and D on S on the
risk ratio scale, then InterRR ≤ 1 and ORED|S=1 ≤ ORED.
Third, we prove the result on the risk difference scale. Similar to Result 4,
we assume the linear model (3) and obtain
InterRR =
γ0(γ0 + γ1 + γ2 + γ3)
(γ0 + γ1)(γ0 + γ2)
= 1−
γ1γ2
(γ0 + γ1)(γ0 + γ2)
+
γ0γ3
(γ0 + γ1)(γ0 + γ2)
.
From (3), γ0 = P (S = 1 | D = 0, E = 0) ≥ 0. If there is a negative interaction
of E and D on S on the risk difference scale, and P (S = 1 | D = d,E = e) is
non-increasing or non-decreasing in both d and e, then γ3 < 0 and γ1γ2 ≥ 0.
Thus,
InterRR ≤ 1−
γ1γ2
(γ0 + γ1)(γ0 + γ2)
≤ 1,
implying ORED|S=1 ≤ ORED. If there is a positive interaction of E and D
on S on the risk difference scale, and P (S = 1 | D = d,E = e) has opposite
monotonicity in d and e, then γ3 > 0 and γ1γ2 ≤ 0. Thus,
InterRR ≥ 1−
γ1γ2
(γ0 + γ1)(γ0 + γ2)
≥ 1,
implying ORED|S=1 ≥ ORED. 
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