Irregular conformal block is an important tool to study a new type of conformal theories, which can be constructed as the colliding limit of the regular conformal block. The irregular conformal block is realized as the β-deformed Penner matrix model whose partition function is regarded as the inner product of the irregular modules. The parameter dependence of the inner product is obtained explicitly using the loop equation with close attention to singularities in the parameter space. It is noted that the exact singular structure of the parameter space in general can be found using a very simple and powerful method which uses the flow equations of the partition function together with the hierarchical structure of the singularity. This method gives the exact expression to all orders of large N expansion without using the explicit contour integral of the filling fraction.
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Introduction
In conformal field theory one constructs the lowest weight representation using the Virasoro lowest weight state |∆ [1] . Recently, however, so called irregular vector was introduced in [2] in connection with the asymptotically free N = 2 gauge theories. The irregular vector |I (m) is annihilated by positive Virasoro generators L |I (m) = 0 when > 2m > 0, but is a simultaneous eigenstate of a set of Virasoro generators
where Λ k is a non-vanishing eigenvalue. The existence of the irregular vector is consistent with the Virasoro algebra [L k , L n ] = (k − n)L k+n with k, n > 0. The irregular vector can be constructed as the superposition of lowest state together with its descendents. Explicit construction for small m can be found in [2] [3] [4] . A more detailed investigation is done in [5, 6] in connection with Argyres-Douglas type gauge theories [7, 8] . It is also noted in [6] that the irregular vector can be constructed in the process of colliding limit of primary fields. This is because the colliding limit of primary fields induces higher than 2 degree of singularities in the operator product expansion with the energy-momentum tensor. The higher singularity is the manifestation of the irregular vector.
Let us construct a multi-point state |R m = lim z 0 →0 m r=0 Ψ ∆r (z r )|0 where Ψ ∆r (z r ) is the primary field with conformal dimension ∆ r . We put Ψ ∆ 0 (z 0 ) at the origin so that the lowest weight state |∆ 0 = lim z→0 Ψ ∆ 0 (z)|0 is obtained. The operator product expansion with the energy-momentum tensor T (z) has the form where ∆ r = α r (Q − α r ) is used. Then, higher singularities in the OPE with T (z) are induced at the colliding limit where we compensate the position singularity of |R m by applying the products of (z r − z s )'s so that the irregular vector |I (m) is well-defined. The induced operator L k is the realization of the Virasoro algebra on the irregular vector space. 6) where the notation is used: c ≡ 0 unless 0 ≤ k ≤ m. It is obvious that L k = Λ k for m ≤ k ≤ 2m and is consistent with (1.1).
Our task is to investigate the parametric dependence of the irregular vector. Instead of constructing directly as in [2] [3] [4] 6 ], we will use the Penner-type matrix model. The Penner model was first introduced to find the Euler characteristic of moduli space of Riemann surfaces with genus and punctures [9] . Soon after, the Penner model turns out to be very useful to understand c = 1 string theory [10, 11] and is further generalized [12] to obtain the conformal block of the Liouville theory inspired by AGT relation [13] . Note that (m + 2) correlation of vertex operators Here, Q(= b + 1/b) is the Liouville background charge. Then, the conformal block F m+2 ( e α k φ(z k ) ) (figure 1) is identified with Z N × 0≤a<b≤m+1 (z a − z b ) −2αaα b which defines the β-deformed Penner-type matrix model :
where ∆(λ) = i<j (λ i − λ j ) is the Vandermonde determinant. The potential is given as the sum of logarithmic terms: V (z) = − m a=0 α a log(z − z a ). To make large N expansion possible, we rescale α a → α a / and rename β ≡ −b 2 and ≡ −2ig assuming = O(1/N ) and α a = O(1). This β-deformed Penner type matrix is proved very useful to reproduce the Nekrasov partition function [14, 15] . If we put z m+1 = ∞, we may view the conformal block F m+2 ( e α k φ(z k ) ) as the inner product ∆ ∞ |R m . The out-state ∆ ∞ | has the Liouville momentum α ∞ and is the hermitian conjugation of the in-state |∆ 0 with α 0 . At the colliding limit (figure 2), |R m becomes the irregular vector. With the compensating product of (
and the potential is given as the sum of logarithmic and inverse power terms
We will use the notation Z N . Under the change of variable, the measure changes as
. Exponentiating these extra factors into the potential term and using the neutrality condition one has the partition function with a slightly different potential
We may interpret the resulting partition function as the hermitian conjugation satisfying the relation
This paper is organized as follows. In section 2 we evaluate the Penner-type partition function at the colliding limit. The evaluation is done using the loop equation and the flow equations which was successively used in [16] . Here the filling fraction is used to replace all the unknown quantities. In this way one finds the inner product between irregular vectors as well as the product between regular and irregular vectors.
In section 3, we present a simpler way to find the singular structure of the partition function, the singularity in the sense of the parameter space. This is achieved using the fact that the inner product can be put in a hierarchical form. The unknowns in the flow equations are written in terms of power series of the properly defined parameters. The self-consistency condition for the flow equations provide a certain set of recursion relations. Its initial data is trivially given from the loop equation. The merit of this approach is that one does not have to evaluate the very complicated contour integration at all to connect the filling fraction with the unknowns. Section 4 is the summary and discussion. In appendix A, the details of the proof are found how the self-consistency of the flow equation determines the singular structure of the inner product.
Irregular conformal block
In this section, we provide explicit results of Z (m) N for the case m = 1, 2, 3. Similar calculation for m = 1, 2 can be found in [16] . Explicit expressions of the partition function in terms of the parameters of the potential are useful to find out the role of parameters in the irregular conformal block. The results will be used to check the calculation done in the next section using a quite different method.
Loop equation and flow equation
We briefly review the method of finding the partition function used in [16] . For simplicity we use the large N limit of the loop equation [17] [18] [19] 
where
is the resolvent and · · · refers to the expectation value with respect to Z (m)
is the quantum correction and is related with the partition function
where the potential (1.8) is used. As the result, we have m-coupled differential equations in the parameter space {c } when the loop equation (2.1) is expanded in the inverse power of z. This equation is called the flow equation.
Here d k is the coefficient obtained from the LHS of (2.1) and is given in terms of the expectation values of the powers of λ i 's. Once we find the coefficients d k as an explicit function of {c }, we can find the partition function. We will find d k in an explicit function of c 's under the following framework. The parameters c are defined so that the potential (1.8) has m-distinct saddle points (z m+1 V (z) = 0). Especially, we assume c 0 < 0 and c 's ( ≥ 1 ) are alternating in sign in the ascending order in so that c 1 > 0. Also we assume a special hierarchical ordering of the parameters |c k+1 /c k | |c k /c k−1 |. In terms of parameter η k = c k+1 c k−1 /c 2 k , the hierarchical ordering shows that |η k | 1 and one may confirm that each saddle point is proportional to c k+1 /c k in the leading order of η k .
In addition, one can demonstrate that the hierarchical ordering of the parameters corresponds to the special ordering of the position of vertex operators of the conformal block. To see this let us consider m = 2 case. From the relation (1.3) one has c 0 = α 0 + α 1 + α 2 , c 1 = −α 1 z 1 − α 2 z 2 and c 2 = α 0 z 1 z 2 . Its solution has the form z a = (c 1 /α a )x a where
This shows that if one assumes (α 1 α 2 /α 0 ) is finite and small at the colliding limit, then one can expand x a 's in η 1 power series assuming |η 1 | 1,
It is worth to note that 
If the integration variable is inverted ξ i = 1/x i this can be put in a more familiar form
The integration variable is x i ≥ 0 and α ∞ is in the proper range so that the partition function is well-defined. Rescale x i by α ∞ and we have
with 1/g s = α ∞ √ β/g. When β = 1, this partition function is the one considered by Penner [9] to describe the pseudo Euler characteristic.
The partition function Z
N (c 0 , c 1 ) is also obtained from the colliding limit of the 3-point conformal block directly. The 3-point function is given by
where [20, 21] . Putting z 0 = 0, z ∞ → ∞ and z 1 = −c 1 /α 0 and using
up to an appropriate normalization. The power behavior of c 1 is the same as the one obtained from (2.5) and
From now on, we do not bother to find the c 0 dependence which may be regarded as the normalization of the partition function. (Further comment is found in section 4). When m = 2, we have two flow equations.
λ i is given in terms of expectation values λ i and h 2 = 2 b( bN + c 0 ). The equation (2.11) forces the partition function of the form
where H (2) (η 1 ) is the homogeneous solution. According to (2.12), H (2) (η 1 ) obeys
where D 1 ≡ d 1 c 0 /c 1 and its parametric dependence on η 1 is found using the filling fraction
where A k is the contour loop (A-cycle) which includes the eigenvalues around the saddle point. (We freely use the notation N k for the filling fraction instead of the ratio N k /N ). Putting the resolvent 2W (z) = V (z) + V (z) 2 + f (z) from (2.1), one has parametric relation of the filling fraction
. One may assume that P 4 (z) has four real and positive roots which need to be justified a posteriori. In this case, there are two branch cuts and branch points are the roots of P 4 (z) = 0. For notational purpose, we denote the saddle point around |c k /c k−1 | as the k-th saddle point where the k-th cut and the filling fraction N k are associated.
The filling fraction (2.15) has a relation N 1 + N 2 = N and therefore, N 1 is enough to find D 1 . Integration is given in the elliptic function. But we will follow a practical way which works for m ≥ 2. Using the integration variable z = ξc 1 /c 0 , one has the ). Therefore it is convenient to put
. Therefore, the branch point is given byP 2 (ξ) = 0 to the leading order of η 1 , Expanding in powers of η 1 ,
one has the residue integration at ξ = 0 and ξ = ∞.
Finding D 1 in small η 1 expansion, one has
Equipped with the explicit D 1 , we solve the equation (2.14) to find
N has an interesting feature of the singularity in η 1 . The term with the factor N 2 2 comes from the Vandermonde determinant. On the other hand, the term with factor linear in N 2 has the essential singularity of the form exp(1/η 1 ) which is proportional to the energy difference of the two saddle points which is the instanton effect [22, 23] . Suppose we put N 2 = 0 which has no instanton at all. Then, the partition function becomes regular in η 1 , Z
if one puts η 1 → 0, the partition function reduces to Z
N , the one with m = 1. In other words, when N 2 = 0, the partition function Z When m = 3, we have three flow equations,
i . According to (2.21), one puts the partition function of the form
where 
where 27) where 
The residues at ξ = 0 and ξ = ∞ give the contour contribution The second cut lies around z = |c 2 /c 1 |. We rescale z = ζc 2 /c 1 for the contour integrations A 2 (see fig.5 (b)) and find the polynomial η
) where the dominant part is the squared form (ζ 2 + ζ) 2 . Therefore, the small η 1 and η 2 expansion has no branch cut integral. After integration, one has 
where 5N 2 ) ). Plugging D 1 and D 2 into a system of equations (2.25) and (2.26), we have the partition function
Note that the term linear in N 3 shows the non-trivial instanton effect whose exact contribution is not easy to calculate in other ways. When N 3 = 0, the partition function has the smooth limit Z (m=2) N as η 2 → 0.
Inner product
Let us now consider the colliding limit of the conformal block as shown in figure 6. In this limit, the partition function Z
The potential is modified to have a new Liouville momentum c 0 = m s=0 α s at zero and c ∞ = α ∞ + m+n t=m+1 α t at infinity so that the neutrality condition is c 0 +c ∞ + bN = Q. The additional positive power term in V + (z) characterizes the irregular singularity at infinity. Thus, this matrix model is identified with the inner product
between the irregular vector of the rank n at infinity and irregular vector of the rank m at zero.
and d −n = 2 bN c −n . The remaining terms are given as the (m + n − 1) flow equations
Regarding ϕ(z) as the expectation value of the energy momentum
, one has the eigenstate at origin
and another at infinity
This definition is consistent with the conjugate of Virasoro generators
which ensures that each saddle point is proportional to |c k+1 /c k |. Suppose we rescale the integral variables λ i as λ i c 0 /c −1 , the partition function has the form
is the sub-leading contribution. In the large N expansion, we have
where H (n;m) is the function of η k 's because the scaled potential has the coefficient 
is a polynomial of order 2(m + n) and the integrand has (m + n) cuts.
Integrating over A k is done after rescaling z to ξc k /c k−1 so that the k-th cut is O({η
On the other hand, (k + a)-th cut with a ≥ 1 goes to zero, O(
The simplest example is n = m = 1. It is convenient to put Z (1;1) N in the form (2.42) whose flow equation is
Filling fraction integral has P 4 (z) = c
When n = 1 and m = 2, we have two flow equations
, we have
Inverting the relations, we have
. Therefore,
(2.49) As m and n increase, the flow equations becomes more complicated. We give the explicit result for n = m = 2 for later comparison. We have three flow equations
(2.52)
the filling fractions are evaluated
Inverting the result, one has
and one has the partition function
(2.57)
3 Hierarchical structure of the partition function
It should be noted that given N 2 , the inner products
(2.57) and ∆|I (2) in (2.20) have the same η 1 dependence. Likewise given N 1 and N 2 , one can see the same η 0 dependence in I (2) |I (2) and I (1) |I (2) . From this observation, one may wonder if how much singular structure in I (n) |I (m) is shared with others.
We will investigate the possibility of this singular structure in detail and present a way to find the partition function without using the filling fraction contour integration.
Singular structure in
Let us investigate the small η 0 -behavior in the inner product I (n) |I (m) . First we rearrange the integration variables in two groups. One group is the integration variables which lies around the k-th saddle point with k ≥ 1 whose integration variables are denoted as λ 
whose potential is given in (2.36). If we use η 0 1, we may put Z 1. Therefore, the dominant contribution of the determinant is
In addition, with the rescaling of 
where V L (z) = −c 0 log z + V − (z). Therefore, Z L is identified as the inner product ∆(c ∞ + bN R )|I (m) where the Liouville momentum at infinity is c ∞ + bN R . Likewise, λ R contribution is given by
where V R (z) = −(c 0 + bN L ) log z + V + (z). Here, the potential V R (z) is not −c 0 log z + V + (z) but an extra term − bN L log z is added due to the extra contribution of the Vandermode determinant (3.2). It is a simple exercise to show that V − (ξ R c 0 /c −1 ) → 0 as η 0 → 0. After this consideration, one notices that Z R is identified with
Finally, the sub-dominant part of the determinant in (3.2) has the leading term
where · · · L and · · · R refer to the expectation value 
This conclusion is checked by the explicit result given in the previous section. Since 
where the neutrality condition c ∞ = −c 0 − bN is used. Therefore, the product of Z L and Z R is given as
where N = N L + N R . This result Z L Z R is in perfect agreement with the inner product I (2) |I (2) shown in (2.57).
Hierarchical relation between ∆|I (m) and ∆|I (m−1)
The singular contribution of I (n) |I (m) at small η 0 limit is given as the product of 
Here, the original potential V (z) is used and becomes infinite as η m−1 → 0. This shows that T (m) contains the singular contribution.
It is noted that the sub-leading contribution in the determinant vanishes as η m−1 → 0. To check this, let us consider the O(λ
The expectation value λ when the set of parameters {η 1 , · · · , η m−1 } are small. As the result we have the following hierarchical structure of the singularity.
where the subscript S stands for the singular part only neglecting regular contributions.
Here
14) which has filling fraction N k and Liouiville momentum β (k) satisfies the relation
The explicit expression of T (k) (β; N k ) can be found from the expressions in section 2. For example, using the inner product ∆|I (2) (c 0 ) given in (2.20), one has
.
(3.19)
We note that the singular structure in (3.17) is consistent with the ansatz proposed in [6] . When k = 2, the ansatz is given as
where the vector |I 
) . From the Ward identities the factors were determined as
The prefactor in front of |I (1) 0 (β (1) ) is T (2) (β (2) ; N 2 ). (Q = 0 if the large N limit is taken.)
Flow equations for T
It is shown that the singular structure of the inner product between the irregular vectors are encoded in the partition function T (k) as in (3.17) . Therefore, if we find
then all the singular structures in the parameter space are known. In this subsection, we are presenting a set of differential equations for T (k) so that one can find the partition function directly using the flow equations. We start with the partition function
where we use the potential
given in terms of the rescaled integration variables ξ i . Its potential is given as
The parameters
η t+ for (0 ≤ t ≤ k − 2) and κ k−1 = κ k ≡ 1. The overall parameter κ 0 is specially treated and is equivalently called τ k . These new parameters have a definite ordering: τ k κ 1 · · · κ k−2 1. In this rescaling, ξ i around the k-th saddle point and has ξ s i = (−1) s + O({κ }).
we may put the flow equation in power series of τ k as
t,n are independent of τ k and regular in {κ 1 , · · · , κ k−2 }. Therefore, if one integrates (3.25) over τ k one ends up with the form
This shows that the singular contribution to T (k) as η → 0 is due to the terms H
Evaluation of T (k) from the flow equation
The direct calculation of the partition function uses the loop equation and requires the complicated integration to find the filling fraction (2.15). This is not always the case. However, it can be demonstrated that T (k) (β (k) ; N k ) does not need any explicit integration of the filling fraction. This is done by fully exploiting the flow equation. The starting point is to observe that the flow equation (3.25) must satisfy the self-consistency condition
This trivially looking conditions provide a very powerful tool to find H (k)
n . For example, the self-consistency shows that H
is a constant and is independent of any κ . Not only that, the consistency condition turns out to constrain all the expectation values
Let us redefine the expectation value using a new parameter 
To make the consistency condition more tractable, we expandD s in power series of {κ } since 1/ξ
(3.31)
The power expansion allows one to identify H (k) explicitly. Comparing (3.25) with (3.29) and (3.30) one has H (k) −1 using the zeroth order of τ k inD s .
Let us find out how useful the flow equation is. When k = 2, we have only one flow equation with τ 2 = η 1 . ∂H (2) 
Once τ 2 dependence of (D 0 +D 1 ) is known, one findH (2) completely. For this, the loop equation provides a useful information. The loop equation for T (k) is given as.
One can collect the data ofD s after the large z expansion of (3.34)
This simple data is enough to obtain the singular part
and thus, we have
If one puts β (2) = c 0 and Q = 0, we reproduce the result in (3.18) . This example shows that one may obtain the singular contribution of T (k) directly. We do not need any explicit integration of the filling fraction as in section 2 to connect the partition function with the filling fraction. Here, the flow equations together with the simple analytic structure of the loop equation is enough to find all the singular structures of the inner product. When k = 3, there are two flow equations. Using the parameters τ 3 = η 1 η 2 2 and κ 1 = η 2 , we have the equations
The self-consistency ∂ 2H (3) /∂τ 3 ∂κ 1 = ∂ 2H (3) /∂κ 1 ∂τ 3 gives the recursion relation:
To solve the recursion relations we need the initial conditions such as [
Using the fact
, we have at the zero-th order of τ k
In addition, unless α s = 1 and
At the first order of τ k , we have
is a constant, independent of κ 's, one can find H (k) 0 using the flow equation (3.29) . From the first order of τ k inD s , one has
All the terms which depend on κ should be cancelled. Noting that κ k−1 = κ k = 1 and A = (−1) + O({κ }) and changing the order of the sum over s and j, one obtains . Finally the flow equation
shows that
and therefore,
(3.49) The singular structure is the same as the one in (3.19) where β 
where κ 1 = η 2 η 
we have the recursion relations:
The coefficients needed for the singular part H 4) . Therefore,
(3.56)
Using the hierarchical structure (3.17), we obtain the singular part of the partition function
(3.57)
Summary and Discussion
In this paper, the inner product of the irregular vector is studied which corresponds to the asymptotically free quivers of SU (2) gauge groups (general theories of A 1 class) [24] [25] [26] . The irregular vector is the simultaneous eigenstate of a set of positive Virasoro generators. The inner product of irregular vectors is obtained using the colliding limit of (m + 2)-regular conformal block and is represented by the β-deformed Penner-type matrix model. The partition function becomes the two point correlation of irregular conformal block of rank m and contains (m + 1)-parameters. We have found explicitly the m-parametric dependence of the partition function. As shown in section 2, we use the loop equation of the matrix model and find the parameter dependence of the inner product explicitly. In this process we need to evaluate the contour integral which is needed to eliminate the expectation values in terms of filling fraction and parameters. However, the contour integral in general gives elliptic function and the inverting process is very cumbersome to express the expectation values in terms of parameters including the filling fraction.
On the other hand, it is noted in section 3 that as far as the singular structure is concerned one may use a simple and powerful method. The method uses the flow equation of the partition function. The idea is based on the observation that the singular structure of the inner product is hierarchical. One finds that the singular part of the inner product between irregular vectors of rank n and m is factorized into those of inner product between regular and irregular vectors (3.7). Furthermore, the singular structure of the irregular vector rank m can be factorized into those of lower ranks as shown in (3.16) and (3.17) . Based on this hierarchical structure of the singularity, all the singular features are described by the effective partition function called
The advantage of using T (k) is that the self-consistency of the flow equations is enough to find all the singular structures of the partition function. We do not need the contour integration corresponding to the filling fraction. Why this method works lies in finding the initial condition for the flow equations. It is noted that two singular contributions, H On the other hand, the behavior of the regular contribution H (k) n for n ≥ 1 is quite different. The initial condition is not found from the simple analytic structure of the loop equation. The initial condition needs to be found from other methods such as filling fraction integration. This is the reason why we can use the filling fraction integration in section 2 to find the regular contributions.
Depending on the way of colliding limit, there may arise many-point irregular conformal block and more parameters appear. The irregular n-point conformal block has the Penner potential with singularity at n points. One may see the same hierarchy of the singularity structure similar to 2-point irregular conformal block.
Note that (m + 1)-parameters describe the irregular vector of rank m. Among them, m-parameter dependence is easily described in terms of the m-flow equations. However, the remaining one parameter dependence is not simple to find. As seen in the irregular vector with rank 1, the remaining parameter dependence can be obtained from the colliding limit of the 3-point function of the regular conformal block. When β = 1, the resulting partition function reduces to the original Penner model [9] and describes the pseudo Euler characteristics and is useful to understand c = 1 string theory [10, 11] . Therefore, the remaining parameter dependence should describe the generalized descendants of the irregular vector. The recent attempt to understand the certain limit of the regular conformal block in terms of Painlevé equation [30, 31] will be useful to understand the remaining parameter dependence.
which is completely fixed if one knows theD s at the limit
To findD s from the consistency condition (A.4) one needs some elementary information onD s . This is obtained from the loop equation. The loop equation has the form (3.34)
Large z expansion provides useful results onD s as shown in (3.41). Some information we need are listed as follows:
and for
Note that the information holds to the all order of large N . We present how to find D s in the following steps.
Step as given in (A.7).
Step [2] : FindD k−2 andD k−1 in power series in κ k−3 and κ k−2 . Next step is to use the consistency flow along τ k , κ k−3 and κ k−2 . Step [3] : Inductive proof of findingD 's in power series in κ t , · · · κ k−1 .
Suppose the coefficients ofD
[D ] 0,··· ,0,α t+1 ,α t+2 ,··· ,α k−2 for (t + 2 ≤ ≤ k − 1) (A.14)
is known for (α t+1 , · · · , α k−2 ) ≥ 0. The case t = (k − 3) is done in the step [1] , which is true. Therefore, our proof can be done using the inductive way. Suppose the coefficient in (A.14) is known for a certain t < k − 3. Our claim is that the consistency conditions We further reduce the above equations using the known information. Note that we are trying to find the solution at τ k = 0 and {κ 1 , · · · , κ t−1 } = 0. Therefore, we put τ k → 0 and discard RHS of (A.16). In addition,D s = 0 for s = 0, · · · , t − 1 by the conditions (A.8) and (A.9). Therefore, the non-vanishing components in the above equations are simplified. Note that we put the lower limit of the summation s = t in (A.19) using A = 0 when < 0, without which the lower limit should be s = max(k − a, t) (LHS) and s = max(k − t, t) (RHS). Note thatD t is known and linear in κ t in (A.8) and (A.9). The unknowns areD s with (t + 1) ≤ s ≤ (k − 1). Therefore, it is convenient to put the equations (A.18) and (A.19) in a simple product form .14) . Therefore, the claim is proved.
Note that the iteration goes from t = (k − 3) to t = 1. The procedure determines all the contribution toD (2 ≤ ≤ k − 1) when τ k = 0. The remainingD 1 is already known completely in (A.8) and (A.9) when τ k = 0.
