Motivation: For cluster analysis, high-dimensional data are associated with instability, decreased classification accuracy and high-computational burden. The latter challenge can be eliminated as a serious concern. For applications where dimension reduction techniques are not implemented, we propose a temporary transformation which accelerates computations with no loss of information. The algorithm can be applied for any statistical procedure depending only on Euclidean distances and can be implemented sequentially to enable analyses of data that would otherwise exceed memory limitations. Results: The method is easily implemented in common statistical software as a standard preprocessing step. The benefit of our algorithm grows with the dimensionality of the problem and the complexity of the analysis. Consequently, our simple algorithm not only decreases the computation time for routine analyses, it opens the door to performing calculations that may have otherwise been too burdensome to attempt.
Introduction
Quantitative data from the omics fields often arrive in the form of a p Â n matrix X, in which the columns represent n independent observations x 1 ,. . .,x n . Each observation is a vector in p dimensions representing the expression levels of p genes. High-dimensional data refers to situations where p > n, with p in the thousands to tens of thousands, and n in the tens to hundreds. Problems with data of this nature are extensive and well documented. Beyer et al. (1999) argue that under certain conditions, as dimensionality increases, clustering results become unstable. For the specific problem of classifying cancers with gene expression data, Lu and Han (2003) argue that most genes will not be relevant to the disease, and consequently, using all genes for classification will result in both less accurate classification and unnecessarily large computational burden. For these reasons and others, a substantial literature on methods for dimension reduction has been established. Jain et al. (2000) review methods for both "feature selection" which seek to find a subset of features minimizing classification error, and "feature extraction" which aim to transform the data into an appropriate subspace. In gene expression studies it is common for feature selection to proceed by ranking the genes according to variability and discarding a predetermined number of the least variable genes (Koboldt et al. 2012) . Commonly used feature extraction methods in gene expression research include multidimensional scaling (MDS) (Tzeng et al. 2008 ) and principle components analysis (PCA) (Ringnér 2008) . These methods are not exclusive to cluster analysis, but a related literature specifically for subspace clustering methods has also been developed (Vidal 2011) .
Though methods of dimension reduction will undoubtedly be helpful in a variety of settings for classification and visualization, many researchers still find themselves in situations that require highdimensional clustering. In some cases, clustering is used to visualize variation between technical replicates and treated samples (Weekes et al. 2014) . In other circumstances, researchers would like to do feature selection but cannot justify removing enough features to no longer be in a high-dimensional setting (Koboldt et al. 2012) . Others might be turned away from dimension reduction by the complexity and risks inherent in reducing information contained in the data. An empirical study by Yeung and Ruzzo (2001) found that doing PCA prior to clustering often degraded cluster quality. Jain et al. (2000) argues that feature selection based on univariate statistics is unlikely to lead to an optimal subset. Questions of which dimension reduction algorithm to use, and more importantly, how far to reduce the dimensionality, do not have simple answers. Exhaustive searches are often impossible in large datasets, and it has been shown that nonexhaustive feature selection procedures cannot guarantee the selection of an optimal subset (Cover and Campenhout 1977) . Presumably, the reasons for high-dimensional clustering go beyond these possibilities as finding examples in the literature is trivial. Thalamuthu et al. (2006) clustered four real datasets of dimensions 1663 Â 77, 1744 Â 45, 2570 Â 114 and 1920 Dudoit and Fridlyand (2002) used datasets of dimensions 4682 Â 81, 3571 Â 72, 5244 Â 61 and 3613 Â 31. Many of the methods commonly used with such data are invariant or equivariant with respect to translation, rigid rotation and reflection. That is, applying such transformations does not change the results. The prototype example is clustering algorithms based on Euclidean distances between points and between points and centroids of groups of points (Jain 2010) . Other invariant methods include various types of linear discriminant analysis , principal components, linear regression, logistic regression, density estimation and mixture modeling (McLachlan et al. 2003) .
When these methods are employed in the high-dimensional setting, we can re-purpose the concept of dimension reduction to effectively eliminate the computational burden imposed by high dimensionality. The data reduction described here is an effective preprocessing step for the invariant or equivariant procedures described above. This is especially true when the procedures are combined with some form of resampling as found in papers by Dudoit and Fridlyand (2002) , Monti et al. (2003) , Tseng and Wong (2005) , McLachlan and Khan (2004) and Volkovich et al. (2011) . Even without resampling, it is usually recommended that the k-means algorithm be rerun with 25-50 random starts to avoid local minima. The pre-processing step can greatly reduce the processing time for an analysis and in some cases will allow for analyses that could not otherwise be performed without upgrading computational power.
The remainder of this article is structured as follows. We will present our lossless data reduction (LDR) algorithm, and the sequential out of memory version (LDRseq). We then demonstrate the speedups achieved in various settings while using k-means clustering on simulated data. In the following section, we implement consensus clustering on four real datasets of increasing size and demonstrate the gains achieved with LDR and LDRseq. We conclude with a discussion of the possible applications of LDR.
Materials and methods
In this section, we describe the LDR and LDRseq algorithms which can be used to reduce the size of a dataset while entirely preserving the original distance relationships.
It helps to view the n observations as a point-cloud in p dimensions. To avoid trivialities, we assume that there is no linear dependence among the n columns of X. For p ! n, the n points in R p will fall in a hyperplane of dimension n -1. Rigid motion of that plane does not change the relationship of the points to each other. The familiar example is that three points in three dimensions, not all on a line, define an ordinary plane. The proposed method consists of two main steps. First, we apply a translation to place one of the observations at the origin; we use x n for convenience. That is, we replace x i by x i À x n ; i ¼ 1; . . . ; n. Second, we apply a rigid rotation to transform p-n þ 1 of the coordinates to zero. The remaining n -1 non-zero coordinates, along with the point that was placed at the origin, contain all the information about the original point cloud, as far as invariant procedures are concerned. After rotation, the hyperplane will be parallel to n -1 axes and orthogonal to the remaining p -n þ 1 axes.
We use the QR decomposition to compute the rotated coordinates. For a p Â m matrix X of rank m, the QR decomposition is an orthogonal transformation
where Q pÂp is orthogonal and R mÂm is upper-triangular (Stewart 1998, ch. 4) . The matrix Q embodies a rigid rotation applied to the m points. In our application, m ¼ n -1, and Q need not be computed explicitly. Most software for QR decomposition will take X pÂn with zeros in the last column and return zeros in the last column of R nÂn , in which case the last row in R can be deleted. The resulting (n -1) Â n matrix contains the rotated coordinates of the n points and is to be used in further processing and analyses instead of the original X. For p > n, this produces significant reduction in computational cost. The LDR algorithm is summarized as follows: Input: X, a p Â n matrix, p ! n.
Step 1: Replace each x i by x i À x n ; i ¼ 1; . . . ; n.
Step 2: Compute R in the QR decomposition of X.
Step 3: Delete the last row, a row of zeros, from R. Output: R, an (n-1) Â n matrix.
We provide computer code in the Appendix. Table 1 presents a short example that illustrates what the algorithm achieves. The data matrix representing p ¼ 5 variables or features on n ¼ 4 samples or observations is followed by the 3 Â 4 reduced matrix computed by LDR. It can be verified that all six pairwise Euclidean distances are preserved. For example, the squared Euclidean distance between samples 1 and 2, based on the original data,
same distance is obtained from the reduced matrtix computed by LDR; À6:164414 þ 1:
Distances between cluster centroids are also preserved. As an example, suppose that we group samples 1 and 2 as one cluster and samples 3 and 4 as another. The cluster centroids in terms of the original data are (3, 2, 4, 3.5, 2.5) and (4.5, 3, 3.5, 1, 3), and the squared distance between them is 10. After applying LDR, the centroids are (-3.731093, 2.564946, 0) and (-1.9466571, 0.2872739, 1.275931), and the same squared distance is obtained. The LDR transformation should be applied as the very last step just prior to calling the analysis algorithm proper. Any preprocessing such as denoizing, filtering, imputation and normalization should be performed before applying LDR.
It should be noted that LDR is not unique in its ability to preserve distances. The same objective can be achieved with classical MDS, as presented by Torgerson (1952) . The aim of MDS is to reduce dimensionality while minimizing alterations in the distance structure of the original data. It has long been known that when reducing from a p Â n matrix, with p > n to a dimension greater than or equal to n -1 the distance can be preserved exactly. Compared with LDR, the resulting reduced matrix will not be identical, but the distances will be the same. So in theory both could be used to accelerate other analyses. However, this special case has been largely ignored, since reducing to n -1 dimensions does not achieve the usual objectives of MDS.
According to Borg and Groenen (2005, Ch. 1) , the four purposes of MDS are the visual inspection of dissimilarity in a low dimensional space, testing structural hypotheses, discovery of the dimensions that underlie similarity, and the modeling of similarity judgments. Noticeably absent from these objectives is the idea of using MDS to accelerate other analyses, which is exactly our purpose. Borg further argues that the term MDS should only be used when reducing to a dimension low enough for visual representation (Borg et al. 2012, Ch.7.1 ). Thus, it should be no surprise that the MDS algorithm is not optimal for the purpose described in this paper. The algorithm we present requires fewer steps and demonstrates greater benefits relative to MDS as the dimension of the data increases. Furthermore, our algorithm can be adapted for sequential execution which creates an ability to quickly analyze data even when it would otherwise exceed limitations imposed by a computer's memory.
LDR out of memory
LDR works because the R matrix from a QR decomposition preserves the distances between the columns of a matrix. In situations where the matrix is too large to be read into system memory, the Q matrix will also be too large. However, the R matrix, the only part needed for LDR, can always be written as an upper triangular matrix with dimensions determined by the number of columns. Furthermore, it is possible to add a row to the X matrix and update the R matrix without needing X or Q. This enables us to create a sequential version of LDR, (LDRseq), which can be used even when analyzing the data would otherwise result in memory errors. The updating strategy in LDRseq is a modified version of the algorithm presented by Miller (1992) , originally used as a step in the updating of linear regression coefficients.
The LDRseq algorithm is summarized as follows: Input: filename, a path to a text file containing X a p Â n matrix, p ! n.
Step 1: Read in matrix X q from the first q rows of X, such that q is large enough to guarantee that X q is full rank.
Step 2: Compute R from the QR decomposition of X q .
Step 3: Read in x qþ1 , the q þ 1th row of X and append it to bottom of R.
Step 4: Perform p sequential Givens rotations on R to make it upper triangular.
Step 5: Delete the last row, a row of zeros, from the updated R matrix.
Step 6: Repeat steps 3-5 until the end of the data. Output: R, an n Â n matrix.
The final output is the R matrix from a QR decomposition on the full dataset. Note that the corresponding Q matrix is never computed and having the full data in memory is unnecessary. We present an R version of the algorithm utilizing C þþ code through Rcpp for fast computation on very large datasets. The algorithm, if needed, is easily parallelizable and requires only a single pass through X. The complexity of this algorithm is O(n 2 p) making it ideal for high dimensional analysis.
Rcpp code for LDRseq can be found in Appendix section.
Performance
Here, we provide data on the speedup obtained with K-means in scenarios that mimic those encountered in practice. There are two ways to define run time with LDR. The first is to include LDR in each run of K-means. The second definition of run time is to run LDR only once, and then repeatedly call K-means. We timed Kmeans, clustering the data into five clusters, with 'nstart' number of starting points using R 3.2 on the Windows operating system. All data were generated as iid from the standard normal distribution. The speedup factor was computed as (time without LDR)/(time with LDR). The timing data in Table 2 demonstrate that even if K-means is run once with nstart ¼ 1, LDR provides some speedup. But with larger values of nstart, as is often recommended, speedups range from about 5 for p ¼ 500-37 for p ¼ 10 000. The second definition of run time is the one that is relevant to iterative and resampling procedures such as consensus clustering (Monti et al. 2003) and ensemble clustering (Strehl and Ghosh 2002) . The corresponding speedups are in the range of 6 for p ¼ 500-197 for p ¼ 10 000. With real datasets containing millions of variables much larger speedup factors will be obtained, as we will see in the following section.
Real data
To demonstrate the advantages of LDR in realistic scenarios we will analyze four datasets of increasing size. These datasets will be used to compare the relative computation times for distance preserving transformation with LDR and MDS. The data will also be used to demonstrate the absolute gains in computing time realized by attempting a computationally intensive clustering algorithm on high dimensional data.
Dataset 1 comes from a yeast proteomics experiment containing relative protein estimates from 5068 proteins measured in 9 different samples (Paulo et al. 2016) . The estimates were derived from a much larger dataset containing peptide level intensities from 167 253 peptides measured across 10 samples. The peptide level data matrix will be used as dataset 2. Both the 5068 Â 9 dataset 1 and the 167 253 Â 10 dataset 2 can be obtained through the online version of the publication (Paulo et al. 2016) .
DNA methylation studies provide us with examples that contain substantially larger numbers of features. Bisulfite sequence data from 25 human tissue samples were downloaded from the Human Epigenome Atlas https://www.genboree.org/epigenomeatlas/ multiGridViewerPublic.rhtml. From these files we created two datasets. The first, dataset 3, contains only genome markers common to all samples, from chromosome 1. The resulting object is a 1 375 944 Â 25 matrix. Dataset 4 was generated from the same files but contains all common positions, across tissues, from all 23 chromosomes. Dataset 4 is a 15 056 536 Â 25 matrix, which was too large to be processed in R on our desktop PCs. Accordingly, we only analyze dataset 4 by using LDRseq.
Comparison of LDR and MDS
Both LDR and MDS can be used to reduce the size of a matrix for the objective of accelerating future analyses. We will now compare the relative performance of the two algorithms. This comparison is admittedly somewhat forced, since, to the best of our knowledge, nobody has ever used MDS to accelerate clustering algorithms and it contains steps that are unnecessary for our objectives. Nonetheless, the comparison is necessary for us to justify using LDR in place of MDS. We do not make any comparisons of MDS to LDRseq, since we only recommend using LDRseq in applications where MDS would fail entirely.
LDR and MDS were compared on datasets 1-3 with the microbenchmark package in R 3.2.3. LDR was computed with the R code presented in the online supplement and MDS was performed with the cmdscale function from the stats package. The microbenchmark function was used to time 1000 calls to both LDR and MDS on each of the datasets. The median processing times for datasets 1-3 were, respectively, 7.89, 118.21 and 2841.31 ms using LDR and 5.09, 297.60 and 43 231.15 ms using MDS. The relative speedups obtained with LDR, shown in Figure 1 , suggests that the computational advantage of LDR over MDS increases in an approximately linear relationship with the number of variables in the dataset. The observed advantage of LDR is unsurprising since fewer operations are required. However, it should be made clear that the speedup is only for the distance preserving transformation. As we will show in the next section, the transformation time is often negligible relative to the time saved performing a subsequent analysis with a substantially smaller matrix.
Analysis of absolute time saved
We expect that the greatest gains to be achieved with LDR will occur when performing computationally intensive, resampling based, clustering techniques on high dimensional data. To demonstrate the magnitude of these gains we performed Consensus Clustering on datasets 1-3. All code was executed in R 3.2.3 using the ConsensusClusterPlus package (Wilkerson and Hayes 2010) with 1000 reps and k-means clustering as the base method.
A direct application of ConsensusClusterPlus to dataset 1 required 103.81 s. Implementing both the LDR transformation and the ConsensusCluster algorithm reduced the computational time to 1.56 s. Although this is a nice improvement to processing time, it is minimal compared with the advantage when clustering the larger datasets. For dataset 2, executing both LDR and Consensus Clustering took 1.75 s. Without LDR, the processing time increased to 3582.11 s (59.70 min). For dataset 3, times with and without LDR were 4.79 and 30 336.68 s (8.43 h), respectively.
Dataset 4 was sufficiently large to cause difficulties reading the file into R. We managed to do this in a reasonable amount of time using the fread() function from the data.table package. However, attempting to analyze this data, quickly resulted in a memory error. This size limitation motivated the creation of the LDRseq algorithm which we coded in Rcpp to provide a fast transformation which can be used in the platform most likely to struggle with memory limitations. Passing the 15 056 536 Â 25 matrix to LDRseq returns a 25 Â 25 matrix object. The combination of LDRseq and Consensus Clustering took 321.18 s. This transformation should be noticeably slower than LDR, but the basic LDR algorithm could not be applied to this data without upgrading our computational power.
Complete performance figures, summarized in Table 3 , show that while computation times can be drastically impacted by the dimensionality of a dataset, the increase realized when using the LDR transformation is negligible. Consequently, as the number of variables grows so does the amount of time saved by LDR. With a small number of variables the benefits are minor, while in the more extreme cases LDR, especially LDRseq, allows analyses that could not have otherwise been performed. Note: Speedup factors are defined as (time without LDR)/(time with LDR). Factors were computed for two scenarios; with LDR used in each iteration and with only a single LDR pre-processing step. 
Discussion
With the emergence of high-throughput omics technologies, biologists have been confronted with many issues regarding handling, processing and analyzing very large datasets. Clustering is often an early step in the analysis of these data, as it can transform a large matrix of numerical values into a visual representation of relationships and trends.
For researchers working with high-dimensional data LDR can save large amounts of processing time. These benefits grow with the dimensionality of the data. In the extreme case, with very big data, the LDRseq algorithm enables analyses that otherwise exceed the capabilities of a computational system. Increasing computational power is not always an available option. Furthermore, gaining access to and queuing jobs on large computer clusters can be difficult and time consuming in itself. We hope that our approach will make life easier for researchers working in these conditions. However, an argument can be made that a better use for LDR is to provide modest gains in time, to a very large number of researchers.
To this end, the creators of clustering software are our target audience, and our message is the simplicity of the LDR code. By adding an "if" statement and five lines of code, almost every software package implementing clustering algorithms can be made more efficient without altering the results in any way.
As an example, McLachlan et al. (2003) analyzed a dataset consisting of n ¼ 62 observations and p ¼ 2000 variables, originally selected from a pool of 6500 variables. They employed an initial screening procedure to select 446 variables that were then used to cluster the 62 observations. The method we present would be beneficial after any of the initial reductions. LDR would speed up the analysis of any of the sets of 6500, 2000 or 446 variables to 61 variables with no loss of information. The 61 Â 62 reduced data matrix can be entered into further analyses, including lossy dimension reduction. We note that after clustering based on R 61 Â 62 , we can go back to the original p variables, the rows of X, to study how they differ among the identified clusters. The reduction does not force the analyst to forget about the original variables.
We have been careful not to describe our algorithm in terms of dimension reduction. Our view is that for p ! n, the actual dimension of the problem of clustering of the n points or samples is of dimension n -1. LDR forces the length of the non-zero variables to equal the dimension of the problem. Feature selection, selecting a subset of p* variables (p > p Ã ! n) out of the original p, does not change the dimension of the problem. As Jain points out, feature selection often occurs not because it is desirable but because it is computationally necessary (Jain et al. 2000) . This is precisely the problem solved by LDR; computational burden need not necessitate feature selection.
It should also be emphasized that though our focus has been on the acceleration of clustering algorithms, others may find the concept useful for a wide range of analyses. Our LDR procedure gives considerable speedup factors by computing a concise representation of the data that preserves all the relevant distance information. Classification methods such as linear discriminant analysis and logistic regression, principal components, and essentially all linear procedures fall in the realm of methods for which the data reduction described above is lossless. Kernel density estimation is an example of an equivariant procedure. Translation, rigid rotation and reflection of the n points only transform the density contours in an equivalent manner, but otherwise the density estimate is the same. Clearly, not all multivariate methods are invariant to rigid rotation and reflection; examples include regression trees (Breiman et al. 1984, Ch. 2 & 8) and clustering based on the L 1 norm (Jajuga 1987; Sabo 2014) .
The greatest benefits of LDR are achieved when implementing resampling based techniques on high-dimensional datasets. For the analyses considered in this article, LDR saved substantial amounts of processing time. The benefits of LDRseq went further still by enabling data analysis on computing systems that would otherwise not be possible. The trick is simple, the results are unaltered, and the gains are potentially substantial. For these reasons we believe LDR should be incorporated as a standard step in all software implementing clustering algorithms. Note: For datasets 1-3 the timing in the with LDR/LDRseq row, represents the combined time required to run both LDR and Consensus Clustering. For dataset 4 this row shows the time required to run LDRseq and Consensus Clustering.
