ABSTRACT Long-term Electrocardiogram (ECG) analysis has become a common means of diagnosing cardiovascular diseases. In order to reduce the workload of cardiologists and accelerate diagnosis, an automated patient-specific heartbeat classification method based on a customized convolutional neural network (CNN) is proposed in this paper. The parallel convolutional layers with kernels of different receptive fields in the network are responsible for extracting multi-spatial deep features of the heartbeats, and the channel-wise attention module is adopted to selectively emphasize the informative features, which are beneficial to distinguish different classes of beats. To facilitate the extraction and emphasis of the important features, each heartbeat is segmented and stacked to form the multi-channel network input according to the basic temporal characteristics of the main components (P wave, QRS complex, and T wave) in the ECG. Besides, to further improve the network generalization and achieve better performance on various ECG of new patients, a method of intra-record sample clustering is proposed to select the representative heartbeats to construct the training set. The proposed method classifies heartbeats into five classes (normal beat (N), supraventricular ectopic beat (SVEB), ventricular ectopic beat (VEB), fusion beat (F), and unclassifiable beat (Q)). Validated on the MIT-BIH arrhythmia database, our approach demonstrates performance superior to several state-of-the-art methods. In addition to an average accuracy and specificity of over 99%, this method achieves a sensitivity of 95.4% and a positive predictivity of 97.1% for VEB class, and a sensitivity of 81.1% and a positive predictivity of 90.0% for SVEB class. With high classification performance and pathological heartbeat detection accuracy, the proposed method is promising for clinical device applications.
I. INTRODUCTION
Cardiovascular (CVD) disease has been the number one cause of death globally. More than 17 million people die annually from CVDs, representing about 31% of all global deaths [1] . In-depth study on the detection and treatment of CVDs is of great importance. With the advantages of easy acquisition and low equipment cost, electrocardiogram (ECG) has become an important means of studying cardiac function and CVDs. Because some arrhythmias appear infrequently, it is necessary to analyze long-term ECG recordings [2] .
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Such operation is time-consuming for cardiologists, so computer-aided analysis of ECG is required in clinic.
In the past decades, researchers have developed many methods for generic, automatic heartbeat classification based on signal processing techniques [3] - [26] , which mainly comprise of two steps: feature extraction and classification. A wide range of techniques are proposed to extract features, such as independent component analysis (ICA) [7] - [9] , wavelet transform (WT) [5] - [7] , [17] - [19] , principal component analysis (PCA) [9] , [25] , Hermite functions [14] - [16] , Vector quantization(VQ) [26] and statistical approach [13] - [15] . In addition, the feature of RR interval [3] - [5] , [7] , [12] - [14] , [18] - [20] are often used, and can be calculated directly by using ECG signals. In the presence VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of massive available features, some researchers [13] , [27] endeavor to find the optimal feature subset which contains the least dimensions and the most contribution to the performance. Some classifiers have been successfully applied in these efforts, such as linear discriminants (LDs) [3] - [6] , [13] , support vector machine (SVM) [7] - [12] , [15] , [25] , neural network [16] - [22] , [28] , reservoir computing (RC) [24] , classification tree (CT) [29] , K-means clustering [29] , fuzzy analysis [29] , weighted conditional random fields (CRF) [14] , and dictionary learning [26] . However, the requirement of prior medical knowledge for searching the optimal combination of features is challenging. Recently researchers have proposed methods based on convolutional neural network (CNN) [30] - [39] which automatically extract the deep features and significantly improve the classification performance. Due to the fact that ECG signals vary largely from different patient groups, one generic network with particular parameters cannot be applicable for all patients. Thus, a few patient-specific methods [16] , [18] , [30] - [32] are proposed to train the network individually for each patient using patient-specific data (and some common data). Although this approach increases the workload of cardiologists to some extent, i.e., labeling the ECG of no more than five minutes per patient, it is overall beneficial to the classification performance [18] . In general, these existing methods have improved the classification performance to a certain extent. However, these methods do not achieve high performance on both SVEB and VEB classes, and misclassify too many normal beats as pathological beats, which further increase the workload of artificial diagnosis.
This study aims to further improve the performance of heartbeat classification methods, especially in the detection of pathological beats. In this paper we propose a patientspecific heartbeat classification method, by which each heartbeat is automatically classified into one of the five classes (normal beat (N), supraventricular ectopic beat (SVEB), ventricular ectopic beat (VEB), fusion beat (F), or unclassifiable beat (Q)) recommended by Association for the Advancement of Medical Instrumentation (AAMI) [40] .
II. MATERIALS A. DATASET
The MIT-BIH arrhythmia database [41] is used to evaluate the performance of the proposed patient-specific heartbeat classification method. The database consists of 48 ECG recordings from 47 subjects, each containing a 30-minute two-channel signal sampled at 360Hz and filtered by a band-pass filter from 0.1Hz to 100Hz. To comply with AAMI recommended practice, 44 records are used in this study, excluding 4 records that contain paced beats. These records are divided into two subsets, i.e., DS1 and DS2. DS1 consisting of the first 20 records (numbered between 100 and 124) is used to select representative heartbeats to build the common training data. DS2 consisting of the rest 24 records (numbered between 200 and 234) are used to evaluate the performance of the network. All heartbeats in the first 5 minutes of the data in DS2 are used to constitute the patient-specific training data, which is consistent with AAMI. The next 25 minutes of the data in DS2 are used for testing.
B. EVALUATION APPROACH
For the comprehensive evaluation of the performance, we adopt four indicators (accuracy (Acc), sensitivity (Sen), specificity (Spe) and positive predictive rate (Ppr)), which are widely used in other works [16] , [18] , [30] - [32] . Acc is defined as the ratio of the number of the correctly classified beats (true positive (TP) and ( true negative) TN) to the total number of beats classified. Sen stands for the proportion of actual positives (VEBs or SVEBs) that are correctly identified and is equal to TP divided by the sum of TP and false negative (FN). Spe measures the proportion of actual negatives (non-VEBs or non-SVEBs) that are correctly identified, i.e., the ratio of TN to the sum of TN and false positive (FP). Ppr refers to the proportion of correct positives among all detected positives, i.e., the ratio of TP to the sum of TP and FP. Higher values of these four indicators represent better classification performance. They are calculated by the following formulas.
(1)
III. METHODS

A. ECG SIGNAL PREPROCESSING
In our research, all heartbeats are segmented from the ECG signals according to the positions of the R-peaks marked in the database. Since the heart rate varies from person to person and varies with mood and movement states [13] , the fixed-length segmentation causes inconsistent information in samples. That is, some samples cannot contain the complete information of the current heartbeat, while others contain the partial information of the previous heartbeat (e.g. T wave) or the next heartbeat (e.g. P wave). Fig. 1 depicts an example of heartbeats that causes this problem. With a sudden increase in heart rate, the P wave of the SVEB is superimposed on the T wave of the N beat, which results in only one crest between the two QRS-complexes. Because of the similar morphology between the P-QRS complex (the interval from P wave to QRS complex) and the Superi-QRS complex (the interval from Superimposition (Superi) wave to QRS complex), the N and SVEB samples with fixed-length segmentation are difficult to be distinguished by the network. Besides, for the same class of beats with different heart rates, the fixed-length segmentation aggravates the spatial variation (the morphological changes of the samples of the network) of the class, which complicates the network model learning process [42] .
To deal with this problem, an ECG signal preprocessing method based on dynamic-length segmentation is proposed. As shown in Fig. 2 , each heartbeat is segmented from the 0.14s (50 points at a sampling rate of 360) after the previous R-peak to the 0.14s before the next R-peak, which ensures that the samples with different heart rate contain morphological features as consistent as possible. Fig. 1 illustrates that the dynamic-length segmentation method ensures both the N and SVEB samples contain the same ECG components, i.e., one T and one P waves before and after the QRS complex. The different morphological features of the same waves (non-superimposed P and T waves and superimposed P and T waves) make it easier for the network to distinguish the different beats.
Due to the change of the electrode-skin interface state and the human movement, baseline wander is typical in ECG signals, which causes the covariate shift [43] of the input data. To suppress the covariate shift and enhance the spatial invariance of the network to the input data (which can improve the performance and accelerate the training [42] , [43] ), mean subtraction (subtracting the mean value of the sample from each point) is adopted to ensure that the values of each heartbeat segment have zero-mean, as shown in Fig. 2 .
Considering the different physiological meanings and the possible superimposition of the waves, each heartbeat segment is divided into three sub-segments (pre-QRS, QRS complex, and pos-QRS). Since the boundary of the QRS complex is difficult to be accurately detected, the separating points are set to fixed values according to the basic temporal characteristics of the QRS complex, i.e., 0.09s (32 points at a sampling rate of 360) before and after the R-peak, respectively.
In order to be concatenated in the channel dimension as shown in Fig. 2 , these three sub-segments of the heartbeat mentioned above need to have the same length. Considering that the QRS sub-segment has a fixed length (64), we scale the pre-QRS and pos-QRS sub-segment to the same length as the QRS sub-segment by resampling. After both ECG channels are preprocessed, the six sub-segments with 64 length are concatenated as independent channels to form the 1x64x6 input. The complete preprocessing process is shown in Fig. 2 .
B. THE PROPOSED CNN
The proposed CNN is built on TensorFlow [44] . Inspired by [45] and [46] , we build the architecture of the network described in Fig. 3 and Table 1 . This network consists of one input convolution (CONV) layer, two multi-receptive-field and channel-wise-attention residual (MRF-CA-R) blocks, one last CONV layer, and one output global average pooling (GAP) layer. The output of the GAP layer is fed to a softmax layer which produces the prediction result of the network.
As the main block of the proposed CNN, the MRF-CA-R block contains two important modules, i.e., multi-receptivefield spatial feature extraction (MRF-SFE) module and channel-wise attention (CA) [46] module.
The MRF-SFE module is designed for extracting multispatial deep features of the heartbeats, as there are 5 parallel convolution layers with different receptive fields. The information value of the output feature maps of MRF-SFE module varies. Some informative feature maps reflect the characteristics of different classes, which is conducive to classification performance; some feature maps are similar for samples of different classes, which is not helpful; others are chaotic, which is harmful to classification. To selectively emphasize the informative feature maps and suppress others, we adopt the CA module that can adaptively recalibrate channel-wise feature responses. That is, the feature map of each channel is automatically assigned one trained global weight by the Table 1. CA module. To represent the feature maps of all channels for recalibration, one GAP layer is utilized to pool each feature map into a scalar with global receptive field. Then two FC layers and one Rectified Linear Unit (ReLU) between them perform a nonlinear transformation on these scalars to ensure that the CA module has enough hypothesis space [47] to be trained. To allow multiple channels to be emphasized, the output of FC 2 layer is activated by sigmoid that generates the weights of all channels. The output feature maps of CONV 3 in Fig. 3 are recalibrated by these weights.
Since the FC layers with a large number of trainable parameters are prone to overfitting, following the MRF-CA-R blocks, we only adopt one CONV layer and one GAP layer (Last CONV and Output GAP in Fig. 3 ), which natively prevents overfitting and increases the generalization ability of the network [48] . Besides, batch normalization (BN) [43] technique which can suppress covariant shift is applied to all CONV layers, and the output feature maps are activated with the ReLUs, which facilitates the CNN training [49] . 
C. TRAINING SAMPLES SELECTION
As in [16] , [18] , [30] - [32] , the training dataset contains two parts, one subject-specific part and one common part. There are two ways to build the subject-specific training set, one is to select all the heartbeats in the first 5 minutes of the test record, and the other is to use active learning (AL) to select some heartbeats from the whole record [22] . Although the AL helps select valuable samples for classification [22] , all heartbeats need to be collected before classification, which makes real-time classification more difficult and leads to more consumption of clinical medical resources (due to the need for experts participation in the whole process), so we adopt the first way, which is also in conformance with the AAMI recommended practice. To balance the training set and be consistent with other works (e.g., [16] , [18] , [30] - [32] ), we select 245 representative heartbeats of the DS1, including 75 N beats, 75 SVEBs, 75 VEBs, 13 F beats, and 7 Q beats, to form the common part. Generally, samples from more records are prone to form a richer training set. However, as Table 2 shows, the database is unbalanced. According to the equal probability property of random sample, about half of the SVEBs in the training set come from the record 118, and about 80% of the VEBs come from the record 106 or 119. Since intra-individual variation is less than inter-individual variation, these selected samples tend to be more similar in morphology. To avoid this disadvantage of random selection of training samples, a method of intrarecord sample clustering is proposed to ensure that the representative beats of each class (N beats, SVEBs, and VEBs) in common training set come from records as different as possible.
The number of beats of each class to be selected in each record is first determined. N beats, as the basic heartbeats, account for the highest proportion of every record in DS1, which is shown in Table 2 . Thus we select 4 samples from each record and randomly remove 5 samples from the 80 samples, which allows N samples in common training set to come from records as different as possible. Since the distribution of SVEBs and VEBs (the main pathological beats) varies greatly and some records even do not contain SVEBs or VEBs, we first determine the average number of samples that should be selected in each record (only records containing SVEB (and VEBs) are counted) and then select the representative samples to balance the common training set. All SVEBs (or VEBs) in the records that have a belowaverage SVEBs (or VEBs) are selected into the common part, and the remaining places in the training dataset are selected on average from records with above-average SVEBs (or VEBs). As the remaining places are not exactly divisible, the remainder beats are selected from records with more corresponding samples. Table 2 shows the specific number of N beats, SVEBs, and VEBs selected in each record. Besides, as there are only 13 F beats and 7 Q beats in DS1, all of them are included.
To further select the representative samples, in order to meet the required number of samples needs to be selected (shown in Table 2 ), we cluster each beat class (N, SVEB, and VEB) in each record by K-means method, and randomly select one sample from each cluster to form the common training set. As shown in Fig. 4 , the variation of samples selected using the intra-record sample clustering method is greater than that of the randomly selected samples. In general, the proposed method selects samples with larger morphological differences and filters out the samples considered similar in clustering, which is conducive to the construction of rich training set.
D. CNN TRAINING
The network is trained with the mini-batch gradient descent (MBGD) method with a mini-batch size of 128. To balance each mini-batch and balance the training number of each sample, we randomly divide the entire extended training dataset into batches, and each time sequentially select one batch as the input mini-batch to train the network (the parameters will be updated for each minibatch). After all batches have been traversed, the process is repeated until the loss converges. The experiments are performed on a computer with AMD FX-6300 CPU, NVIDIA GeForce GTX 1060 3G GPU and 8GB memory. Running on the TensorFlow platform with CUDA library, the average backpropagation iteration time of the network is about 46.9 ms, and the average inference time of one sample is about 6.8 ms. Table 4 shows the confusion matrix of the proposed method for all test beats. More than 81% of SVEBs and 95% of VEBs are correctly detected, which is superior to several stateof-the-art methods. The high accuracy in N-beat detection (99.4%) is noticeable, as it reduces the unnecessary workload for cardiologists to perform further examinations of the beats classified as arrhythmias. In addition, about 85% of F beats are detected correctly, which proves the effectiveness of this method in multi-classification. Since Q class consists of a very small number of beats that cannot be classified by cardiologists, the proposed method cannot classify Q beats correctly.
IV. RESULTS
A. INDIVIDUAL CLASSIFICATION
The detailed classification results of each record in DS2 are shown in Table 3 . It can be observed that the proposed method performs well on most records. For VEB class, it achieves an Acc and a Spe of more than 98% on all records, a Sen of more than 90% on 60% of records, and a Ppr of more than 95% on 70% of records. For SVEB class, this method achieves an Acc of more than 97% on 90% of records, a Spe of more than 97% on all records, a Sen of more than 80% on 40% of records, and a Ppr of more than 80% on 50% of records. This method is less effective on some records without SVEBs or VEBs in the first five minutes, as it is difficult for the network to learn the specificity of arrhythmias of these records.
B. PERFORMANCE COMPARISON
To conduct a comprehensive and accurate performance evaluation, our method is compared with several advanced works following the AAMI recommended practice.
The comparison results based on all records in DS2 are summarized in the first six rows of Table 5 . It is observed that the proposed method performs better than [16] , [18] , [30] , and [32] in all metrics. Compared with [31] and [28] , the proposed method achieves lower PPr of SVEB (90.0% vs. 95.7%) but has an obvious advantage in Sen of SVEB (81.1% vs. 68.7%). This method also yields higher Ppr of VEB than [31] and Sen of VEB than [28] .
It is worth mentioning that the AAMI also recommends another strategy using different records for the performance evaluation of SVEB and VEB detection, which is summarized in the last five rows of Table 5 . For VEB classification, [31] and [28] achieve better Ppr of SVEB, their Sen of SVEB is about 8% and 10% lower than the proposed method.
The proposed method and [28] have their own advantages. With the higher Sen, the proposed method can reduce the missed detection of pathological beat. The extremely high Ppr of [28] ensures that very few heartbeats are misclassified as pathological heartbeats. Since missing pathological heartbeats can lead to serious consequences, the proposed method with higher Sen and acceptable Ppr has more potential for clinical application.
V. DISCUSSION A. DETERMINATION OF INPUT LENGTH
To determine the appropriate input length of the network, we set up six experiments with different lengths (40, 48, 56, 64, 72 , and 80). The experiment results show that the ACC and Spe of SVEB and VEB classes are hardly affected by the input length (less than 0.3%), so only the Sen and Ppr of SVEB and VEB classes are shown in Fig. 5 . The performance in the upper diagram (1) is based on all 24 records in DS2,and the performance in the above diagram (2) is based on the 11 selected records for VEB class and the 14 selected records for SVEB class. It is observed that when the input length is set to 64, this method achieves the highest Sen of SVEB, and an acceptable PPr of SVEB that is about 2% lower than the best. In addition, the Sen and Ppr of VEB fluctuate slightly. As Sensitivity which indicates the proportion of true positive samples is particularly significant for clinical purpose [24] , the input length is set to 64 empirically. 
B. EFFECTS OF TRAINING SAMPLE SELECTION
Unlike randomly selecting samples from all training sets, the proposed method clusters the samples in each record to ensure a high level of representativeness of the selected samples. To explore the influence of the proposed sample selection method on performance, one comparative experiment with random training samples is conducted. The comparison results are shown in Table 6 . It can be seen that the overall detection performance of VEBs is improved. For SVEB detection, the Sen is increased by about 3% on an average with a 1% decrease in Ppr. The morphological similarities between different classes of beats are the main reason for the results. Since the morphological features of VEBs are quite different from those of N beats and SVEBs, the method of random sample selection has achieved high enough performance, which makes it difficult to improve the performance significantly by using the proposed sample selection method. Due to the high morphological similarity between SVEBs and N beats, the detection performance of SVEB is lower than that of VEB for almost all methods. This approach also improves performance on SVEB class to some extent. In general, our approach is more beneficial to the classification performance than random sample selection.
VI. CONCLUSION
A CNN-based patient-specific heartbeat classification method is presented in this paper. The customized neural network extracts multi-spatial features of different receptive fields and channel-wise information to improve classification performance. Besides, an intra-record sample clustering method is also presented, which proves beneficial to select representative training beats from the database. The high accuracy, especially in detecting the pathological beats, make our approach highly promising for clinical device applications. However, the complex processing process of the proposed method limits its potential in wearable and mobile devices. In the future, we will streamline this method as much as possible without compromising performance, and then accelerate it with application specific integrated circuit (ASIC).
