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Abstract
The main aim of this thesis is to design, simulate, build, and conduct and interpret experiments
using simultaneous microwave dielectric and structural measurements. These measurements
will be used to characterise solid state materials during polar gas sorption processes. The
gases reviewed in this thesis are ammonia and sulphur dioxide. Metal-organic frameworks are
investigated for use as both ammonia and sulphur dioxide solid state storage materials. Metal
halides are also investigated for absorption of ammonia. These sorption processes are invest-
igated using microwave dielectric characterisation. This is combined with structural charac-
terisation from either neutron or X-ray diffraction. The combination of these techniques is
used to monitor changes in bulk material properties along with changes in molecular structure
during the gas sorption processes.
A sample environment is designed for simultaneous neutron diffraction and microwave char-
acterisation of materials at varying temperatures. The developed equipment uses heating coils
to heat a flowing gas, which is used to heat the sample. A cylindrical cavity is designed and
constructed for this experimental rig with a thinned section of cavity wall to minimise neutron
scattering from the sample environment. This equipment is tested by successfully monitoring
the activation of a MOF sample at 150 °C to remove water present in the sample. A hairpin
style resonator is also developed for use with simultaneous dielectric characterisation and X-
ray diffraction. The open structure of the hairpin geometry of this resonator allows the X-ray
beam to be unimpeded by the resonator, maximising the resolution or X-ray data. This is used
to investigate the absorption of ammonia by halides salts.
Also in this thesis, a new method for correcting for changes in frequency caused by changes in
temperature is developed for cylindrical microwave cavities. Temperature correction is often
required during microwave characterisation where changes in temperature caused by changes
in ambient conditions, exothermic/endothermic reactions, or while examining dielectric prop-
erties over a range of temperatures. TMm10 modes consist of two symmetrical mode patterns
with identical resonant frequencies. This technique uses a strategically placed sample to split
vi
the frequencies of these degenerate modes. The higher frequency, unperturbed mode is used
as a local reference and the lower frequency, perturbed mode as the measurement mode. The
effectiveness of this technique is proved by heating water sample from 20 ºC to 60 ºC, calcu-
lating its permittivity and comparing against literature values.
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Chapter 1
Introduction and Thesis Overview
1.1 Motivation
For many years there has been an initiative from the scientific community, industry, and gov-
ernments worldwide to develop an energy source that does not contribute to climate change
through the release of CO2. Linked to this is the need for a suitable means of energy storage.
This has a major significance in the automotive industry as a replacement for petrol and diesel
combustion engines.
Hydrogen has been at the forefront of much of this research in this field due to its high gra-
vimetric energy content of 123 MJ/kg compared to 47.2 MJ/kg for petrol for example [1].
Hydrogen can be used in a modified internal combustion engine or alternatively used in a hy-
drogen fuel cell. Although the majority of hydrogen produced worldwide uses fossil fuels, it
is possible for it to be produced CO2-free by electrolysis of water using sustainably produced
electricity [2, 3]. The problem with use of hydrogen as an energy vector is its storage. As a gas
at 0 °C and 1 bar hydrogen has a density of only 0.089886 kgm-3[4]. Due to this, a method of
storing hydrogen at high pressure or low temperature is commonly used to greatly increase the
volumetric density. High pressure systems can not only be large and heavy but also provide a
safety concern. Low temperature systems have the issue of hydrogen boil-off. Due to the large
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amounts of energy required to cool hydrogen and its continued boil-off, storing hydrogen as a
liquid at low temperature can be very expensive. A different solution to this problem is to find
an indirect hydrogen storage material.
The use of ammonia as a potential hydrogen storage material has been widely suggested [2, 5–
7]. This is largely due to its high gravimetric (17.8 wt% H2) and volumetric (121 kg H2 m−3
in the liquid form) H2 density [8]. Its usefulness as a potential energy vector is emphasised
by the current network for production and distribution, supplying 120 M tonnes worldwide
annually, predominantly for the industrial and agricultural industries. The major issue with
the use of ammonia for energy storage is its toxicity. In order to alleviate this problem, a
way to safely and efficiently store ammonia must be developed. Several methods of storing
ammonia have been suggested such as urea, metal-halides and MOFs [2, 6, 9, 10]. These
methods all eliminate of the issues of toxicity. Before any method can be adopted the storage
material must be fully characterised.
Sulphur dioxide is a toxic and corrosive gas which can cause irritation to eyes, skin and air-
ways. Extended exposure can lead to permanent lung damage [11]. SO2 gas is released nat-
urally from volcanic eruptions [12]. It is also produced as a waste product in many industries,
including during energy production from fossil fuels [13–15]. To reduce the amount of SO2
released into the atmosphere from industrial processes, an absorbent material must be used
to remove this toxic gas from the waste gas produced. Materials suggested for SO2 absorp-
tion include weak base / polyethylene glycol binary systems [16], aqueous solutions [17, 18],
ionic liquids supported on mesoporous molecular sieves [19], and metal organic frameworks
[14, 15, 20–22]. It may also be possible to develop a SO2 sensor to measure the concentration
of SO2 present, by measuring the properties of the storage material as it absorbs SO2.
There are several methods commonly used to measure gas uptake in materials. These in-
clude; thermogravimetric analysis[23, 24], Raman spectroscopy[25, 26], neutron diffraction
and X-ray diffraction[27, 28]. These techniques have the drawbacks of being invasive or
destructive, not being able to perform in-situ analysis, or have a high cost associated with per-
forming measurements. Microwave measurements provide an alternative for measuring polar
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gas absorption which is non-invasive, non-destructive, usable for in-situ analysis and can be
performed at relatively low cost. The microwave cavity perturbation technique can be used to
find the bulk dielectric properties of a material, which can be used to infer structural changes
in the material as it absorbs or desorbes polar gases such as ammonia and sulphur dioxide.
1.2 Chapter Overview
Chapter 2 - Survey of Materials and Measurement Techniques: Presents a background in-
formation on the materials investigated as well as the measurement techniques used in
this thesis. The materials focused on in this chapter are suitable for ammonia and/or
sulphur dioxide absorption. These include halide salts and metal organic frameworks
(MOFs). Measurement techniques described in this chapter and used throughout this
thesis include; the microwave perturbation technique, neutron powder diffraction, and
X-ray diffraction.
Chapter 3 - Experiment and Resonator Design: Documents the design, simulation, con-
struction and preliminary testing of two experiments and microwave resonators. For
the first experiment, a cavity type resonator is designed for use in simultaneous mi-
crowave characterisation and neutron powder diffraction of gas sorption processes at
elevated temperatures. A new sample environment is created for this experiment, in-
cluding cavity resonator and heating equipment. For the second experiment, a hairpin
type resonator is designed for use in simultaneous characterisation and X-ray powder
diffraction of gas sorption processes.
Chapter 4 - Simultaneous Neutron Diffraction and Microwave Measurement: The use of
simultaneous NPD and microwave characterisation is used to investigate gas sorption
systems. These techniques are combined for the first time to investigate ammonia ab-
sorption in a complex system, MOFs, to study their ammonia absorption processes.
Absorption of SO2 in the MOF MFM-170 is also investigated in this chapter. Finally
the microwave cavity and heating equipment developed in Chapter 4 is tested by heating
argon gas to 150 °C in order to remove water from the MOF. This equipment may be
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used in the future for experiments at elevated temperatures or when removal of water
from the sample is key.
Chapter 5 - Simultaneous X-ray Diffraction and Microwave Measurement: Experiments
using the hairpin type resonator developed in Chapter 4 are used for simultaneous X-
ray diffraction and microwave characterisation for the first time. This equipment was
used to investigate the absorption of ammonia by halide salts. The aim of these experi-
ments was to differentiate between physisorbed and chemisorbed ammonia using these
combined techniques.
Chapter 6 - Degenerate Mode Temperature Correction: A new method to correct for
changes in frequency caused by changes in temperature in cylindrical cavities, using
degenerate cavity modes is presented. This method uses a strategically placed sample
perturbation to separate the frequencies of degenerate modes. The perturbed, lower fre-
quency mode is used for sample measurement, and the unperturbed, higher frequency
mode is used as a local reference for temperature correction. Using the developed
method, there is no dependence on previously measured data of expansion coefficients,
only simple instrumentation providing less than 100 MHz is required, and reduces error
when compared to other temperature correction methods.
Chapter 7 - SO2 Absorption in MFM-170: The absorption of SO2 in MFM-170 is meas-
ured using microwave characterisation. Measurements taken using the cylindrical cav-
ity resonator designed in Chapter 4 and are repeated where the sample is activated, par-
tially hydrated and fully hydrated and the results compared. An additional experiment
is carried out using the hairpin type resonator designed in Chapter 4. This geometry of
resonator allowed simultaneous use of a thermal camera, to track the temperature of the
sample during the exothermic absorption of SO2 and endothermic desorption of SO2.
1.3 Original Contributions
• The first use of simultaneous neutron diffraction and microwave characterisation on
MOFs.
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• The first use of simultaneous neutron diffraction and microwave characterisation at el-
evated temperatures, as well as the development of the microwave cavity resonator and
heating equipment to conduct this experiment.
• The first use of simultaneous X-ray diffraction and microwave characterisation on a
continuous gas flow system, as well as the development of a microwave hairpin type
resonator to conduct this experiment.
• The development of a new method for temperature correction for cylindrical cavity per-
turbation measurements using degenerate modes.
1.4 Publications
M. Barter, J. Hartley, F. Yazigi, R. J. Marshall, R. S. Forgan, A. Porch, and M. O. Jones. Sim-
ultaneous neutron powder diffraction and microwave dielectric studies of ammonia absorption
in metal-organic framework systems. Phys. Chem. Chem. Phys., 20(15):10460–10469, 2018.
M. Barter, S. Partridge, D. R. Slocombe, and A. Porch. Temperature Correction Using De-
generate Modes for Cylindrical Cavity Perturbation Measurements. IEEE T. Microw. Theory,
65(6):800–805, 2018.

Chapter 2
Survey of Materials and Measurement
Techniques
2.1 Ammonia and Sulphur Dioxide
For differing purposes, there are needs to find effective solid state stores for the polar gases
ammonia and sulphur dioxide. Ammonia requires a solid state absorption material for energy
storage applications. The toxicity of sulphur dioxide means an absorption material is required
for ambient absorption and sensing. The high polarity and dielectric loss associated with these
gases makes their absorption by solid state materials suitable for measurement by microwave
characterisation.
Energy production and storage is a major area of research, aimed at developing an energy
source that does not contribute to climate change through the release of CO2. Hydrogen
has attracted much attention in this field due to its high gravimetric energy density, however
storage of hydrogen has proved problematic. Ammonia has been suggested for use as an
energy vector that is CO2-free [5, 6, 29–32]. Since ammonia at RTP is gaseous and has a high
gravimetric (17.8 wt% H2) and volumetric (121 kg H2 m−3 in the liquid form) H2 density [8].
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A disadvantage of ammonia as a possible energy vector is its toxicity [5, 8]. For these reasons
it is necessary to store ammonia in a form where it is more viable as an energy carrier, as
well as being non-toxic. Possible ammonia storage materials include; zeolites [33, 34], metal
hydrides [23, 30, 35, 36], lithium fullerides [28], selective catalytic reduction (SCR) catalysts
such as TiO2 supported V2O5-WO3 [37, 38], ammonia borane [2, 39], and metal-organic
frameworks [25, 26, 40–42].
Sulphur dioxide is a toxic and corrosive gas. Upon contact with mucus membranes, sulphur
dioxide forms sulphurous acid causing irritation to eyes, airways, and skin [43]. Extended
exposure can lead to permanent effects on the respiratory system[11]. Sulphur dioxide is
released both naturally, through volcanic activity[12], and is also produced as a by-product of
energy production from fossil fuels [13–15], agriculture [44], industry [16] and other sources.
Materials for absorption of sulphur dioxide from the air and for detection of SO2 have been
investigated. These include weak base / polyethylene glycol binary systems [16], aqueous
solutions [17, 18], ionic liquids supported on mesoporous molecular sieves [19], and metal
organic frameworks [14, 15, 20–22].
Microwave characterisation is a suitable technique for both of these gas sorption systems, due
to the highly polar nature of the subject gases. Unlike most characterisation techniques, mi-
crowave perturbation can be used to directly measure the sample at the gas sorption interface.
2.2 Ammonia Storage Methods
Various methods of storing ammonia to solve this have been suggested. As well as energy con-
tent and non-toxicity, other factors must be considered, such as percentage hydrogen content,
cost, and operating temperature. Before exploring some of the options of storage materials,
targets must be set.
As a major use of ammonia storage would be for automotive use, any storage material should
fulfil the US Department of Energy (DOE) 2015 guidelines [2, 45, 46]. Key DOE guidelines
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are shown below:
• Gravimetric energy density at least 3.0 kWh/kg
• Volumetric energy density at least 2.7 kWh/litre
• Gravimetric H2 capacity of at least 9 %wt
• Maximum storage system (and fuel) cost of $67 per kg H2
• Operating temperatures between -40 °C and +60 °C at a maximum pressure of 100 atm
• System fill time (for 5 kg) of under 2.5 minutes
• Loss of usable H2 of under 0.05 g/h/kg
• Cycle life of 1500 cycles
• Fuel purity of at least 99.99% H2
Complying to these targets would ensure the storage material used would be a viable candidate
for use as an ammonia storage material.
2.2.1 Liquid Ammonia Storage
Storing ammonia as a liquid is one possible option which can be done with a pressure of only
8.88 bar (at 21 °C) or at -33.5 °C at atmospheric pressure [2, 47]. Ammonia is currently
predominantly transported as a liquid for agricultural and industrial use, with over 120 M
tonnes produced per year globally. Liquid ammonia meets the targets for energy densities
and hydrogen content as well as being cost effective. Unlike storage of liquid hydrogen, with
boil-off rates of over 2-3% per day [6], no such leakage is apparent in liquid ammonia vessels.
Problems with storing ammonia as a liquid include: susceptibility of the container to stress
corrosion cracking (SCC), reactivity with water, high coefficient of thermal expansion, high
vapour pressure and the high level of toxicity of ammonia vapour [47]. To solve the issue with
toxicity, some form of solid state storage must be found. Figure 2.1 shows possible methods
for ammonia storage, as well as the high hydrogen densities possible using both liquid and
solid state storage methods.
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Figure 2.1: Mass and volume of 10 kg hydrogen stored reversibly by eight different methods,
based on the best obtained reversible densities reported in the literature without considering
the space or weight of the container. [6]
2.2.2 Solid State Ammonia Storage
Ammonia can also be stored within a solid state material, which can provide high gravimetric
densities of ammonia. Solid state storage materials can also be made non-toxic, as shown in
Figure 2.2, where a hexaamminemagnesium chloride sample containing approximately 0.62 g
of NH3 can safely be handled [5]. Ammonia within a solid can be stored in two different ways;
weakly bound to the surfaces of the material (physisorbed), or strongly chemically bound to
the material (chemisorbed).
2.3 Sulphur Dioxide Absorption and Removal Methods
Due to the corrosive and toxic nature of sulphur dioxide, materials for absorption and removal
of this gas have been investigated. Removal of sulphur dioxide from exhaust gases is espe-
cially important for industries where SO2 is released, such as energy production from fossil
fuels. It would be highly desirable in the relevant industrial processes to have a gas-permeable
material which is capable of capturing SO2 but allowing non-harmful gases to pass, whilst
also having a sensor for the amount of SO2 absorbed.
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Figure 2.2: Tablets of hexaamminemagnesium chloride (featuring the logo of the Technical
University of Denmark) have been shown to effectively store ammonia and can be safely
handled conveniently in the palm of a hand [5].
2.3.1 Liquid Sulphur Dioxide Absorption
A possible method for absorbing sulphur dioxide from the air is by using a liquid phase ab-
sorbent. Possible candidates for SO2 absorption from the air include; ionic liquids [19, 48],
distilled water [18], and sea water [49]. Sea water has also been found to be effective at
desulphurisation for marine engine exhaust gases [50, 51]. Ionic liquids such as tetramethyl-
guanidinium lactate supported on a mesoporous molecular sieve have been shown to absorb
0.682 mol SO2/mol [19]. Repeated cycling of SO2 absorption and desorption has shown that
lower percentages of SO2 loading have proven greater recycling ability.
2.3.2 Solid State Sulphur Dioxide Absorption
Solid state absorption materials have also been suggested for sulphur dioxide removal from
the air. The predominant candidates for a solid state desulphurisation material are metal or-
ganic frameworks [15, 52]. This mesoporous series of materials has shown exceptionally high
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Figure 2.3: Comparisons of MCM-41-TMGL with SO2 concentrations of ; 10%/30%/40%
with ten cycles of loading [19].
Figure 2.4: Flue gas desulphurisation for the selective capture of SO2 by metal–organic frame-
works [15].
porosity with incredibly high internal surface areas of up to 6000 m2/g [53]. The flexible
design and make up of MOFs can be used to create MOFs with high selectivity of gas absorp-
tion [21]. Metal organic frameworks can be used in conjunction with particulate removal and
gas cooling, for use in flue gas desulphurisation, as seen in Figure 2.4.
2.4 Metal Organic Frameworks
Metal organic frameworks (MOFs) have been widely suggested as a possible ammonia storage
and removal material [10, 25, 40]. They have also been suggested as SO2 absorption materials
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Figure 2.5: Ball and stick model of the M2(dobdc) structure type showing the MO5 polyhedron
and (dobdc)4- linker. Orange, red, grey, and black spheres represent the metal, oxygen, carbon,
and hydrogen atoms, respectively. [65]
[14, 15, 21, 22, 54]. MOFs consist of metal ions or clusters connected by organic linkers to
form multidimensional structures, as shown in Figure 2.5 which regularly possess permanent
porosity [53, 55, 56]. This high level of porosity in MOFs leads to incredibly large surface
areas of over 1000 m2g-1 lending them to a variety of uses, including effective gas storage
materials. By appropriately selecting the metal and ligand combination, various uses can be
achieved, such as chemical sensing [57], chemical separation [58, 59], catalysis [60], toxic
gas adsorption [52, 61] and gas storage [62–64].
There have been many studies carried out showing the possibility of using MOFs to store gases
such as hydrogen [1, 62] and carbon dioxide [59, 66]. Storage of ammonia and absorption
of SO2 in MOFs is much less studied. This is likely due to ammonia and sulphur dioxide
being corrosive and having highly coordinative properties, causing it to degrade materials by
breaking metal-ligand bonds. In the studies that have been carried out, a concern for the
repeatability of toxic gas storage in these materials has been raised due to its corrosive nature.
Gases are adsorbed both by physisorption in the pores of the MOF and by strongly binding to
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Figure 2.6: Crystal structure of HKUST-1 showing (a) crystallographic unit cell, and (b) cop-
per paddlewheel structure[70].
the open metal sites.
In Zinc MOFs, initial studies showed that open metal sites and nucleophilic substituents im-
prove ammonia uptake [52] but later work showed their decomposition during ammonia up-
take measurements [26, 67, 68]. The copper MOF HKUST-1 was also found to be mostly
stable during ammonia uptake, however it began to decompose when water was also present
[41, 69]. The structure of HKUST-1 can be seen in Figure 2.6..
The absorption of ammonia in CPO-27 has been previously investigated [71, 72]. This mater-
ial has shown promisingly high uptake of ammonia, predominantly due to its ability to store
five coordinate Cu(II) species [40]. CPO-27(Ni) was shown to have slightly reduced ammo-
nia capacity upon exposure to a humid environment but did not decompose. The structure of
CPO-27 is shown in Figure 2.7. In this thesis the CPO-27-Co variant of this MOF is used.
The MOFs UiO-66 and UiO-67 have both been shown to be stable under ammonia absorption
[42]. UiO-67 has also been shown to be a candidate for NO2 absorption [15], methane absorp-
tion [64], and water vapour [74]. The decomposition during a TGA experiment demonstrated
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Figure 2.7: Crystal structure of the evacuated CPO-27 metal–organic framework: (a) viewed
along the cylindrical channels, and (b) helical chain with accessible exposed metal coordina-
tion sites [73].
this MOF has also shown to be stable at elevated temperatures up to 540 °C [75]. The structure
of UiO-67 is shown in Figure 2.8.
MFM-170 is a porous metal-organic framework with copper metal centres and carboxylate
linkers. The void space in this MOF has three distinct cages ranging in size from 12 to 22 Å
which alternate in a regular pattern. MFM-170 has a large surface area of approximately
2400 m2g-1 due to the highly porous nature of the structure. Water on the metal centres can be
removed by activation at 150 °C to open up metal sites for guest coordination. This MOF has
shown to be thermally stable up to at least 330 °C. As SO2 is a highly corrosive gas, few MOFs
have shown reversible adsorption of SO2. MFM-170 shows 42% higher SO2 capacity than the
current leading SO2 absorption material - MFM-601, under ambient conditions. MFM-170
also shows no loss of absorption capacity after 50 cycles. Due to this high stability and SO2
storage capacity, MFM-170 has shown its possible applications in SO2 storage, sensing and
separation. As this MOF has not yet been published, no structure can be shown in this thesis.
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Figure 2.8: The structure of UiO-67 showing a single octahedral cage (large sphere). The face
of each octahedral is shared with 8 smaller tetrahedral cages (small spheres) [71].
2.5 Metal Ammine Salts
Metal ammine salts have also been frequently suggested as a possible ammonia storage mater-
ial to use for energy storage [2, 5, 27, 30, 31, 35, 45, 76]. Halide salts are simple compounds
consisting of a metal atom and a halogen in the formula MX2 where M is the metal atom and
X is a halogen. These salts often form octahedral or rhomboid crystal structures around the
metal centres. When ammonia is flowed through these materials, it is absorbed forming metal
ammine salts. As ammonia is absorbed by the salt, the stoichiometry of the sample changes.
For halide salts the stoichiometry takes the form M(NH3)nX2 where n increases as ammonia
is absorbed. Only certain stoichiometric states are valid for a given halide salt. For example
magnesium chloride the stoichiometry goes from MgCl2, to Mg(NH3)Cl2, then Mg(NH3)2Cl2,
and finally Mg(NH3)6Cl2[31, 77].
The structure of Mg(NH3)6Cl2 along with a photo of the ammoniated salt in pellet form can be
seen in Figure 2.9.These materials have been shown to be capable of storing comparable volu-
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Figure 2.9: Pellets of Mg(NH3)6Cl2 (left). The skeleton density is 1.25 g cm-3 and the pellets
have a density within 5% of this. It crystallizes in a cubic unit cell with a lattice constant of
10.19 Å [79]. The atomic structure of the crystalline complex is shown to the right, as it comes
out of an energy minimization using density functional theory calculations. Mg2+ is shown
grey, Cl2 is green, nitrogen blue, and hydrogen is white [29].
metric and gravimetric hydrogen densities as liquid ammonia storage methods [6]. Another
benefit of storing ammonia in metal salts is that, due to their simple structure and synthesis,
metal salts can be produced in a very large scale [78].
2.6 Neutron and X-ray Diffraction
Neutron or X-ray diffraction can be used to find the atomic and/or the magnetic structure of
materials due to their wavelength being comparable to the distance between atoms, as will
be discussed in Section 2.6.1. These methods can be used to characterise gases, liquids and
amorphous solids and are especially useful for crystalline structures such as MOFs.
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Figure 2.10: 2D representation of Bragg’s Law showing incident and reflected beams with
wavelength (λ ) reflected by angle (θ) in a crystalline solid with interatomic distance (d)
2.6.1 Principles of Neutron and X-ray Scattering
Figure 2.10 shows how neutrons are diffracted in crystalline solids. In this figure, atoms are
located distance d from each other, θ is the reflected angle and λ is the wavelength of the
incident wave. Bragg’s Law, defined in [80] and shown in Equation 2.1, is said to have been
met when constructive interference occurs - where n is the integer number of wavelengths.
The angle at which constructive interference occurs manifests itself in the Bragg diffraction
data as a diffraction peak. This data is generally displayed with 2θ or d spacing along the
x-axis and the intensity of neutrons at the corresponding angle on the y-axis. The location of
this peak defines the distance between atoms in the sample via Equation 2.1.
nλ = 2dsinθ (2.1)
2.6.2 Differences Between Neutron and X-ray Diffraction
Neutrons have no net atomic charge with zero (or too small to be measurable) electric dipole
moment. This means that neutrons react via nuclear forces as opposed to electrical forces.
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These nuclear forces occur at a femtometer scale (10–15 m) with distances between nuclei
of atoms over 100,000 times larger [81]. Due to this, solid matter is seemingly sparse for
neutrons, leading to their high penetration depth when compared with charged particles. This
allows neutron scattering techniques to be used on bulk solids. Alternatively, X-rays are part of
the electromagnetic spectrum and are scattered by the electron cloud of an atom. This process
works in the same way that visible light diffracts through a diffraction grating, however with
X-rays it occurs on an atomic scale. As electron clouds are much larger than the nucleus of an
atom, X-rays have much smaller penetration depths than neutrons.
The scattering length of X-rays increases as the atomic number of the element increases. As
nuclei are seen as point scattering centres by an incident neutron beam, neutron scattering
lengths show no angular dependence and therefore have seemingly random scattering lengths.
Due to this, elements with similar atomic number or different isotopes of the same element
are difficult to resolve using X-ray diffraction, but often appear very different by neutrons.
Alternatively, elements with similar neutron scattering lengths can often be better resolved by
X-ray diffraction. The scattering amplitudes for atomic weights for both neutron and X-ray
diffraction can be seen in Figure 2.11.
2.6.3 Diffraction Techniques
Using a randomly oriented single crystal and arbitrary wavelength neutron or X-ray beam it
is highly unlikely for diffraction to occur. In order to ensure Bragg’s condition has been met
there are three practical approaches.
Firstly a single crystal sample with a monochromatic radiation can be used to obtain the struc-
ture of the sample. This technique is often used to observe the structure of minerals and large
organic molecules in crystalline form [83].
Another method is the “Laue method”. This technique also involves a single crystal sample
but this time uses a variety of wavelengths of radiation, often referred to as “white” radiation.
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Figure 2.11: The variation of the scattering amplitude of atoms for neutrons as a function of
their atomic weight. The irregular variation is contrasted with the linear variation for X-rays,
which depends also on the angle of scattering [82].
This technique is most commonly used to find the orientation of a single crystal structure. The
position of the sample and radiation source are kept stationary while a white neutron or X-ray
beam is used. Some of the incident neutrons or X-rays are of the correct wavelength to meet
Bragg’s condition, meaning a certain interatomic distance present in the sample. The spots
produced in a Laue diffraction pattern, indicated by the red circles in Figure 2.12 on a given
radial row, can be from various combinations of wavelengths and crystal planes, making it
difficult to evaluate these combinations [83]. It becomes especially difficult using this method
to evaluate a sample with various crystal orientations.
Additionally, the “Debye–Scherrer” method can be used, which utilises a monochromatic ra-
diation beam with a powdered or polycrystalline sample. As the crystals in the powder are
randomly aligned, the vast majority of the planes are misoriented; however, in a powdered
sample some crystals will be aligned for diffraction to occur. It is this principle which is
used to achieve neutron powder diffraction [81]. Using this method neutrons are diffracted
in a cone, as shown in Figure 2.13. These cones result in a diffraction pattern such as the
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Figure 2.12: A single crystal diffraction pattern (red circles) overlaid on the corresponding
powder diffraction pattern (blue rings). One group of four overlapping reflections is indicated
with arrows. The diffraction angle 2θ increases radially from the centre of the diffraction
pattern [84]
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Figure 2.13: Schematic illustration of the standard detector position for neutron and hard X-
ray texture measurements [85].
blue rings in Figure 2.12. The angles from which the neutrons or X-rays are diffracted from
the sample to produce these rings are recorded and used to produce a series of Bragg peaks.
The location of these Bragg peaks defines the interatomic distances present in the powdered
sample. A typical powder diffraction pattern is shown in Figure 2.14.
Finally it is possible to use a polycrystalline or powdered sample with a white radiation source.
Initially it seems that with variably aligned crystals and a variety of wavelengths of radiation,
this method would cause Bragg peaks to occur at varying angles for the same d-spacing,
without a way to resolve them. A way around this is to use a time-of-flight (TOF) diffracto-
meter. By knowing the precise time the neutrons of a specific energy enter the sample chamber,
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Figure 2.14: Powder X-ray diffraction patterns for MOF-74 analogues [61]
and the distance they must travel to pass through the sample and reach the measurement plane,
it is possible to find the energy of the neutron. With the knowledge of the energy of the neutron
and its angle of diffraction, the corresponding d-spacing can then be calculated. An example
of a TOF diffractometer is Polaris at the ISIS neutron and muon source.
2.7 Microwave Measurements
Microwaves are a form of electromagnetic radiation from 1 GHz to 30 GHz with free space
wavelengths from 30 cm down to 1 cm, respectively. As well as the conventional idea of mi-
crowave heating, microwaves are commonly used in wireless communications such as Wi-Fi,
mobile communications and in satellite navigation systems. They can also be utilised to per-
form microwave measurements. Using microwave measurement techniques various properties
can be measured, for example; polarity, dielectric loss, temperature, concentration and flow
rates. Predominantly in this thesis they are used to measure dielectric properties of materials -
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permittivity (ε) and permeability (µ).
2.7.1 Dielectric Properties
The electrical properties of a material can be expressed through its permittivity (ε) . The
permittivity of a substance is its ability to store and dissipate electrical energy in an applied
electric field. The complex permittivity of a material is expressed as ε = ε1− jε2. When a
dielectric material is placed in an electric field this causes a polarisation of the material which
creates a dipole moment to oppose the applied field [86]. This effect caused by the polarisation
of the material is quantised by the real part of the permittivity, ε1. The polarity of a molecule
can be expressed as its electric dipole moment. For water this dipole moment is 1.85 D. The
polar gases investigated in this thesis, ammonia and sulphur dioxide, have dipole moments of
1.47 D and 1.63 D respectively [87]. The imaginary part, ε2, relates to the materials dielectric
energy loss (lost as heat). This is caused by the dampening of vibrating dipole moments [86].
The magnetic property of a material can similarly be expressed in terms of its permeability
(µ). Analogous to the electrical case, permeability can also be expressed in the complex form
µ = µ1− jµ2. Applying a magnetic field to a sample causes magnetic dipole moments to
align, leading to magnetic polarisation, commonly known as magnetisation and quantised as
µ1. The magnetic dampening is quantised through µ2, which plays the same role in magnetic
samples as ε2 in dielectrics.
2.7.2 Microwave Cavity Perturbation Technique
The microwave cavity perturbation technique is a commonly used method to assess dielectric
properties of materials. This approach involves introducing a sample with a small volume into
a microwave cavity. It is assumed that the addition of this sample does not greatly change the
fields from the empty cavity. Changes in the resonant frequency and bandwidth of the system
can be related to the dielectric properties of the sample material. The numerical analysis
2.7 Microwave Measurements 25
of this can be achieved using the perturbation equation shown in Equation 2.2 derived from
Maxwell’s Equations [86, 88–90].
−δω
ω
=
∫
Vs ε0(εr−1)E¯s · E¯∗c +µ0(µr−1)H¯s · H¯∗c dV∫
Vc ε0E¯c · E¯∗c +µ0H¯c · H¯∗c dV
(2.2)
where Vs and Vc are the volume of the sample and cavity, εr and µr are the complex relative
permittivity and permeability, E¯s and H¯s are the electric and magnetic fields at the sample
location, respectively, and E¯c and H¯c are the electric and magnetic fields in the unperturbed
cavity, respectively. This shows that when a sample is placed into an electromagnetic field,
the resonant frequency and bandwidth of the sample loaded cavity change in accordance to
the material’s permittivity and permeability. Equation 2.2 relies on two assumptions [90, 91]:
1. The field in the empty cavity is changed negligibly by the addition of the sample.
2. The sample is placed within a volume in which the field is uniform.
As this thesis focusses on electric properties of materials, when the sample is placed at the
maximum of electric field Equation 2.2 can be simplified to Equation 2.3[90, 91].
−δω
ω
=
(εr−1)
∫
Vs E¯s · E¯∗c dV
2
∫
Vc |E¯c · E¯c|dV
(2.3)
The complex frequency can be separated into its real and imaginary parts as shown in Equation
2.4,
δω
ω
=
( fs− f0)
fs
+
j
2
[
1
Qs
− 1
Q0
]
(2.4)
where f0 and Q0 are the resonant frequency and Q-factor of the empty cavity, respectively,
and fs and Qs are the frequency and Q-factor with sample inserted. If the aforementioned
assumptions are satisfied then E = E0 and H = H0. Equation 2.3 can then be integrated and
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rearranged to show that the real and imaginary parts of permittivity can be calculated using
Equations 2.5 and 2.6 [90, 91].
ε1r =
( f0− fs)
2 f0
Vc
Vs
+1 (2.5)
ε2r =
Vc
Vs
(
1
Qs
− 1
Q0
)
(2.6)
2.7.3 Resonator Model
To measure the resonant frequency of a microwave resonator, microwave frequencies are
swept and power is measured at each frequency by a Vector Network Analyser (VNA). For a
one port network, the magnitude of the reflected power |S11|2 is measured close to resonance.
In this case, at resonance, the minimum amount of power is reflected causing a minima in
reflected power. Alternatively a two port measurement may be conducted. This setup can
measure the transmitted power |S21|2. Transmitted power measurements will have a maxima
in transmitted power at resonance. It is possible to model the impedance of the resonator using
an RLC circuit.
A microwave resonator can be capacitively coupled with an open circuit transmission line
coupling to the resonators electric field. Alternatively it may be coupled to inductively using
coupling loops to couple to the magnetic field of the resonator. The equivalent circuit of a
two port, inductively coupled microwave resonator can be seen in Figure 2.15. The coupling
loops in this circuit have associated mutual inductances m1 and m2 located at resonator ports
1 and 2, respectively. The mutual inductances are related to the geometry of the loops such
as the area of the loop, the orientation of the loop, and the position of the loop with respect
to the microwave resonator. When coupling loops are identical they will have a single mutual
inductance m = m1 = m2. Self inductances can be assumed to be negligible for this analysis
since the loops are made small to ensure this factor can be neglected..
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Resonator Zr
Z0
Rr
port 1 port 2
Lr Cr
m1 m2
Z0
Figure 2.15: The equivalent circuit of a two port, loop-coupled resonator
As seen in Figure 2.15 the resonator’s impedance Zr can be separated into its resistance Rr, in-
ductance Lr, and capacitanceCr. First consider an empty metal cavity. The resistive element is
associated with the power losses in the cavity walls due to surface currents. The reactive com-
ponents are associated with the electromagnetic energy stored in the resonator. The angular
resonant frequency, impedance, and unloaded Q factor of this circuit are defined in Equa-
tions 2.7, 2.8, and 2.9, respectively. The input and output lines have their own characteristic
impedance Z0, typically 50 Ω.
ω0 =
1√
LrCr
(2.7)
Zr = Rr+ jωLr+
1
jωCr
(2.8)
Q0 =
ω0Lr
Rr
(2.9)
As described in [92], for a high Q resonator the resonator impedance, close to its resonant
frequency, can be approximated to:
Zr ≈ R
[
1+ j2Q0
(
f − f0
f0
)]
(2.10)
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The dimensionless coupling coefficients are defined in Equations 2.11 and 2.12. Increasing
the power transmission at resonance can be achieved by increasing m and therefore coupling
strength, increasing Q0 or by increasing both. In most cases it is convenient to have symmet-
rical coupling, such that g= g1 = g2.
g1 =
ω20m
2
1
Z0Rr
=
ω20m
2
1Q0
Lr
(2.11)
g2 =
ω20m
2
2
Z0Rr
=
ω20m
2
2Q0
Lr
(2.12)
The peak power at resonance P0 and the loaded Q factor QL are given by Equations 2.13 and
2.14, respectively.
P0 =
(
2g
1+2g
)2
(2.13)
QL = Q0
(
1−
√
P0
)
(2.14)
The loaded Q factor refers to the fact that the resonator is coupled to the outside world, and
these coupling ports act as loss mechanisms. This means that the measured Q factor, known as
the loaded Q factor, is lower than the unloaded Q factor (i.e. Q0) due to the effects of coupling.
In practice, Q0 can be found in a straightforward way using the following analysis. Finally the
power at a specific frequency can be calculated using Equation 2.15.
P( f ) =
P0
1+4Q2L
(
f− f0
f0
)2 (2.15)
Hence, the loaded Q factor (i.e. QL) is deduced by fitting the measured data for P( f ) to
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a Lorentzian curve (as implied by Equation 2.15), and the unloaded Q factor (i.e. Q0) is
calculated using the relationship in Equation 2.14.
2.7.4 Cavity Modes
At different resonant frequencies in a microwave cavity, different field patterns are produced.
It is possible to take advantage of these various field patterns, called modes, for different
applications. Microwave cavity measurement modes can be referred to as either a transverse
magnetic (TM) where Hz = 0, or transverse electric (TE) where Ez = 0. Here, the cavity can
be considered to be fully enclosed by a single metal surface, and for the associated waveguide
modes that set up the cavity resonance, to be propagating along the z-axis. For cylindrical
cavities used predominantly in this thesis, cavity modes are referred to as either TMmnp or
TEmnp where m, n and p relate to the number of field nodes along the azimuthal, radial and
axial variation respectively.
As described in [86], assuming all fields to be phasors with time-dependence described by
e jωt , the electric field amplitudes (Er, Eφ ) for TEmn and TMmn circular waveguide modes can
be expressed as:
E¯t(r,φ ,z) = e¯(r,φ)(A+e− jβmnz−Ae− jβmnz) (2.16)
where e¯(r,φ) represents the variation of the mode and A represents either the E or H field
with the sign indicating the direction. The propagation constant βmn for a TEmn mode can be
expressed as:
βmn =
√
(ω
√
µε)2− (k
′
mn
a
)2 (2.17)
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Similarly the propagation constant βmn for a TMmn mode can be expressed as:
βmn =
√
(ω
√
µε)2− (kmn
a
)2 (2.18)
where kmn and k′mn are the nth root of the mth order Bessel functions Jm(x) and J
′
m(x), respect-
ively. Since E¯t = 0 at z= 0, values must be chosen such that A+ = −A− and
βmnl = pπ (2.19)
for p= 0,1,2,3.... This suggests length p must be an integer of half wavelengths long. Taking
this into account the resonant frequency for TEmnp mode is:
fmnp =
c
2π√µrεr
√
(
k′nm
a
)2 +(
pπ
l
)2 (2.20)
and the resonant frequency for TMmnp mode is:
fmnp =
c
2π√µrεr
√
(
kmn
a
)2 +(
pπ
l
)2 (2.21)
When measuring the bulk electric properties of materials, the measurement modes TM0n0 are
predominantly used. This is due to the constant high electric field within the volume of the
sample if placed along the cavity axis, with zero magnetic field occupying the same volume,
as shown in Figure 2.16. The TM mode with the lowest frequency is is TM010and is the most
commonly used mode for this purpose and is shown in Figure 2.16. For all of these modes, as
p= 0 the field is constant along the height of the cavity.
Similarly, for the measurement of bulk magnetic properties the modes TE0np(where p is an
integer greater than 0) are used. In this case, the sample again occupies the volume of high
magnetic field along the axis of the cavity, where the electric field can be assumed to be zero.
Again the lowest frequency mode for this is TE011.
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Figure 2.16: Electric field (E) and magnetic field (H) patterns for the degenerate TM010,
TM020, and TM030 modes.
Other frequently used modes have a zero for both electric and magnetic field at their centre.
These modes are commonly used for temperature correction as described in detail in Section
2.7.7, since they are not perturbed by the presence of a sample.
2.7.5 Coupling
Coupling of microwave fields into the resonant structures described in this thesis is provided
in two different ways [93]. In order to couple into the electric field of a resonant structure, an
antenna type coupling probe is used to capacitively couple to this field. This can be provided
by a straight section of wire, the length and position of which can be adjusted to regulate the
coupling strength. This type of coupling is used in the C1 and C2 cavities discussed in this
thesis. This structure is shown in Figure 2.17(a). Alternatively, coupling can be provided by a
coupling loop to inductively couple into the magnetic field of a resonant structure. Coupling
strength of a loop can be adjusted by changing the size or shape of the loop, the number of
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Figure 2.17: Schematic diagram of coaxial SMA connector jacks with (a) antenna probe coup-
ling and (b) loop coupling
turns (although it is usually impractical to have more than one turn, without increasing the
undesired self-inductance of the loop), or the angle at which it is inserted into the resonant
structure. This type of coupling is used in the H1 hairpin type resonator discussed in this
thesis. This coupling structure is shown in Figure 2.17(b).
2.7.6 Simulation
The simulations carried out in this thesis have been performed using COMSOL Multiphysics.
COMSOL is a general purpose simulation software capable of simulating a wide range of
physics. This includes; electromagnetics, structural mechanics and acoustics, fluid flow and
heat transfer, and chemical engineering, as well as multi-purpose optimisation and the possib-
ility to interface with popular CAD software. COMSOL is used in this work for simulation of
electromagnetic waves, to observe field patterns of resonant structures, and to simulate heat
transfer, to ensure heating equipment stays within operating temperatures during experiments
[94].
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Figure 2.18: Electric field distribution (a) for an empty resonant cavity, (b) for an empty
resonant cavity with a separation plate, (c) for an empty resonant cavity with a separation
plate and an antenna insertion, the full field strength is still present in this structure with the
auto-scaling of colour showing high field strength at the coupling structure [95].
COMSOL allows users to input the geometry of the system to be simulated, include materi-
als and desired physics, create a mesh for refinement before computing the result. Resonator
field simulations can be completed using a 3D simulation, Electromagnetic Waves - Frequency
Domain physics, and Eigenfrequency study. This allows the software to compute the electro-
magnetic field pattern of a three dimensional resonant structure for a range of cavity resonant
modes. An Eigenfrequency study is first used to quickly find resonant frequencies and field
patterns of the desired resonant cavity modes. A frequency domain study, which would be
very time consuming if run over all frequencies, can then be conducted only around the reson-
ant frequencies found from the Eigenfrequency analysis. This can be used to ensure adequate
frequency separation between cavity modes. An example of the field pattern generated from
COMSOL for a resonant cavity can be seen in Figure 2.18 from [95]. Heating of structures
over time can be completed using a 3D simulation, Heat Transfer with Surface-to-Surface
Radiation, and Time Dependent study. This allows the software to compute the temperature
of points in a structure as it is heated, including conduction, convection, and radiation. An
example of the heat distribution in the human eye can be seen in Figure 2.19 from [96].
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Figure 2.19: Temperature distribution of the eye with aqueous humor flow and artificial heat
source in place at t = 50 s [96].
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2.7.7 Temperature Correction
When using the microwave perturbation technique, changes in temperature must be taken into
account. When a metal cavity experiences a change in temperature, this causes the cavity
to expand or contract. Any changes in the geometry of the cavity, even changes as small
as those caused by thermal expansion of the cavity, change its resonant frequency. Changes
in resonant frequency per change in temperature can be found using Equation 2.26. This
equation shows the change in frequency is only due to the temperature change and the linear
thermal expansion coefficient of the metal from which the cavity is made. This means that
changes in temperature could mistakenly be interpreted as a difference in the properties of
the material being measured. This is particularly important for the experiments in this thesis,
where real-time data are reported associated with small changes in resonant frequency, linked
to the state of the sample. In order to account for this, either the cavity must be kept at a
constant temperature or changes caused by temperature must be factored out.
Temperature is typically corrected for using two different modes, a measurement mode and
a temperature correction mode. The measurement modes most commonly used for electric
properties are the TM0n0 modes with an axially placed sample. These modes are chosen as
the field can be assumed to be constant over the sample volume with a high electric field and
no magnetic field in the location of the sample. The reference mode used for temperature
correction is chosen which has zero electric or magnetic field at the sample location, gener-
ally TMm10 modes. The electric and magnetic field patterns for the TM110, TM210, TM310,
and TM410 modes are shown in Figure 2.20. This ensures that any change in frequency or
bandwidth in this mode must be caused solely by changes in temperature of the cavity. These
choices of modes allow the measurement mode to be sensitive to changes in electric properties
of the sample, while the reference mode allows for temperature correction to be applied.
Using the microwave characterisation technique, the measured resonant frequency f0 can be
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Figure 2.20: Electric field (E) and magnetic field (H) patterns for the degenerate TM110,
TM210, TM310, and TM410 modes.
calculated using Equation 2.22,
f0 =
c
2π
√(
kmn
a(T )
)2
+
(
pπ
l (T )
)2
(2.22)
where c is the speed of light, m,n, and p are the mode integers, kmn is the nth root of the
mth order Bessel function of the first kind and a(T ) and l (T ) are the temperature dependent
radius and height of the cavity, respectively. As described in [97, 98], the temperature depend-
ent dimensions of the cavity can be described using the first order, linear thermal expansion
approximation,
a(T )≈ a0(1+αc∆T ) (2.23)
l(T )≈ l0(1+αc∆T ) (2.24)
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where a0 and l0 are the initial dimension lengths, ∆T is the change in temperature, and αc is
the linear thermal expansion coefficient of the cavity material. First-order partial derivatives
can be used to find the change in resonant frequency caused by a change in temperature, the
result being given by,
δ f0
δT
≈ δ f
δa
δa
δT
+
δ f
δ l
δ l
δT
≈ αc
(
δ f
δa
a0 +
δ f
δ l
l0
)
. (2.25)
By evaluating each partial derivative and taking discrete measurements of frequency and tem-
perature the fractional frequency shift can be expressed as,
∆ f0
f
≈−αc
(
c
2π f0
)2(k2nm
a20
+
p2π2
l20
)
∆T ≈−αc∆T. (2.26)
This equation suggests that any change in temperature causes a proportional change in the
resonant frequency of the cavity. This change in frequency has the same fractional shift for
an ideal cavity regardless of cavity mode. The gradient of this frequency shift will be equal
to −αc f0. However this will only account for changes in the cavity geometry in an ideal
system. In a real cavity system including coupling structures, mechanical joins, holes for
sample and coupling etc. more sources of error are present. The negative sign simply means
that an increase in temperature causes an increase in cavity size and so a decrease in resonant
frequency.
As explained in [97], the resonant frequency of the sample measurement mode for a varying
temperature has an error by a certain gradient. This gradient is dependent on the thermal
expansion and temperature dependent resistivity of the cavity. This error in gradient must be
removed.
Using TM010 as the measurement mode and TMm10 as the reference mode, the frequency shift
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with temperature for these two modes can be defined as,
∆ f010 (T )
f010 (0)
≈ ∆ fk (T )
fk (0)
− (αc+κ010)∆T +κerr (T ) (2.27)
∆ fm10 (T )
fm10 (0)
≈−(αc+κm10)∆T +κerr (T ) (2.28)
where the fractional frequency shift denoted by k is caused by the perturbation from the
sample, κ010 and κm10 are the differences in gradient of the thermal expansion coefficient
of the cavity material in the given mode, and κerr is the systematic thermal expansion error in
the experiment. To remove the fractional frequency shift caused by changes in temperature,
Equation 2.29 can be used. This equation does not account for the errors in gradient however,
as shown below:
∆ f010 (T )
f010 (0)
− ∆ fm10 (T )
fm10 (0)
≈ ∆ fk (T )
fk (0)
− (κ010−κm10)∆T (2.29)
These errors in gradient can be removed by subtracting the unperturbed state of the system
over the same temperature range using Equation 2.30,
∆ fs (T )
fs (0)
≈
[
∆ f010,s (T )
f010,s (0)
− ∆ fm10,s (T )
fm10,s (0)
]
−
[
∆ f010,u (T )
f010,u (0)
− ∆ fm10,u (T )
fm10,u (0)
]
(2.30)
where u represents the unperturbed cavity and s when the sample is present. With corrected
frequency measurements, the values for real permittivity can then be calculated using Equation
2.31. Similarly, using corrected bandwidth or quality factor measurements, the imaginary part
of permittivity can be found using Equation 2.32.
ε1 (T )≈−2
[
fs (T )− f0(0)
f0 (0)
]
Vc
Vs
+1 (2.31)
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ε2 (T )≈
[
1
Qs(T )
− 1
Q0 (0)
]
Vc
Vs
(2.32)
As this method uses an inter-modal relationship between cavity modes, no previous measure-
ments of expansion coefficients are required [97].
2.8 Practical Dielectric Measurement
Dielectric measurements conducted in this thesis have been performed using Vector Net-
work Analysers (VNA). A VNA is capable of measuring both the magnitude and phase of
microwave frequency signals - commonly Scattering Parameters (S-Parameters). Dielectric
measurements in this thesis need only use scalar measurements, since the phase can be thought
of as being embedded in the resonant frequency data. All measurements in this thesis are trans-
mission measurements, or S21measurements, (more accurately the transmitted power |S21|2).
To perform these measurements, 2 ports are used. At port 1, the frequency is swept across a
given span of frequencies with a power of 0 dBm (1 mW). The transmitted power is measured
at port 2 for all input frequencies and is expressed as Insertion Loss (IL). The span of fre-
quencies should be chosen such that the resonant frequency and -3 dB bandwidth can clearly
be observed. The number of points measured can be set by the user. The greater the number
of points, the greater the accuracy of measurement but this also increases the time taken to
perform a frequency sweep. The need for a large number of points for precise measurement
of resonant frequency is reduced by curve fitting. Non-linear, least-squares curve fitting to a
Lorentzian response is used to determine frequencies, as shown in Equation 2.15, Q factors
and peak power.
Figure 2.21 shows a representative resonant trace of an empty cavity in the TM010 mode at
2.5 GHz and a Q factor of 11,000. This high Q factor can be identified by the sharp resonant
peak. After an empty quartz tube is inserted along the central axis of the cavity, the reson-
ant frequency and Q factor are not greatly effected. These changes are exaggerated in Figure
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Figure 2.21: Resonant traces for an empty microwave cavity (blue), with empty quartz tube
inserted (orange), with quartz tube plus sample (yellow), and with quartz tube plus gas loaded
sample (purple.
2.21 in order to clearly identify the two traces. The addition of a solid state, powdered por-
ous sample introduces a much larger change in frequency and Q factor due to the addition of
material with an associated polarity and dielectric loss, respectively. As these are volumetric
measurements, the addition of a larger volume of material into the electric field of the cavity
will have a greater effect on both resonant frequency and Q factor, as shown in Equations
2.5 and 2.6, respectively. When a polar gas with high dielectric loss is passed through the
powdered sample, the gas molecules are absorbed, either physisorbed in the pores of the ma-
terial, or strongly bound to the solid state sorbent material. The gas loading of the sample
causes further decreases in resonant frequency and Q factor.
Q factor can be calculated in two different ways. The first can be calculated from the Lorent-
zian fit of the resonant peak. The full width half maximum (or 3 dB) bandwidth can be found
from the Lorentzian fit. Q factor can then be calculated by dividing the resonant frequency by
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the bandwidth, as seen in Equation 2.33.
Qs =
fs
BWs
(2.33)
where subscript s is used to denote when the sample is inserted. Alternatively, Q factor can be
calculated from the Insertion loss using Equations 2.34,2.35 and 2.36.
Qs =
gs
ke
(2.34)
where subscript e is used to denote when the cavity is empty, ke is defined by,
ke =
ge
Qe
(2.35)
and g is given by,
g=
IL
2(1− IL) (2.36)
To calculate Q factor from insertion loss, a reference Q factor value must be used indicated by
Qe. Using this initial value of Q factor, any changes in Q factor can then be calculated using
the insertion loss. This method is the more reliable when Q is low, as resonances become
distorted. During polar gas sorption experiments, a change in resonant frequency of the cavity
is observed. To account for this change, the measurement window will be centred to the
resonant frequency. If the Lorentzian response of the system is skewed, this movement of the
measurement window can sometimes introduce a small change in the shape of the Lorentzian.
This, in turn, can cause a small but sudden jump in Q factor. Resonant frequency and insertion
loss do not experience this artefact. In this thesis, Q factor is calculated using the insertion
loss method, so as not to introduce this artefact in changing Q factor values.
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When using microwave characterisation techniques, either full width half maximum band-
width or Quality factor can be used to express changes relating to the imaginary part of the
permittivity. Q factor can be expressed as the stored energy divided by the power dissipated
[86, 97, 99], as seen in Equation 2.37.
Q= 2π
Energystored per cycle
Energy lost per cycle
(2.37)
When measuring materials during absorption of a polar gas, the focus of the experiment are
the power losses in the system. Due to this, it is not ideal to use Q factor to describe the losses
in the system with power loss as the denominator. Use of 1/Q, or indeed bandwidth, means
power losses are the numerator, and therefore the subject, of the equation allowing dielectric
loss to be properly displayed when plotting values under a dynamic flow system.
In this thesis, changes in dielectric parameters are plotted as ∆ f/ f and ∆(1/Q). As the electric
field is parallel to the sample and the sample is small in comparison to the cavity volume, the
full perturbation equations simplify to the following (where the powdered sample is assumed
to be bulk sample):
∆ f
f0
≈ k∆ε1 (2.38)
∆
(
1
Q
)
≈ 2k∆ε2 (2.39)
where k = 0.5(Vs/Ve f f ). Figure 2.22 shows the real and imaginary permittivity of water at
25 °C between 2 and 70 GHz. At 2.5 GHz, for example, ε1 is 79 and ε2 is 10. Substituting
these values into Equations 2.38 and 2.39 gives a ratio of ε1 to ε2 of approximately 4:1. When
observing changes in ∆ f/ f and ∆(1/Q) during absorption or desorption of water from a
sample, it would be expected for there to be a four times larger shift in the ∆ f/ f response
than the ∆(1/Q) response. Plotting changes in frequency and inverse Q factor in this way can
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show more information about the sample and its changes in real and imaginary permittivity
than plotting changes in raw frequency and Q factor.
2.9 Previous Work on Microwave Characterisation of Solid
State Ammonia Storage
The microwave characterisation technique has been used previously in collaboration between
Cardiff University and STFC to study the absorption of ammonia in halide salts [9]. The
schematic diagram for this experiment can be seen in Figure 2.23. Ammonia gas was flowed
through the sample using a mass flow controller to control the flow. A mass spectrometer was
used to measure the outgas. The microwave cavity operated at 2.5 GHz in the TM010 mode.
The dielectric response of the sample material was tracked as ammonia was absorbed by the
sample using a VNA. This experimental setup was used to investigate ammonia absorption in
CaI2.
Figure 2.24 shows resonant traces of the empty cavity, cavity with ammonia flow, sample
under no gas flow, and sample saturated with ammonia. The empty cavity under argon flow
shows a sharp Lorentzian peak, indicating a high Q factor, as expected for the empty cavity
trace. Under an ammonia flow a small shift in frequency can be observed accompanied by a
small change in Q factor. These changes are due to the polar and lossy nature of ammonia,
respectively. The ammonia flow only causes minor changes as the ammonia is in a gaseous
state and therefore only a small mass of ammonia is within the cavity. Once the sample is
introduced, there is a greater change in frequency and Q factor, as expected when introducing
a large sample of 1 g of CaI2. Finally the ammoniated sample shows a further decrease in
frequency and Q factor due to the additional presence of ammonia - a lossy, polar molecule.
The addition of ammonia to the sample caused much larger changes to frequency and Q factor
than the empty cavity with ammonia gas. This is because the sample is capable of storing
significantly more ammonia than ammonia in a gaseous state at RTP.
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Figure 2.22: Real and imaginary parts of the complex permittivity of water at 25 °C as a
function of frequency [100].
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Figure 2.23: Schematic diagram showing the incorporation of the MCR into the gas flow and
detection system [9].
Figure 2.24: Resonant traces of the TM010 mode in the frequency domain, measured when
the cavity is (a) empty under argon gas, (b) empty under ammonia gas, (c) filled with 1 g of
unammoniated CaI2, and (d) filled with 1 g of ammoniated CaI2[9].
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Figure 2.25: Schematic diagram of the simultaneous neutron diffraction measurement setup,
showing neutron beam, gas lines, and measurement apparatus.
2.10 Microwave Characterisation of Solid State Ammonia
Storage with Simultaneous Neutron Diffraction
The setup described in Section 2.9 has also been used with simultaneous neutron diffraction
[27]. The schematic diagram for this experiment can be seen in Figure 2.23. The microwave
cavity used for this experiment has a 20 mm high section of the cavity wall that has been
thinned to 1 mm. This thin section in the cavity wall reduces the amount of neutrons that will
be diffracted by the sample environment and ensures adequate resolution, as the majority of
scattered neutrons are from the sample itself. Mass flow controllers are used to set the gas
flow rates. The mass flow meter and mass spectrometer on the outgas can measure the flow
through the sample and determine the gas present in this flow, respectively. This experiment
was used to investigate ammonia absorption in Halide salts.
Figure 2.26 shows the results for ammonia absorption in CaBr2. Scattering intensity from the
n = 2 phase increased as ammonia was introduced until 2 hours. At this point the n = 2 phase
decreased and a phase transition occurred to the n = 8 phase. The resonant frequency of the
2.11 Variable Temperature Microwave Characterisation 47
Figure 2.26: Plot of Bragg peak intensity for Ca[NH3]2Br2 (3.11 Å) and Ca[NH3]8Br2
(2.96 Å) peaks vs. frequency shift (MHz) and change in bandwidth for ammonia adsorp-
tion by CaBr2. The dramatic change in dielectric properties is shown to commence with the
increase in Bragg peak intensity. This change continues to increase until the Bragg peaks sat-
urates in intensity (1.6 h) at which point the shift in frequency and change in bandwidth both
also saturate. The dip in bandwidth and corresponding change in gradient of the frequency
shift corresponds to the change in dipolar bond length as the n = 2 phase transforms into the
n = 8 phase [27].
cavity resonator decreased as ammonia was absorbed by the sample. The bandwidth showed
a general increase, as expected during the absorption of a lossy molecule, such as ammonia.
Dielectric loss in a sample has been shown to be greatly effected by phase transitions [101].
The complex behaviour of bandwidth from 3-4 hours is caused by the change from the n = 2 to
the n = 8 phase observed at this point. This work has shown the use of simultaneous dielectric
measurement with neutron techniques implemented for the first time.
2.11 Variable Temperature Microwave Characterisation
Custom built equipment has previously been developed to conduct microwave characterisation
experiments at elevated temperatures, a schematic diagram of this is shown in Figure 2.27.
This system was developed to measure ammonia uptake in zeolites. The ammonia gas was
flowed through the zeolite sample, supported by a silica frit inside a quartz tube. Quartz
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tubes are used to maximise the proportion of the dielectric loss coming from the sample. The
ammonia gas and sample catalyst was heated by a spiral-shaped gas stream of hot air flowed
around the sample tube. A double walled evacuation tube is included to minimise heat losses.
This quartz tube setup is secured using a sealing mechanism. Thermocouples are used to
monitor gas temperatures and the equipment can be used up to 300 °C. The microwave cavity
is constructed from aluminium and designed to operate at 1.2 GHz in the TM010 mode. This
resonant frequency allows the cavity to have an adequate diameter such that the holes made
to insert the quartz tubes will not have a large effect on the Q factor of the cavity. Additional
waveguide extensions, or chokes, also help reduce field escaping the cavity.
This equipment has been used to measure ammonia uptake in zeolites [34]. Figure 2.28(a)
shows the amount of ammonia stored by the sample related to the sample mass. This value
is calculated from the difference in ammonia concentrations measured upstream and down-
stream of the sample. The calculated values of real and imaginary permittivity from measured
dielectric properties are shown in Figure 2.28(b). In this experiment, the sample was heated
to 250 °C with a gas stream of 5% oxygen in nitrogen. At time t1, ammonia was added to
the gas stream at 500 ppm. Ammonia flow was stopped once ammonia was detected in the
downstream gas at t2, as the sample was fully saturated. The base gas flow continued until
all weakly bound ammonia was removed from the powdered zeolite sample. At t3, when no
additional ammonia desorption is detected, 175 ppm of NO and NO2 is added to the base gas.
This converts the strongly bound ammonia to nitrogen and water. Figure 2.28 clearly shows
the strong correlation between the mass of ammonia present in the sample and the change in
both real and imaginary permittivity. This work has shown the use of dielectric measurement
to observe gas sorption at elevated temperatures.
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Figure 2.27: Schematic setup of the developed test bench including the sample tube, the
double-walled and evacuated tube, the sealing mechanism, the resonator with waveguide ex-
tensions, loop antennas and two thermocouples. The gas heater, the Fourier transform infrared
(FTIR) gas analyser and the network analyser (all external components) are not shown [102].
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Figure 2.28: Experimental run for an H-ZSM-5 zeolite with a Si / Al ratio of 27 at 250 °C:
(a) the stored amount of ammonia in the sample, and (b) the measured complex dielectric
permittivity. [34].
Chapter 3
Degenerate Mode Temperature
Correction
Work in this chapter was carried out in collaboration with Samuel Partridge, PhD student at
Cardiff University. A method for temperature correction for cylindrical microwave cavities is
detailed in Section 2.7.7. Temperature changes can be introduced during these measurements
either intentionally or as a result of some other process. The microwave cavity itself also
has a temperature dependent response which can affect the results. A common method to
correct for this is to use another resonant mode separate to the measurement mode which
is not affected by the sample. Instead of using independent modes, this chapter describes a
method to use split degenerate TMm10 modes of cylindrical cavities. TMm10 consists of two
modes with identical field patterns with a relative rotation between them and identical resonant
frequencies. A strategically placed perturbation reduces the frequency of one of the TMm10
modes and affects the coupling of both modes by reconfiguring the fields. This perturbation
can be placed to suppress one of the two degenerate modes to allow a single, clean, Lorentzian
response. Adding an off axis perturbation can also be used for temperature correction by
placing a sample such that both modes are equally coupled. The lower frequency, perturbed
mode is used as a measurement mode. The higher mode is used as a reference for temperature
correction as it is unaffected by the sample. This technique was verified by measuring the
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permittivity of pure water using an aluminium microwave cavity resonator at 3.96 GHz. The
temperature was swept between 20 ºC and 60 ºC and the results verified against the literature.
3.1 Degenerate Modes
All cylindrical cavities have modes that can be considered degenerate. In a rectangular cavity,
such modes occur by geometric factors alone, when at least two of the internal dimensions are
equal. By analogy, a cylindrical cavity will have some modes which are doubly degenerate,
whilst a spherical cavity will have some which are triply degenerate (as in the case of a per-
fectly cubic cavity). Degenerate modes occur when two cavity modes have the same resonant
frequency. Mode degeneracy can have two different causes. The roots of Bessel functions
that define two different modes can force the frequencies to be equal, for example cylindrical
modes TM111 and TE011 (since J
′
0(x) = −J1(x)) [103]. Alternatively, degenerate modes can
occur when rotational symmetry of the mode allows different possible orientations such as
cylindrical modes TMm10 (where m≥ 1)[103].
Assuming a perfectly constructed microwave cavity, these degenerate modes would have ex-
actly the same resonant frequency. In practice, inevitable small imperfections in the cavity
construction can cause these modes to have slightly different resonant frequencies. By insert-
ing a sample away from the central axis of the cavity, it is possible to separate the resonant
frequencies of the modes. This is often referred to as a mode trap [104, 105]. Perturbing the
cavity field causes the orientation of one of the possible modes to align with a local maximum
at the sample. The other mode would have a local minimum. This sample can be placed at a
location to suppress the degenerate mode by ensuring it is not coupled to. Alternatively, the
sample can be placed at a location such that both orientations are coupled to equally. Due
to this phenomena it is possible to use equally coupled, split degenerate modes to correct
for changes in temperature during perturbation measurements. The main advantage of the
proposed method is the much narrower bandwidth required for measurement compared with
using a non-degenerate reference mode. This is described in Section 2.7.7, for example TM310
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at 6.62 GHz can be used as a reference for measurements using TM010 at 2.50 GHz, leading
to a wide bandwidth. This proposed method dramatically simplifies the instrumentation for
dielectric sensor applications, where a measurement bandwidth of less than 100 MHz will
suffice. A further advantage is the reduction in other systematic errors, such as variations in
the coupling coefficients as a function of frequency.
3.2 Splitting the Degeneracy of TMm10 Modes
TMmnp modes are described by the parameters m, n, and p where m is the azimuthal period-
icity, n is the number of Bessel function maxima between the axis and circumference, and p
is the number of nodes in the z direction. The axial electric field amplitude (Ez) is described
by Equation 3.1 derived using [86]
Ez (r,φ ,z) = E0Jm
(αmnr
a
)
cos(m(φ +θ))cos
( pπz
h
)
(3.1)
where a is the cavity radius, h is the cavity height, θ is the axial rotation (resulting in the
TMm10,a and TMm10,b variants), and αmn is the nth root of the the mth order Bessel function of
the first kind. The field patterns of these modes are shown in Figure 3.1.
As well as introducing a frequency and Q factor shift, a perturbation of a microwave cavity
can also reconfigure the resonant modes. This can be useful where multiple modes overlap,
such as between TM and TE modes (since J
′
0(x) = −J1(x)), or where a solution has finite
azimuthal symmetry such as with the TMm10 modes (where m≥ 1). The TMm10 field pattern
exists in two orientations simultaneously, which are seen in Figure 3.1.
In a perfectly cylindrical cavity, the TMm10 modes are perfectly degenerate and so have exactly
the same frequency. The case of coupling to the doubly-degenerate TM110 mode is shown in
Figure 3.2. Since both modes are equally probable, both are equally excited. Without any
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Figure 3.1: Electric field (E) and magnetic field (H) patterns for the degenerate TM110,a,
TM110,b, TM310,a, and TM310,b modes [106].
shape or material perturbation, these two modes coexist. This is equivalent to the mathemat-
ical process of Gram-Schmidt orthogonalisation process applied to degenerate eigenfunctions.
Defining the electric fields of the TM110,a and TM110,b modes to be Ea and Eb, respectively, the
net E-field is formed from the linear combination E = (Ea+Eb)/
√
2. The quantum interpreta-
tion of this result is that of the paradox of Schrödinger’s cat. Both modes exist simultaneously
and the degeneracy is only removed by an act of perturbation, which fixes the system in a
particular eigenstate, with non-degenerate eigenvalue (i.e. in the case of a cavity resonator, a
non-degenerate resonant frequency). This is what happens when a material sample is intro-
duced, as in Figure 3.3.
Distortion of the Lorentzian response can occur when the frequencies are unequal. This can
happen when the azimuthal symmetry of the cylindrical cavity is broken, such as with a split
in the vertical plane, or where there are holes in the cavity. Holes in the microwave cavity are
always present to allow the sample to be inserted into the cavity and also for cavity coupling.
Additional holes may also be included to allow external stimulus - such as UV light, or com-
plimentary measurement techniques - such as pyrometers. The ideal and practical scenarios
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Figure 3.2: Schematic contour plot of the electric field magnitude for the TM110 mode with
capacitive (i.e. E field) coupling probes, located as shown for a transmission measurement
(left). Measured transmitted power |S21|2 in the frequency domain of the TM110 mode in a
cavity split in the vertical plane in the ideal case (black solid) and in the practical case (red
dashed) [106].
can be seen in Figure 3.2 along with the orientation of TM110,a and TM110,b modes.
To fix this distortion, a perturbation can be introduced in such a way to reconfigure the over-
lapping modes, such that only one is coupled [107]. This is illustrated in Figure 3.3 for the
orthogonal TM110 modes. The difference in frequency response between the original degen-
erate modes, with split resonant frequencies, and the perturbed modes where only one mode
is coupled are shown in Figure 3.4. As only one mode is coupled to, a single, clean Lorent-
zian response can be seen. The reduced distortion of the Lorentzian response yields fewer
errors when extracting mode parameters, such as frequency and Q factor. Using the reson-
ant frequency obtained after mode suppression allows the use of the temperature correction
technique discussed in Section 2.7.7. The resonant frequency obtained from the clean Lorent-
zian will give a substantially more accurate temperature corrected frequency. If the resonant
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Figure 3.3: Schematic contour plot of the electric field magnitude for the TM110 mode with
capacitive (i.e. E field) coupling probes, located as shown for a transmission measurement.
Only one of the degenerate modes is coupled in this configuration, with the PTFE sample
position shown.
frequency of the temperature correction mode is taken without mode suppression, the lack
of clean Lorentzian response will lead to errors in temperature corrected frequency. There
is even a chance of the measured resonant frequency jumping from the resonant frequency
of the TMm10,a and TMm10,b modes during measurement. This is due to an error in the fre-
quency tracking. If this were to happen, and temperature correction was carried out using
these measurements, the corrected frequency would also incorrectly have jumps in frequency.
Suppressing the lower frequency degenerate mode, so it is not coupled to, ensures this jump
in frequency will not occur.
Alternatively a perturbation can be positioned to maintain equal coupling between the two
modes, while also increasing separation between the TM110,a and TM110,b modes. If the per-
turbation is large enough to ensure sufficient separation, then the unperturbed TM110 mode
can be used for temperature correction. This is discussed in Section 3.3.
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Figure 3.4: Measured transmitted power |S21|2 in the frequency domain of the TM110 mode in
a cavity split in the vertical plane without a perturbation (red dashed) and with a perturbation
(black solid).
3.3 Temperature Correction Using Split Degenerate Modes
Many microwave cavity perturbation measurements involve a change in temperature of the
measurement cavity. For example, these can be unintentional changes due to room temperat-
ure fluctuations, or while measuring an exothermic/endothermic reaction. Alternatively, the
change can be intentional while examining dielectric properties over a range of temperatures.
Regardless of the reason behind it, a change in cavity temperature causes several changes to the
host cavity that affect the frequency response of the system; change in cavity geometry, coup-
ling geometry, and temperature dependent electrical conductivity of the cavity walls. These
temperature changes during microwave perturbation measurements cause changes in meas-
ured frequency and Q factor. These must be accounted for so that any changes in the resonant
frequency and Q factor are caused by changes in the sample.
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3.4 Proposed method of temperature correction
Degenerate modes, as discussed in Section 3.2, can be used as an alternative method for cor-
recting for temperature changes. When a sample is inserted into the cavity off-axis, this causes
degenerate modes to split. The placement of the sample must be chosen to ensure both modes
are coupled to equally. For modes TM110 and TM310 used in this experiment, the sample is
inserted at an angle of 45° from the coupling structures, however this results in TM210 and
TM410 being unusable. This is shown in Figure 3.5.
This perturbation locks the orientation of the modes. One of the modes will be perturbed by
the sample and thus will have a lower frequency. This lower frequency mode becomes the
measurement mode and is referred to as TMm10,a. The higher frequency of the two modes
will not be affected by the introduction of the perturbing sample. This unaffected mode be-
comes the reference mode and is used for temperature corrections. This mode is referred to as
TMm10,b.
Due to the geometry of the modes, not all of them could be coupled equally at once. Placing
the sample at 45° from the coupling probes allows use of the TM110 and TM310 modes. TM210
and TM410 are unusable due to them only coupling the unperturbed and perturbed mode re-
spectively. The technique used in Section 2.7.7 is utilised to correct for temperature, while
replacing TM010 and TMm10 modes in Equation 2.30, with TMm10,a and TMm10,b modes, re-
spectively.
Using this technique the sample is placed in the region of high electric field and notionally
zero magnetic field of the measurement mode TMm10,a. When considering the fields of the
reference mode TMm10,b the sample is in a region of low electric field but high magnetic
field. As described in Section 2.7.7, in order for this technique to work for any material the
reference mode must have no magnetic or electric field at the sample location. Due to this, the
degenerate mode temperature correction technique described may only be used on samples
which are non-magnetic.
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Figure 3.5: Contour plots of TMm10 modes. TM110 and TM310 have equal coupling between
the perturbed and unperturbed modes. Only the unperturbed TM210 mode is coupled, and only
the perturbed TM410 mode is coupled [106].
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3.5 Experimental Setup
These experiments were conducted using an aluminium microwave cavity resonator designed
for TM measurements, with capacitive antenna coupling into the E-field. This cavity reson-
ator will be referred to as the C3 cavity. Measurements were taken using the TM110 mode
configuration shown in Figure 3.5. The TM310 mode was not used due to interference from
another mode with similar resonant frequency.
The temperature was controlled by placing the resonant cavity in a Memmert IPP400 tem-
perature controlled oven. The transmission (S21) measurements were obtained using Key-
sight Technologies Vector Network Analyser (VNA) (PNA-L N5232A) with RF cables from
Huber+Suhner. The VNA was connected to a PC running an in-house measurement acquisi-
tion program built with LabVIEW. The program also measures the temperature of the cavity
using an Omega PT100 temperature sensor connected to a National Instruments (NI) cDAQ-
9171. This is shown in Figure 3.6.
3.6 Proof of Method
In order to confirm this method, experiments were conducted using water as a sample and
varying temperature then using the technique in Section 3.4 to correct for temperature. These
results were then compared to the literature to confirm effectiveness of this method. The
experiment consisted of two temperature ramp measurements, one with empty quartz tubes,
and the other with the addition of a water sample. Two nested quartz tubes were used. The
outer tube has an outer diameter of 4.0 mm and inner diameter of 2.0 mm. The inner tube has
an outer diameter of 0.4 mm and inner diameter of 0.3 mm. The purpose of the outer tube was
to split the high and low TM110 modes enough to treat them as separate modes and reliably
extract the frequency and Q factor. The inner tube is used as a container for a small volume of
water. The frequency response showing the separation of these modes can be seen with and
without the water sample in Figure 3.7.
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Figure 3.6: Experimental setup showing the temperature controlled oven (1) containing the
microwave cavity resonator with inserted sample and attached temperature sensor (2). Coaxial
cables (3) connect the cavity to the VNA (4) which is being driven by the LabVIEW measure-
ment acquisition program (5). The temperature sensor is connected to the NI-DAQ (6), also
controlled by the same program [106].
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Figure 3.7: Measured transmitted power |S21|2 in the frequency domain of the TM110 mode
when perturbed by the empty quartz tubes (black solid) and when a water sample is added (red
dashed) [106].
3.6 Proof of Method 63
Figure 3.8: TM110 measured frequency versus temperature with measurement modes on the
left axis and reference modes on the right axis [106].
The temperature ramps were performed from 20 °C to 60 °C over 8 hours, then returning to
20 °C at the same rate. Both the measurement mode TM110,a and reference mode TM110,b were
measured for the empty and water ramps. The frequency results of these measurements are
shown in Figure 3.8.
Frequency results show the reference mode TM110,b is not affected by presence of the sample,
as described in Section 3.4. The measurements for the TM110,a mode have different resonant
frequencies for water and quartz, due to the addition of water affecting the perturbation. These
measurement modes also have different gradients. The gradient in the quartz tubes is caused
predominantly by the change in cavity temperature, as the permittivity of quartz has very
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Figure 3.9: Corrected, uncorrected and literature values for real permittivity (ε1) of water at 4
GHz versus temperature with 2% systematic error indicated by the dotted lines [106].
little temperature dependence. The gradient of the water containing sample has the same
contribution from temperature change of the cavity and quartz, but also a contribution due to
the temperature dependence of permittivity for water. Before temperature correction of the
water sample, the frequency decreases as temperature increases. This trend is the opposite of
the expected result. To resolve this, the temperature correction technique explained in Section
3.4 is used to remove the contributions from the cavity and quartz tubes, as well as reduce
the errors present. This method ensures that after correcting these values, the only changes in
observed frequency are due to changes in the permittivity of water. The real permittivity of
water is calculated using Equation 2.31 before and after temperature correction of frequency
has been carried out. This can be seen in Figure 3.9.
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Table 3.1: Comparison of experimental measurements versus theoretical values of the permit-
tivity of water.
T (°C) ε1,Kaatze ε1,measured Percentage difference
25.0 75.46 75.54 0.11%
30.0 74.37 74.43 0.08%
35.0 73.14 73.04 -0.13%
40.0 71.82 71.67 -0.21%
45.0 70.44 70.27 -0.24%
50.0 69.03 68.91 -0.17%
55.0 67.60 67.49 -0.17%
60.0 66.18 66.18 0.01%
Real permittivity values shown in Figure 3.9 show that before temperature correction the graph
suggests a rise in permittivity of the water sample as temperature increases. Once this data has
been corrected, a decrease in real permittivity can be seen between 20°C and 60°C. This cor-
rected negative gradient and corresponding ε1 values now closely match the literature values
calculated from the equations developed by Kaatze [100]. This also matches closely with the
values seen in literature [108, 109]. The errors for these measurements were also calculated
and compared with the theoretical values as shown in Table 3.1.
The main systematic errors accounted for include the permittivity and volume of the calib-
ration quartz rod, and the volume of the water sample. These are approximately 2%. The
random errors, introduced by the noise from the VNA, were negligible in comparison, less
than 0.1%. As the table shows, the experimental results were well within the systematic error
when compared against the literature permittivity values.
3.7 Conclusion
This chapter has shown how a perturbation can be used to suppress degenerate modes. Degen-
erate modes cause a splitting of the Lorentzian curves in the frequency response of microwave
cavities. This distortion causes errors in measurement of frequency and Q factor of the cavity.
The TMm10 modes are always degenerate due to their finite azimuthal symmetry. These TMm10
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modes can be used for temperature correction, however their degeneracy can cause problems
when measuring them. To solve this issue, an appropriately placed, off axis perturbation can
be introduced to suppress the lower frequency degenerate mode. This perturbation causes the
frequency response to become a single Lorentzian. Frequency and Q factor measured from
this mode can then be used reliably.
It has also been shown that degenerate modes can be used for temperature correction by split-
ting degenerate modes and using one as a robust and precise reference. The degenerate TMm10
modes can be reconfigured by perturbing the cavity. This is useful to prevent the interference
between the higher and lower frequency TMm10 modes. The position of the mode relative
to the cavity coupling structures determines how strongly that mode is coupled. The use of
TMm10 modes is applied to the temperature correction technique developed by Cuenca et al.
This technique is required due to the temperature dependent properties of the microwave cav-
ity. The sample is placed in a position to ensure equal coupling of both TMm10 modes. The
lower frequency perturbed mode is used to measure the sample and the higher mode is used
as a reference, unaffected by the sample. To verify this technique, the temperature dependent
properties of water were investigated. Before correction, the frequency response of the wa-
ter sample appeared to be incorrect, due to the dominating temperature dependent properties
of the microwave cavity. After temperature correction the values were verified against the
literature and confirmed to be accurate.
Chapter 4
Experiment and Resonator Design
In this chapter the simulation, design and measurement of two types of microwave frequency
resonators is discussed. One (cylindrical cavity type) resonator will be used for simultaneous
NPD and MCR measurements and also incorporates a method of heating the sample using a
high temperature gas flow. The equipment used for heating is also discussed. This equipment
is designed to be able to activate a MOF sample in-situ. The second (hairpin type) resonator
is designed to perform simultaneous X-ray PDF and dielectric characterisation. This hairpin
geometry resonator will be used to observe the absorption of ammonia in halide salts. Both
resonators designed have novel features to allow the entry of incident and diffracted beams.
4.1 Simultaneous NPD and MCR High Temperature Reson-
ator Design
This section documents the design of experimental equipment in order to perform experiments
combining simultaneous NPD and MCR measurement while flowing high temperature gases
over a solid powdered sample. The ability to heat the sample during these measurements can
have many applications, however, this experiment is specifically designed to allow activation
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of a powdered MOF sample. The method and results for combined MCR and NPD measure-
ments are described later, in Section 4.1. The addition of gas heating to this set-up presents
additional technological challenges. To do this a method of heating gases to a constant tem-
perature whilst in a vacuum chamber for NPD is described in Section 4.1.1. To allow heating
equipment as close to the sample as possible required a new microwave cavity, the design of
which is documented in Section 4.1.2. The cylindrical microwave cavity resonator designed
in this section will be referred to as the C1 cavity.
4.1.1 Heating Equipment
For this experiment a way of heating gases during NPD and MCR measurements must be
formulated. Using the quartz tube shown in Figure 4.1 with a flow rate of 10 sccm (standard
cubic centimetre per minute), a temperature of 150 °C of the flowing gas should be achieved.
A method of heating gases for ammonia absorption measurements is described in [34, 102].
This method involves passing a heated gas through the outer layer of a double walled sample
tube. For MCR measurements alone this method proves effective. However, in order to allow
the neutron diffraction contrast to remain as high as possible, the neutrons must pass through
as little material as possible on top the powdered sample.
Alternatively it is possible to heat the gas before it enters the quartz tube, using a circulation
heater for example. One problem with this method is that there is a long section of quartz
tube for the gas to flow through before reaching the sample. This gives a long period of time
for the gas to cool before reaching the sample and could lead to inadequate heating of the
sample. Another problem with this method is that there will be a temperature gradient across
the sample height.
To resolve these problems, heating coils are chosen for gas heating for this experimental setup.
This method allows heating coils to be placed out of the neutron beam path but close to the
sample and also allows coils to be placed both above and below the sample location, decreas-
ing the temperature gradient across the sample. Coils for this experiment were custom made
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Figure 4.1: Quartz tube schematic drawing as provided by ISIS design division
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Table 4.1: Specification of Coil heaters
Top Coil Bottom Coil
Location Inside Quartz tube Outside Quartz tube
RMS Voltage 110 V 230 V
RMS Power 500 W 125 W
Cable Diameter 1.57 cm 2.39 cm
Coil ID 0.953 cm 1.27 cm
Coil height 38.1 cm 3.81 cm
by Watlow. The coil specifications can be seen in Table 4.1.
The top coil is inserted into the quartz tube and is of appropriate height that the coil ends
as close to the top of the cavity as possible without encroaching on the microwave fields or
touching the taper of the quartz tube. This placement allows maximum thermal contact with
the gas and ensures gas reaching the sample is as close as possible to the target temperature.
Due to the reduced diameter of quartz tube below the sample, placing the bottom coil inside
the tube is not an option. Because of this, the coil is placed on the outside of the quartz tube,
as close to the bottom of the cavity as possible, without encroaching on electromagnetic fields.
Thermocouples to read temperatures are placed at the end of the coils closest to the sample.
The upper thermocouple is suspended in the gas flow above the microwave cavity. The lower
thermocouple is taped to the outside of the quartz tube between the cavity and bottom heating
coil. The locations of the heating coils and thermocouples can be seen n Figure 4.2. Both of
these coils are controlled using Eurotherm 3504 temperature controllers.
4.1.2 Microwave Resonator Design
The microwave resonator design shown in this section is created to work with the heating
equipment shown in Section 4.1.1. These pieces of equipment are designed to operate in tan-
dem to provide dielectric measurements while passing a heated gas over the sample while
simultaneous NPD measurements are taken. For NPD measurements a sample weight of ap-
proximately 1 g is used. The resonator chosen must be able to contain this sample with an
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Figure 4.2: Schematic diagram showing the locations of top and bottom heating coils with
associated thermocouples in relation to the cavity and sample.
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appropriate filling factor. It must also have adequate dynamic range, for the measurement
of transmitted microwave power, to be able to cope with a large and lossy sample. Design
requirements for the resonator are shown below:
• Sample hole of over 12 mm to allow insertion of the sample tube.
• 20 mm high section thinned to 1 mm thick to minimise neutron scattering.
• Cavity height as small as possible to allow heating elements close to sample.
• A resonant frequency of approximately 2.5 GHz for the TM010 mode.
• A mode independent of ammonia absorption to allow temperature corrections.
• Appropriate balance between sensitivity and dynamic range.
• Maintain a maximum cavity temperature of below 100 °C.
The material chosen for construction of the resonator is aluminium which allows the the cavity
to have a high Q factor due to its high electrical conductivity. Copper would be ideal for high
Q factor due to its higher conductivity however copper has a much higher neutron scattering
cross section. Generally vanadium sample environments are used for NPD experiments due to
its low neutron scattering coefficients, however its electrical conductivity is too low to make it
suitable for a microwave cavity. Aluminium also has adequately low coherent and incoherent
neutron scattering cross section to minimise scattering from the resonator, especially consid-
ering the section of cavity in the neutron beam will be only 1 mm thick. A cylindrical shaped
cavity is chosen as this geometry is suitable for measurement of samples of this size.
Heating elements must be placed as close to the sample as possible in order to stop the heated
gas from cooling before it passes through the sample. To do this the resonator must have as
shorter height (d) as possible. The Q factor of the cavity is approximately proportional to
the height of the cavity (where d < a), as shown in Equation 4.1 (full derivation shown in
Appendix A.1). The relationship between Q factor and the ratio of radius and height can also
be seen in Figure 4.3.
Q=
a/δ
1+ a/d
(4.1)
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Figure 4.3: Q factor of the TM010 mode versus the ratio of cavity radius over cavity height.
The point on the curve selected for the C1 cavity and for a typical microwave cavity (used
for perturbation measurements without sample heating) are indicated by the open and filled
circles, respectively.
where δ is the skin depth at the resonant frequency.
Neutron powder diffraction requires approximately 1 g of sample. This is to allow enough
neutrons to be diffracted such that adequate resolution of Bragg data is obtained. As this
sample may have a high dielectric loss the cavity should be as tall as possible to allow for a
high intrinsic Q factor leading to a large dynamic range. Different cavity heights also change
the resonant frequency of many cavity modes. In a comparatively short microwave cavity,
the lowest frequency, dominant mode is the TM010 mode. As height increases the resonant
frequency of the TE111 mode decreases until it becomes the dominant mode [86]. Selecting a
height that allows any used mode to be spectrally far from other modes ensures the shape of
the measurement peak remains a clean Lorentzian. In practice a balance of these factors must
be considered when deciding the height of the cavity.
As mentioned previously, a 20 mm high section of cavity wall must be thinned to 1mm thick-
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ness. In order to create this MCR the cavity space is milled from two solid blocks of machine
grade aluminium. This aluminium alloy allows ease of machining but negatively affects Q
factor due to reduced conductivity. The milling process means the corners of the cavity space
cannot have a 90° angle and must have a radius equal to the radius of the milling bit. The
smallest radius possible for the radius of cavity used is 3 mm. With this taken into account the
smallest possible height of the cavity d = 26 mm. Assuming a conductivity of 3.77×107 Sm-1
and using Equation 4.1, the theoretical maximum Q factor for this cavity is Q= 9927. When
this value is simulated using COMSOL a value of Q = 9874 is given. This Quality factor is
large enough to allow an adequate dynamic range and should allow the heating coils to be
placed as close to the sample as possible so a cavity height of d = 26 mm is selected.
The cavity is milled to form two semi-cylinders and secured together by 4 bolts. The current
path for the TM010 measurement mode is shown in Figure 4.4. The construction method used,
with the cavity split in the vertical plane, ensures the current path for the TM010 measurement
mode is not obstructed. A split in the horizontal plane would obstruct these current path,
leading to a decrease in Quality factor. Microwave chokes around the 12 mm sample hole
were considered to act as a waveguide to attenuate the electromagnetic fields and maintain
the stored energy within the cavity. Upon simulating the effect of chokes using COMSOL, it
was found that extended microwave chokes have little effect on the Q factor. Also extending
the chokes would require the heating coils to be placed further from the sample which should
be avoided. Due to this, 8 mm thick top and bottom plates for the cylinder are used with no
extended choke. This thickness is appropriate from an electromagnetic standpoint but also
allows adequate thickness to be used for mechanical connection of the two cavity sections as
well as connection of the cavity to the rig.
To give a resonant frequency of the TM010 mode close to 2.5 GHz, a cavity diameter of 90 mm
is used. The measured frequency response for the TM010 mode of this cavity can be seen in
Figure 4.5. A cavity of 90 mm diameter and 26 mm height means TM010 has its nearest mode
(TM110 at approximately 4 GHz), in terms of frequency, 1.5 GHz away . This allows TM010
to be effectively used as the measurement mode. The broadband frequency response of this
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Figure 4.4: Surface currents for the TM010 mode in a cylindrical cavity.
cavity can be seen in Figure 4.6. Possible temperature correction modes TM110, TM210, and
TM310, as discussed in Section 2.7.7, also have adequate frequency spacing from other modes
of at least 100 MHz. The coupling for this cavity is provided by two coupling antennas which
capacitively couple into the electric field of the cavity, as shown in Figure 4.7. Antennas
are constructed to give an insertion loss of approximately -30 dBm to provide an appropriate
balance between dynamic range and sensitivity. A render of this cavity can be seen in Figure
4.8 and the electric field pattern can be seen in Figure 4.9.
Simulation of the heat distribution in the cavity, quartz tube and supports was carried out using
COMSOL Multiphysics. The result of this simulation can be seen in Figure 4.10. The quartz
tube was set to a temperature of 150 °C with no contact with the cavity or support structure. Of
course in the physical system the support structure will be in contact with the structure holding
the quartz tube. Also this simulation has a simplified version on components used (without
coupling probe holes, tapered on quartz tube etc.) but should give a reasonable approximation
of the heat within the system. Heating in this simulation was only through radiative heating, as
it will be when used in the vacuum chamber of the POLARIS sample tank for the experiments.
This simulation suggested a maximum cavity temperature of under 40 °C. This is well within
the working range of the cavity.
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Figure 4.5: Frequency response of the C1 cavity TM010 mode showing resonant frequency,
bandwidth, Q factor, and insertion loss as measured using a Copper Mountain S5085 VNA .
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Figure 4.6: Broadband frequency response of the C1 cavity showing resonant frequency of the
TM010 mode as measured using a Copper Mountain S5085 VNA.
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Figure 4.7: Schematic diagram of the microwave cavity showing the electric field of the TM010
mode, sample in quartz tube, SMA connectors and antenna coupling.
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Figure 4.8: Render of cavity resonator showing aluminium cavity, steel construction bolts,
SMA connectors, and construction holes to allow the cavity to be integrated into a experiment
rig. The split between two halves of the cavity do not break any current paths for the TM010
mode.
Figure 4.9: Front and top views of electric field within the cavity resonator.
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Figure 4.10: COMSOL simulation of the temperature distribution throughout the microwave
cavity, quartz tube and supports at maximum temperature.
4.1.3 Heating Equipment Testing
Before using this equipment for simultaneous NPD and MCR measurements at elevated tem-
peratures, it must be tested to ensure the target of 150 °C can be reached with a flowing gas.
This temperature is selected as it is appropriate for activating MOF samples, as discussed
further in Section 5.3. The NPD experiment occurs in the sample tank of POLARIS which
contains a vacuum. As the quartz tube is not in contact with the cavity there is no heating of
the cavity due to conduction. As the rig is located in a vacuum there is no heating through
convection. This means any heating of the cavity must be through purely radiative heating,
ensuring the cavity temperature will not reach the temperature of the gas flow. The increase
in temperature of the microwave cavity should be quantified to observe its effect on the meas-
urements. Heating of the cavity will cause changes to the resonant frequency and Q factor
of the cavity. Being in a vacuum, the heating effect of the coils will perform differently to
when performing the same experiment in an atmosphere due to increased loss of heat to the
environment in air via conduction and convection. Due to this, the testing is carried out in the
POLARIS sample tank while the neutron beam was off.
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An argon gas flow was used with a mass flow controller to set a flow rate of 10 sccm. Heating
coils were controlled with temperature controllers with thermocouples placed as close to the
sample position as possible, however temperatures were not able to be recorded during this
testing due to availability of equipment. Results from this testing can be seen in Figure 4.11.
Heating coils were set to 150 °C at the start of this measurement. It can be seen that frequency
and Q factor drop as the cavity is heated due to the increased temperature of gas flows. Gas
temperature increased to the temperature set point within under 10 minutes. As the cavity
temperature was increased only by radiative heating the dielectric data took much longer to
stabilise - approximately 6 hours.
It was found that the cavity temperature started at 26 °C and stabilised at 48 °C, well within
the operating temperatures of this equipment. The change in frequency during this time was
approximately 1.5 MHz, compared to a theoretical change in frequency for this temperature
change of 1.27 MHz. The change in temperature due to temperature change is considerably
smaller than the expected change in frequency caused by the activation of the sample per-
formed by this equipment in Section 5.3 and so is an acceptable value. This frequency shift
may also be greatly reduced by employing the temperature correction technique discussed in
Section 2.7.7 for the final experiments. Q factor shift during this time was approximately 300
- less then a 5% reduction. Again this is an acceptable amount as it is far less than the expected
shift during activation of the MOF sample.
To further test the equipment the temperature of the heating coils is then increased to 200 °C
with the same flow rate. This ensures the equipment is able to operate at above the maximum
requirements of the experiments performed in Section 5.3. The final cavity temperature re-
corded is 59 °C. This temperature is still well within the operating temperatures of the cavity
and proves the equipment will be able to perform the heating experiments it was designed for,
detailed in Section 5.3. During this period of heating, again the gas temperature reaches its
set point within under 10 minutes and cavity temperature only stabilises after approximately 4
hours. This increase in temperature came with an associated shift in frequency of approxim-
ately 0.75 MHz, compared to a theoretical change in frequency for this temperature change of
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Figure 4.11: Frequency and Q factor shift of microwave cavity over time as gas is flowed
through the sample tube and is heated to 150 °C at time = 0, and increased to 200 °C at time
≈ 16 hours
0.64 MHz. This change in frequency was accompanied by a shift in Q factor of approximately
150 - less then a 2.5% reduction. The dielectric response observed during this testing shows
the equipment designed in this section will provide adequate heating during NPD experiments
as well as be able to accurately track the dielectric response of the system during this heating.
The heating equipment and cylindrical cavity resonator designed in this section is used in
Section 5 for simultaneous neutron powder diffraction and dielectric measurement.
4.2 Simultaneous XPDF and Dielectric Measurement Res-
onator Design
This section describes the design of a microwave resonator able to perform simultaneous
dielectric and XPDF measurements of saline salts under a flow of ammonia gas. In order to
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maximise the resolution of X-ray scattering measurements, no material from the microwave
resonator must be in the path of the X-ray beam or in the scattering path. The hairpin geometry
microwave resonator designed in this section will be referred to as the H1 resonator.
4.2.1 Resonator Design
The design requirements of the resonator for this experiment are shown below:
• Sample hole of at least 4mm to allow insertion of sample tube.
• At least 1mm hole to allow X-ray beam to enter the cavity.
• An aperture of 60° in the vertical direction to allow scattered X-rays to pass unimpeded.
• An aperture of 30° in the horizontal direction to allow scattered X-rays to pass unim-
peded.
• A resonant frequency of approximately 2.45 GHz for the measurement mode.
• Appropriate balance between sensitivity and dynamic range.
The first iteration of design for this resonator was a conventional microwave cavity. To reson-
ate at approximately 2.5 GHz a diameter of 46 mm is used. In order for this cavity to have no
material in the path of the X-ray beam a hole must be introduced to allow the beam to enter
the cavity unimpeded. As the beam only has a 200 μm width, this hole could be made as small
as a 1 mm diameter to allow extra room for easy alignment with the beam. A hole of this size
located in the side wall of the cavity would have very little effect on the microwave fields or
Q factor of a cavity. To allow an angle of 60° for scattered X-rays to pass through unimpeded
by cavity material in the vertical direction, a cavity height 85 mm must be used with the X-ray
beam passing through the sample a maximum of 4 mm above the bottom plate of the cavity.
This cavity height pushes the TM010 mode closer in frequency to other resonant modes but
still produces a clean Lorentzian response to be effectively measured. Expanding the height
of the cavity also greatly increases the Q factor to a value of 18,200 using equation 4.1 and
assuming a perfect cavity before any holes are introduced.
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Taking a slice from the cavity wall of this cavity at an angle from the sample position and
increasing the angle of the removed slice causes the Q factor to drop. The TM010 mode is still
able to resonate as the current path is not interrupted. In order to allow scattered X-rays to
pass unimpeded and be able to see a very small section of the Debye–Scherrer rings only a
small slice of the cavity wall must be removed. However, to increase the resolution of these
experiments to be suitable for XPDF measurements an angle of 30° is preferable. As the angle
of this slice increases from 0° to the 30° required, the Q factor drops to approximately 200, as
seen in Figure 4.12. Once the sample is inserted and a highly lossy gas such as ammonia is
introduced, this would cause the Q factor to drop far lower. This Q factor is not adequate for
dielectric measurement and would not be reliably measurable. Due to this a cavity resonator
for use in these experiment is not viable and another microwave frequency resonating structure
must be used.
Figure 4.12: Q factor of the TM010 mode versus angle (θ ) of slice removed from cavity side
wall
A quarter wave hairpin style resonator is chosen as an alternate resonant geometry able to
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fulfil the specification. This geometry of resonator has previously been used for dielectric
characterisation of carbon nanotubes [110]. The resonator was designed with a copper hairpin
structure mounted on a PTFE base and surrounded by an aluminium shield. The hairpin is
made from copper as this has a high electrical conductivity allowing for a high Q factor. The
approximate resonant frequency of the dominant mode for a hairpin geometry resonator can
be calculated using Equation 4.2,
f ≈ c
4l
(4.2)
where l is the height of the hairpin [110]. In practice the resonant frequency is around 10%
lower due to electric and magnetic field not being confined to within the resonant structure
and spreading out above the hairpin ends. The correction factor shown in Equation 4.3 can be
applied to account for this difference,
le f f ≈ l+ d2 (4.3)
where le f f is the effective length and d is the separation of the hairpin ends [111]. The height
of the hairpin is 27 mm with a width of 6 mm allowing it to resonate with a high electric field
at the top of this hairpin structure, with a resonant frequency of approximately 2.45 GHz. The
frequency response of the measurement mode can be seen in Figure 4.13. This measurement
mode is adequately separated from other resonant modes by 0.9 GHz allowing this resonant
mode to be used effectively for sample characterisation. The broadband frequency response
for the H1 hairpin resonator can be seen in Figure 4.14. Nylon bolts connect the shield to the
PTFE and copper hairpin. The metal shield is included to confine the field. There is no shield
along one face to allow X-rays which have been scattered by the sample to pass unimpeded.
A hole through the structure is situated in the centre of the resonator base allowing X-rays
to pass though without being obstructed by the resonator which would adversely affect PDF
resolution. The location of this hole does not effect the electromagnetic performance of the
resonator.
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Figure 4.13: Frequency response of the H1 cavity measurement mode showing resonant fre-
quency, bandwidth, Q factor, and insertion loss as measured using a Copper Mountain S5085
VNA.
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Figure 4.14: Broadband frequency response of the H1 cavity showing resonant frequency of
the measurement mode as measured using a Copper Mountain S5085 VNA.
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A rounded slot is cut into the shielding so that the sample tube can be inserted into the end of
the hairpin resonating structure where the electric field is at its highest. The rounding of this
slot ensures that when the sample is loaded the location is self-centred. This sample location
has a approximately uniform electric field across the sample volume within the resonator. It
also places the sample in line with the incident X-ray beam. Alignment of the sample places
the sample tube perpendicular to the electric field. This desensitises the measurement to the
introduction of a material with high dielectric loss, such as ammonia, and allows the continued
measurement of the sample during the ammonia absorption process. Locating the sample at
the hairpin end also places the sample in an area of very low magnetic field. This ensures the
resonator is only sensitive to the electric properties of the sample. The resonator was excited
using panel mounted SMA connector jacks with a coupling loop, providing inductive coupling
to the magnetic field at the bottom of the hairpin structure. A render of this cavity can be seen
in Figure 4.15 along with hairpin dimensions. The electric field pattern can be seen in Figure
4.16.
The hairpin resonator designed in this section is used in Section 6 for simultaneous X-ray
diffraction and dielectric measurement.
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Figure 4.15: Render of hairpin resonator showing copper hairpin, PTFE base, aluminium
shield, nylon bolts and SMA connectors (left). Dimensions of hairpin resonator (right).
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Figure 4.16: Front, top, and side views of electric field within the hairpin resonator with air
space on top.
Chapter 5
Simultaneous Neutron Diffraction and
Microwave Measurement
The combination of NPD and microwave dielectric techniques are used to investigate solid
state materials during the absorption and desorption of polar species. The combination of
these complimentary techniques monitors the structure of the material, as well as the changes
in the sample’s electromagnetic properties. The first series of experiments investigates the
absorption of ammonia storage in a selection of metal-organic frameworks. These ammonia
storage materials are investigated for use as a possible energy vector and/or air purification
filters. The second series of experiments looks at the solid state absorption of SO2 in MFM-
170 to characterise this storage process. This material has shown promise as an appropriate
sensor for SO2. The changes in dielectric properties of MFM-170 during the absorption of
SO2 could be used to quantify the concentration of SO2 present. Finally, a newly developed
microwave resonant cavity (C1) and heating equipment are used to remove water from a MOF
sample. This equipment can be used in future experiments to ensure samples contain no water
before beginning gas sorption NPD experiments.
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5.1 Ammonia Absorption in MOFs
Metal-Organic Frameworks are highly porous materials often suggested as gas storage ma-
terials [52, 56, 61, 62, 64]. This makes them possible candidates for ammonia storage. As
ammonia is a highly corrosive gas, it is possible that ammonia absorption will lead to degrad-
ation of the MOF host material. Thus for any MOF to be recommended as an eligible storage
material, its ammonia absorption and desorption characteristics and interactions with the host
must first be well studied. To do this, simultaneous NPD and MCR techniques are used to
give unique insight into these characteristics, not possible using other techniques applied in-
dividually. This section describes simultaneous neutron powder diffraction with dielectric
measurements designed to shown the viability of three MOFs to store ammonia. The MOF
materials selected were HKUST-1, UIO-66 and CPO-27-Co. HKUST-1 had been shown to
be stable to ammonia absorption, but likely to decompose if water is also present [41, 69].
UIO-66 and CPO-27-Co have been shown to be viable candidates for ammonia storage due to
their stability to ammonia in [40, 61, 112]. The combination of these techniques can give a
unique insight into the properties of these storage materials during the absorption and desorp-
tion processes.
5.1.1 Experimental Setup
These measurements are carried out on the Polaris time-of-flight NPD instrument at the ISIS
pulsed neutron and muon spallation source in the Rutherford Appleton Laboratory. The Polaris
instrument is used as it is a high intensity, medium resolution powder diffractometer, optimised
for rapid characterisation of structures [113–115]. The sample rested on a gas permeable silica
frit inside a quartz tube which was inserted through the microwave cavity. The cavity used for
this experiment will be referred to as the C2 cavity. Quartz is used for the sample containment
tube as it has a relatively minimal effect on the microwave field compared to other suitably
stable sample tube materials, as well as being a weak neutron scatterer. A modified version
of a standard microwave cavity [27] is used. The cavity and quartz tube are supported using
5.1 Ammonia Absorption in MOFs 93
a custom built rig which locates the sample inside the microwave cavity and in line with the
neutron beam. This cavity was designed with geometry to allow it to operate at 2.5 GHz for
the TM010 mode with a 46 mm radius and 65 mm height. These cavity dimensions were chosen
to ensure a high Q factor and also to prevent interference from other resonant modes. Sample
holes of 10.5 mm radius are included to accommodate the sample tube and microwave chokes
are used to ensure minimum radiative losses of the microwave field. A 20 mm high section
of the cavity, coincident with where the neutron beam intercepts the resonator, was milled
to a thickness of 1 mm to minimise neutron scattering from the sample environment. The
three pieces of aluminium used for the cavity are secured using nylon bolts, again to reduce
scattering from the structure in line with the scattering angles of the neutron beam.
The microwave field is excited using two panel mounted SMA connector jacks with extended
centre conductor, providing capacitive coupling to the electric field. This microwave cavity
setup including the rig used to secure the cavity during NPD measurements can be seen in
Figure 5.1. Radio frequency (RF) cables were used to connect the SMA connectors on the
microwave cavity to a FieldFox N9912A VNA. The power transmission coefficient |S21|2 was
measured in the frequency domain and non-linear, least-squares curve fitting to a Lorentzian
response was used to determine resonant frequencies, Q factors and resonant bandwidths.
Microwave data were recorded every 6 seconds. NPD data were collected every 2 minutes -
the fastest possible rate. This ensured reaction dynamics were captured while still maintaining
a appropriately high resolution.
The gas supply was regulated by a custom-built gas panel. Outgasses were measured by
a mass flow meter (Chell CCD100) before passing into a mass spectrometer (HPR-20 QIC
R&D Plus from Hiden Analytical). This mass spectrometer was used to monitor deuterated
ammonia (ND3), hydrogen, deuterium, argon, nitrogen, oxygen and water. This setup is shown
in Figure 5.2. All measurements were taken at room temperature and pressure. Details on the
synthesis and preparations of the MOF samples can be found in [116].
The experimental rig was loaded into the vacuum chamber of Polaris and then the sample
loaded into the quartz tube. Argon was then flowed through the sample to remove anything
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Figure 5.1: Schematic diagram of the experimental housing for the C2 cavity in the Polaris
neutron diffractometer (left) and the MCR alone, showing internal position of components
(right). [9]
Figure 5.2: Schematic diagram of the simultaneous neutron diffraction and microwave meas-
urement setup for ammonia absorption experiments, showing neutron beam, gas lines and
measurement apparatus.[116]
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possible absorbed by the MOF during the loading process (most commonly water). Argon
was used as it is an inert gas that would not react with the sample. Deuterated ammonia (ND3)
is then flowed through the sample until a plateau was observed in the microwave data, NPD
data showed no further change in structure and mass spectrometer began to show ammonia
in the outgas. Argon is flowed again in order to flush the ammonia from the sample. Due to
the relatively slow rate of neutron diffraction data collection, the flow rate of gases was set
to be very low (5 sccm) so that all the structural changes induced by gas absorption could be
captured.
5.1.2 Results
The dielectric response for a substance absorbing ammonia is expected to show a drop in both
resonant frequency and Q factor. The absorption of a highly polar material both physisorbed
to the surface and coordinated within the material causes a drop in resonant frequency. The
Q factor of the system is also expected to drop from the absorption of ammonia due to its
associated high dielectric loss. This response would be consistent with the absorption of a
polar molecule with dielectric loss into a solid state sample [103].
5.1.2.1 Dielectric response of HKUST-1
The dielectric response of HKUST-1 under gas flow is shown in Figure 5.3. The lag between
a gas glow being switched on and it reaching the sample is due to the gas taking time to travel
along the length of pipe at a slow flow rate. The change in fractional frequency shift (relating
to the change in polarisation of the sample) and inverse Q factor shift (relating to the change in
dielectric loss of the sample) are measured as ammonia is absorbed, and desorbed by passing
argon through the sample, as described in Section 2.8. As ammonia is absorbed by the sample,
polarity and dielectric loss of the sample increases. This is consistent with the expected re-
sponse upon absorption of ammonia, as demonstrated in Figure 2.21. After approximately
1.8 hours, these changes reversed direction with fractional frequency shift beginning to rise
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Figure 5.3: Fractional frequency shift and inverse Q factor shift for ammonia absorption and
desorption in HKUST-1 under ammonia (ND3) and argon (Ar) flows. Section A is the first
ammonia flow and section B is the system flushed with argon.[116]
and inverse Q factor shift dropping with similar rate as before the inflection, but with op-
posite sign. This behaviour would be consistent with the loss of ammonia. However when
considered alongside the NPD data shown in Figure 5.6, this behaviour is consistent with a
structural change and indicates the decomposition of the MOF under ammonia, as reported
previously [41, 69]. From 2.2 hours to 3.5 hours the rise in fractional frequency shift and
drop in inverse Q factor continued, but with a lower rate of change. Ammonia gas flow was
then replaced with argon flow and the rate of change increased until saturation at approxim-
ately 5 hours, where polarity of the sample returned to its original value but with considerably
lower dielectric loss.
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5.1.2.2 Dielectric response of UiO-67
The microwave dielectric response of UiO-67 is shown in Figure 5.4. As ammonia is absorbed
the fractional frequency shift was observed to decrease as the inverse Q factor shift increased,
which is consistent with the absorption of a polar material with associated dielectric loss.
These changes continue until approximately 2.2 hours where the sample became saturated
with ammonia and the dielectric response plateaued. This response can be seen in section A
of Figure 5.4 and was also observed in previous studies [9, 27]. After dielectric saturation
ammonia flow was maintained, during which the dielectric loss remained approximately con-
stant and the polarisation decreased slightly. Changes in dielectric loss, and therefore inverse
Q factor shift, are most closely associated with physisorbed ammonia [27]. This is because
the dielectric loss relates to the strength of dipolar bonds and the rotational freedom of the mo-
lecule. Changes in polarity, and therefore resonant frequency are more closely associated with
chemisorbed ammonia. These observations suggest a saturation of the host surfaces with am-
monia as there is very little change in inverse Q factor, but a small amount of loss of ammonia
from tightly bound sites as a small change in fractional frequency was observed.
Once ammonia gas flow is replaced by argon gas flow in section B, polarisation and dielectric
loss of the sample decreases. The gradient of these changes reduce in section B with much
slower change in polarisation and dielectric loss. This is due to the gas flow being interrupted
meaning loss of ammonia from the sample slows considerably. When the argon gas flow is
re-introduced, changes in fractional frequency shift and inverse Q factor shift continue at their
original rate. This is consistent with the loss of ammonia, both physisorbed and chemisorbed,
from the sample. Once this desorption process has completed, dielectric loss returns largely
to its original value however polarisation is significantly lower than before the first ammonia
flow. This suggests that some tightly bound ammonia (influencing the sample polarisation to
a greater degree than its dielectric loss) was retained within the UiO-67 sample. The ammonia
absorption process was repeated in section C with similar results; except that when the sample
was held under static ammonia (around 10.5 hours to 12.5 hours) the changes in dielectric
properties were smaller than when the sample was held under static argon. This small decrease
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Figure 5.4: Fractional frequency shift and inverse Q factor shift for ammonia absorption and
desorption in UiO-67 under ammonia (ND3) and argon (Ar) flows. Section A is the first
ammonia flow, section B is the system flushed with argon, section C is the second ammonia
flow and D is the second flush with argon. [116]
in polarity and dielectric loss is consistent with the dielectric properties arising from the natural
loss of ammonia due to equilibrium processes. In the final stage (section D) ammonia is lost
under argon flow and it is apparent that the dielectric loss recovers to only very slightly less
than its original value. The fractional frequency shift, however, still demonstrates a significant
negative shift, consistent with the production of a more polar material as described above.
This shows that some tightly bound ammonia remains within the MOF even after flushing
with argon gas.
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5.1.2.3 Dielectric response of CPO-27-Co
The changes in dielectric properties of CPO-27-Co on exposure to ammonia are shown in
Figure 5.5. A sudden decrease in fractional frequency shift and increase in inverse Q factor
shift were observed on ammonia absorption. The initial dielectric behaviour for CPO-27-Co
was similar to that observed for UiO-67 and HKUST-1, and again was consistent with the
absorption of ammonia. After approximately 1.5 hours this behaviour was reversed, with a
slower decrease in dielectric loss and polarisation observed, normally consistent with the loss
of ammonia. Dielectric properties appear to saturate after around 2.5 hours, where the gas
flow was replaced by argon. Under argon flow both fractional frequency shift and inverse
Q factor shift increase until a plateau was observed at around 5 hours. Argon was replaced
with ammonia and flow almost immediately stopped due to experimental difficulties between
5 hours and 7 hours. During this period of no gas flow, no changes in dielectric response were
observed. When the ammonia flow was restarted at around 7 hours, an immediate decrease
in fractional frequency shift and inverse Q factor shift were observed. This was followed by
a general decrease in dielectric loss and approximately stable polarisation. This behaviour
was not monotonic. On replacing the ammonia flow with argon at around 9.5 hours, the
dielectric loss was observed to return to its original value whereas the polarisation of the
sample decreased almost linearly until the completion of the experiment.
Examination of the dielectric properties of CPO-27-Co initially suggested the presence of
a structural transition or decomposition reaction. However, inspection of the diffraction data,
shown in Figure 5.10 indicates no new Bragg peaks and therefore no change in the CPO-27-Co
structure. The observed initial rise and then decrease of fractional frequency shift and inverse
Q factor shift is therefore anomalous and not easily explained. The subsequent behaviour of
the material under argon and ammonia flow was inconsistent with previous results showing
how ammonia interacts with solids. The addition of ammonia caused a decrease in dielectric
loss and relatively small, but complex, changes in polarisation. It has previously been observed
[9, 27] that when ammonia binds to a solid it produces a decrease in the fractional frequency
shift, due to increased polarisation of the sample, and an increase in the inverse Q factor shift
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Figure 5.5: Fractional frequency shift and inverse Q factor shift for ammonia absorption and
desorption in CPO-27-Co under ammonia (ND3) and argon (Ar) flows. Section A is the first
ammonia flow, section B is the system flushed with argon, section C is the second ammonia
flow and section D is the second flush with argon. [116]
due to greater dielectric loss. Here, the behaviour seems to be the opposite and indicates that,
after its initial exposure to ammonia and flushing with argon, further exposure to ammonia
causes CPO-27-Co to reduce the amount of weakly bound ammonia. This is associated with
increases in inverse Q factor. Whilst very slightly increasing the amount of more strongly
bound ammonia - associated with decreases in frequency. Mass spectroscopy indicated no
ammonia in the outgas and therefore showed no ammonia was not lost from the sample during
this time.
5.1 Ammonia Absorption in MOFs 101
5.1.2.4 Structural properties of HKUST-1
A surface plot of the Bragg diffraction from the absorption and desorption of ammonia (ND3)
by HKUST-1 is shown in Figure 5.6. The gaps in the Bragg information correspond to in-
terruptions in time resolved data collection. These data may be used to help us understand
the ammonia absorption and desorption processes observed in HKUST-1. The Bragg peaks
observed at the beginning of the experiment were consistent with the structure of HKUST-
1. A clear structural transformation from the original HKUST-1 structure to a new phase or
phases was observed after the ammonia reaches the sample. There are two small changes in
gradient in the inverse Q factor shift at approximately 1.4 and 1.6 hours that hint at complex
behaviour within this structural transformation. After 1.8 hours the new phase had become
the dominant phase. It is therefore likely that this transformation was the origin of the unusual
change in dielectric properties observed in Figure 5.3. On exposure to argon gas, some of the
Bragg peaks of this new phase or phases weaken in intensity and broaden in resolution where
others remain strong. As argon flow is thought to remove weakly bound ammonia molecules,
the change in intensity of these Bragg peaks suggests the presence of multiple phases, some
associated with ammonia and others not. These changes in structure indicate the degradation
of HKUST-1 during the course of this experiment.
Initially ammonia is absorbed by HKUST-1, resulting in the expected increase in dielectric
loss and polarisation. At some point in this absorption process by HKUST-1, decomposition
occurs resulting in the production of materials with vastly differing dielectric properties. This
is clearly seen within the diffraction data, where a clear phase transformation to a poorly
crystalline (as evidenced by broad Bragg peaks) new phase or phases was observed. When
dielectric data is superimposed onto structural data as seen in Figure 5.7, the first inflection
point in the inverse Q factor shift data (around 1.4 hours) occurs at or close to the onset
of phase change, with the decrease in inverse Q factor shift occurring as this phase becomes
dominant. The subsequent decrease in gradient for the rate of change of dielectric properties at
approximately 2.2 hours is less easily explained. However, close inspection of the diffraction
data identifies a number of Bragg peaks that appear and disappear throughout the duration of
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Figure 5.6: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
ammonia absorption and desorption within HKUST-1 under ammonia (ND3) and argon (Ar)
flows. The intensity of the Bragg lines is represented by the colour scale on the right. The
white spaces represent the periods when time resolved data collection was stopped to collect
high resolution diffraction data. Section A is the first ammonia flow and section B is the
system flushed with argon. [116]
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Figure 5.7: Superimposition of the surface plot of Bragg diffraction and dielectric data during
ammonia absorption and desorption within HKUST-1 under ammonia (ND3) and argon (Ar)
flows. [116]
the experiment, and this change in gradient appears to be coincidental with the appearance
of a Bragg peak at approximately 10 Å. This suggests complex phase change behaviour. On
exposure to argon flow, the poorly crystalline phase with its main peak at approximately 18 Å
begins to disappear (from 2.5 to 5.5 hours) with a simultaneous decrease in inverse Q factor
shift and increase in fractional frequency shift.
5.1.2.5 Structural properties of UiO-67
A surface plot of the Bragg diffraction for the absorption and desorption of ammonia (ND3)
by UiO-67 is shown in Figure 5.8. As the ammonia flow reaches the sample, new Bragg
peaks corresponding to a structural modification induced by ammonia binding were observed.
In section B, the sample has been flushed with argon gas and the sample isolated from the
flow. Here, the Bragg peaks corresponding to the new ammonia containing structure remain
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at approximately constant intensity. This indicates that ammonia molecules remained tightly
bound within the structure, which was consistent with the dielectric data discussed in section
5.1.2.2. Once the ammonia flow is resumed, the Bragg peaks for the ammonia coordinated
UiO-67 material decrease in intensity. During this time the full width half max peak intensity
increases with background intensity remaining constant. These changes can be attributed to
many sources including loss of crystallinity, variable stoichiometry, increased stress/strain
and smaller particles. It is not possible to attribute these changes to one or more of these
causes without considerable further study. The strengthening and weakening of the intensity
of the Bragg peaks on exposure to ammonia or flushing with argon, suggests that further
structural changes are created in the MOF host beyond the structure observed on first exposure
to ammonia. Although further detailed structural analyses would have to be performed to
fully identify these. The final sample polarisation, as indicated by the change in fractional
frequency shift, was lower than that of the original sample, whereas a final inverse Q factor
shift of approximately zero was recorded. These observations are consistent with both the
presence of an ammonia coordinated material or more polar decomposition product. However
if decomposition products were produced which were crystalline, new Bragg peaks would be
observed. If these products were amorphous an increase in background would be expected.
As neither of these seem present, this suggests UiO-67 is able to reversibly bind and release
ammonia at room temperature and pressure without significant degradation.
When overlaying the dielectric properties on the Bragg surface plot in Figure 5.9 there is a
high degree of correlation between the Bragg diffraction intensity and the dielectric properties.
In particular between 4 and 6 hours when the sample was not under gas flow, the fractional
frequency shift and inverse Q factor shift both tend to fixed values with the intensity of the
main Bragg peak (15 Å) remaining at constant intensity. When ammonia is passed over the
sample again (8–11 hours) the Bragg intensity of the new phase decreases noticeably as the
polarisation and dielectric loss of the sample increases. All of these factors are consistent with
the uptake of ammonia as seen previously.
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Figure 5.8: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
ammonia absorption and desorption within UiO-67 under ammonia (ND3) and argon (Ar)
flows. The intensity of the Bragg lines is represented by the colour scale on the right. The
white spaces represent the periods when time resolved data collection was stopped to collect
high resolution diffraction data. Section A is the first ammonia flow, section B is the system
flushed with argon and section C is the second ammonia flow. [116]
106 Simultaneous Neutron Diffraction and Microwave Measurement
Figure 5.9: Superimposition of the surface plot of Bragg diffraction and dielectric data during
ammonia absorption and desorption within UiO-67 under ammonia (ND3) and argon (Ar)
flows. [116]
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5.1.2.6 Structural properties of CPO-27-Co
A surface plot of the Bragg diffraction from the absorption and desorption of ammonia (ND3)
by CPO-27-Co is shown in Figure 5.10. The Bragg peaks observed at the beginning of the
experiment were consistent with the structure of CPO-27-Co. There appears to be no clear
structural transformation in the sample during the ammonia absorption and desorption pro-
cesses. This may be unexpected given the variety of dielectric properties observed, but likely
corresponds to retention of the framework structure upon binding of ammonia. Binding of
gases by CPO-27-Co usually occurs through chemisorption at open metal sites, followed by
physisorption within the pores. While all the Bragg peaks are relatively weak (the Bragg peak
at 2.5 Å is due to diffraction from the sample environment) there does appear to be a change
in the intensity of the Bragg peaks arising from CPO-27-Co. Although there is a general vari-
ation in scattering intensity across all the data (as evidenced by the variation in background
intensity) and therefore it is difficult to conclude much useful information from these data.
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Figure 5.10: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
ammonia absorption and desorption within CPO-27-Co under ammonia (ND3) and argon (Ar)
flows. The intensity of the Bragg lines is represented by the colour scale on the right. The
white spaces represent the periods when time resolved data collection was stopped to collect
high resolution diffraction data. Section A is the first ammonia flow, section B is the system
flushed with argon, section C is the second ammonia flow and section D is the second flush
with argon. [116]
The dielectric data is overlaid on top of the Bragg data in Figure 5.11. This shows the decrease
in intensity of Bragg peak at around 13 Å aligns with the decrease in fractional frequency shift
and increase in inverse Q factor shift from the dielectric data. After this point it is difficult to
conclude much information from this overlaid graph.
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Figure 5.11: Superimposition of the surface plot of Bragg diffraction and dielectric data during
ammonia absorption and desorption within CPO-27-Co under ammonia (ND3) and argon (Ar)
flows. [116]
5.1.3 Conclusions on Ammonia Absorption in MOFs
HKUST-1 decomposed under ammonia flow although it was not possible to identify the de-
composition products. This decomposition explains the unusual dielectric response shown in
Figure 5.3 during ammonia absorption. The structural response shown in Figure 5.6 shows
this complex interaction with ammonia where the sample decomposes, producing a number
of new phases as ammonia is absorbed by the sample. Due to this decomposition, ammonia
storage in HKUST-1 warrants no further investigation.
UiO-67 displayed dielectric properties expected during the absorption and desorption of a
lossy, polar molecule such as ammonia, as shown in Figure 5.4. After argon has been flowed
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through the sample the inverse Q factor shift is seen to return to almost its original value,
whereas the fractional frequency shift does not. This indicates the retention of tightly bound,
chemisorbed ammonia to the metal centres of the MOF. The structural data shows a change
in structure as ammonia is absorbed by the sample, however there is no decomposition of the
sample, as seen in Figure 5.8.
Dielectric results for CPO-27-Co, shown in Figure 5.5 suggest either decomposition of the
sample or a change in structure due to its unusual dielectric behaviour. The diffraction data
shows no additional Bragg peaks forming and therefore no change in the CPO-27-Co structure
in Figure 5.10. The observed initial change and then relaxation of fractional frequency shift
and inverse Q factor shift is therefore anomalous with our understanding of how ammonia in-
teracts with solid materials. Potentially, this unexpected decrease in polarity and dielectric loss
during ammonia flow could be due to the formation of ammonia networks. These networks
would decrease dielectric loss and polarisation as hydrogen bonds form between ammonia
molecules.
Such behaviour is difficult to interpret, but it may be that on exposure to additional ammonia,
the weakly bound ammonia begins to form coordinated (hydrogen bonded) networks. This has
been seen in other MOFs,[117] where the hydrogen-bonded ammonia molecules have fewer
degrees of freedom than weakly absorbed individual molecules and therefore contribute less
to dielectric loss. This behaviour could explain the sharp rise and then relaxation of dielectric
properties observed on first exposure to ammonia. When the ammonia flow is replaced with
argon, ammonia is removed, disrupting the coordination networks and restoring their ability to
contribute to increased inverse Q factor shift. Such networks might also affect the polarisation
of the system, with multiple hydrogen bonded layers of ammonia acting to dampen polarisa-
tion effects. This would cause smaller overall changes to sample polarisation with respect to
dielectric loss. Further studies are required to confirm the presence of coordinated ammonia
networks and to validate this hypothesis. These conclusions are consistent with the observed
data and, if confirmed, highlight the ability of CPO-27-Co to stably store considerable quant-
ities of ammonia.
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The combined methodology of diffraction and dielectric spectroscopy provides a valuable tool
to interpret complex ammonia absorption and desorption behaviour, providing insights not
available from the use of these techniques individually. The literature has previously demon-
strated its utility in examining simple molecular species such as metal salts [9, 27]. These
experiments have now shown that it is equally applicable to study much more complex ma-
terials such as MOFs, and that the methodology provides information on subtle adsorption
processes and structural features that may be missed by other techniques applied individually.
The MOF materials investigated show a variety of properties, ranging from decomposition,
through structural modification to structural inviolability, with the potential for ammonia fil-
tering and/or storage highlighted for the UiO-67 and CPO-27-Co materials. These materials
show strong binding and significant uptake. Furthermore, an understanding of the interaction
of these materials with ammonia provides significant insight, that may be used to design a new
generation of materials with enhanced resistance to ammonia.
5.2 SO2 Absorption in MOFs
The MOF MFM-170 has been shown to be stable to SO2 and absorb SO2 repeatedly in large
volumes. Characterisation of MFM-170 is necessary during absorption and desorption of
SO2 to understand the mechanisms involved in these processes. This section documents the
characterisation of MFM-170 using simultaneous NPD and dielectric characterisation. Bragg
diffraction data was used to show structural changes in the MOF as SO2 is absorbed and
desorbed from the sample. Dielectric characterisation is used as a complementary technique
to acquire additional information on the changes in polarity and dielectric loss of the sample
during this process. Previous studies using these combined techniques in Section 4.1 and
in [9, 27] have been used to determine considerable information on mechanism and kinetics
of absorption processes and this information is crucial in evaluating this material as a SO2
absorber.
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5.2.1 Experimental Setup
These measurements are also carried out on the Polaris time-of-flight NPD instrument at the
ISIS pulsed neutron and muon spallation source in the Rutherford Appleton Laboratory. The
experimental setup used for this experiment was similar to that used in Section 5.1. The exper-
imental rig shown in Figure 5.1 is used with the C2 microwave cavity and the same quartz tube
setup. The FieldFox used for experiments in Section 5.1 is replaced by a Copper Mountain
S5085 VNA. As with the ammonia absorption experiments, the power transmission coeffi-
cient |S21|2 was measured in the frequency domain and non-linear, least-squares curve fitting
to a Lorentzian response was used to determine resonant frequencies, Q factors and resonant
bandwidths. Microwave data were recorded every 6 seconds. NPD data were collected every
2 minutes - the fastest possible rate. This again ensured reaction dynamics were captured
while still maintaining an appropriately high resolution.
Gas flows for this experiment were provided by the ISIS toxic gas panel. It was not possible to
use a mass flow meter for these experiments as no SO2 compatible meters were available. All
measurements were taken at room temperature and pressure. The schematic diagram of this
setup is shown in Figure 5.12. As the MFM-170 MOF readily absorbs water from the air, the
activated sample was loaded into the sample tube inside a glove bag in an argon atmosphere.
This minimised the amount of water present in the sample at the beginning of the experiment.
Argon was used as an inert gas that would not react with the sample. Sulphur Dioxide (SO2)
was then flowed through the sample until the microwave data plateaued, and NPD data showed
no further change in structure. Argon is flowed again in order to flush SO2 from the sample.
Due to the relatively slow rate of neutron diffraction data collection, the flow rate of gases
was set at a slow rate so that all the structural changes induced by gas absorption could be
captured.
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Figure 5.12: Schematic diagram of the simultaneous neutron diffraction and microwave meas-
urement setup for sulphur dioxide absorption experiments, showing neutron beam, gas lines
and measurement apparatus.
5.2.2 Results
5.2.2.1 Dielectric Response
Sulphur dioxide is a polar molecule with a high dielectric loss. This is expected to have the
effect of reducing the resonant frequency and Q factor of the cavity as SO2 is absorbed by
the sample. Figure 5.13 shows the dielectric response of the sample as it absorbs SO2. The
beginning of the graph is under argon flow. Gas flow of SO2 was introduced at a slow flow
rate at 1.8 hours and took approximately 5 minutes to reach the sample. At this point the
fractional frequency shift increased slightly before beginning to decrease. It is difficult to be
certain of the reason for the slight rise in frequency, but this may be due to the change in
pressure introduced by changing the gas. As sulphur dioxide is polar, the drop in fractional
frequency shift is the expected behaviour. At approximately 2.3 hours a change in gradient of
the fractional frequency shift is observed. The cause of the gradient change is unclear but may
be due to SO2 leaving one binding site in the MOF and re-binding at another site - causing a
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Figure 5.13: Fractional frequency shift and inverse Q factor shift for SO2 absorption in MFM-
170 under SO2 flow.
change in the polarity of the system. Polarisation then continued to rise before tailing off to a
plateau where the sample was saturated with SO2.
Changes in inverse Q factor shift showed a somewhat complex behaviour. As SO2 was ab-
sorbed by the sample, the inverse Q factor shift began to rise, as expected, for the absorption
of a material with high dielectric loss. At approximately 120 minutes however, dielectric
loss began to drop whilst SO2 is still being absorbed. This is not the expected behaviour for
this system and the reason for this unexpected behaviour is not yet understood. At around
2.7 hours, inverse Q factor shift began to increase again before tailing off to a plateau.
Once the sample was fully saturated with SO2, the gas flow was switched to argon at the
same flow rate. The dielectric response is shown in Figure 5.14. Due to a crash in the drivers
used to control the VNA, a large section of the dielectric data for this section was lost. As
the argon flushes the SO2 from the sample, the polarisation of the sample begins to decrease.
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Figure 5.14: Fractional frequency shift and inverse Q factor shift for SO2 desorption in MFM-
170 under Argon (Ar) flow.
From the data present, it is assumed the frequency response continues in one curve to the
final value seen at the end of this graph. Dielectric loss decreases as SO2 is remove from the
system. At approximately 100 minutes however, dielectric loss begins to increase. Again, this
behaviour is unexpected and warrants further investigation. The curve for inverse Q factor
shift is assumed to continue until it reaches its final value.
Figure 5.15 shows the dielectric response during a second SO2 absorption process, but this
time at a much faster flow rate. This faster flow rate causes full saturation with SO2 in under
2.5 hours, as opposed to the 4 hours in the first absorption in Figure 5.13. Other than the
change in rate of absorption, the behaviour of resonant frequency and Q factor match the same
pattern as the first SO2 absorption. This shows that the unusual behaviour seen in inverse Q
factor shift is a repeatable process.
Once the sample was saturated with SO2, the gas flow was switched to argon at the same
elevated flow rate. The dielectric response for this is shown in Figure 5.16. This response
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Figure 5.15: Fractional frequency shift and inverse Q factor shift for SO2 absorption in MFM-
170 under SO2 flow.
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Figure 5.16: Fractional frequency shift and inverse Q factor shift for SO2 desorption in MFM-
170 under Argon (Ar) flow.
confirms the assumption that fractional frequency shift and inverse Q factor shift continue
their curve, while dielectric data is lost. Once again, other than the change in rate of SO2
desorption, the behaviour of resonant frequency and Q factor match the same pattern as the
first desorption. Again, this shows that the unusual behaviour in dielectric loss where inverse
Q factor shift starts to increase, then begins to decrease before increasing again during SO2
absorption is a repeatable process.
5.2.2.2 Structural Properties
The Bragg data of MFM-170 as it absorbs SO2 is shown in Figure 5.17. Structural changes
can be seen after approximately 1.75 hours. The Bragg peak at 17 Å greatly reduces, as do
peaks at 12 Å and 9 Å. Other Bragg peaks at lower D-spacings also reduce. The Bragg peak
at 24 Å exhibits more unusual behaviour. This Bragg peak grows in intensity to a maximum
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Figure 5.17: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
SO2 absorption within MFM-170. The intensity of the Bragg lines is represented by the colour
scale on the right.
at 2 hours and quickly reduces. The reason for this behaviour is still unknown. Overall, the
structure of MFM-170 during SO2 absorption does not change.
Structural changes during the desorption of SO2 by flowing argon through the sample can be
seen in Figure 5.18. As with the absorption of SO2, there are no changes in structure during the
desorption process. Bragg peaks at 17 Å, 12 Å and 9 Å that reduce during absorption, recover
to their original intensity during desorption. Again, the Bragg peak at 24 Å exhibits unusual
behaviour. As argon begins to visibly desorb at 0.75 hours, the peak at 24 Å increases in in-
tensity and becomes broader. This broadening is associated with a mixture of stoichiometries,
where several Bragg peaks are present at very similar d-spacings. These nearby Bragg peaks
combine to be observed as a single, broad Bragg peak with high intensity. As the desorption
continues, the peak reduces in intensity and narrows to its original width. Again the reason
for this behaviour is unknown. As the Bragg peaks show the same structure during SO2 ab-
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Figure 5.18: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
SO2 desorption within MFM-170 under Ar flow. The intensity of the Bragg lines is represented
by the colour scale on the right.
sorption and desorption, this shows the stability of MFM-170 under these conditions and its
ability to store SO2 without decomposing.
In order to check the repeatability of the behaviours seen above, these experiments were re-
peated. For this absorption/desorption cycle, the flow rates were increased due to time con-
straints. The structural data for the absorption and desorption of SO2 are shown in Figure
5.19 and Figure 5.20 respectively. The time bases for this second cycle are shorter due to the
increased flow rate. The Bragg data in Figure 5.20 is incomplete as the neutron beam was shut
down before the full desorption profile could be captured. Other than these changes, the pat-
terns observed match those present in the first cycle of SO2 absorption and desorption. As the
structure is the same at the end of the second cycle as at the beginning of these experiments,
this shown the ability of MFM-170 to repeatedly store SO2.
When overlaying dielectric data on top of structural data for SO2 absorption in Figure 5.21,
120 Simultaneous Neutron Diffraction and Microwave Measurement
Figure 5.19: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
the second SO2 absorption within MFM-170. The intensity of the Bragg lines is represented
by the colour scale on the right.
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Figure 5.20: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
the second SO2 desorption within MFM-170 under Ar flow. The intensity of the Bragg lines
is represented by the colour scale on the right.
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Figure 5.21: Superimposition of the surface plot of Bragg diffraction and dielectric data during
SO2 absorption within MFM-170 under sulphur dioxide (SO2) flow.
no additional information is provided to explain the unusual behaviours seen in both sets of
data. The unexpected drop in dielectric loss from 0.5 hours to 1 hour, is not coincident with
the increase and decrease of intensity of the Bragg peak at 24 Å at around 2 hours. This
suggests these two behaviours may have two different causes or, giving the sequence, that one
influences or is reliant on the other as a domino effect.
For SO2 desorption, dielectric data overlaid onto structural data is shown in Figure 5.22. As
inverse Q factor shift increases, so does the intensity and width of the peak at 24 Å. The
structural data for this is cut short so the decrease in intensity of this Bragg peak cannot be
seen. Despite this, it can be seen that the inverse Q factor shift increases and reaches its steady
final value before this drop in intensity occurs. Again, the combination of dielectric data and
structural data does not help to identify causes of unexpected behaviours for this study.
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Figure 5.22: Superimposition of the surface plot of Bragg diffraction and dielectric data during
SO2 desorption within MFM-170 under argon (Ar) flow.
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5.2.3 Conclusions on SO2 Absorption in MOFs
In these experiments, the SO2 absorption and desorption characteristics of MFM-170 were
investigated using simultaneous dielectric characterisation and neutron diffraction. The fre-
quency results for these processes behaved as expected where, as the polar molecule was
absorbed by the sample, the frequency dropped. As SO2 was removed from the sample, frac-
tional frequency shift then recovered to its original value. Q factor however, exhibits more
unusual behaviour. An initial drop in inverse Q factor shift occurs, as a molecule with associ-
ated dielectric loss is absorbed, as expected. The subsequent decrease and increase seen in the
dielectric loss is not expected and cannot easily be explained. The structural data shown by
the Bragg peaks also shows some unusual behaviours. The Bragg peak at 17 Å and the peak
at 24 Å increases in intensity and quickly decreases in intensity during SO2 absorption. The
same Bragg peaks also increases in intensity and decreases again during removal of SO2 from
the sample, with a broadening of the Bragg peak during this time.
With the current data available it is not possible to find a conclusive reason for these unexpec-
ted changes in Q factor and Bragg data. One possible cause is due to the temperature change
of the sample which is caused by the exothermic nature of the SO2 absorption process. This
temperature change may lead to a change in the dielectric properties of the MOF, SO2 or both.
Another possible reason for this behaviour is water in the MOF. Care was taken to ensure
as little water was present in the sample during the experiment, but some water in the pores
of the MOF is inevitable. Interaction between the MOF, water, and SO2 is another possible
cause for the complex behaviour. It should also be mentioned that the Q factor for this cavity
is approximately 1500 when empty. Once the sample is loaded into the cavity, the Q factor
drops to a mere 40. This Q factor is far lower than ideal for these experiments, but should be
adequate and robust enough to be confident in the trends seen in Q factor. Further experiments
are required in order to discover the cause of the unexpected behaviour of the inverse Q factor
shift during the dielectric measurements, and the Bragg peak at 24 Å. These experiments are
detailed in Chapter 7.
5.3 High Temperature MOF Activation 125
5.3 High Temperature MOF Activation
Section 4.1.1 documents the design of equipment intended for use with simultaneous NPD
and MCR measurement at elevated temperatures. This setup can be used to activate MOFs to
ensure no substances are stored within the pores of theses materials. As MOFs readily absorb
water from the air, keeping MOFs activated whilst placing them into the sample environment
is not possible. MOFs can be loaded with minimal exposure to air by loading into the sample
tube in a glove box or glove bag however, while the sample tube is loaded into the rig, some
air exposure is inevitable. In order to ensure the MOF is activated at the beginning of the
experiment, the sample must be activated in-situ. This can be done by flowing an inert gas
through the sample that has been heated to an adequate temperature. For this experiment the
MOF MFM-170 is used, which can be activated using a gas heated to 150 °C.
5.3.1 Experimental Setup
This experiment also uses the POLARIS instrument at ISIS neutron spallation source. The
heating equipment and C1 cavity design used can be seen in Section 4.1.1. This setup is
mounted into a custom built experimental rig, designed to house the cavity, gas handling,
thermocouples, and heating coils. This rig is constructed to be placed in the sample chamber
of POLARIS to locate the thinned section of the microwave cavity in line with the neutron
beam - to minimise the amount of scattering from the cavity. The microwave cavity was
connected via RF cables, capable of operating under vacuum and at temperatures up to 200 °C,
to a Copper Mountain S5085 VNA. The power transmission coefficient |S21|2 was measured
against frequency and non-linear, least-squares curve fitting to a Lorentzian response was used
to determine resonant frequencies, Q factors and resonant bandwidths. Microwave data were
recorded every 2 seconds. NPD data were collected every 2 minutes - the fastest possible rate.
This ensured any changes in structure during the hydration/dehydrated process are captured
and still allows adequate NPD resolution.
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Figure 5.23: Schematic diagram of the simultaneous neutron diffraction and microwave meas-
urement setup with variable temperature, showing neutron beam, gas lines and measurement
apparatus.
Gas flow was provided by the ISIS toxic gas panel, which supplied the inert gas nitrogen. Un-
fortunately, the gas panel provided was not equipped with mass flow meters. Without the use
of a mass flow controller, gas flows were estimated. Gas flow was estimated using an upturned
volumetric cylinder filled with water, with the opening submerged in water. The outgas tube
was inserted into the volumetric flask and the pressure on the gas valve was adjusted until
10 cm3 of gas entered the flask in 1 minute. This pressure was recorded and, during the exper-
iment, the pressure gauge was set to this reading to match this flow rate. Once the MOF was
activated using high temperature nitrogen, an air pump was used to flow air though the sample
and re-hydrate the MOF. The schematic diagram showing the experimental setup is shown in
Figure 5.23.
The experimental rig, shown in Figure 5.24, was lowered into the POLARIS sample chamber
and the MFM-170 sample is loaded into the quartz tube. This sample was as synthesised with
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Figure 5.24: Microwave cavity built into experimental rig with quartz tube, heating coils, RF
cables, thermocouples, and gas line attachments.
pores saturated with water, acetone and possibly other solvents. Nitrogen was then flowed
through the sample for MOF activation. Heating coils were set to heat the flowing nitrogen
gas to 150 °C until the sample became fully activated. The air pump was then used to flow air
through the sample. The water content in the air is used as a way to fully re-hydrate the MOF
- indicated by a plateau in the microwave data. Nitrogen is then flowed again over the sample
and heated to dehydrate the sample, but this time at an accelerated flow rate.
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5.3.2 Results
For clarity, this experiment will be described in five sections. Section A is the setup of gas
flow rate and temperature. The experiment began with the sample under vacuum, then nitrogen
was flowed through the sample at an approximate flow rate of 10 sccm. As mass flow meters
were not available for this experiment, gas flow rates were estimated by flowing argon into
an upturned volumetric cylinder of water and recording the volume of gas in one minute.
The gas pressure required to achieve the desired flow rate was recorded and used to set flow
rates for this experiment. Heating coils were set initially to 60 °C to observe their heating
characteristics during this experiment. During the testing carried out on the experimental
equipment described in Section 4.1.3, PID values were chosen to control the heating coils.
However, presence of the sample had effected the heating characteristics and therefore the
PID values were tuned to make them more appropriate.
Section B is the activation of the MOF sample. The temperature was raised to 150 °C to
activate the MOF. This nitrogen flow at 150 °C continued until the MOF was fully activated
(dehydrated), as indicated by a plateau in dielectric response.
To ensure the MOF was fully activated, the sample was exposed to a vacuum in section C with
some additional heating. The vacuum pump was connected to the gas line at the bottom of
the sample, so as to cause as little disturbance of the sample as possible. This also protec-
ted against the sample being pulled into the gas lines, which was a concern for a bottom up
direction of evacuation. The sample was also allowed to cool naturally during this time.
Section D is the rehydration of the MOF. The MOF was rehydrated by using an air pump to
flow air from the experiment hall through the sample. This atmospheric air had a high enough
moisture content that the MOF readily hydrated, without the need to saturate the air with water
by bubbling it through a water bath. The vacuum pump was not used for this section of the
experiment and the sample was not heated during section D.
The final section of the experiment, section E, is the second activation of the sample. This
activation again used 150 °C heating from the coils, but this time used a much faster nitrogen
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flow, approximately 40 sccm. While this flow rate was considerably faster than the previous
testing, heating of 150 °C was still achieved.
5.3.2.1 Temperatures
Three temperatures were recorded during the experiment:
• Thermocouple placed through the centre of the top heating coil, inside the quartz tube,
and placed as close to the sample as possible without disturbing the electromagnetic
field inside the resonator.
• Thermocouple attached to the side of the quartz tube below the cavity but above the
bottom coil, and placed as close to the sample as possible without disturbing the elec-
tromagnetic field inside the resonator.
• Resistance temperature detector (RTD) secured to the top face of the microwave cavity.
The temperatures recorded by the thermocouples and RTD are shown in Figure 5.25. Dur-
ing section A, the heating coils were raised to 60 °C. The top coil reached this temperature
and stabilised within 15 minutes, however the bottom coil fluctuated ±20 °C. This required
a change in the PID values of the coils temperature controller. After this, the temperature
reached stability in an acceptable amount of time.
In section B, temperature set points of both coils were then raised to 150 °C and reached
stability at this temperature within a few minutes. Resonator temperature during this stage
increased to approximately 53 °C after approximately 12 hours. This resonator temperature
was slightly higher than during the testing in Section 4.1.1. This increased resonator temper-
ature, when compared to testing, still lies within the acceptable operating temperatures for this
cavity resonator of up to 100 °C.
During section C, the sample was under dynamic vacuum and there was no heating of the top
coil. This is because there may not have been enough thermal load to stop the coil burning out.
As the bottom coil had sufficient thermal contact with the quartz tube, this was set at 100 °C to
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ensure the sample is fully activated. As no change was observed in both fractional frequency
shift and inverse Q factor shift, indicating no further water could be removed from the MOF
under these conditions, both coils were switched off. The small rise in temperature measured
by the top coil thermocouple was caused by the rise in the temperature of the apparatus. Once
activation was compete, the coils, cavity and sample were then left to cool.
There is no heating provided by the heating coils in section D. Air was flowed through the
sample which had a high enough water content to hydrate the sample. The temperatures of all
three measurement locations show temperatures of 20-25 °C during this time.
In Section E the coils are heated to 150 °C to reactivate the sample. This required coils to be
heated to 150 °C. Despite the increase in flow rate of nitrogen gas to approximately 40 sccm
during this period, the coils were still able to reach a stable 150 °C within 15 minutes. Here,
the heating duration at 150 °C was much when shorter compared to the first activation, as
the activation process completed many times faster. This was due to the increased argon flow
rate. Resonator temperature reached a maximum of 44 °C due to this shorter heating time.
After the MOF was fully activated, the heating coils were switched off and the whole sample
environment allowed to cool.
5.3.2.2 Dielectric Response
The dielectric response of a substance releasing water is expected to show an increase in frac-
tional frequency shift and decrease in inverse Q factor shift. Water is a highly polar molecule
which, when removed from the system, will cause a rise in frequency. As water also has a very
high dielectric loss, this will cause a decrease in inverse Q factor shift as water is removed from
the system.
Figure 5.26 shows the dielectric response of the sample during the experiment. At the start of
section A the sample is under vacuum and no heating. As the sample is loaded “as synthes-
ised” the pores in the MOF will contain acetone as well as other solvents and water. These
solvents are not bound to the MOF and readily evaporate at room temperature. This is the
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Figure 5.25: Temperature measurements from the centre of the top heating coil (inside the
quartz tube), directly above the bottom heating coil (outside the quartz tube), and the cavity
(affixed to the top plate).
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cause for the decrease in polarisation and dielectric loss of the sample at the beginning of the
experiment. Once the heating coils are set to 60 °C between approximately 4 and 6 hours,
more of these solvents are removed from the system. This caused further decrease in polarisa-
tion and dielectric loss. Some of the weakly bound, physisorbed water is likely also removed
during this time, contributing to these changes.
At the start of Section B, the heating coils at set to 150 °C and maintained at that temperature
for 6 hours. During this time, the rise in fractional frequency shift accelerates considerably.
The increase in temperature accelerated the rate at which any remaining solvents are flushed
from the system. It also increased the loss of physisorbed water from the system, as well
as removing water strongly bound to the MOFs metal centres. The change in gradient of
frequency at around 7 hours is likely caused by the different rates of loss of the solvents,
physisorbed water, and strongly bound water. As the temperature increased to 150 °C at
around 6 hours, the dielectric loss began to increase. This is not the expected response when
a lossy substance, such as water, is removed from the sample. As the system is not yet under
thermal equilibrium, and there are multiple solvents present in the sample, it is not possible to
pinpoint the reason for this increase in dielectric loss. At 7.5 hours inverse Q factor began to
decrease, as expected when substances with dielectric loss are removed from the sample.
At the start of section C, there is a step change in fractional frequency shift. This change is
not associated with a sudden change in dielectric properties, and is likely due to the movement
of the sample as the vacuum pump is switched on. When the pump is switched off there
is another step change, back to the frequency value at the start of section C. Again, this is
likely due to the sample returning to its previous position. Dielectric loss also shows some
small changes in both directions in this time. This is again caused by small movements in
the sample. There is no change in inherent sample dielectric properties during this section.
Placing the sample under vacuum had no further effect on its dielectric properties and thus
sample was fully activated during section B. This proves the effectiveness of the equipment to
be used for in-situ MOF activation.
In section D the MOF is rehydrated with water. This caused the polarisation and dielectric
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loss of the sample to increase. The rehydration of the MOF by passing air through the sample
took approximately 6 hours. The final values of frequency and Q factor did not return to the
values seen at the start of the experiment. At the beginning of the experiment the MOF sample
was “as synthesised” meaning it was not only fully saturated with absorbed water, but also
non-bound, free water was present i.e. the sample was wet. This sample also likely contained
additional acetone and other solvents not bound to the MOF. The values of frequency and
Q factor not returning to values at the beginning of the experiment was expected. This is
because additional liquids present at the start of the experiment caused increases in polarity
and dielectric loss of the sample that were not present in section D.
Section E shows the second activation of the sample. As the 150 °C nitrogen flow caused
water to be desorbed from the MOF, the polarisation and dielectric loss of the sample began to
decrease. Due to the increase in nitrogen flow rate to approximately 40 sccm, this desorption
process was considerably faster than the first activation. The activation of the MOF takes place
in the first hour of section E. At this point, the fractional frequency shift and inverse Q factor
shift values match that of the first activation. This showed the sample was fully activated with
no water remaining in the MOF. After this, the dielectric loss continued to decrease, from
37 hours onwards. This is due to the cooling of the microwave cavity. The frequency response
is not effected by this, as the frequency response plotted in Figure 5.26 has been temperature
corrected using the method shown in Section 2.7.7. As discussed in Section 2.7.7, this method
cannot reliably be used to correct for changes in Q factor due to temperature.
5.3.2.3 Structural Properties
A surface plot of Bragg diffraction patterns of the MFM-170 sample during the experiment
are shown in Figure 5.27. The Bragg peaks observed, stay of mostly constant intensity with no
changes in structure. This behaviour is to be expected for this experiment as the MOF is stable
to water and pore sizes for this MOF do not expand. The gaps in Bragg data represent when
changes to gas lines were made to the sample environment, meaning the neutron beam must
be stopped during this time. The main change observed in this surface plot is the change in
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Figure 5.26: Fractional frequency shift and inverse Q factor shift during activation through
heating, and rehydrating a MFM-170 sample under argon (Ar) flow. Where A is the setup of
eating coils and gas flow, B is the first activation of the MOF, C is under vacuum and cooling,
D is the rehydration of the MOF, and E is the second activation.
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Figure 5.27: A surface plot of Bragg diffraction collected from bank 1 of POLARIS during
activation through heating, and rehydrating a MFM-170 sample under argon (Ar) flow. The
intensity of the Bragg lines is represented by the colour scale on the right. The white spaces
represent the periods when NPD data recording was stopped to allow changes in setup. Where
A is the setup of heating coils and gas flow, B is the first activation of the MOF, C is under
vacuum and cooling, D is the rehydration of the MOF, and E is the second activation.
background scattering. This is mostly due to the hydrogen present in the water. Hydrogen has
a high incoherent scattering, resulting in an increase in background scattering. As the water,
and therefore hydrogen, is removed from the sample this background scattering decreases.
The change in background scattering can be seen clearly from section A to section B of the
NPD data. Figure 5.28 shows these sections in more detail. The background scattering at the
start of section A is very high due to the large amounts of water and solvents present in the
sample. As the nitrogen is heated and passed over the sample in section B, the background
scattering reduces as the water and solvents leave the MOF. The Bragg diffraction in Figure
5.28 seems to suggest the MOF is fully activated in under 4 hours. The dielectric data in
Figure 5.26 shows the MOF is not fully activated for at least 12 hours after the nitrogen is
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Figure 5.28: A surface plot of Bragg diffraction of section A and B of the experiment, collected
from bank 1 of POLARIS during activation through heating of an MFM-170 sample under
argon (Ar) flow. The intensity of the Bragg lines is represented by the colour scale on the
right.
heated to 150 °C. This shows the sensitivity of microwaves to polar and lossy materials such
as water.
The dielectric data for section C suggested little change in dielectric properties of the sample,
however possible movement of the sample may have masked subtle behaviours. Section C
of the NPD data can be seen in Figure 5.29. These Bragg data supports the previous state-
ment that there is no change during this period as there is no recognisable change in structure
or background scattering. This, in turn, shows that the MOF was fully activated before the
vacuum was applied.
Section D is the rehydration of the MOF and Bragg data for this is shown in Figure 5.30. The
MOF was rehydrated by passing air from the experiment hall through the sample using an air
pump. As water is absorbed by the sample, the increased amounts of hydrogen present caused
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Figure 5.29: A surface plot of Bragg diffraction of section C of the experiment,collected from
bank 1 of POLARIS of an MFM-170 sample under vacuum. The intensity of the Bragg lines
is represented by the colour scale on the right.
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Figure 5.30: A surface plot of Bragg diffraction of section D of the experiment, collected from
bank 1 of POLARIS during rehydration of an MFM-170 sample under atmospheric air flow.
The intensity of the Bragg lines is represented by the colour scale on the right.
background scattering to increase. The amount of background scattering observed at the end
of section D is visibly less than the level at the beginning of section A, as seen in Figure 5.28.
This is due to the fact that there was water present in the starting sample not absorbed by the
MOF as well as solvents present, contributing to the levels of background scattering.
The Bragg data for the second dehydration of the MFM-170 sample, in section E, is shown in
Figure 5.31. The background scattering reduces very quickly for this activation of the sample,
due to the increased flow rate of 150 °C nitrogen gas through the sample. This increased rate
can clearly be seen when comparing the rate of decrease in background scattering from section
A, in Figure 5.28, to section E, in Figure 5.31. After the dehydration of the sample, no further
changes are observed via NPD data.
Figure 5.32 shows the dielectric data superimposed on top of the structural data. In sec-
tion A, it can be seen that there are considerable changes in dielectric data, especially fre-
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Figure 5.31: A surface plot of Bragg diffraction of section E of the experiment, collected from
bank 1 of POLARIS during the second activation through heating of an MFM-170 sample
under argon (Ar) flow. The intensity of the Bragg lines is represented by the colour scale on
the right.
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quency response, before the sample is exposed to neutrons and high temperature nitrogen is
flowed through the sample. This is likely due to the solvents with low boiling points being
flushed from the sample. As the sample is heated in section B, and water begins to leave
the sample, the background scattering reduces significantly and seems to show full activation
within around 4 hours. The dielectric data however, shows the MOF is not fully activated
for at least 12 hours after the nitrogen is heated to 150 °C. This shows the sensitivity of
microwaves to polar and lossy materials such as water. This is one of the reasons that simul-
taneous MCR measurements can be a vital complimentary measurement technique to be used
alongside NPD. Section C shows no change in structure or dielectric properties.
In section D, the dielectric response shows the presence of water before there is a change in
the background scattering. Both the dielectric data and Bragg data confirm there is less water
present after hydration than when the experiment began. The dielectric data shows less water
is present as frequency and Q factor values do not return to their original value at the start
of the experiment. The background scattering in the Bragg data shows less water is present
as there is less background scattering at the end of section D than at the beginning of the
experiment. The second dehydration, in section E, occurred several times faster than the first.
This is shown by both the changes in dielectric data and the fast reduction in background
scattering. The changes in Q factor from 37 hours onwards are likely due to changes in the
cavity temperature alone. This is backed up by no visible changes in the Bragg data during
this period.
5.3.3 Conclusions of High Temperature MOF Activation
This experiment was carried out using the equipment designed in Section 4.1. The equipment
was designed to be able to heat a inert gas flowing at 10 sccm to 150 °C during simultaneous
NPD and MCR experiments. This high temperature equipment has been used to activate
the MOF MFM-170. With the 10 sccm flow rate specified, the activation process completed
in approximately 12 hours. When the flow rate was considerably increased, this activation
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Figure 5.32: Superimposition of the surface plot of Bragg diffraction and dielectric data during
activation through heating, and rehydrating a MFM-170 sample under argon (Ar) flow.
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process took place in under 1 hour. This shows the equipment is capable of performing the
required experiments far better than the initial specification.
Dielectric results show fractional frequency shift increased and inverse Q factor shift decreased
as water left the sample. This was the expected result for the loss of a lossy, polar molecule.
The combination of dielectric and NPD results show that after the first activation, where the
sample was exposed to a vacuum, there was no more water removed from the MOF. This
reinforces the idea that the MOF is fully activated. Upon rehydration of the sample, both
dielectric results and Bragg data show there is not as much water present as there was when
the experiment began with a wet sample. This is expected as at the start of the experiment
the sample contained more water than could be absorbed by the MOF, as well as additional
solvents.
The final activation of the MOF occurred at a much faster rate due to the increased nitrogen
flow rate. This shows the potential to use this equipment as a fast way to ensure activation of a
sample for in-situ NPD experiments. Temperature correction methods used on the frequency
results ensure the changes observed in frequency are all from changes in the sample, not
changes in cavity temperature.
Chapter 6
Simultaneous X-ray Diffraction and
Microwave Measurement
The absorption of ammonia by halide salts is investigated using simultaneous X-ray diffraction
and the microwave characterisation technique. These experiments were carried out on the
I15-1 beam-line at Diamond Light Source using the hairpin resonator designed in Section
4.2. As these experiments were the first of their kind, this X-ray beam-time was allocated
as development time, intended for testing of equipment and development of techniques. Due
to this the experiments carried out, and conclusions drawn, in this section are designed to
show the effectiveness of simultaneous X-ray diffraction with dielectric measurement. These
experiments should give a broad picture of the absorption of ammonia in halide salts, but
the focus is on the use and effectiveness of the setup. This beam-line can be used for X-ray
Pair Distribution Function (XPDF) measurements as well as Bragg diffraction. Only Bragg
data are described in this chapter as XPDF data from these measurements did not provide any
additional information.
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6.1 Ammonia Absorption in Halide Salts
Halide salts have been shown to be able to store ammonia [35, 78], and this absorption pro-
cess has previously been recorded by simultaneous NPD and MCR measurements [9, 27].
This section describes the simultaneous X-ray diffraction and dielectric measurement of two
halide salts under ammonia absorption conditions. The samples chosen for investigation are
MgCl2 and CaBr2. These samples have been selected as they have previously been shown to
store ammonia [6, 31]. The combination of techniques chosen can give information on phase
transformations in salts and differentiate between weakly and strongly bound ammonia. Phase
transformations can be seen in the Bragg data by changes in the structure of the sample as am-
monia is absorbed. Strongly and weakly bound ammonia can be differentiated by their effect
on the dielectric response of the system. Weakly bound, physisorbed ammonia has stronger
dipolar bonds than coordinated ammonia. This leads to an increased dielectric loss and so
contributes to a greater change in Q factor of the system.
6.2 Experimental Setup
These experiments were carried out at Diamond Light Source using the XPDF beamline I15-
1. Although this beam-line is capable of providing XPDF data along with Bragg peak data,
only Bragg data is discussed in this chapter as XPDF data did not provide any additional
information. The H1 hairpin style microwave resonator, custom made for these experiments,
was designed using COMSOL Multiphysiscs, to simulate the structure and its electromagnetic
behaviour. The design and simulation of the H1 resonator is shown in Section 4.2.
The sample was loaded into a quartz tube with inner diameter of 3.8 mm and outer diameter
of 4.0 mm. This quartz tube was as thin as possible to decrease the amount of X-ray scattering
from the tube, and increase the resolution of the XPDF measurements. Quartz wool was
used to support the sample. The quartz tube was glued into metal extensions to increase
mechanical strength and allow gas lines to be connected. This quartz tube was held in place
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Figure 6.1: Schematic diagram of the simultaneous X-ray diffraction and microwave meas-
urement setup, showing X-ray beam, gas lines and measurement apparatus.
using a custom-built fitting which was secured to the metal tube extensions. Ammonia and
nitrogen gas flows were provided via the Diamond gas rig. Gas flow rates were set to 5 sccm
- to ensure reaction dynamics are controlled at an appropriate rate. All measurements were
taken at room temperature and pressure.
The resonator was connected via the SMA connectors and RF cables to a Copper Mountain
S5085 VNA. The power transmission coefficient |S21|2 was measured against frequency and
non-linear, least-squares curve fitting to a Lorentzian response was used to determine reson-
ant frequencies, Q factors and resonant bandwidths. Microwave data were recorded every 2
seconds. X-ray diffraction data were collected at 1 minute intervals to ensure reaction dynam-
ics are captured while still allowing sufficient resolution. The schematic diagram showing the
experimental setup is shown in Figure 6.1.
The resonator was aligned so the X-ray beam passed through the hole at the bottom of the res-
onator shielding and through the sample location. The sample was then loaded in the quartz
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Figure 6.2: Hairpin resonator in experimental position with quartz tube, MgCl2 sample, RF
cables, and gas line attachments.
tube and secured in the custom fitting. The curve in the slot out of the resonator shielding al-
lowed repeatable positioning of the sample tube. The resonator in position for the experiment
and loaded with the MgCl2 sample is shown in Figure 6.2. Nitrogen was then passed through
the sample at 5 sccm to obtain a base measurement for both X-ray diffraction and dielectric
response. Ammonia (NH3) is then flowed through the sample until the microwave data plat-
eaued and X-ray principal component analysis (PCA) showed no further change in structure.
Nitrogen flow was reintroduced in order to flush ammonia from the sample.
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6.3 Results
6.3.1 Dielectric response of MgCl2
As shown in Figure 6.3, at the beginning of this experiment nitrogen is passed through the
sample at 5 sccm to ensure a constant background. Once it was established there would be no
change in frequency and Q factor under these conditions, the nitrogen flow was stopped and
ammonia flow at 5 sccm began. There was a small lag of under 5 minutes after ammonia flow
was started before its effect was observed in the dielectric data. This was due to the slow flow
rate and length of gas piping leading to the sample. Some delay was also caused as the sample
extended beyond the width of the hairpin resonator, allowing ammonia to be absorbed by part
of the sample not present in the sample area.
Once ammonia reaches the measurement area, fractional frequency shift began to decrease,
and inverse Q factor shift began to increase. This is the expected behaviour when a polar
material with associated dielectric loss is absorbed by the sample. Fractional frequency shift
continued to drop with the rate of change reducing until approximately 1.1 hours. At that point
polarisation increased more rapidly for around 5 minutes, before a brief plateau appeared at
approximately 1.2 hours. Polarisation of the sample then increases again and the rate of change
reduced, before a final plateau was observed at around 1.5 hours. The plateaus observed in the
dielectric data occur during changes in stoichiometry of the sample.
Once ammonia is introduced, inverse Q factor shift began to increase and rate of change
reduced until around 0.5 hours. At this point fractional frequency shift dropped at a constant
rate. Dielectric loss of the sample then experienced some complex behaviours until 1.1 hours,
where polarisation and dielectric loss of the sample increased. Similar to the behaviour in
frequency, inverse Q factor shift began to increase again, before a brief plateau at 1.2 hours
and then a further increase. Unlike fractional frequency, inverse Q factor did not reach a
constant value and started to decrease. This behaviour is likely due to residual physisorbed
ammonia becoming bound as a result of the long capillary and unidirectional gas flow reaching
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Figure 6.3: Dielectric response for ammonia absorption and desorption in MgCl2 under am-
monia (NH3) and nitrogen (N2) flows. The starting sample corresponds to MgCl2. The plateau
before 1.1 hours corresponds to Mg(NH3)Cl2. The brief plateau at 1.2 hours corresponds to
Mg(NH3)2Cl2 and at the final plateau under ammonia flow, the sample had reached the final
stage of Mg(NH3)6Cl2.
the end of the sample.
As magnesium chloride absorbs ammonia, the stoichiometry of the material changes in stages
from MgCl2, to Mg(NH3)Cl2, then Mg(NH3)2Cl2, and finally Mg(NH3)6Cl2[31, 77]. The
structure of each of these stoichiometries can be seen in Figure 6.4. The space groups and
lattice parameters for these materials available on the Inorganic Crystal Structure Database
(ICSD) can be found in Table 6.1. These structural changes can be seen in the dielectric
response, where the starting sample corresponds to MgCl2. The plateau before 1.1 hours cor-
responds to Mg(NH3)Cl2. The brief plateau at 1.2 hours corresponds to Mg(NH3)2Cl2 and at
the final plateau under ammonia flow, the sample had reached the final stage of Mg(NH3)6Cl2.
After the sample had fully saturated with ammonia, the gas flow was switched to nitrogen at
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Figure 6.4: Crystal structure of (a) MgCl2, (b) Mg(NH3)Cl2, (c) Mg(NH3)2Cl2, and (d)
Mg(NH3)6Cl2[31].
Table 6.1: Space groups and lattice parameters for MgCl2 ammoniation products
Chemical Formula Space Group Lattice Parameter Cell Volume
MgCl2 [118] P -3 m 1 (164) 3.641(3) 3.641(3) 5.927(60)
90. 90. 120.
68.05 [Å3]
Mg(NH3)Cl2 Not Available Not Available Not Available
Mg(NH3)2Cl2 [119] C m m m (65) 8.1810(2) 8.2067(2)
3.7550(1) 90. 90. 90.
252.11 [Å3]
Mg(NH3)6Cl2 [23] F m -3 m (225) 10.12258(3) 10.12258(3)
10.12258(3) 90. 90. 90.
1037.23 [Å3]
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a flow rate of 5 sccm. As nitrogen passed through the sample some ammonia was removed,
causing a decrease in sample polarisation and in dielectric loss. Dielectric loss decreased at a
constant rate before levelling off at slightly below its starting, un-ammoniated Q factor value.
Sample polarisation however only partially recovers approximately 25% towards its starting
value.
6.3.2 Dielectric Response of CaBr2
As with MgCl2 there was no change in dielectric properties as nitrogen was flowed through
the sample. There was a short delay after ammonia flow was started before it was seen in the
dielectric response. Polarisation and dielectric loss of the sample began to increase as am-
monia was absorbed by the CaBr2 sample. Frequency and Q factor continued to change up
until approximately 1 hour. At this point, due to the expansion of the sample, gas was not able
to flow through the sample. Flow was quickly swapped to nitrogen, which was able to flow
freely, and then swapped back to ammonia within 5 minutes. Ammonia then flowed freely,
allowing a small additional amount of ammonia absorption, which continued until 1.5 hours.
At this point an ammonia flow was unable to be resumed. This meant full saturation of am-
monia within the sample was not possible for this experiment. For the CaBr2 sample there are
no clear plateaus observed for changes in stoichiometry partly due to the interruptions in flow
rate and since saturation with ammonia was not possible.
Nitrogen gas was able to flow thought the sample. This caused a removal of ammonia and a
decrease in polarisation and dielectric loss. This trend continued until approximately 2 hours
where the data plateaued. Both fractional frequency shift and inverse Q factor shift only
partially recovered. Again, as the sample expanded under ammonia absorption, comparing
starting and ending values is not possible.
Ammonia absorption in CaBr2 was investigated in [27] using simultaneous dielectric char-
acterisation and NPD. During the experiment by Jones et al. it was observed that frequency
decreased as ammonia was absorbed. The rate of change of frequency changes as the x = 8
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Figure 6.5: Dielectric response for ammonia absorption and desorption in CaBr2 under am-
monia (NH3) and nitrogen (N2) flows.
phase becomes dominant. Bandwidth increased as ammonia was absorbed. As the x = 8
phase became dominant, bandwidth decreased before continuing to increase until fully satur-
ated with ammonia. The dip in bandwidth during the experiment was due to the increase in the
unit cell size of the material and the longer dipolar bonds. The dipole interaction between the
ammonia molecule and the binding site reduces as the bond length increases contributing to
a lower dielectric loss. Conversely, in Figure 6.5, fractional frequency change does not show
a change in gradient. Inverse Q factor does have a change in gradient at 0.8 hours but does
not reduce at any point during the experiment. The reason for the difference in findings for in
these experiments is the sample geometry. In the NPD experiment by Jones et al. the sample
was a thin layer of salt in a wide sample tube. The findings in Figure 6.5 are using a sample in
a capillary tube. This change in geometry can affect the dynamics of the ammonia gas flow,
changing how it interacts with the sample and leading to the difference in findings.
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6.3.3 Structural Properties of MgCl2
Figure 6.6 shows the Bragg X-ray diffraction data exhibits no change in structure during nitro-
gen flow, as expected. As ammonia is absorbed by the sample, structural changes can be seen
within the salt. Peaks at around 5 Å and 3.5 Å reduced in intensity between 0.4 and 0.6 hours.
During this time a peak appeared and grew in intensity at around 2.5 Å. This change in struc-
ture was due to the change in stoichiometry from MgCl2 to Mg(NH3)Cl2. After 60 minutes
the peak at 3 Å grew in intensity, along with slight changes in intensity of the peaks at 4.5 Å
and 5 Å. This change in structure was due to the change in stoichiometry from Mg(NH3)Cl2 to
Mg(NH3)6Cl2. The Mg(NH3)2Cl2 phase was not seen in the Bragg data as the change in stoi-
chiometry, and therefore structure, was too fast to be observed. Although the Mg(NH3)2Cl2
phase was present on a local scale in the sample, the Bragg data showed the average structure
over the whole sample - where the Mg(NH3)2Cl2 phase cannot be observed. Once nitrogen
was reintroduced there were no further changes in structure.
Overlaying the dielectric data on top of the Bragg data shows the relation between structure
and dielectric properties of MgCl2 and can be seen in Figure 6.7. As ammonia is absorbed by
the sample, and the stoichiometry moves to the Mg(NH3)Cl2 phase, both the dielectric data
and the structural data showed changes beginning at 0.3 hours. The change in stoichiometry
to Mg(NH3)2Cl2 can be seen briefly in the dielectric data at 1.1 hours. After a brief plateau
in dielectric data, further change occurs as the sample moves to the Mg(NH3)6Cl2 phase. The
structural data does show changes in this time-frame, however the change to the Mg(NH3)2Cl2
phase is indistinguishable from the change to the Mg(NH3)6Cl2 phase. This demonstrates the
sensitivity of the microwave characterisation technique during absorption of a polar and lossy
material such as ammonia. Once a nitrogen flow was reintroduced, dielectric data showed
changes in polarity and loss of the sample. No change was observed in the structure during
this time. This suggests removal of some ammonia from the sample, but no change in average
structure.
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Figure 6.6: A surface plot of Bragg diffraction collected from I15-1 during ammonia ab-
sorption and desorption within MgCl2 under ammonia (NH3) and nitrogen (N2) flows. The
intensity of the Bragg lines is represented by the colour scale on the right.
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Figure 6.7: Superimposition of the surface plot of Bragg diffraction and dielectric data during
ammonia absorption and desorption within MgCl2 under ammonia (NH3) and nitrogen (N2)
flows.
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Table 6.2: Space groups and lattice parameters for CaBr2 ammoniation products
Chemical Formula Space Group Lattice Parameter Cell Volume
CaBr2 [120] P n n m (58) 6.584(6) 6.871(6) 4.342(4)
90. 90. 90.
196.43 [Å³]
Ca(NH3)1Br2 Not Available Not Available Not Available
Ca(NH3)2Br2 Not Available Not Available Not Available
Ca(NH3)6Br2 Not Available Not Available Not Available
Ca(NH3)8Br2 [121] P n m a (62) 12.0478(3) 7.4406(2)
15.7216(4) 90. 90. 90.
1409.32 [Å³]
6.3.4 Structural Properties of CaBr2
The Bragg data for ammonia absorption in CaBr2 can be seen in Figure 6.8. There are no
structural changes observed during the nitrogen flow though the CaBr2 sample. As ammonia
was absorbed by the sample, structural changes can be seen, with Bragg peaks at approx-
imately 2 Å, 3Å , 3.8 Å, and 4.6 Å being replaced with peaks at 2.5 Å, 3.5 Å, and 4.2 Å.
This occurs between 0.5 and 0.7 hours. This change in structure corresponds to the change in
stoichiometry from CaBr2 to Ca(NH3)8Br2. Literature suggests changes in stoichiometry of
Ca(NH3)x Br2 where x = 0,1,2,6,8 [77]. The space groups and lattice parameters for these
materials available on the ICSD can be found in Table 6.2. These suggested changes in struc-
ture are not visible in the Bragg data, where the stoichiometry jumped to the x = 8 state. For
the CaBr2 sample, no structural changes can be seen when the nitrogen flow was reintroduced.
When ammonia absorption in CaBr2 was investigated in [27], seen in Figure 2.26, under
neutron diffraction, the x= 2 phase was observed first followed by the x= 8 phase. In Figure
6.8, only the change in stoichiometry from the starting material to the x= 8 phase is observed.
Overlaying the dielectric data on top of the Bragg data shows the relation between struc-
ture and dielectric properties of CaBr2, and can be seen in Figure 6.9. This shows dielectric
changes occurred simultaneously with structural data, as the CaBr2 sample absorbs ammonia
to become Ca(NH3)8Br2. Due to the gas flow problems experienced it was difficult to asses if
this was the only stoichiometric change observed in the dielectric data. However, structurally,
only one change in stoichiometry occurs. Once a nitrogen flow was reintroduced, dielectric
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Figure 6.8: A surface plot of Bragg diffraction collected from I15-1 during ammonia ab-
sorption and desorption within CaBr2 under ammonia (NH3) and nitrogen (N2) flows. The
intensity of the Bragg lines is represented by the colour scale on the right.
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Figure 6.9: Superimposition of the surface plot of Bragg diffraction and dielectric data during
ammonia absorption and desorption within CaBr2 under ammonia (NH3) and nitrogen (N2)
flows.
data showed changes in polarity and loss of the sample. No change was observed in the struc-
ture during this time. As with the MgCl2 sample, this suggests removal of some ammonia
from the sample, but no change in average structure.
6.4 Conclusion
This chapter has shown the use of a hairpin geometry resonator with simultaneous X-ray
diffraction, to monitor the absorption of ammonia in halide salts. This geometry of resonator
has allowed the X-ray path to be unobstructed by the resonator allowing high resolution X-ray
data. Dielectric data with this geometry resonator, a lossy sample, and a high filling factor has
maintained a high enough Q factor to reliably measure dielectric response of the system.
As MgCl2 absorbed ammonia the dielectric data showed a plateau in both frequency and Q
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factor as the stoichiometry changed. All changes in stoichiometry expected for Mg(NH3)xCl2
are observed, where x = 0,1,2,6 . Where x = 2 there is a very short but defined plateau.
These plateaus correspond to the changes in stoichiometry experienced during ammonia ab-
sorption. Comparing the size of the fractional frequency shifts, or relating the shift to the
amount of ammonia stored, is not possible as the sample expands to over twice its original
volume when ammonia is absorbed. This expansion changed the proportion of the sample
present in the measurement area. The sample expands under absorption of ammonia, how-
ever sample volume did not visibly reduce during the following nitrogen flow. This change in
sample volume means it is not possible to compare starting and ending values of frequency and
Q factor for this experiment. Structural Bragg data for MgCl2 shows the x = 0,1,6 changes,
however the x = 2 stage does not last long enough to be visible structurally. The x = 2 phase
may also be difficult to observe in structural data due to its similarity in structure to the x= 6
phase.
As CaBr2 absorbed ammonia the literature states the stoichiometric changes should follow the
pattern Ca(NH3)xBr2 where x = 0,1,2,6,8. The structural changes observed in this experi-
ment showed only a transition directly to the x= 8 state. Dielectric data is slightly unclear due
to the interruptions in gas flow, however this does not seem to show any additional transitions.
These experiments show the strength of the microwave characterisation technique to monitor
these systems, as changes in dielectric response of the system has been show to closely cor-
relate to changes in Bragg peak intensity. Microwave characterisation has also been shown to
observe changes in stoichiometry not visible by X-ray diffraction. It also shows the success of
the hairpin geometry resonator for use with simultaneous X-ray diffraction.
Chapter 7
SO2 Absorption in MFM-170
Here the absorption and desorption characteristics of the MOF MFM-170 are investigated
using the microwave characterisation technique. These experiments were carried out under
varying conditions, including with an activated MOF, fully hydrated MOF and partially hy-
drated MOF. Dielectric properties were also recorded while measuring the temperature of the
sample to observe the exothermic and exothermic natures of the absorption and desorption of
SO2 respectively. This experiment uses a hairpin geometry of microwave resonator to allow a
thermal camera to monitor the temperature of the sample tube during dielectric measurements
under SO2 and nitrogen flows.
7.1 Method
The first series of experiments in this chapter were conducted using the C1 microwave cav-
ity, the design of which is discussed in Section 4.1. The C1 cavity was used instead of the
C2 cavity (which was used for the initial SO2 NPD experiments in Section 5.2) as it has a
much higher Q factor - approximately 7000 versus the 1500 for the cavity used for the NPD
experiments. The quartz tube for these experiments had an outer diameter of 6 mm with an
inner diameter of 4 mm. The sample was held in place using quartz wool at both ends of the
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Figure 7.1: Setup of equipment for SO2 absorption experiments showing; sample held in
place by quartz wool inside the sample tube, Swagelock fittings connecting quartz tube to gas
lines, microwave cavity location, gas flow direction, and heating block position both during
dielectric measurement and during sample activation.
sample. The quartz tube had a length of 600 mm. The tube length was selected to allow the use
of an aluminium heating block to be used to activate the sample. The 40 mm long powdered
sample was loaded near the end of the tube furthest from the gas flow. Once the sample had
been activated the excess section of tube was used to slide the heating block onto allowing the
microwave cavity to be secured around the sample. This allowed dielectric measurements to
be conducted without needing to disconnect gas connections which would have exposed the
sample to air.
Swagelok fittings were used to connect gas lines to the quartz tube. A hot plate was used to
heat a cuboid aluminium heating block with a cylindrical hole to 160 °C. The heating block
was placed around the sample and heated to 160 °C. This heated the sample to the appropriate
temperature for activation and nitrogen gas was flowed through the MOF for sample activation.
After activation the block was allowed to cool and removed from the sample. A valve was
used to allow selection of either a flow of nitrogen or SO2 gas. These gas flow rates were
not controlled as no flow controllers were available for SO2 gas. Instead the flow was set by
adjusting the pressure on the gas regulators. This setup is shown in Figure 7.1.
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The final experiment in this chapter uses the hairpin geometry resonator H1 to investigate the
exothermic nature of SO2 absorption, and endothermic nature of SO2 desorption. The open
structure of the hairpin resonator allows the use of a thermal camera to monitor the temperature
of the sample during the SO2 absorption and desorption processes. The quartz tube and gas
line setup used in this experiment is the same as all other experiments in this chapter.
7.2 Results
7.2.1 Activated MFM-170 SO2 Absorption
In order to explain the unusual behaviours seen in Section 5.2, a control experiment must
first be conducted to show the dielectric response of MFM-170 under SO2 absorption and
desorption. To do this the MFM-170 sample was activated for 8 hours at 160 °C. A flow
of SO2 was then passed through the sample until dielectric response plateaued. Nitrogen
was then flowed through the sample to remove the SO2 until the dielectric response again
plateaued. This cycle of absorption and desorption of SO2 was then repeated.
Figure 7.2 shows the change in fractional frequency shift and inverse of Q factor shift during
SO2 absorption and desorption. As SO2 was absorbed by the sample the fractional frequency
decreased rapidly and inverse Q factor shift increased rapidly which is consistent with the
absorption of a polar molecule with associated dielectric loss. The dielectric response became
fully saturated in under 15 minutes. Nitrogen was then flowed through the sample to remove
the SO2. As the SO2 was desorbed by the sample the fractional frequency and inverse Q
factor shift begin to return to their original values. Frequency continued to increase until it
reached its original value at 3.5 hours with changes in gradient seen at approximately 1.25
and 2 hours. Inverse Q factor shows a more complex behaviour and began to increase again at
approximately 1.25 hours before decreasing again at 1.75 hours until reaching a plateau. The
exact reason for the change in frequency gradients and points of inflection of inverse Q factor
sift are not known although one explanation is that the SO2 is leaving one binding site in the
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MOF, causing the initial decrease in inverse Q factor shift, before re-binding at a different
binding site, causing the rise in inverse Q factor shift. SO2 is then finally removed from the
MOF, where the inverse Q factor shift decreases once again. Fractional frequency recovers to
very close to its original value however inverse Q factor does not fully recover. This strongly
suggests some SO2 is still present within the sample, likely strongly bound to the metal centres
[27].
When the SO2 absorption and desorption behaviour was repeated the same patterns in fre-
quency and Q factor were observed. The second cycle of SO2 absorption and desorption in
Figure 7.2 shows the repeatability of the results. After this second cycle was complete, nitro-
gen was left to flow for around 8 hours. During this time very little change in frequency was
observed but Q factor very slowly recovered to very close to its starting value at the beginning
of this experiment. This shows that, if left for an extended period of time, a flow of nitrogen
gas is likely to remove all absorbed SO2 from the sample even at room temperature.
7.2.2 Hydrated MFM-170 SO2 Absorption
The cycle of SO2 absorption and desorption was then repeated after hydrating the MOF. The
dielectric response during hydration and SO2 cycle is shown in Figure 7.3. In order to hy-
drate the sample, nitrogen gas was bubbled through water before passing through the MOF.
MFM-170 readily absorbs water from the air and has a very strong binding with water at the
metal centres . Water absorption is accompanied by a colour change in the MOF from deep
blue/purple to light blue/green. When loosely piled in open air the MOF absorbs water in a
matter of seconds. When tightly packed in a quartz tube however, the absorption process was
observed to take longer. When in air, the whole sample rapidly changed colour in a gradient.
In a quartz tube however, the sample changes colour at the end exposed to hydrated nitrogen
with a distinct line between hydrated and activated MOF. The line was observed to slowly
move through the MOF as more of the sample became hydrated. The vast increase in amount
of time is due to the reduces surface area of the MOF in contact with the hydrated nitrogen
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Figure 7.2: Dielectric response during SO2 absorption then desorption under nitrogen flow for
an activated MFM-170 sample.
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and the increased packing density impeding the movement of hydrated nitrogen through the
sample.
The slow absorption of water by the sample can be seen in the first section of Figure 7.3.
Here, the water absorption process took approximately 7 hours. As water was absorbed, the
fractional frequency shift decreased and inverse Q factor shift increased, as expected. Once
the dielectric response had plateaued and the sample is saturated with water the gas flow is
switched to pure SO2. At this point the fractional frequency shift was observed to decrease
and inverse Q factor shift increased at a much faster rate than observed during hydration,
presumably due to the higher concentration of SO2 in the gas stream than water in the air. Once
the dielectric data was observed to plateau the gas flow was switched back to dry nitrogen.
With water and SO2 both present in the sample in considerable amounts a direct analysis of
the dielectric response is not possible as there are many possible complex sorbent behaviours
occurring simultaneously. The absorbed SO2 may displace the water bound to the MOF, bind
to the water bound in the MOF, or dissolve in the water present if liquid water in present within
the MOF cavities. Furthermore, different dielectric responses may be expected for SO2 bound
to the MOF when surrounded by water molecules, surrounded by more SO2 molecules, or
surrounded by any combination of water and SO2 molecules. The same is true when water is
bound to the MOF when surrounded by SO2, and so on.
Under the dry nitrogen flow dielectric properties recovered a significant portion towards their
starting values before this process slowed considerably. After the recovery slowed, inverse Q
factor shift increased slightly before decreasing to its original value. Again exact analysis of
this feature is not possible but is likely caused by changes in relative water and SO2 concen-
trations changing the prevalent interactions present in the MOF.
The microwave characterisation technique highlights many dynamic and complex behaviours
that are not easy to observe by other analytical techniques such as X-ray or neutron diffraction.
The dielectric measurement technique allows measurement during the dynamic changes in
this experiment. This shows the strength of the technique for observing gas absorption and
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Figure 7.3: Dielectric response during the hydration using hydrated nitrogen then SO2 absorp-
tion then desorption under nitrogen flow for a MFM-170 sample.
desorption due to its high sensitivity, however further experiments would be required to fully
understand the complex behaviours observed.
7.2.3 Partially Hydrated MFM-170 SO2 Absorption
After the hydrated MFM-170 experiment was conducted in Section 7.2.2 all SO2 had been
removed from the sample but some water was likely still present in the sample due to the high
binding energy of water to the MOF. The state of the sample is similar to that in Section 5.2
where some water is likely to be present in the MOF. SO2 was then flowed through the sample
and after 0.8 hours the gas flow was switched to nitrogen to desorb the newly absorbed SO2
from the sample. The dielectric response for this is shown in Figure 7.4 and closely matches
the response observed for the activated sample in Figure 7.2 with a small difference seen in
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the change in fractional frequency shift and inverse Q factor shift. For the partially hydrated
sample, frequency and Q factor showed a smaller change. This may be due to the water already
present in the sample taking up space that could otherwise be taken by SO2.
Although the experimental conditions for this sample closely match those of the sample during
the simultaneous dielectric and NPD measurements, the results do not match the unusual
behaviour observed in Section 5.2. During SO2 absorption for the NPD experiments inverse
Q factor experiences two points of inflection similar to during SO2 desorption in Figure 7.4.
This behaviour is not seen during SO2 absorption in Figure 7.4. During SO2 desorption for the
NPD experiments inverse Q factor decreases sharply before reducing to its final value. Again
this behaviour is not seen in Figure 7.4. As the conditions of the MOF are similar in these two
experiments it is expected the dielectric response would be similar. In order to discover the
reason for the difference in response further investigation is required. Possible experiments
include; repeating the experiment offline with the C2 cavity and the same sample size as the
NPD experiment to see if the results are repeatable offline, and repeating the experiment with
the same sample size in the C1 cavity to see if the results can be replicated with a cavity with
higher Q factor.
7.2.4 Dielectric with Thermal Measurement of Activated MFM-170 SO2
Absorption
Another possible cause for the unusual behaviour seen in Section 5.2 may be changes in tem-
perature. Changes in temperature may effect dielectric measurements in two ways; either by
causing changes in cavity dimensions, described in Section 2.7.7, or by changing the dielec-
tric properties of the material. To test this hypothesis the temperature of the sample must be
monitored during microwave measurements. To do this the C1 microwave cavity described
in Section 7.1 cannot be used as there is no line of sight to the sample and no thermocouple
can be placed within the cavity without vastly changing the results. Consequently a hairpin
resonator is used. The design of the H1 resonator used is discussed in Section 4.2. Using a
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Figure 7.4: Dielectric response during SO2 absorption then desorption under nitrogen flow for
a partially hydrated MFM-170 sample.
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hairpin geometry of resonator allows dielectric measurement with an open structure allowing
for a thermal camera to be used to monitor the temperature of the quartz tube surrounding the
sample during dielectric measurements. This method still does not give the perfect temperat-
ure measurement as the temperature recorded will be for the quartz tube itself and the sample
is likely to be a higher temperature. This method does however, give a very good estimate of
sample temperature during SO2 absorption and desorption. The same gas flow equipment as
described in Section 7.1 was used for this experiment.
The temperature of the quartz tube surrounding the sample during SO2 absorption and desorp-
tion is shown in Figure 7.5. As SO2 was absorbed by the sample the temperature of the sample
rose. This was expected as SO2 absorption is an exothermic process [19]. The temperature
was observed to rise from 19 °C to 38 °C in around 2 minutes. The sample then cooled, re-
turning to its original value less than 8 minutes later while SO2 was still flowing through the
sample. The temperature of the sample then remains constant until nitrogen gas was intro-
duced. Under nitrogen flow the temperature of the sample was observed to decrease, which
was expected as SO2 desorption is an endothermic reaction. Sample temperature drops from
19 °C down to almost 10 °C during SO2 desorption in around 5 minutes. The temperature then
returned to its original value in under 12 minutes. As the temperature of the flowing gas is at
room temperature, it is likely that the flow of gas will have a cooling effect on the sample and
surrounding quartz tube at elevated temperatures. As the gas flow rates are not known and are
likely to be different for SO2 and nitrogen, calculating time constants for these temperature
changes would not be valid.
The dielectric response of the hairpin resonator during SO2 absorption and desorption can be
seen in Figure 7.6. As SO2 is absorbed by the sample the fractional frequency shift decreased
and inverse Q factor shift increased, as observed previously. The resonant frequency of the
resonator would also be affected by the heating effect from the sample observed alone. For
this resonator the hairpin ends were separated by 6 mm with the sample occupying the central
5 mm. This leaves only 0.5 mm between the sample tube outer wall and the copper hairpin
resonator which should allow heat to be transferred to the hairpin resonator via convection and
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Figure 7.5: Temperature measurement from the sample area inside the quartz tube between
the hairpin ends during SO2 absorption then desorption under nitrogen flow for a activated
MFM-170 sample.
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radiation. The heating of the hairpin resonator during the exothermic absorption of SO2 would
cause the resonating structure to expand, resulting in a decrease in the resonant frequency that
occurs in addition to that expected from the introduction of SO2. It is difficult to separate the
two effects as they occur simultaneously and both evolved from a single cause, the binding
of SO2. For a hairpin cavity there are no recorded methods of correcting for changes in
temperature as there are for cavity resonators. It could be possible to find a resonant mode
where frequency was only effected by temperature and not by the sample but for this resonator
this was not possible. The effect of temperature on Q factor is considerably smaller than its
effect of frequency. This is because temperatures effect on Q factor is a second order effect
whereas with frequency this effect is first order.
As nitrogen flow is introduced, SO2 is removed from the sample. The fractional frequency
shift then returned to its original value with one or more changes in gradient. The inverse
Q factor shift initially decreased before exhibiting the same points of inflection observed in
Figure 7.2 but at an earlier point of the absorption. This change in the timing of the feature is
likely due to the different flow rates in these experiments. The late change in inverse Q factor
shift after 0.9 hours can be attributed to the loss of strongly bound SO2 in the MOF as the
strongly bound SO2 will be removed from the sample last due to its higher bonding energy.
7.3 Conclusions
In this chapter the dielectric properties of the MOF MFM-170 have been investigated under
SO2 absorption and desorption. These characteristics have been explored through a series of
experiments under different conditions. The experiment with the fully activated MOF showed
the reaction of the sample under SO2 absorption and desorption in ideal conditions with no
other absorbed species bound to the metal centres or in the pores of the MOF. In these con-
ditions absorption of SO2 is very rapid causing a decrease in fractional frequency shift and
increase in inverse Q factor shift. When SO2 is removed, more complex behaviour is seen
with change in frequency gradient and inflections in inverse Q factor. These are likely due to
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Figure 7.6: Dielectric response during SO2 absorption then desorption under nitrogen flow for
a partially hydrated MFM-170 sample during temperature measurements
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SO2 moving between binding sites in the MOF. When this experiment was repeated with a
partially hydrated MOF, very similar dielectric behaviour was observed.
When the MFM-170 sample is fully hydrated a different behaviour is observed. Water is in-
troduced to the MOF which exhibits simple dielectric changes seen by a decrease in fractional
frequency shift and increase in inverse Q factor. Absorption of SO2 into the hydrated MOF
shows a similar absorption response in the dielectric measurements as with the activated MOF.
The desorption of SO2 from the sample however exhibits a much more complex behaviour.
As nitrogen is flowed through the sample and removes SO2 and water, there is an initial fast
process similar to that observed in the activated sample. There is then a longer term process
showing a much slower removal of lossy, polar material from the sample. Pinpointing the
precise cause of the dielectric response during this experiment has not been possible due to
the number of possible processes causing the response.
The final SO2 absorption experiment was used to investigate the thermal effects of the exo-
thermic nature of SO2 absorption and endothermic nature of SO2 desorption. The thermal
camera used allowed analysis of the temperature changes experienced by the sample as SO2
was absorbed and desorbed from the sample. Temperature measurements showed an increase
of almost 20 °C during SO2 absorption and decrease of almost 10 °C during SO2 desorp-
tion. The use of a hairpin geometry resonator allowed the monitoring of temperature during
dielectric measurements. The dielectric response observed during this experiment were sim-
ilar to the previous activated sample with changes in the timings of features, due to the likely
difference in flow rates.
Chapter 8
Final Conclusions
8.1 Materials Conclusions
In this thesis, gas sorption in metal-organic frameworks has been investigated. The absorp-
tion of both ammonia and sulphur dioxide have been observed. The absorption and storage
of ammonia has been studied to find a material suitable for solid state storage of ammonia for
use as an energy vector. Ammonia absorption and desorption using simultaneous microwave
dielectric and structural characterisation was measured for HKUST-1, UiO-67, and CPO-27-
Co. In these experiments, HKUST-1 decomposed during ammonia absorption. This was seen
in the dielectric response as an unexpected decrease in polarisation and dielectric loss as am-
monia was absorbed, indicating the decomposition of the sample into a compound with very
different dielectric properties. The structural data showed new phases being produced as am-
monia was absorbed with a different overall structure at the end of the experiment than the
starting material. Due to this, HKUST-1 has been deemed unsuitable for use as an ammonia
storage material. UiO-67 showed changes in dielectric properties consistent with absorption
of a lossy, polar molecule during ammonia absorption, with sample dielectric loss and polarity
increasing during the sorption process. After the desorption of ammonia, frequency shift was
seen to return to its starting value but Q factor did not. This is likely to be due to some tightly
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bound ammonia still bound to the metal centres of the MOF. Structural data showed little
change during ammonia absorption and desorption, showing the sample was stable to ammo-
nia absorption. The structural data for CPO-27-Co showed no changes in structure during the
absorption and desorption of ammonia. Dielectric data showed a more complex behaviour,
suggesting the possible presence of coordinated ammonia networks however, further investig-
ation is required to prove this hypothesis. This set of experiments have shown the capability
of UiO-67 and CPO-27-Co to store considerable amounts of ammonia and may be considered
as ammonia absorption and storage materials.
Sulphur dioxide absorption in the metal-organic framework MFM-170 has also been invest-
igated in this thesis. The chemical structure of MFM-170 has not yet been published, but
initial studies have shown its stability during SO2 absorption and its exceptional SO2 storage
capacity. Work in this thesis has been performed to investigate the absorption and desorp-
tion processes in this MOF and to study the possibility of using this MOF as a selective SO2
absorber for desulphurisation or for an SO2 sensor. Simultaneous microwave dielectric and
structural characterisation studies were performed on the absorption and desorption of SO2
in MFM-170. The dielectric results showed the polarity of the sample increased as SO2 was
introduced and the polarity then decreased as SO2 is flushed from the sample, as expected.
The dielectric loss of the sample and Bragg data showed more unusual behaviours. Dielectric
loss during ammonia absorption appears to begin to increase, before decreasing, and increas-
ing again until reaching its final value, all during the absorption of SO2. The structural data
showed a Bragg peak increasing in intensity and width before returning to its starting intensity
and width, all during the absorption of SO2. With the data available from this experiment it
has not been possible to explain these behaviours.
To attempt to explain the unusual behaviours in Q factor and structural data during NPD ex-
periments, further investigation of SO2 in MFM-170 was conducted without structural charac-
terisation. These experiments included cycling SO2 absorption and desorption when the MOF
was; fully activated, fully saturated with water, and partially saturated with water. Temper-
ature effects due to the exothermic nature of SO2 absorption and endothermic nature of SO2
8.2 Techniques Conclusions 175
desorption were also investigated using a hairpin type resonator and thermal camera. Dur-
ing these experiments, it was not possible to re-create the pattern observed in dielectric loss
data observed in the in-situ NPD experiments. Further experimentation is required to find the
reason for the unusual behaviours observed in the SO2 NPD experiments.
The absorption of ammonia by halide salts was also investigated in this thesis. This exper-
iment consisted of simultaneous X-ray diffraction and dielectric characterisation. For the
CaBr2 sample, the structural data shows a jump in stoichiometry from the starting sample
to fully saturated with ammonia (Ca(NH3)8Br2), while dielectric data did not show any addi-
tional stoichiometric changes. For the MgCl2 sample, the structural data also showed a jump
in stoichiometry from the starting sample to fully saturated with ammonia (Mg(NH3)6Cl2).
This time however, the dielectric results showed clear changes from the starting sample to
Mg(NH3)1Cl2, to Mg(NH3)2Cl2, before reaching the fully saturated Mg(NH3)6Cl2state. Ob-
serving the changes in stoichiometry not visible in the Bragg diffraction data shows the strength
and sensitivity of microwave dielectric characterisation to monitor polar gas sorption systems.
8.2 Techniques Conclusions
A cavity style resonator and heating equipment have been designed, simulated, constructed,
tested and used for simultaneous NPD and MCR measurements. This resonator uses a thinned
section of cavity wall to minimise neutron scattering from the resonator. A reduced cavity
height allows heating coils to be placed as close to the sample as possible to maintain a more
constant temperature across the sample. A heating coil is placed inside the top of the sample
tube such that a gas can be flowed through the coil and heated before passing through the
sample. The heated gas then, in turn, heats the sample. The second heating coil, below the
microwave cavity, minimises and temperature gradient across the sample. This method of
heating means no additional material is placed in the path of the neutron beam and no heating
equipment is effecting the electromagnetic fields inside the microwave cavity. The effective-
ness of this equipment was used to activate a MOF sample during simultaneous structural and
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dielectric characterisation. The heating coils were able to heat a gas flow, and subsequently
the sample, to the appropriate 150 ºC at an appropriate flow rate to activate the sample. During
this heating, the microwave cavity remained at a low enough temperature such that temperat-
ure effects were minimal. The microwave cavity maintained a high Q factor throughout the
experiment, even when presented with a fully water saturated sample with high dielectric loss.
A hairpin style resonator has been designed, simulated, constructed, tested and used for sim-
ultaneous X-ray diffraction and dielectric characterisation. Incorporating a hole through the
bottom plate of the hairpin, supporting structure and shielding allowed the incident X-ray
beam to be unimpeded by the resonator before reaching the sample. This hairpin geometry
makes use of the open end of the resonating structure to allow X-rays scattered by the sample
to be unimpeded before reaching the measurement plane. This maximises the possible res-
olution of these measurements which is especially important for XPDF experiments. The
resonator allowed sufficient sensitivity to observe changes in dielectric properties, as well as
a high enough Q factor to measure samples with high dielectric loss. The equipment was used
on i15-1 at Diamond for XPDF measurements of ammonia absorption of halide salts. These
experiments showed the close correlation between Bragg data and microwave dielectric res-
ults and showed the ability to observe changes in stoichiometry not visible in X-ray data. This
experiment proved the concept of using a hairpin style resonator for simultaneous structural
and dielectric characterisation of materials.
This thesis has also presented a new method for temperature correction in cylindrical cavity
perturbation measurements using degenerate modes. The temperature correction method de-
veloped uses split degenerate modes to correct for changes in resonant frequency caused by
changes in resonator temperature. The validity of this technique was proven by heating the mi-
crowave cavity and water sample from 20 ºC to 60 ºC, calculating the permittivity of the water
during this temperature sweep and comparing to literature values. This experiment showed
the temperature correction technique used was incredibly accurate as the results were well
within the possible errors of the system, mostly relating to sample volume. It has also shown
how a strategically placed, off-axis perturbation can be used to suppress the lower frequency
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degenerate mode such that a single clean Lorentzian frequency response is observed.
Microwave characterisation has proved to be a robust and sensitive measurement technique
throughout this thesis. The effectiveness of this instrumentation relies on the design and
construction of the microwave resonator used, two of which have been designed as part of
this thesis; a cavity resonator (C1) for simultaneous neutron diffraction, and a hairpin res-
onator (H1) for simultaneous X-ray measurements and simultaneous thermal measurement.
Microwave dielectric measurements have been used to characterise heterogeneous gas sorp-
tion processes as an individual technique, as well as for simultaneous measurements alongside;
neutron diffraction, X-ray diffraction, and thermal measurement. Using microwave character-
isation provides information on the polarity and dielectric loss of a sample however, informa-
tion on more complex chemical processes can also be extracted from this data. For example,
this technique has been used to differentiate between physisorbed and strongly bound polar
gasses within a solid state host. Dielectric characterisation has also shown changes in stoi-
chiometry not observed in structural data from X-ray diffraction.
8.3 Future Work
During the simultaneous neutron diffraction and microwave measurement of SO2 absorption
in MFM-170 experiments carried out in Section 5.2, some unusual results were seen in both
Q factor and Bragg data. Upon absorption of the polar gas, inverse Q factor shift increased at
first, then began to decrease, before increasing again until reaching its final value. Bragg data
for this absorption showed one peak increasing in intensity and broadening before decreasing
in intensity and returning to its original width, all during SO2 absorption. This behaviour was
unexpected and is yet to be fully explained. There are three ways in which this experiment
could be improved upon if repeated. These improvements may either help explain the cause of
these unexplained behaviours or, if the experimental procedure is improved, these unexplained
results may not occur. The problems faced and possible improvements are shown below:
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Unknown gas flow rate: This experiment was carried out without the use of mass flow meters
for argon and SO2 flows. Flow rates were estimated but may not be accurate. Repeat-
ing the experiments with mass flow meters to set gas flow rates would allow control of
absorption and desorption rates.
Low Q factor: The Q factor for the duration of this experiment was below 50. This low Q
factor value adds some uncertainty in the validity of the results. The trends in Q factor
data observed seem robust, even if the high levels of noise are not ideal. Repeating this
experiment using a cavity resonator with a higher Q factor, once the sample is inserted,
would give more confidence in the dielectric results.
Starting sample conditions: Although every effort was made to ensure the starting sample
was as close to activated as possible for this experiment, some water was inevitably
present in the starting sample. The sample was activated and loaded in a glove bag to
minimise exposure to the water vapour in the air. During the sample loading into the
experimental rig, the sample was exposed to air for a approximately one minute. As the
sample readily absorbs water from the air, some water was inevitably absorbed by the
sample. It is possible the unexplained behaviours in Q factor and Bragg data relate to
the water present in the sample. Using the heating equipment designed in Section 4.1
would allow the in-situ activation of the sample, ensuring no water was present in the
sample when SO2 is introduced.
The equipment developed in Section 4.1 and used in Section 5.3 was used to activate a MOF
sample in-situ for simultaneous NPD and dielectric characterisation. In future, the use of
this equipment will allow the user to ensure the sample is free from water and other solvents
before carrying out the experiment. This is especially important when measuring air sensitive
samples such as MOFs, which absorb water from the air. This equipment will also allow other
experiments requiring heating to be carried out, such as catalytic processes.
The hairpin type resonator developed in Section 4.2 and used in Chapter 6 was used to perform
simultaneous XPDF and dielectric characterisation. This equipment was used to observe the
absorption of ammonia in halide salts. Further experiments to evaluate ammonia absorption
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in a greater selection of halide salts can be used to observe and compare their absorption
behaviours. This equipment may also be used to characterise a variety of samples and sample
conditions, not limited to those discussed in this thesis.
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Appendix A
Derivations
A.1 Q factor for cavity height derivation for microwave cav-
ity TM010 mode
Q factor derivation for a cylindrical cavity in the TM010 mode.
Q= ω0
<U >
< P>
(A.1)
Where:
Ez = E0J0(kr)e jωt (A.2)
Hφ =
E0
η0
J1(kr)e jωt (A.3)
Stored energy:
<U >=
1
2
µ0
∫
H2φdv=
1
2
µ0H20d
a∫
0
2πrJ21(kr)dr (A.4)
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Total energy dissipated from the cavity wall as well as top and bottom plates:
< P>=< P1 >+< P2 > (A.5)
Energy dissipated in the cavity wall:
< P1 >=
1
2
RSH20 J
2
1(ka)2πad (A.6)
Energy dissipated in the cavity top and bottom plates combined:
< P2 >= RSH20
a∫
0
2πrJ21(kr)dr (A.7)
Subbing into A.1:
Q= ω0
<U >
< P>
=
1
2ω0µ0H
2
0d
a∫
0
2πrJ21(kr)dr
RSH20 J
2
1(ka)πad+RSH
2
0
a∫
0
2πrJ21(kr)dr
(A.8)
Using Bessel function identities:
a∫
0
J21(kr)rdr =
a2
2
[
J
′2
1 (ka)+
(
1− 1
k2a2
)
J21 (ka)
]
(A.9)
J
′
1 (ka) =−
1
ka
J1 (ka)− J0 (ka) (A.10)
2π
a∫
0
rJ21 (kr)dr = πa
2J21 (ka) (A.11)
Subbing back into A.8 and simplifying:
Q=
1
2ω0µ0dπa
2J21 (ka)
RSJ21(ka)πad+RSπa2J
2
1 (ka)
=
1
2
ω0µ0
RS
da
d+a
=
1
2
ω0µ0
RS
a
1+ a/d
(A.12)
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To express in terms of skin depth(δ ):
ω0µ0
2RS
=
ω0µ0
2
√
ω0µ0ρ
2
=
√
ω0µ0
2ρ
=
1
δ
(A.13)
Finally subbing into A.12 gives:
Q=
a/δ
1+ a/d
(A.14)
A.2 Electric Field Pattern in Cylindrical Cavities
Maxwell’s curl equations in phasor form are the following, assuming e jωt time dependence of
the field amplitudes:
∇× E¯ =− jωµH¯ (A.15)
∇× H¯ = jωεE¯ (A.16)
Taking the curl of equation A.15 and using equation A.16:
∇×∇× E¯ =− jωµ∇× H¯ = ω2µεE¯ (A.17)
Using vector identities:
∇2E¯+ω2µεE¯ = 0 (A.18)
Ez can be defined as:
Ez(r,φ ,z) = R(r)Φ(φ)Z(z) (A.19)
where R, Φ, and Z are functions of radius, angle, and height respectively. Let:
k2 = ω2µε (A.20)
Using the identity of the Laplace operator in cylindrical coordinates for ∇2E¯:
1
r
∂
∂ r
(
r
∂Ez
∂ r
)
+
1
r2
∂ 2Ez
∂φ2
+
∂Ez
∂ z2
+ k2Ez = 0 (A.21)
196 Derivations
Subbing A.19 intoA.21:
1
r
∂
∂ r
(
r
∂R(r)Φ(φ)Z(z)
∂ r
)
+
1
r2
(
∂ 2R(r)Φ(φ)Z(z)
∂φ
)
+
(
∂ 2R(r)Φ(φ)Z(z)
∂ z2
)
+k2R(r)Φ(φ)Z(z)= 0
(A.22)
Simplifying and dividing by R(r)Φ(φ)Z(z):
1
r
d
dr
(
rdR(r)
dr
)
R(r)
+
1
r2
(
d2Φ(φ)
dφ2
)
Φ(φ)
+
(d2Z(z))
dz2
Z(z)
+ k2 (A.23)
Then separating by parts. Let:
d2Z(z)
dz2
Z(z)
=−k2z (A.24)
d2Z(z)
dz2
+ k2zZ(z) = 0 (A.25)
Solving the second order linear equation:
Z(z) =C1e jkzz+C2e− jkzz (A.26)
where Cn is an arbitrary constant. Using Euler’s Formula and simplifying:
Z(z) = (C1 +C2)cos(kzz)+ j (C1−C2)sin(kzz) (A.27)
Applying boundary conditions for the cavity |Z(0)|=C3 and |Z(h)|=C3, where h is the cavity
height:
Z(z) =C3cos(kzz) (A.28)
Z(z) =C3 cos
(zπ p
h
)
(A.29)
where p is from the mode TMmnp. Subbing equationA.23 into equation A.25 gives:
1
r
d
dr
(
r dR(r)dr
)
R(r)
+
1
r2
(
d2Φ(φ)
dφ2
)
Φ(φ)
+ k2− k2z = 0 (A.30)
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Let k2r = k
2− k2z and multiply by r2:
r ddr
(
rd(R(r)
dr
)
R(r)
+
d2Φ(φ)
dφ2
Φ(φ)
+ r2k2r = 0 (A.31)
Let:
d2Φ(φ)
dφ2
Φ(φ)
=−m2 (A.32)
Then rearrange to get:
d2Φ(φ)
dφ2
+m2Φ(φ) = 0 (A.33)
Solving the second order linear equation, using Euler’s Formula then simplifying gives:
Φ(φ) = (C4 +C5)cos(mφ)+ j (C4−C5)sin(mφ) (A.34)
Let C6 =C4 +C5 andC7 = j (C4−C5) then:
Φ(φ) =C6 cos(mφ)+C7 sin(mφ) (A.35)
Then using trigonometric identities:
Φ(φ) =C8 cos(mφ +θ) (A.36)
Subbing equation A.32 into equation A.31:
r ddr
(
rdR(r)
dr
)
R(r)
+ r2k2r −m2 = 0 (A.37)
Multiplying by R(r):
r
d
dr
(
rdR(r)
dr
)
+R(r)
(
r2k2r −m2
)
= 0 (A.38)
This expands to become:
r2
d2R(r)
dr2
+ r
dR(r)
dr
+R(r)
(
r2k2r −m2
)
= 0 (A.39)
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Using Bessel function identities:
R(r) =C9Jm(rkr) (A.40)
Boundary conditions show R(a) = 0 where a is the cavity radius. Let αmnbe the nth root of Jm.
Then:
R(r) =C9Jm
( r
a
αmn
)
(A.41)
Finally sub R(r), Φ(φ), and Z(z) into equation A.19 where E0 =C3C8C9:
Ez (r,φ ,z) = E0Jm
(αmnr
a
)
cos(m(φ +θ))cos
( pπz
h
)
(A.42)
