Abstract: Let {F : ≥ 0} be a concave iteration semigroup of linear continuous set-valued functions defined on a convex cone K with nonempty interior in a Banach space X with values in cc(K ). If we assume that the Hukuhara differences 
Introduction
Concave iteration semigroups of continuous linear set-valued functions have been introduced in [8] and were studied in [8, 14, 15] . In these three papers the condition F 0 ( ) = { } for ∈ K was assumed. A consequence of it is the existence of all Hukuhara's differences F ( ) − F ( ) for ∈ K if 0 ≤ ≤ and the existence of the Hukuhara derivative of F ( ) with respect to . Moreover, it was proved that F ( ) is a solution of a differential equation, see [14] .
In this paper concave iteration semigroups will be investigated in the case when the Hukuhara differences F 0 ( ) − F ( ) exist for ∈ K and > 0. This condition implies the existence of all differences F ( ) − F ( ) for ∈ K and 0 < < . In addition, we show that the concavity of the iteration semigroup implies the existence of the derivative in the sense of [5] and that F ( ) satisfies the differential equation 
Preliminaries
Let A and B be two subsets of a real vector space X . We define the algebraic sum of A and B by the formula A + B = { + : ∈ A ∈ B} and the product of a real number λ and A by λA = {λ : ∈ A} A subset K of X is called a cone if λK ⊂ K for all positive λ. A cone is said to be convex if it is a convex set.
Let X and Y be two real vector spaces and let K ⊂ X be a convex cone. A set-valued function F : K → n(Y ) where n(Y ) denotes the family of all nonempty subsets of Y is called additive if
for all ∈ K and λ > 0 (resp. λ ∈ Q + ), where Q + denotes the set of all positive rational numbers. An additive and homogeneous set-valued function is called linear.
∈ [0 +∞)) and λ ∈ (0 1).
Throughout the paper N denotes the set of all positive integers. All vector spaces are supposed to be real. If X is a topological vector space, then c(X ) denotes the set of all compact members of n(X ) and cc(X ) stands for the set of all convex elements of c(X ).
The Hukuhara difference (difference in the sequel) A − B of A and B from cc(X ) is a set C ∈ cc(X ) such that A = B + C , cf. [4] . Let X be a metric space. The Hausdorff metric determined by the metric in X in the set c(X ) will be denoted by . For A A ∈ c(X ), ∈ N, the formula lim 
respectively, if these limits exist. The derivative DΦ of Φ at > 0 is defined by
if this limit exists [5] . Moreover,
We denote by C the family of all concave set-valued functions F : [ ] → cc(X ) continuous at and such that the differences
Example 2.2.
A set-valued function
Properties of set-valued functions of C
The following theorem describes properties of members of C. 
Theorem 3.1.

Let X be a normed space. If a set-valued function F
Proof. Let ∈ [ ] and let λ = ( − )/( − ). Then λ ∈ [0 1] and
where conv A denotes the convex hull of the set A. Since the set conv(
Similarly,
and hence
Inclusions (1) and (2) yield
If we use (3) for the triple ( ), then we obtain
Conditions (3) and (4) lead to
The first inclusion shows that the set-valued function → (F ( ) − F ( ))/( − ) is decreasing in the interval [ ) and the last one that → (F ( ) − F ( ))/( − ) is decreasing in ( ]. This gives (i).
On account of [3, Proposition (2.4.7)] we have
and from [7, Lemma 4] ,
respectively. Since by (5)
Using (5) once again we have
for all ∈ ( ), which proves (iv). To show (v) we take the inclusion
We have already proved that
The continuity of F implies the inclusions
and by the continuity of F we have
Since
we get by (6) lim
which completes the proof.
Integral representation
From now on we shall assume that (X · ) is a Banach space. Assume that 
Proof. According to Theorem 3.1 the right-hand derivative D + F (·) is decreasing in [ ) and by [9, Theorem 1.9] the integral D + F ( ) exists for all ∈ ( ). We take a division of [ ] into intervals determinated by points = + ( − )/ , = 0 . It is true that
, which follows from Theorem 3.1. This implies that
for = 1 2 − 2 and using the monotonicity of D + F we obtain
Letting → ∞, by the continuity of F , we get
whence (7) follows.
The following theorem is a converse of Theorem 4.1.
Theorem 4.2.
If Φ : [ ] → cc(X ) is a decreasing set-valued function, D ∈ cc(X ) is such that D − (−1) Φ( ) exists and
Proof. Let ≤ < ≤ . Since Φ( ) = Φ( ) + Φ( ) , we obtain
Let λ ∈ (0 1), ≤ ≤ ≤ . We have
and since Φ (λ + (1 − λ) ) ⊃ Φ( ) for ∈ [ ], we see that
The continuity of F follows from the inequality
which is easy to verify.
Iteration semigroups
Let K be a nonempty set. A family {F : ≥ 0} of set-valued functions F : K → n(K ) is said to be an iteration semigroup if
where K is a convex cone in a normed vector space, is said to be concave if the set-valued function → F ( ) is concave for every ∈ K .
We will consider the case when the differences F 0 ( ) − F ( ) exist for ∈ K , ≥ 0. We recall that the set-valued function F 0 does not have to be the identity map. 
holds. Then there exists a linear and continuous set-valued function G
and the convergence is uniform on every compact subset of K .
Proof. Let
is decreasing for every ∈ K . Therefore, [10, Lemma 7] may be applied to show that G is a linear continuous set-valued function defined on K with values in cc(X ), and (9) holds true. To end the proof, fix a compact subset A of K and suppose that the convergence in (9) is not uniform on A. Then there exists ε > 0, a sequence ( ), ∈ A, and a decreasing sequence ( ), → 0+, such that Proof. Observe that the iteration semigroup {F : ≥ 0} is continuous. To see that, fix ≥ 0, > and take = − . By [13, Lemma 5] for some M 0 > 0, we have
for all ∈ K . Consequently the right-hand continuity of {F : ≥ 0} has been proved. Now, let > 0. Our next claim is the inequality
Let λ ∈ (0 1) and = λ . Since the iteration semigroup {F : ≥ 0} is concave, we have
Hence (11) follows. To show the left-hand continuity take 0 < < and = − . Proceeding similarly to the proof of the right-hand continuity we get
So the observation has been established.
We note that the set-valued function G has its values in the cone −K (see (10) ) and the differences F ( ) − F + ( ) exist, [14, Lemma 3] , and are contained in K . 
