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Open quantum systems have become an active area of research, owing to its potential applications
in many different fields ranging from computation to biology. Here, we review the formalism of
dynamical maps used to represent the time evolution of open quantum systems and discuss the
various representations and properties of the same, with many examples.
I. INTRODUCTION
Quantum systems being in complete isolation are very
uncommon. Generally an open quantum system[1] is one
which is interacting with its surroundings. In order to in-
vestigate the properties of such a quantum system, e.g.,
its dynamics, we need to know the effects of the envi-
ronment on the system. The environment by definition
is an external system about which we have little or no
information. In this situation, one would therefore like
to develop a description of open quantum systems de-
scribed by a dynamical equation that accounts for the
influence of the surrounding environment on the system
state, while removing the need to track the full environ-
ment evolution. The study of evolution of open quantum
systems is a problem of great excitement that has led
to the development of different approaches, each having
their merit based on the context of study. In this article,
we consider the finite time evolution of open systems via
the concept of dynamical maps, in detail. By finite time
evolution, it is to understood as the change of the state
of a system from an arbitrary initial instant of time to a
later one.
Any quantum system whose state space dimension is
finite may be represented by an n× n matrix, called the
density matrix ρ. The density matrix should be of unit
trace, Hermitian and positive.
tr(ρ) = 1 ; ρ† = ρ ; 〈x|ρ|x〉 ≥ 0 ∀x. (1)
For closed quantum systems, the purity of a quantum
state is not affected under time evolution and the evolu-
tion is unitary. However, for open quantum systems, the
purity of quantum states can decrease in principle and
one has to account for mixed states as well. Hence for
open quantum systems, it becomes necessary to represent
states using density matrices.
The evolution of an open system may be stochastic
opposed to being deterministic for closed systems. Open
quantum systems usually have temporal evolutions that
are not unitary and cannot be described by a Hamilto-
nian scheme. In the following sections, we discuss the
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formalism of the method of stochastic maps describing
the finite time evolution of open quantum systems.
We review the formalism of dynamical maps used to
represent the time evolution of open quantum systems.
This article is for beginners in the area of open quantum
systems who find the different representations and their
transformations confusing. We motivate the ideas from
a historic perspective, but in a pedagogical manner.
The plan of the article is as follows. We start with
closed evolution of the total system, i.e., the system and
environment taken together and obtain the finite time
evolution of the state of the system by tracing out the
environment. Then, we introduce finite-time maps in an
abstract way, outline the various representations of the
same and then show how to connect the various repre-
sentations. We exemplify the maps on a qubit in some
detail and then look briefly into maps which are not com-
pletely positive. Finally, we present the differential form
of maps as well.
II. TIME EVOLUTION OF OPEN QUANTUM
SYSTEMS
Let us start with closed evolution, which we are famil-
iar with. We have a system of interest whose states live in
the Hilbert space HS . Now, we have the environmental
Hilbert space, HE as well. We extend the Hilbert space
as H = HS ⊗ HE such that the total system is closed
and the total evolution is unitary. If the initial states of
the system and environment are ρS(0) and ρE(0), respec-
tively, and they are uncorrelated initially, the evolution
under the total unitary operator U(t) is
ρ′(t) = U(t)ρS(0)⊗ ρE(0)U†(t), (2)
where ρ′(t) denotes the state of the total system at a
time t. The assumption that the initial state of the com-
posite system is separable looks restrictive, but since one
can have good control on the system, this assumption
is not a bad one. Also, since t = 0 is assumed to be
the time at which the system and the environment start
interacting, it makes sense to assume that they are not
correlated before interacting. Now, to obtain the state
of the system at time t, we do a partial trace over the
environment.
ρS(t) = trE
(
U(t)[ρS(0)⊗ ρE(0)]U†(t)
)
. (3)
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2Let the dimension of the system be n and that of the
environment be m such that m  n. Choosing a basis
{|k〉} for the environment and taking the initial state
of the environment as mixed, ρE(0) =
∑
k pk|k〉〈k| and
noting that the basis is orthonormal, i.e. 〈k|k′〉 = δkk′ ,
we obtain
ρS(t) =
∑
k
〈k|U(t) ρS(0)⊗ ρE(0)U†(t)|k〉
=
∑
k,k′
pk′〈k|U(t)|k′〉ρS(0)〈k′|U†(t)|k〉. (4)
One can see that U(t) is an nm × nm matrix and
〈k|U(t)|k′〉 is therefore an n × n matrix. It is not the
usual matrix element, which being a number, rather it
is a matrix and it is often called the reduced matrix ele-
ment. Denoting
√
pk′〈k|U(t)|k′〉 as Dk,k′ , we can write
Eq. (4) as
ρS(t) =
∑
k,k′
Dk,k′ρS(0)D
†
k,k′
=
∑
α
DαρS(0)D
†
α. (5)
where we have combined the two indices kk′ into one
index, α. The condition that ρS(t) is a valid density
matrix with trace 1 sets the following condition.∑
α
D†αDα = 1. (6)
This is the trace-preserving condition for the opera-
tors Dα and follows straight from the cyclic property of
the trace.
III. QUANTUM CHANNELS
In the previous section, we have seen that the evolution
of the system and environment taken together is given by
a total unitary evolution operator U . Thus, for a closed
dynamics, the discrete time evolution can be thought of
as a unitary map U : ρ(0)→ ρ′(t). In an analogous way,
one can describe the open evolution by a map E . A quan-
tum channel (or map) E(ρ) on the system maps the initial
quantum state of the system to the final state after its in-
teraction with the environment. The map E(ρ) describes
the finite time open dynamics of a quantum system. Any
dynamical operation E on states of a quantum system S
must have the following properties:
(a) E must be linear. Hence it should respect the su-
perposition principle of quantum mechanics.
(b) E should be Hermiticity preserving, which means
that observables should be transformed into bonafide ob-
servables.
(c) E should be positivity as well as trace-preserving
such that each density matrix should be transformed into
a bonafide density matrix.
If these three conditions are met, the map is said to
be positive and trace-preserving. A quantum system can
in principle be a collection of many systems. Hence one
needs to stipulate that if the map acts only on any one
of the subsystem of the entire system, positivity should
be preserved. On expanding the state of the system to
a bigger composite one, the map is E ⊗ 1(d) (where d is
the dimension of the auxillary system) and the action of
this map should also produce a valid state. E is called
d-positive, if it is positive for the extension of the form
E ⊗ 1(d). If the map remains positive for any d, then
the map is said to be completely positive. Therefore, on
top of the three conditions mentioned above, one has to
add the condition of complete positivity (CP) for a valid
map. It should be remembered that positivity of the map
is a statement about its action on density matrices while
complete positivity can be regarded as a statement about
the map itself.
The map E can be represented in many ways, each of
which have their own use depending on the context. We
shall review the various representations in the subsequent
sections.
Before that, let us introduce the notations with a slight
taste of mathematical rigor. E : ρ(t0) → ρ′(tf ), E de-
notes the abstract map (or quantum channel) that takes
the state of the system, ρ(t0) at any arbitrary instant of
time to that at a later time, ρ′(tf ). In other words, the
map E takes a state at any time t0 and gives back the
state at a later time tf = t0 + t, where t is fixed (if one
changes t, it changes the map). In the discussion that
follows, ρ′ stands for the output state of a map, unless
otherwise mentioned. Technically, E : B(HS) → B(HS′)
where B(HS) and B(HS′) denote the bounded opera-
tors of the input and output Hilbert spaces of finite
dimensions (but can be different) respectively. In the
context of maps acting on quantum states of the sys-
tem, let B(HS) and B(HS′) denote the bounded oper-
ators of the input and output spaces of the system S.
The map E : B(HS) → B(HS′) is completely positive if
E ⊗ idA remains positive for all possible extensions. idA
denotes the identity operator acting on operators B(HA),
the bounded operators of the auxillary system of Hilbert
space HA.
A. A−form and B−form
Sudarshan, Mathews and Rau [2] considered the above
mentioned three conditions as the defining conditions for
the most general quantum dynamical operation,
ρ′(t) = A(t)ρ(0). (7)
The linearity of A(t) stems from the linearity of quantum
mechanics. The operator A can be written as a matrix
if ρ is finite dimensional and the transformation can be
written as
ρij −→ Aij;i′j′ρi′j′ = (Aρ)ij . (8)
In the equation given above, the elements of the density
matrix (say N dimensional) have been rearranged into a
3column vector so that A is an N2 ×N2 matrix. The in-
dex notation might look intimidating, but we use it here
as a token of respect to the celebrated 1961 paper [2],
which unfortunately did not receive proper attention, but
which had in it almost every detail on finite time maps,
although in disguise. We shall make the notation clear
with an example for a map on a qubit and later on, we
skip the index notation and show the necessary mathe-
matical details as to how they come about. A general
linear map relates the elements ρij of the input state to
that of the output state ρ′i′j′ as
ρ′i′j′ =
N∑
i,j=1
Ai′j′;ij(t) ρij , i′, j′ = 1, 2, . . . , N. (9)
The A map should ensure the preservation of hermiticity,
i.e., ρ′i′j′ = ρ
′∗
j′i′ , and that of trace, i.e., tr[ρ
′] = 1. These
imply that A have the following properties.
Aj′i′;ji =A∗i′j′;ij(Hermiticity),∑
i′
Ai′i′;ij = δi,j (Trace). (10)
They also introduced a new matrix,B, which is related
to A by reshuffling, B such that
Bi′i;j′j = Ai′j′;ij . (11)
In the form B the restrictions in Eq. (10) on the map
gets modified to the following relations:
Bj′j;i′i =B
∗
i′i;j′j (Hermiticity),∑
i′
Bi′i;i′j =δij (Trace) (12)
The operator B represents the most general transforma-
tion that a quantum system can undergo and so is re-
ferred to as the dynamical map or dynamical matrix. One
has to note that B is a Hermitian matrix whereas A is
not. It is not necessary that B itself be a positive ma-
trix for maintaining the positivity of the density matrices
under dynamical evolution. IfB is in itself a positive ma-
trix, the map is completely positive, which we will show
later.
Let us try and understand theA andB representations
of the map for the case of a qubit. Let
ρ =
(
ρ00 ρ01
ρ10 ρ11
)
(13)
denote the density matrix of a qubit in the standard
(computational) basis, {|0〉, |1〉}, |0〉 = (1, 0)T and |1〉 =
(0, 1)T . Then ρ′ = Aρ can be understood as follows.ρ
′
00
ρ′01
ρ′10
ρ′11
 =
A00;00 A00;01 A00;10 A00;11A01;00 A01;01 A01;10 A01;11A10;00 A10;01 A10;10 A10;11
A11;00 A11;01 A11;10 A11;11

ρ00ρ01ρ10
ρ11
 .
(14)
The B matrix obtained by reshuffling A is hence
B =
A00;00 A00;01 A01;00 A01;01A00;10 A00;11 A01;10 A01;11A10;00 A10;01 A11;00 A11;01
A10;10 A10;11 A11;10 A11;11
 . (15)
The elements in the four rows of A are presented in dif-
ferent colors to bring clarity as to how the rows are being
folded to write the dynamical matrix B.
B. Operator-sum representation and the process
matrix
We shall look into another representation of the map,
stemming from B here. B is a Hermitian matrix and
thus admits a spectral decomposition. Let λα be the
eigenvalues and the corresponding eigenvectors be |Λ(α)〉.
Then
ρ′i′j′ =
∑
α
λαΛ
(α)
i′i ρijΛ
(α)†
j′j , (16)
For brevity, let us define Λ
(α)
i′i = Cα. Then,
ρ′ =
∑
α
ηαCαρC
†
α. (17)
If all the eigenvalues λα of B are positive, then one can
define Dα =
√
λα Cα, which allows the map to be written
as
ρ′ =
∑
α
DαρD
†
α. (18)
This is called the Operator-Sum Representation (OSR)
or Kraus decomposition and each of the Dα’s are called
Kraus operators. This was independently discovered by
Kraus in [3], 10 years later, but was already discussed
in the celebrated 1961 paper [2]. If the map admits an
OSR, then it is equivalent to the fact that the B matrix
is positive. The map in the Kraus (operator-sum) form
is trace preserving if∑
α
D†αDα = 1. (19)
The operator sum decomposition is not unique. There
is a unitary freedom in choosing the operators in Eq. (18).
Two different sets of Kraus operators {Dα} and {Kβ}
related by a unitary transformation reproduce the same
open evolution of ρS . Each of the Kraus operators for
a map E can be expanded in a suitable operator basis
{Ai} as Dα =
∑
i a
(α)
i Ai, with a
(α)
i ∈ C. The operator
basis can be chosen to be orthonormal (tr[A†jAk] = δjk)
for convenience.
E(ρ) =
∑
ij
χijAiρA
†
j , where χij =
∑
α
a
(α)
i a
(α)∗
j .
(20)
4So for a given basis set {Ai} the matrix χ completely
characterizes E . The χ matrix is Hermitian and different
Kraus representations of the same process E have the
same χ matrix. The χ matrix is also called the process
matrix in the context of quantum process tomography.
C. Complete positivity and operator-sum
representation
Having spoken about complete positivity, let us now
see how the representation of the map reveals it. We can
easily show that the map represented in the operator-sum
form implies complete positivity. Let us recall that for
complete positivity, E ⊗ idA is positive. If |φ〉 denotes the
state of the composite system (system and the auxillary
taken together) and P is any positive operator acting on
it, CP implies the following inequality
〈φ|(E ⊗ idA)P |φ〉 ≥ 0. (21)
Invoking the OSR for E ,
〈φ|(E ⊗ idA)P |φ〉 =
∑
α
〈φ|(Dα ⊗ 1)P (D†α ⊗ 1)|φ〉
=
∑
α
〈φα|P |φα〉, (22)
where |φα〉 = (D†α ⊗ 1)|φ〉. Since P is positive, the RHS
of Eq. (22) is positive and hence it is verified that the
OSR implies CP. 1 is the identity matrix corresponding
to idA and of same dimensions as of Dα.
IV. SWITCHING BETWEEN
REPRESENTATIONS AND VARIOUS
PROPERTIES
A. Preliminaries
Let us take a short mathematical digression, introduc-
ing a few notations and a few results [4] which will help
us to follow the subsequent ideas presented. Let X,Y, Z
be operators from HS → HS′ . Let us assume that all are
n dimensional, for simplicity. The square matrices can be
written as a vector, by stacking the elements row-by-row.
The vectorized form is notated as |.〉〉. |Z〉〉 denotes the
vectorized version of the operator Z and is an element of
HS ⊗HS . The following results are useful for our future
discussion and are given without proof.
X ⊗ Y |Z〉〉 = |XZY T 〉〉, (23)
|Z〉〉 = Z ⊗ 1|I〉〉〈〈I|, (24)
trHS (|X〉〉〈〈Y |) = XY †, (25)
trHS′ (|X〉〉〈〈Y |) = XTY ∗. (26)
One should note that all these relations are basis-
dependent and hence one must fix a basis throughout
for convenience.
If
Z =
Z11 . . . . . . Z1,n... ... ...
Zn,1 . . . . . . Zn,n
 , (27)
is an n × n matrix, vectorization stacks row by row to
make a column, i.e. an n2 × 1 column matrix:
|Z〉〉 =

Z11
...
Z1,n
...
Zn,1
...
Zn,n

. (28)
The matrix Z need not be square for it to be vectorized.
Any matrix which is not columnar can be vectorized, but
we use only square matrices for our discussion through-
out.
One can also talk about undoing the vectorization.
This is matricizing or the mat operation which stacks
the elements of a column matrix row by row with rows
of length n to generate an n× n square matrix.
mat|Z〉〉 = Z. (29)
Let {|ei〉} denote the standard basis of vectors in n di-
mensional space. ({|ei〉} is a column of zeros with 1 at
the i th row.) Then, I =
∑
i |ei〉〈ei|,
|I〉〉 =
∑
i
|ei〉 ⊗ |ei〉,
|I〉〉〈〈I| =
|e1〉〈e1| . . . . . . |e1〉〈en|... ... ...
|en〉〈e1| . . . . . . |en〉〈en|
 . (30)
Note that |I〉〉〈〈I|, in 2 dimensions is nothing but
2|φ+〉〈φ+| where |φ+〉 = 1√
2
(|00〉+ |11〉), one of the Bell-
states, which is a maximally entangled state.
B. Connecting A and Kraus form
We start with the Kraus form of the map,
ρ′ =
∑
α
DαρD
†
α.
Using Eq. (23), writing the vectorized version as
|ρ′〉〉 =
∑
α
|DαρD†α〉〉
=
(∑
α
Dα ⊗D∗α
)
|ρ〉〉. (31)
We know that |ρ′〉〉 = A|ρ〉〉. Hence it follows that
A =
∑
α
Dα ⊗D∗α. (32)
5C. Connecting B and Kraus form
We now work in 2 dimensions for a while, for sim-
plicity and showing explicit details. We therefore re-
strict ourselves to the case of a single term in Eq. (32),
i.e., A = D1 ⊗D∗1 , since the summation does not change
the structure of the matrices.
Let
D1 =
(
D00 D01
D10 D11
)
. (33)
The A matrix is therefore
A =
D00D
∗
00 D00D
∗
01 D01D
∗
00 D01D
∗
01
D00D
∗
10 D00D
∗
11 D01D
∗
10 D01D
∗
11
D10D
∗
00 D10D
∗
01 D11D
∗
00 D11D
∗
01
D10D
∗
10 D10D
∗
11 D11D
∗
10 D11D
∗
11
 . (34)
By reshuffling, one can write the correspondingB matrix
as
B =
D00D
∗
00 D00D
∗
01 D00D
∗
10 D00D
∗
11
D01D
∗
00 D01D
∗
01 D01D
∗
10 D01D
∗
11
D10D
∗
00 D10D
∗
01 D10D
∗
10 D10D
∗
11
D11D
∗
00 D11D
∗
01 D11D
∗
10 D11D
∗
11
 . (35)
Since |D1〉〉, the vectorized version of the square matrix
D1 is
|D1〉〉 =
D00D01D10
D11
 ,
it is clear that B = |D1〉〉〈〈D1|. This means that the
B matrix is nothing but the sum of outer-products of the
vectorized version of the Kraus matrices and therefore a
Hermitian matrix,
B =
∑
α
|Dα〉〉〈〈Dα|. (36)
Now, one can easily deduce that the Kraus operators are
the matricized versions of the eigenvectors of B. The
B matrix being Hermitian admits a spectral decompo-
sition. Letting λα and |Λ(α)〉 to be the corresponding
eigenvalues and eigenvectors, respectively,
B =
∑
α
λα|Λ(α)〉〈Λ(α)|, (37)
it is apparent that Dα =
√
λα mat|Λ(α)〉, where mat
refers to matricizing as explained above. The extension
to arbitrary dimensions is thus straightforward. For an
N × N dynamical matrix, the eigenvectors are column
matrices with N rows. The Kraus operators are written
down by stacking the elements of the eigenvector matrix
(column matrix) row by row with rows of length N and
multiplied by the square-root of the corresponding eigen-
value.
It should be carefully noted that positivity of B means
that all of its eigenvalues λα are positive. As we shall see
later, B can have negative eigenvalues which leads to an
operator-sum-difference representation.
D. Connecting A and B via the Kraus form
We have seen the different representations of the map.
Now, we write the details with indices as in [2] so that all
the ideas are connected together. Let us recall Eq. (18).
ρ′ =
∑
α
DαρD
†
α.
Representing the same in terms of indices (remember
that all indices run from 1...N for an N dimensional den-
sity matrix), this is
ρ′i′j′ =
∑
α
(Dα)i′i(Dα)
∗
j′j ρij . (38)
Remember that the repeated indices are summed over.
Using Eq. (32),∑
α
(Dα)i′i(Dα)
∗
j′j = (
∑
α
Dα ⊗D∗α)i′j′;ij , (39)
we can connect it with the definition of A as in Eq. (9).
The Eq. (36) tells us thatB is the outer-product ofD ma-
trix. We therefore write the A and B forms in terms of
the matrix elements of the Kraus matrix, labelled by in-
dices as
Ai′j′;ij =
∑
α
(Dα)i′i(Dα)
∗
j′j
Bi′i;j′j =
∑
α
(Dα)i′j′(Dα)
∗
ij (40)
Note that in the last line above, we used Eq. (11) where
B was introduced via reshuffling of indices.
E. Stinespring’s system-environment
representation
Given a completely positive, trace-prserving map,
E(ρ) on B(HS), there exists a space HE and a state
|0〉 ∈ HE such that
E(ρ) = trE
(
U(t)[ρS(0)⊗ |0〉〈0|]U†(t)
)
, (41)
where U(t) is a unitary onHS⊗HE . Eq. (41) is known as
Stinespring’s system-environment representation of the
map [5]. Given the Kraus representation of the map on
HS , with Kraus operators Dα and considering an or-
thonormal basis {|α〉} in HE , we define the unitary U
as
U |φ〉S ⊗ |0〉E ≡
∑
α
Dα|φ〉S ⊗ |α〉E , (42)
where |φ〉S is a pure state on HS and U is on the space
HS ⊗ HE . Plugging Eq. (42) into Eq. (41) recovers the
Kraus form of the map, as in Eq. (18).
6Note that this was what we had shown in the begin-
ning, in Eq. (3) and Eq. (4). This representation there-
fore gives the prescription to construct a unitary from the
Kraus operator elements, by dilating the Hilbert space.
This is therefore known as Stinespring’s dilation theorem.
If the dimension of input and output spaces are not the
same, then the unitary is replaced by an isometry. We
can construct a unitary from the isometry by suitable in-
crease of dimensions of the environmental Hilbert space,
HE .
An isometry V is the one which satisfies the one-way
relation V V † = 1 unlike a unitary U which satisfies
UU† = 1 = U†U . An isometry therefore is not a square
matrix, since it maps two spaces of different dimensions.
F. Rank of B and the number of Kraus matrices
As we have seen, the Kraus matrices are nothing but
the matricized versions of the eigenvectors of B. The
Kraus matrices obtained by diagonalizing B are usually
referred to as the canonical set of Kraus operators. The
number of canonical Kraus matrices therefore is set by
the dimension of the system under consideration. For an
n dimensional system, the B matrix is n2 dimensional
and hence the maximum rank, which is equal to the num-
ber of non zero eigenvalues it can have is n2. Eq. (4) and
Eq. (5) give us the impression that the number of Kraus
matrices is set by the dimensions of the environment.
We have seen that the Kraus representation is defined
up to a unitary and hence one can construct a new set of
Kraus operators {Kβ} (more than n2 in number) using
a suitable unitary of appropriate dimensions, such that
Kβ = UβαDα. Hence, the rank of the map is the number
of non-zero eigenvalues of the dynamical matrix B.
G. Choi’s theorem on completely positive maps
and the B matrix in disguise
Choi [6] showed that a linear map E : B(HS)→ B(HS′)
is completely positive if CE := E ⊗ 1|I〉〉〈〈I| is positive.
The matrix CE is often called the Choi matrix. We show
that the Choi matrix and the B matrix are the same.
Since E : B(HS) → B(HS′) and E(ρ) =
∑
αDαρD
†
α.
Using Eq. (25) and Eq. (23) in succession,
E(ρ) = trHS
(∑
α
|Dαρ〉〉〈〈Dα|
)
= trHS
(
1⊗ ρT
∑
α
|Dα〉〉〈〈Dα|
)
. (43)
Now, Eq. (24) tells us that |Dα〉〉 = Dα ⊗ 1|I〉〉〈〈I|.
Hence, Eq. (43) can be written as
E(ρ) = trHS
(
1⊗ ρT
∑
α
Dα ⊗ 1|I〉〉〈〈I|D†α ⊗ 1
)
. (44)
But
∑
αDα ⊗ 1|I〉〉〈〈I|D†α ⊗ 1 is the Choi matrix, CE .
Eq. (43) and Eq. (44) reveal the fact that the Choi matrix
and B are one and the same. Thus, one can write down
the action of the map in the B form as
E(ρ) = trHS
(
1⊗ ρTB
)
,
= trHS
(
1⊗ ρTCE
)
. (45)
It becomes transparent that B has in it encoded the def-
inition of complete positivity. One can now prove the
Choi’s theorem easily. Using Eq. (45), by going back-
wards in the steps outlined above, the form of the map
boils down to Eq. (19), which was shown to be CP in
Eq. (22).
For completeness, let us look into the χ matrix as well.
The χ matrix can be written as
χ =
r∑
α=1
D˜αD˜
T
α (46)
where
D˜1 =

D
(1)
1
D
(2)
1
...
D
(d)
1
 ,with D(d)1 = Tr(D1Ad)
{Ad} denotes the basis used in evaluating the χ matrix.
Similarly,
D˜T1 =
[
d
(1)
1 · · · d(d)1
]
,where d
(d)
1 = Tr(D
T
1 Ad)
Now, one can easily recognize that the χ matrix in-
troduced in Eq. (20) and the B are the same, if the
basis chosen for the expansion of Kraus operators is
{Ad} = {Eij = |ei〉〈ej |}.
H. Trace preservation conditions
Having seen the different representations of the map
and complete positivity, we now see how the conditions
of Trace Preservation (TP) are encoded in the various
representations.
We have already seen from Eq. (6) that if the map is
in the Kraus form, ∑
α
D†αDα = 1,
then the corresponding condition for the B form is
trHS′ (B) = 1S . (47)
This can be easily obtained by identifying B with the
definition of the Choi matrix and noting its action as
shown in Eq. (45). Also, the trace of B and hence the
7sum of its eigenvalues is equal to N , where N is the
dimension of the system state space on which the map
acts.
tr(B) = tr
( N∑
i,j=1
E(|ei〉〈ej |)⊗ |ei〉〈ej |
)
= tr
( N∑
i=1
E(|ei〉〈ei|)
)
= N. (48)
TheBmatrix satisfies all the properties of a valid density
matrix, apart from its trace. 1NB becomes a valid state
and this correspondence between states and dynamical
matrices is referred to as the Choi–Jamiolkowski isomor-
phism. Thus, quantum processes (maps) can be easily
mapped to states which makes the analysis of Quantum
Process Tomography [7] easier. Using the details pre-
sented in Section (IV D), it is left as an exercise to the
reader to show the condition of trace preservation in the
A form as outlined in Eq. (10).
I. Merits of various representations
Let us now take a look at the merits of various repre-
sentations.
A form: To represent the action of a map, i.e., the out-
put of a map acting on a state, this form can be used, if
one writes the density matrix as a column matrix. Check-
ing for CP and TP, the A form is not the best choice.
B form: For checking whether a map is completely
positive, it amounts to evaluating the positivity of B.
For checking any property related to the map itself, the
B form is the best choice. Checking for TP in the B
form amounts to evaluating a partial trace and this is a
good choice.
Kraus form: To represent the action of a map, the
Kraus representation is the usual choice. The Kraus form
implies CP and conditions for TP is also straightforward
in this form.
χ matrix: A positive χ is an indicator of the CP na-
ture of the map. In Quantum Process Tomography, the
χ matrix representation is used usually. For example, for
maps on a single qubit, the usual basis of representing
the χ matrix is the basis of Pauli matrices along with the
identity matrix. The χ matrix and the B matrix are the
same if the basis is the standard basis.
Stinespring’s form: Physical realizations of maps in
the laboratory can be tried out using extended system-
environment unitaries which stem from the Kraus repre-
sentation followed by Stinespring dilation.
V. ALLOWED OPERATIONS ON A QUBIT:
BALLS, SPINDLES AND PANCAKES
The requirement of complete positivity for the reduced
dynamics places restrictions on the allowed behavior of
an open quantum system. Let us look into the restric-
tions where our system S is a qubit. The state of the
qubit is represented by a 2×2, Hermitian, positive, com-
plex matrix ρ of unit trace. The density matrix is
ρ =
1
2
(1 + aiσi) =
1
2
(
1 + a3 a1 − ıa2
a1 + ia2 1− a3
)
, (49)
where σi are the Pauli matrices.
σ1 =
(
0 1
1 0
)
; σ2 =
(
0 −ı
i 0
)
; σ3 =
(
1 0
0 −1
)
.
The vector ~a = (a1 , a2 , a3) is called the Bloch vector
and physical states of the qubit correspond to |~a| ≤ 1.
The space of all one qubit states can therefore be viewed
as all the points on or inside the Bloch ball, which is the
unit ball in the space spanned by a1, a2 and a3.
A. Unital maps
Let us consider a map E on the basis {1, σi=1,2,3} de-
fined as follows,
E(1) = 1,
E(σi) = ziσi, zi ∈ R. (50)
This means that the map on ρ scales each of the three
independent directions as follows:
ρ′ = AUρ = 1
2
(1 + ziaiσi) with 0 ≤ |zi| ≤ 1. (51)
Rearranging the matrices ρ and ρ′ and constructing the
following equation
1
2
 1 + z3a3z1a1 − ız2a2z1a1 + ız2a2
1− z3a3
 = AU · 1
2
 1 + a3a1 − ıa2a1 + ıa2
1− a3
 , (52)
the linear operator AU may be written down by inspec-
tion to be
AU = 1
2
 1 + z3 0 0 1− z30 z1 + z2 z1 − z2 00 z1 − z2 z1 + z2 0
1− z3 0 0 1 + z3
 . (53)
From the AU matrix we obtain the dynamical matrix as
BU =
1
2
 1 + z3 0 0 z1 + z20 1− z3 z1 − z2 00 z1 − z2 1− z3 0
z1 + z2 0 0 1 + z3
 . (54)
8The eigenvalues of BU are
λ1 =
1
2
(1 + z1 − z2 − z3),
λ2 =
1
2
(1− z1 + z2 − z3),
λ3 =
1
2
(1− z1 − z2 + z3),
λ4 =
1
2
(1 + z1 + z2 + z3). (55)
If BU has to be completely positive then all λi must
be positive semi-definite. This means that the scaling
parameters zi have to be such that
z3 ≤ 1− (z2 − z1) given that z1 ≤ z2. (56)
Eq. (56) tells us that complete positivity of the dynam-
ical map put restrictions on the possible transformations
of the Bloch ball. As we can see, the map cannot take
the unit ball into a unit-pancake (the map which projects
the states on the Bloch ball to any plane) because this
would correspond to the choice z1 = 0 and z2 = z3 = 1
which violates (56). This means that a relaxation along
only one of the three orthogonal directions is not allowed
by the constraint of complete positivity.
In other words, the transformations can produce balls
of shorter radii and ellipsoids, but pancakes of unit radius
are not allowed.
Maps when acted on 1 leave them unchanged are called
unital. For qubits, such maps do not move the center of
the Bloch ball. Since E(1) = 1,∑
α
DαD
†
α = 1,
trHS (B) = 1S′ . (57)
B. Non-unital maps
We can also have dynamical maps with affine shifts
that move the center of the Bloch ball as well. Such maps
are called non-unital. They are obtained if the action of
the map E on the basis {1, σi=1,2,3} is as follows.
E(1) = 1 +
3∑
i=1
tiσi,
E(σi) = ziσi. (58)
From this, one can easily see that the general form of the
dynamical matrix,BNU representing a trace-preserving E
on a qubit which is non-unital is given as
1
2
 1 + t3 + z3 t1 − ıt2 0 z1 + z2t1 + ıt2 1− t3 − z3 z1 − z2 00 z1 − z2 1 + t3 − z3 t1 − ıt2
z1 + z2 0 t1 + ıt2 1− t3 + z3
 .
(59)
The conditions for complete positivity for non-unital
maps on a qubit are a bit complicated [8], which we do
not give here.
FIG. 1. Action of a depolarizing channel on the Bloch ball.
The Bloch ball (outer ball of unit radius) is shown in white.
The image is plotted in red.
C. Representation of maps on a qubit in terms of
the Bloch vector
There is a compact way of representing the output of
a map on a qubit, in terms of the Bloch vector. From
Eq. (49), we know that the density matrix of a qubit is
ρ = 12 (1 + ~a.~σ). From Eqs: (50) and (58), we can write
the action of any CP map on a qubit in a compact form
as
E
(1
2
1 + ~a · ~σ
)
=
1
2
1 +
(1
2
~t+ T~a
)
.~σ, (60)
where
T =
 x1 0 00 x2 0
0 0 x3
 , (61)
and
~t =
 t1t2
t3
 . (62)
If ~t = ~0, then the map is unital. Non-unital maps there-
fore have a non-zero ~t.
9FIG. 2. Action of a phase damping channel on the Bloch ball.
The Bloch ball (outer ball of unit radius) is shown in white.
The image is plotted in red.
D. Examples of a few standard maps on the qubit
We illustrate the examples of a few standard maps act-
ing on a qubit. We start with a density matrix ρ0 and
the corresponding Bloch vector ~a is given by
ρ0 =
(
ρ00 ρ01
ρ10 ρ11
)
, and ~a =
 ρ01 + ρ10i(ρ01 + ρ10)
ρ00 − ρ11
 . (63)
The three components of the Bloch vector are the traces
of the density matrix with the three Pauli matrices,
namely, ai = tr(ρσi). In Figures 1,2,3,4,5,6, we see how
the Bloch ball (outer ball of unit radius, shown in white)
gets mapped under the action of various standard maps.
1. Depolarizing channel
If the action of the map is such that the entire Bloch
ball is contracted by a constant factor, the process is
called depolarizing. This drives a qubit to the maximally
mixed state, 1/2, which means that the action of the map
is to drive the qubit to the centre of the Bloch ball. The
Kraus operators for this process are
D1 =
√
1− 3p
4
1 , D2 =
√
p
4
σ1,
D3 =
√
p
4
σ2 , D4 =
√
p
4
σ3. (64)
FIG. 3. Action of an amplitude damping channel on the Bloch
ball. The Bloch ball (outer ball of unit radius) is shown in
white. The image is plotted in red.
Under this process, the Bloch vector changes to
~a = (1− p)
 ρ01 + ρ10ı(ρ01 + ρ10)
ρ00 − ρ11
 . (65)
Here, the Bloch ball gets mapped to a ball of shorter
radius, see Figure 1.
2. Phase damping channel
Under the phase damping channel, the Bloch ball is
contracted to a prolate spheroid about one of the axes.
Here, we show the z axis. The Kraus operators for the
phase damping process are
D1 =
√
1− p
2
1 , D2 =
√
p
2
σ3. (66)
Under this process, the Bloch vector evolves to
~a =
 (1− p)(ρ01 + ρ10)ı(1− p)(ρ01 + ρ10)
ρ00 − ρ11
 . (67)
Here, the map compresses the Bloch ball to an ellipsoid.
This indicates that the action of the map is to drive a
superposed state to a statistical mixture, see Figure 2.
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FIG. 4. Action of unitary on the Bloch ball. The Bloch ball
gets mapped to itself. The image is plotted in red.
3. Amplitude damping channel
This is an example for a map which is non-unital. Here,
the entire Bloch ball is shrunk to one of the poles of the
Bloch ball. The Kraus operators are
D1 =
(
1 0
0
√
1− p
)
, D2 =
(
0
√
p
0 0
)
. (68)
Under this process, the Bloch vector becomes
~a =
√1− p(ρ01 + ρ10)ı√1− p(ρ01 + ρ10)
ρ00 − (1− 2p)ρ11
 . (69)
The map being non-unital, not only compresses the Bloch
ball, but shifts the centre as well, see Figure 3.
4. Unitary evolution
Unitary evolutions rotate the Bloch-ball and therefore
the entire Bloch ball gets mapped to itself, see Figure 4.
VI. NOT COMPLETELY POSITIVE MAPS
We have addressed CP maps so far. However, there
are maps which are known to violate complete positiv-
ity. In the pioneering paper of Sudarshan et al. [2]
and other succeeding ones [9, 10] complete positivity was
not assumed, but was focused only on characterizing the
most general dynamical framework for quantum systems
in terms of linear maps acting on density matrices. How-
ever, later on, it became quite acceptable in the com-
munity that complete positivity should be imposed in
open quantum evolution. However, there have been ac-
tive debates over this issue. For instance, Simmons and
Park argued that CP maps are incompatible with the
phenomenological theory of spin relaxation [11–13].There
has also been an active exchange between Pechukas and
Alicki[14–16]. For initially correlated system and envi-
ronment, it was shown that the reduced dynamics can
be not completely positive (NCP) [17]. This also led to
further activity along these lines, especially with applica-
tions to quantum error-correction [18]. Very recently, it
was shown that CP is a necessary and sufficient condition
for the data-processing inequality to be valid[19].
A. Operator sum-difference representation of NCP
maps
We have seen that complete positivity is implied by the
fact that all eigenvalues of the dynamical matrix B are
positive, which leads to the Operator Sum Representa-
tion, Eq. (18). IfB has one or more negative eigenvalues,
then the map is NCP. Let us consider B of dimensions
N2, which means it can have a maximum of N2 non-
zero eigenvalues. Letting λα and |Λ(α)〉 to be the corre-
sponding eigenvalues and eigenvectors respectively of B
and assuming that only the eigenvalues from α = 1, 2...k
are positive, then we define Dα =
√
λα mat|Λ(α)〉 and
Fα = |
√
λα |mat|Λ(α)〉. This leads to the Operator Sum-
Difference Representation,
ρ′ =
k∑
α=1
DαρD
†
α −
N2∑
α=k+1
FαρF
†
α. (70)
For the negative eigenvalues, one takes the modulus,
|√λα | to write the Kraus operators. The condition for
trace preservation becomes
k∑
α=1
D†αDα −
N2∑
α=k+1
F †αFα = 1. (71)
B. Examples of NCP maps
The study of NCP maps are very interesting, but we
do not intend to discuss them in detail in this article.
Next, we give a few examples of maps on a qubit which
are NCP.
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1. Spin-reversal
Consider a map on a qubit which flips the Bloch vector
~a→ −~a. This means that
E(1) = 1,
E(σi) = −σi. (72)
The corresponding dynamical map can be evaluated to
be
BSR =
 0 0 0 −10 1 0 00 0 1 0
−1 0 0 0
 . (73)
BSR has one of its eigenvalues as -1 indicating that the
map is not CP. This tells us why a universal NOT gate
does not correspond to a CP map.
2. Transpose map
Consider the transpose map on a qubit. E(ρ) = ρT .
The dynamical matrix associated with this operation is
BT =
 1 0 0 00 0 1 00 1 0 0
0 0 0 1
 , (74)
which has a negative eigenvalue indicative of the NCP
nature of the map.
3. Projection of the Bloch ball onto the unit plane
The action of the map E on the basis {1, σi=1,2,3} is as
follows,
E(1) = 1,
E(σ1) = σ1,
E(σ2) = σ2,
E(σ3) = 0. (75)
The associated dynamical matrix can be written down
by inspection and is
BProj =
 0.5 0 0 10 0.5 0 00 0 0.5 0
1 0 0 0.5
 (76)
which has the eigenvalues as 1.5, 0.5. 0.5 and -0.5, which
tells that the map is NCP. The physical meaning of
Eq.(75) is that the action of the map is to project the
Bloch-ball to a unit disc in the x− y plane, see Figure 5.
Therefore, if CP is demanded, such a projection is for-
bidden.
FIG. 5. Action of the not completely positive (NCP) pancake
map. The Bloch ball (outer ball of unit radius) is shown in
white. The image is plotted in red.
Though a unit disc (one touching the side of the Bloch
ball) is restricted by complete positivity, one should no-
tice that the image of Bloch ball can still be a disc in a
plane. For instance, if the action of the map is
E(1) = 1,
E(σ1) = 0.5σ1,
E(σ2) = 0.5σ2,
E(σ3) = 0, (77)
then the dynamical map is CP and the image is a disc of
shorter radius as shown in Figure 6.
The reader should not correlate NCP maps with quan-
tum processes that are unphysical. NCP maps should be
considered as natural extensions of CP maps albeit the
restriction that the domain of action of NCP maps are
limited. It must be remembered that whenever a map on
a quantum system is spoken of, its action is defined on
all possible states of the system. But for NCP maps, this
domain gets restricted. That is the action of the map re-
sults in valid density matrices as outputs for a subset of
states associated with the quantum system. For the case
of a qubit, if a map is CP, the entire Bloch ball is a valid
domain, but for NCP maps, the positivity domain (the
domain of states which leads to valid density matrices) is
only a subset and not the entire Bloch ball. The reader
can look into [20, 21] for more details.
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FIG. 6. Action of the completely positive (CP) pancake map.
The Bloch ball (outer ball of unit radius) is shown in white.
The image is plotted in red.
C. Applications of NCP maps
A bipartite system is entangled if the action of a posi-
tive map on one of the subsystems gives a matrix with one
or more negative eigenvalues. Therefore, NCP maps are
potential candidates for witnessing entanglement. The
search for potential entanglement witnesses is an ac-
tive area of research and the interested reader may refer
to [22]. The connection between NCP maps and Non-
Markovianity has also been looked into and measures of
Non-Markovianity based on the NCP nature of the map
has been addressed in [23, 24]. The theory of NCP maps
is still an active area of research and potentially holds a
wealth of surprises.
VII. DIFFERENTIAL FORM OF THE MAP
We have addressed finite-time maps so far and looked
at various representations of the same. For completeness,
let us look into the differential form of the map as well.
This was done by Gorini, Kossakowski and Sudarshan
in [25] and by Lindblad [26]. We shall not follow the
mathematically motivated version, but present a heuris-
tic derivation of the same instead.
Consider an infinitesimally short time-interval, ∆t dur-
ing which the state of the system evolves from ρ to ∆ρ.
The map is then written as
ρ+ ∆ρ =
∑
α
DαρD
†
α. (78)
For book-keeping, let us assume that one of the Kraus
operators (denoting it as D0) is close to the identity op-
erator 1. The other terms in Eq. (78) are of order O(∆t).
Up to this order, we obtain
D0 = 1 + (L0 − ıH)∆t,
Dα = Lα
√
∆t, (79)
where α 6= 0. L0 and H are Hermitian. Expanding the
terms in Eq. (78) gives
D0ρD
†
0 = ρ+ (L0ρ+ ρL0 − ıHρ+ ıρH)∆t+O(∆t2),
DαρD
†
α = LαρL
†
α∆t. (80)
Keeping terms to first order in ∆t, we get
∆ρ =
(
{L0, ρ} − ı[H, ρ] +
∑
α
LαρL
†
α
)
∆t.
Hence
dρ
dt
= {L0, ρ} − ı[H, ρ] +
∑
α
LαρL
†
α. (81)
Note that {·, ·} represents the anti-commutator. Com-
paring with closed-system evolution, the Hamiltonian
part of the open evolution must be H˜ = ~H. Since the
map is trace preserving, the trace of
dρ
dt
must be zero
which gives us
L0 = −1
2
∑
α
L†αLα. (82)
This gives us the Lindblad–Kossakowski–Gorini–
Sudarshan master equation.
dρ
dt
= −ı~[H˜, ρ] +
∑
α
(
LαρL
†
α −
1
2
{L†αLα, ρ}
)
. (83)
The Lk’s are usually called the Lindblad operators.
VIII. CONCLUSIONS
In this article, we have explained the different repre-
sentations of finite-time maps describing open quantum
evolution. It is shown how to switch between the var-
ious representations and the merits of the various ones
are outlined. Discussion on the cases of several standard
maps acting on a qubit, with the geometrical picture of
mapping is also done. We also briefly discussed maps
which are not completely positive, along with the differ-
ential version of the map.
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