Abstract-Large scale experimentation and analysis of mobile ad-hoc networks (MANETs) is an expensive and time consuming task. Even with the best planning, the environment at the time of the experiment is unpredictable, making large scale controlled experiments difficult to impossible to perform. At the U.S. Army Research Laboratory (ARL) we are using the EMANE (Extensible Mobile Ad-hoc Network Emulation) environment to supplement and extend live experiments in a controlled environment. Our emulation environment includes locally developed tools for real-time path loss calculations using the LongleyRice irregular terrain model implemented on GPGPUs (General Purpose Graphics Processing Units). This real-time path loss calculation capability allows for the integration of virtual devices with live experiments and forces modeling and simulations. Live experiment integration is identified as one method to increase the perceived scale of the MANET to live participants and increase the repeatability of the experiment. This emulation system is currently being scaled to 1000s of CPU cores and emulated radios through the use of high performance computing assets and approaches. We will present this emulation platform in the context of the performance analysis of a MANET application, namely VoIP (Voice over IP).
I. INTRODUCTION
In mobile networks, access points can move and coverage may vary widely in a region. At times, the access points will cluster together, leaving parts of the map with sparse coverage and parts with compromised service due to competition for available bandwidth as channel subscriptions become saturated. On the battlefield, relocating receivers to areas with better coverage may not be an option and calls have been made for tools to optimize and plan prior to mission as much as possible. Consider the problem of combat in an urban area. Narrow streets and buildings with metal roofs and reinforced concrete walls may interfere with radio reception and access to surveillance data, yet that surveillance information may be key to locating enemy combatants before they inflict casualties on friendly forces.
The Mobile Network Modeling Institute (MNMI) was established in FY2007 to exploit High Performance Computing (HPC) resources through the development of computational software. Thus enabling the Department of Defense (DoD) to design, test, and optimize networks at sufficient levels of fidelity and with sufficient speed to understand the behaviors of network centric warfare technologies in the full range of conditions in which they will be deployed. Operational goals include the development of scalable computational modeling tools for simulations and emulations, the ability to understand a priori the performance of proposed radio waveforms in the field, and to optimize the network for U.S. Army warfighters. The focus here will be on the HPC developments for MANET emulation including the use of general purpose graphics processing units (GPGPU) for real-time RF path loss predictions.
The scale and complexity of mobile ad hoc networks to the DoD is unique, and to the Army in particular as a mobile fighting force. The military is rapidly becoming a network-centric force, with substantial access to sensor-derived surveillance information as well as increasingly complicated application layer running over many different devices. This introduces significant advantages to the warfighter, but also brings in new dependencies and new risks from the rapid change in configurations of the MANETs that provide network access across the battlefield.
Mobile networks must be understood at a series of levels, from radio to packet network to communication infrastructure and its resulting impact on the warfighter. To make this difficult problem tractable, the MNMI has developed a fourprong approach. The first is Mobile ad hoc Network (MANET) simulation, where large-scale HPC assets can be used to test and optimize large radio deployments. Second is MANET emulation, where researchers can investigate performance of proposed radios high in the network stack (application layer) all the way to the lower physical layers. Third is MANET experimentation, where live and constructive exercises can capture real radio performance and test interoperability with real and virtual assets. This also results in data sets that can be later mined to fill data gaps and verify models. Fourth, a system that ties together all of these aspects and brings in support for visualization and data analysis. The MNMI is addressing all of these topics, and a DHPI (Dedicated HPC Project Investment) for the MNMI will greatly enhance all four of these endeavors with a special ability to greatly augment efforts in MANET emulation. The DHPI will be discussed in a following section. Throughout this MANET emulation effort the EMANE (Extendable Mobile Ad-hoc Network Emulator) from DRS (formerly Cengen Labs) is used. This software is open source and sponsored by NRL (U.S. Naval Research Laboratory) and ARL (U.S. Army Research Laboratory). EMANE can be obtained from DRS. [1] The 2011 Military Communications Conference -Track 5 -Communications and Network Systems U.S. Government work not protected by U.S. copyright
II. LARGE SCALE MANET EMULATION
One aspect of the MNMI is focused on developing a framework for large scale MANET emulations, up to 5000 emulated devices. This will allow for the research, development, and evaluation of network algorithms, applications and devices in a controlled environment. In addition to the use of unmodified software applications, with this environment it will be possible to integrate virtual devices into live experiments in order to augment the testing parameters and the perceived traffic by physical network devices in the field. This augmentation of live experiments enhances the experience of testers and increases the degrees of freedom that can be evaluated in an experiment. The achievement of these goals for large scale MANET emulations and live experiment integration requires the bridging of a number of technical gaps. One of the bridging technologies presented here is the development of a realtime RF propagation computation and the hi-fidelity software emulation of U.S. Army waveforms. Currently the MANET emulation framework used here includes radio models for 802.11 a/b/g, the soldier radio waveform (SRW) developed by Cengen, and a configurable model called rf pipe. On top of all of these we currently use the OLSRd ad-hoc wireless mesh routing daemon. [2] The emulation of a large number of MANET devices has required the integration of a number of computational and cluster management technologies. The first technology used is virtualization in order to split a physical hardware node into multiple nodes, each supporting the emulation of a single network device. With virtualization it is possible to host a heterogeneous collection of guest operating systems on a single host including multiple flavors of Linux and Microsoft Windows. Unmodified applications are then able to run on these guest virtual machines (VM) with minimal overhead. Commodity servers from commercial vendors can currently have up to 64 physical CPU cores, each hosting a VM and sharing a high speed network interface. We have investigated multiple virtualization technologies including full virtualization with KVM, XEN, and VMWare and containers with OpenVZ. Each has their own advantages and disadvantages. For instance overhead and load balancing is better with containers such as OpenVZ because each execution thread is sceduled by the host scheduler. A drawback of OpenVZ is that it does not allow for the hosting of guest operating systems that are different from that the host. Full virtualization, on the other hand, is much more flexible in the operating systems supported through various host/guest combinations. This flexibility comes at the cost of some additional overhead and possibly less load balancing. The management of this large number of VMs, up to 5000, requires HPC techniques such as the netbooting of VM hosts and guests with common images and cluster management with Perceus. [3] Another technology used is the extensible discrete-event mobile networking data model and format (NetDMF) [4] . This data model and framework provides for the storage of MANET data from simulation, emulation and experimentation (SEE cycle). Having a common data format has resulted in the development of common tools for visualization, data mining, and analysis of modeling results and the sharing of scenarios across the SEE cycle.
III. REAL-TIME RF PATH LOSS COMPUTATIONS
RF wave propagation models play an essential role in the planning, analysis and optimization of radio networks [5] . For instance, coverage and interference estimates of network configurations are based on field strength predictions. Approaches for field strength prediction can be divided into (semi-) empirical and ray-optical models. For example, the semi-empirical COST-Walfisch-Ikegami model [6] estimates the received power predominantly on the basis of frequency and distance to the transmitter. Ray-optical [7] approaches identify ray paths through the scene, based on wave guiding effects like reflection and diffraction. Semi-empirical algorithms usually offer fast computation times but suffer from inherent low prediction quality. Ray-optical algorithms feature a higher prediction quality at the cost of higher computation times. For MANET emulation integration these algorithms must be computed in real-time for each of the propagation paths possible, with an O(n 2 ) complexity for a flat network hierachy.
GPUs have been identified as a solution to provide the raw floating-point performance required to compute the RF propagation path loss in real-time. The GPU architecture is also ideally suited for accelerating ray-tracing algorithms that are found in the ray-optical approaches for RF wave propagation modeling. In addition, these RF propagation computations must be tightly coupled with the MANET emulation environment in order to provide real-time, less than 0.5 second, response to computation requests. In addition to potentially real time propagation modeling, a GPU-accelerated algorithm is the basis for adding higher fidelity modeling capabilities such as foliage [8] effects.
A. Real-Time Propagation Path Loss Estimation Using GPGPU Co-Processors
In order to meet the real-time requirements for RF propagation path loss estimation suitable for network emulation, an implementation of the Longley-Rice [9] Irregular Terrain Model (ITM) was developed for GPU co-processors. The implementation is based on the open-source C implementation available from the U.S. Department of Commerce [10] . The code development required significant re-factoring to employ algorithms suitable for the fine-grained parallelism of modern GPU architectures. A digital terrain extraction algorithm was also ported to a GPU to allow the entire propagation path loss calculation to be performed on a GPU with the GPS coordinates of each radio as an input, and the path loss matrix as the output.
Several challenges were encountered in the development of the GPU implementation. First, the C code upon which the implementation is based closely reflected the original FORTRAN implementation and contained many basic constructs ill-suited to modern processors, requiring substantial reformulation. One of the challenges encountered in obtaining an efficient GPU implementation was the replacement of nested conditional control flow with predicated execution inside inner loops. An issue encountered during development of the GPU implementation was the use of single-precision that required the reformulation of several algorithms to address the numerical stability of transcendental functions at small angles. The port to GPU co-processors was enabled by the use of OpenCL TM , which is an industry standard programming API for parallel programming of heterogeneous computing platforms.
[11] The use of OpenCL ensures portability across modern multi-core and many-core processors and specifically supports the use of GPUs from AMD and NVIDIA. The ITM implementation here utilized the STDCL [12] interface, which greatly simplifies the use of OpenCL for complex HPC applications. The digital terrain extraction and ITM calculation were implemented using 10 OpenCL kernels executed in succession using a digital terrain map pre-loaded on the GPU co-processors. The computation is performed for each array of radio positions and results in the return of a path loss matrix for all transmitter/receiver pairs.
Through multiple interations the current ITM implementation supports multiple GPUs, has been tested using AMD and NVIDIA GPUs and is capable of providing path loss estimation results for 256 radios within the 1 second limit. The 1 second limit represents 0.5 seconds for GPGPU on device computations as defined by the real-time requirement for network emulation. For 256 radios the calculation can be performed in 0.44 sec using an NVIDIA C2070 [13] as compared with 0.82 sec using an AMD Radeon HD 6970. [14] Complete performance results are plotted in Fig. 1 .
IV. APPLICATION: VOIP
We wish to investigate the performance of various VoIP configurations within the emulated MANET environment. This will allow us to explore the feasibility of VoIP within MANET as well as consider the impact of network configuration, routing as well as physical layer radio models and node movement.
A. VoIP Basics
VoIP enables participants to send and receive telephone calls using a computer network employing the Internet Protocol (IP) instead of traditional telephone lines and systems. VoIP is one of the fastest growing services on the Internet. The prevalence of broadband networks today as well as advances in hardware and typical computational power has enabled many to forsake their plain old telephone system (POTS) in favor of internet telephony.
A VoIP system utilizes several enabling technologies and standards. To make VoIP calls an network connection is necessary along with a computer running VoIP software, or a specialized phone or adapter. VoIP calls can also be made using cellular telephone thanks to an increase in bandwidth and network performance of 3G and 4G cellular wireless standards as well as increase in computational power of handheld devices.
Several Once the call has been established via the signaling protocol the audio information is transmitted. This may be performed by the same protocol or a separate transmission protocol. For instance XMPP and H.323 do both call signaling and control and media (audio) transport. However many systems, open and proprietary, employ the Real-time Transport Protocol (RTP) for the transmission of the actual voice data.
For our purposes we are using the SIP signaling protocol for call initiation and RTP as a means to transmit the actual audio packets. SIP is an application layer protocol described in RFC 3261 [15] . TCP or UDP can be used as the transport protocol. UDP provides low overhead and has no guarantee delivery of packets while TCP is used for reliable delivery with higher overhead. RTP is also an application layer protocol that uses the UDP transport protocol to provide packet delivery. RTP is defined in RFC 3550 [16] and is used for time sensitive streaming media where a best effort is made to transmit the packet. It is designed for content that is delay sensitive, meaning that if the arrival time of a data packet exceeds some threshold it is no longer usable to the recipient and will be discarded.
To transmit an audio signal representing voice over the Internet it must be converted into a digital signal which compressed and segmented into the RTP packets for transport. When these packets are received at the destination, the digital signal is decompressed and the digital representation is converted to Fig. 2 . VoIP Transaction analog and played over a handset or computer speakers. There exists a plethora of voice compression standards and coders for audio that can be used in VoIP applications such as G.711 [17] , G.722, G.723, G.728, and G.729 as well as iLBC (Internet Low Bitrate Vocoder) as defined in RFC 3951 [18] .
B. VoIP on MANET
Our MANET emulation employs the Optimized Link State Routing Protocol (OLSR) as specified in RFC 3626 [19] . This is a proactive routing protocol that is optimized by Multi-Point Relay (MPR) flooding and messaging. It generates a constant overhead of control traffic and incurs no route lookup delay.
In our initial experiments, we assume that calls are made to IP addresses and that the IP address that is advertised in the OLSR tables will provide access to a person using that radio and any identity information can be resolve on each and every node independently using the IP/hostname affiliation. This will eliminate the need for the central server and expedite call initiation process while still keeping within the SIP/RTP standards.
In Fig. 2 , the transaction of SIP and RTP packets between a caller during a successful VoIP call is illustrated. A basic process of the call is as follows: The caller places a call to the receiver by sending a SIP invitation packet. The receiver responds with a ringing packet and then sends and OK once the call has been accepted (answered); this is acknowledged by the caller. At this time the audio transmission begins and the RTP is used to send audio packets from caller to receiver and receiver to caller. The coordinated selection of the audio compressor/vocoder and the setting of the sender and receiver RTP communication ports occur during the caller SIP:Invite and the recipient SIP:OK(answer). To terminate a call one party, the receiver in this case, sends a SIP "BYE" message this is followed by a SIP "OK" from the other party.
C. Experimental Setup
We generate VoIP calls by playing recorded samples saved in the .wav format. This allows us keep the voice data constant while varying other parameters to determine the system's performance. VoIP performance is measured by packet loss, end to end packet delay, and packet delay variation (PDV), also known as jitter, and computed as described in RFC 3550 [16] . In addition, we measure the perceptual call quality using Perceptual evaluation of speech quality (PESQ) Algorithm [20] . The experimental set up and performance measures are shown in Fig. 3 . The software implementation of SIP and RTP on each node is performed by PJSIP and PJMEDIA, respectively [21] . PJSIP.org website provides the Open Source, comprehensive, high performance, small footprint multimedia communication libraries written in C language for building embedded/nonembedded VoIP applications. These features are desirable for the MANET emulation.
D. Experimental Results
We are using this emulation setup to determine experimentally the Maximum Number of Voice Calls (MNVC) [22] supported with various radio models and complex MANET configurations. We design our initial configuration so that all calls will be routed through a common central node along with unique intermediate nodes as depicted in the screenshot from These results show packet loss as indicated as (blue crosses), end to end packet delay, and packet delay variation (PDV) (jitter) for a caller in the network. Note that jitter buffering was not utilized in this experiment. In addition, the PESQ metric was calculated to assess the audio quality experience by the caller.
In future experiments, we will vary the network size, physical layer radio model, vocoders, topology, node movement and other VoIP parameters to determine the performance limits of VoIP on MANET.
V. DEDICATED HPC PROJECT INVESTMENT
Through the HPCMP Office a dedicated HPC project investment was awarded to the the MNMI in order to reach the goals set forward by the MNMI. One of these goals is to emulate 5000 radios in real time. This emulation goal requires not only the computing power to host the virtual machines but the capability to compute the RF path loss in real time so that these emulated radios can be interfaced with live experiments or force modeling simulations. The DHPI system is therefore configured with over 5000 physical CPU cores and approximately 500 GPUs. This configuration gives the DHPI system a peak theoretical throughput approaching 1 PFLOPs. This would place it near the top 10 super computers in the world based on the November 2010 rankings. [23] VI. CONCLUSIONS AND FUTURE WORK Through this effort we have developed a framework that leverages many technologies allowing for the emulation of large MANETs. The use of a common data file format such as NetDMF allows for the mining and visualization of data in a consistant manner with MANET experiments and simulations. At run-time, the use of HPC tools such as perceus and slurm for cluster management and job control, respectively, provides efficient use of our hardware resources and scalability to 1000's of virtual machines and hosts. The use of GPGPUs provides the computational horse power required to compute the RF propagation path loss ITM algorithm in real-time. With the installation of the DHPI hardware and this framework we will be able to emulate 5000 MANET nodes in real-time and provide critical data for application analysis and scenario development.
This framework allows the exploration of VoIP over MANET performance by varying numerous design parameters including physical layer radio models, network configuration (number of nodes and placement), topology, node movement, vocoder selection, multicast (conference calls), unicast (point to point calls), etc. We anticipate that this exploration will help lead to the design of an additional voice communication capability for the soldier on the battlefield.
