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Abstract
Oxide semiconductors have been shown to exhibit rich physics related to their bulk, defect and
interface properties, including proton conductivity, two-dimensional electron gas, magnetism
and multiferroicity. First-principles calculations have and will continue to play a major role
in developing an understanding of the microscopic origins of these phenomena. In this thesis,
first-principles studies are presented for various interesting oxide semiconductors and oxide
interfaces, with a view to understand how their microscopic properties will ultimately affect
the design and optimization of these materials for integration into electronic and spintronic
devices.
A study of the bulk and defect properties of the perovskite oxide SrZrO3 has been per-
formed. In Chapter 3, the electronic and structural properties of the cubic and orthorhombic
phases of bulk SrZrO3 are investigated. Additionally, a detailed study of Sr(Ti,Zr)O3 alloys
is performed with the view to use this material as a barrier for SrTiO3 quantum wells. As
Ti is added to SrZrO3 the lattice parameter is systematically reduced according to Vegard’s
law. In contrast, the band gap shows a significant bowing and is highly sensitive to the Ti
distribution, and as we discuss this could affect carrier confinement in SrTiO3 quantum wells
for Sr(Ti,Zr)O3 with low Ti content. For Sr(Ti,Zr)O3 alloys with 50% Ti concentration, we
find that arranging the Ti and Zr atoms into a 1×1 SrZrO3/SrTiO3 superlattice along the [001]
direction leads to breaking of the t2g orbital degeneracy around the conduction band mini-
mum, which could suppress scattering due to electron-phonon interactions and improve carrier
mobility compared to bulk SrTiO3. As SrZrO3 is being researched as a protonic conducting
electrolyte material for solid oxide fuel cells, in Chapter 4, we present a detailed study of the
properties of native defects and hydrogen in this material. It is found that oxygen and stron-
tium vacancies are the dominant defects in the absence of impurity doping. Oxygen vacancies
are deep donors and will not contribute to n-type conductivity, however they will charge com-
pensate acceptor dopants. Strontium vacancies are deep acceptors, and can account for the
deep-level luminescence observed in Sr-deficient SrZrO3. Finally, it is found that hydrogen
is amphoteric in this material, and the energetics of the various lattice sites are determined,
including the stable trapping of hydrogen inside of oxygen vacancies.
In Chapter 5, the tendency for ABO3 perovskite oxides with 3dn B-cations to exhibit ferro-
electricity, and multiferroicity is investigated. It is well known that the presence of d electrons
at the B-cation reduces or removes the driving force for a ferroelectric distortion. Using the
LaBO3 series as a model, we find that initially, as electrons are added to the B-cation d or-
bital, the tendency for the system to exhibit a ferroelectric distortion disappears – however, for
high spin d5− d7 and d8 cations a strong ferroelectric instability is recovered. This effect is
explained in terms two contributing factors: (i) the reduced p− d energy gap to the right of
the 3d-block, and (ii) the increased p− d vibronic coupling via the σ -bonded axial d eg or-
bitals for the high spin d5−d7 and d8 B-cations. Finally, it is found that for systems in which
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a magnetic ferroelectric phase can be stabilized, remarkably strong magnetoelectric coupling
exists, whereby switching the spin state affects the ferroelectric polarization, and potentially,
manipulation of the ferroelectric polarization via an externally applied electric field could lead
to spin crossover.
In Chapter 6, we present the fundamental properties of a ZnO/Mg0.25Zn0.75O interface,
a system which exhibits remarkable behaviour from an experimental perspective, including a
high mobility two-dimensional electron gas and the quantum Hall effect. The interface band
alignment and built-in electric fields are studied, including the effects of superlattice geome-
try and strain. The band alignment at the interface is found to be type I – the valence band
offset is calculated to be 0.25 eV within the generalized gradient approximation, however this
results suffers from the self-interaction error which is corrected using the hybrid functional
HSE to give a valence band offset of 0.18 eV. A trend study reveals that significant built-in
electric fields form inside the quantum well region that are found to be tunable over the range
0.24 MV/cm ≤ Ew ≤ 0.63 MV/cm, and potentially up to 1 MV/cm by varying the relative
width of the well and barrier regions. Finally, it is found that in-plane strain induced by choos-
ing either a ZnO or a MgxZn1−xO substrate has no effect on the interface properties due to the
excellent lattice match of ZnO and MgxZn1−xO.
A study of an interface system involving the wide band gap insulators SrTiO3 and LaAlO3
is presented in Chapter 7. It is a curious experimental observation that magnetism appears
when these two non-magnetic materials form an interface. We propose a new mechanism for
magnetism in this system based on Al vacancies at the LaAlO3 surface of a SrTiO3/LaAlO3
heterojunction. While magnetism at Al vacancies in bulk LaAlO3 is typically quenched via
charge compensation, magnetic surface Al vacancies in the interface system are stabilised due
to the built-in electric field inside of the LaAlO3 region that raises the energy of the defect
level, making charge compensation unfavourable. This result is discussed in terms of recent
experimental observations of magnetism in this system.
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Chapter 1
Introduction
Transition metal (TM) oxides form a class of commonly occurring crystalline solids, ranging
from glass to ceramics and rust, and comprise 99% of the Earth’s outer crust [1]. The ubiquity
of these materials originates from stable bonding between the oxygen anion, and one or more
cationic species. The resulting covalency of the frontier orbitals is dominated by the interaction
of the oxygen 2p and TM s and d states, such that the charge, spin, and orbital degrees of free-
dom are strongly coupled to the structure and symmetry of the crystal lattice [2]. Recent work
has indicated that this unique class of materials can provide unprecedented opportunities for
interdisciplinary scientific exploration, including basic research, as well as exciting prospects
for novel device technologies [3].
The emergence of oxide semiconductors at the current forefront of materials physics re-
search is a direct result of advances in the layer-by-layer growth of these materials. The highest
quality layers are typically achieved using techniques based on pulsed laser deposition (PLD)
[4] and molecular beam epitaxy (MBE) [5]. The current state of the art is such that atomically
smooth, single epitaxial monolayers of TM oxides can be deposited, one at a time [6].
The aforementioned advances in the growth of high quality thin films of TM oxides has
lead to a realization of the staggeringly rich physics displayed by oxide semiconductors and
their interfaces [7; 8]. Many of the phenomena exhibited by TM oxides, including proton
conductivity [9], high mobility two-dimensional electron gas (2DEG) [10], superconductivity
[11; 12] and metal-to-insulator transition [13], as well as ferroelectricity [14], magnetism and
multiferroicity [15; 16], promise to deliver new and novel device functionalities, accounting for
increasingly intense research interest in this field. Furthermore, oxides display a remarkable
degree of tunability through strain [17; 18], doping and native defects [19; 20] – which can
be controlled via growth conditions, or by the formation of oxide heterostructures displaying
interesting and novel properties that are not present in the bulk constituents [10; 21; 22].
Theoretically, one of the key tools in the study and design of TM oxides is first-principles
methods such as density functional theory (DFT) [23; 24]. This is a theoretical and computa-
tional approach, based on quantum mechanics, that allows for the calculation of fundamental
materials properties. While many experiments are limited to measuring a macroscopic aver-
age, DFT allows to probe the atomic, electronic and magnetic structure of semiconductors on
a microscopic scale that often cannot be achieved experimentally.
While it has proven to be an extremely useful tool, the limitations of DFT prevent an
accurate description of many important materials properties. One major issue with DFT is the
systematic underestimation of semiconductor band gaps, which can affect the calculation of
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various properties, for example in the determination of defect transition levels and formation
energies [25], for which the calculated values depend explicitly on the energies of the band
edges. A further issue for DFT calculations, as with all approaches to the theoretical study
of condensed matter, is the treatment of electron-electron interactions. In the fundamental
DFT approach, known as the Kohn-Sham scheme [24], the electron-electron interaction is
treated in such a way that each electron interacts with the total density (Eq. 2.27), leading to a
spurious effect in which each electron interacts with itself; consequently, standard DFT suffers
from the well-known delocalization error [26] – here, the electronic orbitals delocalize so as
to reduce this self-interaction. Obviously, this presents a significant problem in the study of
charge localization [27; 28], as well as magnetism [29], and generally leads to large errors
in the study of systems with d and f valence orbitals. Among the current state of the art
methods, hybrid functional calculations stand out as being among the best in terms of the trade
off between accuracy and computational efficiency. Hybrid functionals treat the electronic
interactions by a combination of the DFT and Hartree-Fock approximations, with the latter
being a wavefunction method rather than being purely based on the electron density. These
calculations have shown consistently improved results in the calculation of the structural and
electronic properties of semiconductors, including an accurate description of band gaps [30].
In particular, in this treatment, the electronic delocalization error can be overcome [26]. For
this reason, where appropriate, the screened hybrid functional of Heyd, Scuseria and Ernzerhof
(HSE) [31] has been implemented in this thesis. One significant downside is the increased
computational demand of hybrid functional calculations, which take around 100 times longer
than standard DFT. Therefore in some cases, such as in Chapter 6 and in Chapter 7, where
calculations are performed for large superlattices having low symmetry, the hybrid functional
approach is not feasible except to perform selected calculations, as is done in Chapter 6. For
the very large supercells (320 atoms) used in Chapter 7, the hybrid functional approach is not
feasible at all, however DFT+U can be implemented in this case so as to provide an improved
description of localized d and f states [32]; here, U represents an added correction to treat the
strong on-site Coulomb interaction of localized electrons.
This thesis employs extensive DFT and hybrid DFT calculations to characterize tecnolog-
ically important oxide semiconductors on a microscopic scale. Often, pure, defect-free semi-
conductors are not particularly useful or interesting. Indeed, almost all modern semiconductor
technologies are based on either doping, or the formation of heterostructures. As an example
studied in this thesis, SrTiO3 (STO) and LaAlO3 (LAO) are both wide band gap insulators, and
in a pure, defect-free form, both materials will be electrically insulating and non-magnetic.
However, when thin films of LAO are deposited onto a STO substrate, for a critical LAO thick-
ness a high mobility 2DEG appears at the interface [10]. Moreover, the interface shows a
number of other remarkable properties including magnetism [21] and superconductivity [33],
and in some cases the two appear to co-exist [12; 34; 35]. All of these phenomena arise due
to the breaking of translational symmetry at the interface, and the subsequent electronic and
ionic reconstructions. It is often said, “the interface is the device” [36; 37]. In the last decades
of the 20th century, the study of the III-V arsenides and nitrides lead to enormous advances in
electronic and optoelectronic device technology, and much of this success was based on the
development of heterojunctions. These technologies include, but are not limited to, light emit-
ting diodes [38], laser diodes [39], and high electron mobility transistors [40]. More recently,
3a similar revolution is taking place for the TM oxides, and in particular for their interfaces [3];
however, the oxide-based technologies often comes with an added twist due to novel orbital
physics [2].
In the following, Chapter 2 presents the theoretical framework for the calculations used in
this thesis. Chapters 3 – 7 describe first-principles theoretical studies of a number of technolog-
ically important oxide semiconductors; each chapter begins with a self-contained review of the
relevant literature. Chapters 3 and 4 deal with the wide band gap perovskite oxide SrZrO3; in
Chapter 5, the microscopic origins of perovskite multiferroicity are investigated for the broader
class of ABO3 perovskite oxides; finally, Chapters 6 and 7 investigate the emergence of novel
electronic and magnetic phases at ZnO/MgZnO and SrTiO3/LaAlO3 interfaces, respectively.
In all cases, an emphasis is placed on understanding how microscopic and quantum mechan-
ical effects dictate the macroscopic properties of oxide materials. In particular, the breaking
of the bulk symmetry via formation of point defects, surfaces and heterointerfaces, accounts
for the rich physics exhibited by this class of materials, and this originates from the strong
coupling of the electronic and magnetic properties to the crystal structure via the symmetry of
the underlying O 2p and TM d orbitals. To conclude the thesis, in Chapter 8, the key findings
are summarized, along with prospects for ongoing and future work.
4 Introduction
Chapter 2
Theoretical Background
2.1 The Many-Body Problem
2.1.1 The Many-Body Schro¨dinger Equation
In the first-principles study of condensed matter, the fundamental goal is to compute the total
energy of a system of interacting electrons and nuclei in a solid (or possibly some other phase),
and to determine the spatial distribution of these particles in the system. The time-independent,
non-relativistic Schro¨dinger equation is given by
HΨ= EΨ , (2.1)
where H is the many-body quantum mechanical Hamiltonian operator that provides the total
energy E when operating on the many-body wave function, Ψ. The wavefunction is a com-
plex mathematical object that, neglecting spin, depends on all of the spatial coordinates of the
electrons (ri) and nuclei (Ri) in the system, Ψ(r1, ...,rn,R1, ...,Rn). The Hamiltonian operator
contains the following contributions,
H = TN +Te+VNe+VNN +Vee . (2.2)
The first two terms, TN and Te, are the kinetic energy operators for the electrons and nuclei
respectively. The final three operators describe the nuclear-electron (VNe), nuclear-nuclear
(VNN) and electron-electron (Vee) interactions. Written in full, the many-body Hamiltonian is,
H =− h¯
2
2
N
∑
I=1
1
MI
∇2I −
h¯2
2me
n
∑
i=1
∇2i +
e2
4piε0
[
−
n
∑
i=1
N
∑
I=1
ZI
|ri−RI| +
N
∑
I=1
N
∑
I>J
ZIZJ
|Ri−R j| +
n
∑
i=1
n
∑
i> j
1
|ri− r j|
]
, (2.3)
where n and N represent the number of electrons and nuclei in the system respectively. The
electron mass is me and e is the elementary charge, the mass and charge of nucleus I are MI
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and ZI respectively, and ε0 is the vacuum permittivity.
2.1.2 The Born-Oppenheimer Approximation
Equation 2.1 is a partial differential equation in (3n+3N) variables, and is therefore extremely
difficult to solve in all but the simplest of cases. However, a simplification of the Hamiltonian
in Eq. 2.3 is achieved by de-coupling the electronic and nuclear motion. Since the nuclear
mass is far greater (∼ 2000 times) than the electronic mass, the nuclei can be approximated as
being stationary in what is known as the Born-Oppenheimer approximation [41]. The nuclear
kinetic energy operator (TN) is removed from Eq. 2.2 and the nuclear-nuclear repulsion reduces
to a constant which can be neglected from the electronic Schro¨dinger equation. The nuclear
coordinates still enter the electronic Schro¨dinger equation as an external potential in which the
electrons move, but not as independent variables,
He = Te+VNe+Vee =− h¯
2
2me
n
∑
i=1
∇2i −
e2
4piε0
[
n
∑
i=1
N
∑
I=1
ZI
|ri−RI| +
n
∑
i=1
n
∑
i> j
1
|ri− r j|
]
. (2.4)
2.2 The Hartree-Fock Approximation
2.2.1 The Hartree-Fock Equations
Despite the Born-Oppenheimer approximation reducing the number of degrees of freedom in
the problem, Eq. 2.4 is still not soluble except in the simplest cases. The first practically useful
approach to solving Eq. 2.4 is known as the Hartree-Fock approximation [42]. In the Hartree-
Fock method, the many-body wavefunction is approximated as a single Slater determinant, or
antisymmetrized product of occupied single particle wave functions ψi(x j),
Ψ= 1/
√
n!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ1(x2) ... ψ1(xn)
ψ2(x1) ψ2(x2) ... ψ2(xn)
. . .
. . .
. . .
ψn(x1) ψn(x2) ... ψn(xn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.5)
where each single particle wavefunction is the product of a spatial (φ(r)) and spin (η(σ))
component, ψi(xi) = φi(ri)ηi(σi). Constructing the wavefunction in this way satisfies the re-
quirement of anti-symmetry upon exchange, and that electrons be indistinguishable.
In Hartree-Fock within the Born-Oppenheimer approximation the many-body problem is
reduced to solving a series of single particle Schro¨dinger equations in which electron-electron
interaction is determined in an average way. The total ground state Hartree-Fock energy (E0)
is the sum of the energies of the one-electron Hartree-Fock orbitals,
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E0 =
n
∑
i=1
hi+
1
2
n
∑
i=1
n
∑
j=1
(Ji j−Ki j) . (2.6)
The subscripts i and j indicate that the summation is over orbitals. The first term hi is the “one-
electron” contribution to the total energy, containing contributions from the electrons kinetic
energy and potential energy due to the electron-nuclear Coulomb interaction,
hi =
∫
ψ∗i (xi)(Te+VNe)ψi(xi)dxi , (2.7)
where the integral is over the spatial and spin coordinates of electron i in orbital i. The sec-
ond and third terms of Eq. 2.6 are the Coulomb and exchange integrals, which are the “two-
electron” contributions describing the electron-electron interaction,
Ji j =
∫ ∫
ψ∗i (xi)ψ
∗
j (x j)
e2
ri j
ψi(xi)ψ j(x j)dxidx j , (2.8)
Ki j =
∫ ∫
ψ∗i (xi)ψ
∗
j (x j)
e2
ri j
ψi(x j)ψ j(xi)dxidx j . (2.9)
The Coulomb integral contains a spurious self-interaction error, however this is exactly can-
celled by the exchange integral when Kaa = Jaa. The negative sign in front of the exchange
integral in Eq. 2.6 arises since the anti-symmetric nature of the wavefunction causes electrons
of like spin to avoid one another, lowering the total energy. In the Hartree-Fock approximation
only a single Slater determinant is constructed from the lowest energy one-electron orbitals
(Eq. 2.5). However, in principle an infinite number of Slater determinants Ψa (weighted by a
pre-factor da) are needed to describe all possible orbital occupations including excited states
[42],
Ψ=
∞
∑
a=0
daΨa . (2.10)
For this reason the Hartree-Fock method only provides an approximation to electron-electron
interaction and does not describe dynamic electron correlation; however, the single Slater de-
terminant does describe the exchange interaction exactly for the ground state.
2.2.2 The Variational Principle
Solving any of the one-electron Hartree-Fock equations requires already having solutions for
all of the other molecular orbitals, and vice-versa. However, the variational principle states
that for a given Hamiltonian, any trial wave function Ψ will have an energy expectation value
that is greater than or equal to that of the true ground state wavefunction Ψ0,
8 Theoretical Background
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 ≥
〈Ψ0|Hˆ|Ψ0〉
〈Ψ0|Ψ0〉 = E0 . (2.11)
For this reason the Hartree-Fock equations are solved iteratively. An initial guess is made for
the one-electron orbitals, which are used to solve the Hartree-Fock equations. A new charge
density is then constructed from the new one-electron orbitals and the process is repeated until
the total energy is minimised self-consistently.
2.3 Density Functional Theory
In the density functional theory (DFT), the many body wavefunction Ψ(r1, ...,rn), which is
the solution to the electronic Schro¨dinger equation, is replaced by a system of fictitious single
particle wavefunctions φ(r) that only interact via the electron density n(r), which is a function
of only 3 spatial coordinates. This simplification makes the problem far more tractable, and
with modern day computers, solutions to Eq. 2.1 are attainable for systems with up to 104
electrons.
2.3.1 The Hohenberg-Kohn Theorems
In 1964 Hohenberg and Kohn [23] presented two theorems, establishing the theoretical ground-
ing for DFT. They considered an arbitrary system in which electrons move under the influence
of some external potential, Vext , and interact through the classical Coulomb repulsion. Within
the Born-Oppenheimer approximation, the Hamiltonian for such a system is
H = Te+Vext +Vee , (2.12)
where the first term in the Hamiltonian, Te, represents the kinetic energy operator. The terms
Vext and Vee, represent the interaction of electrons with the external potential and the electron-
electron interaction respectively. It is evident that for a system of n electrons the external
potential, which is defined by the positions of the atomic nuclei, determines the Hamiltonian,
which in turn defines the many-body wavefunction and hence the density,
Vext →Ψ(r1, ...,rn)→ n(r) . (2.13)
However, it is not clear that the inverse is also true, i.e., that Vext is defined uniquely by the
density,
n(r)→Vext , (2.14)
which would prove a one-to-one correspondence between Vext and n(r). The one-to-one corre-
spondence, which is proved in the first Hohenberg-Kohn theorem, establishes that the density
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can be used as the key quantity for computing expectation values for the ground state of the
system.
The proof, by reductio ad absurdum, begins by assuming that two different Hamiltonians
H and H ′, with external potentials Vext(r) and V ′ext(r), and ground state wave functions Ψ0 and
Ψ′0, could in fact give rise to the same density n(r). From the variational principle it is known
that the expectation value of H ′ is minimized by its ground state wave function. It follows that
〈Ψ′0|H ′|Ψ′0〉< 〈Ψ0|H ′|Ψ0〉 . (2.15)
The two Hamiltonians differ only in the external potential, i.e., H ′ = H +V ′ext(r)−Vext(r).
Inserting this into Eq. 2.15,
〈Ψ′|H ′|Ψ′〉< 〈Ψ|H|Ψ〉+ 〈Ψ′|V ′ext(r)−Vext(r)|Ψ〉 . (2.16)
Evaluating the integrals, one finds
E ′ < E +
∫
[V ′ext(r)−Vext(r)]n(r)dr . (2.17)
In a similar fashion, interchanging the primes leads to the analogous expression
E < E ′+
∫
[Vext(r)−V ′ext(r)]n(r)dr , (2.18)
where it is noted that n(r) is the same in both cases. Combining Eq. 2.17 and Eq. 2.18 leads to
E +E ′ < E +E ′ , (2.19)
which is clearly incorrect, concluding the proof. Thus, the electron density uniquely defines
the external potential, and therefore uniquely characterizes the entire system.
The second Hohenberg-Kohn theorem states that a universal functional, F [n], can be de-
fined in terms of the density,
F [n] = Te[n]+Vee[n] . (2.20)
It is termed universal since it is the same for all systems of interacting electrons. In this way, for
a given external potential Vext(r) the energy can also be defined as a functional of the density,
E[n] =
∫
Vext(r)n(r)dr+F [n] . (2.21)
The density that minimises this functional corresponds to the exact ground state of the system.
This can be shown by considering the interaction of Vext(r) with some other density n′(r),
being the ground state of some other external potential V ′ext(r). By the variational principle,
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E[n] =
∫
Vext(r)n(r)dr+F [n]<
∫
Vext(r)n′(r)dr+F [n′] = E[n′] . (2.22)
Clearly then, if F [n] was known, the task of evaluating all of the properties of a system with
a given external potential should be reduced to minimizing the energy functional of the 3-
dimensional electron density.
2.3.2 The Kohn-Sham Formalism
The Hohenberg-Kohn theorem only proves the existence of F [n], and does not provide a way
to determine its form. However, Kohn and Sham [24] developed a computational scheme in
which the interacting electron system is mapped onto a system of non-interacting independent
particles. The density is then constructed as the sum of the individual particle densities of the
Kohn-Sham eigenfunctions φi,
n(r) =
n
∑
i=1
|φi(r)|2 . (2.23)
If the density is known, the total ground state energy of the system can be expressed as a
functional of the density,
E[n] = Ts[n]+VH [n]+EXC[n]+
∫
Vext(r)n(r)dr . (2.24)
The Kohn-Sham kinetic energy Ts is just the sum of the non-interacting particle kinetic ener-
gies,
Ts[n] =
n
∑
i=1
∫
φ ∗i (r)
(−h¯2
2me
∇2
)
φi(r)dr . (2.25)
The second term VH is the Hartree term, or the electron-electron Coulomb repulsion given by
the Coulomb interaction of the density with itself,
VH [n] =
e2
2
∫ ∫ n(r)n(r′)
|r− r′| drdr
′ . (2.26)
The effects of the exchange interaction and dynamic correlation, which are lost in using the
density to calculate the total energy rather than the true many-body wavefunction, are added
in an ad hoc fashion through the exchange-correlation functional, EXC[n]. The true form of
EXC[n] is not known, and there exists many approximations to this quantity.
Within the Kohn-Sham scheme the problem is reduced to solving a series of one-electron
Schro¨dinger equations, known as the Kohn-Sham equations,
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[−h¯2
2me
∇2+Vext(r)+ e2
∫ n(r′)
|r− r′|dr
′+
δEXC[n]
δn(r)
]
φi(r) = εiφi(r) . (2.27)
It is clear that constructing the DFT Hamiltonian requires already knowing the charge density,
which is constructed from the eigenfunctions of the Hamiltonian. For this reason, the ground
state density must be determined self-consistently within the variational approach, where the
total energy is minimised with respect to the single particle orbitals. A DFT calculation begins
with an initial guess of the non-interacting single particle wavefunctions, φi. Using the density
constructed from this initial guess, the Kohn-Sham equations are solved to give new eigenfunc-
tions, which provide a new density. The process is repeated until the total energy converges to
a value arbitrarily close to the true (DFT) ground state energy.
2.3.3 The Exchange-Correlation functional
In-principle, Kohn-Sham DFT can provide the exact solution to the ground state energy of a
many electron system. However, EXC[n] is unknown and must therefore be approximated. The
earliest approximation to EXC[n], introduced by Kohn and Sham [24], is known as the local
density approximation (LDA). In the LDA, since EXC[n] can be calculated accurately for the
homogeneous electron gas, it is assumed that the exchange-correlation energy at each point in
space depends only on the density at that point,
ELDAXC [n] =
∫
n(r)εXC(n(r))dr . (2.28)
Where εXC(n(r)) is the exchange-correlation energy per electron in a homogeneous electron
gas of density n(r). The exchange contribution can be calculated analytically,
ELDAX [n] =−
3
4
(
3
pi
)1/3 ∫
n(r)4/3dr , (2.29)
whereas the correlation energy is known from quantum Monte Carlo simulations [43]. The
LDA often works well for delocalized electron systems, however the LDA consistently under-
estimates bond lengths and overestimates binding energies. One obvious way to improve on
the LDA is to include not only the local density, but also the local density gradient ∇n(r) [44],
in what is called the generalized gradient approximation (GGA) or semi-local approximation
to EXC[n] ,
EGGAXC [n] =
∫
f (n(r),∇n(r))dr . (2.30)
While the GGA typically gives more reliable results than the LDA, the GGA generally over-
estimates bond lengths and underestimates binding energies. Despite the large approximations
taken in the local and semi-local descriptions of exchange and correlation, EXC[n] is actually
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only a small contribution to the total energy, and therefore these approximations give quite
reasonable results in the calculation of many quantities. More over, DFT typically involves
the calculation of energy differences where the errors in EXC[n] often cancel out. For this rea-
son DFT-LDA and DFT-GGA are among the most powerful computational tools of modern
condensed matter physics.
One of the biggest drawbacks of the LDA and GGA is the self-interaction error. Looking
at the Kohn-Sham equations (Eq. 2.27), each electron interacts with the density through the
Hartree and exchange-correlation potentials, but each electron also contributes to the density
(Eq. 2.23). This self-interaction is strictly unphysical, and causes a spurious delocalization
of the Kohn-Sham eigenstates. The self-interaction error is obviously far worse for localized
states, and DFT often fails in describing systems with open-shell d and f orbitals. A second
major drawback is the well known “band gap error”, where standard DFT underestimates the
fundamental gap of most semiconductors. The extent of the band gap error varies from system
to system, and is typically of the order of 50%, however in severe cases the LDA and GGA
predict metallicity for some semiconductors.
One approach used to study systems with open-shell d and f electrons has been to include
an orbital dependant potential U in order to better describe the on-site Coulomb repulsion of d
and f states [32]. The so-called DFT+U approach has been often shown to accurately predict
the ground state electronic/magnetic phases of open-shell d and f electron semiconductors
where DFT has failed. On the other hand, there exists no systematic approach to determining
the correct U parameter, and the arbitrary choice of U can have a huge impact on the properties
of the system, which is highly undesirable from a first-principles perspective. A more attractive
approach was first proposed by Becke in 1993 [45], known as the hybrid functional method,
in which the exchange-correlation potential (VXC) is calculated by mixing VXC from a DFT
calculation (LDA or GGA) with a fraction of exact Hartree-Fock exchange,
VXC =V DFTXC +α(V
HF
X −V DFTX ) . (2.31)
Where V DFTXC is the exchange-correlation potential from a DFT calculation, V
HF
X and V
DFT
X are
the exchange potentials calculated within Hartree-Fock and DFT respectively. The term α is
the fraction of Hartree-Fock used in the calculation of the exchange potential. The most popu-
lar hybrid functional for calculations involving wide band gap semiconductors is the screened
hybrid proposed by Heyd, Scuseria and Ernzerhof, known as the HSE functional [31]. In this
approach, the short-range exchange potential contains a fraction of Hartree-Fock, which is
mixed with the GGA functional of Perdew, Burke, and Ernzerhof (PBE) [46]. The long-range
exchange potential and the correlation potential are calculated with the PBE functional. The
exchange potential, which falls off as 1/r, is separated as follows,
1
r
=
erfc(ωr)
r
+
erf(ωr)
r
, (2.32)
where the terms containing the complementary error function and error function describe the
short-range and long-range components of the exchange potential respectively, and ω is an
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adjustable parameter which describes the screening length. The purpose of screening the ex-
change interaction is the computational advantage coming from only calculating the short-
range Hartree-Fock exchange integrals. The exchange correlation energy in HSE is therefore
calculated as follows,
EHSEXC = αE
HF,SR
X (ω)+(1−α)EPBE,SRX (ω)+EPBE,LRX (ω)+EPBEC . (2.33)
Here, the superscripts SR and LR indicate short-range and long-range, respectively. While α
and ω can be tuned in a HSE calculation, in the standard implementation known as HSE06,
α and ω are fixed at 0.25 and 10 A˚ respectively [47]. To date, the use of HSE has been
shown to consistently predict accurate semiconductor band gaps and formation enthalpies, and
is currently being widely implemented in the theoretical study of semiconductor systems [48].
2.3.4 DFT Implementation
2.3.4.1 Bloch’s Theorem and Periodicity
The implementation of DFT to study condensed matter systems requires the use of periodic
boundary conditions. Due to the periodicity of the crystal, the molecular orbitals can be ex-
pressed as Bloch waves [49], which are the product of a lattice periodic function (u(r)) and a
plane wave,
φi,k(r) = eik·rui(r) . (2.34)
Where k is the crystallographic wave vector. A key property of the Bloch function is that for
any reciprocal lattice vector G,
φi,k+G = φi,k . (2.35)
This equivalence, or non-uniqueness, of k and (k+G) implies that in a practical DFT calcula-
tion one can restrict k to the first Brillouin zone. All values of k outside of the first Brillouin
zone can be shown to be non-unique using Eq. 2.35.
As the energy and form of a Bloch wave depends explicitly on the wave vector, the density
should be represented by integrating over all possible values of k in the first Brillouin zone,
n(r) =
n
∑
i=1
∫
|φi,k(r)|2dk . (2.36)
As k varies continuously, in principle the calculation requires an infinitely large set of k-points.
Fortunately, as φ varies slowly with k, the integral in Eq. 2.36 can be replaced by a summation
over a discrete set of Nk k-points, provided that an adequately fine sampling of the Brillouin
zone is used,
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n(r) =
n
∑
i=1
Nk
∑
k=1
|φi,k(r)|2 . (2.37)
The size of the k-point set is further reduced by noticing that some points are equivalent by
symmetry. In this work, the scheme of Monkhorst-Pack [50] is implemented so as to minimize
the number of special k-points in the irreducible Brillouin zone.
2.3.4.2 The Planewave Pseudopotential Approach – VASP
In this thesis, calculations are predominantly carried out using the Vienna Ab-initio Simulation
Package (VASP), which is a plane wave DFT code. The Kohn-Sham orbitals φi of Eq. 2.27
have to be expanded in terms of a set of basis functions. As the Kohn-Sham orbitals are Bloch
periodic, an expansion of the functions ui(ri) in terms of plane waves seems convenient. Only
plane waves with the same periodicity as the lattice vectors (G) of the crystal are included in
the expansion,
ui(r) =∑
G
ci(G)eiG·r . (2.38)
One draw back of using plane waves is that a very large basis set is required to describe the
rapid variations in the electronic orbitals near the atomic cores. This is overcome by the use of
a pseudopotential, whereby only the valence electrons are treated as Kohn-Sham eigenstates.
Most pseudopotentials implement the frozen core approximation, and are constructed such
that core states are essentially eliminated and only serve to screen the Coulomb potential of the
nucleus; the valence electrons are described by pseudo wavefunctions that are smoothed near
the atomic cores. This approach greatly reduces the computational demand of a plane wave
calculation as the required number of basis functions is greatly reduced.
One down side of the pseudopotential approach described above is that the smoothing
of the valence pseuo wavefunctions near the atomic cores is unphysical. To overcome this,
VASP makes use of the projector augmented wave (PAW) method [51]. The key advantage
of the PAW approach is that it allows for the pseudized valence wavefunctions to retain their
complex structure near the atomic cores, while still allowing for them to be expanded in terms
of a plane wave basis set. In the PAW method, the volume around the atomic cores is separated
into two regions, defined by an augmentation sphere ΩR, centred around each atom. The
pseudo wavefunction φ˜ is constructed such that it is the same as the all-electron wavefunction
φ outside of ΩR,
φ = φ˜ − φ˜ΩR +φΩR . (2.39)
The subscript ΩR indicates that the term is only non-zero inside of the augmentation spheres.
Outside of ΩR the pseudo wavefunction (φ˜ ) is expanded in terms of a plane wave basis set.
Inside of ΩR, it is more convenient to expand φ˜ in terms of a different basis set to describe
the electronic motions near the atomic core. The construction is such that φ˜ is smooth and
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continuous at the boundary of ΩR. Inside of ΩR, φ and φ˜ can be expanded in terms of partial
waves f and f˜ ,
|φ〉=∑
i
ci | fi〉 , (2.40)
|φ˜〉=∑
i
ci | f˜i〉 . (2.41)
It can be shown that the coefficients ci in Eq. 2.40 and Eq. 2.41 are the same. In VASP, the
partial waves f inside of ΩR are the solutions to an all-electron calculation for the free atom,
whereas φ˜ is expanded in terms of spherical Bessel functions [52]. Finally, using a Gram-
Schmidt like procedure, a set of projector functions p˜ (one for each f˜ ) are generated with the
following properties,
ci = 〈p˜i|φ˜〉 , (2.42)
〈p˜i| f˜ j〉= δi j . (2.43)
Therefore, the mapping between the all-electron and pseudo wavefunctions requires only, (i)
a set of all-electron partial waves f , (ii) a set of pseudo partial waves f˜ , and (iii) a set of
projector functions p˜. Using this transformation, the wavefunction of an all-electron valence
Kohn-Sham orbital φ is obtained from the fictitious pseudo wavefunction φ˜ in the following
way,
|φ〉= |φ˜〉+∑
i
(| fi〉− | f˜i〉)〈p˜i|φ˜〉 . (2.44)
It follows then, that we can determine the expectation value of an operator A, including the
Hamiltonian operator, in the usual way,
〈A〉= 〈φ |A|φ〉 , (2.45)
where φ is known from Eq. 2.44. Therefore, the properties of the all-electron system (including
the density) can be determined, without having to explicitly perform an all-electron calculation
in a plane wave basis set.
2.3.4.3 Localized Basis Sets – DMol3
Periodic systems can also be studied using localized basis sets. The advantage of using a set
of localized basis functions is that all-electron calculations can be performed while avoiding
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the problems associated with plane waves. This is particularly useful for applications where
the inclusion of the core levels is important, for example in determining the band offsets at a
semiconductor interface (as is done in Chapter 6 of this thesis), where the core levels are used
in the alignment of the band edges across the heterojunction. All-electron calculations in this
thesis are carried out using the DFT code DMol3 [53; 54], with basis functions generated from
localized atomic orbitals.
The minimal basis set in a DMol3 calculation is generated from the spherical harmonics of
the isolated constituent atoms (χµ ), and in analogy to Eq. 2.34, a Bloch wave for each basis
function will be a localized orbital translated over all of the atomic sites in the (effectively)
infinite lattice,
Xµ,k(r) =∑
TN
eik·TNχµ(r−TN) , (2.46)
where TN is a lattice vector. The single particle Kohn-Sham orbitals are then expanded in
terms of these Bloch functions. For improved accuracy the size of the basis set in a DMol3
calculation is further increased by including basis functions from the positively charged ions,
which is known as a double numeric basis set.
An additional aspect in the use of localized basis functions is truncation of the function at
some distance from the nucleus, which greatly reduces the number of integrals to be calculated
and therefore reduces computational time. Atomic orbitals decay rapidly with distance from
the nucleus, and therefore the basis functions can be truncated without loss of accuracy. Typical
cut-off lengths are approximately 9 – 10 Bohr, however convergence in the total energy with
respect to the cut-off has to be tested carefully.
2.3.4.4 Fixed Spin Moment Calculations
In Chapter 7 of this thesis, the fixed spin moment (FSM) approach to DFT calculations is
implemented extensively. In a typical DFT calculation, the calculated magnetic moment cor-
responds to the magnetic moment of the density that minimizes the total energy. The total
magnetic moment (M) of a system under study is the difference between the number of spin-
up (N↑) and spin-down (N↓) electrons [55],
M = N↑−N↓ =
E↑F∫
−∞
ρ↑(E)dE−
E↓F∫
−∞
ρ↓(E)dE . (2.47)
Here ρ(E)↑ and ρ(E)↓ represent the density of states for the majority and minority spin chan-
nels respectively, and E↑F and E
↓
F represent the the Fermi energies of the two spin states. In the
study of metastable magnetic states, which have a different magnetic moment to the ground
state, FSM calculations are very useful. In this case, M is viewed as an external parameter, and
a self-consistent calculation is performed so as to find the density that minimizes the the total
energy for a fixed value of M [55]. In this way one can find the dependence of the total energy
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on M, which can reveal the metastable magnetic states of the system. It is a consequence of
constraining M that the Fermi energies E↑F and E
↓
F are no longer necessarily the same.
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Chapter 3
Structural and Electronic Properties
of SrZrO3 and Sr(Ti,Zr)O3 Alloys
Using hybrid density functional calculations we study the electronic and structural properties
of SrZrO3 and ordered Sr(Ti,Zr)O3 alloys. Calculations are performed for the ground state
orthorhombic (Pnma) and high-temperature cubic (Pm3m) phases of SrZrO3. The variation of
the lattice parameters and band gaps with Ti addition is studied using ordered SrTixZr1−xO3
structures with x = 0, 0.25, 0.5, 0.75, and 1. As Ti is added to SrZrO3, the lattice parameter
is reduced and closely follows Vegard’s law. On the other hand, the band gap shows a large
bowing and is highly sensitive to the Ti distribution. For x = 0.5, we find that arranging the Ti
and Zr atoms into a 1×1 SrZrO3/SrTiO3 superlattice along the [001] direction leads to inter-
esting properties, including a highly dispersive single band at the conduction band minimum
(CBM), which is absent in both parent compounds, and a band gap close to that of pure SrTiO3.
These features are explained by the splitting of the lowest three conduction-band states due to
the reduced symmetry of the superlattice, lowering the band originating from the in-plane Ti
3dxy orbitals. The lifting of the t2g orbital degeneracy around the CBM suppresses scattering
due to electron-phonon interactions. Our results demonstrate how short-period SrZrO3/SrTiO3
superlattices could be exploited to engineer the band structure and improve carrier mobility
compared to bulk SrTiO3.
3.1 Introduction
SrZrO3 (SZO) is a perovskite oxide of great interest as a high-temperature proton conduc-
tor [56; 57]. SZO also exhibits resistance switching [58; 59], strong luminescence [60], and
ferroelectric ordering [61; 62], making it a promising material for an array of technological
applications. Recently, a two-dimensional electron gas (2DEG) has been achieved at the inter-
face between SrTiO3 (STO) and Sr(Ti,Zr)O3 (STZO) via modulation doping [63], analogous
to the traditional GaAs/(Al,Ga)As heterostructures which are widely used in high electron mo-
bility transistors [64; 65]. The conduction-band offset (CBO) between STO and SZO has been
calculated to be 1.7 eV [66], consistent with photoemission measurements [67] that produced
a value of 1.9 eV. This value of the offset is large enough that, in a SZO/STO heterojunction
or superlattice, the 2DEG will be entirely confined within the STO region [68]. Unfortunately,
there is a large lattice mismatch (5%) between SZO and STO, posing severe limitations on the
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Figure 3.1: Bulk unit cells and Brillouin zones for the (a) cubic and (b) orthorhombic crystal
structure of SrZrO3. The lattice parameters a for the cubic, and a, b, and c for the orthorhombic
phase are indicated. The silver spheres represent Sr atoms, Zr are blue and O are red; the
inequivalent sites of O(1) and O(2) are indicated for the orthorhombic structure.
coherent epitaxial growth of pseudomorphic layers. One way to lessen the detrimental effects
of the large lattice mismatch is to use STZO alloys instead of SZO as a barrier material [63].
Therefore, knowing the electronic and structural properties of STZO and how they compare to
those of the parent compounds SZO and STO will be very useful for device design.
While STO prefers a cubic structure at room temperature, SZO is stable in an orthorhombic
phase with Pnma symmetry (see Fig. 3.1). To date, most theoretical studies have focused on
the high-temperature (≥ 1440 K) cubic phase of SZO [69; 70; 71], while orthorhombic SZO
has only been studied using density functional theory (DFT) within the standard local density
or generalized gradient approximations, i.e., LDA and GGA [72; 73]. While these approxima-
tions provide a reasonable description of the structural properties, they severely underestimate
band gaps for semiconductors and insulators. On the other hand, hybrid functionals, such as
the screened form proposed by Heyd, Scuseria and Ernzerhof (HSE) [31; 47], provide a much
more accurate description of structural parameters and band gaps [30].
In the following, we study the structural and electronic properties of cubic and orthorhom-
bic SZO using the HSE06 hybrid functional. Engineering of the SZO band gap and lattice
parameters by adding Ti is investigated using a series of SrTixZr1−xO3 ordered alloys, with
x = 0, 0.25, 0.5, 0.75, and 1. By adding Ti to SZO the lattice constant is reduced according to
Vegard’s law such that the lattice match with STO is improved. The band gap shows a strong
bowing with Ti addition due to the strong interaction of the Ti 3d orbitals; as a result of this
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bowing, SZO/STZO interfaces with low Ti content will not have a significant CBO. Finally,
we discuss how 1×1 SZO/STO superlattices could be exploited to improve electron mobility
compared to pure STO.
3.2 Methodology
The calculations are performed using DFT with the HSE06 hybrid functional [31; 47]. In this
approach, the short-range exchange potential is calculated by mixing non-local Hartree-Fock
exchange with exchange from the generalized gradient approximation of Perdew, Burke and
Ernzerhof (PBE) [46]. The long-range exchange potential and the correlation potential are cal-
culated with the PBE functional. The screening length and mixing parameter are fixed at 10 A˚
and 0.25 respectively [47]. For comparison we report both HSE and PBE results. The valence
electrons are separated from the core by use of projector-augmented wave pseudopotentials
(PAW) [51] as implemented in the VASP code [74]. For the present calculations we treat the Sr
4s24p65s2, Zr 4s24p64d25s2, Ti 4s23d2, and O 2s22p4 electrons as valence electrons. The en-
ergy cutoff for the plane-wave basis set is 500 eV and a k-point mesh of 7×7×7 and 5×5×4
is used for the 5-atom and 20-atom cells respectively.
3.3 Results and Discussion
3.3.1 Bulk SrZrO3
3.3.1.1 Structural Properties
The unit cell of SZO in the cubic (Pm3m) perovskite crystal structure is shown in Fig. 3.1(a).
The Sr atoms are located at the corners of the cubic unit cell, and are surrounded by 12 nearest-
neighbour O atoms. The Zr atom is located at the center of the unit cell, and is 6-fold coor-
dinated to nearest-neighbour O atoms forming an octahedron. The O atoms are found on the
faces of the cubic unit cell and are 2-fold coordinated to neighbouring Zr atoms. The primitive
cell contains three O atoms which are equivalent by symmetry.
In Table 3.1, we list the calculated lattice parameters of SZO in the cubic phase, obtained
with the PBE and HSE functionals. The results are compared with previous calculations and
with experiment. The lattice parameter calculated with PBE is 4.174 A˚, while with HSE we
obtain 4.141 A˚. The reported experimental value is 4.154 A˚ [75], but we note that the cubic
structure is stable only at temperatures in excess of 1440 K [76], and our calculations do not
include the effect of thermal expansion. A quantitative estimate of the low-temperature lattice
parameter for the cubic phase is difficult due to nonlinearities and phase changes, but we expect
that both HSE and PBE somewhat overestimate the (low-temperature) lattice parameter, with
HSE being closer to the experimental value.
Many perovskites, including SZO, prefer a distorted structure at room temperature, char-
acterized by a tilting and rotation of the BO6 octahedra [75]. For the orthorhombic phase,
a 20-atom unit cell (
√
2a×√2a× 2a) is required to fully describe the lattice distortions, as
shown in Fig. 3.1(b). The O atoms in the SZO orthorhombic structure, which has Pnma sym-
metry, occupy two inequivalent sites, labelled O(1) and O(2). The ZrO6 octahedron contains
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a (A˚) b (A˚) c (A˚) ∆H f (eV)
Cubic Present PBE 4.174 −16.41
HSE 4.141 −17.15
Other DFT LDAa 4.095
GGAb 4.186
B3LYPc 4.144
Experimentd 4.154
Orthorhombic Present PBE 5.832 5.876 8.269 −16.64
HSE 5.783 5.828 8.195 −17.38
Other DFT LDAe 5.652 5.664 7.995
GGAf 5.812 5.870 8.243
Experimentg 5.796 5.817 8.205 −18.28
Table 3.1: Lattice parameters and enthalpies of formation (∆H f ) for the cubic and orthorhom-
bic phases of SrZrO3, calculated with the PBE and HSE functionals. Results from previous
calculations and from experiment are listed for comparison.
aRef. [70].
bRef. [71].
cRef [77].
dRef [75].
eRef [72].
fRef [73].
gRef [75; 78].
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Band gap (eV)
Direct Indirect
Cubic Present PBE 3.62 3.31
HSE 5.28 4.89
Other DFT LDAa 3.62 3.37
GGAb 3.72 3.42
B3LYPc 5.07 4.89
Orthorhombic Present PBE 3.72 3.70
HSE 5.36 5.33
Other DFT LDAd 3.799 3.764
GGAe 3.77 3.75
Experimentf 5.2-5.6
Table 3.2: The band gaps are presented for the cubic and orthorhombic phases of SrZrO3,
calculated with the PBE and HSE functionals. Results from previous calculations and from
experiment are listed for comparison. For cubic SrZrO3, the direct and indirect band gaps are
Γ−Γ and R−Γ respectively. For orthorhombic SZO, the direct and indirect gaps are for Γ−Γ
and S−Γ respectively.
aRef. [70].
bRef. [71].
cRef [77].
dRef [72].
eRef [73].
fRef [79; 80]
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Atomic coordinates (x,y,z)
Sr Zr O(1) O(2)
PBE 0.006, 0.529, 0.25 0, 0, 0 0.072, 0.018, 0.25 0.214, 0.286, 0.038
HSE 0.006, 0.529, 0.25 0, 0, 0 0.071, 0.018, 0.25 0.214, 0.286, 0.037
Experimenta 0.004, 0.524, 0.25 0, 0, 0 0.069, 0.013, 0.25 0.215, 0.284, 0.036
Table 3.3: Atomic positions for SrZrO3 in the orthorhombic structure, calculated with the PBE
and HSE functionals and compared to experiment. The positions are presented as fractional
coordinates with respect to the lattice vectors a, b, and c.
aRef. [75]
four O(1) sites, each having one short and one long Zr–O bond. In contrast, the O(2) site, of
which there are two per ZrO6 octahedron, is equidistant to both neighbouring Zr atoms.
The calculated lattice parameters of SZO in the orthorhombic phase are also listed in Table
3.1. The results using PBE are overestimated by about 1%, whereas the HSE results are in
much better agreement with experiment. The HSE lattice parameters are 5.783 A˚, 5.828 A˚ and
8.195 A˚, compared to the experimental values of 5.796 A˚, 5.817 A˚ and 8.205 A˚ [75; 78; 79;
80]; the corresponding errors are 1.0 %, 0.19%, and 0.12% for the a, b and c lattice parameters,
respectively. In order to fully describe the distortions of the orthorhombic system, we report the
inequivalent atomic positions of the primitive cell in Table 3.3. The calculated atomic positions
are also in good agreement with experiment [75]. We note that while PBE overestimates the
lattice parameters, the distortions and atomic positions are captured very well, and the results
presented in Table 3.3 are strikingly similar between PBE and HSE.
We also list the calculated enthalpies of formation (∆H f ) of cubic and orthorhombic SZO
in Table 3.1. Both PBE and HSE functionals correctly predict that the orthorhombic phase
is lower in energy than the cubic phase. The orthorhombic structure is about 0.23 eV per
formula unit lower than that of the cubic structure. The HSE calculated enthalpy of formation
of –17.38 eV is in reasonable agreement with the experimental value of –18.28 eV [78]; in
contrast, we find a much lower magnitude for the enthalpy of formation, –16.64 eV, using the
PBE functional.
3.3.1.2 Electronic Properties
The calculated fundamental and direct band gaps of SZO in the cubic and orthorhombic phases
are also listed in Table 3.2. Both the PBE and HSE calculations predict that cubic SZO has
a fundamental indirect band gap R−Γ; the notation implies that the valence-band maximum
(VBM) is at R and the conduction-band minimum (CBM) at Γ. The calculated indirect band
gap in PBE is 3.31 eV, and the direct gap at Γ is 3.62 eV, in agreement with previous calcu-
lations [70; 71]. The HSE indirect gap R−Γ is 4.89 eV, and the direct gap at Γ is 5.28 eV.
For the orthorhombic structure, both the PBE and HSE calculations predict an indirect band
gap, with the VBM at S and the CBM at Γ. The direct band gap at Γ is only 0.02 eV (PBE)
and 0.03 eV (HSE) larger than the indirect gap S−Γ. The fundamental gap is 3.70 eV in PBE
and 5.33 eV in HSE. As expected, PBE severely underestimates the band gap. In contrast, the
HSE value falls within the range of reported experimental values, 5.2–5.6 eV [79; 80]. The
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larger gap of the orthorhombic phase, compared to that of the cubic structure, is attributed to
narrower band widths as a consequence of the deviation of the Zr – O – Zr angles from 180◦.
The HSE calculated electronic band structures of cubic and orthorhombic SZO are shown
in Fig. 3.2. The upper valence band of SZO is comprised mainly of O 2p states. In cubic SZO,
the VBM is located at the R point, 0.31 eV higher in energy than at Γ, giving rise to the indirect
band gap. The lower conduction band is comprised mostly of Zr 4d states which are split due
to the crystal field. In the cubic phase, the crystal field splitting results in the formation of a
low-lying three-fold degenerate band, derived from the Zr 4d t2g states, with the Zr 4d eg band
lying 4.6 eV higher in energy. The minimum of the t2g conduction band is found at the Γ point.
We note that inclusion of spin-orbit interaction (not shown) will split the Zr 4d t2g bands into
four- and two-fold bands. The HSE calculated spin-orbit splitting of the t2g band is 69 meV.
The band structure of the SZO orthorhombic phase is plotted in Fig. 3.2(b). As in the cubic
phase, the upper valence band is comprised of O 2p states. Orthorhombic SZO also has an
indirect band gap (S−Γ), but the VBM at the S point is only slightly higher in energy than at
Γ. The lower conduction band is comprised of Zr 4d states. The degeneracy of the lower-lying
t2g band is lifted by the lattice distortion, but the splitting within the t2g band is quite small: the
second and third lowest conduction bands lie 65 meV and 121 meV above the CBM at the Γ
point.
3.3.2 Sr(Ti,Zr)O3 Alloys
The orthorhombic primitive cell of SZO (Fig. 3.1) contains 4 Zr atoms. In the present study,
the Sr(Ti,Zr)O3 alloys are constructed by replacing up to 4 Zr with Ti atoms, resulting in
concentrations of 0%, 25%, 50%, 75% and 100%. In the case of 25% and 75% there is only
one possible unique configuration of the Ti atoms since all four Zr sites are equivalent. For 50%
Ti concentration, there are three possible configurations, which we refer to as configurations
A, B, and C. For each of these configurations, as shown in Fig. 3.3, the positions of the Ti
atoms in the orthorhombic unit cell are A: Ti1(a/2,0,c/4), Ti2(0,b/2,c/4); B: Ti1(a/2,0,c/4),
Ti2(a/2,0,3c/4); and C: Ti1(a/2,0,c/4), Ti2(0,b/2,3c/4). These are nominal positions only,
and the internal distortions of the orthorhombic SZO structure lead to deviations from these
coordinates. These positions correspond to Ti separations of
√
((a2)
2+(b2)
2) for configuration
A, c/2 for B and
√
((a2)
2+(b2)
2+( c2)
2) for C. All the lattice parameters and atomic positions
are allowed to relax. We find that the Ti configuration with the largest Ti – Ti separation
(configuration C) has the lowest energy, by 70 meV and 256 meV (per 20-atom cell) compared
to configurations A and B, respectively.
In Table 3.4, the lattice parameters, bond angles, and band gaps are listed for each STZO
alloy as a function of Ti concentration. We also list the in-plane pseudocubic lattice parameter
of the orthorhombic STZO structure, defined as ac =
√
(a2+b2)/2. The structures presented
for pure SZO and STO are orthorhombic and cubic respectively, as these are the ground state
phases at room temperature. Only the HSE results are reported. The lattice parameters of SZO
are about 5% larger than those of STO; the variation of ac closely follows Vegard’s law as Ti
is added to SZO (see Fig. 3.4), and the lattice parameter shows only a slight dependence on
the Ti configuration at 50% composition. The systematic reduction of the lattice constant with
Ti addition indeed supports the idea that STZO alloys are a more suitable barrier material for
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Figure 3.2: Calculated band structure of SrZrO3 in the (a) cubic and (b) orthorhombic phases
using the HSE functional. The zero of the energy axis is placed at the valence-band maximum
in each case. Occupied states in the valence band are red, unoccupied states in the conduction
band are blue.
§3.3 Results and Discussion 27
a b
c
Figure 3.3: Three possible configurations (labelled A, B and C) for the ordered Sr(Ti,Zr)O3
alloys with 50 % Ti concentration, based on a 20-atom orthorhombic cell. The silver spheres
represent Sr atoms, Zr are blue, Ti are yellow and O are red.
Bond angle (◦)
% Ti a b c ac B – O(1) – B B – O(2) – B Eg
0 5.783 5.828 8.195 4.105 156.5 156.27 5.33
25 5.728 5.747 8.121 4.057 159.5 159.75 4.07
50(A) 5.665 5.665 8.013 4.006 162.5 168.50 3.25
50(B) 5.659 5.659 8.049 4.001 162.5 162.83 3.93
50(C) 5.665 5.665 8.013 4.006 163.6 163.63 4.07
75 5.595 5.581 7.932 3.951 166.68 168.0 3.27
100 5.527 5.527 7.816 3.908 180.00 180.00 3.09
Table 3.4: Lattice parameters (a,b and c), bond angles, and band gaps (Eg) of Sr(Ti,Zr)O3 as
calculated with the HSE functional. Also reported is the pseudocubic lattice constant ac =√
(a2+b2)/2. For the bond angles, an average is taken over the supercell for the case of the
low symmetry Sr(Ti,Zr)O3 alloys.
STO quantum wells due to the reduced lattice mismatch.
The internal structure of the BO6 octahedra are also affected as a result of Ti addition,
which can be seen from the increase in the B – O – B bond angles (B = Zr, Ti). In the cubic
structure of SrTiO3 the Ti – O – Ti bond angles are 180◦, however in the distorted SrZrO3
structure the Zr – O – Zr angles are reduced due to the tilting and rotation of ZrO6 octahedra.
For pure SrZrO3, the bond angles along the Zr –O(1) – Zr and Zr – O(2) – Zr bonds are 156.5◦
and 156.3◦ respectively. Once Ti is added the symmetry is lowered, and the bond angles are
more varied; for example, at 25% doping the Zr – O(1) – Zr and Zr – O(1) – Ti bond angles
are on average 155.6◦ and 163.3◦ respectively. The average of the bond angles over the whole
supercell for each alloy system is presented in Table 3.4, and it can been seen that the tilting
and rotation of the BO6 octahedra is systematically reduced with increasing Ti addition. At the
limit of 100% doping the bond angles are increased to 180◦ due to the cubic symmetry of pure
SrTiO3.
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Figure 3.4: Variation of the pseudocubic in-plane lattice parameter (red squares and dotted
line) and band gap (black diamonds and dotted line) of Sr(Ti,Zr)O3 alloys as a function of Ti
concentration. For 50 % Ti concentration, the results for all three configurations (A, B and C)
are included. The data points represent calculated values, the dotted lines are drawn and only
serve as a guide to the eye.
The calculated band gap of SZO (5.33 eV) is significantly larger than the gap of 3.09 eV for
STO. The band alignment of SZO/STO, as calculated in Ref. [66], is of type I, with the VBM
of SZO 0.34 eV lower than that of STO, and the CBM of SZO 1.74 eV higher than that of STO,
in agreement with experimental results based on photoelectron spectroscopy [67]. In Fig. 3.4
we show the variation of the band gap with Ti concentration. The band gap shows a significant
bowing, as well as a strong dependence on the Ti configuration at 50% Ti concentration.
The band gap of 50% STZO in configuration A is only slightly larger than the band gap
of STO, but it is significantly lower than the gap of configurations B and C, by 0.7 and 0.8
eV respectively. This large reduction in the band gap of configuration A is attributed to the
directionality of the Zr/Ti d states. For the parent compounds SZO and STO, the lowest three
conduction-band states originate from the d t2g states (dxy,dxz,dyz). SZO has a significantly
larger band gap than STO because the Zr 4d states lie at a higher energy than the Ti 3d states.
In configuration A, the structure is basically a 1×1 SZO/STO superlattice along the [001]
direction, in which unit cells of SZO and STO alternate. In the STO layers, the Ti 3dxy orbitals
strongly interact in the in-plane directions, similar to the dxy band in STO. This is evident in
Fig. 3.5, where we plot the charge density of the lowest-energy conduction band (at Γ) for
STZO in configuration A; the Ti 3dxy character is clearly observed. Not surprisingly, this band
lies at a similar energy to that of the CBM in STO (hence the similar band gap). On the other
hand, for configurations B and C, the Ti orientation is such that the Ti 3d t2g states have a
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Figure 3.5: Charge density isosurface of the lowest-energy conduction-band state at Γ for
Sr(Ti,Zr)O3 with 50% Ti concentration in configuration A, viewed along the [010] (a) and
[001] (b) directions. The silver spheres represent Sr atoms, Zr are blue, Ti are yellow and O
are red. The isosurface is shown in yellow, the value of the isosurface is set to 12% of the
maximum value. The system is effectively a 1×1 SrZrO3/SrTiO3 superlattice along the [001]
direction, and the conduction band minimum is confined to the SrTiO3 layers with Ti 3dxy
character.
greater interaction with Zr 4d states; consequently, the CBM is derived from a mixture of Ti
3d and Zr 4d states and lies much higher in energy than for configuration A.
The orbital composition of the lowest conduction band states also explains the large bowing
in the band gap of the STZO alloy. In the case of 25% Ti content, the t2g states of the Ti 3d
band hybridize predominantly with the Zr 4dxy states of the in-plane Zr nearest neighbours,
and with the Zr 4dxz/yz states of the out of plane Zr neighbours. However, at only 25% Ti
concentration the lowest conduction band already has mostly Ti 3d character; the Ti 3d states
have a significantly lower energy than the Zr 4d states, and hence there is a large reduction in
the gap of the 25% Ti system with respect to pure SZO. For the 50% alloy in configurations
B and C, the hybridization with neighbouring Zr 4d states is comparable in degree to the 25%
alloy, which is why the calculated band gap is similar. On the other hand, as discussed above,
in configuration A the CBM has almost pure Ti 3dxy character and so the band gap is reduced
to near that of pure STO. Looking at the case of 75% Ti, the CBM is again comprised of
mostly Ti 3d t2g states with almost no hybridization with Zr 4d states. As the 75% Ti alloy
already has a CBM with nearly pure Ti 3d character, the band gap is nearly the same as that
of pure STO. This bowing effect for the STZO structures is illustrated by the smooth curve
in Fig. 3.4 passing through the value for the 50% Ti alloy in configuration A. A consequence
of this bowing is that STZO with low Ti content would be a poor barrier materials for STO
quantum wells, as the CBO with STO will be small.
The 1×1 SZO/STO superlattice (configuration A) exhibits interesting properties, not present
in the parent compounds. In Fig. 3.6 we show the calculated band structure for the 1×1
SZO/STO superlattice. First, it features a direct band gap, with a value (3.25 eV) that is close
to that in STO (3.09 eV). Second, the lowest-energy conduction band is highly anisotropic, and
almost dispersionless along the Γ – Z ([001]) direction due to the confinement of the electrons
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Figure 3.6: Electronic band structure calculated with HSE for Sr(Ti,Zr)O3 with 50 % Ti doping
in configuration A. The zero of the energy axis is at the valence-band maximum. Valence-band
states are red, conduction-band states blue.
in the TiO2 plane, yet it is highly dispersive in the in-plane directions due to the strong interac-
tion of the Ti 3dxy orbitals. The effective mass in the in-plane directions is found to be almost
isotropic; the calculated masses are 0.45me along Γ – X and along Γ – S, and 0.44me along Γ
– Y. These values are similar to the effective mass of 0.39me calculated for the light electron
band in bulk STO [81].
An important aspect of the electronic properties of the 1×1 SZO/STO superlattice is that
it enables high electron mobility compared to STO. In STO, the electron mobility at room
temperature is rather low as the presence of three bands around the CBM leads to enhanced
electron-phonon scattering [82]. In contrast, in the 1×1 SZO/STO superlattice there exists
only one band at the CBM that electrons can scatter to, leading to a significantly reduced
scattering rate. Compared to the case of a threefold degenerate band at the CBM, the presence
of only a single band near the CBM reduces the electron-phonon scattering rate by more than
a factor of two [82]. Finally, although the 1×1 SZO/STO superlattice (configuration A) is
not the minimum-energy configuration for a 50% STZO alloy, it is only 70 meV higher in
energy (per 20 atom cell) than the lowest-energy C configuration, making it very plausible
that this structure could be realized using a layer-by-layer growth method, such as molecular
beam epitaxy. Using modern techniques for oxide epitaxy, such oxide superlattices can now
be realized with monolayer precision [6; 83].
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3.4 Summary
We have used hybrid density functional calculations to investigate the atomic and electronic
structure of SrZrO3 in the cubic and orthorhombic phases, and Sr(Ti,Zr)O3 ordered alloys.
We find that the HSE hybrid functional provides an improved accuracy when compared to the
standard DFT-GGA calculations. In particular, HSE is able to accurately describe the band gap
for the orthorhombic phase. For the case of Sr(Ti,Zr)O3, the lattice constant decreases linearly
with increased Ti concentration; on the other hand, the band gap showed a strong bowing due
to the directionality of the Ti/Zr d orbitals, and as a result of this the CBO at a STO/STZO
heterojunction is not expected to be significant for STZO with low Ti content (which would
negatively affect carrier confinement for STO quantum wells). For the case of 50 % doping,
we find that a 1×1 SZO/STO superlattice layered along the [001] direction exhibits highly
interesting features, such as a direct band gap close to that of STO, and a highly dispersive
single band at the CBM with an effective mass similar to that of STO, making it a promising
material for enhancing carrier transport in perovskite titanates.
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Chapter 4
Hybrid Functional Calculations of
Point Defects and Hydrogen in SrZrO3
Using hybrid density functional theory, we investigate the impact of native vacancies and hy-
drogen impurities on the electrical and optical properties of cubic SrZrO3. Oxygen vacancies
(VO) form localized states and introduce deep donor levels in the gap. The formation energy of
VO is low when the Fermi level is near the valence band; VO will thus be a compensating center
in acceptor-doped SrZrO3, but will not give rise to unintentional n-type conductivity. Sr and
Zr vacancies (VSr/VZr) are acceptor-type defects, and have low formations energies when the
Fermi level is near the conduction band. Hole localization on oxygen dangling bonds is an im-
portant feature of these vacancies. VSr is most prevalent and can account for the luminescence
peak at 3.4 eV observed in Sr-deficient SrZrO3. Hydrogen impurities are found to preferen-
tially incorporate at an interstitial site (Hi), forming an O–H bond and acting as a donor. Hi
can also be stabilized as an acceptor, sitting midway between adjacent Sr atoms; the ε(+/−)
transition level is found at 0.44 eV below the conduction band minimum. Hydrogen can also
substitute on an oxygen site (HO), acting as a shallow donor. The formation energy of HO is
high compared to Hi, yet it is stable with respect to dissociation into Hi and VO.
4.1 Introduction
Strontium zirconate (SZO), with chemical formula SrZrO3, is a complex oxide with a num-
ber of useful properties for device applications. Its features a large dielectric constant [84],
resistance switching [58; 59], and ferroelectricity in artificial superlattices [61; 62]. SZO crys-
tallizes in the perovskite (ABO3) structure, a class of compounds that is currently of significant
research interest due to the emergence of novel interface phenomena [22; 85]. Moreover, per-
ovskite oxides such as SZO are promising electrolyte materials for use as protonic conductors
in solid oxide fuel cells (SOFCs) [9; 86; 87], which have huge potential for applications in
portable power supplies [88]. The use of protonic conducting electrolytes has the advantage
over traditional SOFC electrolyte materials which rely on the migration of oxygen ions, in that
far lower operating temperatures are required [9]. While cerate based perovskites (ACeO3, A
= Ba, Sr) were shown some time ago to have excellent proton conductivity [89; 90], high re-
activity with CO2 and water vapour makes them impractical from an applications perspective
[91; 92]. On the other hand, zirconate based perovskites (AZrO3, A = Ba, Sr) not only ex-
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hibit chemical stability, but have been shown to exhibit large bulk proton conductivities [86],
making them among the most promising electrolyte materials for the future development of
SOFCs.
Native point defects are known to play an important role in oxides, and in many cases
dominate the electronic and optical properties. For example, native defects commonly act
as carrier-compensation centres, introduce optically active states in the band gap [93; 94],
and are sometimes invoked as sources of free carriers [95]. Intentionally and unintentionally
incorporated impurities also affect the materials properties; among the impurities that can be
unintentionally incorporated during growth, hydrogen stands out [96].
Oxygen vacancies (VO) are donor-type defects, and are commonly invoked as a source or
explanation for many defect-related phenomena in oxides. For example in SrTiO3, VO is a shal-
low donor that gives rise to intrinsic n-type conductivity [97]. It is not yet clear whether or not
VO leads to n-type doping in SZO; however, Tang et al. [98] found that leakage current in SZO
thin-film dielectrics increases with anneal temperature, and the change was attributed to an
increase in VO concentration. Moreover, the formation of protonic defects in zirconate SOFCs
requires the dissociative adsorption of H2O in the presence of VO [9] – large concentrations of
VO are achieved via acceptor doping. Therefore, it is a requirement for SOFC applications that
VO has a low formation energy under p-type conditions; additionally, the interaction of this
defect with hydrogen is obviously important from an applications perspective.
The importance of cation vacancies in SZO is also yet to be established; however, first-
principles calculations of cation vacancies in SrTiO3 [99] and BaZrO3 [100] suggest that both
A- and B-site cation vacancies are acceptors, and can have low formation energies under certain
conditions. Results of positron annihilation spectroscopy measurements indicate significant
concentrations of cation vacancies in nominally undoped SrTiO3 films [101]. Recently, a broad
luminescence peak at 3.39 eV has been observed in Sr-deficient SZO [60]. This signal was
attributed to strontium vacancies (VSr), suggesting that VSr may form deep-level states in the
band gap of SZO, however this is yet to be confirmed.
Impurities may also affect the electronic properties. Hydrogen is known to occupy intersti-
tial sites (Hi) in many oxides. Hi is easily incorporated (often unintentionally) and can signifi-
cantly impact the electronic properties of the host material [96; 102]. Moreover, the properties
of this defect, including the preferred lattice site, are obviously crucial to understanding proton
transport [103]. Several lattice sites for Hi have been considered in calculations for perovskite
materials (see Fig. 4.1); for example, in SrTiO3 the positively charged H+i is predicted to form a
strong O–H bond, with an H–O–Ti angle of 76◦ in the (100) plane [104], whereas for BaZrO3,
the O–H bond is perpendicular to the Zr–O axis and parallel to the [001] direction [105]. In
both cases, Hi forms a strong O–H bond of approximately 1 A˚ in length. Another study of Hi
in BaZrO3 found that the negatively charged H−i is repelled by O, and prefers to locate midway
between adjacent Ba ions [106]. Hydrogen is also known to substitute at an oxygen site (HO)
in other oxides [107]; in the multicellular-bond configuration, HO has been reported to act as a
shallow donor. Formation of HO in SZO has not yet been explored.
Drawing concrete conclusions about point defects from experiment can be extremely dif-
ficult, and often requires many assumptions. Computational studies of point defects, in partic-
ular those based on density functional theory (DFT), can provide detailed microscopic infor-
mation; however, DFT calculations are hindered by the well-known band gap problem. This
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Figure 4.1: Possible sites occupied by interstitial hydrogen (Hi) in SrZrO3. In (a), the H atom
forms an O–H bond perpendicular to the Zr–O axis and parallel to the [001] direction. In (b),
the H atom forms an O–H bond at an angle α with the Zr–O bond. In (c), the H atom lies
along the line joining two adjacent Sr ions. Sr ions are represented by large (green) spheres at
the corner of the cubic primitive cell with Zr (blue) at the center. The O atoms (red) are at the
center of the faces. The H atoms are represented by small (dark grey) spheres.
can be particularly significant in wide band gap materials such as SZO, since the formation
energy of defects depends on the position of the Fermi level in the gap. The problem can be
overcome, however, by the use of screened hybrid functionals [31], which have been shown
to give an accurate description of semiconductor properties including the band gap [30] and
defect levels [108; 109].
Here, we use first-principles calculations based on hybrid density functional theory to in-
vestigate the properties of native vacancies (VSr, VZr, VO) and hydrogen impurities (Hi, HO) for
SZO in the cubic phase, with the aim to understand which are the dominant defects, and how
they affect the properties of SZO. Although the cubic phase is not the ground state at room
temperature [75], we expect the defect physics in the Pbnm orthorhombic phase to be very
close to that in the cubic phase, due to the very similar local environments in the two phases.
Moreover, in pseudomorphic structures, epitaxial SZO films assume a pseudocubic structure
when grown on cubic substrates [67].
4.2 Methodology
4.2.1 Computational Details
Our calculations are performed using DFT with the screened hybrid functional of Heyd, Scuse-
ria and Ernzerhof (HSE) [31; 47]. In this approach, the short-range exchange potential is cal-
culated by mixing a fraction of non-local Hartree-Fock exchange with the generalized gradient
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approximation (GGA) functional of Perdew, Burke and Ernzerhof (PBE) [46]. The long-range
exchange potential and the correlation potential are calculated with the PBE functional. The
screening length and mixing parameter are fixed at 10 A˚ and 0.25 respectively [110; 111]. The
valence electrons are separated from the core by use of projector-augmented wave potentials
(PAW) [51] as implemented in the VASP code [74]. For the present calculations, Sr 4s24p65s2,
Zr 4d25s2 and O 2s22p4 electrons are treated as valence. We note that the Zr pseudopotential
used here is different to that used in Chapter 3, the Zr 4d states are not treated as valence so as
to reduce the computational demand of the defect calculations. Defects are simulated using a
3×3×3, 135-atom, cubic supercell, a 2×2×2 k-point grid for integration over the Brillouin
zone, and an energy cut-off of 400 eV for the plane-wave basis set. Spin polarization is taken
into account.
4.2.2 Defect Calculations
For vacancy calculations, one atom is removed from the supercell and the remaining atoms
are allowed to relax. The substitutional defect HO is created by replacing a lattice O by H.
For Hi, several configurations are investigated as shown in Fig. 4.1. First, we consider a site
in which the H atom forms an O–H bond perpendicular to the Zr–O bond, oriented along the
[001] direction, as in Fig. 4.1(a). Second, a lower-symmetry site is considered in which the
H atom forms an O–H bond at an angle α (<90◦) with the Zr–O bond, with the H, O, and Zr
atoms residing in the same (100) plane, as shown in Fig. 4.1(b). A final site is considered in
which the H atom is located along the line joining two adjacent Sr ions (Fig. 4.1(c)).
For a defect Di in charge state q, the formation energy E f [D
q
i ] is calculated as [112]:
E f [Dqi ] = Etot[D
q
i ]−Etot[SZO]+µi+q ·EF +∆q , (4.1)
where Etot[D
q
i ] is the total energy of the supercell containing D
q
i , and Etot[SZO] is the total
energy of the defect-free supercell. The chemical potential µi represents the energy associated
with the reservoir with which atoms are exchanged; µSr is referenced to the total energy per
atom of bulk Sr in the f cc crystal structure, µZr to that of bulk Zr in the hcp structure, and µO
is referenced to half of the total energy of an O2 molecule. The electron chemical potential is
given by the position of the Fermi level (EF ), taken with respect to the valence-band maximum
(VBM) Ev. Finally, the term ∆q is the charge-state dependent correction due to the finite size
of the supercell [113; 114].
The defect charge-state transition level ε(q/q′) is defined as the Fermi level position below
which the defect is stable in the charge state q, and above which it is stable in charge state q′.
It is calculated as:
ε(q/q′) =
E f (Dqi ;EF = 0)−E f (Dq
′
i ;EF = 0)
q′−q , (4.2)
where E f (Dqi ;EF = 0) is the formation energy of D
q
i when the Fermi level is at the VBM (i.e,
for EF = 0).
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4.2.3 Chemical Potentials
Equation (4.1) shows that defect formation energies depend on the chemical potential of the
associated atomic species. The chemical potential can be related to experimental conditions
during growth or processing, such as temperature and pressure, and this quantity is a variable in
the formalism [112]. However, bounds are placed on these values by imposing the conditions
for stability of SZO in thermodynamic equilibrium:
µSr+µZr+3µO = ∆H f (SrZrO3) . (4.3)
In order to prevent formation of bulk Sr and Zr phases, and to prevent loss of O2, the chemical
potentials are bounded from above by
µSr,µZr,µO ≤ 0 . (4.4)
To prevent formation of secondary SrO and ZrO2 phases, it is required that:
µSr+µO ≤ ∆H f (SrO) , (4.5)
µZr+2µO ≤ ∆H f (ZrO2) . (4.6)
The quantities ∆H f (SrZrO3), ∆H f (SrO) and ∆H f (ZrO2) are the enthalpies of formation of
SrO, ZrO2 and SrZrO3, respectively, and these are calculated from first-principles. Combining
Eqs. (4.3) and (4.5) gives
µZr+2µO ≥ ∆H f (SrZrO3)−∆H f (SrO) . (4.7)
The inequalities in Eq. (4.6) and Eq. (4.7) allow us to describe the region of chemical potentials
in the µZr–µO plane for which SZO is stable (see Fig. 4.2).
4.3 Results and Discussion
4.3.1 Bulk Properties
We first present results for the structural and electronic properties of defect-free bulk cubic
SZO. The calculated lattice parameter and band gap for cubic SZO are listed in Table 4.1. The
calculated lattice parameter is 4.175 A˚, which is within 0.5 % of the experimental value of
4.154 A˚ [75]. The calculated indirect gap (R–Γ) is 4.70 eV, and the direct gap at Γ is 5.04 eV.
These HSE values are in reasonable agreement with B3LYP calculations by Sambrano et al.
[77], who reported indirect and direct gaps of 4.86 eV and 5.07 eV, respectively. The gap is
slightly reduced compared to that reported in Chapter 3, and this is due to the use of a different
pseudopotential. The band gap of the cubic phase has not been measured experimentally. For
the orthorhombic phase, the reported band gap values lie in the range of 5.2–5.6 eV [79; 80].
Our calculated direct band gap (at Γ) for the orthorhombic phase is 5.16 eV, close to the result
of Zhang et al. [80], who measured a band gap of 5.2 eV based on the absorption edge. The
fact that the orthorhombic phase has a band gap larger than the cubic phase is not unexpected,
since the orthorhombic distortion should widen the band gap [70; 72].
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band gap (eV)
a (A˚) Γ−Γ R–Γ
Present HSE 4.175 5.04 4.70
Other DFT PBEa 4.196 3.50 3.23
B3LYPb 4.144 5.07 4.86
Experiment 4.154c 5.2–5.6d
Table 4.1: Calculated equilibrium lattice parameter, as well as direct (Γ–Γ) and indirect (R–Γ)
band gaps for SrZrO3 in the cubic phase. Results from previous calculations and experiments
are listed for comparison.
aRef. [69].
bRef. [77].
cRef. [75].
dRefs. [80] and [79], for orthorhombic SZO.
4.3.2 Point Defects in SrZrO3
The region of chemical potential in the µZr–µO plane for which SZO is stable is illustrated in
Fig. 4.2. The boundaries of this region are defined by the following enthalpies of formation,
which have been calculated with the HSE functional: ∆H f (SrO) = −5.63 eV, ∆H f (ZrO2) =
−10.77 eV, and ∆H f (SrZrO3) = −16.85 eV. The upper (blue) line is given by Eq. (4.6), and
the lower (red) line is given by Eq. (4.7). Combinations of µZr and µO which fall between the
two boundaries lead to stable SZO; the corresponding µSr can be extracted from Eq. (4.3).
Within the SZO stability region, the oxygen chemical potential can in principle vary over
the wide range of −5.61 eV≤ µO ≤ 0 eV. In Table 4.2, we list defect formation energies for
µO = 0 eV and Fermi level at the VBM; the Zr chemical potential was set to µZr = –11.00
eV, i.e., between the limits set by Eq. (4.6) and Eq. (4.7), for simplicity, and µSr = –5.86
eV was obtained from Eq. (4.3). For the hydrogen impurity, there exists an upper bound on
µH to avoid formation of H2O, 2µH + µO ≤ ∆H f (H2O). Our calculated HSE value for the
formation enthalpy of H2O is ∆H f (H2O) = –2.68 eV (at T = 0 K), in good agreement with the
experimental value (–2.56 eV) [115], and so we set µH =−1.34 eV for µO = 0 eV. The results
presented in Table 4.2 are listed such that the reader can calculate the formation energies of
each defect for any set of chemical potentials (representing different growth conditions) using
Eq. (4.1).
For growth of SZO, there exists many different techniques, for which the chemical envi-
ronments are varied; for example, SZO grown by the floating zone technique is achieved at
very high tempeatures (∼ 2700 K) and in air (1 atm) [116]. At the other extreme, is low-
temperature, low-pressure growth by molecular beam epitaxy (T = 900 K and pO2 = 5×10−6
Torr) [62]. Other techniques, such as the solid state reaction process [117], or metalorganic
chemical vapour deposition [118], use temperatures and pressures between these extremes.
For convenience, we present results calculated using using a set of chemical potentials rep-
resenting moderate (or average) experimental conditions within the reported range; however,
§4.3 Results and Discussion 39
Defect Charge state E f (EF = 0) eV
0 4.97
VO +1 0.80
+2 –2.33
0 2.85
VSr –1 3.11
–2 4.05
0 7.36
–1 5.63
VZr –2 8.81
–3 9.49
–4 10.30
+1 –3.36
Hi 0 1.30
–1 5.18
HO +1 1.16
Table 4.2: The formation energy (E f ) of defects in SrZrO3 in different charge states, taking
µO = 0 eV, µZr = –11.00 eV, µSr = –5.86 eV, and µH = –1.34 eV. The Fermi level was set at
the VBM (EF = 0 eV).
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Figure 4.2: Chemical stability region for SrZrO3 in the µZr− µO plane. Combinations of µZr
and µO below the lower (red) line lead to precipitation of SrO, and in the region above the
upper (blue) line to precipitation of ZrO2. The region between the two lines corresponds to
chemical potentials for which SrZrO3 is stable. The value of µO = –1.94 eV, representing
growth conditions, and the corresponding µZr used to determine defect formation energies are
indicated.
it is emphasised that the choice of chemical potentials does not affect our key conclusions for
realistic values. In the following, we discuss formation energies for a set of chemical potentials
that represent growth at T = 1200 K and pO2 = 3.75 mTorr, corresponding to µO = –1.94 eV.
For µZr we take the midpoint of the allowed range, i.e., µZr = –7.11 eV, resulting in µSr =
–3.92 eV. For H-related defects, we consider a background partial pressure of pH2 = 10
−8 bar
at 1200 K, which corresponds to µH =−1.70 eV.
4.3.2.1 Oxygen Vacancies
The O atom in SZO is two-fold coordinated, bonded to two Zr atoms. Removing an O atom
leaves two Zr dangling bonds with d orbital character, which then form a bonding state at
an energy 1.26 eV below the conduction band minimum (CBM), and an antibonding state
resonant in the conduction band. In the neutral charge state, V 0O, the bonding state is doubly
occupied. The charge density of this gap state is shown in Fig. 4.3(a). The two Zr atoms are
displaced towards the vacant site by 0.22 A˚. In the positive charge state, V+O , the Zr atoms are
displaced slightly towards the vacancy, by 0.04 A˚, and the spin-up single-particle state in the
gap is located at 1.83 eV below the CBM. The unoccupied spin-down state is above the CBM.
Finally, in the doubly positive charge state, V+2O , the two Zr atoms are displaced slightly away
from the vacancy (by 0.002 A˚), and the unoccupied vacancy states are both resonant in the
conduction band.
Formation energies of VO in its various charge states are shown in Fig. 4.4. The charge-
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Figure 4.3: (a) Charge density isosurface for the gap state of the neutral oxygen vacancy V 0O in
SrZrO3; (b) spin density isosurface for the Sr vacancy, V−Sr ; (c) spin density isosurface for the
Zr vacancy, V−3Zr . The isosurfaces (yellow) correspond to 10% of the maximum density value.
state transition levels of VO, determined from Eq. (4.2), are represented by the intersection of
the formation energy lines. The calculated values are ε(+2/+) = 3.13 eV (1.57 eV below the
CBM) and ε(+/0) = 4.17 eV (0.53 eV below the CBM), indicating that VO is a deep donor in
SZO.
The formation energy of VO decreases as the Fermi level approaches the valence band,
indicating that this defect is a major compensating center under p-type doping, as would be
the case in acceptor-doped SZO for fuel cells [56], where VO is crucial to proton incorporation.
On the other hand, the formation energy of VO increases when the Fermi level approaches the
conduction band; combined with its deep-donor character, this indicates that VO does not cause
n-type conductivity in SZO.
4.3.2.2 Strontium Vacancies
Sr atoms in the cubic perovskite lattice are 12-fold coordinated by nearest-neighbor O atoms.
Removal of a Sr atom from the SZO lattice, while keeping the lattice unrelaxed, leaves two
holes in the valence band, indicating that VSr will act as a double acceptor. By slightly perturb-
ing the atomic positions around the vacancy, and allowing the atoms to relax, we observe that
the holes become localized on individual O atoms neighboring the vacancy, reducing the local
cubic symmetry. The broken-symmetry configuration, in which the two holes are localized, is
lower in energy by 1.1 eV than the configuration in which the O atoms are relaxed symmet-
rically around the vacancy. In the case of the negatively charged vacancy V−Sr , the single hole
is localized on one of the O atoms; this configuration is lower by 0.9 eV than a symmetric
configuration.
The formation energies of VSr in the neutral, −1, and −2 charge states as a function of
EF are shown in Fig. 4.5. The acceptor transition levels are at ε(0/−) = 0.3 eV and ε(–/–
2) = 0.9 eV, indicating that VSr is a deep acceptor. VSr is most stable in the –2 charge state,
except for Fermi levels within 0.9 eV of the VBM; such low values of EF are unlikely to occur
experimentally. The formation energy of V−2Sr decreases with increasing EF across the gap,
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Figure 4.4: Formation energy of the oxygen vacancy as a function of the Fermi level for the
neutral (V 0O), positive (V
+
O ) and +2 (V
+2
O ) charge states. The points where lines intersect cor-
respond to charge-state transition levels (Eq. (4.2)). Results are shown for µO = –1.94 eV,
representing growth conditions as described in the text.
indicating that VSr is a likely source of donor compensation.
The spin density for V−Sr , which roughly corresponds to the charge density of the unpaired
electron at the vacancy, is plotted in Fig. 4.3(b). The O atom with the unpaired electron is
displaced towards the vacancy by 0.90 A˚, giving rise to a localized state in the gap and resulting
in an S = 1/2 center. Similarly, at V 0Sr there are two unpaired electrons localized on opposing
O atoms with total spin S = 1. We note that these are paramagnetic centers that could in
principle be observed by electron paramagnetic resonance (EPR). Since the −1 and neutral
charge states are thermodynamically stable only when the Fermi level is close to the VBM,
which is experimentally unlikely to occur, optical excitation would be required to create the
paramagnetic states. In the case of V−2Sr , there are no gap states and the neighboring O atoms
relax symmetrically away from the vacancy.
Since VSr induces levels in the gap, we expect it to lead to deep-level luminescence. We
assume that VSr is initially in the −2 charge state. The defect can be excited in two ways:
first, by lifting an electron out of the defect state into the CB, corresponding to the process
V−2Sr → V−Sr + e−, where e− represents an electron at the CBM, and taking V−Sr in the same
atomic arrangement as V−2Sr (due to the Franck-Condon principle); this results in a calculated
absorption peak of 4.6 eV. The second possibility is excitation with above-band-gap light,
which creates electron-hole pairs. A hole can be trapped by the vacancy, again resulting in V−Sr
with an unoccupied defect state in the gap. Whatever the excitation mechanism, an excited
electron in the conduction band can then recombine with the hole at V−Sr , emitting a photon.
The emission peak can be calculated by considering the process V−Sr + e
−→ V−2Sr , taking V−2Sr
in the same atomic arrangement as V−Sr . The calculated emission energy is 3.3 eV, i.e., the
Stokes shift is 1.3 eV, as shown in Fig. 4.6(a). This calculated emission energy is in very good
agreement with a luminescence peak at 3.40 eV recently reported in Sr-deficient SZO [60].
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Figure 4.5: Formation energy of the strontium vacancy (VSr) as a function of the Fermi level for
the neutral (V 0Sr), negative (V
−
Sr ), and –2 (V
−2
Sr ) charge states. The points where lines intersect
correspond to charge-state transition levels. Results are shown for µSr = –3.92 eV.
The experimental absorption energy from the excitation spectrum was 4.58 eV, also in good
agreement with the calculation. We note, however, that these experiments were performed
for SZO in the Pbnm structure, while the calculations were performed for the cubic phase.
Our calculated emission and absorption peaks would be slightly larger if calculations were
to be performed for the orthorhombic system; however, the calculated fundamental gap of
the orthorhombic structure is only 0.3 eV higher than for the cubic phase, so any variation is
expected to be small.
4.3.2.3 Zirconium Vacancies
In SZO, each Zr is bonded to six O atoms, in an octahedral configuration. Removal of a Zr from
the crystal leaves oxygen dangling bonds that, combined, can accept up to four electrons. We
observe it is energetically more favorable for each of the four holes to be localized at individual
O atoms; in our calculations for V 0Zr, when symmetry breaking is allowed, four neighboring
oxygens move closer to the vacancy by 0.04 A˚. In a similar fashion, the charge states V−Zr , V
−2
Zr ,
and V−3Zr hold three, two, or one holes, respectively, and a corresponding number of neighboring
oxygens relax inwards. As an example, the spin density for V−3Zr , which is approximately equal
to the charge density for the unpaired electron at the vacancy, is plotted in Fig. 4.3(c), showing
localization on a single O atom.
The formation energy of VZr in different charge states as a function of EF is shown in
Fig. 4.7. E f [VZr] decreases with increasing EF position in the gap. The ε(0/−) transition
is inside the valence band, and therefore the neutral charge state is not stable. We find the
ε(−/− 4) transition level at 1.6 eV; the −2 and −3 charge states are not thermodynamically
stable, either.
A comparison of Figs. 4.5 and 4.7 shows that the formation energy of VZr is always higher
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Figure 4.6: Configuration coordinate diagram for excitation and emission energies associated
with (a) VSr and (b) VZr. In (a) an electron is excited from V−2Sr to the CBM; the electron
recombines with the hole at V−Sr . In (b) an electron is excited from V
−4
Zr to the CBM; the
electron recombines with the hole at V−3Zr .
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Figure 4.7: Formation energy of the zirconium vacancy (VZr) as a function of the Fermi level
for the neutral (V 0Zr) and negative (V
−
Zr , V
−2
Zr , V
−3
Zr , V
−4
Zr ) charge states. The points where lines
intersect correspond to charge-state transition levels. Results are shown for µZr = –7.11 eV,
representing growth conditions.
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Figure 4.8: Formation energy of hydrogen impurities as a function of the Fermi level for
interstitial (Hi) and substitutional (HO) configurations. Results are shown for µH = –1.70 eV
and µO = –1.94 eV.
than that of VSr, unless EF is higher than 4.1 eV. Considering that the chemical potentials µSr
and µZr only vary by 0.45 eV between the Zr-rich and Sr-rich limits, it can be concluded that
VSr is the most prevalent cation vacancy. Since SZO is an insulator, we expect that in the
absence of impurities the Fermi-level position will be determined by equivalent concentrations
of acceptors and donors. In this case, the Fermi level would be located at 2.6 eV, where the
formation energy of V−2Sr is equal to that of V
+2
O .
We also considered the possibility of VZr acting as a luminescence center. Under optical
excitation, a hole becomes trapped at VZr state; an electron in the conduction band then recom-
bines with the hole trapped at V−3Zr [Fig. 4.3(c)]. The predicted peak of the optical emission
occurs at 2.98 eV, as shown in Fig. 4.6(b).
4.3.3 Hydrogen Impurities
For interstitial hydrogen in the positive and neutral charge states, we find that the H atom
forms a strong O–H bond at an angle α<90◦ with the O–Zr bond, as shown in Fig. 4.1(b).
H+i forms an O–H bond of length 0.99 A˚ and at an angle α = 78
◦. We find that the site with
α = 90◦ [at which O–H and O–Zr are perpendicular, see Fig. 4.1(a)] is unstable and the H
atom spontaneously relaxes to its ground state configuration. In this configuration H lies in the
(100) plane; starting configurations with H displaced out of this plane always relax back to the
higher-symmetry configuration of Fig. 4.1(b). In the negative charge state, H−i prefers the site
along the line joining two adjacent Sr ions, equidistant from them, as shown in Fig. 4.1(c).
The formation energy of Hi is plotted as a function of EF in Fig. 4.8. Hi is stable in
the positive charge state for most Fermi-level positions; only when EF approaches the CBM
46 Hybrid Functional Calculations of Point Defects and Hydrogen in SrZrO3
does H−i become more stable, with the ε(+/−) transition located at 4.26 eV. This result is in
agreement with calculations using the weighted density approximation (WDA) [119], where a
transition ε(+/−) = 4.3 eV was reported for Hi in SZO.
We also investigate substitutional hydrogen. For hydrogen substituting on an oxygen site
(HO) we find a multicenter-bond configuration [107], in which H sits at the O site and stays
equally distant from its two nearest neighbor Zr atoms. The formation energy of HO is shown
in Fig. 4.8. Interestingly, the +1 charge state is stable over the entire range of EF , indicating
that HO acts as a shallow donor in SZO. Achieving actual n-type doping would probably not be
possible, of course, due to the low formation energy of compensating acceptors such as Sr and
Zr vacancies. Inspection of the band structure shows that HO forms a bonding state (between
the H 1s state and the gap state of V 0O) located at 4.01 eV below the VBM, indicating strong
bonding. The corresponding antibonding state is resonant with the conduction band; the extra
electron introduced by H occupies the lowest available energy state at the CBM, making HO a
shallow donor in SZO, as in a number of other oxides [107].
Since the formation of HO involves removal of a substitutional O atom, the formation
energy E f [HO] depends on µO. For the growth conditions assumed here (µO = –1.94 eV and
µH = –1.70 eV), E f [HO+] is 2.6 eV higher than E f [Hi+]. Still, HO is stable with respect to
dissociation into Hi and VO. The binding energy of H+O , calculated as E
b[H+O ] = E
f [H+i ] +
E f [V 0O])−E f [H+O ], is 0.45 eV. We note that HO is more likely to form during growth, as V+2O
and H+i , which are the stable charge states of the O vacancy and interstitial H, would repel each
other.
4.4 Summary
Using the HSE hybrid functional, we have investigated the role of native vacancies and the
hydrogen impurity in cubic SrZrO3. We find that VO is a deep double donor, and therefore VO
will not contribute to n-type conductivity in SZO. The formation energy of VO beomes very
low under p-type conditions, and therefore this defect is likely to compensate acceptor dopants,
such as in acceptor-doped SZO for use as a SOFC electrolyte material.
Cation vacancies are acceptor defects. When holes are present, localization occurs on oxy-
gen atoms neighboring the vacancy, significantly affecting formation and transition energies,
and giving rise to a paramagnetic defect state. The oxygen atom on which the hole is local-
ized relaxes inwards towards the vacancy, resulting in a reduced-symmetry configuration. As
a consequence, both VSr and VZr form deep acceptor states. It is likely that both VSr and VZr
will be fully ionized (for realistic values for the Fermi energy), however under illumination,
the resulting paramagnetic states could be observed by EPR.
Our results show that VSr has a lower formation energy than VZr for realistic values of
the Fermi energy in SZO, and therefore we conclude that among cation vacancies, VSr will
dominate under typical growth conditions (and in the absence of doping). Our calculations
reveal that radiative recombination at VSr produces a luminescence peak at 3.3 eV, close to the
signal at 3.40 eV recently observed in Sr-deficient SZO [60], thus explaining the origin of this
optical emission.
For hydrogen, we find that Hi is stable in the +1 charge state for most of the range of
EF , and prefers to occupy an off-axis site, forming an O–H bond of length 0.99 A˚; as was
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found for BaZrO3 [106], Hi is amphoteric, with the negatively charged defect moving to a site
halfway between adjacent Sr ions – the charge transition level ε(+/−) was found to be about
0.44 eV below the CBM. Hydrogen can also be trapped at a VO site, forming a substitutional
defect HO, which acts as a shallow donor, forming a multi-center bond. The formation energy
of this defect is higher than that of Hi, but with a binding energy of 0.45 eV with respect to
dissociation into H+i and V
0
O, suggesting that hydrogen trapped in this way is stable.
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Chapter 5
Overcoming the d0 Rule for
Multiferroic Crossover in Perovskite
Oxides
Proper ferroelectricity in ABO3 perovskite oxides appears to be incompatible with the presence
of d electrons at the B-cation, a phenomenon which has been dubbed the “d0 rule” and remains
to be fully understood. Through first-principles calculations of the LaBO3 series, where B is
a d0− d8 cation from the 3d-block, we find that increasing the d orbital occupation initially
removes the tendency for a polar distortion. However, remarkably, for high spin d5− d7 and
d8 cations a strong ferroelectric instability is recovered. This effect is explained in terms of
the reduced p− d energy gap to the right of the 3d-block, and in terms of increased p− d
vibronic coupling via the σ -bonded axial d eg orbitals. Possible routes to overcome the d0 rule
are discussed, particularly with regard to competing centrosymmetric distortions. Finally, we
demonstrate that if a magnetic ferroelectric phase can be stabilized, for d5−d7 B-cations a re-
markably strong magnetoelectric coupling exists via the multiferroic crossover effect, whereby
switching the spin state strongly affects the ferroelectric polarization, and potentially, manip-
ulation of the polarization with an externally applied electric field could induce a spin state
transition.
5.1 Introduction
The apparent mutual exclusion of ferroelectricity and magnetism in ABO3 perovskite oxides
has both fascinated and puzzled researchers in the field of multiferroics for decades [120; 121].
It is generally known that the presence of d-electrons at the B-site cation, which is a require-
ment for magnetism, reduces or removes the tendency for noncentrosymmetric distortions of
the BO6 octahedra, a phenomenon which has been dubbed the “d0 rule”. While there has
been much progress in this field, the mutual exclusion between ferroelectricity and magnetism
remains to be fully understood [122].
Perovskite oxides undergo various symmetry lowering distortions so as to decrease their
total energy. In the case of a ferroelectric material, the noncentrosymmetric distortions of BO6
octahedra leads to breaking of inversion symmetry and a net macroscopic electrical polariza-
tion [14]. It is more common, however, for ABO3 perovskites to undergo centrosymmetric
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distortions involving the tilting and rotation of BO6 octahedra [123]. It has been suggested that
competition with such centrosymmetric distortions precipitates the ferroelectric d0 rule [120].
Ferroelectricity in perovskite oxides can have different origins, e.g., from canted spins in
frustrated magnets [15], or from size and electrostatic effects in the hexagonal phase [124];
however, in this work, by using the term ferroelectricity we are implicitly referring to “proper”
ferroelectricity. Here, p−d covalent bonding between the B-cation d states and surrounding O
2p states can stabilize the ferroelectric phase, which is characterized by a shift of the B-cation
sublattice with respect to that of the surrounding O ions [14]. Examples of proper ferroelectrics
include the classic cases of BaTiO3 and PbTiO3, where the Ti4+ ion does indeed have a d0
electron configuration, and therefore both BaTiO3 and PbTiO3 are non-magnetic ferroelectric
perovskites, consistent with the d0 rule. It has recently, however, been pointed out by Bersuker
[125], that certain 3dn (n > 0) magnetic cations should be unstable against a pseudo Jahn-Teller
(PJT) driven ferroelectric distortion. This proposition suggests that there is no fundamental
explanation for the ferroelectric d0 rule within the PJT theory for ferroelectricity, although
an examination of experimental results suggests, at least empirically, that magnetic B-cations
(almost) never exhibit proper ferroelectricity.
With the above information in mind, in this chapter, the interaction of ferroelectricity and
magnetism in ABO3 perovskites is investigated. Additionally, possible routes to stabilizing a
magnetic ferroelectric phase are discussed; finally, the potential for coupling of the magnetic
and electrical polarization is investigated, as such a magnetoelectric effect promises to deliver
new and novel device functionalities for multiferroic perovskites [126; 127].
5.2 Methodology
Calculations are performed within the density functional theory (DFT) using the screened hy-
brid functional of Heyd, Scuseria and Ernzerhof (HSE) [31]. We use predominantly the stan-
dard implementation HSE06, where the screening length and mixing parameter are fixed to
10 A˚ and 0.25 respectively. While the inclusion of 25% Hartree-Fock in the calculation of
the exchange potential gives a highly accurate account of the atomic and electronic structure
[30], for the calculations in Fig. 5.7 and Fig. 5.9, the mixing parameter is reduced to 0.125
so as to give a more accurate description of the spin splitting [29; 128]; the same is done for
the spin splittings presented in Table 5.4. The valence electrons are separated from the core
by use of the projector augmented wave (PAW) [51] pseudopotentials as implemented in the
VASP package [74]. The energy cutoff for the plane wave basis set is 500 eV. For the 5-atom
primitive cells a 6×6×6 k-point grid is used for integrations over the Brillouin zone. For the
20-atom supercells a 4×4×3 grid is used, and for the 135-atom PbTiO3 supercells a 2×2×2
grid is used. For the single phase perovskites studied in Section 5.3.2 and in Section 5.3.3.1,
full optimization of the lattice vectors is allowed, and the internal coordinates are relaxed until
the forces are less than 0.001 eV/A˚. For the 135-atom supercells used in Section 5.3.3.2, the
lattice vectors are fixed to the experimental values for PbTiO3 (a = 3.904 A˚, c = 4.1575 A˚
[129]), and the internal coordinates are relaxed until the forces are less than 0.01 eV/A˚. The
phonon frequencies are calculated using the method of finite differences.
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Figure 5.1: (a) The unit cell of an ABO3 perovskite oxide with a cubic crystal structure. The B-
cation is at the centre of the unit cell and is 6-fold coordinated to oxygen. (b) The same system
with a tetragonal ferroelectric distortion. The distortion is characterized by an elongation of
the c-axis compared to the in-plane lattice vectors, as well as a shift of the B-cation with
respect to the surrounding O-ion octahedron; the internal distortions break inversion symmetry,
leading to a net macroscopic electrical polarization. The A-cation of the perovskite structure
is represented by a green sphere, the B-cation is blue, and O ions are red.
5.3 Results and Discussion
5.3.1 Perovskite Ferroelectricity and the Pseudo Jahn-Teller Effect
The cubic crystal structure of a perovskite oxide is shown in Fig. 5.1(a). The A-cation is 12-
fold coordinated to oxygen, and generally, the interaction with the surrounding O ions is ionic,
in that the A-cation valence electrons are transferred to the O ion 2p band without significant
hybridization. On the other hand, the B-cation (shown here at the center of the unit cell) is 6-
fold coordinated to oxygen, and the B-cation d states will generally show a significant covalent
interaction with the O 2p states. A basic molecular orbital diagram for the O 2p and B-cation d
covalent interaction is shown in Fig. 5.2. The O 2p and B-cation d states will form bonding and
antibonding states, with the former having predominant O 2p character, and the latter having
predominant B-cation d character. Due to the octahedral crystal field, the free ion d band is
split into a t2g triplet and an eg doublet, which for which the p−d interaction is pi-bonding and
σ -bonding, respectively.
Perovskite oxides can deviate from the ideal cubic geometry presented in Fig. 5.1(a). For
the case of a proper ferroelectric distortion, the B-cation at the center of the cubic unit cell
will shift in a direction opposite to that of the surrounding O-ion octahedron, leading to a
net electrical polarization, as shown in Fig. 5.1(b). The driving force for such a distortion is
described within the PJT theory; the changes in the geometry will obviously affect the nuclear-
nuclear and nuclear-electron potential energy terms in the Hamiltonian of the system, and
this can be treated approximately within perturbation theory. For the distorted system, the
Hamiltonian (H) can be expanded as follows [130],
H = H0+
(
δU
δQ
)
Q+
(
δU2
δQ2
)
Q2+ ... , (5.1)
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where H0 is the unperturbed (undistorted) Hamiltonian, Q is the displacement of the normal co-
ordinate from the original position, and U represents the nuclear-nuclear and nuclear-electron
potential. To the second order, the energy of the distorted system is,
E = E0+Q
〈
ψ0
∣∣∣∣ δUδQ
∣∣∣∣ψ0〉+ Q22
〈
ψ0
∣∣∣∣ δ 2UδQ2
∣∣∣∣ψ0〉+Q2∑
n
∣∣∣〈ψ0 ∣∣∣ δUδQ ∣∣∣ψn〉∣∣∣2
(E0−En) . (5.2)
Here, ψ0 is the ground state wavefunction of the unperturbed system with energy E0, and ψn
are excited states with energy En. The correction to the wavefunction is as follows,
ψ = ψ0+Q∑
n
〈
ψ0
∣∣∣ δUδQ ∣∣∣ψn〉
E0−En ψn . (5.3)
The second term in Eq. 5.2 is the first order correction, and describes the Jahn-Teller (JT)
effect, which arises for the case of an orbitally degenerate ground state. The final two terms in
Eq. 5.2 are second order corrections, and describe the PJT effect (which is sometimes called
the second order JT effect). Therefore, the PJT effect is expressed as the sum of two terms
which describe the energy change induced by a PJT driven distortion (∆EPJT),
∆EPJT = f00Q2+ f0nQ2 , (5.4)
where,
f00 =
1
2
〈
ψ0
∣∣∣∣ δ 2UδQ2
∣∣∣∣ψ0〉 (5.5)
f0n =∑
n
∣∣∣〈ψ0 ∣∣∣ δUδQ ∣∣∣ψn〉∣∣∣2
(E0−En) . (5.6)
The PJT effect provides the driving force for ferroelectric distortions in perovskite oxides
[125]. Whether or not a polar ferroelectric phase is favoured depends on the relative strengths
of the contributions f00 and f0n in Eq. 5.4. The term f00 described by Eq. 5.5 is always positive
– as the wavefunction ψ0 represents the ground electronic state for the unperturbed Hamil-
tonian, moving the coordinates along Q will always increase the total energy. Therefore f00
provides a restoring force that favours the undistorted phase. The term f0n is the so-called “vi-
bronic term”, which lowers the total energy as it corresponds to the response of the electronic
wavefunction to the distortion, which as can be seen by Eq. 5.3, is the mixing of ψ0 with ap-
propriate excited states, ψn. The matrix elements 〈ψ0|δU/δQ|ψn〉 in Eq. 5.6 are only non-zero
if ψ0 and ψn have the same spin, and due to the denominator (E0−En) it is clear that a strong
polar distortion requires that low-lying excited states exist, with the same spin-multiplicity as
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Figure 5.2: A molecular orbital diagram for an ABO3 perovskite. The bonding states (pi and
σ ) have predominant O 2p character, the antibonding states (pi∗ and σ∗), have predominant
B-cation d character. For simplicity, only the valence states are included, and the A-cation
orbitals have been neglected.
the ground state. For PJT driven ferroelectricity, one can envision three possible scenarios: (i)
when f00 f0n, the system will be stable against a ferroelectric distortion, (ii) when f00 ∼ f0n,
the two phases have a similar energy, and (iii) when f00 f0n, the system will strongly prefer
the polar phase.
For the case of perovskite oxides, the vibronic term of Eq. 5.6 describes how a ferroelectric
distortion is driven by increased overlap of O 2p states with the d states of the B-cation [125].
From Eq. 5.6, it is clear that the strength of the vibronic coupling between a p and d orbital
depends on, firstly, how strongly the overlap of the orbitals is increased by the distortion,
〈p|δU/δQ|d〉, and secondly, the energy gap between the two states (Ep−Ed). In principle,
the O 2p states can form covalent bonds with the non-axial t2g orbitals, or the axial eg orbitals.
The t2g states lie at a lower energy than the eg states, and so according to the denominator
in Eq. 5.6, should lead to a greater hybridization with O 2p states, suggesting the pi-bonding
p− t2g interaction is dominant in driving ferroelectricity; on the other hand, both the d eg
states and the O 2p states are axial in nature, and therefore have a greater potential for overlap
(and hence covalency), so one could also argue that the σ -bonding p− eg interaction is more
important.
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5.3.2 The LaBO3 Series
To understand better the interplay between ferroelectricity and magnetism in ABO3 perovskites,
and to investigate the ferroelectric nature of dn magnetic B-cations, we study the LaBO3 series,
where B represents all of the possible B-cations (in the 3+ charge state [131]) across the 3d-
block (i.e., B = Sc3+(d0), ..., Cu3+(d8)). The electron configuration for each B-cation under
study is presented in Table 5.1. For d4− d7 B-cations, the octahedral crystal field splitting
leads to two possible orbital configurations, known as the low spin (LS) and high spin (HS)
states, which maximize and minimize spin pairing respectively (in some cases an intermediate
spin (IS) state is also possible). As representative examples of the electronic structure for the
LaBO3 systems, the density of states (DOS) is plotted for LaScO3 and HS LaFeO3 in Fig. 5.3,
as well as the expected orbital filling of the B-cation d band. As can be seen, LaScO3 has
a d0 electron configuration, and the DOS bares a close resemblance to the molecular orbital
diagram illustrated for an ABO3 perovskite in Fig. 5.2. On the other hand, HS LaFeO3 has a d5
configuration in which each d orbital is singly occupied; moreover, the DOS strongly differs
from that of LaScO3, as there exists a strong exchange-splitting of the Fe 3d band, as well as
increased p−d hybridization.
As previously discussed, in the simple cubic perovskite structure, the B-cation is 6-fold
coordinated to oxygen, in a configuration that is symmetrical with respect to inversion. One
common way to study the tendency for a perovskite to exhibit a ferroelectric distortion, is
to calculate the zone-center phonon modes for this high symmetry cubic phase – a positive
frequency indicates stability against a spontaneous distortion, an imaginary frequency, or soft
mode, indicates that the system is unstable [132]. Upon calculating the eigenvectors of the
dynamical matrix, we identify that one of the zone-center phonon modes involves the vibration
of the B-cation against the O-ion octahedron – it is the softening of this mode that is associated
with a ferroelectric instability [120]. In Table. 5.2, the frequencies of the ferroelectric mode
(ωFE) are presented for each LaBO3 perovskite. As a further test, the lattice vectors and
internal coordinates are presented for the LaBO3 systems under study. The relaxations are
started from a nearly cubic structure, however a small ferroelectric distortion is present. The
systems that favour a ferroelectric distortion relax so as to increase the internal polarization and
the c/a axis ratio. On the other hand, systems which do not favour a ferroelectric distortion
relax back to a paraelectric (cubic) structure, without internal distortions and with c/a = 1. It
is noted that the crystal structures presented here do not necessarily represent the ground state
phases of these LaBO3 perovskites; however, the aim here is only to investigate the ferroelectric
instability of these B-cations, and competition between phases will be discussed later.
Looking at Table 5.2, starting with LaScO3, a strong ferroelectric instability is present –
the ferroelectric phonon mode is softened (ωFE = 155.7i cm−1), and the system is strongly
tetragonal (c/a = 1.25) with ferroelectric distortions of the ScO6 octahedron. This result is
somewhat expected as Sc3+ has the typical d0 configuration for a ferroelectric B-cation. Mov-
ing across the d-block for Ti3+, V3+, and Cr3+, as electrons are added to the B-cation the
ferroelectric instability begins to disappear, and as the ferroelectric mode is hardened the para-
electric structure is preferred. The observed trend with increasing occupation of the d band
is entirely as expected, and in accordance with the d0 rule. What is somewhat surprising is
that for HS d5− d7 and d8 cations, the ferroelectric instability is recovered. For HS LaFeO3,
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Spin-state Elec. Config. S
Sc3+ d0 0
Ti3+ d1; t2g(↑)1 1/2
V3+ d2; t2g(↑)2 1
Cr3+ d3; t2g(↑)3 3/2
Mn3+ LS d4; t2g(↑)3t2g(↓)1 1
HS d4; t2g(↑)3eg(↑)1 2
Fe3+ LS d5; t2g(↑)3t2g(↓)2 1/2
IS d5; t2g(↑)3t2g(↓)1eg(↑)1 3/2
HS d5; t2g(↑)3eg(↑)2 5/2
Co3+ LS d6; t2g(↑)3t2g(↓)3 0
IS d6; t2g(↑)3t2g(↓)2eg(↑)1 1
HS d6; t2g(↑)3t2g(↓)1eg(↑)2 2
Ni3+ LS d7; t2g(↑)3t2g(↓)3eg(↑)1 1/2
HS d7; t2g(↑)3t2g(↓)2eg(↑)2 3/2
Cu3+ d8; t2g(↑)3t2g(↓)3eg(↑)2 1
Table 5.1: The electron configuration (Elec. Config.) of each B3+ cation is shown. Also shown
is the total spin quantum number S.
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Figure 5.3: In (a), the projected partial density of states is plotted for LaScO3 (top) and high
spin (HS) LaFeO3 (bottom). The dotted red line represents O 2p states, the solid blue and
purple lines represent respectively the t2g (dxy, dxz, dyz) and eg (dz2 , dx2−y2) orbitals of the B-
cation 3d band. In (b) and (c), the d orbital configurations are shown for Sc3+ and HS Fe3+
respectively.
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B-cation Spin-state ωFE (cm−1) a (A˚) c (A˚) La B O1 O2 ∆EFE (meV)
Sc3+ 155.7i 3.893 4.783 0.000 0.423 0.834 0.294 0.327
Ti3+ 46.6i 3.950 3.959 0.000 0.456 0.952 0.437 0.009
V3+ 3.0i 3.863 4.023 0.000 0.484 0.983 0.474 0.006
Cr3+ 53.9 3.785 3.785 0.000 0.500 0.000 0.500 −
Mn3+ LS 87.9 3.809 3.809 0.000 0.500 0.000 0.500 −
HS 50.7 3.880 3.940 0.000 0.489 0.988 0.485 0.009
Fe3+ LS 142.6 3.786 3.786 0.000 0.500 0.000 0.500 −
IS 80.9 3.839 3.839 0.000 0.500 0.000 0.500 −
HS 87.8i 3.800 4.620 0.000 0.440 0.842 0.319 0.076
Co3+ LS 131.4 3.775 3.775 0.000 0.500 0.000 0.500 −
IS 97.7 3.815 3.815 0.000 0.500 0.000 0.500 −
HS 118.1i 3.807 4.577 0.000 0.443 0.827 0.309 0.079
Ni3+ LS 112.3 3.815 3.815 0.000 0.500 0.000 0.500 −
HS 47.4i 3.758 4.632 0.000 0.453 0.841 0.318 0.208
Cu3+ 61.3i 3.830 4.010 0.000 0.468 0.938 0.414 0.015
Table 5.2: The frequency of the ferroelectric phonon mode (ωFE) for each LaBO3 perovskite
in the cubic phase (at Γ) is shown. An imaginary frequency suggests a ferroelectric instabil-
ity, a positive frequency suggests the system is stable against a ferroelectric distortion. The
relaxed lattice vectors and internal coordinates are also shown for the LaBO3 systems. Inter-
nal coordinates are given in lattice units along the c direction, which is the direction that ions
are displaced in a ferroelectric distortion. For systems that prefer the ferroelectric phase, the
energy lowering (with respect to the paraelectric phase) associated with the distortion is also
presented as ∆EFE .
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LaCoO3, and LaNiO3, and for LaCuO3, the ferroelectric mode is softened, and the polar dis-
tortion becomes energetically favoured over the paraelectric phase. The HS state of LaMnO3
exhibits a slight ferroelectric distortion (c/a = 1.02), with a total energy only slightly lower
than the paraelectric phase; as described in section 5.3.1, this system can be thought of as type
(ii), with f00 ∼ f0n.
It is noted here that the apparent coupling of the electrical polarization to the spin state
is enormous – for the d5− d7 cations, switching between spin states leads to a phase change
between a paraelectric and a ferroelectric structure, i.e., these cations exhibit the multiferroic
crossover effect [125]. For example in Fig. 5.4 the crystal structure of LS and HS LaFeO3 is
shown (as obtained in Table 5.2). In the LS state, the system is cubic, in the HS state, the unit
cell is tetragonal and the atomic positions show strong polar distortions. To further illustrate
this, also in Fig. 5.4, the ferroelectric nature of LS and HS LaFeO3 is demonstrated by moving
the Fe ion from the central (paraelectric) position to an off-center (ferroelectric) position. The
LS state of LaFeO3 exhibits a single well profile with a global energy minimum at the central
position. On the other hand, the HS state exhibits a deep double-well profile with minima at
the off-centred positions, similar to what is displayed by other ferroelectric materials such as
BaTiO3 and PbTiO3 [14].
With it now established which magnetic cations exhibit a strong tendency for a ferroelectric
distortion, the next step is to develop a model as to why, in terms of the microscopic and quan-
tum mechanical effects that drive magnetism and ferroelectricity. The systematic reduction of
the ferroelectric instability with orbital filling for the d0− d3 B-cations is in accordance with
the d0 rule. A possible explanation for this effect has been discussed by Khomskii [121] in
terms of two contributing factors: (i) the presence of unpaired d electrons will inhibit the for-
mation of a p−d bonding spin singlet state (↑↓ − ↓↑) due to the exchange interaction, and (ii)
the population of the antibonding orbitals (with predominant d character) should also weaken
the p− d covalent bond. However, these explanations clearly break down for the case of HS
d5−d7 and d8 B-cations. For example, HS Fe3+ has 5 unpaired d electrons, and therefore the
influence of the“pair-breaking effect” of the exchange interaction should be very strong, and
moreover there is a significant population of the antibonding states, yet LaFeO3 shows a strong
ferroelectric instability.
We identify two factors that contribute to stabilization of the polar phase for HS d5− d7
and d8 B-cations which can be understood within the PJT theory for ferroelectricity. From
Eq. 5.6, it is clear that the strength of the vibronic coupling between a p and d orbital depends
on several factors: (i) whether or not the promotion of an electron from the occupied p state
into the unoccupied (or partially occupied) d state conserves the spin of the system [125], (ii)
the matrix element, 〈p|δU/δQ|d〉, which describes whether or not the distortion increases the
p− d overlap, and (iii) the energy gap between the two orbitals (Ep−Ed). In describing the
first contributing factor to the recovery of dn ferroelectricity for HS d5−d7 and d8 B-cations,
we notice that these cations all lie to the right of the 3d-block. LaScO3 has a p− 3d band
gap of nearly 5 eV, however moving to the right of the d-block the increased nuclear charge
should bind the d-electrons more tightly, and reduce the p− d energy gap; this would reduce
the denominator in Eq. 5.6, and increase the p−d vibronic interaction. In Fig. 5.5, we plot the
energy difference between the band center of the O 2p band and that of the B-cation 3d band
for the LaBO3 systems [133]. As can be seen, to the left of the 3d-block the average energy
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Figure 5.4: Crystal structure of LaFeO3 in the low spin (a) and high spin (b) states. In (c), the
total energy of LaFeO3 (LFO) is calculated as a function of the Fe ion position in the unit cell,
presented as a fraction of the c-axis lattice vector.
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Figure 5.5: (a) On the left the ground state orbital configuration (Ψ0) is shown for high spin
Fe3+ in LaFeO3. On the right, the same orbital configuration is shown however an electron has
been promoted from the O 2p band into the eg band of Fe3+, the label Ψ
eg
1 indicates that this
is the lowest energy excited state involving promotion of an electron into the eg band. As can
be seen Ψ0 and Ψ
eg
1 have the same spin S = 5/2, and so Ψ
eg
1 contributes to the summation in
Eq. 5.6. (b) The energy difference between the O 2p and B-cation 3d band centres is plotted
for the LaBO3 series.
of the B-cation 3d band lies at a much higher energy than the O 2p band. However, moving
to the right of the 3d-block the energy gap is systematically reduced, and for d5− d7 and d8
cations the O 2p and B-cation 3d bands lie at a similar energy such that the potential for PJT
driven ferroelectricity is greatly increased.
The second contributing factor to the recovery of dn ferroelectricity for HS d5− d7 and
d8 B-cations can be seen by noticing that PJT driven ferroelectric distortions are favoured for
d orbital configurations with a large number of unpaired electrons (or half-filled orbitals) –
as is demonstrated in Ref. [125], the promotion of an electron from a fully occupied O 2p
orbital into a half-filled d orbital conserves the spin of the system (which is a requirement
for PJT vibronic coupling); obviously, the HS states of the d5− d7 cations have a maximal
number of unpaired electrons (as opposed to the LS or IS states). Interestingly, it is noticed
that all of the HS d5− d7 and d8 cation have a d orbital configuration involving a half-filled
eg band, which would enhance the PJT σ -bonding p− eg interaction, and this should provide
a strong driving force for ferroelectricity: as the O 2p and B-cation 3d eg orbitals are axial
in nature, the matrix elements 〈p|δU/δQ|deg〉 are expected to be large. Pseudo Jahn-Teller
§5.3 Results and Discussion 61
vibronic coupling between the σ -bonding orbitals requires that the promotion of an electron
from O 2p states at the top of the valence band into the eg band conserves the spin of the
system [125]. This is demonstrated in Fig. 5.5, where the ground state orbital configuration
for HS LaFeO3 is compared with that of an excited state where an electron has been promoted
from an O 2p state into the eg band. Here, spin is clearly conserved. This will be true for all
B-cations with half filling of the eg band, i.e., HS d5− d7 and d8 B-cations, and importantly,
a similar analysis shows that this is not true for all other systems under study (d1− d4 and
LS d5− d7 B-cations). Therefore, to conclude this section, we propose that the recovery of
a strong ferroelectric instability for HS d5− d7 and d8 B-cations is due to the strong p− d
interaction arising from half-filled d orbitals, and from the reduced p− d energy gap to the
right of the 3d-block.
The above discussion for the LaBO3 perovskites should be quite generalizable for these
B-cations if the A-cation is replaced. To confirm this, we studied the ferroelectric properties
of LS and HS CeFeO3. This allows us to confirm the key findings from above, namely: (i)
a strong ferroelectric instability for a half-filled eg band (which is absent for other orbital
configurations), and (ii) the strong coupling of the ferroelectric polarization to the spin state.
Indeed, we find that for HS CeFeO3 the ferroelectric phonon mode is softened with ωFE =
97.5i cm−1, and the relaxed structure is tetragonal with c/a= 1.24 and strong polar distortions;
for LS CeFeO3 the ferroelectric mode is hardened to ωFE = 112.5 cm−1 and the system relaxes
back the paraelectric phase. Therefore, the behaviour of Fe3+ in LaFeO3 is well reproduced in
CeFeO3.
5.3.3 Overcoming the d0 Rule
5.3.3.1 Single Phase ABO3 Perovskites
As discussed above, LaFeO3, LaCoO3 and LaNiO3 can potentially exhibit the multiferroic
crossover effect, and this strong coupling of the electrical and magnetic polarization is highly
desirable from a multiferroic device perspective. However, unfortunately, these materials pre-
fer to undergo centrosymmetric distortions, rather than a polar one. Specifically, LaCoO3 and
LaNiO3 exhibit rhombohedral distortions [134; 135], whereas LaFeO3 is orthorhombic [136].
The importance of competitive distortions in the d0 rule has already been stressed previously
[120]. Such distortions can originate from the JT effect, or, in the absence of a JT distortion,
the PJT effect can also give rise to centrosymmetric distortions [137]. One possible route
to suppressing these competing distortions is via strain. Tensile strain is known to inhibit
orthorhombic and rhombohedral distortions, and favours a polar tetragonal phase [17]. It is
therefore possible that through substrate engineering of thin films, the LaBO3 systems stud-
ied above could be stabilized in the polar tetragonal phase via strain. A second approach to
suppressing the competing centrosymmetric distortions is via the choice of the A-cation. It is
a well known empirical fact that the tilting and rotation of BO6 octahedra depends strongly
on the relative sizes of the A and B cations [138]. A larger A-cation compared to a smaller
B-cation will inhibit these distortions. For perovskites of the A3+B3+ charge ordering, La3+
is already very large, and replacing the A-cation with most of the alternative 3+ cations (e.g.,
other the rare earth ions) would increase the tendency for competing centrosymmetric dis-
tortions. One possibility is to focus on A2+B4+O3 systems, as 2+ cations are expected to be
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Figure 5.6: The partial density of states (DOS) for low spin (LS) (top) and high spin (HS)
(bottom) BiCoO3. The DOS has been shifted so that the Fermi level is at zero.
larger – indeed, the well known ferroelectric perovskites PbTiO3 and BaTiO3 have the A2+B4+
charge ordering. Surprisingly, there has been far less work on magnetism, or multiferroicity, in
the A2+B4+O3 perovskites. Focusing on d-fillings which can lead to the multiferroic crossover
effect, i.e., d5− d7, and taking into account that Cu will not form in the 4+ charge state, the
possible B-site cations are Co4+ and Ni4+. For large A-cations in the 2+ charge state Sr2+,
Ba2+ and Pb2+ are plausible candidates. A survey of the literature suggests that in most cases
the different combinations of these A- and B-cations will result in a ground state structure in the
hexagonal phase [139; 140; 141], which commonly occurs when an A-cation is much larger
than the B-cation. For the case of SrCoO3, it was indeed reported that the centrosymmetric
distortions were suppressed, and the cubic structure is the ground state phase [142]. However,
SrCoO3 has an IS ground state with a t42ge
1
g orbital filling which, as we have shown, does not
lead to a strong ferroelectric instability.
A perhaps more promising route to stabilizing the ferroelectric phase of a magnetic B-
cation, is by selecting an A-cation that stabilizes the tetragonalization of the unit cell. A classic
example of this effect is PbTiO3, where the high-lying 6s state hybridizes strongly with nearby
O 2p states; this hybridization enhances tetragonality, and stabilizes a strong ferroelectric dis-
tortion of the TiO6 octahedron [14]. In the class of magnetic ferroelectrics, this phenomenon
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appears to be exemplified by BiBO3 perovskites, and in particular BiCoO3. BiCoO3 represents
a rare case of a magnetic perovskite with a tetragonally distorted structure (isostructural with
PbTiO3) as the ground state [143]. This has been confirmed experimentally, and supports the
behaviour predicted for HS Co3+ in Table 5.2.
As BiCoO3 contains a Co3+ B-cation, according to the results presented for Co3+ in Ta-
ble 5.2, this system should exhibit the multiferroic crossover effect. Our calculations suggest
that BiCoO3 has a HS configuration as the ground state with C-type antiferromagnetic order-
ing, and a strongly tetragonal (c/a = 1.29) crystal structure with large internal ferroelectric
distortions (for more information on this system see Ref. [144]) – a
√
2a×√2b×2c, 20-atom
BiCoO3 cell is used to account for the magnetic configuration. Importantly, we find that in the
LS state the axis ratio is reduced to c/a = 1.08, and the internal ferroelectric distortions are
greatly reduced; this result confirms the multiferroic crossover effect for BiCoO3. It follows
then, that as the electrical polarization of BiCoO3 is affected by switching the spin state, poten-
tially, manipulation of the electrical polarization – e.g., by strain, or by an externally applied
electric field – could induce spin crossover. This idea is supported by recent first-principles
calculations based on the generalized gradient approximation (GGA) [145], where the para-
electric phase of BiCoO3 was reported to prefer the LS state. However, the LS state was found
to be metallic which would prevent switching via an applied electric field. It should be pointed
out though, that these predictions for the electronic and magnetic structure should not be con-
sidered to be reliable, as the GGA cannot accurately predict the band gaps of semiconductors,
and because the GGA will overly favour the LS state due to the large self-interaction error [29].
Using advanced hybrid functional calculations, in Fig. 5.6 we are able to confirm that
BiCoO3 is semiconducting in both spin states, with band gaps of 2.3 eV and 1.2 eV for HS and
LS BiCoO3, respectively. This result suggests that an applied electric field could be used to
manipulate the internal polarization. The hybrid functional calculations are also able to give an
accurate treatment of the HS – LS splitting of spin crossover systems [29; 128], and therefore
we are able to more accurately predict the way in which changes in the electrical polariza-
tion will affect the spin state energetics. An applied field can reduce the internal polarization
of a ferroelectric material [146], and force the internal coordinates to be closer to that of the
paraelectric phase. In Fig. 5.7, the dependence of the spin state energetics on the ferroelec-
tric polarization is presented for BiCoO3. The internal coordinates are fixed by interpolating
between that of the relaxed HS geometry and the paraelectric phase, however at each point
we allow relaxation of the lattice vectors. As can be seen, at the polar HS geometry, the total
energy of the HS state is far lower than that of the LS state. As the internal polarization is
reduced, the HS – LS splitting is reduced and at about the halfway point of the interpolation
the LS state becomes the ground state (note that we also performed test calculations for other
magnetic configurations of the HS state, and also for the IS state to confirm that the LS state
becomes the ground state). Figure 5.7 provides a good first indication for electric field control
of magnetism in BiCoO3, i.e., changes in the internal polarization strongly affect the relative
energies of the HS and LS states; we propose experimental studies to confirm this magneto-
electric effect.
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Figure 5.7: The total energy (per formula unit) of low spin (LS) and high spin (HS) BiCoO3 is
plotted as a function of the generalized coordinate. To model the dependence of the spin state
energetics on the polarization, the internal coordinates are moved continuously from those of
the relaxed high spin structure (generalized coordinate = 1) to a paraelectric structure (gener-
alized coordinate = 0).
5.3.3.2 Magnetic Doped Ferroelectrics
One additional avenue to stabilize a magnetic ferroelectric phase, and to exploit the multifer-
roic crossover effect, is to dope a nominally non-magnetic ferroelectric material with magnetic
cations. To demonstrate this, we have studied the ferroelectric and multiferroic properties of
magnetic dopants in PbTiO3; experimentally, these dopants have been shown to be success-
fully incorporated into PbTiO3 [147]. As we have already shown, the multiferroic crossover
effect is most strongly exhibited by d5−d7 cations; Mn, Fe, Co and Ni can all have a d orbital
filling in this range, depending on the charge state – these dopants can have either a 4+, 3+, or
a 2+ oxidation state in this system, and the preferred charge state will depend on the oxidation
conditions during growth or annealing [148]. We study B-site doping of PbTiO3 by construct-
ing 3×3×3 135-atom PbTiO3 supercells, and replace a single Ti atom with a d5−d7 dopant;
the charge state of the dopant is modified by adding or removing electrons from the supercell.
The charge states and electron configurations for each of the d5− d7 dopant ions considered
are listed in Table 5.3.
As was found for the single phase perovskites studied above, the d5− d7 dopants under
study exhibit the multiferroic crossover effect, whereby a LS (or IS) to HS spin-state transition
is accompanied by a strong increase in the ferroelectric character of the dopant geometry.
To demonstrate this, in Fig. 5.8, we show the distortions around the dopant atom for the LS
and HS states of Co3+:PbTiO3 and Ni3+:PbTiO3. The local coordinates in the LS state more
closely resemble those of a paraelectric system: for example, for the case of Co3+:PbTiO3
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TM Spin-state Elec. Config. S
Mn2+ LS d5; t2g(↑)3t2g(↓)2 1/2
IS d5; t2g(↑)3t2g(↓)1eg(↑)1 3/2
HS d5; t2g(↑)3eg(↑)2 5/2
Fe3+ LS d5; t2g(↑)3t2g(↓)2 1/2
IS d5; t2g(↑)3t2g(↓)1eg(↑)1 3/2
HS d5; t2g(↑)3eg(↑)2 5/2
Fe2+ LS d6; t2g(↑)3t2g(↓)3 0
IS d6; t2g(↑)3t2g(↓)2eg(↑)1 1
HS d6; t2g(↑)3t2g(↓)1eg(↑)2 2
Co4+ LS d5; t2g(↑)3t2g(↓)2 1/2
IS d5; t2g(↑)3t2g(↓)1eg(↑)1 3/2
HS d5; t2g(↑)3eg(↑)2 5/2
Co3+ LS d6; t2g(↑)3t2g(↓)3 0
IS d6; t2g(↑)3t2g(↓)2eg(↑)1 1
HS d6; t2g(↑)3t2g(↓)1eg(↑)2 2
Co2+ LS d7; t2g(↑)3t2g(↓)3eg(↑)1 1/2
HS d7; t2g(↑)3t2g(↓)2eg(↑)2 3/2
Ni4+ LS d6; t2g(↑)3t2g(↓)3 0
IS d6; t2g(↑)3t2g(↓)2eg(↑)1 1
HS d6; t2g(↑)3t2g(↓)1eg(↑)2 2
Ni3+ LS d7; t2g(↑)3t2g(↓)3eg(↑)1 1/2
HS d7; t2g(↑)3t2g(↓)2eg(↑)2 3/2
Table 5.3: The charge states and electron configurations (Elec. Config.) of each of the d5−d7
transition metal (TM) dopants is shown. Also shown is the total spin quantum number S.
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Figure 5.8: Local distortions around the dopant induced by spin-crossover. Geometries are
shown for low spin (LS) and high spin (HS) Co3+ and Ni3+ ions in PbTiO3. The [001] and
[001¯] Co – O bond lengths, and the [100] O – Co – O bond angles are indicated. Pb atoms are
shown in green, O are red, Co are blue, and Ni are gold.
the [001] and [001¯] Co – O bond lengths are similar, namely 2.10 A˚ and 1.87 A˚ respectively.
Additionally, the [100] O – Co – O bond angle is 173.2◦, close to the 180◦ expected for the
tetragonal symmetry without internal distortions. In contrast, for the HS state, the structure
exhibits strong ferroelectric-like distortions characterized by the displacement of the dopant
ion with respect to the surrounding O6 octahedral cage. This effect is exemplified by the
variation in the c-axis Co – O bond lengths. The [001] Co – O bond is significantly elongated
to 2.55 A˚, whereas the [001¯] bond is shortened to 1.74 A˚. The [100] O – Co – O bond angle also
decreases to 154.3◦ – a significant deviation from the LS structure. We note that for undoped
bulk PbTiO3, the corresponding [001] and [001¯] Ti – O bond lengths are 2.35 A˚ and 1.81 A˚
respectively, and the [100] O – Ti – O bond angle is 161.6◦. Thus, LS and HS Co3+ ions
induce a reduction and increase, respectively, of local ferroelectric distortions when compared
to bulk PbTiO3. The results are qualitatively the same for Ni3+:PbTiO3; in Table 5.4, the B
– O bond lengths and O – B – O bond angles are presented for the LS, IS and HS states of
each of the d5−d7 dopants under study. Clearly, an obvious trend is observed for an increased
ferroelectric-like distortion in the HS state, when compared to the LS (or IS) states.
The energy differences between the spin states are also listed in Table 5.4. It can be seen
that, in some cases, there exists excited spin states with an energy only slightly higher than the
ground state – this suggests magnetic metastability, and the potential for spin crossover [149;
150]. For example, Ni3+ has a HS ground state, however the LS state was calculated to be only
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Bond length (A˚) Bond angle (◦)
TM Spin TM – O [001] TM – O [001¯] O – TM – O [100] Energy (eV)
Mn2+ LS 2.14 1.82 169.9 1.485
IS 2.40 2.07 165.7 0.708
HS 2.51 2.01 156.6 0.000
Fe3+ LS 2.07 2.03 176.9 1.357
IS 2.32 2.05 155.1 0.803
HS 2.52 1.91 155.8 0.000
Fe2+ LS 2.12 1.86 172.2 1.304
IS 2.45 1.92 161.4 1.211
HS 2.49 1.85 157.3 0.000
Co4+ LS 2.11 1.74 170.9 -0.006
IS 2.48 1.76 158.6 0.054
HS 2.45 1.74 158.5 0.000
Co3+ LS 2.10 1.87 173.2 0.350
IS 2.41 1.96 164.9 1.008
HS 2.55 1.74 154.3 0.000
Co2+ LS 2.32 2.15 179.3 0.085
HS 2.47 1.94 159.3 0.000
Ni4+ LS 2.08 1.82 172.9 -0.428
IS 2.30 1.97 168.3 -0.078
HS 2.38 1.82 161.4 0.000
Ni3+ LS 2.02 1.82 173.1 0.003
HS 2.39 1.82 161.4 0.000
Table 5.4: Local distortions around the dopant in transition-metal (TM) doped PbTiO3 in the
low spin (LS), intermediate spin (IS) and high spin (HS) states. The distortions are character-
ized by the TM – 0 [001] bond lengths, and the O – TM – O [100] bond angle. Also included
is the energy of each spin state, referenced to the total energy of the HS state.
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Figure 5.9: The difference in the total energy of low spin (LS) and high spin (HS) Ni3+:PbTiO3
is plotted as a function of the internal ferroelectric polarization. Starting at the relaxed HS ge-
ometry (generalized coordinate = 1), the system is moved such that the internal coordinates
reflect a paraelectric structure. A positive value of the curve implies the HS state is the mag-
netic ground state, a negative value implies that the LS state is preferred.
3 meV higher in energy. As can be seen from Table 5.4, there exists several other systems that
exhibit a metastable magnetic state with an energy only slightly higher than the ground state.
The large conformational changes in the local structure induced by spin crossover for these
dopants has important consequences from an applications perspective. The key requirement of
spin crossover materials is magnetic bi-stability, and it is therefore important that the excited
state is stable and with a finite lifetime after switching, e.g., by an applied laser. We find that
the relaxation energies associated with the different spin states of each dopant are enormous.
For example, in Co3+:PbTiO3 the HS state is the ground state by 350 meV (compared to the
LS state), however at the relaxed LS geometry, the LS state has a lower energy by 284 meV
– since the LS state is the ground state at these coordinates, if a Co3+ in PbTiO3 is in the LS
state, energy must be put into the system so as to relax back to the ground state. This suggests
that the metastable LS state would indeed be stable, or even possibly that switching would be
non-volatile.
As seen above, the changes in the local geometry surrounding the dopant induced by
switching the spin state are ferroelectric in nature – this immediately suggests potential for
magnetoelectric coupling. As discussed with regard to BiCoO3, the internal polarization of a
ferroelectric can be manipulated by application of an electric field, and the dielectric response
is primarily characterized by the displacement of the B-cation with respect to the O ions in
the surrounding octahedron (similar to what is seen in Fig. 5.8). Focusing on Ni3+:PbTiO3
(which had the smallest HS – LS splitting), the ground state was the HS state; however, an
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appropriately applied external field would reduce the internal polarization, and the dopant ion
would move in a direction opposite to surrounding O ions, and the local coordinates could be
modified to more closely resemble the LS coordinates – this could change the relative energies
of the LS and HS states and lead to an electric field induced spin crossover. To demonstrate
this effect, in Fig. 5.9, the HS – LS splitting is plotted starting from the relaxed geometry of
HS Ni3+:PbTiO3 (generalized coordinate = 1), and to mimic the effect of an applied electric
field, the internal coordinates are slowly moved to that of a paraelectric structure (generalized
coordinate = 0), while allowing the lattice vectors to relax. Initially, the HS state has a lower
energy, but as the system is moved towards a paraelectric structure the LS state becomes the
magnetic ground state. This demonstrates that the multiferroic crossover effect provides a new
route to electric field manipulation of magnetism in the magnetic doped PbTiO3 systems.
5.4 Summary
In this Chapter, using the LaBO3 series as a model, we have investigated the interaction be-
tween ferroelectricity and magnetism in ABO3 perovskites. For the B-cations studied, moving
to the right of the 3d-block, it was found that initially, increasing the occupation of the B-cation
d orbital decreases the tendency for a ferroelectric distortion, which is in agreement with the
ferroelectric d0 rule. However, a surprising result was found for HS d5−d7 and d8 cations, in
that a strong ferroelectric instability was recovered. This result was explained in terms of an
enhanced pseudo Jahn-Teller driven ferroelectric instability for these cations. Possible routes
to overcome the ferroelectric d0 rule were discussed; one approach to stabilize a magnetic fer-
roelectric phase is to use Bi as the A-cation, as this stabilizes a strong tetragonalization of the
unit cell. Also considered, was to use d5−d7 cations as dopants in a non-magnetic ferroelec-
tric materials such as PbTiO3. Finally, it was demonstrated that d5−d7 B-cations will exhibit
the multiferroic crossover effect, whereby switching between spin states can strongly affect
the ferroelectric polarization; moreover, the manipulation of the polarization will also affect
the relative energies of the different spin states, which suggests the possibility of electric field
control of magnetism.
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Chapter 6
Band Offsets and Polarization Effects
in Wurtzite ZnO/Mg0.25Zn0.75O
Superlattices
Using first-principles calculations within the generalized gradient approximation (GGA) we
investigate the band offsets, built-in electric fields and band gaps of (0001)-oriented wurtzite
ZnO/Mg0.25Zn0.75O superlattices, including the dependence on superlattice geometry and strain.
The band alignment across the heterojunction is also investigated using the screened hybrid
functional HSE. Significant built-in electric fields form inside the quantum well region that
are found to be tunable over the range 0.24 MV/cm ≤ Ew ≤ 0.63 MV/cm, and potentially up
to 1 MV/cm by varying the relative width of the well and barrier regions. The valence band
offset at the ZnO/Mg0.25Zn0.75O interface is calculated to be 0.25−0.26 eV using the GGA. A
test calculation using the hybrid functional HSE results in a slightly smaller value of 0.18 eV,
and the discrepancy is explained in terms of the over hybridization of the Zn 3d states with
the O 2p valence band for the case of the GGA calculation. Calculated values for the valence
band offset are found to be insensitive to variations in superlattice geometry and strain. The
band gap of the superlattice is determined by the competing effects of quantum confinement
and the quantum-confined Stark effect, with the former being more dominant for the systems
investigated. These findings will be useful in the design and optimization of ZnO/MgxZn1−xO
superlattices for electronics and optoelectronics applications.
6.1 Introduction
Wide band gap semiconductors, particularly those with a wurtzite structure, are of interest for
a range of technological applications involving thin-film heterostructures. For example, III-V
systems such as GaN/In(Al)N have been widely adopted into optoelectronic devices such as
quantum well (QW) lasers and light emitting diodes (LEDs) operating in the UV/blue regime
[151; 152]. Wurtzite structures lack inversion symmetry leading to macroscopic polarization
effects at the heterointerface, including bound sheet-charges, large built-in electric fields and
the formation of a high mobility two-dimensional electron gas (2DEG) which is currently
being exploited in nitride-based device technologies such as high electron mobility transistors
(HEMTs) [153]. ZnO and its ternary alloy MgxZn1−xO, have been under intensive investigation
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as alternative device materials due to a number of outstanding properties, some of which being
far superior to the more conventional III-V compounds. These include a larger exciton binding
energy of 60 meV (compared to 25 meV for GaN) as well as the availability of large native
substrates for epitaxial growth of high quality thin-films [154; 155].
Alloying of Mg into ZnO increases the magnitude of the fundamental band gap [156],
allowing MgxZn1−xO to be exploited as a barrier material in QW structures for electronic de-
vices. Moreover, Mg incorporation affects the ZnO crystal structure in two important ways:
(i) an increase in the magnitude of the spontaneous polarization [157], and (ii) an increase in
the in-plane lattice constant [156], such that an in-plane strain is present at a ZnO/MgxZn1−xO
interface resulting in piezoelectric polarization. Consequently, a discontinuity arises in the
macroscopic polarization, both spontaneous and piezoelectric, at a lattice-matched hetero-
interface between ZnO and MgxZn1−xO, creating bound sheet charges and the confinement
of a two-dimensional electron layer. In recent years, development of growth processes such
as molecular beam epitaxy (MBE) [158] have seen a drastic improvement in the quality of
ZnO epilayers such that atomic precision is now available, with 2DEG mobilities as high
as 300 000 cm2V-1s-1 at cryogenic temperatures [159]. In fact, remarkably, the quality of
ZnO/MgxZn1−xO layers is now so high that the integer and fractional quantum hall effects
have been observed [160; 161].
Progress in the understanding of the ZnO/MgxZn1−xO interface properties is developing at
a rapid rate; however, current knowledge is not at the detailed level as that of III-nitride systems
which have benefited from several decades of investigation. To date, many important properties
of the interface remain controversial. For example the valence and conduction band offsets
(VBO/CBO), which are both fundamental properties of the interface [162] as well as input
parameters for non self-consistent simulations [163; 164], are still not agreed upon. It has been
suggested that, based on the “common anion rule”, the VBO at the ZnO/MgxZn1−xO interface
should be negligible [165; 166]. Using the indirect method of obtaining the band offset ratio
(CBO:VBO) as a fitting parameter to spectral data, Ohtomo et al. [167] reported this quantity
to be 90:10. Somewhat larger, using first principles calculations, Janotti et al. [168] reported
the VBO to be 19% of the total band offset for a ZnO/MgO interface. Another experimental
study, also based on fitting the ratio CBO:VBO to spectra, but including the effects of the
exciton-phonon interaction, found the VBO to be an even more significant portion of the total
band offset with the CBO:VBO ratio determined in the range 60:40-70:30 [169]. This result
is supported by the recent investigation of Su et al. [170], using a direct measurement of the
band offsets at a ZnO/Mg0.15Zn0.85O junction by X-ray photoelectron spectroscopy (XPS), the
CBO:VBO ratio was found to be close to 60:40 [170].
At the ZnO/MgxZn1−xO interface, where charge monopoles are formed due to the polar-
ization discontinuity, large built-in electric fields arise which affect significantly the optical
properties of the QW [153]. Bretagnon et al. [171] and Morhain et al. [172] have evaluated
the strength this field to be 0.9 MV/cm in ZnO/Mg0.22Zn0.78O QWs based on the magnitude
of the shift in the exciton transition energy caused by the quantum confined Stark effect. In a
similar system (x = 0.22), Makino et al. [173] reported a somewhat smaller 0.65 MV/cm for
the built-in electric field and attributed the discrepancy to a geometrical effect — the strength
of the electric field in the QW may be reduced if the barrier region is sufficiently narrow [174].
Moreover, for epitaxial layers strain effects must be considered and piezoelectric contributions
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to the polarization may be significant [157]. Indeed, both experimental [175] and theoretical
studies [176; 177; 178] of wurtzite III-nitride systems have shown that the properties of the su-
perlattice, including the strength of the built-in electric field and band offsets, strongly depend
on the superlattice geometry and strain. The sensitivity of ZnO/MgxZn1−xO to variations in
these conditions is still not known in detail.
In the present paper, we report fundamental properties of the ZnO/MgxZn1−xO interface
including the band offsets, built-in electric fields and band gaps, and investigate the effects of
superlattice geometry and strain using first-principles calculations. Agreement is found with
recent experiments [171; 172] for the magnitude of the built-in electric field. We show that the
strength of the electric field, as well as the band gap, is a function of superlattice geometry and
that variations are well explained by electrostatic arguments and by considering confinement
effects in the QW. Importantly, we report that the VBO is comparable in magnitude to that
of the CBO and that this quantity is highly insensitive to superlattice geometry. Strain effects
for ZnO/MgxZn1−xO layers are considered by lattice matching to MgxZn1−xO substrates in the
doping range 0≤ x≤ 0.50, however, due to the excellent match for the in-plane lattice constant
of ZnO and MgxZn1−xO (near 1% for x = 0.5) strain effects are found not to be significant in
this case.
6.2 Methodology
6.2.1 Computational Details
Using periodic superlattices (SL), we simulate multiple quantum well (MQW) structures con-
sisting of an infinite number of repeating ZnO (well) and MgxZn1−xO (barrier) regions. We
perform all-electron density-functional theory (DFT) calculations within the generalized gradi-
ent approximation (GGA) of Perdew, Burke and Ernzerhof [46] as implemented in the DMol3
code [53; 54]. All calculations are DMol3-GGA unless explicitly stated otherwise. The wave-
functions are expanded in terms of a double-numerical quality localized basis set with a real-
space cutoff of 9 Bohr. Test calculations are also performed using the screened hybrid func-
tional of Heyd, Scuseria, and Ernzerhof (HSE) [31], as implemented in the VASP package [52].
The mixing parameter and screening length are set to 0.33 and 10 A˚ respectively [179]. For
the VASP calculations the valence electrons are treated within the projector augmented wave
(PAW) [51] pseudopotential approach with a 500 eV energy cut off for the plane wave basis set.
Using periodic boundary conditions, we construct ZnO/Mg0.25Zn0.75O(0001) MQW structures
with varying well and barrier thickness. Superlattice structures consist of consecutive layers
along the [0001] direction with Zn-face polarity, each layer containing 8 atoms (four O and
four Zn/Mg) and with dimensions 2a×2a× c/2, where a and c are the lattice constants of the
wurtzite primitive cell. Figure 6.1(a) displays the geometry of a single layer (undoped) viewed
down the c-axis. We construct the QW region to consist of pure ZnO, while in the barrier
region a single Zn atom is replaced by a Mg atom per layer to achieve the desired 25% doping
concentration. We denote the number of layers in the well (barrier) region as m (n), such that
any superlattice is described as (m+n), with dimensions 2a×2a× (m+n)c/2. Figure 6.1(b)
displays an example for the (6+4) ZnO/MgxZn1−xO SL. We note the formation of two differ-
ent interfaces which we label “type A” (MgxZn1−xO/ZnO) and “type B” (ZnO/MgxZn1−xO).
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Figure 6.1: (a) A single layer of pure ZnO, viewed looking down the c-axis (top view). The di-
rection of the lattice vectors is indicated. (b) Atomic structure of a (6+4) ZnO/Mg0.25Zn0.75O
superlattice. The dashed vertical lines represent an interface labelled type “A” or “B”. The
small dark (red) spheres indicate O atoms, large spheres represent Zn (dark/purple) and Mg
(light/white) atoms. The doped region contains a single Mg atom per layer (note: the Mg
dopant in the right most layer is hidden behind a Zn atom).
The Brillouin zone integrations are performed using a 9× 9× 6 k-point grid for the wurtzite
supercell and an equivalent mesh for the SL calculations, i.e., we use a 5× 5× 2 grid for the
(6+4), 2a×2a×5c 80 atom SL. For SLs of varying sizes we use the same/similar sampling of
reciprocal space. We impose the condition of pseudomorphic growth, i.e., the in-plane lattice
constants of the SL are fixed to that of pure ZnO or MgxZn1−xO (which is the relevant exper-
imental case if a ZnO or MgxZn1−xO substrate is used [171; 172]).We subsequently perform
atomic relaxations of the SL in which the in-plane lattice constant is fixed while the c-axis and
internal parameters are relaxed to find the minimum energy.
6.2.2 Built-in Electric Field
For the all-electron DMol3 calculations, the magnitude and direction of the built-in electric
field inside the well and barrier regions can be determined from the energy shift of a selected
core-level eigenvalue [180]. We use the binding energy of the O-1s core level in each layer
(taking the mean of the four O atoms per layer gives an average for the microscopically inho-
mogeneous potential). For a constant electric field along the [0001] direction, the electrostatic
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potential (and the O-1s binding energy) varies linearly in space; the slope of the line of best fit
in each region corresponds to the built-in electric field (E) [180],
E =
∆ECLb
∆z
. (6.1)
Here, ECLb is the binding energy of the O-1s core level and z is the distance along the [0001]
direction.
6.2.3 Valence Band Offset
To calculate the VBO at the ZnO/Mg0.25Zn0.75O interface, we adopt a method used widely
in all-electron calculations by again utilizing the energy shift of a core level eigenvalue [177;
180]. The VBO is calculated as follows
∆Ev = (∆E
MgZnO
O1s,VBM−∆EZnOO1s,VBM)+∆EZnO/MgZnOO1s,O1s , (6.2)
where ∆Ev represents the VBO. In the above “MgZnO” denotes Mg0.25Zn0.75O. The term in
the brackets is the so-called bulk term, where EZnOO1s,VBM (and similarly E
MgZnO
O1s,VBM) is the energy
difference between the O-1s core level and the valence band maximum (VBM) in the respective
bulk materials, i.e., bulk ZnO and Mg0.25Zn0.75O (with in-plane lattice constant fixed to that of
the corresponding SL) without the formation of an interface. The term ∆EZnO/MgZnOO1s,O1s is known
as the interface term and is the difference between the O-1s core level binding energies of
ZnO and Mg0.25Zn0.75O at the interface plane; more precisely, ∆E
ZnO/MgZnO
O1s,O1s = E
MgZnO
O1s −EZnOO1s
where EZnOO1s and E
MgZnO
O1s are the O-1s core level binding energies in the ZnO and Mg0.25Zn0.75O
regions respectively. Thus, we find the interface term from a linear extrapolation of the O-1s
core levels in each region to the interface plane [177; 180], which is taken to be the mid-point
of the interface bond. As pointed out in Ref. [180], there is some uncertainty related to the
choice of the exact position of the interface plane. However, due to the relatively small electric
fields in the present system, it is found that the choice of any arbitrary point along the interface
bond does not significantly affect the result.
6.3 Results and Discussion
6.3.1 Bulk Properties
We investigate the fundamental properties of the parent compound, namely bulk ZnO in the
wurtzite phase. In Table 6.1, we present the calculated equilibrium values for the lattice con-
stants (a, c and c/a), the internal parameter (u), band gap (Eg) as well as the cohesive (Ec)
and formation (∆H) energies. For comparison results from other calculations, including those
performed within the GGA [181; 182] and the local density approximation (LDA) [157; 183],
as well as the relevant experimental quantities are presented [155; 184; 185; 186]. Our calcu-
lations show good agreement with previous GGA results; the small discrepancies with LDA
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Method a (A˚) c (A˚) c/a u Eg (eV) Ec (eV) ∆H (eV)
Present 3.287 5.307 1.615 0.379 0.81 7.40 2.84
GGAa 3.286 5.299 1.613 0.74 2.82
GGAb 1.614 0.380 7.69
LDAc 3.199 5.167 1.614 0.382 8.26
LDAd 3.195 5.160 1.615 0.379 0.80 3.50
Exp.e 3.250 5.204 1.602 0.382 3.44 7.52 3.60
Table 6.1: Lattice constants (a, c and c/a), internal parameter (u), band gap (Eg), cohesive
energy (Ec) and enthalpy of formation (∆H) of bulk wurtzite ZnO.
aRef. [181].
bRef. [182].
cRef. [157].
dRef. [183].
eRef. [155; 184; 185; 186].
SC a (A˚) c (A˚) c/a u Eg (eV) ∆E (eV)
(a) 3.287 5.303 1.613 0.379 0.957 0.000
(b) 3.287 5.305 1.614 0.379 0.947 -0.014
(c) 3.287 5.306 1.614 0.379 0.938 0.001
(d) 3.287 5.305 1.614 0.379 0.949 -0.015
Table 6.2: Lattice constants (a, c and c/a), internal parameter (u), band gap (Eg) and change in
total energy (∆E) of bulk Mg0.0625Zn0.9375O determined by simulation of 4a×4a×c supercells
(SC) (a), (b) , (c) and (d) as depicted in Fig. 6.2.
calculations are related to the underbinding of the GGA compared to the LDA, i.e., for GGA
larger lattice constants and smaller energetic quantities are typical [187]. Compared to experi-
ment, our calculations overestimate the lattice constants slightly (1-2 %). The calculated ther-
modynamic quantities agree reasonably well with experiment, particularly the cohesive energy
which is determined to within 1.6 % of experiment; the enthalpy of formation is underesti-
mated somewhat which is a consequence of the underbinding of the GGA [187]. Additionally,
as expected, our calculations under estimate the band gap significantly which is characteris-
tic of DFT GGA (and LDA) [188]. As has been found experimentally [155], deviation from
the ideal wurtzite geometry is noted, i.e., we calculate the parameters c/a and u to be 1.615
and 0.379 respectively, this is compared to c/a = 1.633 (
√
8/3) and u = 0.375 (3/8) for the
ideal case [189]. Consequently, spontaneous polarization along the c-axis is expected which is
increased in the non-ideal geometry [153; 189].
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Figure 6.2: 4a×4b×c, 64-atom Mg0.0625Zn0.9375O supercells with different Mg distributions.
The small dark (red) spheres indicate O atoms, the large spheres represent Zn (dark/purple)
and Mg (light/white) atoms.
In developing an understanding of phenomena at the ZnO/MgxZn1−xO interface, the prop-
erties of the bulk wurtzite MgxZn1−xO alloy are investigated. At this point, we note that for
the experimental case MgxZn1−xO alloys contain a certain degree disorder. Malashevich et al.
[157] performed a first-principles investigation of MgxZn1−xO and found that the Mg distribu-
tion does not significantly impact the properties of the alloy. Most importantly, Malashevich et
al. [157] found that the polarization, which is the key parameter affecting the properties of the
heterointerface, is mostly dependent on the Mg concentration and not the distribution. To con-
firm this finding and to ascertain the magnitude of uncertainties relating to the Mg distribution
in our study, we perform calculations for a 4a×4b×c, 64-atom Mg0.0625Zn0.9375O supercell in
which the Mg concentration is kept constant at 6.25% (two Mg atoms per supercell) while the
relative positions of dopant atoms is changed. Four configurations are considered, as illustrated
in Fig. 6.2. The 4a×4b× c supercell contains two layers along the c-axis. The configurations
in Fig. 6.2(a)–(c) are such that there is one Mg atom per layer where the position of the dopant
in the top layer is kept fixed, while that of the dopant in the bottom layer is varied. The struc-
ture in Fig. 6.2(d) is somewhat different in that both Mg atoms are placed in the top layer while
the bottom layer contains only Zn and O atoms. As summarized in Table 6.2, the uncertainties
related to Mg distribution are small. The lattice constants and internal parameter u are highly
insensitive to the variations; since u and the ratio c/a are direct indications of the spontaneous
polarization [153; 189], one can expect this quantity to also be insensitive to Mg distribution,
which is in agreement with the findings of Malashevich et al. [157]. The band gap shows small
variations, decreasing slightly as the dopants are brought closer together. A similar yet more
pronounced effect on the band gap has been observed for In clustering in InGaN alloys [190].
From the change in the total energy ∆E, which is taken with respect to that of configuration (a)
(dopants furthest apart), it is clear that the fluctuations in the total energy are very small with
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x a (A˚) c (A˚) c/a u Eg(eV)
0.0625 3.287 5.303 1.613 0.379 0.957
0.125 3.287 5.296 1.611 0.380 1.095
0.167 3.287 5.289 1.609 0.380 1.220
0.25 3.287 5.276 1.605 0.381 1.466
0.33 3.287 5.258 1.600 0.382 1.572
Table 6.3: Lattice constants (a, c and c/a), internal parameter (u) and band gap (Eg) of
MgxZn1−xO alloys for different Mg fractions (x).
different Mg placement (15 meV max) and there is no obvious trend; in fact, the total energy
difference for the configuration with the dopants furthest apart (a) and nearest to one another
(c) is only 1 meV. This indicates there is no tendency for clustering of Mg dopants. As such,
in all subsequent calculations the Mg atoms in our supercells are kept well apart.
We now consider the compositional dependence of the MgxZn1−xO alloy. MgxZn1−xO
is investigated in the doping range 0.0625 ≤ x ≤ 0.33 since a number of studies determined
x = 0.33 is the maximum doping fraction to remain stable in the wurtzite phase and without
MgO segregation [156; 191]. In all cases, we simulate the experimental case of MgxZn1−xO
grown epitaxially on a ZnO substrate and assume pseudomorphic growth such that the in-plane
lattice constant is fixed to that of pure ZnO while the c-axis and internal coordinates are relaxed.
We note that this restriction enforces a slight tensile strain, however due to the excellent match
for the in-plane lattice constant of ZnO and MgxZn1−xO [156] it is expected the effects of
this strain on the electronic structure to be small. The results are given in Table 6.3 where
the dependence of the atomic structure and fundamental gap on the Mg fraction is shown.
With increasing Mg content, the length of the c-axis exhibits a decrease which is in agreement
with experimental reports [156]. Importantly, with increasing x, the ratio c/a decreases while
the internal parameter u increases indicating an increase in the spontaneous polarization [153;
189]. Moreover, this indicates a polarization discontinuity at the ZnO/MgxZn1−xO interface
of increasing magnitude with increasing Mg fraction. It is also clear that Mg incorporation
increases the band gap of ZnO, which is in qualitative agreement with experiment [155; 156].
6.3.2 (5+5) ZnO/Mg0.25Zn0.75O Superlattice
We first consider a (5+ 5) ZnO/Mg0.25Zn0.75O SL, with an in-plane lattice constant matched
to pure ZnO (strain free QW). We study this system in detail as an example, and to demon-
strate the methodology. A barrier doping concentration of x = 0.25 is chosen since there have
been a number of experimental studies near this doping concentration which have focused on
determining the key properties of the interface [170; 171; 172].
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Figure 6.3: (a) Total Mulliken charge for each layer in the (5+5) superlattice. The direction of
the built-in electric field in the well (Ew) and barrier (Eb) regions is indicated. (b) Calculated
O-1s core level binding energies for a (5+ 5) superlattice. The mean O-1s level for each
layer is plotted as a function of distance along the [0001] direction (black squares). The built-
in electric field in the well (Ew) and barrier (Eb) regions are determined by fitting the linear
portion in each region. The interface term (∆EZnO/MgZnOO1s,O1s ) is determined from the difference in
the O-1s core level at the interface (labelled “interface B”) found by a linear extrapolation to
the interface plane.
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6.3.2.1 Built-in Electric Field
The (5+5) SL has a ZnO/Mg0.75Zn0.75O interface, at which there exists a discontinuity in the
macroscopic polarization [157]; consequently, bound sheet charges are formed giving rise to
built-in electric fields and affecting the local band structure at the interface. To demonstrate
this, the total Mulliken charge for each layer, calculated by summing the individual Mulliken
charges of each atom in the layer, is plotted in Fig. 6.3(a). In the bulk, since each layer con-
tains equal anion/cation contributions, it should be expected that the net Mulliken charge for
each layer is close to zero; at the interface, however, this is not the case. Interface charges can
be decomposed into dipole and monopole contributions arising respectively due to the sudden
shift in the electrostatic potential and the polarization discontinuity at the interface [192]. From
Fig. 6.3(a) local charge accumulation, in the form of interface monopoles, is clearly demon-
strated which is a direct consequence of the polarization discontinuity [192]. It is noted that
the monopole contribution to the interface Mulliken charge is large compared to that of the
dipole, which is in contrast to GaN/AlN [193]; this discrepancy may be related to the larger
band offsets in GaN/AlN [194]. Interface charges lead to built-in electric fields in each region,
Ew and Eb, of opposing direction as indicated. In Fig. 6.3(b), the mean O-1s core level bind-
ing energy for each layer is plotted as a function of distance along the [0001] direction. In
the bulk portion of each region, the electrostatic potential varies linearly as a result of interface
charges; least-squares fitting to the linear portion determines the magnitude of Ew and Eb. Also
demonstrated in Fig. 6.3(b) is the interface term (∆EO1s,O1s = EZnOO1s −EMgZnOO1s ) which is found
by extrapolating the O-1s core levels to the interface plane.
By analysis of the O-1s core levels in the (5+5) SL, the magnitude of the built-in electric
field in the well and barrier regions is evaluated to be 0.51 MV/cm and 0.56 MV/cm respec-
tively. The slightly higher value of Eb compared to Ew is due to the reduced c-axis length
in Mg0.25Zn0.75O compared to ZnO. Note, we are concerned only with the magnitude of the
electric fields (|Ew| and |Eb|), however from the Mulliken charge analysis in Fig. 6.3(a) and the
V-shaped potential profile in Fig. 6.3(b), it is clear that the fields in the well and barrier regions
point in opposite directions [177]. The calculated value of Ew is somewhat smaller than the
experimental value of 0.9 MV/cm obtained by both Bretagnon et al. [171] and Morhain et al.
[172] in ZnO/Mg0.22Zn0.78O QWs. Moreover, experimentally, the magnitude of Ew was found
to be linearly dependent on the Mg concentration in the barrier [171]. Extrapolating the exper-
imental Ew for the ZnO/Mg0.22Zn0.78O system to x = 0.25 gives a built-in electric field in the
QW of 1.02 MV/cm, which is twice our calculated value. However, as we will discuss below,
this discrepancy can be explained by electrostatic and geometric arguments.
The electromagnetic boundary condition requires that the displacement vector (D = εE +
P) be conserved across the heterointerface [174; 175], εwEw+Pw = εbEb+Pb where Ew (Eb),
εw (εb) and Pw (Pb) are the electric field, static dielectric constant and zero-field polarization
of the well (barrier) region. A second boundary condition, for a periodic superlattice, requires
that LwEw+EbLb = 0 in order to prevent divergence of the electrostatic potential. Combining
these two gives an expression for the built-in electric field in the QW which is a function
of the relative widths of the well and barrier regions [174; 175], Ew = Lb(Pb−Pw)/(εbLw +
εwLb). Thus, the electric field inside the QW reaches a maximum (Ew(max)) in the limit
Lb Lw, which is defined only by the difference in the polarization between the two regions
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Ew(max) = (Pb−Pw)/εw. The difference in the dielectric constants of the two mediums can be
assumed negligible [195; 196], leaving a description of the built-in electric field as a function
of the ZnO/MgxZn1−xO SL geometry in terms of the maximum electric field Ew(Lw,Lb) =
Ew(max)Lb/(Lb+Lw) [171].
The experimental measurement by Morhain et al. [172] was carried out for quantum wells
in the range 1.6 nm ≤ Lw ≤ 9.5 nm and with a barrier width of 200 nm. In this case the ge-
ometric term is close to unity, i.e., Lb/(Lb +Lw) ∼ 1, and the electric field should be near the
maximum value, Ew(max). The (5+5) SL in our calculation certainly does not satisfy the con-
dition Lb  Lw; considering the geometric arguments outlined previously, for the (5+ 5) SL
with Lb = Lw, Ew = Ew(max)/2. Thus, extrapolating our result to the limit Lb Lw, the maxi-
mum electric field for the (5+5) SL is twice the calculated value, i.e., Ew(max) = 1.02 MV/cm
which matches the experimental reports [171; 172]. It is noted that in the experimental case,
charge screening by free carriers can potentially reduce the magnitude of the built-in electric
field which could account for some of the slightly lower Ew values reported in the literature
[173; 197], as such we consider this result to be an upper-bound.
6.3.2.2 Band Offsets
Considering now the band offsets, we find the bulk and interface terms of Eq. 6.2 for the (5+5)
SL to be −0.48 eV and 0.22 eV respectively. With these values the magnitude of the VBO is
found to be 0.26 eV. The CBO is then calculated from the difference between the total band
offset (∆Eg) and the VBO [170]. Since band gaps from the GGA are unreliable, experimental
band gaps must be used to calculate the CBO. From experiment [156; 198], ∆Eg is 0.59 eV
and, using this value, the CBO is calculated to be 0.33 eV and the CBO:VBO ratio for the
ZnO/Mg0.25Zn0.75O system is 56:44. There is wide disagreement in the literature regarding
the magnitude of the VBO and the CBO:VBO ratio which has been reported as, or assumed to
be, anywhere in the range 60:40-90:10 [164; 167; 169; 172]. Our result supports the idea that
the VBO has a similar magnitude to the CBO; it is noted that this finding is in contrast to the
“common anion rule”, which predicts the VBO to be a small fraction of the total band offset
at interfaces between compounds with a common anion, since the VBM is comprised mostly
of the anion p states [199]. However, this rule should fail for ZnO/Mg0.25Zn0.75O since the
strong interaction with the semi-core Zn 3d states in ZnO pushes the VBM upward in energy
compared to Mg0.25Zn0.75O [162].
The band gap of the (5+5) ZnO/Mg0.25Zn0.75O SL is calculated to be 1.00 eV; the interface
is found to be type I, meaning that the VBM and CBM are both found in the QW region and
hence the fundamental gap of the SL originates at states in the QW. The calculated band gap
of the QW is 0.19 eV higher than that of pure ZnO (0.81 eV) which can be accounted for by
quantum confinement effects.
6.3.2.3 HSE Band Offsets
The GGA calculations suffer from the self-interaction error of standard DFT, which leads to
the semi-core Zn 3d states lying unphysically close in energy to the O 2p states of the VB, and
causes a spurious over hybridization between the Zn 3d and O 2p orbitals. Moreover, the band
gap error prevents determination of the CBO using a purely theoretical approach; for these
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reasons, we also calculate the band alignment of the (5+ 5) SL using the hybrid functional
HSE. The HSE calculated lattice constants of pure ZnO are a = 3.245 A˚ and c = 5.211 A˚. The
HSE calculated band gap is 3.29 eV, which is a very good match compared to the experimental
value of 3.44 eV, and represents a significant improvement over the GGA result. The lattice
constants of Mg0.25Zn0.75O calculated with HSE are a = 3.246 A˚ and c = 5.188 A˚, and the
HSE band gap is 3.82 eV.
Within the pseuodopotential approximation the O 1s core levels are not included explicitly
in the calculation. In VASP, the Kohn-Sham eigenvalues are referenced to the average electro-
static potential in the supercell, and therefore the VBO of the (5+ 5) SL can be determined
by aligning the electrostatic potential across the interface [200]. The HSE calculated VBO for
the (5+5) SL is 0.18 eV, which is lower than the GGA calculated value of 0.26 eV. The band
gap of the SL is 3.53 eV. The reduction in the calculated VBO with HSE can be explained as
being due to the reduced self-interaction error for the HSE calculation. Within the GGA, the
Zn 3d states over hybridize with the O 2p band, raising the energy of the VBM – this effect is
obviously reduced when some of the Zn atoms are replaced with Mg, and so the GGA should
overestimate the VBO at the ZnO/Mg0.25Zn0.75O interface. Using the HSE calculated band
gaps of ZnO and Mg0.25Zn0.75O, the CBO is calculated to be 0.35 eV, with the SL having
type I alignment and the ratio CBO:VBO is 66:34. Therefore, the results for HSE are slightly
different, however qualitatively the same as those of the GGA, and the same conclusions still
hold, i.e., a significant VBO exists at the interface. As HSE is known to give highly accurate
results in the determination of band energies, the HSE VBO should be considered to be the
most reliable.
6.3.3 (m+n) ZnO/Mg0.25Zn0.75O Superlattice
To investigate the role of SL geometry, a detailed study is performed in which the number of
(m+ n) layers is varied, and the key properties of the interface are calculated. We do this to
(i) investigate the effects of SL geometry on the interface properties, i.e., Ew,Eb, VBO and
Eg, and (ii) determine if variations in Ew with (m+n) configuration are well described by the
geometric factor Lb/(Lb +Lw). All results are DFT-GGA and are calculated using DMol3 –
while HSE provides results that are quantitatively more accurate, the GGA is adequate to study
the qualitative trends in behaviour with regard to superlattice geometry. We investigate m = n
structures for the range 4 ≤ m≤ 7; furthermore, (m+4), and (4+n) SL structures are studied
for which the width of the barrier (well) is fixed at four layers while the number of layers in
the well (barrier) is varied over the range 4≤ m(n)≤ 8. For the (m+n) SLs, we consider the
case of a ZnO substrate, i.e., the in-plane lattice constant is fixed to the calculated value of pure
ZnO.
Figure 6.4 shows the mean O-1s core level for each layer as a function of distance along
the [0001] direction for the m = n (a), (m+4) (b) and (4+n) (c) SLs. Each set of core levels
is shifted such that the interface plane coincides with x = 0. Properties of the (m+n) SLs are
determined by the same procedure outlined for the (5+ 5) system. The results are presented
in Table 6.4 including the built-in electric fields (Ew,Eb), VBO, and band gap (Eg) of the SL.
Note that while we include the value of the interface term (∆EZnO/MgZnOO1s,O1s ), we do not include
that of the bulk term since, being a uniquely bulk parameter [177], this is a constant for each
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Figure 6.4: Calculated O-1s core level binding energies for m= n (a), (m+4) (b) and (4+n) (c)
SLs plotted as a function of distance along the [0001] direction. Note: core levels are shifted
along the x-axis such that x = 0 coincides with the interface plane.
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SL |Ew| |Eb| ∆EZnO/MgZnOO1s,O1s |VBO| Eg
(MV/cm) (MV/cm) (eV) (eV) (eV)
m = n
4+4 0.47 0.49 0.23 0.26 1.025
5+5 0.51 0.56 0.22 0.26 1.000
6+6 0.50 0.51 0.23 0.25 0.981
7+7 0.50 0.52 0.23 0.26 0.964
m+4
6+4 0.35 0.48 0.23 0.26 0.961
8+4 0.32 0.66 0.23 0.25 0.922
10+4 0.24 0.69 0.23 0.26 0.897
4+n
4+6 0.57 0.40 0.23 0.25 1.054
4+8 0.61 0.30 0.23 0.25 1.071
4+10 0.63 0.24 0.24 0.25 1.083
Table 6.4: ZnO/Mg0.25Zn0.75O interface properties including built-in electric fields in the quan-
tum well (Ew) and barrier (Eb), interface term (∆E
ZnO/MgZnO
O1s,O1s ), valence band offset (VBO), and
band gap (Eg) for a range of m = n, (m+4) and (4+n) superlattices (SL).
SL (−0.48 eV).
The magnitude of Ew and Eb remains almost unchanged for the m = n SLs, this is as
expected because the geometric term Lb/(Lw +Lb) remains a constant (since Lw = Lb). For
the (m+ 4) and (4+ n) SLs, Lw 6= Lb; it is expected that variations in the relative number
of layers in each region will have a strong effect on the magnitude of Ew and Eb due to the
boundary condition EwLw +EbLb = 0 for a periodic SL. As expected, for the (m+ 4) case,
increasing m leads to a reduction and increase in the magnitude of Ew and Eb respectively, with
Ew decreasing to 0.24 MV/cm for the (10+4) SL. The (4+n) SLs are also in accordance with
expectation: increasing n brings about an increase (decrease) in Ew (Eb). We note the high
tunability of Ew, which is demonstrated in the range 0.24 MV/cm ≤ Ew ≤ 0.63 MV/cm. The
results in Table 6.4 indicate that Ew in ZnO/Mg0.25Zn0.75O should be fully tunable over the
range 0 MV/cm < Ew < ∼ 1 MV/cm by varying the SL geometric term over the range 0 <
Lb/(Lw +Lb) < 1. This extra degree of freedom could be exploited; for example, in efficient
excitonic QW devices without carrier separation (small Ew) [201], or in highly confined 2DEG
systems (large Ew) [160].
The VBO at the ZnO/Mg0.25Zn0.75O interface has been calculated for all m = n, (m+ 4)
and (4+n) SLs. The VBO is in the range 0.25-0.26 eV for all; the interface term, and hence the
VBO, is insensitive to the SL geometry. Thus, we expect our calculated VBO to be the same
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for any (m+ n) ZnO/Mg0.25Zn0.75 SL, (for lattice matched Mg0.25Zn0.75 on strain free ZnO).
This finding is not entirely unexpected, since the variation in the interface term is typically
small [202].
Band gaps in QW heterostructures are subject to two key effects in varying SL geometry:
(i) the ground state confinement energy, and hence the band gap, decreases with increasing Lw,
and (ii) the quantum-confined Stark effect (QCSE) [203]. The latter is the well-known shifting
of the band edges as a consequence of the built-in electric field [176; 204]. For the m = n
SLs, the band gap decreases by 61 meV as m increases over the range 4 ≤ m ≤ 7. This can
be attributed to both a reduction in the confinement energy and the QCSE with increasing Ew.
Similarly, for the (m+4) SLs, Eg constantly decreases as Ew increases. These findings are as
expected and in qualitative agreement with first-principles studies of GaN/AlN SLs [176]. For
the (4+n) SLs, the behaviour with increasing n is unexpected; we find the band gap increases
by over 80 meV as n is increased over the range 4 ≤ n ≤ 10. This is unexpected since an
increase in Ew is observed over this range and, as such, we expect a red-shift in Eg due to the
QCSE. Indeed, for GaN/AlN SLs the band gap was found to decrease with increasing Lb [176].
Our result can be explained, however, in terms of finite barrier effects — the ground state
confinement energy decreases with Lb due to inter well coupling of confined wavefunctions
[175]. The apparent absence of this effect for the GaN/AlN has two explanations. Firstly, the
band offsets are larger for GaN/AlN SLs [177]; accordingly, carriers are more confined within
the QW. Secondly, Ew is around an order of magnitude higher for the GaN/AlN system [176;
177] and with such strong electric fields the QCSE dominates the trend.
6.3.4 Strained (6+6) ZnO/Mg0.25Zn0.75O Superlattice
Up to this point, we have considered relaxed, or strain free, ZnO QWs representing the exper-
imental case of a ZnO substrate [171]. However, MgxZn1−xO or, potentially, another substrate
with an in-plane lattice constant that differs from pure ZnO may be used. ZnO and MgxZn1−xO
can exhibit strong piezoelectric polarizations along the [0001] direction in the presence of in-
plane strain [157; 205]; accordingly, one might expect that the choice of substrate and sub-
sequent strain conditions may have consequences for the properties of the ZnO/MgxZn1−xO
interface. In particular, the band offsets and built-in electric fields could be sensitive to the
choice of substrate; this has been demonstrated for GaN/In(Al)N SLs [177; 192]. We investi-
gate the significance of QW strain by simulating (6+6) ZnO/Mg0.25Zn0.75O SLs with in-plane
lattice constant a = aZnO(1+∆a) where aZnO is the (calculated) in-plane lattice constant of
pure ZnO and ∆a is the in-plane strain. Two (6+6) SLs are considered, with QW tensile strain
∆a chosen corresponding to MgxZn1−xO substrates with x = 0.25 and 0.5 respectively [160;
206]. The magnitude of the strain is small, i.e., for x = 0.025, ∆a is 0.0038 and, for x = 0.50,
∆a is 0.0109; these small strains reflect the close match for the in-plane lattice constants of
ZnO and MgxZn1−xO [156].
The O-1s binding energies for the strained QW SLs are plotted in Fig. 6.5 and the cor-
responding properties are listed in Table 6.5, as calculated with DMol3 (DFT-GGA). Clearly,
no major changes in the interface properties are observed. The calculated Ew and Eb do not
deviate significantly when compared to the strain free QW (m = n) SLs in Table 6.4. The
band alignment also appears insensitive to the QW strain condition. To determine the VBO,
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Figure 6.5: Calculated O-1s core level binding energies are plotted as a function of distance
along the [0001] direction for (6+6) strained quantum well superlattices. The strained quan-
tum wells have an in-plane lattice constant fixed to that of MgxZn1−xO with x = 0.25 and
x = 0.50.
str-SL |Ew| |Eb| bulk term ∆EZnO/MgZnOO1s,O1s |VBO| Eg
(MV/cm) (MV/cm) (eV) (eV) (eV) (eV)
x = 0.25 0.49 0.45 −0.49 0.24 0.25 0.977
x = 0.50 0.50 0.49 −0.48 0.24 0.24 0.968
Table 6.5: ZnO/Mg0.25Zn0.75O interface properties including built-in electric fields in the quan-
tum well (Ew) and barrier (Eb), bulk term and interface term (∆E
ZnO/MgZnO
O1s,O1s ) of Eq. 6.2, valence
band offset (VBO) and band gap (Eg). Calculations are performed for strained quantum well
superlattices (str-SL) with in-plane strains respectively of 0.0038 and 0.0109 corresponding to
a MgxZn1−xO substrates with x = 0.25 and x = 0.5.
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the bulk term is recalculated for ZnO and Mg0.25Zn0.75 at the new in-plane lattice constants;
however, the variation in the bulk-term is not significant for such small variations in a. Conse-
quently, the magnitude of the VBO is insensitive to the imposed QW strain and is calculated
to be 0.25 eV and 0.24 eV for SLs (i) and (ii) respectively. This finding is somewhat different
to GaN/In(Al)N SLs [177; 192], in which large variations in the VBO resulted from different
in-plane strain conditions. The insensitivity of ZnO/Mg0.25Zn0.75O can be explained in terms
of two factors. Firstly, the very small in-plane lattice mismatch of ZnO and MgxZn1−xO leads
to only small strains for MgxZn1−xO substrates in the whole range 0≤ x≤ 1; this is compared
to, for example, a 10% mismatch in the in-plane lattice constant for GaN/InN [177]. Secondly,
the deformation potentials of ZnO and MgxZn1−xO are smaller than those of the III-nitrides
[168] and as such strain-induced variations in the band edges are less significant.
6.4 Summary
In summary, we have performed a first-principles, DFT investigation of the band alignment and
polarization effects in wurtzite ZnO/Mg0.25Zn0.75O(0001) SLs where the importance of SL ge-
ometry and strain have been considered. The polarization discontinuity at the ZnO/MgxZn1−xO
junction leads to charge accumulation in the form of interface monopoles, giving rise to built-in
electric fields in the SL. The magnitude of the electric field in the QW can be tuned by varying
the geometry of the SL; we have demonstrated this quantity varies in the range 0.24 MV/cm≤
Ew ≤ 0.63 MV/cm. Variations in Ew can be well described by a geometric factor Ew ∝
Lb/(Lw + Lb) and the maximum Ew is calculated in the range 0.9-1.0 MV/cm in the geo-
metric limit Lb  Lw which is in agreement with recent experiments. The band gaps of the
m = n and (m+ 4) superlattices, which are dependent on the competing effects of quantum
confinement and the quantum confined Stark effect, show a red-shift with increasing m. Unex-
pectedly, for the (4+ n) SLs, the band gap increased with n which was explained in terms of
an increase in the ground state confinement energy with increasing barrier width. In contrast
to the “common anion rule”, the magnitude of the VBO at the ZnO/MgxZn1−xO interface is
evaluated to be a significant proportion of the total band offset, and this results is confirmed
using advanced hybrid functional calculations. The HSE calculated VBO is 0.18 eV. Calcu-
lated values for the VBO are insensitive to variations in superlattice geometry and strain. Due
to the excellent match for the in-plane lattice constant of ZnO and MgxZn1−xO, the properties
of the ZnO/MgxZn1−xO interface are not affected by the Mg concentration of the MgxZn1−xO
substrate, which has been investigated in the range 0≤ x≤ 0.50.
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Chapter 7
A Surface Magnetic Phase in
SrTiO3/LaAlO3 Heterostructures
Induced by Al Vacancies
Based on first-principles density functional calculations we propose a novel Al vacancy in-
duced ferromagnetism occurring at the LaAlO3 surface of SrTiO3/LaAlO3 bilayers. Mag-
netism at cation vacancies away from the surface is quenched due to charge compensation.
Magnetic surface Al vacancies are stabilised due to the built-in electric field inside the LaAlO3
region that raises the energy of the defect level, making charge compensation unfavourable.
Surface Al vacancies prefer to form clusters and exhibit two-dimensional ferromagnetic align-
ment mediated by a long-range magnetic interaction. These results are discussed in light of
recent experimental observations.
7.1 Introduction
The interplay between charge, spin, orbital and lattice degrees of freedom in oxide heterostruc-
tures provides a fertile ground for a staggering variety of novel states at the interface, and
offers promising technological opportunities for oxide-based devices [10; 22]. In the archetyp-
ical interface between two non-magnetic wide band gap insulators, SrTiO3 (STO) and LaAlO3
(LAO), a high mobility two-dimensional electron gas (2DEG), magnetism [21] and supercon-
ductivity [33] have all been observed, in some cases co-existing [12; 34; 35].
The underlying mechanisms for these exotic electronic states are currently under intense
research. Focusing on magnetism, while it is certainly linked to the presence of the interface,
it is non-trivial to determine the origin - indeed, the interface magnetic state exhibits a com-
plex phase diagram and sensitivity to the growth details [207; 208; 209]. Moreover, due to
the very thin LAO thickness, transport measurements (microscopic magnetization or torque)
at high applied magnetic field [12; 21; 210], and magnetic force [207] or scanning supercon-
ducting quantum interference device (SQUID) [34; 35] microscopy, cannot unambiguously
reveal the specific location in which magnetic moments reside. Recent experiments based on
element-specific spectroscopic analysis have pointed to dxy ferromagnetism with Ti3+ charac-
ter, confirming that magnetism originates at the interface [211; 212]. However, magnetism in
this system appears to be highly complex, and possibly having multiple origins [207], such that
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no current theory is sufficient to explain the wealth of experimental observations.
Recent experiments have indicated that magnetism is related to structural defects [34; 35].
First-principles calculations showed that oxygen vacancies (VO) induce a ferromagnetic state in
the interface 2DEG [213], whereas TiAl can induce Ti3+ magnetism [214]. The decisive role of
VO in weak Ti dxy ferromagnetism has been confirmed experimentally [212]. On the other hand,
magnetism has been frequently observed in samples grown or annealed under oxygen rich
environments [21; 34; 35; 215] – in fact, strong (Tc > 300 K ) ferromagnetism is systematically
enhanced with increasing O2 pressure during growth [208], ruling out a contribution from VO
in this case. A strong dependence of the 2DEG density on the La and Al flux during growth
by pulsed laser deposition (PLD) has provided evidence for cation vacancy formation in the
LAO overlayer, and depending on growth conditions, the La/Al ratio diverges significantly
from unity [216; 217; 218]. During growth of perovskites by PLD, the laser generated plume
of cation species will be scattered by O2 in the chamber [219]. It has been suggested that, as
Al has a very low atomic mass, this species is likely to be scattered during growth, increasing
the likelihood of VAl formation [216]. Indeed, when grown at high oxygen pressures, LAO
films in STO/LAO heterostructures are reported to have a cation ratio of [La]/[Al] = 1.07;
moreover, by varying the laser fluence during PLD growth of LAO films, Sato et al. found that
the [La]/[Al] ratio could be tuned between the range 0.88 – 1.15, and the film lattice expansion
was consistent with the formation of cationic vacancies [218].
Inspired by the aforementioned experimental evidence for the formation of cationic va-
cancies in STO/LAO heterostructures, and the hitherto unexplained defect related magnetism
exhibited by these systems, in this Chapter, we aim to to investigate the magnetic properties of
cationic vacancies in the LAO region of STO/LAO heterojunctions. In the following, based on
first-principles calculations of STO/LAO bilayers, we propose a scenario accounting for ferro-
magnetism at the LAO surface, rather than the STO/LAO interface. Magnetic surface Al va-
cancies form clusters, and exhibit robust two-dimensional long-range ferromagnetic ordering,
reminiscent of the ferromagnetic patches recently observed by scanning SQUID microscopy
[34; 35]. The stabilization of magnetism in this case appears to be a unique property of surface
cation vacancies in non-polar/polar heterostructures.
7.2 Methodology
Our calculations are performed using density functional theory (DFT), within the generalized
gradient approximation of Perdew, Burke an Ernzerfof (PBE) [46]. We include an on-site
coulomb repulsion of U = 2 eV for Ti d states [220], and U = 11 eV for La f states within the
rotationally invariant scheme of Duderev et al. [221]. The valence electrons are separated from
the core by use of projector-augmented wave pseuodopotentials (PAW) [51] as implemented in
the VASP code [74]. For the present calculations, Sr 4s24p65s2, Ti 4d35s1, La 5s25p65d16s2,
Al 3s23p1 and O 2s22p4 electrons are considered as valence. The energy cut-off for the plane
wave basis set is 400 eV. We find for the bulk primitive cells a 6×6×6 k-point mesh pro-
vides numerical convergence of 10−4 eV. For larger supercells we use an equivalent or similar
sampling of the Brillouin zone (i.e., an approximate grid spacing of 0.26 A˚−1).
The supercells used in our calculations follow the approach of Chen et al. [222], where
repeated STO/LAO bilayers contain a single n-type interface (TiO2/LaO), and are separated
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(a) 
(b) (c) 
[001] 
Figure 7.1: (a) The supercell used in the calculations consists of a 4 unit cell thick SrTiO3
substrate and a 4 unit cell thick LaAlO3 overlayer. Along the [001] direction the supercell
contains alternating planes of A8O8 (b) and B8O16 (c) where ABO3 is the general perovskite
formula. Sr atoms are represented as green spheres, Ti are light blue, La are pink, Al are dark
blue, and oxygen are red.
by a region of vacuum, as shown in Fig. 7.1. We simulate the substrate using a 4 unit cell
(u.c.) thick STO layer, and for all calculations the in-plane lattice constant is fixed to our DFT
value for STO (3.967 A˚). A 4 u.c. thick LAO overlayer is included to generate the electronic
reconstruction. In all cases the slab is separated from its mirror image by a vacuum region 13 A˚
thick. The STO surface is SrO terminated so as to avoid surface states [223], the LAO surface
is an AlO2 terminated, perfect (001) surface – while bulk LAO substrates undergo a surface
reconstruction [224], when grown on STO the electronic reconstruction obviates an atomic one
[225]. The in-plane dimensions of the supercell are 2
√
2a×2√2a giving alternating layers of
Sr8O8 (La8O8) and Ti8O16 (Al8O16) along the [001] direction and a total of 320 atoms.
7.3 Results and Discussion
In Fig. 7.2, we plot the layer-resolved density of states (DOS) for the defect-free STO/LAO
bilayer. It is clear that, at the interface, the valence band maximum (VBM) of STO and LAO lie
at about the same energy, ∼2 eV below the Fermi level. Going from the interface to the LAO
surface, the VBM increases linearly due to the built-in electric field inside the LAO region. At
the top-most LAO layer, the VBM is higher in energy than the lowest lying Ti 3d states, and O
2p electrons are transferred to the interface. We find that 4 u.c. is the minimum LAO thickness
that closes the gap, consistent with previous DFT reports [222]. At the interface, a small Ti 3d
DOS lies below the Fermi level, indicating the formation of a 2DEG; however, as was found
previously for the case of a pure, defect free supercell [213], the 2DEG has a non-magnetic
ground state.
Cation vacancies are added to the supercell within a particular layer of the LAO region.
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Figure 7.2: The layer resolved density of states (DOS) is plotted for the defect-free
SrTiO3/LaAlO3 interface. The lowest DOS represents the TiO2 layer at the interface, plots
above this are for the alternating LaO/AlO2 planes of the LaAlO3 overlayer. The top-most
DOS plot represents the AlO2 layer at the LaAlO3 surface. The red and blue lines represent O
2p and Ti 3d states respectively, the dotted line is the Fermi level.
We find that La vacancies (VLa) are non-magnetic regardless of the layer in which they are
placed. For Al vacancies (VAl) at the LAO surface, a magnetic moment forms with magnitude
3 µB/VAl. When placed in any of the three layers closer to the interface, VAl is non-magnetic.
In Fig. 7.3, we plot the spin-density (↑ − ↓) isosurface for the magnetic state at surface VAl.
It is clear that magnetic holes occupy O 2p states – the spin-density is mostly confined to the
surface layer and is effectively two-dimensional. In the a−b plane, however, the spin-density
is highly de-localized, indicating long-range magnetic interactions.
Focusing on VAl, we aim to explain the emergence of a magnetic state when VAl forms at
the surface, but not closer to the interface. Indeed, magnetism here is surprising, since our
calculations show that VAl is non-magnetic in bulk LAO. The Stoner criterion for magnetism
provides a likely explanation [226]; in this picture, localized defect states will favour mag-
netism. For the interface system, localization in the LAO overlayer comes from the confining
potential of the thin-film, as well as from the built-in polarization field, which results in an
effectively two-dimensional defect state (Fig. 7.3).
The quenching of magnetism at VAl in layers below the surface could be a result of charge
compensation, as fully ionized cation vacancies have no unpaired electron spins, and are there-
fore non-magnetic. To explore this scenario, in Fig. 7.4, the layer resolved DOS is plotted for
VAl at the interface and surface layers. Being a triple-acceptor [227], formation of VAl depletes
three electrons from the valence band. However, for VAl at the interface, the DOS indicates that
the defect state is fully occupied. On the other hand, layers above the vacancy show significant
O 2p DOS above the Fermi level, indicating that the quenching of magnetism is due to ioniza-
tion of the vacancy by electron transfer from O 2p states in layers closer to the surface. For
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Figure 7.3: (a) Side view of the spin-density isosurface of the SrTiO3/LaAlO3 interface system
with an Al vacancy in the surface layer. The layer in which the vacancy is located is indicated
by a dotted red line, the interface is represented by a dotted black line. (b) Top view: the
surface unit cell is viewed down the [001¯] direction with a surface Al vacancy at the centre.
The spin-density is highly delocalized in the a−b plane suggesting long-range magnetic order.
Sr atoms are represented as green spheres, Ti are light blue, La are pink, Al are dark blue, and
oxygen are red. The spin-density isosurface is represented in yellow, an isovalue of 0.003 has
been used.
VAl at the surface layer, the DOS shows an exchange-splitting of the highest lying O 2p states,
such that electrons are depleted from one spin-channel only, leading to magnetism. Moreover,
it is clear why the magnetic state at surface VAl is robust against ionization: due to the built-in
electric field inside the LAO region, the defect level lies higher in energy than O 2p states in
the LAO film, as well as Ti 3d states at the interface, so the electron transfer is energetically
unfavourable. It is noted that while the DOS in Fig. 7.2 and Fig. 7.4 predict metallic hole con-
duction at the LAO surface, as has been found in many other oxides [27], these holes prefer to
localize with a small polaron coupling energy of 0.33 eV.
While cation vacancies in many oxide systems exhibit magnetism [228; 229], their defect
levels typically lie close to close to the VBM, making charge compensation favourable ex-
cept under p-type doping. It is clear then, that magnetic cation vacancies on the surface of
non-polar/polar oxide heterostructures present a special scenario, where magnetism is robust
against charge compensation since the built-in electric field inside the polar region lifts the
defect-level to an energy higher than any occupied bands or compensating centres. It is im-
portant to point out that this is not the case for bulk polar oxides, such as LAO, where surface
reconstructions remove internal polarization fields [224].
It is therefore a pre-requisite for magnetism at VAl that this defect be present within the
surface layer. We calculate which site is energetically favourable for VAl in Fig. 7.5, and for
comparison the energetics of VLa are also included. For VLa, there is a clear trend to occupy the
interface site, and the total energy increases systematically with increasing distance from the
interface. A similar result is found for VAl, however, there is a significant energy drop for VAl at
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Figure 7.4: Layer resolved density of states for the SrTiO3/LaAlO3 bilayer with Al vacancies
in the interface (a) and surface (b) layers. The layer in which the vacancy is present is indicated.
The red and blue lines represent O 2p and Ti 3d states respectively, the dotted line is the Fermi
level.
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Figure 7.5: The total energies of Al vacancies (blue circles) and La vacancies (red circles) are
calculated in each layer of the LaAlO3 film. The total energies are referenced to the ground
state site.
the surface, strongly increasing the likelihood of formation. A similar stabilization of vacancies
at the surface layer has been reported for a number of other oxide systems, including VAl in
Al2O3 [230]. This effect is due to the reduced coordination of surface atoms, which allows for
an increased atomic relaxation around the vacancy, and reduces the number of bonds broken
in vacancy formation (bond-cutting energy). Our calculations [231] indicate that increased
relaxation and reduced bond-cutting lower the formation energy of surface VAl by 0.9 eV and
1.0 eV respectively. For VLa, due to the AlO2 surface termination, such effects are not observed
since La in the top-most LaO layer does not lie at the surface. While Fig. 7.5 indicates that VAl
can form at the LAO surface, we use caution in drawing conclusions for defect formation in
this system based on total energies; STO/LAO heterostructures are typically grown by PLD,
for which the growth process is far from equilibrium, and therefore high energy defects can
form and may remain in the crystal lattice [112]. In any case, for surface VAl, there is clearly a
large barrier for migration deeper into the LAO film, and therefore VAl at the LAO surface will
be trapped.
To evaluate the spatial distribution of VAl on the LAO surface, a second vacancy is added
into the 2
√
2a×2√2a supercell. As can be seen from Fig. 7.1, there are three possible surface
sites for a second vacancy, giving vacancy-vacancy separations of a,
√
2a and 2a. The config-
uration where the vacancies are closest (separation a) has the lowest energy. The total energy
increases by 0.72 eV for vacancy separation
√
2a and a further 1.95 eV for vacancy separation
2a, indicating a strong tendency for clustering.
Importantly, ferromagnetic coupling between neighbouring vacancies is always favoured.
For a vacancy separation a and
√
2a, the initial antiferromagnetic configuration relaxes into a
ferromagnetic state. For a vacancy separation 2a, which is the largest separation considered,
the antiferromagnetic state is calculated to be 0.20 eV higher in energy than for the ferromag-
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netic state, pointing to a high critical temperature. It is also noted that from Fig. 7.3, due to
the long-range nature of the magnetic state, ferromagnetic ordering could occur even at locally
low defect concentrations.
As a result of the findings in this work, we propose a new model for ferromagnetism
in STO/LAO bilayers, based on surface VAl. In this picture, magnetic VAl forms ferromag-
netic clusters on the LAO surface of STO/LAO heterostructures. Recently, Bert et al. [34;
35] were able to directly image ferromagnetism at STO/LAO bilayers using scanning SQUID
microscopy. In doing so, they revealed the presence of ferromagnetic patches, having varied
spatial size, shape and magnetic dipole strength. This spatial inhomogeneity strongly points to
structural disorder as the source of magnetism in this case, which in light of this work, could
be explained as being due to surface VAl – regions at the LAO surface with VAl concentrations
above the percolation limit will manifest as ferromagnetic patches.
It must be pointed out that there has been strong experimental evidence for magnetism
originating at localized Ti3+ 3d states at the interface, which couple antiferromagnetically
to itinerant 2DEG electrons [207; 211; 212]. However, the ferromagnetic patches observed
by scanning SQUID microscopy [34; 35] disagree with this picture somewhat. In particular,
no changes in the SQUID image were observed after depleting the 2DEG by back-gating,
suggesting no magnetic interaction between local ferromagnetic dipoles and itinerant electrons
in the 2DEG – in stark contrast to confirmed Ti 3d magnetism [207], where gating tunes the
magnetic state. Moreover, ferromagnetic patches were observed in samples annealed post-
growth at 600o C under high oxygen pressure (0.4 bar) to remove VO, whereas Ti 3d magnetism
is quenched under oxidising conditions [212]. It has already been pointed out that magnetism
in this system may have multiple origins [207], and possibly VAl is just one piece of the puzzle.
The relative importance of different contributions will most likely depend on the growth details
(and characterization methods).
7.4 Summary
To summarize, using first-principles density functional calculations, we have investigated the
magnetic properties of cation vacancies in the LAO overlayer of the STO/LAO interface. With
the exception of VAl in the surface layer, magnetism is quenched due to charge compensation
by O 2p states in the LAO film. For surface VAl, the built-in electric field in the LAO region
raises the defect level to a higher energy than compensating O 2p states, making ionization
energetically unfavourable. A strong tendency for surface VAl to cluster was observed, and
ferromagnetic ordering was favoured via a long-range magnetic interaction. These results
indicate that VAl at the surface of LAO can account for the recently observed ferromagnetic
patches in STO/LAO heterostructures [34; 35].
Chapter 8
Summary and Outlook
In this thesis, the bulk, defect and interface properties of several technologically important
oxide semiconductors have been studied. These materials are shown to be highly functional,
and tunable, and it is demonstrated how useful properties can emerge as a result of symmetry
lowering via point defects and the formation of heterostructures; or, for example, as a result
of internal distortions via coupling of the spin and lattice degrees of freedom. The work is
based on extensive first-principles calculations using density functional and hybrid density
functional theory. Where possible, fruitful comparisons have been made between the various
theoretical methods; in general, calculations of the atomic, electronic and magnetic structure
are greatly improved within the hybrid approach. Below, the key findings of this work are
summarized, along with further discussion on the significance of the results within the field,
and some prospects for future work.
In Chapter 3, the bulk properties of SrZrO3 and Sr(Ti,Zr)O3 alloys are presented. The
Sr(Ti,Zr)O3 alloy was investigated with the view to use this material as a barrier for SrTiO3
quantum wells; the motivation for this study originated from the idea that a two-dimensional
electron gas could be confined within an SrTiO3 quantum well via modulation doping of a
SrZrO3 barrier material [63]. The formation of such an electronic phase leads to extremely
high carrier mobilities as the confinement of electrons within the two-dimensional layer re-
duces scattering off of ions in the bulk, and therefore these systems have applications in high
powered and high frequency electronic devices [64; 65]. Pure SrZrO3 is an excellent barrier
for SrTiO3 quantum wells due to the large conduction band offset of 1.9 eV [67]; however, the
lattice mismatch at the interface is too large, leading to strain and defect formation. Therefore,
it is proposed that by doping SrZrO3 with Ti, Sr(Ti,Zr)O3, the lattice mismatch with SrTiO3
could be reduced, while still maintaining a significant conduction band offset, and therefore
improving the prospects of this system for potential device applications. It is also of an aca-
demic and practical interest to understand how this choice of barrier material will affect carrier
transport inside SrTiO3-based quantum wells. Using first-principles hybrid functional calcula-
tions, it was found that, indeed, the lattice mismatch with SrTiO3 is reduced for Sr(Ti,Zr)O3
alloys with increased Ti content; however, the band gap showed a large bowing as a result
of the directionality of the Zr and Ti valence d orbitals. As a consequence, from an appli-
cations perspective, Sr(Ti,Zr)O3 with low Ti content would act as a poor barrier for SrTiO3
quantum wells. Reducing the Ti content improves the conduction band offset, but this is at the
expense of an increased lattice mismatch. A surprising result was found for the case of 50%
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Ti content, whereby if the Ti and Zr atoms are arranged such that the system represents a 1×1
SrZrO3/SrTiO3 superlattice along the [001] direction, the degeneracy around the conduction
band minimum is lifted, resulting in a single, highly dispersive band with Ti 3dxy character.
We have proposed that, based on the work of Himmetoglu et al. [82], the band structure at the
conduction band minimum causes suppression of scattering due to the electron-phonon inter-
action, leading to improved carrier mobilities at room temperature. This suggestion is based
on the idea that the breaking of the orbital degeneracy will reduce the density of available final
states for scattering. With regard to future work, one avenue to explore will be to gain a more
quantitative understanding of this effect, which can be achieved via a full computation of the
coupling between the electronic and vibrational spectra of the superlattice system [82]. More-
over, the 1× 1 superlattice did not have the lowest energy of the Sr(Ti,Zr)O3 structures with
50% Ti content; however, we envision that this system could be achieved via layer-by-layer
growth techniques such as molecular beam epitaxy [6; 83]; therefore, we propose experimen-
tal investigations into the epitaxy of this system, and of it’s transport properties – it will be of
interest to compare the temperature evolution of the electron carrier mobility of this system
with that of pure SrTiO3.
The properties of native defects in SrZrO3, and of hydrogen impurities, have been inves-
tigated in Chapter 4. SrZrO3 appears to be a particularly promising material for a number of
applications, ranging from use as a dielectric material to resistance switching. In particular, due
to reports of excellent proton conductivity and chemical stability, SrZrO3 is being researched
as a proton conducting electrolyte for solid oxide fuel cells [9]. For these applications, point
defects are fundamentally important to device performance, and can impact, or even dominate,
the electronic, magnetic and optical characteristics of semiconductors. Moreover, understand-
ing the properties of oxygen vacancies (VO) and protonic defects will be necessary for under-
standing and optimising SrZrO3 for fuel cell applications; in particular, the interaction of these
two defects is crucial, as both are present in enormous concentrations in a fuel cell electrolyte.
In Chapter 4, an extensive and detailed analysis found that, in the absence of impurity doping,
VO and strontium vacancies (VSr) are the dominant native defects, forming deep donor and deep
acceptor states, respectively. The formation energy of VO was found to be high under n-type
conditions, suggesting that this defect does not give rise to unintentional n-type doping, as
is the case for many other oxide semiconductors [97]. For VSr, holes at the vacancy localize
via formation of a small polaron, and consequently, electron-hole recombination at this defect
can give rise to deep-level luminescence. Therefore, we propose that VSr can account for the
blue luminescence reported in Sr-deficient SrZrO3 [60], for which the origin had hitherto not
been identified; moreover, the hole-polaron forms a paramagnetic state, and therefore under
illumination, electron paramagnetic resonance could be used to detect VSr, and we propose
experimental work to confirm our predictions. For hydrogen doping of SrZrO3, two possible
interstitial sites (Hi) were identified, with the positive charge state, H+i , forming a strong O
– H bond, and the negative charge state, H−i , sitting halfway between adjacent Sr ions; the
electronic transition level between the two states (ε(+/−) ) is found to be 0.44 eV below the
conduction band minimum. Interestingly, it was found that that a substitutional hydrogen de-
fect HO is stable with respect to Hi and VO – the formation of this defect in proton conducting
oxides has not received significant attention. However, the formation of HO could have con-
sequences; for proton transport in acceptor doped SrZrO3, there exists large concentrations of
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VO [9], and the trapping of Hi by VO would obviously reduce proton conductivity. It is unclear
from our calculations, however, whether or not this defect will form after growth; both H+i and
V 2+O are positively charged (and these are the stable charge states for most values of the Fermi
energy), and therefore Coulomb repulsion will give rise to a barrier for HO formation. We
suggest experimental work to confirm the presence of this defect in SZO; for other oxide sys-
tems, such as ZnO, HO has been identified using various spectroscopic techniques [232; 233].
With regard to future work in the study of SrZrO3, we identify that, given the importance of
acceptor doping in SrZrO3 for achieving high proton solubilities [9], the properties of common
acceptor dopants should be studied in detail. A study of this nature is already under way [234].
The pertinent properties of acceptor dopants in this system, with regard to proton conductivity,
will be the formation energies, transition levels, and local geometry of the dopants, and, of
course, the interaction of each dopant with hydrogen – recent experimental work has indicated
that negatively charged acceptor dopants such as Y (Y−Zr) will form a stable complex with pro-
tonic defects, effectively trapping H+i and reducing proton conductivity [86]. Our preliminary
first-principles results suggest that this is indeed the case [234].
In Chapter 5, the interaction of magnetism and ferroelectricity in ABO3 perovskites was
investigated. Both ferroelectricity and magnetism exhibit switching functionality that can be
exploited, for example, in data storage devices [126; 127]; it has long been thought that if the
two orders could co-exist within a single phase material, and with strong coupling, that this
would open up a range of novel technological opportunities, such as multi-state logic devices
[235]. However, it is commonly understood that the presence of d electrons at the B-cation,
which is a requirement for magnetism, removes the tendency for a ferroelectric distortion, and
this is known as the ferroelectric d0 rule [120]. We have investigated the origins of this phe-
nomenon using the LaBO3 series as a model, where B is a d0− d8 cation from the 3d-block
(B = Sc3+(d0), ..., Cu3+(d8)). It was found that initially, increasing the B-cation d orbital
occupation removed the tendency for a ferroelectric distortion, in accordance with the d0 rule;
however, for HS d5−d7 and d8 cations, a strong ferroelectric instability is recovered, and we
explain this result in terms of the pseudo Jahn-Teller theory for ferroelectricity. Moreover,
we identify that d5− d7 cations exhibit the multiferroic crossover effect, whereby the ferro-
electric instability is strongly coupled to the spin state, and vice-versa – this phenomenon is
demonstrated for BiCoO3. The findings presented in Chapter 5 will provide researchers in the
field of magnetoelectric multiferroics with a deeper insight into the interaction between fer-
roelectricity and magnetism in ABO3 perovskites. Moving forward, these new results should
inspire further theoretical and experimental work, and in particular, we recommend the follow-
ing: (i) as the multiferroic crossover effect appears to be a general property of d5−d7 cations,
we propose to search for systems in which the magnetic ferroelectric phase can be stabilized,
either by strain engineering of the LaBO3 systems studied in this thesis, or by replacing La
with alternate A-cations; (ii) further research is needed to fully understand the mutual exclu-
sion between ferroelectricity and magnetism in ABO3 perovskites. We have identified that a
strong ferroelectric instability is present for HS d5−d7 and d8 B-cations, however our prelimi-
nary results suggest that the population of the axial eg orbitals leads to strong electron-electron
Coulomb repulsion which is reduced by rotation of BO6 octahedra, and this can explain why
centrosymmetric distortions are systematically favoured over polar ones [236]; finally, (iii) we
propose experimental investigations into the multiferroic crossover effect – we have identified
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that for systems such as BiCoO3, or magnetic doped PbTiO3, the spin state should be sensitive
to changes in the electrical polarization, induced either by strain, or an applied electric field,
and this effect awaits experimental confirmation. Moreover, spin crossover can be induced by
changes in, e.g., temperature, pressure, or irradiation [150], and this should lead to changes in
the electrical polarization, which can be measured experimentally.
In Chapter 6 and Chapter 7, the interface systems ZnO/Mg0.25Zn0.75O and SrTiO3/LaAlO3
have been studied. Both of these systems have attracted initial research interest due to the high
mobility two-dimensional electron gas that forms at the interface [10; 159]. It is, however,
interesting to note that the formation of the two-dimensional electron layer has different origins
in both cases: for the ZnO/Mg0.25Zn0.75O system, interface monopole charges arise due to the
polarization discontinuity (Fig. 6.3), and this fixed sheet charge can localize the background
n-type carriers; in contrast, for the SrTiO3/LaAlO3 system, the interface is doped as a result
of electrostatic effects (Fig. 7.2). For the ZnO/Mg0.25Zn0.75O system, we have calculated the
band alignment across the interface; the valence band maximum lies at a higher energy in
the ZnO region (by 0.18 eV, as calculated with HSE), and this is attributed to the increased
interaction between the O 2p and Zn 3d states in pure ZnO. The built-in electric field inside
the ZnO quantum well region is sensitive to variations in the geometry of the supercell, and is
found to be tunable over the range, 0.24 MV/cm ≤ Ew ≤ 0.63 MV/cm, and potentially up to
1 MV/cm, depending on the relative width of the well and barrier regions. Finally, the effects
of the lattice mismatch between ZnO and MgxZn1−xO on the interface properties was found to
be negligible. This characterization of the fundamental interface properties will be useful in the
design and optimization of ZnO/MgxZn1−xO superlattices for electronics and optoelectronics
applications, such as high mobility transistors and quantum well lasers.
For the SrTiO3/LaAlO3 system, in addition to a metallic interface state, magnetism is re-
ported to emerge at a heterojunction between these two non-magnetic oxides; the magnetism
is complex and likely has multiple origins [34; 35; 207], and at least one aspect of the inter-
face magnetic state appears to be defect related [34; 35]. However, to date, a unified picture
of magnetism at this interface is not available. In Chapter 7, we have provided evidence for
a new mechanism for magnetism in this system based on Al vacancies at the LaAlO3 sur-
face of a SrTiO3/LaAlO3 heterojunction. While magnetism at Al vacancies in bulk LaAlO3
is typically quenched via charge compensation, magnetic surface Al vacancies in the inter-
face system are stabilised as the built-in electric field inside the LaAlO3 region makes charge
compensation unfavourable. Previously, this novel effect had not been been unidentified, and
appears to be unique to polar/non-polar heterostructures; the identification of this novel mech-
anism will greatly aid in the interpretation of experimental observations of magnetism in oxide
heterostructures. With regard to future work, at this point, a number of mechanisms for the
interface magnetic state have been proposed based on theoretical work; in the future, more ex-
periments are needed for verification of the location of the magnetic moments in this system.
With regard to surface magnetism, surface sensitive techniques such as spin-polarized scan-
ning tunnelling spectroscopy could be used to probe the surface density of states [237], which
could reveal the presence of magnetic O 2p hole states induced by Al vacancies.
A general theme of the results discussed above, is how the practically useful macroscopic
properties of oxide semiconductors have microscopic origins. For example, enhanced carrier
mobility in SZTO/STO superlattices studied in Chapter 3 originates from the strong orbital
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interactions as a result of the Ti and Zr ordering on the atomic scale; or, studying the interaction
of ferroelectricity and magnetism, as presented in Chapter 5, requires an understanding of the
microscopic and quantum mechanical effects that drive both of these phenomena respectively.
It follows then, that the design and optimization of oxide semiconductors (and their interfaces)
will rely on microscopic approaches to understanding materials properties. In this way, first-
principles approaches such as density functional theory will be particularly important.
To date, first-principles methods have proved an extremely useful tool to aid in the inter-
pretation of experimental results. In the future, it is possible that a more “materials by design”
approach could be taken [238], whereby new materials can be developed in silico. With regard
to the study of complex oxides and their interfaces, it is likely that more advanced theoretical
and computational techniques will be required to describe the effects of exchange and dynamic
electron correlation; for example, methods such as many-body perturbation theory (the GW ap-
proach) [239], or the quantum Monte Carlo approach [240], appear to offer an unprecedented
level of sophistication and accuracy in materials simulations. Moreover, another frontier in
the computational study of these materials will be to move beyond the current supercell size
limitations of accurate first-principles calculations, and to bridge the gap between the length
and time scales of first-principles simulations and laboratory experiments [241]. In this way,
approaches such as multiscaling, whereby the output from microscopic quantum mechanical
calculations can be used as inputs for macroscopic simulations [242], will be useful. However,
the growing computational demand required for these high levels of theory or for increased
simulation size (or time) will rely on the continued development of the computational hard-
ware. Of course, the ultimate goal is to be able to calculate exact solutions for any system
of arbitrary size, which, in-principle, can be achieved, for example using full configuration
interaction. At present, this does not seem feasible using modern computational architectures;
however, this goal may someday be achieved using quantum computers [243] .
From an experimental perspective, the utilization of advanced techniques for the epitaxial
growth of oxide semiconductors, such as molecular beam epitaxy and pulsed laser deposition,
continues to drive the field forward. These methods combine a layer-by-layer approach with a
growth environment that is far from equilibrium – exploiting these techniques in conjunction
with epitaxial strain via substrate engineering has provided access to non-equilibrium phases
of oxide materials [83; 244], leading to far greater freedom in materials design, and has re-
sulted in the discovery of much of the rich physics displayed by oxide semiconductors and
their interfaces. As it is true for first-principles calculations, one of the biggest future chal-
lenges from the experimental side will be to develop and improve experimental techniques that
can accurately probe matter on the atomic scale; for example, techniques such as atom probe
tomography – which allows 3-dimensional mapping of materials with atomic scale resolution
[245], or femtosecond laser pulses, which can be used to probe ultra-fast dynamical processes
[246], or to steer chemical reactions and manipulate quantum states in matter [247; 248], will
work hand in hand with first-principles calculations so as to reveal more about the fundamental
properties of materials, and of course, to provide direction in the design of new ones.
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