INTRODUCTION
The stuff that clouds are made of can be a decisive factor of military importance; such as, the erosion of exposed surfaces on high-speed vehicles and the attenuation of electromagnetic radiation along a path through the atmosphere. The mass concentration of hydrometeors is a property of frequent concern, but size distribution and other parameters also play a significant role at times. The term "hydrometeor" encompasses water particles of all sizes, the large ones called precipitation, as well as the smaller cloud particles.
Throughout this report, the mass concentration of all hydrometeors, including snow and ice in any form, will be called liquid water content (LWC). The imprecise qualifier "liquid" serves as a remainder that which is not included in LWC is water, in the gaseous phase, which is almost invariably the more massive.
LWC and the other microphysical properties of hydrometeors are not observed routinely by the weather services of the world. Consequently, there are no archives on which to base climatologies of theme parameters. Instead, short of instituting a special observational program, one can generate such a climatology only indirectly, through the use of correlations established between the hydrometeoric parameter of interest and weather parameters that are observed routinely and archived. The Table I and their locations shown in Figure 1 . For each of the stations and for every three hours of the 12-month period starting 1 February 1973, a vertical profile of LWC was derived. Thus the ultimate product of the 11-station study was some 32, 000 profiies of LWC.
This report treats one of the spin-offs of the 11-station study, namely an intercomparison of three different LWC models: AFGL-l, AFGL-2, and ETAC. 
NODLS
In all three of the models, values of LWC are inferred from standard weather data. The basic difference among the models is in the specifics of this parameterization. The output of these three models has already been compared with independently measured profiles of LWC by Peirce et al, 5 but the number of cases (29 at most) was too small to support much confidence in the findings. The present study remedies this size defect, based on 4, 000-10, 000 profiles for each model, but totally lacks an absolute reference in the form of directly measured LWC.
DATA BASE OF THE COMPARISON
To provide a sample of all seasons, the months of February, May, July, and (In AFGL-2 all forms of ice are classed as precipitation.) Another constraint on LWC is in terms of the horizontal extent of the layer of precipitation. In the ETAC and AFGL-2 profiles the water content of a layer was ignored unless the layer covered at least five-tenths of the sky. AFGL-1 has no information on the sky coverage of individual layers. In these profiles, then, the LWC was taken to be 0 throughout whenever the surface observer reported a total sky coverage of less than four-eighths. This black-or-white treatment of a layer or of the entire profile is a first-order device for factoring into the statistics the probability that a randomly positioned vertical will encounter the particular LWC profile.
The models are intercompared in terms of two integrals of the profile of LWC: integrated LWC (ILWC) and the Environmental Severity Index (ESI).
(ESI is a parameter of particular concern in the erosion of ballistic reentry vehicles. ) All three models are compared in terms of ILWC. However, for want of appropriate data on ETAC, only AFGL-l and AFGL-2 are compared in terms of
ESI.
Both frequency distributions and averages are used as yardsticks for the comparison. Averages for ETAC were derived from the frequency distributions, which were the only form of these data available. The raw ETAC averages were adjusted by a factor of 0. 655 to compensate for inflation relative to the averages for AFGL-l and AFGL-2, which were derived from individual profiles. In the process of evaluating an average from a distribution, the entire population of a class is assigned the mid-value of ILWC for that class. Inflation in the present instance arises -2 mainly in the first class, 0-0. 1 kg m " , for which the true mean must be sensibly less than 0.05 owing to the large but unknown number of "clear" profiles. An indication of this preponderance is the fact that the median ILWC for AFGL-2 is 0 in all 44 of the station-month samples. It was 11 of these samples, well distributed with respect to ILWC, which were averaged by both methods (from the distribution and from the individual profiles) to arrive at the factor by which the raw ETAC averages were adjusted.
RESULTS AND DISCUSSION
Detailed results are displayed in the Appendix. The corresponding averages of ILWC are compared in Figures A25 and A26 , now for all three models. Again AFGL-l is larger than AFGL-2 with one exception. but ETAC is larger yet for most samples and exceeds AFGL-l by a substantial margin in many cases.
The same comparison of averages, but in numerical terms, is made in Table 2 for ESI and in Table 3 for ILWC. (For convenience, AFGL-1 and AFGL-2 are abbreviated to "GL-l" and "GL-2".)
The contrast is more sharply focused in Table 4 where the average ESI for AFGL-1 is quoted as a multiple of the corresponding value for AFGL-2. This factor ranges from 0. 88 to 27 with an overall average of 3. 8. (The "average" ratios are, throughout, ratios of the appropriate averages, not averages of ratios.) Average values of ILWC, quoted as multiples of AFGL-2, are listed in Table 5 . The range of GL-I/GL-2 is from 0. 78 to 18 with an overall average of 3. 1. For ETAC/GL-2 the range is from 0. 92 to 89 with an overall average of 8. 5.
The gyrations of these ratios make more sense when it is recognized that they exhibit a distinct trend with magnitude of ESI or ILWC. Figure 2 is a log-log plot of the ESI ratio GL-1/GL-2 vs. EST according to GL-2. This reveals that in the 43 station-month samples, the average value of ES! specified by GL-1 is more than twice the GL-2 value only when the ES! is less than I g km2 m 3 . On the regression line the overall average multiple of 3. 8 occurs at an ES! of less than 0. 7. The two models are equal at an ES! of about four, and at larger values, presumably, the GL-2 values of ES! exceed those specified by GL-l. Figure 3 is the analogous plot for ILWC. It shows that in the 43 USSR samples, the average value of ILWC specified by GL-I is more than twice the GL-2 value only for an ILWC of less than 0.3 kg m -2 . The overall average multiple of 3. 1
occurs at an ILWC of 0. 14 on the regression. The two models are equal at an ILWC of about 1, and at larger values GL-2 appears to exceed GL-l. One adjustment had to be made in the Peirce data before they were properly comparable with the USSR data. Peirce evaluated AFGL-2 LWC for all hydrometeors present regardless of size, whereas AFGL-2 was limited to precipitationsized particles in the USSR data. In the 44 USSR samples for AFGL-2 it was ,J, found that, on the average, total ILWC exceeds precipitation ILWC by a factor of 47 3.0. This, then, was the multiplier applied to the raw ratios GL-I/GL-2 of the Peirce data before inclusion in Figure 3 .
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The comparison between ETAC and GL-2 I shown In Figure 4 , which also L .
includes Peirce points, but now only three points because of the smaller total number of pairs. The trend of the ETAC/GL-2 ratio is almost identical to that of
Figure 2. Vartatiota of the ESI Ratio (GL-I /GL-2)
with ESI (C3L-2)
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CONCLUSION
The data analyzed here are sufficient to provide definitive comparison of the three LWC models at high temperate latitudes, for all seasons, and over a wide range of climates.
Overall comparisons are shown in Figure 5 . Relative to AFGL-2, both AFGL-l and ETAC overpredict at low values of ILWC or ESI and underpredict at higher values. Relative to AFGL-l, ETAC first underpredicts, then overpredicts. Parameters of these regressions are given in Table 6 . Except for (d) the regressions are log-log; hence the standard errors are in terms of factors rather than increments. The standard error of regression for individual LWC profiles should be much larger since the regressions here were developed from averages of hundreds of profiles. Whether it remains precisely the same today is unknown. For want of independent measurements of LWC, this report ts uable to camment on the tentative conclusion of its predecessor (Peirce et alB to th ffec that AFGL-2 overpredicts ILWC by 29 percent on average. Ts.,. 
