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Abstract 
Nucleation in non-homogeneous diffusing-reacting systems occurs under a changing supersaturation. Under these 
conditions, the rate of creation of supersaturation determines the value of the supersaturation threshold at the 
nucleation time, i.e., the actual maximum metastability level. Measurements of metastable zone-widths and their 
dependence on the supersaturation rate are here reported for different carbonates and sulphates. By analogy with 
nucleation behaviour by continuous cooling of saturated solutions, a semiempirical relation appears to govern this 
dependence. Finally, this relation is ehecked for solutions doped with additives and metastability measurements in 
U-tube gel systems are proposed to compare inhibitor effectiveness. 
1. Introduction 
The ability of substances to form supersatu­
rated solutions may be represented by the maxi­
mum supersaturation which can be reached un· 
der given conditions. This maximum supersatura­
tion is closely related to the stability of supersatu­
rated solutions, which is governed by the so-called 
metastability limit. The metastability limit marks 
the width of the metastable zone, and therefore 
separates the field of supersaturated solutions 
into two parts: solutions with concentrations 
above the limit crystallize instantaneously, but 
the supersaturated solutions whose concentra­
tions are below the limit can remain without 
inducing crystallization for some time. 
* Corresponding author. 
The metastability limit concept has been used 
widely in the literature, mainly in the field of the 
industrial crystallization [1], but it is not rigor­
ously defined in a formal way. This is because the 
onset of spontaneous crystallization depends on 
time, other conditions being equal. In turn, the 
time before the onset of spontaneous crystalliza­
tion is governed by many factors. As a conse­
quence, the value of the "maximum supersatura­
tion" depends not only on the nature of solute 
and solvent, but also on temperature, slirring and 
mechanical shocks, the thermal history, the total 
mass of solution, etc. [2-4]. This does not mean 
the concept of metastability is meaningless but it 
must be applied under specific boundaries. 
When supersaturation is time dependent, the 
rate of creation of supersaturation determines 
the value of the maximum supersaturation. 
Therefore, if supersaturation is created by cool-
ing a saturated solution, the width of the 
met astable wne depends on the cooling rate. 
N9v1t [5) proposed a semiempirical relation which 
governs this dependence: 
dCs m 
dT 
b � K.(,1C._) , 
and taking the logarithms, 
(I) 
dC, 
In b-ln Kn-In 
dT 
+m In LlCma., (2) 
where dCs/dT represents the temperature de· 
pendence of the equilibrium concentration, 
tlCma. -C -Cs is the maximum absolute super· 
saturation, and b is the cooling rate, assumed 
constant. Finally, Kn and m are empirical ceeffi· 
cients which may be related to classical nucle· 
ation parameters [6,7]. Here, for the sake of 
coherency, the concentrations wilt be expressed 
in molalities instead of those units employed for 
chemical engineering purposes (kg m-3); how· 
ever, the form of Eq. (2) remains unaltered. 
Eq. (1) indicates a concise and reasonable rela· 
tion, namely that tlCmu increases with an in­
crease in cooling rate. One must consider, how· 
ever, the real meaning of these concepts in the 
light of the classical nucleation theory. In abbre­
viated form, the theoretical nucleation rate for 
crystallization from solution is given by (8]: 
J - r e,p( -5,y'Il'/k'T'(ln S)'), (3) 
where fj is a shape factor, u is the nucleus-solu­
tion interfacial tension and n is the volume of 
one growth unit in the nucleus. The pre·exponen­
tial factor r is related to the growth of the 
critical nucleus to become supercritical, and in­
volves the volume diffusion step (9]. Finally, S is 
the supersaturation ratio, CIC .. or more strictly 
0/05 by using the activities. From this relation it 
is clear that the nucleation rate is a very sharp 
function of supersaturation and it is usual to 
define the critical supersaturation as correspond­
ing to the rate of J nucleus S-l cm-3. 
The classical equation (3) is based on the as­
sumption that supersaturation is reached immedi­
ately. Therefore. the supersaturation rate concept 
has no meaning in this context and one must 
avoid identifying critical supersaturation and the 
maximum supersaturation as expressed in Eq. (1). 
Moreover, the semiempirical equation (1) deals 
with metastable zone-width measurements in 
which heterogeneous nucleation may have oc­
curred [4,51. In the same way one must avoid 
confusing "induction time" and other kinds of 
waiting times which result from specific experi­
mental procedures. The induction period I; is the 
time lapse from the attainment of a definite su­
persaturation tilt crystallization can be detected. 
Although I; is in fact a sum of three contributions 
[7], it is widely assumed as being mainly deter­
mined by rl [10]. Therefore, according to Eq. 
(2), I; depends dramatically on the supersatura­
tion. 
In nucleation experiments by cooling saturated 
solutions it is, however, usual to consider the 
total cooling time le; i.e. [5]: 
( 4) 
where tlTma.- is the maximum undercooling corre­
sponding to the maximum supersaturation ..lCmu. 
Thus, unlike li, 1(: involves changing supersatura­
tion and depends on the cooling rate. 
Nucleation in non-homogeneous diffusing re­
acting systems also occurs under conditions of 
changing supersaturation. Previous papers (Ill 
have demonstrated that the supersaturation rate 
R fJ has an important bearing on the supersatura­
tion level at the nucleation time, i.e. on the 
supersalUration threshold 13th. In fact, this term is 
completely comparable to that of maximum su­
persaturation and one may expect a relation be­
tween 13th and RfJ analogous to that between 
LlCmax and b as shown in Eq. 0). In the same 
way, the experimental waiting period I .... defined 
for diffusing·reacting systems is closely related to 
the cooling time defined for nucleation in contin­
uous cooling conditions. Here an effort is made 
to find such a relation by considering the nucle· 
ation behaviour of calcium, barium and strontium 
carbonates and sulphates in U-tube gel systems. 
On the other hand, the limited particle mobility 
in a gel medium involves a wide metastability 
• 
range, as compared with the nucleation be­
haviour in free solutions. One deals with very 
long waiting times from the beginning of the 
experiment till the first crystallites become ob­
servable. This makes it easy to observe the nucle­
ation behaviour in a gel medium. Thus, some 
tasks as the checking of effectiveness of nucle­
ation inhibitors may be easily solved by this tech­
nique. To illustrate these possibilities, the influ­
ence of two commercial inhibitors on the nucle­
ation of barite crystals was studied. 
2. Experimental procedure and calculations 
2. /. Nucleation experiments 
Experiments on nucleation behaviour of 
CaS04 . 2H 20, SaC03, SrC03 and BaS04 were 
carried out in a U-tube double diffusion system in 
which reservoirs of two reagents are separated by 
a column (9 mm diameter and 280 mm long) of 
silica hydrogel. The gel behaves as a porous 
medium allowing counter diffusion of the reagents 
which eventually meet in the gel column where 
precipitation occurs. Silica gel was prepared by 
acidification of a Na2Si03 solution (Merck, sp. 
gr.: 1.059 g/cm3) with HO (IN) until a pH = 5.5 
was obtained. The source reservoirs were filled 
with 8 cm) of mother solutions of the reagents 
(CaCI2, SrCI2 or BaCI2 and NaS04 or NaCOJ, 
depending on the crystallizing substance). A set 
of experiments was carried out for each sub­
stance, by using mother solutions with different 
initial concentrations. The temperature during 
the experiments was 25°C, 
The nucleation behaviour was studied by not­
ing the nucleation time and location of precipi­
tates. The results for different initial conditions 
are shown in Table I. The time measured was the 
total waiting period lw' from the beginning of the 
experiment, when the solutions were poured in 
the reservoirs, until the first crystallites appeared 
under magnification X 500. 
From the data in Table l one may observe 
values in the rank of 1000 h for the waiting time. 
The tube dimensions ensure a large diffusion 
Table I 
Nucleation lime and preeipitate location 
Mother solutions '. Location 
Initial concentrations (h) (cm) 
Gypsum (CaS04 ' 2H2O) 
CaCI2 (M) Na1SO. (M) 
1.0 1.0 1267 13-16 
1.0 O.S 1520 14-18 
1.0 0.3 1686 13-19 
0.3 1.0 1720 12-14 
O.S O.S 1792 13-17 
0.3 O.S 2024 12-14 
Witherile (BaCO) 
Ba02 CM) Na1CO) (N) 
O.S O.S 1\64 11-21 
0.3 O.S 10811 15-19 
O.S 0.3 1128 18-24 
0.3 0.3 12S0 16-20 
O.S 0 1  1344 23-26 
0.1 O.S 1392 15-18 
0.3 0.1 \464 19-22 
0.1 0.3 1536 17-20 
0.1 0 1  1704 18-21 
Stronlianite (srCo,) 
SrCI2 CM) NalCO) (N) 
O.S 0.5 912 \6-21 
O.S 0.3 1050 \9-23 
0.3 O.S 10811 15-18 
0.3 0.3 1200 17-20 
O.S 0.1 1344 22-27 
0.1 O.S 13JS 13-17 
0.3 0.1 I'" 21-24 
0.1 0.3 1S\1O 16-19 
0.1 0.1 1632 18-23 
Baritc (BaSO.) 
Daa2 CM) Na1S04 (M) 
0.' O.S ,.. 12-16 
O.S 0.3 432 14-18 
0.3 0.' '58 12-16 
0.' 0.1 '" 16-20 
0.3 DJ 'SO 13-15 
0.1 0.' '04 10-13 
0.1 0.1 572 11-15 
path in relation to the reservoir size. This makes 
nucleation experiments highly reproducible: a dif­
ference of I h in I .... only means about 0.1% 
inaccuracy. 
2.2. Ml/Ss-trofllfer experimerus 
Although the experimental arrangement is de­
ceptively simple, a further analysis of the mass­
transfer is needed to be able to extract quantita­
tive results {1I-14]. Before the diffusion process, 
the gel column is a homogeneous medium with 
zero reagent concentration. However, in the 
course of double diffusion, the column becomes 
non-homogeneous in pH and concentration. Un­
derstanding the evolution of the system requires 
the determination of the concentration and pH 
profiles through the gel column for successive 
diffusion times. The experimental testing of both 
mass-transfer and pH evolution is required for 
such an object, in agreement with an experimen­
tal path extensively described in previous papers 
[11]. An exhaustive report of the spatial aspects 
of nucleation [IS] is, moreover, beyond the scope 
of the present work, which only deals with the 
evolution of the reaction zone. 
In this way, the extent of mass-transfer in the 
nucleation zone was determined by diffusing the 
reactants during defined time intervals, removing 
the gel from the tube and slicing it into 10 mm 
wide slices. The slices corresponding to the nucle­
ation zone (previously known from the nucleation 
experiments) were then chemically analysed. 
Cations were analysed by atomic absorption spec­
trophotometry (UNICAM SP90) and the total 
amount of sulphur or carbon was measured by 
means of a C-N-S elemental analyser (Carlo­
Erba Na 1500). Finally, to determine the actual 
concentrations of the interstitial solution, the 
measured concentrations of the constituents were 
referred to the "effective water" [15] per gel 
volume unit. 
The accuracy of the concentration values is 
effectively controlled by the precision of the slic­
ing process. Analytical detection limits were from 
0.05 to 0.001 jLg ml-1 for cations and 0.001 wt% 
for anions. However, an error of up to I % for gel 
slice weight must be expected, thus giving a 1% 
error margin in the measured concentrations. 
The pH evolution was detennined in separate 
experiments by adding pH liquid indicator 
(Merck) to the Na2SiOl solution during the gel 
preparation. As a result of diffusion of the 
reagents, the pH evolves along the column and it 
can be monitored by observing the development 
of changes in colour. 
2.3. Calculation of supersatllratioll and Sllpersatfl­
ration rate 
The first stage of studying the evolution of 
crystallization conditions is to compute the value 
of the "driving force for crystallization" for dif­
ferent diffusion times. In crystal growth from 
solutions the removal of a system from equilib­
rium is usually expressed in terms of supersatura­
tion ratio S - a/a •. However, in diffusing-re­
acting systems, because of the development of 
concentration gradients, the solution composition 
at a particular point of the diffusion column is 
always non-stoichiometric and the driving force 
cannot be expressed in terms of S .  For non­
equivalent solutions, the supersaturation may be 
defined by 
nail 
�� -K
' (5) • 
where no? is the ionic activity product, v, the 
stoichiometric number of ion number i in the 
solute formula, and Ks the solubility product. 
Eq. (5) shows that an estimate of the supersat­
uration requires knowledge of the activities of the 
free ions. To determine these activities. an aque­
ous speciation model, based on the Debye­
Huckel theory, may be used [161. Here, following 
this procedure, the supersaturation in the nucle­
ation zone was calculated from the concentration 
and pH experimental data. Computed supersatu­
ration values for different initial concentrations 
and successive diffusion times are listed in Table 
2. Values for diffusion times subsequent to nucle­
ation are not actual values. They were computed 
from separated mass-transfer experiments for 
each reactant, in which no reaction occurs. These 
values are however necessary in order to know 
the evolutionary trend of supersaturation at the 
nucleation event. Finally. for each row in Table 2, 
values of supersaturation-time were fitted to 2 or 
3 degree polynomia by the least squares method. 
Correlation coefficients were higher than 0.99 in 
all the cases. 
The fitting functions (3(r) may be used 10 cleation time and location (3lh' Moreover, Ihe 
interpolate the supersaturation value at a particu- lime derivative of f3(t) represents the supersatu-
lar time. Thus, when interpolation is made for 'w' ration rate Rp-d/3/dt, i.e., the speed at which 
one obtains the supersaturation value at the nu- the system is moving away from equilibrium. The 
• Table 2 
Supersaturation and supersaturation rale 
Mother solutions fJ(t) P .. RtI(h-1) 
Gypsum 5tJt) h 600h 7tlO h 800 h loooh 1200 h 1500 h 2000 h 
CaOl-NazSO. 
(M}-{M) 
1.0-1.0 0.13 0.19 0.29 0.75 2.09 4.22 8.43 16.3 5.\0 0,0128 
1.0-0.5 0.09 0.15 0.26 0.55 1.39 2.58 4,79 8.42 4.92 0.0076 
1.0-0.3 0.09 0.\4 0.24 0.54 1.10 ISO 2.71 3.42 3.19 0.0019 
0.3-1.0 0.08 0.14 0.23 0.46 1.05 1.75 2,71 3.36 3.24 0.0016 
0.5-0.S 0.07 0.14 0.22 0.44 0.% 1.67 2.92 4.81 4.09 0.0037 
0.3-0.5 0.05 0.12 0.22 0.36 0.73 LlS 1.76 2.22 2.23 0.0003 
Witherite 400 h SIX) h 750 h loooh l2.'iO h JSOO h 1750 h 2000 h 
BaCJ2-Na2COj 
(Ml-{N) 
0.5-0.5 5.9 96 608 1257 1996 2614 3188 3462 889 2.60 
0.5-0.3 3.4 42 220 hO' 1129 1684 22 1 1  2657 865 2.05 
0.3-0.5 0.5 4.8 126 355 637 991 1357 1723 435 1.14 
0.5-0.1 t6 87 2% 743 1068 1321 470 1.50 
0.1-0.5 2.1 " 1 72 336 531 753 1059 434 0.80 
0.3-0.3 13 176 358 546 763 1027 354 0.12 
0.1-0.3 4 2  67 140 255 430 615 283 0.57 
0.3-0.1 0.4 85 58 165 333 641 138 0.50 
0.1-0.1 0.3 7.1 3t lOO 283 " 0.40 
Strontianite 5tJt) h 600h 750 h loooh 1250h 15tJt) h 1750 h 2000 h 
SrOZ-Na!COl 
(M)-(N) 
0.5-0.5 t6 358 1437 5315 9508 I37JS 16792 3742 15.11 
0.5-0.3 0.8 145 1156 2885 4802 6181 7312 3234 7.46 
0.3-0.5 5.2 t61 588 1514 26n 3925 4812 1893 4.68 
0.5-0.1 76 301 9i3 2082 3418 4236 1390 4.53 
0.1-0.5 95 88 420 976 1955 2835 3488 1285 3.35 
0.3-0.3 " 288 746 1462 2413 3850 5902 1269 3.00 
0.3-0.1 " 403 llS] 1826 2269 946 2.99 
0.1-0.3 18 85 439 1184 2075 663 2.611 
0.1-0.1 I.J 82 288 647 1186 457 1.45 
BaTile 250 h 300 h 350 h 400 h 450 h 500 h 600 h 700 h 
BaClrNa2S0� 
(M)-(M) 
0.5 0.5 1541 5876 10583 16222 22924 30339 47925 68712 11663 109.8 
0.5-0.3 311 2267 5088 8954 l3331 18735 31271 47515 11637 91.3 
0.3-0.5 248 1831 4292 6791 10025 13736 25176 40053 10620 75.6 
0.5-0.1 117 638 1595 3553 6155 9389 17087 26456 7729 63.5 
0.3-0.3 223 978 2025 3502 4766 6438 1052] 16130 5730 33.6 
0.1-0.5 96 591 1321 22% 2816 3501 4866 6312 3573 14.0 
0.1-0.1 46 258 576 873 1135 1439 2129 m5 1929 7.2 
supersaturation rate at the nucleation time may 
be therefore obtained by computing this deriva­
tive for t -two Complete results of calculations 
performed are summarized in Table 2, which 
shows supersaturation evolution and nucleation 
time values of f3(t) and Rp for different initial 
conditions. 
3. Discussion of results 
3.1. Supersaturation rate and me/astable zone width 
Metastable zone width in diffusing-reacting 
systems is determined by the supersaturation level 
when nucleation begins. This level, termed "su­
persaturation threshold" f3lh [t n, represents the 
maximum supersaturation whieh may be attained 
in the reaction zone for particular start boundary 
conditions. 
Tables I and 2 illustrate the correspondence 
between start conditions and experimental nucle­
ation parameters. The first outcome is the rela­
tion between initial concentrations and waiting 
time. As solution reservoir concentrations are 
increased, t w decreases. That is to be expected 
because increasing initial concentrations means 
increasing the whole supersaturation rate of the 
system. Local values of RfJ at the crystallization 
zone reflect this statement, as Table 2 shows. 
The relation between supersaturation thresh­
old and supersaturation rate, however, is not so 
evident. The results show that the metastability 
level goes with high supersaturation rate. Hence, 
the supersaturation threshold is a variable that 
depends on the system evolution, changing within 
wide margins for each substance. The variation of 
f3,h with RfJ has no simple theoretical fonnula­
tion, but it is possible to look for empirical or 
semiempirical relationships which govern this de­
pendence. 
3.2. Semiempirical relationships belween RfJ and 
p" 
As we discussed in the introduction, one may 
expect that RfJ controls 13th in the same way that 
b determines dCmax in nucteation experiments by 
cooling saturated solutions. This is clear if one 
considers the meaning of b in the first term of 
Eq, (1): 
dC, b � dC, ddT � � ( dC, �T) 
dT dT dl dt dT ' 
(6) 
where dT is the undercoaling and, therefore, the 
expression in brackets is the absolute supersatu­
ration .de. It follows that 
dC$ d.::lC 
dT
b
-dl' (7) 
i.e., the first term in Eq. 0) is the supersaturation 
rate. 
Although RfJ and d.dC/dl have a similar 
meaning, the relationship between these parame­
ters is not obvious, because .d C and 13 are very 
different expressions for supersaturation. For 
non-ideal solutions: 
a i' ± C 
S--- -- ­a. i' ±.cq C. ' (8) 
where i':t and Y ±.cq are, respectively, the mean 
solute activity coefficients in supersaturated and 
saturated solutions, the concentrations being ex­
pressed as molalities. From Eq. (5), it is easy 10 
show that the relationship between Sand 13 
depend on the solute stoichiometry, according to 
13 = S�, (9) 
where v =- LV;. It follows that 
( 10) 
In this equation, both .dC and Y ± are time 
dependent for a changing supersaturation, and 
therefore the relationship between R� and 
ddC/dt is quite complex. For nearly ideal solu­
tions of a sparingly soluble substance, it holds 
that 
Y±/Y±.Cq= I, dC = C ; 
thus, for a binary AB solute, Eq. (to) becomes 
considerably simpler: 
�-S'-(tlCIC,)'. (Il) 
Finally, from Eqs. (11) and (I), the following 
equation may be easily derived: 
R,_d#/dt_K;(#,,)m', (12) 
where 
m' - (m + 1)/2, K� - 2KnC;-t. 
Therefore, in a general way, by analogy with Eq. 
(2), a linear dependence between In 13th and In Rp 
may be anticipated: 
In RIJ -In K� + m' In 13th' (13) 
3.3. Correlatioll of experimemal results 
We are thus able to correlate the experimental 
data of Table 2 in the light of the above consider­
ations. Fig. I displays these data in the form 
In 13th versus [n R(j and fitting lines through the 
Fig. 
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between supersaturation threshold and 
supersaturation rate in the fonn In P,h versus In RfJ' 
Tablc 3 
Solubility, inlerfacial tcnsion and empirical oucleatioo param· 
eters 
Substance -lOll Ks q • Cone- In K,.. rn' 
(mJJm�) lation 
('ocffi· 
cicll\ 
CaSO,'2H2O 4.62 76 0.992 11.07 4.00 
BaCO) 8.56 109 0.919 -U2 0.76 
srCo3 9.27 liS 0.953 -5.47 0.95 
BaSO. 9,,. 13S 0.973 -9.61 1.S2 
• Valucs from Ref. [] 7}. 
experimental points. From these plots, it is clear 
that metaSlable zone-width in diffusing-reacting 
systems is determined by supersaturation rate in 
the same way that cooling rate determines 
metastability in free solutions. According 10 Eq. 
(]3), in all cases, the dependence has been found 
to be linear, with high correlation coefficients. 
The y-intercept, the slope of the filled data and, 
consequently, the adjustable parameters K� and 
m' (see Table 3) depend on the nature of the 
crystallizing substance, but there is no clear COf­
relation with specific parameters of the solute . 
According to the N9vIt's derivation of Eq. (1) 
[5-7], nucleation order m should be a function of 
the number of particles forming the critical nu­
cleus. However, because of the stochastic nature 
of nucleation, this parameter has no exact physi­
cal meaning, since it depends on factors such as 
specific operational conditions [4,5]. At any rate, 
all plots indicate the existence of certain rules 
governing the nucleation process and could con­
tribute to the understanding of the nucleation 
kinetics in diffusing-reacting systems. 
3.4. Effect of solubility 
Table 2 also shows that, for the same initial 
conditions, the supersaturation threshold in­
creases for substances with decreasing solubility. 
This general trend becomes formally clear by 
developing the preexponential term in the nucle­
ation rate equation (3) [9]: 
r� voNoA' cxp(aG./kT), (14) 
where 110 is a frequency factor, A* is the surface 
area of the critical nucleus and L1G" is the activa­
tion energy barrier for diffusion from the solution 
bulk to the clusters. Finally, No is the number of 
growth units per unit volume. 
Eq. (14) shows that nucleation rate increases 
with increasing solubility because of the factor 
No. In solutions of sparingly soluble substances, 
the solute particles are relatively distant one from 
another, and for a high nucleation probability 
occurring, it is necessary to obtain high supersat­
uration values. Moreover, the factor r depends 
on the transport properties of medium and is 
implicitly related to solvation since, in general, 
solubility and solvation are interrelated {4J. The 
metastable zone-width also increases with in­
creasing interfacial tension u (see Eq. (3) and 
Table 3). This parameter, however, is related to 
No by the general rule that the higher the solubil­
ity of a crystal, the lower its interfacial tension 
[17[. 
Finally, when growth in gels is compared with 
growth from free solutions, one of the main dif­
ferences is caused by the degree of supersatura­
tion. In free solutions, supersaturation levels like 
those reported in Table 2 involve catastrophic 
nucleation with high density of crystalline individ­
uals. These crystals never become larger because 
the supersaturation quickly diminishes as soon as 
nucleation occurs. The fact that larger crystals 
are grown in gels proves that the supersaturation 
remains high, because the limited particle mobil­
ity is very effective at suppressing nucleation. 
Moreover, the high level at which the supersatu­
ration is maintained during the growth explains 
the wide range of non-equilibrium crystallization 
phenomena occurring in this kind of system 
[18,19). 
4. Metastability in the presence of inhibitors 
It is well known that small amounts of dis­
solved impurities may have a considerable effect 
on nucleation kinetics. Impurities alter nucleation 
rate, maximum supersaturation and other nucle­
ation parameters such as induction time, interfa­
cial tension or critical nucleus size. For this rea-
son, specific-purpose additives are used in many 
industrial processes in order to reach nucleation 
inhibition [20-22]. Although additives are all 
known to impose their influence via an interac­
tion with the crystal surface [23], the mechanism 
of nucleation inhibition is far less understood 
than the mechanism of additive effects on growth. 
A detailed discussion about these mechanisms is, 
however, beyond the scope of this paper, which 
only tries to illustrate the special features of 
nucleation inhibition in crystal growth in gels. 
4.1. Experimental procedure 
With this aim, we chose two commercial in­
hibitors, one a phosphero-modified polyacrylic 
acid derivative, here termed PAA, and the other 
a polymalaic acid derivative, termed PMA. Small 
amounts of inhibitor were added to the sodium 
silicate solution during the gel preparation and so 
initially the gel column had a homogeneous con­
centration of inhibitor. Nucleation experiments of 
8aSO. crystals were carried out in gels doped 
with 15 ppm of PMA or PAA. A set of experi­
ments was carried out for each additive, by using 
mother solutions with different initial concentra­
tions. Except for the presence of inhibitor, the 
experimenral path and the procedure or calcula­
tion of I3lh and RIJ were analogous to those 
described in Section 2. 
4.2. Experimelltal resu/lS and correlalion 11/ f3'h­
In R IJ for doped experiments 
Experimental values of Iw. 13lh and RfJ for 
different start conditions are shown in Table 4. 
As was to be expected, by comparing values for 
pure solutions with those for doped solutions, 
one can nole that inhibitors produce an apprecia­
ble broadening of the metastable zone: they pro­
long the waiting time and increase the supersatu­
ration threshold. The metastability level of the 
system is notably increased by the additives, with 
PMA the most effective under our experimental 
conditions, in which nucleation occurs at a pH 
5.5. Inhibition gradually increases with inhibitor 
concentration, and the degree of inhibition for a 
specific concentration of additive depends on the 
I 
start boundary conditions, i.e., on the supersatu­
ration rate. 
Apart from their inhibiting effect, PAA and 
PMA stimulate aggregation and intergrowth of 
crystals during the nucleation stage. This ten­
dency towards agglomeration increases with in­
creasing additive concentration and only appears 
in newly developing crystals, i.e., when a nucle­
ation step is involved. 
Finally, one may check if the rules governing 
the nucleation process for pure solutions hold for 
solutions doped with PAA and PMA. In this way, 
we have correlated In {jIb versus In RfJ and com­
puted the semiempirical parameters K� and m'. 
In all cases, the dependence has been found to be 
Table 4 
Experimental data for nucleation in the presence of additives 
Mother solutions 
In;t;al concentrations 
Barile (pure) 
0.5 
0.5 
0.3 
05 
0.3 
0.1 
0.1 
0.5 
0.3 
0.' 
0.1 
0.3 
0.' 
0.1 
Barile + PAA (Is ppm) 
Ba02 (M) NalSO. (M) 
O.S O.S 
0.5 0.3 
0.3 O.S 
0.3 0.3 
05 0.1 
0.1 0.5 
0.1 0.1 
Burite+ PMA (15 ppm) 
BaCI2 CM) Na2S0� (M) 
05 0.5 
05 0.3 
0.3 0.5 
0.3 0.3 
O.S 0.1 
0.1 0.5 
0.1 0.1 
'. 
(h) 
360 
432 
4SS 
476 
""" 
'04 
S72 
456 
576 
610 
672 
720 
762 
912 
520 
670 
710 
768 
816 
864 
1080 
11663 109.8 
11637 91.3 
10620 75.6 
7729 63.' 
"'0 33.6 
3573 14.0 
1929 7.2 
20604 156.8 
15759 88.8 
15402 67.7 
14317 59.0 
12254 409 
11873 36.5 
9365 20.4 
30798 158.9 
22373 102.5 
21S23 76.2 
20704 74.3 
18032 48.8 
17182 43.3 
13207 20.1 
In �111 
Fig. 2. Plots of In (j,h versus In Rft for pure and doped barile 
solutions. The slopes of the correlation lines are displayed in 
the plots. 
linear, with high correlation coefficients. The re­
sults are plotted in Fig. 2, which also shows the 
fitting lines through the experimental points. 
4.3. Discussion 
The previous data illustrate the amplification 
of the inhibitor action perfonned by the gel 
medium. We deal with long waiting times and 
high metastabiJity levels and this makes it easy to 
decide whether an additive has an important ef­
fect on nucleation. Moreover, in contrast to other 
nucleation methods, the high reproducibility of 
these experiments allows a small number of mea­
surements to ensure enough statistical confi­
dence. Finally, the correlation between In (j,1I and 
In Rj3 demonstrates that Eq. (3) holds for doped 
solutions in the same way as for pure solutions. 
Although the nucleation parameters K� and 
"" have no exact meaning, some additional con­
clusions can be suggested from Fig. 2. As we 
discussed previously, /11' should be a function of 
the number of particles forming the critical nu­
cleus. If so, the higher value of the slope m' for 
the doped solutions could mean an increase in 
the critical nucleus size. This is a reasonable 
conclusion in line with the general trend of the 
nucleation behaviour in the presence of polyelec­
trolytes and other organic inhibitors [24-261. The 
effectiveness of inhibitor concentrations in the 
ppm range is usually attributed to the adsorption 
of inhibitor molecules at a small number of active 
growth sites of precritical nuclei. Adsorbed 
molecu[es deactivate these growth sites, change 
the interfacial tension, and inhibit the crystalliza­
tion process. Furthermore, incorporation of in­
hibitor molecules may create internal strain, thus 
increasing the so[ubility and the critical size re­
Quired for a stable precipitate. Finally. if not only 
the growth but also the dissolution process of 
subcritical nuclei is sufficiently hampered by ad­
sorbed inhibitor molecules. then the critical size 
required for further growth can only be reached 
by agglomeration of subcritical nuclei, and the 
supercritical nuclei become polycrystal[ine [25,27]. 
These effects appear to explain the experimen­
tal results shown in Fig. 2 and Table 4. The 
reported data represent a satisfactory proof that 
there exists a certain relation between the eva[u­
ated nucleation parameters and the mechanism 
of inhibitor action. At any rate, U-tube gel exper­
iments have been shown to be a useful, low-cost 
tool to compare effectiveness of different in­
hibitors. 
5. Conclusions 
(1) Nucleation in non-homogeneous diffusing­
reacting systems occurs under a changing super­
saturation. In these conditions, the supersatura­
tion rale RfJ has an important bearing on the 
supersaturation level at the nucleation time, Le. 
on the so-called supersaturation threshold {3(h' 
By analogy with nucleation behaviour by continu· 
ous cooling of saturated solutions. a semiempiri­
cal relation is proposed to govern this depen­
dence. 
(2) In order to check this relation, experimen­
tal values of {3th and RfJ have been correlated in 
logarithmic form. In all cases, the dependence 
has been found to be linear, with high correlation 
coefficients. The y-intercept and the slope of the 
filling lines depend on the nature of the crystal­
lizing substance, but there is no clear correlation 
with specific parameters of the solute. The slope 
rn' should, however, be a function of the number 
of particles forming the critical nucleus. 
(3) The width of the metastable zone, ex· 
pressed in terms of supersaturation threshold, 
decreases with increasing solubility of substances 
and increases with increasing interfacial tension. 
(4) The limited particle mobility in diffusion­
controlled systems involves a wide metastabi[ity 
range, as compared with free solutions. One deals 
with very long waiting times and this makes nu­
cleation experiments highly reproducible. For this 
reason, the U-tube gel method is proposed to 
compare inhibitor effectiveness. 
(5) In the presence of inhibitors the supersatu­
ration threshold becomes higher but the rules 
governing the nucleation process for pure solu­
tions hold also for doped solutions. There is a 
certain relation between the adjustable nucle­
ation parameters K� and m' and the mechanism 
of inhibitor action. So, the higher value of the 
slope /1/' for doped solutions could be explained 
by an increase in the critical nucleus size. 
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