Abstract. Algebraic structure of codes over Fq, closed under arbitrary abelian group G of permutations with exponent relatively prime to q, called G-invariant codes, is investigated using a transform domain approach. In particular, this general approach unveils algebraic structure of quasicyclic codes, abelian codes, cyclic codes, and quasi-abelian codes with restriction on G to appropriate special cases. Dual codes of G-invariant codes and self-dual G-invariant codes are characterized. The number of G-invariant self-dual codes for any abelian group G is found. In particular, this gives the number of self-dual l-quasi-cyclic codes of length ml over Fq when (m, q) = 1. We extend Tanner's approach for getting a bound on the minimum distance from a set of parity check equations over an extension field and outline how it can be used to get a minimum distance bound for a G-invariant code. Karlin's decoding algorithm for a systematic quasi-cyclic code with a single row of circulants in the generator matrix is extended to the case of systematic quasi-abelian codes. In particular, this can be used to decode systematic quasi-cyclic codes with columns of parity circulants in the generator matrix.
Introduction.
Codes with rich algebraic structure are of strong interest to coding theorists because such codes are easy to design and decode. Classical families of cyclic codes, such as Bose-Chaudhuri-Hocquenghem (BCH) codes and Reed-Muller codes, were the center of attention for a long time. For a cyclic code, the code's permutation group contains a cyclic subgroup generated by the cyclic permutation. A cyclic code can also be viewed as an ideal of the group algebra on the cyclic group of order n (length of the code). More generally, ideals of group algebras on abelian groups are known as abelian codes.
A different direction of generalization gives another class of codes: quasi-cyclic codes. A code of length n is said to be l-quasi-cyclic for some l|n if every l times cyclic shift of a codeword is also a codeword. Thus an l-quasi-cyclic code can be viewed as a submodule of the l-dimensional free module (F q C n l ) l over the group algebra F q C n l , where C n l is a cyclic group of order n l . A more general, but less popular, class of codes is the class of quasi-abelian codes [15] . For a finite abelian group G and its subgroup H, an F q H-submodule of F q G is called a G − H quasi-abelian code. In fact, for an abelian group H and any positive integer t, any submodule of (F q H) t can be considered a quasi-abelian code. In that case, any abelian G ⊇ H with |G| = t|H| can be used to define quasi-abelian codes, as in [15] . Thus, such codes will be called H-quasi-abelian codes. When t = 1, this class specializes to abelian codes and, when H is a cyclic group, specializes to the class of quasi-cyclic codes.
Transform techniques for cyclic codes and abelian codes are well known [1, 13] . Transform techniques for repeated root cyclic codes were discussed in [10] . Recently, quasi-cyclic codes were studied in the transform domain [5, 9] . Tanner [14] introduced ways to transform a group invariant parity check matrix into a parity check matrix over an extension field, and he used this technique to get a lower bound on the minimum distance of group invariant codes.
In this paper, the algebraic structure of codes closed under any arbitrary abelian subgroup G of S n (the group of permutations of n elements) is investigated. We call this class G-invariant codes. When special types of G are taken, G-invariant codes coincide with the class of quasi-abelian codes, and thus with the classes of quasicyclic codes and abelian codes. Figure 1 shows the relation between different classes of codes. Following are a few examples of some types of permutation groups G shown in Figure 1 . Example 1.1. For any a, b ∈ F q , a = 0, let σ a,b denote the permutation σ a,b : x → ax + b. Then G = {σ a,b |a ∈ F * q , b ∈ F q } is a subgroup of S q and is called the group of affine permutations. For q > 2, G is nonabelian and the G-invariant codes are known as affine invariant codes. Example 1.2. Figure 2 (ignore the solid, dashed, and dotted boxes for now) shows the cycle structure of the generator σ of a permutation group G = σ ⊆ S 16 . Here G is abelian, and G-invariant codes cannot be seen as G-quasi-abelian codes. Example 1.3. Consider a permutation group G = σ 1 , σ 2 ⊆ S 54 . Figure 3 shows the cycles of σ 1 with solid lines with arrows and the cycles of σ 2 with dashed lines with arrows. Here G is abelian, and G-invariant codes are the same as G-quasi-abelian codes of length 54.
All abelian codes on an abelian group G are decomposable as a direct sum of minimal abelian codes if and only if the exponent of G is relatively prime to q. The same is true for l-quasi-cyclic codes if and only if n l is relatively prime to q [2] . It will be shown that this is true for any G-invariant code (G abelian); i.e., for an abelian subgroup G ⊆ S n , any G-invariant code of length n can be decomposed as a direct sum of minimal G-invariant codes if and only if the exponent of G is relatively prime to q. Karlin [7] showed a way to decode a class of one-generator quasi-cyclic codes. Heijnen and van Tilborg [6] proposed another decoding technique for the class of onegenerator quasi-cyclic codes, which uses the same basic idea as Karlin's technique but achieves some computational advantages by better usage of the quasi-cyclic property of the code. In this paper, Karlin's approach is extended to a class of quasi-cyclic codes, not necessarily one-generator. When restricted to one-generator quasi-cyclic codes, this method reduces to Karlin's method. Moreover, this method also applies to a class of quasi-abelian codes specified in subsection 7.1.
In section 2, the DFT on abelian group is reviewed, and in section 3 is used to define a DFT for G-invariant codes for any abelian group G of permutations with exponent relatively prime to q. Such G-invariant codes are characterized in the transform domain, and their structural properties are investigated in section 4. Dual codes of G-invariant codes and self-dual G-invariant codes are characterized in section 5. The number of G-invariant self-dual codes for any abelian group G is also found. In section 6, we extend Tanner's approach for getting a bound on the minimum distance from a set of parity check equations over an extension field and outline how it can be used to get a minimum distance bound for G-invariant codes. Quasi-abelian codes are discussed in section 7, and Karlin's approach [7] for decoding systematic quasicyclic codes with parity circulants in a single row is extended to the case of systematic quasi-abelian codes. In particular, this approach can be used to decode systematic quasi-cyclic codes which are not necessarily one-generator, which was the case left open by Karlin.
Review of the DFT for abelian codes.
Let G be an abelian group with exponent ν such that (ν, q) = 1. Let r be the smallest positive integer such that ν|(q r − 1). Then the group of all distinct F q r -characters of G is isomorphic to G. In fact, an isomorphism x → ψ (x) can be chosen (see, for example, [3] and the references therein) such that ψ (x) (y) = ψ (y) (x). We denote ψ (x) (y) as ψ(x, y), considering it a map ψ : G × G → F q r . It satisfies the following properties:
where |G| and 1 denote, respectively, the cardinality of G and the identity element in G.
The DFT of any element a = x∈G a x x ∈ F q G is defined as
3. DFT for G-invariant codes. We consider codes of length n over F q with components indexed by a set I. Let G ⊆ P erm(I) be an abelian subgroup of the group of permutations of I. Let the characteristic of F q be p.
Suppose I 1 , . . . , I t are the orbits of I under the action of G. Let us denote
is the permutation g restricted to I k . Since G k is abelian and acts on I k faithfully and transitively, the stabilizer of any i ∈ I k is {1 k } (1 k denotes the identity element of G k ). Thus, for any i 1 ∈ I k , there is a unique g ∈ G k , such that i 1 = g(i). This defines a one-to-one correspondence between G k and I k . Using this, the symbols can be indexed by the elements of G k instead of I k by first associating a fixed element i ∈ I k with the identity element 1 k . Hence, the code symbols are indexed by
we'll use the letters f, g, and h, possibly with subscripts, to denote elements of G, and use the letters x, y, and z to denote elements of G.
Let the exponent of G, exp(G) = lcm ({exp(G k )|k = 1, . . . , t}) be relatively prime to q, and let r be the smallest positive integer such that exp(G) divides (q r − 1). Then on each orbit, DFT is defined as discussed in the last section; i.e., the DFT of a ∈ F G q is defined as A = (A x ) x∈G ∈ F G q r , where
Here ψ k is as defined in the last section for G k . For any two x, y ∈ G, define
With this notation, the DFT can be rewritten as
For any h ∈ G and x ∈ G, we define the symbol
It follows from this definition that the DFT of The residue class of x ∈ G is defined as x = {x 1 ∈ G| g, x 1 = g, x for each g ∈ G}. Cardinality of x will be denoted by e x . For any subset X = {x 1 
The cyclotomic residue class of x ∈ G is defined as (x) q = {x 1 ∈ G| for some non- Figure 4 shows the relation between a cyclotomic residue class and the cyclotomic cosets and residue classes in it. By the conjugacy constraint, the values of the DFT components in one residue class determine the values of the other transform components in the same cyclotomic residue class. To be specific, A
for any a ∈ F G q , where the power of the vector A x is taken componentwise. Thus, the values of the transform components in one representative residue class from each cyclotomic residue class specify a vector completely.
Example 3.1 (continuation of Example 1.2). The index set has four orbits under the action of G and G 1 G 2 Z 3 , and G 3 G 4 Z 5 . Let a set of generators of the groups G 1 , G 2 , G 3 , and G 4 be g 1 , g 2 , g 3 , and g 4 , respectively. If α ∈ F q r is an element of order 15, then we define DFT in F 
The residue classes in G are shown in Figure 2 with dashed boxes. The figure shows the cyclotomic cosets with solid boxes and the cyclotomic residue classes with dotted boxes for q ≡ 2 mod 3, q ≡ 4 mod 5 (e.g., q = 29, 59). 
Transform domain characterization of G-invariant codes. A linear code C ⊆ F G q is G invariant if for every codeword a ∈ C and h ∈ G, h(a) ∈ C. The equivalent condition in the transform domain is that for any
For any ordered tuple ( 
For any G-invariant code C and x ∈ G, suppose A x takes values from a subspace V ⊆ F 
. . , X l be some disjoint subsets of G and suppose
They are said to be related if they are not unrelated.
Let x 1 , x 2 , . . . , x l be a set of representative residue classes of all the distinct cyclotomic residue classes. Suppose we fix arbitrary subspaces
. . , l, respectively, and consider the code If, in a G-invariant code, two transform components A x and A y are unrelated, then consider the subcodes C 1 and C 2 obtained by restricting, respectively, A x and A y to {0}. Clearly, the original code is the sum of the codes C 1 and C 2 . Suppose S 1 , . . . , S l are some disjoint subsets of the index set such that x, y ∈ ∪ l i=1 S i . Then the transform components in S 1 , . . . , S l are unrelated in C if and only if they are unrelated in C 1 and C 2 . This process can be continued on C 1 and C 2 and repeated on the resulting subcodes to get a set of subcodes whose sum is C and in each of which either there is only one nonzero transform component or any pair of nonzero transform components is related. So, if the transform components in S 1 , . . . , S l are related in C, then there is a G-invariant subcode of C, where two transform components
Suppose, in a G-invariant code, two transform components A x and A y are related. Then they must take values from F q rx and F q ry , respectively. The relation must be by a bijection (so r x = r y ) σ : F q rx → F q rx since the subcode obtained by restricting
For a map σ of a finite field, we denote by
Proof. The reverse implication is obvious. For the forward implication, let us consider the F q -linear map σ :
Lemma 4.4. Let α, β, and l 1 be as in Lemma 4.3 and V be an h-dimensional
Since σ is nonzero, its restriction on at least one of V i , 0 ≤ i ≤ h − 1, is nonzero, and thus by Lemma 4.3, the first statement follows. Suppose (4) is nonsingular, and thus there exists a unique solution of (4) 
Lemma 4.4 for each i, we see that σ is induced by f i (X) =
are some unique constants. Since all the polynomials f i (X) are of degree < q l , they have to be the same. In particular, their smallest degree terms are the same, and that means, say,
there is any nonzero monomial other than X q j , then such a monomial is of degree, say, 
This contradicts the fact that (h
where C (xi) q denotes the subcode of C obtained by restricting all the transform components outside (x i ) q to zero. For quasi-cyclic codes, this gives the primary components of a code [8] , and for cyclic and abelian codes, these subcodes, when nonzero, are minimal cyclic and abelian codes, respectively.
A However, the decomposition of a G-invariant code in terms of some minimal Ginvariant codes is not unique, though for the special case of abelian codes, such a decomposition (as a direct sum of minimal abelian codes) is unique.
It is known that if (exp(G), q) = 1, then there are abelian codes on that group, which cannot be decomposed as a direct sum of minimal abelian codes. If (exp(G), q) = 1, then for some k, (exp(G k ), q) = 1. Then we can take an abelian code on G k , which cannot be decomposed as a direct sum of minimal abelian codes. That code can be padded with zeros in all other orbits to get a G-invariant code, which is not decomposable as a direct sum of minimal G-invariant codes. 
When v is an "all-ones" vector, the v-weighted Euclidean inner product and vweighted Hermitian inner product reduce to the usual Euclidean and Hermitian inner products, respectively.
Two vectors are called orthogonal w.r.t. an inner product if the inner product of the vectors is zero. Two linear codes C 1 and C 2 are called the dual of each other with respect to an inner product if C 2 is the set of all the vectors which are orthogonal to every vector in C 1 . When no inner product is specified, it is assumed to be a Euclidean inner product. A code is called self-dual when it is the dual of itself.
For any x ∈ G, τ x will denote the cardinality of the orbit containing x. For any residue class x, τ x will denote the e x -tuple with components τ y , y ∈ x, in the same order as A y in A x . With abuse of notation, τ 
To get (9), we use the fact that the transform components in different cyclotomic residue classes are unrelated for a G-invariant code, and to obtain (10) we use the fact that A x takes values from a subspace of F ex q rx . Note that if (8) is satisfied for a residue class x, then it is also satisfied for any other residue class in the same cyclotomic residue class. Thus, it is sufficient to consider only one representative residue class in each cyclotomic residue class. When two residue classes x and x −1 are considered, compatible orders are taken in them; i.e., if we take
then we also take
).
Let {x 1 , x 2 , . . . , x l } be a set of representatives of the distinct cyclotomic residue classes of G. Suppose, for the codes C 1 and C 2 , A x takes values from V x and U x , respectively. Then V x and U x can also be considered linear codes of length e x over F q rx . Using Theorem 5.1, the dual code of a G-invariant code can be characterized as follows. 
Self-dual G-invariant codes.
Let us classify the cyclotomic residue classes into the following three types:
Type A: Self-inverse cyclotomic residue classes (x)
q with x = x −1 . In this case, suppose
Type B: Self-inverse cyclotomic residue classes (x)
q with x = x −1 . In this case,
Thus,
3. Type C: Cyclotomic residue classes (x) q which are not self-inverse, i.e.,
The cyclotomic cosets are also assigned a "type" based on the type of cyclotomic residue classes they are in. Let us denote the distinct cyclotomic residue classes as
. . , i 3 . The code is self-dual if and only if
Proof. If the code is self-dual, then by Theorem 5.2, V yj is the E τ
The rest of the proof follows directly from Theorem 5.2.
Let N Ev (q, l) and N Hv (q, l) denote the number of, respectively, E v -self-dual codes and H v -self-dual codes of length l over F q . Also, let N (q, l) denote the number of subspaces of F l q . All these numbers are known [11, 12] when v is all-ones and the values are as given below.
for q and l even, 
where the empty product is 1 by convention. 
,
Example 5.1 (continuation of Example 3.1). In the following, the number of self-dual G-invariant codes is found for different q s.t. 
The number of self-dual G-invariant codes over F q for other values of q can be calculated similarly as follows.
q ≡ 1 mod 3, q ≡ 1 mod 5, and 3 ≡ 5 mod p (e.g., q = 16): N E (q, 4) (N (q, 2)) 3 . q ≡ 2 mod 3, q ≡ 2 or 3 mod 5, and 3 ≡ 5 mod p (e.g., q = 2, 8): 
Proof. If all the components of v are quadratic nonresidues in F q , then this vector can be divided by one of its components to get a scalar multiple of the vector, in which each component is a quadratic residue. So, it is sufficient to assume that the components of v are quadratic residues. Suppose v = (v 1 , . . . , v l 
We shall give a one-to-one correspondence between the E v -self-dual codes and the Euclidean self-dual codes to prove the first part of the result. Let U ⊆ F l q be an E v -self-dual code of length l over F q . Then it will be shown that the subspace W = { (s 1 a 1 , . . . , s l a l )|a = (a 1 , . . . , a l ) ∈ V } is a Euclidean self-dual code. Suppose (s 1 a 1 , . . . , s l a l ), (s 1 b 1 , . . . , s l b 
Thus, any two vectors in W are orthogonal w.r.t. the Euclidean inner product, and since the dimension of W is the same as the dimension of V , which is l 2 , W is a Euclidean self-dual code. The second part follows similarly.
Proof. Both N E1 (q rx , e x ) and N H1 (q rx , e x ) are 0 when e x is odd, and thus the result follows.
and the number t of orbits is odd, then there is no self-dual G-invariant code.
Proof. The result follows by applying Corollary 5.6 to the cyclotomic residue class {0 j |j = 1, . . . , t}.
Minimum distance of G-invariant codes.
Tanner used a BCH-like argument [14] to estimate minimum distance bounds from the parity check equations over an extension field. The same concept was used to get minimum distance bounds for quasi-cyclic codes from the transform domain description of F q -linear cyclic codes over F q m [4] . A natural generalization of the results is given here. This can be used to guarantee some minimum distance by viewing the code as a shortened code of an abelian code. For s vectors v 1 , v 2 , . . . , v s over F q r of lengths n 1 , n 2 , . . . , n s , respectively, let v 1 v 2 . . . v s denote the n 1 × n 2 × · · · × n s array, known as the Kronecker product of v 1 , v 2 , . . . , v s , with (i 1 , i 2 
The following theorem is available in [4] for the special case of s = 1. Here, power of a vector will mean the componentwise power, and I l will denote the set {0, 1, . . . , l − 1}. 
where β is a primitive element of F q r .
Proof. ,i 1 ,...,λs,i s = a i1,...,is for (i 1 , . . . , i s ) Clearly, this gives a parity check equation of C over F q rx . The componentwise conjugate vectors of the parity check vectors obtained this way and the vectors in their span are also parity check vectors of the code. Although Theorem 6.1 gives a way to get a minimum distance bound of any linear code, for which a set of parity check equations over an extension field is known, it is very difficult to know which arrangement of the code components, in how many dimensions, and what choice of v l will give the maximum bound on the minimum distance. Even for the one-dimensional (s = 1) case it is very difficult to choose the best v 1 and arrangement of code components because of the huge number of choices.
7. Quasi-abelian codes. For any abelian group G, the G-quasi-abelian codes of length t|G| (which are submodules of (F q G) t ) are closed under the action of G on the coordinates. So such codes are invariant under the coordinate permutations induced by the elements of G. However, this case has a more organized structure in that all the orbits of the coordinates under the action of G are of the same size |G|, and there are t such orbits. This raises the following natural reverse question: For a given abelian group G of permutations on code coordinates, when can we view the G-invariant codes as G-quasi-abelian codes? The following theorem answers this question. 
is an isomorphism of G onto G k . Thus, any G-invariant code can be viewed as a submodule of (F q G) t . Note that to see the G-invariant codes as G-quasi-abelian codes, G k1 G k2 ∀k 1 , k 2 ∈ I t , is not sufficient.
Example 7.1. Consider the group of permutations G = {σ 1 , σ 2 } of {1, 2, . . . , 54}, where σ 1 and σ 2 are as shown in Figure 5 . The solid lines with arrows represent the cycles of σ 1 and the dashed lines with arrows represent the cycles of σ 2 . The order of the group G is 81, whereas the two groups G 1 and G 2 of restricted permutations are isomorphic to each other and of order 27. So, G-invariant codes cannot be seen as G-quasi-abelian codes in this case. For G-quasi-abelian codes, we can index the coordinates in different orbits by copies G 1 , . . . , G t of the same group G. Thus, for any element g ∈ G, we have an element g (i) ∈ G i for each i. So every residue class is of the form {g (1) , . . . , g (t) }.
We'll denote it by g instead of g (i) . If, for a G-quasi-abelian code, symbols in some orbits form a set of information symbols and the symbols in the other orbits are the parity check symbols, then the code is called a systematic G-quasi-abelian code. For a systematic G-quasi-abelian
, without loss of generality we can assume that the first k orbits are information symbols and the rest are parity check symbols. Then there exist some c l,
If the DFTs of a j and c i,j are denoted by A j and C i,j , respectively, then each codeword in the transform domain is of the form ⎛
where represents the componentwise product.
Decoding of systematic quasi-abelian codes.
For a systematic Gquasi-abelian code with one information orbit, there are c j ∈ F q G , j = 1, . . . , t − 1, such that every codeword is of the form (a, c 1 a, c 2 a, . . . , c t−1 a). For quasi-cyclic codes, i.e., for cyclic G and when c j is a unit in F q G for j = 1, . . . , t − 1, Karlin [7] used alternate syndromes based on c j , j = 1, . . . , t − 1, and their inverses to gain considerable reduction in decoding operations. In the following, Karlin's approach is extended for systematic G-quasi-abelian codes with multiple information orbits. This is a two-step generalization of Karlin's algorithm: from quasi-cyclic codes to quasiabelian codes and from one information orbit, i.e., one-generator codes to multiple generator codes.
For
. . , k, such that each codeword is of the form a = (a 1 , a 2 , . . . , a k , a k+1 , . . . , a t ) ∈ (F q G) t , where a k+i = k j=1 a j c i,j . We restrict our attention to the case where c i,j , i = 1, . . . , t − k, j = 1, . . . , k, are such that any k × k submatrix of the transposed generator matrix
That is, any k orbits form a set of information symbols. For any subset X ⊆ [1, t] , the |X| × k submatrix comprising the corresponding rows of M is denoted by M X . Similarly, a X will denote the vector of length |X| comprising the components a i ∈ F q G , i ∈ X. We denote the complement [1, t] \ X byX. Thus, if we know k components of a codeword a, i.e., a X for some X of size k, then we can solve uniquely for the others as aX 1 , a 2 , . . . , a t ) is the transmitted codeword and the received vector is a = (a 1 , a 2 , . . . , a t ) . Let e = (e 1 , e 2 , . . . , e t ) = a − a denote the error vector. Suppose the code's known minimum distance is 2l + 1 and a vector is received with at most l errors, that is, the Hamming weight of the error, 
X , e
X ∈ (F q G) |X| are such that e
(1)
X g for some g ∈ G, then we call them equivalent. Let us call the equivalence classes the G-quasi-abelian equivalence classes. All the elements of an equivalence class have the same Hamming weight. If we compute MX M X e X 7. Check if Hamming weight of eX is less than or equal to t − i. If so, take (e X , eX ) as the error and quit. Otherwise, continue with the loops. The number of syndromes (in (F q G) t−k ) calculated by this algorithm is t k . If k = 1 and G is cyclic, then it specializes to the algorithm proposed by Karlin [7] and Heijnen and van Tilborg [6] for decoding systematic quasi-cyclic codes with a single row of circulants in the generator matrix, i.e., one-generator systematic quasi-cyclic codes. For t = 2, it further specializes to the single parity circulant case.
8. Discussion. The class of codes considered in this paper is a generalization of cyclic codes, quasi-cyclic codes, abelian codes, and quasi-abelian codes. All these special families of codes are defined as codes closed under one or more permutations of the code components. The algebraic structures of these special families of codes were investigated by different authors and, in all the cases, there seemed to exist some common structure. It is shown in this paper that such structures are not specific to those codes, but these structures are present in the family of G-invariant codes for any abelian group G of permutations with order of G relatively prime to q.
Also, a twofold extension of Karlin's decoding algorithm for quasi-cyclic codes is given. It is an extension from the case of one-generator systematic quasi-cyclic codes to arbitrary systematic quasi-cyclic codes and also from the case of quasi-cyclic codes to quasi-abelian codes. However, since the algebraic structure of G-invariant codes for any arbitrary abelian G (with order relatively prime to q) is only as complex as that of quasi-cyclic codes and quasi-abelian codes, it would be interesting to see whether this decoding algorithm can be extended to cover this general class of codes.
The results of section 5 give as special cases all the results of [9] regarding existence and enumeration of self-dual quasi-cyclic codes. Theorem 5.4 gives the number of selfdual G-invariant codes in terms of the number of weighted self-dual codes and weighted Hermitian self-dual codes. Theorem 5.5 enables computation of these numbers in terms of the known numbers for some special cases of weight vectors. It remains an open problem to compute the values of N Ev (q, l) and N Hv (q, l) for arbitrary weight vector v, and thus enable computation of the number of self-dual G-invariant codes for arbitrary abelian group G of permutations.
