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.
Polynomial interpolation and related numerical analysis questions are used to take users
of computer algebra systems from issuing one-liners to writing more complex programs.
An alternate use of the outlined lessons is to introduce students to interpolation and
acquaint them with splines and numerical dierentiation. Constructive symbolic deriva-
tions of formulae for polynomial interpolants are presented. Numerical dierentiation
formulae are derived using them. Necessary background material is introduced. The ex-
amples and assignments can be done using any general purpose symbolic manipulator;
complete codes using the computer algebra system AXIOM are given.
c© 1997 Academic Press Limited
1. Introduction
This article outlines a short series of lessons and assignments at the conclusion of which
the students should be able to tackle non-trivial problems with a computer algebra system
and have acquired some interpolation and numerical analysis concepts.
It is hoped that the lessons have been made accessible and appealing to non-math-
ematicians. Concepts which motivate the various symbolic computations are introduced.
However, the examples and exercises will be more meaningful for someone interested in
interpolation (of course), nite dierences, nite volume methods, nite elements, partial
dierential equations or porous media flow. To quote .Lorentz (1992):
Interpolation by polynomials is a very old subject. Newton developed his in-
terpolation formula in the seventeenth century to the [sic] calculate the orbits
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of comets. Lagrange obtained his formula only a little later. The driving force
behind their investigations was applications. For example, Gauss used his quadra-
ture formula to calculate the orbit of the planetoid Pallas.
Even though interpolation has, more or less, lost its importance as a global
method of approximation, it is still the main local approximation method used.
Examples for this are splines, nite elements, cubature formulae, etc. For this
reason, it is not to be expected that polynomial interpolation will lose its impor-
tance. Quite to the contrary, multivariate numerical techniques are just starting
to become established and the systematic knowledge of multivariate interpolation
necessary for them has yet to be developed.
The lessons are not meant to replace rigorous discussions of the topics. However, they
make for a good introduction or complement; standard presentations settle unambigu-
ously the properties of the objects they discuss, but give scant insight into how one comes
up with the objects or notices their properties. Accordingly, the purpose of many of the
examples and exercises is to settle a few of the innitely many cases and give some intu-
itive sense of \what is going on". Generalization arising from the study of simplest cases
is a common road to general formulae, and in this way symbolic calculations provide
insight which is hard to get from floating point computations.
The students are immediately introduced to expression swell. Large outputs are not
viewed as unscalable messes; rather, they are presented as challenges to the human ability
to see structure where it is not readily apparent. One can often proceed with the proper
mental picture of the structure and features of a large output, without necessarily paying
much attention to its details. Students should be encouraged to become skilful in the
taking apart of expressions as a means to discover their structures and main features|
this, initially, can be motivated as a means toward \simplifying", leading to the following
questions: \Is there a single most desirable form for an expression? Is it reasonable to
expect a \simplify" button to do it all?" A complete lesson could be built around this
topic alone.
Many of the constructions, in the versions with the least numbers of variables, are
quite simple, and students may benet from working out these simple cases by hand
before typing away. In contrast, some of the problems are quite dicult. In any case, the
mathematical maturity expected after completion of the calculus sequence and a little
experience with a symbolic manipulator are prerequisite.
People learning a computer language need to be exposed to examples of good pro-
gramming practice. In this respect, this paper does not quite do justice to the computer
algebra system AXIOMy: The codes presented in this article are structured in a line by
line interactive format friendly to lecturing and poking around even though their purposes
often call for more batch-like treatments. Moreover, they are written so as to be easily
portable to another computer algebra system. For example, I do not take advantage of
the nice AXIOM implementation of delayed assignment; neither do I use blocksz. Remind
students that straightforward and clear code is what good programming style is all about.
Allowing the students to tackle problems in teams may help drive this point home|as a
minimal requirement, the program should be transparent to every team member!|and
make programming/debugging less frustrating.
y The AXIOM system is available from The Numerical Algorithms Group, Ltd, Oxford, U.K. and
Numerical Algorithms Group, Inc., Downer’s Grove, Illinois, U.S.A.
z AXIOM blocks are subroutine-like control structures ( .Jenks and Sutor, 1992).
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Finally, generously sprinkling the lectures with pictures is strongly recommended. Is
not a picture the best way to explain piecewise linear interpolation or what is meant by
\matching derivatives"? Encourage the students to do the same.
2. The Standard Introduction to Interpolation
Interpolation is usually introduced via Lagrange interpolation. Lagrange interpolation,
in turn, is usually introduced in two steps:
A. First, the interpolation problem is stated: Given n + 1 points in the plane with
distinct abscissa f(xi; fi)gni=0, we want a polynomial of degree at most n the graph
of which goes through these points.
B. The answer is then dropped from the sky: The interpolating polynomial is
P (z) =
nX
i=0
fiLi(z)
where the Li(z)’s are the Lagrange polynomials:
Li(z) 
Qn
j=0;j 6=i(z − xj)Qn
j=0;j 6=i(xi − xj)
:
How one gets from A to B is usually left to the imagination.
With the help of a computer algebra system, it is easy to derive formulae for the
interpolating polynomial from the statement of what it is meant to accomplish, and
carry on to make the Lagrange polynomials appear naturally. If you feel that such a
derivation is a case of \big hammer/small nail", please note that later I pound on local
splines.
3. \Discovering" the Lagrange Polynomials With a Computer Algebra
System
The names usually given the interpolating polynomial (P (z) above) all involve the word
\Lagrange" (the most common are \Lagrange interpolating polynomial" and \Lagrange
interpolant"). In order to avoid confusion the term \Lagrange polynomial" is reserved
in this paper for the basis functions Li(z). In addition, the interpolating polynomial is
called \plain vanilla interpolating polynomial" in the hope that some students do not
recognize that they already know the answer.
3.1. design specification of the plain vanilla interpolating polynomial
Given n+ 1 grid point locations fxigni=0 on the real line or in the complex plane and
real or complex values ffigni=0, construct the polynomial P (z) of order n+ 1 (of degree
at most ny) which assumes these values at the given grid points, that is, such that
P (xi) = fi 8i 2 f0; 1; : : : ; ng
y The class of polynomials of degree at most n is usually referred to as \the polynomials of order
n + 1". The order is a measure of the number of degrees of freedom, here the number of coecients of
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where \8" is an abbreviation for \for all", and \2" means \element of" and can be read
\in" (see any introductory text covering set/logic notation).
This is my strategy for nding P (z)z: Write an expression for P (z) involving n + 1
unknown parameters. The above n+1 constraints (that the graph of P (z) go through n+1
specied points) hopefully determine the unknown parameters. Thus, the construction
of the interpolant is reduced to the solution of a symbolic system of equations.
3.2. notational conventions
AXIOM code will be shown in typewriter font, while select AXIOM results will be
displayed in boldface to distinguish them from formulae which are part of the discussion.
AXIOM is a typed language; the type of a result, which accompanies it in AXIOM output,
will be shown in sans serif.
3.3. a brief and informal axiom glossary
A complete description of the AXIOM programming language in found in its on-line
documentation and in .Jenks and Sutor (1992). Note that AXIOM overloads: objects’
names and symbols often have several meanings which the context distinguishes. For
example, \==" sometimes stands for delayed assignment instead of what is given below;
whether its left-hand side has arguments determines if \==" signals a function denition
or a delayed assignment.
In order of appearance (this glossary makes more sense if referred to while reading the
program which follows):
)clear all start from scratch
:= immediate assignment
f(z) f(z), i.e., value of the function f at z
== function denition
[ object1, object2, object3 ] a list containing three objects
variable[ subscript1, subscript2 ] variablesubscript1;subscript2
+ - * / ** addition, subtraction, multiplication, division and exponentiation
0..n f0; 1; 2; : : : ; n− 1; ng with some caveats; also species the
interval of integration when used with integrate
reduce( op, list ) \insert" the binary operation op between the items of the
list list; for example reduce( +, list )
returns the sum of the list items
# list number of items in the list list
solve( equations, variables ) solve the system of equations equations for
the variables in the list variables
a generic polynomial. Because the powers and consequently the coecients of a polynomial are counted
starting at 0, the order and the generic degree dier by 1. Note that polynomials of order n+ 1 can have
any degree from 0 up to and including n since coecients can be 0.
z The use of the letter \z" is motivated by the fact that the derivation covers both the real and
complex situations.
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list.i ith entry of the list list
eval( expression, [ x1 = v1, x2 = v2, . . . ] ) replace x1 by v1 in expression...
% the last result
:: convert to the target type
? part of a type which AXIOM is to infer
D( expression, z, k ) the kth (partial) derivative of expression with
respect to the variable z
In AXIOM, every object has a type. AXIOM uses an expert system to gure out what
type to assign user dened objects. This expert system can be overridden by using :: to
convert the object to a type specied by the user. Using ? as a wild card in the target type
specication allows the user to partially specify the desired type while letting AXIOM’s
type inferencing software complete the type specication.
3.4. construction of the plain vanilla interpolant
Iy will present a symbolic program which, for a given n and \xed" set of symbolic
grid points locations fx0; x1; : : : ; xng, returns the desired polynomial.
Let’s start with a blank slate:
)clear all
Generically, the degree of the polynomial will be n:
n := 4
4
Type: PositiveInteger
Since all of our n + 1 degrees of freedom will be used to make the graph go through
specied points, the graph of the polynomial to be constructed will go through ve
specied (symbolic) points.
I will solve for the coecients ak of the polynomial p(z) written as
p(z) =
nX
k=0
ak z
k:
In order to make the most of the pattern matching capabilities of the human eye, I like
the output of the computer algebra system to use the same notation as my personal
scribbles. I write grid point locations as xi; so I will x things so that AXIOM uses
subscripted symbols as variable names.
p(z) == reduce( +, [ a[k] * z**k for k in 0..n ] )
y With due respect to .Lambe and Luczak (1994).
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p(z)
z4 a4 + z3 a3 + z2 a2 + z a1 + a0
Type: Polynomial Integer
Once the ak’s are known as functions of the xi’s and fi’s, we have our interpolating
polynomial.
Note that p is a function (an object of type \FunctionCalled p") which returns a poly-
nomial with integer coecients (e.g. p(z) above).
The AXIOM output looks (almosty) exactly like what most would write down. Some
students may argue that it is simpler to call the coecients of the polynomial (the ak’s)
a; b; c; : : :; this actually makes varying n tedious.
Requiring p(xi) = fi for all i’s yields the following system of equations in the form of
a list:
interpolatingCondition := [ p(x[i]) = f[i] for i in 0..n ]
a4 x04 + a3 x03 + a2 x02 + a1 x0 + a0 = f0; : : :

Type: List Equation Polynomial Integer
This system of equations has one important feature: it is linear in the ak’s. Since we will
solve for the ak’s, linearity is a very welcome feature, if only because it is a harbinger of
low (symbolic) computational cost.
This is the list of variables to solve for:
as := [ a[k] for k in 0..n ]
[a0; a1; a2; a3; a4]
Type: List Symbol
Now the ve equations in the list interpolatingCondition are solved for the variables
in the list as and the result is stored in THEas:
THEas := solve( interpolatingCondition, as)
[ [a0 =    ] ]
Type: List List Equation Fraction Polynomial Integer
solve, after a while, returns a list of solutions which takes pages. How many solutions?
# THEas
1
Type: PositiveInteger
Let’s evaluate p(z) with the ak’s given by the rst and only solution:
y The only thing which is \wrong" is the ordering of the variables. This is easy to x but not worth
the bother here.
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P := eval( p(z), THEas.1 )((
(f0 x1 − f1 x0 + z f1 − z f0) x22 + (−f0 x12 + f1 x02 −   
   − x04 x12) x23 + (−x03 x14 + x04 x13) x22) x3
Type: Fraction Polynomial Integer
P is a quotient of two polynomials with integer coecients. P is a polynomial in z: z does
not appear in the denominator (exercise: elegantly check this).
Thus, a formula for the plain vanilla interpolating polynomial was obtained. In other
words, there is a realization of the design specication. However, the formula is long
and messy. Let’s clean it up. Inspecting the result suggests that P is linear in the data
ffigni=0. Can this be veried? One way is to convert P to a polynomial in the fi’s. If
this conversion fails, P certainly cannot be linear in the fi’s. \Every" general purpose
computer algebra system has a utility which performs this conversion or at least extracts
the desired coecients. In AXIOM, this is accomplished by converting from the cur-
rent type \Fraction Polynomial Integer" to the desired type \MultivariatePolynomial" with
distinguished variables ffigni=0.
This is the list of distinguished variables, the ordinates of the data points:
fs := [ f[i] for i in 0..n ]
[f0; f1; f2; f3; f4] :
Type: List Symbol
Now the type conversion is performed:
P :: MultivariatePolynomial( fs, ? )
  
Type: MultivariatePolynomial([*01f0,*01f1,*01f2,*01f3,*01f4],Fraction Polynomial Integer)
The conversion succeeds (AXIOM inferred ? to be Fraction Polynomial Integer) but
the formula is still messy. What else could we do to make the resulting formula more
intelligible? Let’s try factoring the coecients:
% :: MPOLY( fs, FRAC Factored POLY INT )
(x1 − z)(x2 − z)(x3 − z)(x4 − z)
(x1 − x0)(x2 − x0)(x3 − x0)(x4 − x0) f0 +   
Type: MultivariatePolynomial([*01f0, . . . ,*01f4],Fraction Factored Polynomial Integer)
It is now clear that the|let’s now call the plain vanilla interpolant by its name|Lagrange
interpolating polynomial is linear in the fi’s, i.e.,
P (z) =
nX
i=0
fi Li(z)
with basis functions Li(z)’s, the Lagrange polynomials, having the simple formula given
in Section 2.
The following exercises should immediately be attempted and discussed.
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3.4.1. exercises
1. For some choices of xi’s and fi’s, plot the Lagrange interpolating polynomial.
2. Let
!n(z) 
nY
i=0
(z − xi) :
Compute
!n(z)
(z − xi)!0n(xi)
:
Clean it up. What is it?
3. Pick a permutation of the grid points and replace each grid point in the formula of
the Lagrange interpolating polynomial by its image under the permutation. What
do you get? Do the same with the Lagrange polynomials.
4. It is strongly recommended that this exercise be assigned and used to discuss ex-
pression swell and the high computational cost of solutions of symbolic linear|let
alone non-linear|systems of equations of even moderate size.
For some choices of xi’s (real and complex), plot the Lagrange polynomials. What
values do they take at the grid points? Writing P (z) as in Section 2, what prop-
erties are required of the Li(z)’s so that P (z) satises the interpolation condition?
Write a program which directly constructs the Li(z)’s taking these properties as
design specications. How fast, compared to the above program which constructs
the Li(z)’s by way of the interpolating polynomial, does your program run? Why?
Meaningful, non-trivial symbolic computation examples which only require common-
place mathematical knowledge are fairly dicult to come up with. To buttress the fol-
lowing examples, it is necessary to introduce some concepts and denitions. Most are
best described by involving linear operators. However, to keep the discussion elementary,
higher math constructs are not used and formalization is postponed until Section 12.
4. Piecewise Interpolants
In order to get an interpolant which is locally dened, which at any location has an
expression which only involves nearby xi’s and fi’s, one can \patch" polynomial pieces.
A 1D example of such a local interpolation scheme, piecewise linear interpolation, is
done by \joining the dots" with straight lines, each line segment being dened using two
consecutive xi’s and the corresponding fi’s, so that the value of the interpolant at any
point only depends on the two closest data points. Whenever piecewise interpolation is
used the question of where the transition from one piece to the next occurs (the locations
of the break points) arises. This transition is most often made to occur at the grid points.
5. Linear Interpolation
Linear interpolation here does not mean interpolation with pieces of straight lines
(here referred refer to as \piecewise linear interpolation" or \interpolation with piecewise
linears"); rather, it means that the expression for the interpolant is linear in the data.
For example, Lagrange interpolation is linear since P (z) is linear in the fi’s.
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6. Exactness
No elementary course in numerical analysis is complete without a discussion of the
following question: Given as \input data" the values fi of some function f at the grid
points xi (i.e., fi  f(xi)), what is a formula for a good approximation to the derivative
(or second derivative, or cumulative integral from the very rst grid point, etc) of f at xi?
Similarly, a practitioner of the nite volume method of discretizing partial dierential
equations will ponder this: Given as data the average values fi+ 12 of some function f
between successive grid points
fi+ 12 
1
xi+1 − xi
Z xi+1
xi
f(t) dt
what is a good approximation to the derivative of f at xi (or a good approximation to
the average over the cell lying between xi and xi+1 of the derivative of f , etc)?
A complete discussion of what makes an approximation \good" is out of the scope of
this article [for an introduction see the chapter on numerical dierentiation and integra-
tion in .Kincaid and Cheney (1991)]. However many \good" approximations are obtained
by making them exact on polynomials of order n, provided n is large enough [see, for
example, .Hyman et al. (1991)].
6.1. definition
A numerical approximation is exact on polynomials of order n if the approximation
formula exactly|not merely approximately|gives \the right answer" whenever the data
(the fi’s or fi+ 12 ’s. . . ) are obtained from an f(t) which is a polynomial in t of degree less
than n.
This is the 1D version of the denition; the extension to higher dimensions is straight-
forward.
6.1.1. example
Supposing that the data are the point values of the function f at the grid points xi,
the following approximation formula for the derivative of f halfway between successive
grid points is exact on polynomials of order 2 (a.k.a. linears):
f 0i+ 12 
fi+1 − fi
xi+1 − xi :
This is easily seen from the fact that if f is linear, tangents and secants coincide.
6.1.2. exercise
Consider the following formula:Z 1
−1
f(t) dt =
nX
i=1
wif(xi)
where the wi’s are real weights, the xi’s are points on the real line and f is an arbitrary
function.
Given n, how should the wi’s and xi’s (which are xed for a given n) be chosen so that
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the above formula for the integral of f is exact on polynomials of order N , where N is as
large as possible? Settle this question for a few n’s. Note that the xi’s can be expressed
as the roots of well known polynomials. Answer: the xi’s are the roots of the Legendre
polynomials of degree n and the wi’s are given by the Gaussian quadrature formula [see
.Kincaid and Cheney (1991) or .Stoer and Bulirsch (1993)]y.
Applying a \continuum" dierential operator (the derivative, second derivative. . . )
to the interpolant and evaluating the result at the desired \output" location yields an
approximation to this operator; moreover, if the interpolation scheme, when fed data
obtained from a polynomial of order n, recovers that polynomial, that is, makes the
interpolant the original polynomial, the resulting approximation to the dierential oper-
ator is exact on polynomials of order n. For example, the above approximation to f 0
i+ 12can be obtained by interpolating with a piecewise linear (or if you prefer using Lagrange
interpolating polynomials of order 2 and piecing together the resulting line segments)
with break points at the grid points and evaluating the derivative of this piecewise linear
at the desired locations, namely the centers of the cells.
This suggests the following:
6.2. definition
An interpolation scheme is exact on polynomials of order n if whenever the data are
derived from a polynomial of degree less than n the interpolant is that polynomial.
For example, a 1D interpolation scheme which uses point values as data is exact on
polynomials of order 2 if and only if whenever the data points lie on a straight line, the
interpolant is this line, and is exact on polynomials of order 3 if and only if whenever
the data points lie on a parabola, the interpolant is this parabola.
Patching together Lagrange interpolants of order n results in an interpolation scheme
which is exact on polynomials of order n. Lagrange interpolation can actually be specied
using the following design specication: It is the only linear interpolation scheme which
uses n data points (to construct each piece in the case of piecewise interpolation) and is
exact on polynomials of order n. Requiring that the graph of the interpolating polynomial
go through one or more of the data points is a redundant constraint in this case; actually,
so is specifying the order of the polynomial (pieces) or requiring that the interpolant be
(piecewise) polynomial.
Piecewise Lagrange interpolation with pieces of order n is exact on polynomials of
the same order. In Section 11, piecewise polynomial interpolation schemes which enforce
other constraints in addition to interpolation, resulting in polynomial pieces of a higher
order than the order on which the scheme is exact, will be constructed.
7. Constructing Numerical Approximations to Dierential Operators
It is reasonable to think that since the interpolant is \close" to the function f which is
sampled through the data, derivatives of the interpolant should be good approximations
of the derivatives of f . This suggests the following method for constructing numerical
approximations to dierential operators:
y This exercise was suggested by Stanly Steinberg.
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1. Start with an interpolation scheme which uses the given data and is exact on
polynomials of order n.
2. Apply the (\continuum") dierential operator to the interpolant.
3. Evaluate this last expression at the desired location. For example, if the point value
of the second derivative at the midpoint of the cell is desired, evaluate the second
derivative of this interpolant at the midpoint, and if the average over the cell of the
second derivative is desired, average the second derivative of the interpolant over
the cell.
The resulting approximation to the dierential operator will be exact on polynomials
of order n. n should be more than the order of the highest derivative in the dierential
operator: an approximation to a kth derivative calls, at the least, for an interpolation
scheme exact on polynomials of order k + 1 (why?).
For the sake of exposition, between now and Section 12, it is assumed that the f data
(the \input" data) are always given in terms of point values fi (not of cell averages as in
some versions of the nite volume method, or some other quantity).
Let’s use the Lagrange interpolating polynomial of order 5 to derive numerical dier-
entiation operators exact on polynomials of order 5.
7.1. approximation of the point value of the second derivative
The second derivative of P evaluated at a grid point (anywhere, actually) yields a value
for the second derivative which is exact on quartics. The second derivative at one of the
grid points will be evaluated. Most of the AXIOM output will be omitted.
As is customary, the data points are (re)labelled so that their indices run from −2 to 2:
shift := -2
stencil := shift..n+shift
eval( P, [ x[i] = x[i+shift] for i in 0..n ] )
Q := eval( %, [ f[i] = f[i+shift] for i in 0..n ] )
The desired derivative of Q is computed:
D2Q := D( Q, z, 2 )
evaluated at x0:
pointD2Q := eval( %, z = x[0] )
and cleaned up (\FR" is AXIOM shorthand for \Factored"):
shiftedfs := [ f[i] for i in stencil ]
[f−2; f−1; f0; f1; f2]
Type: List Symbol
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pointD2Q :: MPOLY( shiftedfs, FRAC FR POLY INT )
2
(
(x1 − 2 x0 + x−1)x2 + (−2 x0 + x−1)x1 + 3 x02 − 2 x−1 x0

(x−1 − x−2)(x0 − x−2)(x1 − x−2)(x2 − x−2) f−2 +   
Type: MultivariatePolynomial([*01f-2, . . . ,*01f2],Fraction Factored Polynomial Integer)
Because the Lagrange interpolating polynomial is invariant with respect to changes in
the ordering of the xi’s on the real line, this formula applies both to situations where x0
is the median stencil point and in situations where it is not.
Assuming that the grid points are uniformly spaced every h and that x0 is at the center
of the stencil, a well known ve point dierence formula (formula 25.3.24 in .Abramowitz
and Stegun, 1972) is obtained:
eval( pointD2Q, [ x[i] = x[0] + h * i for i in stencil ] )
−f2 + 16 f1 − 30 f0 + 16 f−1 − f−2
12 h2
Type: Fraction Polynomial Integer
7.1.1. exercise
Labelling the xi’s so that the subscripts increase from left to right on the real line,
derive a formula exact on quartics for the point value of the second derivative at the
leftmost grid point of a ve point stencil on a uniform grid. Is it the same as the one given
above for the value at the center point? Doesn’t this contradict the fact that the Lagrange
interpolating polynomial is invariant under reordering of the grid points on the real line?
7.2. approximation of the average over a cell of the second derivative
Instead of desiring the point value of the second derivative, one may want to \output"
the average of the second derivative between the centers of the cells (still keeping point
values as inputs). A numerical approximation to the average of the second derivative on
the cell in which x0 lies (assuming that the xi’s are ordered from left to right) which is
exact on quartics can be obtained as follows:
midpoint(j) == ( x[j-1/2] + x[j+1/2] ) / 2
offsetcellsize(i) == midpoint(i+1/2) - midpoint(i-1/2)
integrate( D2Q, z = midpoint(-1/2)..midpoint(1/2) )
averageD2Q := % / offsetcellsize(0)
yields the raw non-uniform grid version, while
eval( averageD2Q, [ x[i] = x[0] + h * i for i in stencil ] )
−f2 + 28 f1 − 54 f0 + 28 f−1 − f−2
24 h2
Type: Expression Integer
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allows comparison of the point value and average second derivative approximations on a
uniform grid.
7.3. exercise
Compute the dierence between the (point) value of the rst derivative of the last in-
terpolant at midpoint(1/2) and midpoint(-1/2). What is it? Why? Hint: Fundamental
Theorem of Calculus.
8. Symmetries
There are many symmetries which interpolation schemes and discrete dierentiation
operators should be consistent with.
8.1. affine invariance
An interpolation method is ane invariant if, for every m 6= 0 and b,
Pfxi 7!mxi+bgni=0(mz + b) (which is the interpolant obtained when the grid points xi are
replaced by their image under the ane map t 7! mt + b, evaluated at the image of z
under this ane map) is the same as P (z).
An interpolation scheme which is not ane invariant should be considered with sus-
picion since it does not behave well under translation, reflection or scaling of the x-axis.
Let’s check whether Lagrange interpolation is ane invariant:
affine(t) == m * t + b
eval( P, [ x[i] = affine(x[i]) for i in 0..n ] )
eval( %, z = affine(z) )
% - P
0
Type: Fraction Polynomial Integer
Indeed.
In many situations, ane invariance is a consequence of exactness on linears and so is
more useful as a check than as a construction tool. However, note that if an interpolation
scheme uses, to construct a piece, data which are not \logically" symmetric (in the
uniform grid case, \logical" symmetry is equivalent to the usual geometric symmetry),
reflection cannot be a symmetry of the interpolation scheme, even though translation
and scaling should be. Indeed, there are situations where ane invariance is too strong
a constraint and one should only enforce invariance under ane maps with positive m.
A similar notion of ane invariance applies to numerical approximations. For example,
both the following approximation to the derivative of f at the grid point xi
f 0i 
fi+1 − fi
xi+1 − xi
and the approximation to the derivative at the center of the cell which lies between xi
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and xi+1 given in Section 6.1.1 are linear, local and exact on linears, but only one of the
two is ane invariant, the missing symmetry having to do with reflections.
8.1.1. exercises
1. Which one?
2. What does the fact that the uniform grid formulae in Sections 7.1 and 7.2 do not
involve x0 tell you? What other symmetries can you read o the formulae?
Another ane invariance can be dened regarding the eect of ane maps applied to
the fi’s and once again is generally a consequence of exactness. The following denes an
altogether dierent concept. In order to avoid confusion, this next translation invariance
is referred to as \expression translation invariance"y.
8.2. translation invariant expressions
A local piecewise interpolation scheme is expression translation invariant if the expres-
sions for the various pieces can be obtained from one another by appropriately renaming
the xi’s and the fi’s (by \shifting" them). In other words, a single operator taking for
arguments the xi’s and fi’s in the stencil should generate the expressions for all the pieces
of the interpolant.
This is often dicult or impossible to achieve close to the edges of the grid, but \in
the bulk" this symmetry is a very reasonable requirement.
9. Cm Functions
Let m be a non-negative integer or 1. A function is said to be Cm if it is continuous
and its rst m derivatives are continuous.
Polynomials are C1. Construction of a Cm piecewise polynomial requires making the
derivatives of the polynomial pieces match at the break points. For example, piecewise
linear interpolation with break points at the grid points results in a C0 (continuous) but
generically not C1 interpolant; with this location of the break points, the interpolation
condition takes care of matching the 0th derivatives.
10. Exercises
Whenever appropriate, look at the intermediate results and discuss any unusual fea-
tures (unexpected degrees of freedom for example), verify as many symmetries as you
can and explain why any is not satised, and evaluate your results on a uniform grid.
Problems 5{8 are more dicult.
1. Derive non-uniform grid versions of the odd-numbered formulae 25.2.9{17 in
.Abramowitz and Stegun (1972) (Lagrange n points interpolation formulae for n
ranging from 2 to 6).
y With apologies for the ugly terminology. Please contact the author if you know a better term.
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2. Derive the non-uniform grid versions of formulae 25.3.4{6 in .Abramowitz and Ste-
gun (1972) (three points derivative formula exact on quadratics, four points exact
on cubics and ve points exact on quartics).
3. Do the same with formulae 25.3.23 and 25.3.28 (three points second derivative exact
on quadratics and ve points fourth derivative exact on quartics). Evaluate your
results on a uniform grid at the center point and at the leftmost grid point of the
stencil.
4. Given a list of grid points fxi0 ; xi1 ; : : : ; xing, dene Pxi0 ;xi1 ;:::;xin (z) to be the poly-
nomial of order n + 1 interpolating f at these points (i.e., such that
Pxi0 ;xi1 ;:::;xin (xi0) = fi0 etc).
Find the polynomials d0(z) and dn(z) such that
Px0;x1;:::;xn(z) =
d0(z)Px1;x2;:::;xn(z)− dn(z)Px0;x1;:::;xn−1(z)
xn − x0 :
Compare with Neville’s algorithm [see, for example, .Stoer and Bulirsch (1993)].
5. Is it possible to choose the break points between Lagrange interpolating polynomial
pieces so that generically the resulting piecewise interpolant is C1 and so that the
scheme has translation invariant expressions? Hint: to simplify matters, consider the
uniform grid situation. Find where the graphs of neighboring Lagrange interpolating
polynomial pieces intersect. Where do the derivatives agree?
6. The rst part of this problem consists of re-doing Section 3.4 using a dierent
formula for the parameterized polynomial:
p(z) =
a0 + a1(z − x0) + a2(z − x0)(z − x1) +   + an(z − x0)(z − x1)    (z − xn−1):
Start by (re)constructing the plain vanilla polynomial interpolant using this p(z).
Unlike before we are interested in the ak’s. Find simple expressions/recursive de-
nition for the ak’s. Answer: they are divided dierences.
7. Let !n be dened as in Exercise 3.4.1.2. !n is parameterized by the xi’s. Assume
that they lie in [−1; 1]. What should the values of the xi’s be so as to minimize
the maximum of j!n(t)j over [−1; 1] (so that the sup-norm of !n as a function with
domain [−1; 1] be as small as possible)? What is !n in that case? Start with n = 0
and work your way up to a moderately large value, say 5. It is instructive to rst
plot !n for various n’s and xi’s. Do you get a feel for where most xi’s need to bunch
up?
A more reasonable version of this exercise follows. Intuition, or Chebyshev’s original
theorem [ .Tchebychef (1961) or the very readable .Lorentz et al. (1983)], suggests
that for the minimizing choice of xi’s, !n assumes the same absolute value with
alternating signs at all the extrema and at 1. Consequently the problem can be
restated as follows: nd which xi’s make the squares of the extremal values of !n
and the squares of the values of !n at 1 all equal.
Hint: the minimizing xi’s are algebraic numbers. Answer: the Chebyshev points and
the Chebyshev polynomial normalized so that the leading coecient is 1y.
y This has consequences regarding the best approximation properties of Lagrange interpolants with
nodes at the Chebyshev points [see the sections on polynomial interpolation in .Stoer and Bulirsch (1993)
and .Kincaid and Cheney (1991), and .Lorentz et al. (1983)].
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8. Derive as many formulae found in the Numerical Interpolation, Dierentiation,
and Integration chapter of .Abramowitz and Stegun (1972) as you can. Whenever
possible, construct the formulae from suitable \design specications" and obtain
non-uniform grid versions. Do the same with the formulae found in the interpolation
chapter of a numerical analysis textbook or in a text about interpolation.
11. \Discovering" Splines
Piecewise Lagrange interpolation results in interpolants which at best are generi-
cally C0. In this section, the construction of piecewise polynomial interpolants which
are smooth, i.e., which are Cm for some m > 0, is demonstrated.
11.1. design specification of some local splines
Construct a local, linear, ane invariant, Cm piecewise polynomial interpolant with
break points at the grid points which has translation invariant expressions and is exact
on polynomials of order order (note that the second \order" refers to the name of a
variable in the following program).
This prescription covers some standard as well as some unusual splines (for example
some which use a wider stencil to get more exactness but no additional smoothness).
Non-local splines do not t the pattern.
There are two unstated variables in the above, one having to do with the number
of data points that any piece will use (the stencil size), the other with the degree of
the interpolating polynomial pieces. Reflection symmetry together with the location of
the break points forces the number of data points to be even; therefore, the number of
data points determining a polynomial piece is denoted by 2n. The generic degree of the
polynomial pieces will be equal to degreey.
Searching for winning (m; order; n; degree) 4-tuples can be done by trial and error,
although patterns should emerge. Some combinations entertain no solution, while others
do not determine a unique interpolant. The simplest member of the family is constructed.
11.2. construction of the cubic bessel interpolant
Not to be confused with Bessel functions, Bessel interpolants are sometimes lumped
with \Hermite interpolants". Following most authors, the label \Hermite" is reserved
here for interpolation schemes which use, as input, derivative as well as point value data.
)clear all
The Bessel interpolant’s 4-tuple is (m = 1; order = 3; n = 2; degree = 3):
degree := 3
m := 1
y The code can easily be modied so as to handle asymmetric stencils and dierent input data or
break points locations. Non-polynomial and/or non-linear interpolation requires more tinkering.
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n := 2
order := 3
In other words, a piecewise cubic interpolant which has a continuous rst derivative, has
a four point stencil and is exact on quadratics, will be constructed.
powers := 0..degree
0::3
Type: Segment NonNegativeInteger
The AXIOM type \Fraction Factored Polynomial Integer" has proven fairly useful in
this business, so let’s give it a more convenient name:
FFPI := FRAC FR POLY INT
Fraction Factored Polynomial Integer
Type: Domain
This program enforces the requisite conditions one at a time to allow inspection of
intermediate results. The main drawback of the program (given its pedagogical purpose;
if one just wanted to construct the interpolant, direct construction of the basis functions
is much more ecient) is that it requires a new run for each 4-tuple. This could be avoided
by using delayed assignments; however, this would make the code less transparent. As
was the case in Section 3.4, eciency is compromised in favor of clarity.
Caution must be exercised since traps are plenty: expressions in which division by
zero is a possibility (for example when the grid is uniform), \local" interpolants which
recursively depend on the whole grid, interpolants which are not ane or expression
translation invariant when they should be, questionable intermediate results, loss of one
desired property when enforcing another, etc. The program will be dicult to follow
without AXIOM’s on-line documentation or manual since, for the sake of brevity, AXIOM
operations and constructs will often be used without explanation.
The constraints on the pieces can be divided into two groups: those which apply to
each piece in isolation (the interpolation and exactness properties) and those which have
to do with how neighboring pieces mesh together (smoothness, i.e., requiring matching
derivatives at the break points). Expression translation invariance allows one to enforce
the rst group of constraints on one generic piece and then propagate the result to other
pieces.
step 1: construction of the generic parameterized polynomial piece
Since the break points are at the grid points, logically centering the piece of interest at 0
suggests indexing the grid points with half-integers (by half-integer, I mean a quotient
of an odd integer and 2) and the cells and polynomial pieces with integers. Hence, P0(t)
568 N. Robidoux
is the polynomial which denes the interpolant on cell 0.
: : : : : :
x− 52 x− 32 x− 12 x 12 x 32 x 52
P−2(t)z }| { P−1(t)z }| { P0(t)z }| { P1(t)z }| { P2(t)z }| {
| {z }
cell 0
Since the data consists of the values of some function f at the grid points, it is indexed
by half-integers. To help keep track, i is used as a dummy variable for integers and j as
a dummy variable for half-integers.
Pi(t) is to be linear in the fj ’s. Consequently
Pi(t) =
i+(n− 12 )X
j=i−(n− 12 )
fj li;j(t)
where the li;j(t)’s are polynomials in t:
li;j(t) =
degreeX
power=0
ai;j;power t
power:
The goal is to nd what the coecients ai;j;power’s are as functions of the grid posi-
tions in the stencil of the ith piece (as functions of xi−(n− 12 ); xi−(n− 12 )+1; xi−(n− 12 )+2; : : :
and xi+(n− 12 )).
First, a function which returns the list of indices of data dening Pi(t) is constructed:
stencil(i) == [ i-(n-1/2)+k for k in 0..2*n-1 ]
stencil(0) 
−3
2
; −1
2
;
1
2
;
3
2

Type: List Fraction Integer
Here are functions returning lists of coordinates of data points relevant to each patch:
xs(i) == [ x[j] for j in stencil(i) ]
fs(i) == [ f[j] for j in stencil(i) ]
fs(0) h
f− 32 ; f− 12 ; f 12 ; f 32
i
Type: List Symbol
Because the rst two constraints only deal with one generic piece in isolation, the name
given to Pi(t) in the following code will be p(t); at rst the subscript identifying which
piece is being dealt with is not necessary. For the same reason the rst subscripts of li;j(t)
and ai;j;power are dropped.
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l(j,t) == reduce( +, [ a[j,power] * t**power for power in powers ] )
l(3/2,t)
t3 a 3
2 ;3
+ t2 a 3
2 ;2
+ t a 3
2 ;1
+ a 3
2 ;0
Type: Polynomial Integer
p(t) == reduce( +, [ f[j] * l(j,t) for j in stencil(0) ])
p(t)
t3 f 3
2
a 3
2 ;3
+ t2 f 3
2
a 3
2 ;2
+ t f 3
2
a 3
2 ;1
+ f 3
2
a 3
2 ;0
+ t3 f 1
2
a 1
2 ;3
+ t2 f 1
2
a 1
2 ;2
+   
Type: Polynomial Integer
step 2: enforcing interpolation
P0 is required to take the value f− 12 at x− 12 and f 12 at x 12 . Following is the system of
equations corresponding to these interpolation constraints (the AXIOM operation solve
assumes that the system is homogeneous when fed \left-hand sides" instead of equations):
interpolates := [ p(x[-1/2]) - f[-1/2], p(x[1/2]) - f[1/2] ]
Time for a trick question: If these equations are solved for the a’s, will the result be
correct? Let’s try and see.
as := concat [ [ a[j,power] for power in powers ] for j in stencil(0) ]
solve( interpolates, as ).1"
a− 32 ;0 =
(
%N f 3
2
+ %J f 1
2
+ %F f− 12 + %B f− 32

x− 12 x 12
3 +   
f− 32 x 12 − f− 32 x− 12
; : : :
#
Type: List Equation Fraction Polynomial Integer
%A;%B; : : : ;%N are variables which AXIOM created to indicate degrees of freedom in
the solution. These arbitrary parameters can take any value. What is disturbing in the
last result is that the aj;power’s depend on the fj ’s, these showing up in the denominator
no less when the a’s are supposed to only depend on the grid locations xj ’sy.
How can this be xed?
The two polynomials in the list interpolates should be 0 no matter what values
the fj’s take. This means that these polynomials, viewed as polynomials in the fj ’s,
should be trivial (should have all coecients equal to 0).
[ coefficients( interpolates.i :: MPOLY( fs(0), ? ) ) for i in 1..2]
y If p(t) is evaluated using this list of values for the aj;power’s, the result is correct, so the suspicious
intermediate result could simply be overlooked. Such a \lucky" happenstance cannot be counted on,
however. Later, drive this point by having the students evaluate p(t) using the erroneous solutions and
commenting (homework?). Sometimes, one discovers good stu by making mistakes!
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interpolatesBetter := concat %
THEas := solve( interpolatesBetter, as ).1
No problem this time.
q := eval( p(t), THEas )
q :: MPOLY( fs(0) :: List Symbol, FFPI )(
x− 12 − t
 (
x 1
2
− t (%P x 1
2
+ %P x− 12 + %P t + %O

f− 32 +   
Type: MultivariatePolynomial([*01f(/ -3 2),. . . ,*01f(/ 3 2)],Fraction Factored . . . )
step 3: enforcing exactness
By linearity, the interpolation scheme is exact on polynomials of order order if and
only if it exactly recovers the basis functions f1; t; t2; : : : ; torder−1g when data derived from
them are plugged into the interpolant’s formula. That is, the following qWData(pwr)’s
should be these basis functionsy.
data(pwr) == [ f[j] = x[j]**pwr for j in stencil(0) ]
qWData(pwr) == eval( q, data(pwr) )
Given pwr, the following function returns the quantities which must be 0 if the interpo-
lation scheme, when fed data derived from tpwr, makes the interpolant this monomial (in
the type conversion, \UP" is AXIOM shorthand for \UnivariatePolynomial"):
exactOn(pwr) == coefficients( ( qWData(pwr) - t**pwr ) :: UP( t, ? ) )
exact gathers the coecients for all the relevant pwr’s:
exact := concat [ exactOn(pwr) for pwr in 0..order-1 ]
Which are the variables to solve for?
unknowns := setDifference( variables(q), concat [ [ t ], fs(0), xs(0) ] )
[%O; %P; %Q; %R; %S; %T; %U; %V]
Type: List Symbol
THEunknowns := solve( exact, unknowns ).1
newq := eval( q, THEunknowns )
y Another way of enforcing exactness: Plug in data derived from a generic polynomial of order order
and force the dierence between the resulting interpolant and the generic polynomial, viewed as a
multivariate polynomial with t and the coecients of the generic polynomial as distinguished variables,
to be trivial.
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newq :: MPOLY( fs(0), FFPI )
−
(
x− 12 − t
 (
x 1
2
− t ((%X x 1
2
+   + %Wx 3
2
2 +   (
x− 12 − x− 32
 (
x 1
2
− x− 32
 f− 32 +   
Type: MultivariatePolynomial([*01f(/ -3 2), . . . ,*01f(/ 3 2)],Fraction Factored. . . )
step 4: enforcing expression translation invariance
In order to be able to enforce conditions which involve several pieces at once, it is
neccessary to \shift" newq in order to get expressions for other pieces besides P0(t).
variables(newq)h
x 3
2
; x 1
2
; x− 12 ; x− 32 ; f 32 ; f 12 ; f− 12 ; f− 32 ; t; %X; %W
i
Type: List Symbol
The only variable of newq which does not need to be shifted is t (why?); even the
remaining unknowns (%W and %X) need to be shifted since their symbolic value may
not be the same for all the pieces.
remainingUnknowns := setDifference( %, concat [ [ t ], xs(0), fs(0) ] )
[ %W; %X ]
Type: List Symbol
noOfUnknownsPerCell := # remainingUnknowns
2
Type: PositiveInteger
The B[i,k]’s will be the variables standing for the remaining unknowns in the formula
for the ith piece; they will replace %W and %X in such a way that each piece has its
own set of remaining unknowns. Q(i) will be the formula for the piece on cell i; it is
obtained by shifting the remaining unknowns, the xj ’s and the fj ’s in newq:
Q(i) == _
eval _
( _
newq _
, _
concat _
[ _
[ remainingUnknowns.k = B[i,k] for k in 1..noOfUnknownsPerCell ] _
, _
[ x[j] = x[j+i] for j in stencil(0) ] _
, _
[ f[j] = f[j+i] for j in stencil(0) ] ] )
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Q(0) :: MPOLY( fs(0), FFPI )
−
(
x− 12 − t
(
x 1
2
− t(((  + tx 3
2
2 +   B0;2 + (  B0;1 − 1(
x− 12 − x− 32
(
x 1
2
− x− 32
 f− 32 +   
Type: MultivariatePolynomial([*01f(/ -3 2), . . . ,*01f(/ 3 2)],Fraction Factored. . . )
Q(0) does not quite look like newq. Why?
step 5: enforcing smoothness
Remains to make the interpolant Cm. This is done by matching the derivatives of P0
and P−1 at x− 12 and doing the same with the derivatives of P0 and P1 at x 12 . The
agreement of the derivatives must occur no matter what the fj ’s are, hence a coercion
to the type \MultivariatePolynomial" is in the cards.
relevantfs := removeDuplicates concat [ fs(-1), fs(0), fs(1) ]
f− 52 ; f− 32 ; f− 12 ; f 12 ; f 32 ; f 52

Type: List Symbol
matchDerivative(k,j) == _
coefficients _
( eval( D( Q(j+1/2), t, k ) - D( Q(j-1/2), t, k ), t = x[j] ) _
:: MPOLY( relevantfs, ? ) )
matchDerivatives(k) == _
concat [ matchDerivative(k,-1/2), matchDerivative(k,1/2) ]
Note that enforcing the interpolation property (step 2) took care of continuity (why?):
matchDerivatives(0)
[0; 0]
Type: List Fraction Polynomial Integer
but not of matching the higher derivatives:
smooth := concat [ matchDerivatives(k) for k in 0..m ]
Bs := _
concat [ [ B[i,k] for k in 1..noOfUnknownsPerCell ] for i in -1..1 ]
theBs := solve( smooth, Bs ).1
Although not all the B’s are solved for without any remaining degree of freedom, the values
of all the parameters pertaining to the polynomial piece P0(t) (B[0,1] and B[0,2]) are
now unambiguously settled; for example:
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map( factor, eval( B[0,1], theBs ) )
−
x 1
2
+ 2 x− 12(
x 1
2
− x− 12
(
x 3
2
− x 1
2
(
x 3
2
− x− 12

Type: Fraction Factored Polynomial Integer
We now have our interpolant:
P0 := eval( Q(0), theBs )
P0 :: MPOLY( fs(0), FFPI )(
x− 12 − t
(
x 1
2
− t2(
x− 12 − x− 32
(
x 1
2
− x− 12
(
x 1
2
− x− 32
 f− 32 +   
Type: MultivariatePolynomial([*01f(/ -3 2),. . . ,*01f(/ 3 2)],Fraction Factored . . . )
11.2.1. exercises
1. Compute the derivatives of P0(t) at the break points x− 12 and x 12 . Which data points
do they depend on? Why must it be so? Generalize. Hint: see the construction of the
cubic Bessel interpolant found in .de Boor (1978).
2. For some choices of xj ’s, plot the basis functions, i.e., the interpolants which one
gets from data fj being all 0’s save for one which is 1 (i.e., from kj data). What is the
support of the basis functions? Hints: make use of expression translation invariance.
The basis functions are piecewise polynomials; for example, the coecient of f− 32
in the above expression for P0 corresponds to one piece of a basis function.
3. Verify that the nal interpolant still satises the rst two constraints, namely,
interpolation and exactness.
4. Compute the piecewise interpolant corresponding to the 4-tuple (m = 0; order = 4;
n = 2; degree = 3). What is it? Generalize. Which constraints can be dispensed
with?
At this point, students should be exposed to B-splines [see, for example, .de Boor (1978)].
Many exercises with a symbolic component can be cooked up involving them.
12. \Interpolating" Cell Averages and Generalizing the Interpolation
Condition
As mentioned in Section 6, a practitioner of the nite volume method may use cell
averages as input data [see, for example, .Robidoux (1996), .LeVeque (1992), .Hyman .et
al . .(1991) or .Shashkov .(1996)]. Since the point values of the function to \interpolate" are
not known, constraining the interpolant to take specic values at some points does not
make much sense. The requirement that the graph of the interpolant go through data
points is naturally replaced by the requirement that the averages of the interpolant over
the cells agree with the average values given as input data.
A short and sweet discussion of the related histogram smoothing is found in .de .Boor
.(1978).
The essential feature of cell averaging which allows linear interpolation to come through
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is that, like point evaluation, it is a linear functional. This observation can be formalized
( .de Boor, 1978) by writing the \interpolation condition" as
i(P ) = i(f) 8i
where P is the interpolant, f is the \sampled" function and i is a linear functional.
For example, if
i(P )  P (xi)
we simply have the usual requirement that the graph of the interpolant go through
specied points as in Lagrange or cubic Bessel interpolation, while
i(P )  1size of celli
Z
celli
P (t) dt
results in the \interpolation condition" being that the interpolant assume given averages
over the cells.
This generalization of the interpolation condition is especially useful when working in
higher dimensions.
Minor modication of step 2 (and the \logical location" of the data) in the program
given in Section 11.2 will allow it to handle a wide range of such \interpolation conditions"
and construct appropriate local piecewise polynomial \interpolants."
12.1. exercises
1. Construct smooth-local-expression-translation-invariant-exact-piecewise-polynomial-
linear-interpolation-schemes-with-symmetric-stencils which use average values as
input data. As described in Section 7, use them to derive approximations to the
point values of derivatives at grid points. Get non-uniform grid versions of the nite
volume approximations using symmetric stencils found in Table 1 of .Hyman .et al .
.(1991).
2. (Piecewise) Hermite interpolants are linear local smooth piecewise polynomial in-
terpolants which use as input data both the point values of f and the point values of
its derivative(s). Find out what they are [.de Boor (1978) together with one of .Stoer
and .Bulirsch .(1993), .Kincaid and Cheney (1991) or .Lorentz et al. (1983)]. Imple-
menting appropriate design specications, modify the program given in Section 11.2
so that it constructs Hermite interpolants.
13. Generalizing the Smoothness Condition
Not only can step 2 of the program given in Section 11.2 be painlessly generalized;
so can step 5. The \matching conditions" between neighboring pieces can easily be
specied using linear functionals other than the dierences between the point values of
the derivatives of two pieces at their common break point [for details see the chapter
on generalized splines in .Schumaker (1981)]. As the next exercise demonstrates, this
generalization is not purely academic.
13.1. exercises
1. This is not, strictly speaking, an interpolation problem (this is really a problem
about symbolic solutions of partial dierential equations), although it makes a
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good stepping stone to interpolation in higher dimensions and uses many of the
techniques introduced in this article. There are two main approaches to this prob-
lem, one of which involves elementary complex analysis.
Suppose that one wants to generate some solutions of the steady-state diusion
equation (also known as the equilibrium heat equation) in two dimensions:
r  (Dru) = 0
where u is the scalar function of x and y that we solve for,r is the gradient operator
(ru  (@u@x ; @u@y )), r is the divergence operator (r  (v1; v2)  @v1@x + @v2@y ) and D,
the diusion coecient, is a given positive scalar function.
In regions whereD is constant, the equilibrium diusion equation reduces to Laplace’s
equation
u = 0
(where , the laplacian, is given by u  @2u@x2 + @
2u
@y2 ). This implies that solutions
are harmonic functions, that is, they are the real parts of analytic functions of
z = x+ iy.
Recall that polynomials in z are analytic.
Suppose that D is constant in each of the four quadrants of the plane (D++ will
refer to the value of D in quadrant I, D−+ to the value in quadrant II. . . ). Suppose
also that in each quadrant u is a harmonic polynomial, or if you prefer, that it is a
polynomial solution to Laplace’s equation. A solution of the steady-state diusion
equation in the plane can be found by enforcing the following conditions where two
pieces meet:
 continuity, i.e., matching point values
 continuity of the flux|the flux through an interface is the diusion coecient
times the component of the gradient normal to the interface|i.e., matching
fluxes
The construction of some solutions to the equilibrium heat equation can be accom-
plished thus:
step 1 Generate four parameterized harmonic polynomial pieces, one for each
quadrant. Here are two ways to do this: either generate parameterized polyno-
mials in x and y and x the coecients so that Laplace’s equation is satised
at all points (this is sort of a generalized interpolation condition) or gener-
ate parameterized polynomials in z = x + iy and take their real parts (prune
redundant parameters). \Rotation expression invariance" comes in handy.
step 2 Enforce continuity, that is, make sure that the polynomial pieces which
apply in quadrants I and II take the same values on the positive y-axis; similarly
for the other three pairs of neighbors along their fences.
step 3 Match the normal fluxes, that is, enforce
D−+
@P−+
@x

(0;y)
= D++
@P++
@x

(0;y)
8y 2 (0;+1):
This is the condition on the positive y-axis; there are three others. This is a
generalized smoothness condition.
The following questions regard the generic situation (when the matrix having the
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four D’s as entries is non-singular). Are some degrees unexpectedly missing? What
are the gradients/fluxes at the origin? Contrast with the non-generic situation.
What does this suggest regarding interior singularities of solutions of the diusion
equation with discontinuous diusion coecient? Does this jive with what you
know about elliptic partial dierential equations? What does this suggest regarding
desirable properties of nite elements modeling porous media flow through a \rock
checkerboard"?
2. Design useful interpolants in 1D, 2D and higher dimensions. Find new uses for
old ones. Publish your results. Check out .Lorentz (1992), .Gonzalez-Vega .(1996),
.Robidoux .(1996) and .Russell .(1995) for inspiration.
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