Abstract-Input-output hidden Markov models (IOHMMs) are conditional hidden Markov models in which the emission (and possibly the transition) probabilities can be conditioned on an input sequence. For example, these conditional distributions can be linear, logistic, or nonlinear (using for example multilayer neural networks). We compare the generalization performance of several models which are special cases of input-output hidden Markov models on financial time-series prediction tasks: an unconditional Gaussian, a conditional linear Gaussian, a mixture of Gaussians, a mixture of conditional linear Gaussians, a hidden Markov model, and various IOHMMs. The experiments compare these models on predicting the conditional density of returns of market and sector indices. Note that the unconditional Gaussian estimates the first moment with the historical average. The results show that, although for the first moment the historical average gives the best results, for the higher moments, the IOHMMs yielded significantly better performance, as estimated by the out-of-sample likelihood.
I. INTRODUCTION
H IDDEN Markov models (HMMs) are statistical models of sequential data that have been used successfully in many machine learning applications, especially for speech recognition. In recent years, HMMs have been applied to a variety of applications outside of speech recognition, such as handwriting recognition [1] - [7] , pattern recognition in molecular biology [8] - [12] , and fault-detection [13] . Input-output hidden Markov models (IOHMMs) [14] , [15] , (or conditional HMMs) are HMMs for which the emission and transition distributions are conditional on another sequence, called the input sequence. In that case, the observations modeled with the emission distributions are called outputs, and the model represents the conditional distribution of an output sequence given an input sequence. In this paper we will apply synchronous IOHMMs, for which input and output sequences have the same length. See [16] for a description of asynchronous IOHMMs, and see [17] for a review of Markovian models in general (including HMMs and IOHMMs), and [18] for a form of recurrent mixture of experts similar to IOHMMs.
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An IOHMM is a probabilistic model with a chosen fixed number of states corresponding to different conditional distributions of the output variables given the input variables, and with transition probabilities between states that can also depend on the input variables. In the unconditional case, we obtain an HMM. An IOHMM can be used to predict the conditional density (which includes the expected values as well as higher moments) of the output variables given the current input variables and the past input-output pairs. The most likely state sequence corresponds to a segmentation of the past sequence into regimes (each one associated to one conditional distribution, i.e., to one state), which makes it attractive to model financial or economic data in which different regimes are believed to have existed.
Previous work on using Markov models to represent the nonstationarity in economic and financial time-series due to the business cycle are promising [19] , [20] and have generated a lot of interest and generalizations [21] - [27] . In the experiments described here, the conditional dependency is not restricted to an affine form but includes nonlinear models such as multilayer artificial neural networks. Artificial neural networks have already been used in many financial and economic applications (see for example [28] for a survey), including to model some components of the business cycle [29] , [30] , but not using an IOHMM or conditional Markov-switching model. The main contribution of this paper is in showing a successful application of IOHMMs to a real-world financial data modeling problem, over different types of returns series, revealing some interesting properties of the underlying process by performing comparisons with alternative but related model structures. The IOHMMs and the other models are trained to predict the conditional density of the returns over the next one or more time steps (for daily, weekly, and monthly data), not only their conditional mean. In this paper, we study and compare for different models the out-of-sample performance in terms of predicting the conditional density. Using the out-of-sample performance as a yardstick allows to compare models that have very different numbers of degrees of freedom, and that are not necessarily special cases of each other. The IOHMMs performed better in a statistically significant way in terms of out-of-sample log-likelihood in comparison to a Gaussian model, a HMM, a conditional linear Gaussian model, and a mixture of linear experts (mixture of conditionally linear Gaussian models). However, the Gaussian model outperformed all the others for predicting the mean, and the IOHMMs performed better than models without a state variable, showing that the IOHMM captured nonlinear dependencies in the higher moments involving a temporal structure, and that artificial neural networks were useful to capture these nonlinearities.
II. SUMMARY OF THE IOHMM MODEL AND LEARNING ALGORITHM
The model of the multivariate discrete time-series data is a mixture of several models, each associated to a sequence of states, or regimes. In each of these regimes, the relation between certain variables of interest may be different and is represented by a different conditional probability model. For each of these regime-specific models, we can use a multilayer artificial neural network or another conditional distribution model (depending on the nature of the variables). In this paper we experimented with conditionally Gaussian models for each regime, with the dependence being either linear or nonlinear (with a neural network). The sequence of states (or regimes) is not observed, but it is assumed to be a Markov chain, with transition probabilities that may depend on the currently observed (or input) variables. In this paper we have only experimented with unconditional transition probabilities. An IOHMM is an extension of HMMs to the case of modeling the conditional distribution of an output sequence given an input sequence. Whereas HMMs represent a distribution of sequences of (output) observed variables , IOHMMs represent a conditional distribution , given an observed input sequence . In the asynchronous case, the lengths of the input and output sequences may be different. See [17] for a more general discussion of Markovian models which include IOHMMs.
A. The Model and Its Likelihood
As in HMMs, the representation of the distribution is very much simplified by introducing a discrete state variable (and its sequence ), and a joint model , along with two crucial conditional independence assumptions (1) (2) In simple terms, the state variable , jointly with the current input , summarize all the relevant past values of the observed and hidden variables when one tries to predict the distribution of the observed variable , or of the next state . Because of the above independence assumptions, the joint distribution of the hidden and observed variables can be much simplified, as follows:
The joint distribution is therefore completely specified in terms of 1) the initial state probabilities ; 2) the transition probabilities model ; and 3) the emission probabilities model . In our experiments we have arbitrarily chosen one of the states (state 0) to be the "initial state," i.e., and . The conditional likelihood of a sequence, can be computed recursively, by computing the intermediate quantities , for all values of and , as follows:
The recursion is initialized with . This recursion is similar to the one used for HMMs, and called the forward phase, but for the fact that the probabilities now change with time according to the input values. The computational cost of this recursion is where is the length of a sequence and is the number of nonzero transition probabilities at each time step.
Let us note for the th sequence of a training data set, of length . The above recursion allows to compute the log-likelihood function (5) where are parameters of the model which can be tuned in order to maximize the likelihood over the training sequences . Note that we generally drop the conditioning of probabilities on the parameters unless the context would make that notation ambiguous.
B. Training IOHMMs
For certain types of emission and transition distributions, it is possible to use the expectation-maximization (EM) algorithm [31] to train IOHMMs (see [15] and [32] ) to maximize (5) iteratively. However, in the general case, one has to use a gradient-based numerical optimization algorithm to maximize . This is what we have done in the experiments described in this paper, using the conjugate gradient descent algorithm to minimize . The gradient can be computed analytically by backpropagating through the forward pass computations (4) and then through the neural network or linear model. The equations for the gradients can be easily obtained, either by hand using the chain rule or using a symbolic computation program such as Mathematica.
C. Using a Trained Model
Once the model is trained, it can be used in several ways. If inputs and outputs up to time (or just inputs up to time ) are given, one can compute the probability of being in each one of the states (i.e., regimes). Using these probabilities, one can make predictions on the output variables (e.g., decision, classification, or prediction) for the current time step, conditional on the current inputs and past inputs-outputs. This prediction is obtained by taking a linear combination of the predictions of the individual regime models where is called the horizon because it is the number of time steps from a prediction to the corresponding observation, i.e., we want to predict given (and the inputs). The weights of this linear combination are simply the probabilities of being in each one of the states, given the past input-output sequence and the current input
We can compute recursively starting from the computed in the forward phase (4) .
We can also find the most likely sequence of regimes up to the current time step, using the Viterbi algorithm [33] (see [32] in the context of IOHMMs). The model can also be used as an explanatory tool: given both past and future values of the variables, we can compute the probability of being in each one of the regimes at any given time step . If a model of the input variables is built, then we can also use the model to make predictions about the future expected state changes. What we will obtain is not just a prediction for the next expected state change, but a distribution over these changes, which also gives a measure of confidence in these predictions. Similarly for the output (prediction or decision) variables, we can train the model to compute the expected value of this variable (given the current state and input), but we can also train it to model the whole distribution (which contains information about the expected error in a particular prediction).
III. EXPERIMENTAL SETUP
In this section, we describe the setup of the experiments performed on financial data, for modeling the future returns of Canadian stock market indexes. The methodology for estimating and comparing performance is presented: it is based on the out-of-sample behavior of the models when trained sequentially. Using the out-of-sample performance allows to compare very different models, some of which may be much more parsimonious than others, and those models do not need to be structurally special cases of each other. In Section III-A we describe the mathematical form of each of the compared models. In Section III-B, we explain how the out-of-sample measurements are analyzed in order to make a statistical comparison between a pair of models. The central question concerns the estimation of the variance of the difference between the average performance of two models.
Let us first introduce some notation. Let be a discrete return series (the ratio of the value of an asset at time over its value at time , which in the case of stocks includes dividends and capital gains). Let be a moving average of successive values of
In the experiments, we will measure performance in two ways: looking at time at how well the conditional expectation (first moment) of is modeled, and looking at how well the overall conditional density of is modeled. The distribution is conditioned on the input series . The prediction horizons in the various experiments were 1, 5, and 12.
In the experiments, all the models are trained to maximize at each time step the conditional likelihood of the training data, , yielding parameters . We then use the trained model model to infer , and we measure out-of-sample.
• SE, the squared error: ; • NLL, the negative log-likelihood: ; where is the expectation under the model distribution . The above logarithm is for making an additive quantity, and the minus is for getting a quantity that should be minimized, like the squared error.
In the experiments we have performed experiments on three types of return series.
1) Daily market index returns:
We used daily returns data from the TSE300 stock index, from January 1977 to April 1998, for a total of 4154 days. In some experiments daily returns are predicted while in others the daily data series are used to predict returns over five days (i.e., one week since there are no measurements for weekends). 2) Monthly market index returns: We used 479 monthly returns from the TSE300 stock index, from February 1956 to January 1996. We also used 24 economic and financial time-series as input variables in some of the models. 3) Sector returns: We used monthly returns data for the main 14 sectors of the TSE, from January 1956 to June 1997 inclusively, for a total of at most 497 months (some sectors started later).
A. Models Compared
In the experiments, we have compared the following models. All can be considered special cases of IOHMMs, although in some cases an analytic solution to the estimation exists, in other cases the EM algorithm can be applied, while in others only GEM or gradient-based optimization can be performed.
• Gaussian model: We have used a diagonal Gaussian model (i.e., not modeling the covariances among the assets). The number of free parameters is for assets. In the experiments (TSE300) or (sector indexes). There is an analytical solution to the estimation problem. This model is the basic "reference" model to which the other models will be compared where is the Normal probability of observation with expectation and variance , and . This is like an "unconditional" IOHMM with a single state.
• Mixture of Gaussians model: We have used a two-component mixture in the experiments, whose emissions are diagonal Gaussians where is the vector with the means and deviations for the th component, and .
in the experiments, to avoid overfitting. The number of free parameters is . This is like an "unconditional" IOHMM with states and shared transition probabilities (all the states share the same transition probability distribution to the next states). This means that the model has no "dynamics:" the probability of being in a particular "state" does not depend on what the previous state was.
• Conditional Linear Gaussian model: This is basically an ordinary regression, i.e., a Gaussian whose variance is unconditional while its expectation is conditional where denotes the th element of the input vector. The number of free parameters is . In the experiments, , or 24 inputs have been tried for various input features. See more details below in Section IV.
• Mixture of Conditional Linear Gaussians: This combines the ideas from the previous two models, i.e., we have a mixture, but the expectations are linearly conditional on the inputs. We have used separate inputs for each sector prediction where is the parameter vector for a conditional linear Gaussian model, and as usual . The number of free parameters is times the number of free parameters of the conditional linear Gaussian model, i.e., in the experiments. in the experiments, and have been tried. This is like an IOHMM whose transition probabilities are shared across all states. Like for the mixture of Gaussians, this means that the model has no "dynamics:" the probability of being in a particular "state" does not depend on what the previous state was. Note that this model is also called a mixture of experts [34] .
• HMM: This is like the Gaussian mixture except that the model has dynamics, modeled by the transition probabilities. In the experiments, there are states. The number of free parameters is . This is like an "unconditional" IOHMM. Each transition distribution is an unconditional multinomial:
. Each emission distribution is a diagonal Gaussian: . • Linear IOHMM: This is like the mixture of experts, but with dynamics (modeled by the transition probabilities), or this is like an HMM in which the Gaussian expectations are affine functions of the input vector. We have not used conditional transition probabilities in the experiments. Again we have used states, and the number of inputs varies. The number of free parameters is .
• MLP IOHMM: This is like the linear IOHMM except that the expectations are nonlinear functions of the inputs, using a multilayer perceptron with inputs and a single hidden layer with hidden units ( depending on the experiment). In one set of experiments we have used the same MLP for all the assets (i.e., a single network per state is used, with outputs associated to the assets). In the other experiments, a separate network (with one output and inputs) is used for each asset, so there are MLPs per state. In the first case the number of free parameters is , and in the second case it is .
B. Performance Measurements
When comparing the out-of-sample performance of two predictive models on the same data, it is not enough to measure their average performance: we also need to know if the performance difference is significant. In this section we explain how we have answered this question, using an estimator of the variance of the difference in average out-of-sample performance of time-series models.
In the experiments on sectors, there are several assets, with corresponding return series. Different models are trained separately on each of the assets, and the results reported below concern the average performance over all the assets. We have measured the average squared error (MSE) and the average negative log-likelihood (NLL). We have also estimated the variance of these averages, and the variance of the difference between the performance for one model and the performance for another model, as described below. Using the latter, we have tested the null hypothesis that two compared models have identical true generalization. For this purpose, we have used an estimate of variance that takes into account the dependencies among the errors at successive time steps. Let be a series of errors (or error differences), which are maybe not independently identically distributed (i.i.d.) Their average is assumed approximately Normal. We are interested in estimating the variance Note that s form a series of out-of-sample performances, and unlike a series of in-sample residues it may have autocorrelations, even if the model has been properly trained. A plot of the autocorrelation function of (both for the NLL sequence and the difference in NLL for two models) show the presence of significant autocorrelations. Since we are dealing with a time-series, and because we do not know how to estimate independently and reliably all the above covariances, we assumed that the error series is covariance-stationary and that the covariance dies out as increases. Because there are generally strong dependencies between the errors of different models, we have found that much better estimates of variance were obtained by analyzing the differences of squared errors, rather than computing a variance separately for each average where is the average error of model on asset , and similarly for . Note that to take the covariance into account, it is not sufficient to look at the average out-of-sample performance for each model.
The average over assets of the performance measure is simply the average of the average errors for each asset To combine the variances obtained as above for each of the assets, we decompose the variance of the average over assets as follows:
where the covariances are estimated by the sample covariances of the averages of the error differences In the tables below, we give the -value of the null hypothesis that model is not better than model (where model is a reference model, such as the best-performing model). In the case that , the alternative hypothesis is that is better than (so we use a single-sided test, with -value ). In the opposite case, we consider the converse test (with the alternative hypothesis being that is better than ). Fig. 2 . Comparison of the shape of the conditional densities predicted for the same time step (out-of-sample) for three models of the five-day TSE300 log-returns: Gaussian (left), linear IOHMM (middle), nonlinear IOHMM (right). The vertical bars show a 90% confidence interval around the expected return.
IV. EXPERIMENTAL RESULTS
Each of the tables in this section gives the result of a series of experiments in which the output variable is the same, and we vary the choice of model and input variables (when the model is conditional).
To explain some of the details of the input variables used in the experiments, let us define the following measure of return variation:
where is the historical average of the returns up to time , and is a -time steps moving average of available at time .
The following target output variables have been considered.
• TSE300 5-day return: We want to predict the conditional density of the five-day average future market index return at time ( on a daily scale); horizon .
• TSE300 12-month return: We want to predict the conditional density of the one-year average future market index return at time ( on a monthly scale); horizon .
• TSE300 1-month return: We want to predict the conditional density of next month's market index return at time ( on a monthly scale); horizon . • 14 sectors 1-month return: We want to predict the individual conditional density of next month's return for each of the 14 sector indices of the Toronto Stock Exchange, , at time ( on a monthly scale); horizon . The following input variables have been considered in the experiments (when the number of inputs used is , it is shown in the tables with besides the model structure):
• 1 input: The current return associated to the output series.
• 2 inputs: The current return and current variation .
• 4 inputs: The current return , current variation , and the average past four returns and variations and . • 6 inputs: The current return , current variation , the average past four returns and variations and , and the average past 12 returns and variations and . • 14 inputs: The 14 current sector returns.
• 24 inputs: Twenty-four economic and financial indicators of the Canadian financial markets: the first input is the historical average of the TSE300 market index, the next two variables are two Canadian interest rates, the next six variables are estimated risk premia for various assets, the next two variables are two measures of return-on-equity for the Canadian market, and the last 13 provide the shape of the interest rate curve.
In the tables, the column entitled " " gives the average squared error and the estimated standard deviation of that average (in parenthesis). A similar column is provided for the negative log-likelihood (NLL). The performance figure in bold is the lowest (i.e., the best) in the column. The column entitled " -value (%) vs Gaussian" gives the -value (in percent) of a single-sided test for the null hypothesis that the model is not better in NLL than the Gaussian reference. If there is no "W" before the percentage, the alternative hypothesis is that the model is better than the reference; if there is a "W", then the test is with respect to the alternative hypothesis that the reference is better than the model. Similarly, the column entitled " -value (%) vs M" compares each of the model with model M (which is the one with the lowest NLL). For this column, there never is a "W" since the comparison is always against the "best" model, so we are testing with respect to the alternative hypothesis that the given model is worse than the "best" model. For both -value columns, bold figures underline the fact that the -value is less than 5%, i.e., that we consider that the null hypothesis of no difference should be rejected. Since in all comparisons no model significantly improved on the Gaussian for predicting the first moment (i.e., with respect to mean squared error), we have only given the -values for comparing the negative log-likelihoods.
Note that the -values take into account not only the variances of each model's performance but also their covariance, which is generally positive (hence the variance of their difference is much smaller than the sum of their variance).
In Table I and Fig. 1 , the results on predicting the five-day return of the TSE300 are presented. All the conditional models use the four inputs variables. No model outperforms the Gaussian for predicting the first moment, but all of them outperform the Gaussian for predicting the conditional density. As in all of the other experiments, the Gaussian model gives the lowest MSE (error in prediction of the first moment), but the difference with the other models is not significant. For predicting the conditional density, the best model is the nonlinear IOHMM (with a MLP), and the difference with each of the other models is significant. The following differences are also significant: the HMM is significantly better than the Gaussian mixture ( -value %, showing that state information is important), the conditionally linear mixture is significantly better than the unconditional mixture ( -value %, showing that the inputs are useful to predict the distribution of the future returns) and the linear IOHMM is significantly better than the mixture of conditionally linear mixture ( -value %, showing that even with conditioning inputs, the hidden state variable remains useful). In addition, the table shows that the nonlinearity in the IOHMM is important to get further improvement (it is not always the case with the other data sets). In Fig. 2 are shown examples of the shape of the predicted conditional densities for three of the models, out-of-sample, on this data series. Note the flatter shape of the density for the two IOHMMs (around 1 to 2% change in price).
In Table II and Fig. 3 , the results of experiments on the monthly TSE300 data are presented, with a horizon of months, i.e., the models predict every month the conditional density of the next 12-month TSE300 market index return. Note that only the nonlinear IOHMM and the HMM give a significantly better model than the Gaussian, and note that the nonlinear IOHMM is significantly better than all the others.
In Table III and Fig. 4 , the results of experiments on the monthly TSE300 data are presented. Almost all the models (ex- cept two of the linear models) are significantly better than the Gaussian for modeling the density of the next month return. The best model is the linear IOHMM, and its performance is significantly better than the performance of the other models. Note also that the models with the 24 inputs (which include not only technical but also economic variables) outperform the models with only technical variables in input. Table IV and Fig. 5 shows the results of experiments on jointly modeling theconditional densityof the next month's return for the 14 sector indexes. All the conditional models have 14 inputs, for the current return of each of the14 sectors. The nonlinear IOHMM yields the best results, significantly above all the other models except the mixture of linear experts (but the -value is close to our threshold, at 6.3%). We have also tried to model the relative returns of the sectors with respect to the market index, and the results are shown in Table V . Again, the nonlinear IOHMM performed best in NLL, but here the difference with the linear IOHMM is not statistically significant.
In Table VI and Fig. 6 , the results of the other experiments on the monthly 14 sectors of the TSE300 data are presented, where each sector has been trained individually. For predicting the conditional density, the Gaussian is beaten significantly by all the other models. The best-performing model is one of the linear IOHMMs. It outperforms significantly all the models except an IOHMM with MLP (five hidden units, one input) and the mixture of linear experts (with six inputs).
V. CONCLUSION
In this paper we have applied IOHMMs to financial timeseries data in a number of comparative experiments aimed at measuring the expected generalization error of different types of model structures. The main conclusions from the experiments are the following:
• For predicting the expected future returns, none of the models we have tried performs better than the simpleminded historical average, i.e., we get better predictions of the mean using an unconditional model. • For predicting the future distribution of the returns at a fixed horizon, we have found IOHMMs to perform significantly better than other models, more specifically: -for predicting the next five-day return of the TSE300, the nonlinear IOHMM (with MLPs) is significantly better than all the other models; -for predicting the next 12-month return of the TSE300, the nonlinear IOHMM (with MLPs) is significantly better than all the other tested models; -for predicting the next one-month return of the TSE300, the linear IOHMM with fundamental economic input variables is significantly better than all the other models; -for predicting the next one-month return of the 14 sector indexes; when predicting all 14 sectors simultaneously, the nonlinear IOHMM (with MLPs) is significantly better than all the other tested models (except the mixture of linear experts, against which the -value is 6.3%). when predicting all 14 sectors simultaneously, one of the linear IOHMMs is significantly better than most other models except a nonlinear IOHMM and a mixture of linear experts. By looking over these results and trying to answer qualitative questions about which type of models make better predictions, we find that the results broadly suggest that for predicting the density of the next returns or relative returns 1) conditional models perform better; 2) using a state variable that can deal with regime changes yields better performance; 3) combining both conditional predictions and a state variable yields even better results; and in most cases 4) nonlinear predictions associated to each state yield even better results than linear predictions.
There are many more experiments and analyzes that should be done in order to pursue in the direction explored here. Most interestingly, we would like to ascertain whether the improvements in likelihood brought by the various mixture models, and in particular the IOHMMs, can be used in order to improve financial decision-taking, e.g., for assessing risk in portfolio management or for trading options. Also, in view of the fact that the model is good at predicting higher moments, it would be interesting to apply it as a risk-assessing tool (for example to evaluate value-at-risk) rather than as a tool to predict expected returns. It might be used as such (for controlling risk), or incorporated in a system that trades on predictions of volatility. Another type of application of the IOHMM is as a generative model for parametric bootstrap. The IOHMM could thus be used to generate many alternative plausible histories, over which the variability of any learning algorithm (for example the variability of its out-of-sample performance) could be assessed.
