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ON THE MOTIVE OF INTERSECTIONS OF TWO GRASSMANNIANS IN P9
ROBERT LATERVEER
ABSTRACT. Using intersections of two Grassmannians in P9, Ottem–Rennemo and Borisov–
Ca˘lda˘raru–Perry have exhibited pairs of Calabi-Yau threefolds X and Y that are deformation
equivalent, L–equivalent and derived equivalent, but not birational. To complete the picture, we
show thatX and Y have isomorphic Chow motives.
1. INTRODUCTION
Let Var(C) denote the category of algebraic varieties over the complex numbers C, and let
K0(Var(C)) denote the Grothendieck ring. This ring is a rather mysterious object. Its intricacy
is highlighted by Borisov [9], who showed that the class of the affine line L is a zero–divisor in
K0(Var(C)). Following on Borisov’s pioneering result, recent years have seen a flurry of con-
structions of pairs of Calabi–Yau varieties X, Y that are not birational (and so [X ] 6= [Y ] in the
Grothendieck ring), but
([X ]− [Y ])Lr = 0 in K0(Var(C)) ,
i.e., X and Y are “L–equivalent” in the sense of [30]. In most cases, the constructed varietiesX
and Y are also derived equivalent [19], [20], [37], [28], [41], [10], [30], [15], [36], [27], [26].
According to a conjecture made by Orlov [40, Conjecture 1], derived equivalent smooth pro-
jective varieties should have isomorphic Chow motives. This conjecture is true for K3 surfaces
[17], but is still widely open for Calabi–Yau varieties of dimension ≥ 3. In [33], [34], I veri-
fied Orlov’s conjecture for the Calabi–Yau threefolds of Ito–Miura–Okawa–Ueda [19], resp. the
Calabi–Yau threefolds of Kapustka–Rampazzo [27]. The aim of the present note is to check
that Orlov’s conjecture is also true for the Calabi–Yau threefolds studied recently by Borisov–
Ca˘lda˘raru–Perry [10], and independently by Ottem–Rennemo [41].
The threefolds of [41], [10] are called GPK3 threefolds. The shorthand “GPK3” stands for
Gross–Popescu–Kanazawa–Kapustka–Kapustka, the authors of the papers [13], [23], [24], [22]
where they first appeared (the shorthand “GPK3” is coined in [10]). These threefolds are con-
structed as follows. GivenW a 10–dimensional vector space over C, let P := P(W ). Let V be a
5–dimensional vector space over C, and choose isomorphisms
φi : ∧
2 V →W , i = 1, 2 .
Composing the Plu¨cker embedding with the induced isomorphismsφi : P(∧
2V ) ∼= P, one obtains
two embeddings of the Grassmannian Gr(2, V ) in P, whose images are denoted Gri, i = 1, 2.
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For φi generic, the intersection
X := Gr1 ∩Gr2 ⊂ P
is a smooth Calabi–Yau threefold, called a GPK3 threefold. Let Gr∨i be the projective dual of
Gri. The intersection
Y := Gr∨1 ∩Gr
∨
2 ⊂ P
∨
is again a smooth Calabi–Yau threefold, and it is deformation equivalent toX . The pairX, Y are
called GPK3 double mirrors, and X, Y are known to be Hodge equivalent, derived equivalent,
L–equivalent, and in general not birational [10], [41]. In this note, we prove the following:
Theorem (=theorem 6.1). Let X, Y be two GPK3 double mirrors. Then there is an isomorphism
of Chow motives
h(X) ∼= h(Y ) inMrat .
The proof of theorem 6.1 is an elementary exercice in manipulating Chow groups and corre-
spondences, based on a nice geometric relation betweenX and Y established in [10] (cf. propo-
sition 2.3 below). The only ingredient in the proof that may perhaps not be completely standard
is the use of Bloch’s higher Chow groups ([5], cf. also section 3 below), and some results on
higher Chow groups of piecewise trivial fibrations (section 5 below).
Conventions. In this note, the word variety will refer to a reduced irreducible scheme of finite
type over the field of complex numbers C. All Chow groups will be withQ–coefficients, unless
indicated otherwise: For a varietyX , we will writeAj(X) := CHj(X)Q for the Chow group of
dimension j cycles on X with rational coefficients. For X smooth of dimension n, the notations
Aj(X) and A
n−j(X) will be used interchangeably.
The notationsA
j
hom(X) (andA
j
AJ(X)) will be used to indicate the subgroups of homologically
trivial (resp. Abel–Jacobi trivial) cycles. For a morphism between smooth varieties f : X → Y ,
we will write Γf ∈ A
∗(X × Y ) for the graph of f , and tΓf ∈ A
∗(Y × X) for the transpose
correspondence.
We will write Mrat for the contravariant category of Chow motives (i.e., pure motives as in
[43], [39], with Hom–groups defined using A∗(X × Y )).
We will write Hj(X) = Hj(X,Q) for singular cohomology, and Hj(X) = H
BM
j (X,Q) for
Borel–Moore homology.
2. THE CALABI–YAU THREEFOLDS
In this section we consider GPK3 threefolds, as defined in the introduction.
Proposition 2.1 (Ottem–Rennemo, Kanazawa [41], [22]). The family of GPK3 threefolds is lo-
cally complete. A GPK3 threefoldX has Hodge numbers
h1,1(X) = 1 , h2,1(X) = 51 .
Proof. The first statement is [41, Proposition 3.1]. The Hodge numbers are computed in [22,
Proposition 2.16]. 
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Theorem 2.2 (Ottem–Rennemo, Borisov–Ca˘lda˘raru-Perry [41], [10]). Let X, Y be a general
pair of GPK3 double mirrors. Then X and Y are not birational, and so
[X ] 6= [Y ] inK0(Var(C)) .
However, one has
([X ]− [Y ])L4 = 0 inK0(Var(C)) .
Moreover, X and Y are derived equivalent, i.e. there is an isomorphism of bounded derived
categories
Db(X) ∼= Db(Y ) .
In particular, there is an isomorphism of polarized Hodge structures
H3(X,Z) ∼= H3(Y,Z) .
Proof. Non–birationality is [10, Theorem 1.2], and independently [41, Theorem 4.1]. Thanks
to the birational invariance of the MRC–fibration, X and Y are not stably birational (cf. [9,
Proof of Theorem 2.12]). The celebrated Larsen–Lunts result [31] implies that [X ] 6= [Y ] in the
Grothendieck ring.
The L–equivalence is [10, Theorem 1.6]; it is a corollary of the geometric relation of proposi-
tion 2.3 below. Derived equivalence is proven in [41, Proposition 1.1], and also in [29, Section
6.1].
The isomorphism of Hodge structures is a corollary of the derived equivalence, in view of [41,
Proposition 2.1 and Remark 2.3]. 
The argument of this note crucially relies on the following (for the notion of piecewise trivial
fibration, cf. definition 5.1 below).
Proposition 2.3 (Borisov–Ca˘lda˘raru–Perry [10]). Let X, Y be a pair of GPK3 double mirrors.
There is a diagram
(1)
F
ιF−→ Q ←− G
pX ւ p ւ ց q ց qY
X
ι
−→ Gr1 Gr
∨
2 ← Y
Here,
Q := σ ×P×P∨ (Gr1 ×Gr
∨
2 )
is the intersection of the natural incidence divisor σ ⊂ P × P∨ with the product Gr1 × Gr
∨
2 ⊂
P × P∨, the morphisms p and q are induced by the natural projections, the closed subvarieties
F,G are defined as p−1(X) resp. q−1(Y ), and pX , qY are defined as the restrictions p|F resp.
q|G. The morphisms pX , qY are piecewise trivial fibrations with fibres Fx resp. Gy verifying
Ai(Fx)=Ai(Gy)=
{
Q if i = 0, 1, 5 ,
Q2 if i = 2, 3, 4 ,
Hj(Fx) = Hj(Gy) = 0 for all j odd ,
4 ROBERT LATERVEER
for all x ∈ X, y ∈ Y . However, over the open complements
U := Gr1 \X , V := Gr
∨
2 \ Y ,
the restrictions pU := p|p−1(U), qV := q|q−1(V ) are piecewise trivial fibrations with fibres Qu :=
p−1(u) resp. Qv := q
−1(v) verifying
Ai(Qu)=Ai(Qv)=
{
Q if i = 0, 1, 4, 5 ,
Q2 if i = 2, 3 ,
for all u ∈ U, v ∈ V .
Proof. The diagram is constructed in [10, Section 7]. The computation of homology and Chow
groups of the fibres of p easily follows from the explicit description of the fibres as hyperplane
sections of the Grassmannian Gr(2, V ) [10, Section 7]. Precisely, as explained in [10, Proof of
Lemma 7.2], there exists a closed subvariety Z ⊂ Fx such that Z ∼= P
2, and the complement
C := Fx \ Z is a Zariski locally trivial fibration over P
2, with fibres isomorphic to P3 \ P1.
Since neither C nor Z have odd–degree Borel–Moore homology, the same holds for Fx. As for
even–degree homology, there is a commutative diagram with exact rows
→ Ai(Z) → Ai(Fx) → Ai(C) → 0
↓ ∼= ↓ ↓ ∼=
0→ H2i(Z) → H2i(Fx) → H2i(C) → 0 ,
where vertical arrows are cycle class maps. The left and right vertical arrow are isomorphisms,
because of the above explicit description of Z and C. This implies that the cycle class map
induces isomorphisms Ai(Fx) ∼= H2i(Fx) for all i.
The bottom exact sequence of this diagram shows that
H2i(Fx) =
{
H2i(C) if i = 3, 4, 5 ,
H2i(C)⊕Q if i = 0, 1, 2 .
Next, one remarks that the open C (being a fibration over P2 with fibre T ∼= P3 \ P1) has
H2i(C) =
⊕
ℓ+m=2i
Hℓ(P
2)⊗Hm(T ) =

0 if i = 0, 1 ,
Q if i = 2, 5 ,
Q2 if i = 3, 4 .
Putting things together, this shows the statement for H2i(Fx).
(A more efficient, if less self–contained, way of determining the Betti numbers of Fx is as
follows. One has equality in the Grothendieck ring [10, Lemma 7.2]
[Fx] = (L
2 + L+ 1)(L3 + L2 + 1) inK0(Var) .
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Let W ∗ denote Deligne’s weight filtration on Borel–Moore homology [42]. The “virtual Betti
number”
P2i() :=
∑
j
(−1)j dimGr−2iW Hj()
is a functor on K0(Var), and so
P2i(Fx) = P2i
(
(L2 + L+ 1)(L3 + L2 + 1)
)
=
{
1 if i = 0, 1, 5 ,
2 if i = 2, 3, 4 .
On the other hand, Fx has no odd–degree homology, and the fact thatH2i(Fx) is algebraic implies
that H2i(Fx) is pure of weight −2i. It follows that P2i(Fx) = dimH2i(Fx).)
The homology groups and Chow groups of the fibres Qu over u ∈ U are determined similarly:
according to loc. cit., there is a closed subvariety Z ⊂ Qu such that Z is isomorphic to a smooth
quadric in P4, and the complement Qu \ W is a Zariski locally trivial fibration over P
3, with
fibres isomorphic to P2 \ P1. 
We record a lemma for later use:
Lemma 2.4. The open U (and the open V ) of proposition 2.3 has trivial Chow groups, i.e. cycle
class maps
Ai(U) → H2i(U)
are injective.
Proof. This is a standard argument. One has a commutative diagram with exact rows
Ai(X) → Ai(Gr1) → Ai(U) → 0
↓ ↓ ∼= ↓
H2i(X) → H2i(Gr1) → H2i(U) → 0
(the middle vertical arrow is an isomorphism, as Gr1 is a Grassmannian). Given a ∈ Ai(U)
homologically trivial, there exists a¯ ∈ Ai(Gr1) such that the homology class of a¯ is supported on
X . Using semisimplicity of polarized Hodge structures, the homology class of a¯ is represented
by a Hodge class in H2i(X). But X being three–dimensional, the Hodge conjecture is known
for X , and so a¯ ∈ H2i(Gr1) is represented by a cycle d ∈ Ai(X). The cycle a¯ − d ∈ Ai(Gr1)
thus restricts to a and is homologically trivial, hence rationally trivial. 
Remark 2.5. We observe in passing that the subvarieties F,G in proposition 2.3 must be singu-
lar. Indeed, the fibres Fx, Gy have Picard number 1, but the group of Weil divisors has dimension
2, and so the fibres Fx, Gy are not Q–factorial. By generic smoothness [14, Corollary 10.7], it
follows that F,G cannot be smooth.
Remark 2.6. As explained in [41, Section 5], the 51–dimensional family of GPK3 threefolds de-
generates to the 50–dimensional family of Calabi–Yau threefolds first studied in [25], [18]. Gen-
eralized mirror pairs in this 50–dimensional family are also derived equivalent and L–equivalent
[27], and have isomorphic Chow motives [34].
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3. HIGHER CHOW GROUPS
Definition 3.1 (Bloch [5], [6]). Let ∆j ∼= Aj(C) denote the standard j–simplex. For any quasi–
projective varietyM and any i ∈ Z, let zsimpi (M, ∗) denote the simplicial complex where zi(X, j)
is the group of (i+ j)–dimensional algebraic cycles inM ×∆j that meet the faces properly. Let
zi(M, ∗) denote the single complex associated to z
simp
i (M, ∗). The higher Chow groups of M
are defined as
Ai(M, j) := H
j(zi(M, ∗)⊗Q) .
Remark 3.2. Clearly one has Ai(M, 0) ∼= Ai(M). For a closed immersion, there is a long exact
sequence of higher Chow groups [6], [35], extending the usual “localization exact sequence” of
Chow groups. Higher Chow groups are related to higher algebraic K–theory: there are isomor-
phisms
(2) Grn−iγ Gj(M)Q
∼= Ai(M, j) for all i, j ,
whereGj(M) is Quillen’s higherK–theory group associated to the category of coherent sheaves
on M , and Gr∗γ is the graded for the γ–filtration [5]. Higher Chow groups are also related to
Voevodsky’s motivic cohomology (defined as hypercohomology of a certain complex of Zariski
sheaves) [11], [38].
4. OPERATIONAL CHOW COHOMOLOGY
In what follows, we will rely on the existence of operational Chow cohomology, as constructed
by Fulton–MacPherson. The precise definition does not matter here; we merely use the existence
of a theory with good formal properties:
Theorem 4.1 (Fulton [12]). There exists a contravariant functor
A∗() : VarC → Rings
(from the category of varieties with arbitrary morphisms to that of graded commutative rings),
with the following properties:
• for any X , and b ∈ Aj(X) there is a cap–product
b ∩ () : Ai(X) → Ai−j(X) ,
making A∗(X) a graded A
∗(X)–module;
• forX smooth of dimension n, the map Aj(X)→ An−j(X) given by
b 7→ b ∩ [X ] ∈ An−j(X)
is an isomorphism for all j;
• for any proper morphism f : X → Y , there is a projection formula:
f∗(f
∗(b) ∩ a) = b ∩ f∗(a) in Ai−j(Y ) for any b ∈ A
j(Y ) , a ∈ Ai(X) .
Proof. This is contained in [12, Chapter 17]. The projection formula is [12, Section 17.3]. 
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Remark 4.2. For quasi–projective varieties, there is another cohomology theory to pair with
Chow groups: the assignment
CHj(X) := lim
−→
Aj(Y ) ,
where the limit is over all smooth quasi–projective varieties Y with a morphism toX . As shown
in [3], [12, Example 8.3.13], this theory satisfies the formal properties of theorem 4.1. Since in
this note, we are only interested in quasi–projective varieties, we might as well work with this
theory rather than operational Chow cohomology.
5. PIECEWISE TRIVIAL FIBRATIONS
This section contains two auxiliary results, propositions 5.2 and 5.4. The first is about Chow
groups of the open complement R := Q \ F of proposition 2.3; the second concerns the Chow
groups of the singular variety F .
Definition 5.1 (Section 4.2 in [44]). Let p : M → N be a projective surjectivemorphism between
quasi–projective varieties. We say that p is a piecewise trivial fibration with fibre F if there is
a finite partition N = ∪jNj , where Nj ⊂ N is locally closed and there is an isomorphism of
Nj–schemes p
−1(Nj) ∼= Nj × F for all j.
Proposition 5.2. Let U := Gr1 \X and R := Q \ F and pU : R→ U be as in proposition 2.3.
(i) Let h ∈ A1(R) be a hyperplane section, and let hj : Ai(R) → Ai−j(R) denote the map
induced by intersecting with hj . There are isomorphisms
Φ0 : A0(U)
∼=
−→ A0(R) ,
Φ1 : A1(U)⊕ A0(U)
∼=
−→ A1(R) ,
Φ2 : A2(U)⊕ A1(U)⊕ A0(U)
⊕2 ∼=−→ A2(R) ,
Φ3 : A3(U) ⊕ A2(U) ⊕ A1(U)
⊕2 ⊕A0(U)
⊕2 ∼=−→ A3(R) ,
Φ4 : A3(U)⊕ A2(U)
⊕2 ⊕ A1(U)
⊕2 ⊕A0(U)
∼=
−→ A4(R) ,
Φ5 : A3(U)
⊕2 ⊕A2(U)
⊕2 ⊕A1(U) ⊕A0(U)
∼=
−→ A5(R) .
The maps are defined as
Φ0 := h
5 ◦ (pU)
∗ ,
Φ1 :=
(
h5 ◦ (pU)
∗, h4 ◦ (pU)
∗
)
,
Φ2 :=
(
h5 ◦ (pU)
∗, h4 ◦ (pU)
∗, h3 ◦ (pU)
∗, (b · h) ◦ (pU)
∗
)
,
Φ3 :=
(
h5 ◦ (pU)
∗, h4 ◦ (pU)
∗, h3 ◦ (pU)
∗, (b · h) ◦ (pU)
∗, h2 ◦ (pU)
∗, b ◦ (pU)
∗
)
,
Φ4 :=
(
h4 ◦ (pU)
∗, h3 ◦ (pU)
∗, (b · h) ◦ (pU)
∗, h2 ◦ (pU)
∗, b ◦ (pU)
∗, h ◦ (pU)
∗
)
,
Φ5 :=
(
h3 ◦ (pU)
∗, (b · h) ◦ (pU)
∗, h2 ◦ (pU)
∗, b ◦ (pU)
∗, h ◦ (pU)
∗, (pU)
∗
)
,
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where b ∈ A2(R) is a class made explicit in the proof (and b : Ai(R) → Ai−2(R) denotes the
operation of intersecting with b, and similarly for b · h).
(ii)
Ahomi (R) = 0 ∀i .
Proof. (i) As we have seen in proposition 2.3, the morphism pU : R → U is a piecewise trivial
fibration, with fibre Ru. Let T denote the tautological bundle on the Grassmannian Gr2, and
define
b :=
(
Gr1 × c2(T )
)
|R ∈ A
2(R) .
The (5–dimensional) fibres Ru of the fibration pU : R→ U verify
Ai(Ru) =

Q · hi|Ru if i = 0, 1, 4, 5 ,
Q · h2|Ru ⊕Q · b|Ru if i = 2 ,
Q · h3|Ru ⊕Q · (b · h)|Ru if i = 3 .
To prove the isomorphisms of Chow groups of (i), it is more convenient to prove a more
general statement for higher Chow groups. That is, we consider maps
Φji :
⊕
Ai−k(U, j) −→ Ai(R, j)
such that Φ0i = Φi (the maps Φ
j
i are defined just as the Φi, using (pU)
∗ and intersecting with h
and b). We now claim that the maps Φji are isomorphisms for all i = 0, . . . , 5 and all j. The
j = 0 case of this claim proves (i).
To prove the claim, we exploit the piecewise triviality of the fibration pU . Up to subdividing
some more, we may suppose the strata Uk (and hence also the strata Rk) are smooth. We will use
the notation
U≤s :=
⋃
i≤s
Ui , R≤s :=
⋃
i≤k
Ri .
For any s, the morphism pU≤s : R≤s → U≤s is a piecewise trivial fibration (with fibre Ru). For s
large enough, R≤s = R. Since U and R are smooth, we may suppose the Us are ordered in such
a way that the U≤s (and hence the R≤s) are smooth.
The morphism pU is flat of relative dimension 5, and so there is a commutative diagram of
complexes (where rows are exact triangles)
zi+5(R≤s−1, ∗) → zi+5(R≤s, ∗) → zi+5(Rs, ∗) →
↑ (pU≤s−1)
∗ ↑ p∗U≤s ↑ (pUs)
∗
zi(U≤s−1, ∗) → zi(U≤s, ∗) → zi(Us, ∗) →
Also, given a codimension ℓ subvariety M ⊂ R, let zMi (R≤k, ∗) ⊂ zi(R≤k, ∗) denote the sub-
complex formed by cycles in general position with respect to M . The inclusion zMi (R≤k, ∗) ⊂
zi(R≤k, ∗) is a quasi–isomorphism [5, Lemma 4.2]. The projection formula for higher Chow
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groups [5, Exercice 5.8(i)] gives a commutative diagram up to homotopy
zi+5−ℓ(R≤s−1, ∗) −→ zi+5−ℓ(R≤s, ∗) → zi+5−ℓ(Rs, ∗)→
↑ ·M |R≤s−1 ↑ ·M |R≤s ↑ ·M |Rs
zMi+5(R≤s−1, ∗) −→ z
M
i+5(R≤s, ∗) → z
M
i+5(Rs, ∗)→ .
In particular, these diagrams exist for M being (a representative of) the classes hr, b ∈ A∗(R)
that make up the definition of the map Φji . The result of the above remarks is a commutative
diagram with long exact rows
→ Ai(Rs, j + 1) −→ Ai(R≤s−1, j) −→ Ai(R≤s, j) →
↑ Φj+1i |Rs ↑ Φ
j
i |R≤s−1 ↑ Φ
j
i |R≤s
→
⊕
Ai−k(Us, j + 1) →
⊕
Ai−k(U≤s−1, j) −→
⊕
Ai−k(U≤s, j) → .
Applying noetherian induction and the five–lemma, one is reduced to proving the claim forRs →
Us. But Rs is isomorphic to the product Us × Ru and the fibre Ru is a linear variety (i.e., Ru
can be written as a finite disjoint union of affine spaces Ar). Cutting up the fibre Ru and using
another commutative diagram with long exact rows, one is reduced to proving that Ai(Us, j) ∼=
Ai+r(Us × A
r, j), which is the homotopy property for higher Chow groups [5, Theorem 2.1].
This proves the claim, and hence (i).
(ii) The point is that there is also a version in homology of (i). That is, for any j ∈ N there are
isomorphisms
(3) Φhj :
⊕
Hj−2k(U)
∼=
−→ Hj(R) ,
where Φhj is defined as
Φhj :=
(
h5 ◦ (pU)
∗, h4 ◦ (pU)
∗, h3 ◦ (pU)
∗, (b ·h) ◦ (pU )
∗, h2 ◦ (pU)
∗, b ◦ (pU)
∗, h ◦ (pU)
∗, (pU)
∗
)
.
This is proven just as (i), using homology instead of higher Chow groups. Cycle class maps fit
into a commutative diagram ⊕
Ai−k(U)
Φi−→ Ai(R)
↓ ↓
⊕
H2i−2k(U)
Φh
2i−−→ H2i(R) .
As the horizontal arrows are isomorphisms, and the left vertical arrow is injective (lemma 2.4),
the right vertical arrow is injective as well. This proves statement (ii). 
For later use, we record the following result:
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Corollary 5.3. One has
Hj(R) = 0 for j odd .
Proof. The threefold X has Hj−1(X) = Q for any j − 1 even, and the Grassmannian Gr1 has
Hj(Gr1) = 0 for j odd. The exact sequence
Hj(Gr1) → Hj(U) → Hj−1(X) → Hj−1(Gr1) →
implies that the open U := Gr1 \X has no odd–degree cohomology. In view of the isomorphism
(3), R has no odd–degree homology either. 
Let us now turn to the fibration F → X , where F (but not X) is singular.
Proposition 5.4. Let pX : F → X be as in proposition 2.3. Let h
k : Ai(F ) → Ai−k(F ) denote
the operation of intersecting with a hyperplane section.
(i) There are isomorphisms
Φ0 : A0(X)
∼=
−→ A0(F ) ,
Φ1 : A1(X)⊕ A0(X)
∼=
−→ A1(F ) ,
Φ2 : A2(X)⊕ A1(X)⊕ A0(X)
⊕2 ∼=−→ A2(F ) ,
Φ3 : A3(X) ⊕ A2(X) ⊕A1(X)
⊕2 ⊕A0(X)
⊕2 ∼=−→ A3(F ) ,
Φ4 : A3(X)⊕ A2(X)
⊕2 ⊕A1(X)
⊕2 ⊕A0(X)
⊕2 ∼=−→ A4(F ) .
The maps Φj are defined as
Φ0 := h
5 ◦ (pX)
∗ ,
Φ1 :=
(
h5 ◦ (pX)
∗, h4 ◦ (pX)
∗
)
,
Φ2 :=
(
h5 ◦ (pX)
∗, h4 ◦ (pX)
∗, h3 ◦ (pX)
∗, (b · h) ◦ (pX)
∗
)
,
Φ3 :=
(
h5 ◦ (pX)
∗, h4 ◦ (pX)
∗, h3 ◦ (pX)
∗, (b · h) ◦ (pX)
∗, h2 ◦ (pX)
∗, b ◦ (pX)
∗
)
,
Φ4 :=
(
h4 ◦ (pX)
∗, h3 ◦ (pX)
∗, (b · h) ◦ (pX)
∗, h2 ◦ (pX)
∗, b ◦ (pX)
∗, h ◦ (pX)
∗, (pX)
∗(−) ∩ e
)
,
where b ∈ A2(F ) is a class made explicit in the proof (and b : Ai(R) → Ai−2(R) denotes the
operation of intersecting with b, and similarly for b · h), and e ∈ A7(F ) is a class made explicit
in the proof (and the last (pX)
∗(−) means pullback of operational Chow cohomology).
(ii) The maps Φi induce isomorphisms of homologically trivial cycles
Φi :
⊕
Ahomi−k (X)
∼=
−→ Ahomi (F ) .
Proof. (i) The element b is defined just as in proposition 5.2:
b := (ιF )
∗
((
Gr1 × c2(T )
)
|Q
)
∈ A2(F ) ,
where ιF : F →֒ Q denotes the inclusionmorphism, andA
∗(F ) is operational Chow cohomology
of the singular variety F .
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To define the element e ∈ A7(F ), we return to the description of the fibres of pX : F → X
given in [10, Section 7]. By definition of the variety F , we have
F =
{
(x, y) ∈ Gr1 ×Gr
∨
2 | x ∈ X , (x, y) ∈ σ
}
,
where σ ⊂ P × P∨ is the incidence divisor. As in [10, section 7], given x ∈ P (or y ∈ P∨)
let xi := φ
−1
i (x) ∈ P(∧
2V ) (resp. yi := φ
∨
i (y) ∈ P(∧
2V ∨)). For a point ω ∈ P(∧2V ) (or in
P(∧2V ∨)), let rk(ω) denote the rank of ω considered as a skew–form; the rank of ω is either 2
or 4. As explained in loc. cit., the expression for F can be rewritten as
F =
{
(x, y) ∈ P× P∨ | rk(xi) = 2, rk(y2) = 2, y ∈ Hx2
}
=
{
(x, y) ∈ P× P∨ | rk(xi) = 2, rk(y2) = 2, Ay ∩ ker(x2) 6= ∅
}
⊂ P(∧2V )× P(∧2V ∨).
(Here, Ay ⊂ V
∨ denotes the 2–dimensional subspace corresponding to y, and ker(x2) ⊂ V
∨
denotes the kernel of the skew–form x2 ∈ P(∧
2V ).) The stratification of the fibres Fx as given
in loc. cit. can be done relatively overX . That is, we define
Z :=
{
(x, y) ∈ P× P∨ | (x, y) ∈ F , Ay ⊂ ker(x2)
}
⊂ F .
The intersection of Z with a fibre Fx is the variety Z ∼= P
2 of [10, Lemma 7.2], and so Z → X
is a P2–fibration.
The complement F 0 := F \ Z can be described as
F 0 =
{
(x, y) ∈ P× P∨ | rk(xi) = 2, rk(y2) = 2, dim(Ay ∩ ker(x2)) = 1
}
.
The natural morphism F 0 → X factors as
F 0 → W → X ,
where
W :=
{
(x, s) ∈ X × P(V ∨) | s ∈ P(ker(x2))
}
,
andW → X is a P2–fibration. As explained in loc. cit., over each x ∈ X the morphism from
(F 0)x toWx is a fibration with fibres isomorphic to P
3 \ P1. LetW ′ ⊂ W be the divisor
W ′ :=
{
(x, s) ∈ X × P(V ∨) | s ∈ P(ker(x2)) ∩ h
}
,
where h ⊂ P(V ∨) is a hyperplane section. The morphismW ′ → X is a P1–fibration. The class
e ∈ A7(F ) is now defined as
e := (pX |F 0)
−1(W ′) ∈ A7(F
0) ∼= A7(F ) ,
where A7(F
0) ∼= A7(F ) for dimension reasons.
We observe that e ∈ A7(F ) is not proportional to the class of a hyperplane section h ∈ A7(F ).
(Indeed, let x ∈ X and w ∈ (W \ W ′)x and let ν ∈ A
1((F 0)x) be the tautological class with
respect to the projective bundle structure of (F 0)x → Wx. Then C := ((F
0)x)w · ν
2 ∼= P1 is an
effective curve disjoint from e, whereas h ∩ C has strictly positive degree.)
Since we know that the fibres Fx have A4(Fx) ∼= Q
2 (proposition 2.3), it follows that
h|Fx , e|Fx ∈ A4(Fx)
generate A4(Fx). (Here, e|Fx ∈ A4(Fx) is defined as τ
∗(e) ∈ A4(Fx) where τ
∗ is the refined
Gysin homomorphism [12] associated to the regular morphism τ : x →֒ X .)
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The (5–dimensional) fibres Fx of the fibration pX : F → X thus verify
Ai(Fx) =

Q · h5−i|Fx if i = 0, 1, 5 ,
Q · h3|Fx ⊕Q · (b · h)|Fx if i = 2 ,
Q · h2|Fx ⊕Q · b|Fx if i = 3 ,
Q · h|Fx ⊕Q · e|Fx if i = 4 .
We would like to prove proposition 5.4 following the strategy of proposition 5.2, i.e. invoking
higher Chow groups. The only delicate point is that F is singular, and we need to make sense of
the operation of “capping with hk (or b)” on higher Chow groups. Since this seems difficult1, we
will prove proposition 5.4 without using higher Chow groups.
The piecewise triviality of the fibration pX means that there exist opens
F0 = F \ F≥1 , X0 = X \X≥1
such that F0 is isomorphic to the productX0×Fx, and F≥1 → X≥1 is a piecewise trivial fibration
(with fibre Fx). There is a commutative diagram with long exact rows
→ Ai(F≥1) −→ Ai(F ) −→ Ai(F0) → 0
↑ Φi|F≥1 ↑ Φi ↑ Φi|F0
→
⊕
Ai−k(X≥1) →
⊕
Ai−k(X) −→
⊕
Ai−k(X0) → 0 .
The arrow Φi|F0 is an isomorphism, because the fibre Fx is a linear variety in the sense of
[45], which implies (by [45, Proposition 1], cf. also [46, Theorem 4.1]) that the natural map⊕
k+ℓ=i
Ak(M)⊗Aℓ(Fx) → Ai(M × Fx)
is an isomorphism for any variety M , and thus in particular for M = X0. By noetherian in-
duction, we may assume that Φi|F≥1 is surjective. Contemplating the diagram, we find that the
middle arrow Φi is also surjective.
It remains to prove injectivity. To this end, let us define a map
Ψ′i : Ai(F ) →
⊕
Ai−k(X) ,
a 7→
(
(pX)∗(a), (pX)∗(h ∩ a), (pX)∗(h
2 ∩ a), (pX)∗(h
2 ∩ a), . . . , (pX)∗(h
5 ∩ a)
)
.
Using the above–mentioned isomorphism⊕
k+ℓ=i
Ak(X0)⊗Aℓ(Fx)
∼=
−→ Ai(X0 × Fx) ,
one finds that Ψ′i|F0 ◦ Φi|F0 is given by an invertible diagonal matrix. Dividing by some appro-
priate numbers, one can find Ψi such that Ψi|F0 ◦ Φi|F0 is the identity.
1It is not clear whether operational Chow cohomology operates on higher Chow groups of a singular variety,
which is a nuisance.
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Using the projection formula, we see that there is a commutative diagram
→
⊕
Ai−k(X≥1) →
⊕
Ai−k(X) −→
⊕
Ai−k(X0) → 0
↑ Ψi|F≥1 ↑ Ψi ↑ Ψi|F0
→ Ai(F≥1) −→ Ai(F ) −→ Ai(F0) → 0
↑ Φi|F≥1 ↑ Φi ↑ Φi|F0
→
⊕
Ai−k(X≥1) →
⊕
Ai−k(X) −→
⊕
Ai−k(X0) → 0 .
We now make the following claim:
Claim 5.5. For any given i, there exists a polynomial pi(x) ∈ Q[x] such that
a = pi(Ψi ◦ Φi)(a) ∀a ∈
⊕
Ai−k(X) .
Clearly, the claim implies injectivity of Φi. To prove the claim, we apply noetherian induction.
Given a ∈
⊕
Ai−k(X), we know that Ψi|F0 ◦ Φi|F0 acts as the identity on the restriction a|X0 ∈⊕
Ai−k(X0). It follows that we can write
(4) a− (Ψi ◦ Φi)(a) = b in
⊕
Ai−k(X) ,
where b is in the image of the pushforward map
⊕
Ai−k(X≥1) →
⊕
Ai−k(X). By noetherian
induction, we may assume the claim is true for the piecewise trivial fibration F≥1 → X≥1, and
so there is a polynomial qi such that
b = qi(Ψi ◦ Φi)(b) in
⊕
Ai−k(X) .
Plugging this in (4), we find that
a− (Ψi ◦ Φi)(a) = qi(Ψi ◦ Φi)
(
a− (Ψi ◦ Φi)(a)
)
in
⊕
Ai−k(X) .
It follows that
a = pi(Ψi ◦ Φi)(a) in
⊕
Ai−k(X) ,
where the polynomial pi is defined as
pi(x) := qi(x)− xqi(x) + x ∈ Q[x] .
(ii) As in proposition 5.2, one can also prove a homology version of (i). That is, for any j ∈ N
there are isomorphisms
(5) Φhj :
⊕
Hj−2k(X)
∼=
−→ Hj(F ) ,
where Φhj is now defined as
Φhj :=
(
h5 ◦ (pX)
∗, h4 ◦ (pX)
∗, h3 ◦ (pX)
∗, (b · h) ◦ (pX)
∗, h2 ◦ (pX)
∗, b ◦ (pX)
∗,
h ◦ (pX)
∗, (pX)
∗(−) ∩ e, (pX)
∗
)
.
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This is proven just as (i), using homology instead of higher Chow groups. Cycle class maps fit
into a commutative diagram ⊕
Ai−k(X)
Φi−→ Ai(F )
↓ ↓
⊕
H2i−2k(X)
Φh
2i−−→ H2i(F ) .
Horizontal arrows being isomorphisms, this proves (ii).

Remark 5.6. Comparing propositions 5.2 and 5.4, we observe that the only difference is the
class e ∈ A7(F ) appearing in proposition 5.4 but not in 5.2. This “extra class” e appears because
of the singularities: the fibres of p : Q → G are smooth over the open U ⊂ Gr1, but degenerate
to singular fibres overX ⊂ Gr1 (cf. remark 2.5), and this causes an extra Weil divisor class e to
appear in the singular fibres. This observation will be key to the proof of theorem 6.1.
6. MAIN RESULT
Theorem 6.1. Let X, Y be a pair of GPK3 double mirrors. Then there is an isomorphism
h(X) ∼= h(Y ) inMrat .
Proof. The proof is a four–step argument, which exploits that the threefolds
X := Gr1 ∩Gr2 ⊂ P ,
Y := Gr∨1 ∩Gr
∨
2 ⊂ P
∨
are geometrically related as in proposition 2.3. In essence, the argument is similar to the proof
thatX, Y are L–equivalent [10, Section 7], by applying “cut and paste” to the diagram of propo-
sition 2.3. Here is an overview of the proof. Let
Q := σ ×P×P∨ (Gr1 ×Gr
∨
2 )
be the 11–dimensional intersection as in proposition 2.3. AssumingQ is non–singular, we prove
there exist isomorphisms of Chow groups
(6) Aihom(X)
∼=
−→ Ai+4hom(Q) for all i .
This is done in step 1 (for i = 2, 3) and step 2 (for i = 0, 1), and relies on the isomorphisms for
the piecewise trivial fibrations established in the prior section. In step 3, the isomorphism (6) is
upgraded to an isomorphism of Chow motives
h3(X) ∼= h11(Q)(−4) inMrat .
AsX and Y are symmetric, this implies an isomorphism of Chow motives h3(X) ∼= h3(Y ), and
hence also h(X) ∼= h(Y ). Finally, in step 4 we show that we may “spread out” this isomorphism
to all GPK3 double mirrors.
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Step 1: an isomorphism of Chow groups. In this first step, we assume the Gri are sufficiently
general, so that Q is non–singular (there is no loss in generality; the degenerate case where Q
may be singular will be taken care of in step 4 below). The goal of this first step will be to
construct an isomorphism between certain Chow groups of X and Y :
Proposition 6.2. There exist correspondences Γ ∈ A7(X × Q), Ψ ∈ A7(Y × Q) inducing
isomorphisms
Γ∗ : A
i
hom(X)
∼=
−→ Ai+4hom(Q) for i = 2, 3,
Ψ∗ : A
i
hom(Y )
∼=
−→ Ai+4hom(Q) for i = 2, 3.
Before proving this proposition, let us first establish two lemmas (in these lemmas, we con-
tinue to assumeX, Y are sufficiently general, so that Q is smooth):
Lemma 6.3. The pushforward map
(ιF )∗ : A
hom
i (F ) → A
hom
i (Q)
is surjective, for all i.
Proof. As before, let R denote the open complement R := Q \ F . There is a commutative
diagram with exact rows
→ Ai(F ) → Ai(Q) → Ai(R) → 0
↓ ↓ ↓
0 → H2i(F,Q) → H2i(Q,Q) → H2i(R,Q) ,
where vertical arrows are cycle class maps. Here, the lower left entry is 0 because R has no
odd–degree homology (corollary 5.3). The lemma follows from the fact that the right vertical
arrow is injective, which is proposition 5.2(ii). 
Lemma 6.4. Let e ∈ A7(F ) be as in proposition 5.4. The composition
Aihom(X)
(pX)
∗
−−−→ Aihom(F )
(−)∩e
−−−→ Ahom7−i (F )
(ιF )∗
−−−→ Ahom7−i (Q) = A
i+4
hom(Q)
is an isomorphism for i = 2, 3. (As before, A∗(F ) denotes operational Chow cohomology of the
singular variety F .)
Proof. Let us treat the case i = 3 in detail. Proposition 5.4 gives us an isomorphism
Φ: A3(X)⊕ A2(X)
⊕2 ⊕A1(X)
⊕2 ⊕A0(X)
⊕2 ∼=−→ A4(F ) ,
where Φ := Φ4 is defined as
Φ =
(
h4 ◦ (pX)
∗, h3 ◦ (pX)
∗, (b · h) ◦ (pX)
∗, h2 ◦ (pX)
∗, b ◦ (pX)
∗, h ◦ (pX)
∗, (pX)
∗(−) ∩ e
)
.
We want to single out the part in A4(F ) coming from the “extra class” e ∈ A7(F ). That is, we
write the isomorphism Φ as a decomposition
(7) A4(F ) = A
⊥ ⊕ A ,
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where
A := (pX)
∗A0(X) ∩ e ,
A⊥ := Im
(
A3(X)⊕ A2(X)
⊕2 ⊕A1(X)
⊕2 ⊕ A0(X)
Φ⊥
−−→ A4(F )
)
,
Φ⊥ :=
(
h4 ◦ (pX)
∗, h3 ◦ (pX)
∗, (b · h) ◦ (pX)
∗, h2 ◦ (pX)
∗, b ◦ (pX)
∗, h ◦ (pX)
∗
)
.
The decomposition (7) also exists in cohomology, and so there is an induced decomposition
(8) Ahom4 (F ) = A
⊥
hom ⊕ Ahom ,
where we put
Ahom := A ∩A
hom
4 (F ) , A
⊥
hom := A
⊥ ∩Ahom4 (F ) .
We now claim that there is a commutative diagram with exact rows
(9)
A4(R, 1)
δ
−→ A4(F )
(ιF )∗
−−−→ A4(Q) →
↑ Φ1
4
↑ Φ⊥ ↑
⊕
Ak(U, 1)
δU−→
⊕
Ak(X)
ι∗−→ A0(G)⊕ A1(G)
⊕2 → ,
where Φ14 is the isomorphism of proposition 5.2 (and we use the shorthand G := Gr1).
Granting this claim, let us prove the lemma for i = 3. The kernel of (ιF )∗ equals the image of
the arrow δ. Since Φ14 is an isomorphism, the image Imδ is contained in ImΦ
⊥ =: A⊥. In view
of the decomposition (7), this implies injectivity
(10) (ιF )∗ : A →֒ A4(Q) ,
i.e. the composition of lemma 6.4 is injective for i = 3.
To prove surjectivity, let us consider a class b ∈ A⊥hom. We know (from proposition 5.4(ii))
that
b = Φ⊥(β) , β ∈ Ahom1 (X)
⊕2 ⊕Ahom0 (X) .
Referring to diagram (9), we see that ι∗(β) must be 0 (for the Grassmannian G has trivial Chow
groups). It follows that β is in the image of δU , and so b ∈ Imδ. This shows that
(ιF )∗(A
⊥
hom) = 0 ,
and hence, in view of the decomposition (8), that
(ιF )∗(Ahom) = (ιF )∗(A
hom
4 (F )) .
On the other hand, we know that (ιF )∗(A
hom
4 (F )) = A
hom
4 (Q) (lemma 6.3), and so we get a
surjection
(11) (ιF )∗ : Ahom ։ A
hom
4 (Q) .
Combining (10) and (11), we see that the composition of lemma 6.4 is an isomorphism for i = 3.
ON THE MOTIVE OF INTERSECTIONS OF TWO GRASSMANNIANS 17
It remains to establish the claimed commutativity of diagram (9). The morphism p : Q → G
is equidimensional of relative dimension 5, and so there is a commutative diagram of complexes
(where rows are exact triangles)
zi+5(F, ∗) → zi+5(Q, ∗) → zi+5(R, ∗) →
↑ (pX)∗ ↑ p∗ ↑ (pU )∗
zi(X, ∗) → zi(G, ∗) → zi+5(U, ∗) →
Also, given a codimension k subvarietyM ⊂ Q, let zMi (Q, ∗) ⊂ zi(Q, ∗) denote the subcomplex
formed by cycles in general position with respect toM . The inclusion zMi (Q, ∗) ⊂ zi(Q, ∗) is a
quasi–isomorphism [5, Lemma 4.2]. The diagram
zi+5−k(F, ∗) → zi+5−k(Q, ∗) → zi+5−k(R, ∗) →
↑ ·M ↑ ·M |R
zMi+5(Q, ∗) → z
M
i+5(R, ∗) →
↓ ≃ ↓ ≃
zi+5(F, ∗) → zi+5(Q, ∗) → zi+5(R, ∗) →
(where ≃ indicates quasi–isomorphisms) defines an arrow in the homotopy category
fM : zi+5(F, ∗) → zi+5−k(F, ∗) .
(The arrow fM represents “intersecting with M”.) On the other hand, let g : F˜ → F be a
resolution of singularities, and let M˜ := (ιF ◦ g)
∗(M) ∈ Ak(F˜ ). The projection formula for
higher Chow groups [5, Exercice 5.8(i)] gives a commutative diagram up to homotopy
zi+5−k(F˜ , ∗)
(ιF ◦g)∗
−−−−→ zi+5−k(Q, ∗)
↑ ·M˜ ↑ ·M
z
|M˜ |
i+5(F˜ , ∗)
(ιF ◦g)∗
−−−−→ zMi+5(Q, ∗) ,
and so there is also a commutative diagram up to homotopy
zi+5−k(F˜ , ∗) −→ zi+5−k(F, ∗)
↑ ·M˜ ↑ fM
zi+5(F˜ , ∗) −→ zi+5(F, ∗) .
In particular, this shows that
fM = (ιF )
∗(M) ∩ (−) : Ai+5(F ) → Ai+5−k(F ) ,
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where we consider (ιF )
∗(M) ∈ Ak(F ) as an element in operational Chow cohomology.
Combining the above remarks, one obtains a commutative diagram with long exact rows
Ai+5−k(R, 1) −→ Ai+5−k(F )
(ιF )∗
−−−→ Ai+5−k(Q) →
↑ ·M |R ↑ (ιF )∗(M)∩(−) ↑
Ai+5(R, 1) −→ Ai+5(F )
(ιF )∗
−−−→ Ai+5(Q) →
↑ (pU )∗ ↑ (pX)∗ ↑ p∗
Ai(U, 1) → Ai(X)
ι∗−→ Ai(G) → .
In particular, these diagrams exist forM being (a representative of) the classes hj , b·h, b ∈ A∗(Q)
that make up the definition of the map Φ⊥. It follows there is a commutative diagram with long
exact rows
A4(R, 1) −→ A4(F )
(ιF )∗
−−−→ A4(Q) →
↑ ↑ Φ⊥ ↑⊕
Ak(U, 1) →
⊕
Ak(X) −→
⊕
Ak(G) → ,
The i = 2 case of the lemma is proven similarly: using proposition 5.2, we can write
(12) Ahom5 (F ) = A
⊥
5 ⊕ (pX)
∗A2hom(X) ∩ e .
Here A⊥5 is
A⊥5 = Im
(
A3hom(X) ⊕A
2
hom(X)
Φ⊥
−−→ A5(F )
)
,
where Φ⊥ is defined as
Φ⊥ :=
(
(pX)
∗(−), h ∩ (pX)
∗(−)
)
.
As above, there is a commutative diagram with long exact rows
A5(R, 1) −→ A5(F )
(ιF )∗
−−−→ A5(Q) →
↑ ↑ Φ⊥ ↑
A0(U, 1)⊕A1(U, 2) → A0(X)⊕ A1(X)
ι∗−→ A0(G)⊕ A1(G) → .
As above, chasing this diagram we conclude that
(ιF )∗(A
⊥
5 ) = (ιF )∗Φ
⊥
(
Ahom0 (X)⊕ A
hom
1 (X)
)
= 0 in A5(Q) .
It follows that the restriction of (ιF )∗ to the second term of the decomposition (12) induces an
isomorphism
(ιF )∗ : (pX)
∗A2hom(X) ∩ e
∼=
−→ Ahom5 (Q) .
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
Let us now proceed to prove proposition 6.2. We will construct the correspondence Γ (the
construction of Ψ is only notationally different, the roles of X and Y being symmetric). The
variety X is smooth, and the variety Q of proposition 2.3 is also smooth, by our generality
assumptions. The variety F , however, is definitely singular (remark 2.5), and so we need to
desingularize. Let g : F˜ → F be a resolution of singularities. We let e¯ ⊂ F˜ denote the strict
transform of e ⊂ F , and e˜ → e¯ a resolution of singularities, and we write τ : e˜ → F˜ for
the composition of the resolution and the inclusion morphism. The correspondence Γ will be
defined as
Γ := ΓιF ◦ Γg ◦ (Γτ ◦
tΓτ ) ◦
tΓg ◦
tΓpX ∈ A
7(X ×Q) .
By definition, the action of Γ decomposes as
Γ∗ : A
i(X)
(pX)
∗
−−−→ Ai(F )
g∗
−→ Ai(F˜ )
·e¯
−→ Ai+1(F˜ ) = A7−i(F˜ )
g∗
−→
A7−i(F )
(ιF )∗
−−−→ A7−i(Q) = A
i+4(Q) .
(Here A∗(F ) refers to Fulton–MacPherson’s operational Chow cohomology [12].) The projec-
tion formula for operational Chow cohomology (theorem 4.1) ensures that for any b ∈ Ai(F )
one has
g∗(g
∗(b) · e¯) = g∗(g
∗(b) ∩ e¯) = b ∩ e in A7−i(F ) ,
and so the action of Γ simplifies to
Γ∗ : A
i(X)
(pX)
∗
−−−→ Ai(F )
( )∩e
−−−→ A7−i(F )
(ιF )∗
−−−→ A7−i(Q) = A
i+4(Q) .
Lemma 6.4 ensures that Γ∗ induces isomorphisms
Γ∗ : A
i
hom(X)
∼=
−→ Ai+4hom(Q) (i = 2, 3) ,
and so we have proven proposition 6.2.
Step 2: Trivial Chow groups. In this step, we study the Chow groups of the incidence variety Q.
We continue to assume that Q is smooth, just as in step 1. The goal of step 2 will be to show that
many Chow groups of Q are trivial:
Proposition 6.5. We have
Aihom(Q) = 0 for all i 6∈ {6, 7} .
(This means that Niveau(A∗(Q)) ≤ 3 in the language of [32], i.e. the 11–dimensional variety
Q motivically looks like a variety of dimension 3.)
Proof. Suppose we can prove that
(13) Ahomj (Q) = 0 for j < 4 .
Applying the Bloch–Srinivas argument [8], [32, Remark 1.8.1] to the smooth projective variety
Q, this implies that
AiAJ(Q) = 0 for all i 6∈ {6, 7} .
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ButQ has no odd–degree cohomology except for degree 11 (proposition 6.6 below), and so there
is equality AiAJ(Q) = A
i
hom(Q) for all i 6= 6. That is, to prove proposition 6.5 one is reduced to
proving (13).
There is an exact sequence
Aj(R, 1)
δ
−→ Aj(F )
(ιF )∗
−−−→ Aj(Q) → ,
and we have seen (lemma 6.3) that (ιF )∗A
hom
j (F ) = A
hom
j (Q). Thus, to prove the vanishing (13)
it only remains to show that
(14) Ahomj (F ) ⊂ Im δ for j < 4 .
The inclusion (14) is proven by the same argument as that of lemma 6.4. That is, we observe
that propositions 5.4 and 5.2 give us isomorphisms
Φj :
⊕
Aj−k(X)
∼=
−→ Aj(F ) ,
Φ1j :
⊕
Aj−k(U, 1)
∼=
−→ Aj(R, 1) ,
(15)
where Φj ,Φ
1
j are defined as
Φj =

h5 ◦ (pX)
∗ if j = 0 ,∑1
k=0 h
5−k ◦ (pX)
∗ if j = 1 ,∑2
k=0 h
5−k ◦ (pX)
∗ + b ◦ (pX)
∗ if j = 2 ,∑3
k=0 h
5−k ◦ (pX)
∗ + b ◦ (pX)
∗ + (b · h) ◦ (pX)
∗ if j = 3 ,
Φ1j =

h5 ◦ (pU)
∗ if j = 0 ,∑1
k=0 h
5−k ◦ (pU)
∗ if j = 1 ,∑2
k=0 h
5−k ◦ (pU)
∗ + b ◦ (pU)
∗ if j = 2 ,∑3
k=0 h
5−k ◦ (pX)
∗ + b ◦ (pU)
∗ + (b · h) ◦ (pU)
∗ if j = 3 .
In particular, we observe that for each j ≤ 3, the isomorphisms Φj ,Φ
1
j of (15) have the same
number of direct summands on the left–hand side (i.e., the “extra class” e ∈ A7(F ) does not
appear). For each j ≤ 3, we can construct a commutative diagram with exact rows
Aj(R, 1)
δ
−→ Aj(F )
(ιF )∗
−−−→ Aj(Q) →
↑ Φ1j ↑ Φj ↑⊕
Aj−k(U, 1)
δU−→
⊕
Aj−k(X)
ι∗−→
⊕
Aj−k(Gr1)
(the commutativity of this diagram is checked as in the proof of lemma 6.4).
Let a ∈ Ahomj (F ), for j ≤ 3. Then a = Φj(α) for some α ∈
⊕
Ahomj−k (X) (proposition
5.4(ii)). But then ι∗(α) = 0, since the Grassmannian Gr1 has trivial Chow groups. Using the
above diagram, it follows that α is in the image of δU , and hence a ∈ Imδ. This proves (14) and
hence proposition 6.5.
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(NB: in fact, the above argument does not need that Φ1j is an isomorphism; we merely need
the fact that a map Φ1j fitting into the above commutative diagram exists.)
To close step 2, it only remains to prove the following proposition:
Proposition 6.6. Assume j is odd and j 6= 11. Then
Hj(Q) = 0 .
Proof. For j odd and different from 11, there is a commutative diagram with exact row
Hj+1(R)
δ
−→ Hj(F )
(ιF )∗
−−−→ Hj(Q) → 0
↑ Φhj+1 ↑ Φhj⊕
Hj+1−2k(U) →
⊕
Hj−2k(X) .
Here Φhj and Φ
h
j+1 are the isomorphisms of (5) resp. (3). The righthand 0 is because Hj(R) = 0
for j odd (corollary 5.3).
We observe that j 6= 11 implies that k 6= 4 (the only odd homology of X is H3(X)), which
means that the “extra class” e ∈ A7(F ) does not intervene in the map Φ
h
j . It follows that there
are the same number of direct summands in the isomorphisms Φhj ,Φ
h
j+1 (they are both defined in
terms of hk and b). Observing that a Grassmannian does not have odd–degree cohomology, we
thus see that the lower horizontal arrow is surjective. The diagram now shows that δ is surjective,
and hence (ιF )∗ is the zero–map. The proposition is proven. 
This ends the proof of proposition 6.5. 
Step 3: an isomorphism of motives. We continue to assume (as in steps 1 and 2) that X, Y are
general, so that Q is smooth.
The assignment π3X := ∆X −π
0
X −π
2
X −π
4
X −π
6
X (where the Ku¨nneth components π
j
X , j 6= 3
are defined using hyperplane sections) defines a motive h3(X) such that there is a splitting
h(X) = 1⊕ 1(1)⊕ h3(X)⊕ 1(2)⊕ 1(3) inMrat ,
where 1 is the motive of a point. It follows that
(16) Ai(h3(X)) = Aihom(X) ∀i .
The variety Q is a smooth ample divisor in the product P := Gr1 × Gr2. The product P
has trivial Chow groups, and hence in particular verifies the standard conjectures. It follows that
P admits a (unique) Chow–Ku¨nneth decomposition {πiP}, and that there exist correspondences
Cj ∈ A12+j(P × P ) such that
(Cj)∗ : H
12+j(P ) → H12−j(P )
is inverse to
∪Qj : H12−j(P ) → H12+j(P ) .
(The correspondences Cj ∈ A12+j(P ×P ) are well–defined, as rational and homological equiv-
alence coincide on P × P .)
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Let τ : Q → P denote the inclusion morphism. One can construct a Chow–Ku¨nneth decom-
position for Q, by setting
πiQ :=

tΓτ ◦ (Γτ ◦
tΓτ )
◦11−i ◦ C12−i ◦ πiP ◦ Γτ if i < 11 ,
tπ22−iQ if i > 11 ,
∆Q −
∑
j 6=11 π
j
Q ∈ A
11(Q×Q) if i = 11 .
(To check this is indeed a Chow–Ku¨nneth decomposition, one remarks that
(Γτ ◦
tΓτ )
◦12−i ◦ C12−i ◦ πiP = π
i
P in H
24(P × P ) ,
and because P × P has trivial Chow groups one has the same equality modulo rational equiva-
lence:
(Γτ ◦
tΓτ )
◦12−i ◦ C12−i ◦ πiP = π
i
P in A
12(P × P ) .
It is now readily checked that {πiQ} verifies π
i
Q ◦ π
j
Q = δijπ
i
Q in A
11(Q × Q), where δij is the
Kronecker symbol.)
Setting hi(Q) := (Q, πiQ, 0), this induces a decomposition of the motive of Q as
h(Q) =
⊕
1(∗)⊕ h11(Q) inMrat ,
and hence one has
(17) Ai(h11(Q)) = Aihom(Q) ∀i .
We now consider the homomorphism of motives
Γ: h3(X) → h11(Q)(−4) inMrat ,
where Γ ∈ A7(X ×Q) is as in step 1. We have seen in steps 1 and 2 that there are isomorphisms
Γ∗ : A
i
hom(X)
∼=
−→ Ai+4hom(Q) ∀i .
In view of (16) and (17), this translates into
Γ∗ : A
i(h3(X))
∼=
−→ Ai+4(h11(Q)) = Ai(h11(Q)(−4)) ∀i .
Using that the field C is a universal domain, this implies (cf. [17, Lemma 1.1]) there is an
isomorphism of motives
Γ: h3(X)
∼=
−→ h11(Q)(−4) inMrat .
The roles of X and Y being symmetric, the same argument also furnishes an isomorphism
Ψ: h3(Y )
∼=
−→ h11(Q)(−4) inMrat .
The result is an isomorphism
Ψ−1 ◦ Γ: h3(X)
∼=
−→ h3(Y ) inMrat .
Since the difference h(X)−h3(X) is just 1⊕1(1)⊕1(2)⊕1(3), which is the same as h(Y )−
h3(Y ), there is also an isomorphism
h(X)
∼=
−→ h(Y ) inMrat .
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Step 4: Spreading out. We have now proven that there is an isomorphism of Chow motives
h3(X) ∼= h3(Y ) for a general pair of GPK3 double mirrors. To extend this to all pairs of double
mirrors, we reason as follows. Let
πX : X → B
denote the universal family of all GPK3 threefolds (so B is an open in PGL(∧2V )). The double
mirror construction corresponds to an involution σ onB, such thatXb and Yb := Xσ(b) are double
mirrors. We define the family Y as the composition
πY := σ ◦ πX : Y := X → B .
The above construction of the correspondences Γ,Ψ can be done relatively: over the open B0 ⊂
B where the incidence variety Q is smooth, one obtains relative correspondences
Γ ∈ A3(X ×B0 Y) , Ψ ∈ A
3(Y ×B0 X ) ,
such that for each b ∈ B0 the restrictions Γb ∈ A
3(Xb × Yb), Ψb ∈ A
3(Yb ×Xb) verify
π3Xb = Ψb ◦ Γb in A
3(Xb ×Xb) ,
π3Yb = Γb ◦Ψb in A
3(Yb × Yb) .
Taking the closure, one obtains extensions Γ¯ ∈ A3(X ×B Y), Ψ¯ ∈ A
3(Y ×B X ) to the larger
base B, that restrict to Γ resp. Ψ.
The correspondences π3Xb , π
3
Yb
also exist relatively (note that any GPK3 threefold has Picard
number 1, and so π2, π4 exist as relative correspondences). The relative correspondences
π3X − Ψ¯ ◦ Γ¯ ∈ A
3(X ×B X ) , π
3
Y − Γ¯ ◦ Ψ¯ ∈ A
3(Y ×B Y)
have the property that their restriction to a general fibre is rationally trivial. But this implies (cf.
[50, Lemma 3.2]) that the restriction to every fibre is rationally trivial, and hence we obtain an
isomorphism of motives for all b ∈ B, i.e. for all pairs (Xb, Yb) of double mirrors. 
Remark 6.7. In the proof of theorem 6.1, we have not explicitly determined the inverse to the
isomorphism Γ. With some more work, it is actually possible to show that there exists m ∈ Q
such that
1
m
tΓ: h11(Q) → h3(X) inMrat
is inverse to Γ.
Remark 6.8. It would be interesting to extend theorem 6.1 to the category MZrat of Chow
motives with integral coefficients. Let X, Y be as in theorem 6.1. Is it true that h(X) and h(Y )
are isomorphic inMZrat ? Steps 1 and 2 in the above proof probably still work for Chow groups
withZ–coefficients (one just needs to upgrade the fibration results of section 5 to Z–coefficients);
steps 3 and 4, however, certainly need Q–coefficients.
Remark 6.9. In all likelihood, an argument similar to that of theorem 6.1 could also be applied to
establish an isomorphism of Chow motives for the Grassmannian–Pfaffian Calabi–Yau varieties
of [9], [37], as well as for the Calabi–Yau fivefolds of [36].
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7. SOME COROLLARIES
Corollary 7.1. Let X, Y be two GPK3 double mirrors. LetM be any smooth projective variety.
Then there are isomorphisms
N jH i(X ×M,Q) ∼= N jH i(Y ×M,Q) for all i, j .
(Here, N∗ denotes the coniveau filtration [7].)
Proof. Theorem 6.1 implies there is an isomorphism of Chow motives h(X×M) ∼= h(Y ×M).
As the cohomology and the coniveau filtration only depend on the motive [2], [47, Proposition
1.2], this proves the corollary.

Remark 7.2. It is worth noting that for any derived equivalent threefolds X, Y , there are iso-
morphisms
N jH i(X,Q) ∼= N jH i(Y,Q) for all i, j ;
this is proven in [1].
Corollary 7.3. LetX, Y be two GPK3 double mirrors. Then there are (correspondence–induced)
isomorphisms between higher Chow groups
Ai(X, j)
∼=
−→ Ai(Y, j) for all i, j .
There are also (correspondence–induced) isomorphisms in higher algebraic K–theory
Gj(X)Q
∼=
−→ Gj(Y )Q for all j .
Proof. This is immediate from the isomorphism of Chow motives h(X) ∼= h(Y ). 
Acknowledgements . Thanks to Len, for telling me wonderful stories of Baba Yaga and va-
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REFERENCES
[1] J. Achter, S. Casalaina–Martin and Ch. Vial, Derived equivalent threefolds, algebraic representatives, and
the coniveau filtration, Math. Proc. Cambridge Philos. Soc.,
[2] D. Arapura and S. Kang, Functoriality of the coniveau filtration, Canad. Math. Bull. 50 no. 2 (2007),
161—171,
[3] P. Baum, W. Fulton and R. MacPherson, Riemann–Roch for singular varieties, Publ. Math. IHES 45
(1975), 101—145,
[4] S. Bloch, Lectures on algebraic cycles, Duke Univ. Press Durham 1980,
[5] S. Bloch, Algebraic cycles and higher K–theory, Advances in Math. vol. 61 (1986), 267—304,
[6] S. Bloch, The moving lemma for higher Chow groups, J. Alg. Geom. 3 (1994), 537—568,
[7] S. Bloch and A. Ogus, Gersten’s conjecture and the homology of schemes, Ann. Sci. Ecole Norm. Sup. 4
(1974), 181–202,
ON THE MOTIVE OF INTERSECTIONS OF TWO GRASSMANNIANS 25
[8] S. Bloch and V. Srinivas, Remarks on correspondences and algebraic cycles, American Journal of Math-
ematics Vol. 105, No 5 (1983), 1235—1253,
[9] L. Borisov, The class of the affine line is a zero divisor in the Grothendieck ring, J. Alg. Geom. 27 (2018),
203—209,
[10] L. Borisov, A. Ca˘lda˘raru and A. Perry, Intersections of two Grassmannians in P9, arXiv:1707.00534,
[11] E. Friedlander, A. Suslin and V. Voevodsky, Cycles, transfers and motivic homology theories, Annals of
Mathematics Studies Vol. 143, Princeton University Press, Princeton 2000,
[12] W. Fulton, Intersection theory, Springer–Verlag Ergebnisse der Mathematik, Berlin Heidelberg New York
Tokyo 1984,
[13] M. Gross and S. Popescu, Calabi–Yau threefolds and moduli of abelian surfaces I, Compositio Math. 127
no. 2 (2001), 169—228,
[14] R. Hartshorne, Algebraic geometry, Springer–Verlag Graduate Texts in Mathematics, Berlin Heidelberg
1977,
[15] B. Hassett and K.–W. Lai, Cremona transformations and derived equivalences of K3 surfaces,
arXiv:1612.07751,
[16] K. Honigs, Derived equivalence, Albanese varieties, and the zeta functions of 3–dimensional varieties
(with an appendix by J. Achter, S. Casalaina–Martin, K. Honigs and Ch. Vial), Proc. Amer. Math. Soc.,
[17] D. Huybrechts, Motives of derived equivalentK3 surfaces, Abhandlungen Math. Sem. Univ. Hamburg,
[18] D. Inoue, A. Ito andM.Miura, Complete intersection Calabi–Yaumanifolds with respect to homogeneous
vector bundles on Grassmannians, arXiv:1607.07821,
[19] A. Ito, M. Miura, S. Okawa and K. Ueda, The class of the affine line is a zero divisor in the Grothendieck
ring: via G2–Grassmannians, arXiv:1606.04210,
[20] A. Ito, M. Miura, S. Okawa and K. Ueda, Derived equivalence and Grothendieck ring of varieties: the
case ofK3 surfaces of degree 12 and abelian varieties, arXiv: 1612.08497,
[21] U. Jannsen, Motivic sheaves and filtrations on Chow groups, in: Motives (U. Jannsen et alii, eds.), Pro-
ceedings of Symposia in Pure Mathematics Vol. 55 (1994), Part 1,
[22] A. Kanazawa, Pfaffian Calabi–Yau threefolds and mirror symmetry, Comm. Number Theory Physics 6
no. 3 (2012), 661—696,
[23] G. Kapustka, Primitive contractions of Calabi–Yau threefolds II, J. London Math. Soc. 79 no. 1 (2009),
259—271,
[24] M. Kapustka, Geometric transitions between Calabi–Yau threefolds related to Kustin–Miller unprojec-
tions, J. Geom. Phys. 61 no. 8 (2011), 1309—1318,
[25] M. Kapustka, Mirror symmetry for Pfaffian Calabi–Yau threefolds via conifold transitions,
arXiv:1310.2304,
[26] G. Kapustka, M. Kapustka and R. Moschetti, Equivalence of K3 surfaces from Verra threefolds,
arXiv:1712.06958v1,
[27] M. Kapustka and M. Rampazzo, Torelli problem for Calabi–Yau threefolds with GLSM description,
arXiv:1711.1023v1,
[28] A. Kuznetsov, Derived equivalence of Ito–Miura–Okawa–Ueda Calabi–Yau 3-folds, Journal of the Math.
Soc. Japan,
[29] A. Kuznetsov and A. Perry, Categorical joins, arXiv:1804.00144v2,
[30] A. Kuznetsov and E. Shinder, Grothendieck ring of varieties, D– and L–equivalence, and families of
quadrics, arXiv:1612.07193v2,
[31] M. Larsen and V. Lunts, Motivic measures and stable birational geometry, Moscow Math. J. 3 no. 1
(2003), 85—95,
[32] R. Laterveer, Algebraic varieties with small Chow groups, Journal Math. Kyoto Univ. Vol. 38 no 4 (1998),
673—694,
[33] R. Laterveer, On the motive of Ito–Miura–Okawa–Ueda Calabi–Yau threefolds, submitted,
[34] R. Laterveer, On the motive of Kapustka–Rampazzo’s Calabi–Yau threefolds, Hokkaido Math. J.,
26 ROBERT LATERVEER
[35] M. Levine, Techniques of localization in the theory of algebraic cycles, J. Alg. Geom. 10 (2001), 299—
363,
[36] L. Manivel, Double spinor Calabi–Yau varieties, arXiv:1709.07736,
[37] N.Martin, The class of the affine line is a zero divisor in the Grothendieck ring: an improvement, Comptes
Rendus Acad. Sci. Paris 354 (9) (2016), 936—939,
[38] C. Mazza, V. Voevodsky and C. Weibel, Lecture notes on motivic cohomology, Clay Mathematics Mono-
graphs vol. 2, American Math. Soc. 2011,
[39] J. Murre, J. Nagel and C. Peters, Lectures on the theory of pure motives, Amer. Math. Soc. University
Lecture Series 61, Providence 2013,
[40] D. Orlov, Derived categories of coherent sheaves and motives, Uspekhi Mat. Nauk, 60 no. 6 (2005),
231—232, translation in Russian Math. Surveys 60 no. 6 (2005), 1242—1244,
[41] J. Ottem and J. Rennemo, A counterexample to the birational Torelli problem for Calabi–Yau threefolds,
Journal of the London Math. Soc.,
[42] C. Peters and J. Steenbrink, Mixed Hodge structures, Springer–Verlag Ergebnisse der Mathematik, Berlin
Heidelberg New York 2008,
[43] T. Scholl, Classical motives, in: Motives (U. Jannsen et alii, eds.), Proceedings of Symposia in Pure
Mathematics Vol. 55 (1994), Part 1,
[44] J. Sebag, Inte´gration motivique sur les sche´mas formels, Bulletin Soc. Math. France 132 no. 1 (2004),
1—54,
[45] B. Totaro, Chow groups, Chow cohomology, and linear varieties, Forum of Mathematics, Sigma (2014),
vol. 1, e1,
[46] B. Totaro, The motive of a classifying space, Geometry and Topology 20 no. 4 (2016), 2079—2133,
[47] Ch. Vial, Niveau and coniveau filtrations on cohomology groups and Chow groups, Proceedings of the
LMS 106(2) (2013), 410—444,
[48] Ch. Vial, Algebraic cycles and fibrations, Documenta Math. 18 (2013), 1521—1553,
[49] Ch. Vial, Remarks on motives of abelian type, Tohoku Math. J. 69 (2017), 195—220,
[50] C. Voisin, Chow Rings, Decomposition of the Diagonal, and the Topology of Families, Princeton Univer-
sity Press, Princeton and Oxford, 2014.
INSTITUT DE RECHERCHE MATHE´MATIQUE AVANCE´E, CNRS – UNIVERSITE´ DE STRASBOURG, 7 RUE
RENE´ DESCARTES, 67084 STRASBOURG CEDEX, FRANCE.
E-mail address: robert.laterveer@math.unistra.fr
