ABSTRACT Action recognition has received increasing attention from the computer vision and machine learning communities in the last decade. Although many related action recognition algorithms have been proposed, similar environments conditions are often required in the training and testing stages, which limits the application of the related technologies. In order to accelerate the generalization of action recognition, in this paper, the cross-domain action recognition problem are explored by three different kinds of aspects: 1) feature learning, hand-crafted feature and deep learning feature are extracted, respectively, and then the generalization ability of them are assessed and discussed on controlled and uncontrolled environments, respectively; 2) unsupervised cross-domain learning, since it is difficult for us to obtain the labeled samples in the target domain, thus, unsupervised cross-domain learning methods can be borrowed. In order to discuss which one is suitable for open domain action recognition problem, thus, three kind of unsupervised cross-domain learning methods are assessed on open domain action recognition dataset, respectively; 3) supervised cross-domain learning, if there are some labeled samples in the target domain, but the number of them is very limited, thus, supervised cross-domain learning method should be a good choice, but, how do we make the decision for them? Therefore, these methods are also appraised on the same dataset. Moreover, we contribute a novel multi-view and multi-modality human action recognition dataset (abbreviated as ''MMA''). It consists of 7,080 action samples from 25 action categories, including 15 singlesubject actions and 10 double-subject interactive actions in three views of two different scenarios, which can be utilized to simultaneously explore single-view learning, multi-view learning, multi-modality learning, and cross-domain learning problems. We further explore the same learning problems on the MMA dataset. The extensive experimental results on two different datasets show that the deep feature learning method has much better generalization ability than the hand-crafted feature, such as improved dense trajectory if there are enough labeled samples in the training dataset to be used to fine-tune the network, and both unsupervised cross-domain learning method and supervised cross-domain learning method can improve the performance, but the latter can obtain much bigger improvement, in other words, the labeled samples in the target domain are very helpful. Finally, we also attended the open domain action recognition challenge which was held in CVPR 2017 workshop, and our supervised cross-domain learning scheme obtained the best performance in all teams.
I. INTRODUCTION
Recognizing human actions in videos is a challenging task that has received a significant amount of attention from the research community due to its wide range of applications in visual surveillance and human computer interaction [21] , [28] , [50] , [58] , [61] . Although more than a decade of active research has been conducted [21] , [29] , [30] , [37] , [50] , [76] , these research works in this area mostly focus on laboratory captured action datasets [21] , [50] , which exhibit visually similar and controlled environment, and have finite set of action classes and actors. In recent years, due to the availability of big data and egocentric devices, many research efforts are directed towards designing algorithms to handle such data, which has large variation in action classes, environment, captured conditions and so on. For the laboratory captured action datasets, despite the literature having reported close to perfect classification accuracy, the successful adoption of state-of-the-art action recognition algorithms in real-world use case scenarios, such as video surveillance, is still far from prevalent. One of the key bottleneck in the conventional approach is that its ignorance of the open domain constraint (i.e., the deployment environment are likely not to be seen in the training data space). Therefore, exlporing cross-domain action recognition problem is an urgent need.
A. MOTIVATION AND OVERVIEW
In the past decade years, a lot of methods for human action recognition have been proposed. To name a few, Laptev et al. [29] , [30] , Dollar et al. [10] , Kläser et al. [27] , Liu et al. [37] , Wang et al. [63] , [64] , and Chen and Hauptmann [76] represented videos by different spatialtemporal local features, such as, space-time interest points (STIP) [29] , [30] , cuboid [10] , motion scale-invariant feature transform (MoSIFT) [76] , HoG3D [27] , dense trajectories [63] and improved dense trajectories [64] , genetic programming (GP) feature [37] , and recognized actions by using support vector machines (SVMs). Gorelick et al. [21] regarded human actions as three dimensional shapes induced by the silhouettes in the space time volume; Niebles et al. [42] proposed probabilistic latent semantic indexing (pLSI) and latent Dirichlet allocation (LDA) for human action recognition; Wang et al. [68] have proposed a semilatent topic model for human action recognition. Hidden conditional random fields (HCRF) [66] and max-margin hidden conditional random fields (MM-HCRF) [67] , [75] to take advantage of the spatiotemporal context to model the latent dynamics of human behavior; Shi et al. [52] proposed semi-markov model to discover the local structure during the complicated action sequence; Empirical studies have shown that these conventional methods have achieved promising recognition performance on controled action datasets with a large of labeled samples, such as Weizmann [21] and KTH [50] , but when they are applied into uncontroled action datasets or open-set action dataset, such as UCF-101 [58] and HMDB-51 [28] , their perfromances are not satisfying. Thus, researchers have focused on deep learning methods, and some deep learning methods for action recognition are proposed, such as 3D ConvNets [24] , discriminative CNN [73] , C3D [61] , Two-stream ConvNets [55] , Convolutional two-stream network fusion [15] and ActionVLAD [17] . These deep learning methods aim to automatically learn visual representations from raw video or put the visual representations and action recognition into an united architecture by using a deep neural network discriminatively trained from a large number of labeled data. Experimental results on some large action datasets have also shown that these deep learning methods have achieved promising recognition performance when the amount of videos for model training is sufficient.
However, in many practical application scenarios, the amount of available videos is insufficient to train a robust model for recognition. For example, it is impossible for a newly installed video surveillance system to collect sufficient amount of clean and precisely labeled training videos (it is called as the target domain) in a short period. Therefore, the aforementioned action recognition methods cannot work well. On the other hand, it is always possible to collect a large amount of human action videos elsewhere (it is often called as the auxiliary domain or source domain), and the action categories of these action videos are same to our tasks, but the environment settings, such as viewpoints, background clutter, object speed and motion patterns, may be very different, thus, if we train the model on these videos of source domain, and then it is used to recognize the videos in the target domain whose performance is often very poor. To address this issue, people paid more attention to transfer learning or domain adaption problem [6] , which aims to leverage the small-scale data from target domain together with a large-scale data from an source domain to augment the generalization ability for model learning [62] . Geodesic flow kernel (GFK) [18] , Joint distribution adaptation (JDA) [39] , Transfer joint matching (TJM) [40] , Feature replication (FR) [23] , multiple kernel learning (MKL) [1] , domain transfer MKL (DT-MKL) [12] , [13] , and adaptive MKL (A-MKL) [14] are some representative methods. Since there are different scenarios of the source and target domain in the open-set action recognition problem, thus, these methods are also called as cross-domain learning problem.
In order to make action recognition schemes more practical, we will explore cross-domain action recognition problem by three kinds of ways in this paper. In detail, we will first evaluate the difference between the hand-crafted feature and deep learning feature on open-domain action recognition dataset, and then three unsupervised cross-domain learning algorithms are employed into the same dataset, moreover, in order to discuss the importance of labled samples in the target domain, we also assess five supervised cross-domain learning algorithms. Finally, a novel multi-view and multi-modality action dataset is proposed to further discuss the cross-domian aciton learning problem.
B. CONTRIBUTIONS
The main contributions of this work are summarized as follows:
• We explore the cross-domain action recognition problem by three kind of methods which can provide the solid foundation for future research: • We introduce a novel multi-view and multi-modality human action recognition dataset which includes two different scenarioes, and it can be utilized to explore cross-domain learning problem. The proposed dataset has three key properties: a) It provides multimodal information (i.e., color images, depth information, and 3-D body joints) for joint-model analysis. b) Each action is simultaneously captured by three views and two different scenarioes for cross-view analysis and cross-domain learning. c) All action samples are performed with unconstrained orientation and body movement, which results in high intraclass variability and interclass similarity. The remainder of this paper is organized as follows. First, the related works are presented in section II, and then two different cross-domain action datasets are introduced in Section III and SectionIV; Section V, VI and VII present the experimental results and discussions. Finally, the conclusion and future work will be given in Section VIII.
II. RELATED WORK
In this part, we will first introduce action recognition algorithms in detail, and the cross-domain learning algorithms are given.
• Action Recognition Algorithms Action recognition is a hot research topic in computer vision and machine learning, and many action recognition algorithms have been proposed. Action recognition generally involves two steps -visual feature representation and model learning, thus, we will simply present action recognition from these two aspects.
1) Visual Feature Representation
In fact, a lot of features are proposed to represent aciton videos, for example, Davis and Bobick [9] adopted temporal template--motion energy image (MEI) and motion history image (MHI) to describe the actions and then the similarity matching schemes were adopted to classify actions; Gorelick et al. [21] regarded human actions as three dimensional shapes induced by the silhouettes in the space time volume, and then utilized properties of the solution to the poisson equation to extract space-time features such as local space-time saliency, action dynamics, shape structure and orientation; Laptev et al. [29] , [30] first employed the Harris detector to detect the space-time interest points and then computed the distributions of the local gradients and optical flow to describe these points. Dollar et al. [10] extended the spatio-temporal case to detect the interest points and then calculated the cuboid descriptor by concatenating the gradients at each pixel in one 3D volume into a single vector. Chen and Hauptmann [76] extended the static scale-invariant feature transform (SIFT) to motion SIFT, where only these candidate scale-invariant interest points with the motion constraints were reserved, and then histogram of oriented gradients (HOG) and histogram of optic flows (HOF) were calculated to describe each point. Kläser et al. [27] proposed a new descriptor, where the histogram of oriented gradients descriptor was extended to the HoG3D descriptor for action recognition, and time cues were utilized in the HoG3D descriptor. Wang et al. [63] , [64] proposed dense trajectory or improved dense trajectory methods, where the main idea was that dense interest points were captured in every frame, and then these points were tracked by optical flow to capture corresponding trajectories. Moreover, three descriptors, namely, HOG, HOF and motion boundary histograms (MBH), were computed based on these trajectories. The purpose of proposing the MBH descriptor is to eliminate partial noises for local translational camera movement on the optical flow field. Liu et al. [37] proposed genetic programming (GP) feature which evolved the motion feature descriptor on a population of primitive 3D operators, and spatio-temporal motion features for action recognition were automatically learned. These features are carefully designed for action recognition, thus, they are also called as hand-crafted features. Since deep learning methods have obtained satisfying performance on object recognition task, thus, researchers have also attempted to automatically learn visual representations from videos using deep learning techinque, and some deep-learningbased visual representations have been proposed for action recognition, such as 3D ConvNets [24] , discriminative CNN [73] , C3D [61] , two-stream ConvNets [55] , convolutional two-stream network fusion [15] and and ActionVALD [17] . In detail, Ji et al. [24] proposed 3D ConvNets, where features were extracted from both spatial and temporal dimensions by performing 3D convolutions, and the motion information was encoded in multiple adjacent frames. Xu et al. [73] proposed the discriminative CNN, where deep convolutional neural networks (CNNs) were effectively leveraged to advance event detection. In this model, an appropriate encoding method was proposed to aggregate frame-level static features, and then a set of latent concept descriptors was utilized as the frame descriptor, which enriched visual information while keeping it computationally affordable. Tran et al. [61] proposed a simple, yet effective approach for spatiotemporal feature learning using deep 3-dimensional convolutional networks (3D ConvNets) -C3D feature, in which 3D ConvNets was employed, and it was more suitable for spatio-temporal feature learning compared to 2D ConvNets. Simonyan and Zisserman [55] proposed the two-stream ConvNet architecture, where spatial and temporal networks were incorporated. Feichtenhofer et al. [15] proposed a new spatiotemporal architecture for two stream networks with a novel convolutional fusion layer between the networks, and a novel temporal fusion layer. ActionVLAD [17] was proposed, which was a new video representation for action classification that aggregated local convolutional features across the entire spatio-temporal extent of the video. Since hand-crafted feature and deep learning feature have different characteristics on different action datasets, thus, in the following experiments, we will explore their performances on cross-domain action recognition datasets.
2) Model Learning
After extracting the feature representation, we should train the model to recognize actions in a video. In fact, many action recognition models have been proposed, for example, Niebles et al. [42] developed an unsupervised learning method for human action recognition by exploiting topic models, e.g., probabilistic latent semantic indexing (pLSI) and latent Dirichlet allocation (LDA). Wang et al. [68] have proposed a semilatent topic model for human action recognition, which introduced supervised information to LDA for subsequent recognition. Wang et al. [66] utilized hidden conditional random fields (HCRF) to take advantage of the spatiotemporal context to model the latent dynamics of human behavior. Wang and Mori [67] , [75] developed HCRF and max-margin hidden conditional random fields (MM-HCRF) to recognize actions; Shi et al. [52] proposed semi-markov model to discover the local structure during the complicated action sequence; Song et al. [56] proposed multi-view latent variable discriminative models, where both view-shared and view-specific sub-structures were jointly learned to capture the interaction between views for human action recognition. A new global representation, multi-view super vector [3] , was proposed, which was composed of relatively independent components derived from a pair of descriptors. Liu et al. [34] proposed a unified framework for multiple/single-view human action recognition, where both local and global visual saliencies based on the body structure cue were encoded by the hierarchical part-wise bag-of-words representation. Moreover, the multiple/single-view human action recognition was formulated as a part-regularized multitask structural learning (MTSL) problem. Gao et al. [16] proposed multi-view discriminative and structured dictionary learning with group sparsity to discover the latent correlation among multiple views and consequently enhance the performances, where the graph model was utilized to fuse different views. Moreover, Laptev et al. [29] , [30] , Dollar et al. [10] , Kläser et al. [27] , Liu et al. [37] , Wang et al. [63] , [64] , and Chen and Hauptmann [76] extracted different spatial-temporal local features, and then support vector machines (SVMs) was employed to recognize actions, which is also considered as the state-of-art scheme. Thus, in our experiments, we will also evaluate its performance on cross-domain learning problem, which is used as the baseline.
3) Cross-domain Learning Although a lot of action recognition methods have been proposed, there is one fundamental assumption in traditional action recognition schemes, where the identical distribution of the training and testing data is required [45] , [53] , [54] . However, this assumption is not always valid or cannot be satisfied. For example, when the data (target domain) for one learning task are limited and we want to use the data from the source domain (or auxiliary domain) to improve the performance of the leaning task at hand, traditional learning algorithms are inapplicable because the data distributions of the target and the source domains can be different. In fact, transfer learning (abbreviated to TL) algorithms are often utilized to solve the problem, whose core problem in transfer learning is how to transfer knowledge, and many related algorithms are proposed, and a comprehensive survey on transfer learning, including its categories and algorithms, can be found in [6] and [45] . According to the survery, TL approaches can be categoried into three main groups depending on the different situations concerning source and target domains and the corresponding tasks. These are the inductive TL, transductive TL and unsupervised TL. The inductive TL is the case where the target task is different but related to the source task, no matter whether the source and target domains are the same or not. In the case of transductive TL, the source and target tasks are the same, and either the source and target domains are different (domain adaptation) or there is a selection bias between the training and the test set (sample selection bias). Finally, the unsupervised TL refers to the case where both the domains 68992 VOLUME 6, 2018 and the tasks are different but somewhat related. Since the tasks of the source and target domains in open-set action recognition problem are the same, but the distribution of samples in the source and target domains may be different, thus, the domain adaptation (DA) or cross-domain learning is a particular case of transfer learning (TL), which belongs to transductive TL. In fact, many algorithms have been proposed, and we divide them into unsupervised cross-domain learning and supervised cross-domain learning according to whether the labeled samples are required in the target domain or not: 1) Unsupervised cross-domain learning algorithms, In general, labels are not available neither for the source nor for the target and the focus is on exploiting the (unlabeled) information in the source domain to solve unsupervised learning tasks in the target domain. These tasks include clustering, dimensionality reduction and density estimation [8] , [69] . Many methods have been proposed, for example, Gopalan et al. [19] proposed Domain Geodesic Flow Sampling (GFS) where the original representation was augmented with itself and zeros, and then an SVM was trained on these augmented features to figure out which features were shared between domains and which ones were domain specific. Gong et al. [18] proposed the Geodesic Flow Kernel (GFK) that extended GFS to the infinite case. Indeed, the proposed kernel made the solution equivalent to integrating over all common subspaces lying on the geodesic flow that connected the source and target subspaces. A more generic framework, proposed by Gopalan et al. in [20] , accommodated domain representations in high-dimensional Reproducing Kernel Hilbert Space (RKHS) using kernel methods and low-dimensional manifold representations corresponding to Laplacian Eigenmaps. Sun et al. [59] proposed the linear Correlation Alignment (CORAL) where the second-order statistics of the source and target distributions were utilized, and then the minimization of the domain shift was performed. Long et al. [38] proposed Transfer Sparse Coding (TSC) where the robust sparse representations were learned for accurately classifying cross-domain data. Transfer Joint Matching (TJM) [40] was proposed to aim at learning a new space in which the distance between the empirical expectations of source and target data was minimized using a kernel mapping that yielded a non-linear transformation between the two domains. JDA was proposed in [40] whose goal was to jointly adapt both the marginal distribution and conditional distribution in a principled dimensionality reduction procedure, and then new feature representation was constructed which was effective and robust for substantial distribution difference (the source labels are required, but the target domain without labels is ok). Bian et al. [70] proposed transfer topic model (TTM) for cross-domain action recognition where each human action was considered as a mixture of a set of topics, and then the topics were learned from the auxiliary domain to regularize the topic estimation in the target domain, moreover, the regularization was the summation of Kullback-Leibler divergences between topic pairs of the two domains; 2) Supervised cross-domain learning algorithms, In these kinds of algorithms, the tasks of the source and target domains are the same, moreover, the label information of the training samples of both domains can be supplied, which is very helpful for model learning. In fact, there are many supervised cross-domain learning algorithms, for example, Transfer Adaptive Boosting (TrAdaBoost) was proposed in [7] , which was an extension to AdaBoost. In TrAdaBoost, the source examples were iteratively re-weighted to automatically select and adapt part of the source data during the learning of a target classifier which can be performed by increasing the weights of missclassified target instances as in the traditional AdaBoost, but decreasing the weights of miss-classified source samples in order to diminish their importance during the training process. Daumé III [23] proposed Feature replication (FR), in which the feature space were augmented, and then the learning algorithm was essentially forced to do the adaptation. Bach et al. [1] proposed a novel dual formulation of the quadratically-constrained quadratic program QCQP as a second-order cone programming problem, which could be used to optimize the multiple kernels learning, such as conic combinations of kernel matrices for the support vector machine (SVM), which was significantly more efficient. Joachims [25] proposed the Transductive SVM in which the knowledge about the target data was incorporated into the SVM optimization process, by this way, the generalization error of the classification can be reduced. Yang et al. [74] proposed Adaptive SVM (A-SVM) where it could progressively adjust the decision boundaries of the source classifiers with the help of a set of so called perturbation functions built by exploiting predictions on the available labeled target examples. The Domain Transfer SVM [12] , [13] simultaneously reduced the mismatch in the distributions (MMD) between two domains and learned a target decision function. Duan [14] proposed adaptive MKL (A-MKL) where a set of SVM classifiers based on the combined training set from two domains by using multiple base kernels from different kernel types and parameters were trained, and then an adapted target classifier was learned based on multiple base kernels and the prelearned average classifiers from this event class or all the event classes by minimizing both the structural risk functional and the mismatch between data distributions of two domains. UCFARG, 1 UIUC [11] , URALD and Weizmann [21] , the research works in this area mostly focus on laboratory captured action datasets, which exhibit visually similar and controlled environment, and have finite set of action classes and actors. In recent years, due to the availability of big data and egocentric devices, many research efforts are directed towards designing algorithms to handle such data, which has large variation in action classes, environment, captured conditions and so on. For the laboratory captured action datasets, despite the literature having reported close to perfect classification accuracy, the successful adoption of state-ofthe-art action recognition algorithms in real-world use case scenarios, such as video surveillance, is still far from prevalent. One of the key bottleneck in the conventional approach is that its ignorance of the open domain constraint. Thus, the first open domain action recognition workshop in CVPR 217 was organized to address this issue. 2 In order to organize the workshop, a new dataset -open domain action recognition dataset (abbreviated to ODAR) was built to address this challenge based on existing open source constrained action recognition datasets. The dataset consists of multiple publicly available datasets with carefully selected action classes that are common across these datasets. The details of sample distributions are given in Table. 1. From it, we can observe that action samples come from different action datasets which have different environments, captured conditions and settings. For example, there are 169 action samples in the training dataset for 'boxing', and these action samples come from IXMAS, KTH and UCFARG datasets respectively. Moreover, action samples for walking are composed of six action datasets. In order to further show the diversity of actions, two action samples are shown in Fig.1 . From it, we can know that same samples are from indoor, but some action samples are captured in outdoor, moreover, the photographic distances, observation view and enviroment have large variation, which will make the action recognition difficult. In order to fair comparison, ODAR dataset is divided into training set, validation set, and test set, and for each division, it contains action samples extracted from different domain (camera view or database). Therefore, it can guarantee that 1 http://crcv.ucf.edu/data/UCF-ARG.php 2 http://sesame.comp.nus.edu.sg/workshop/odar2017/ the data in the validation set and test set have never appeared in training data. The detail information of ODAR dataset is given in Table. 1. Overall, there are 12 common action categories and an unknown category in this dataset, and all action samples are chosen from IXMAS, KTH, M2I, MCAD, MSR, UCFARG, UIUC, URALD and Weizmann datasets. The nubmers of training set, validation set and test set are 3,493, 1,450 and 2,033 respectively.
III. OPEN DOMAIN ACTION RECOGNITION DATASET

IV. ''MMA'' ACTION DATASET FOR CROSS-DOMAIN LEARNING A. MMA DATASET
To simulate the real conditions, we construct a MMA dataset, which includes single-subject and double-subject actions. In this dataset, three static Kinect sensors are utilized to simultaneously capture the RGB image (246 × 322 pixels), depth image (246 × 322 pixels), and skeleton data (3-D coordinates of 25 joints). These sensors are placed in parallel, and the angle of the primary optical axes of them is set to 120 degree. The frame rate is set with 30 frames per second. We utilize three sensors to augment the view differences, and further induce difficulty for shared knowledge discovery from multiple views. In order to increase the challenge and facilitate cross-scenarios or cross-domain learning methods, two realistic office environments are set with the cluttered backgrounds.
MMA consists of 25 action categories including 15 singleperson action categories and 10 double inter-action categories. The single-person ones are performed by 26 people and these inter-actions are performed by 20 person-person pairs. Each involved subject performs twice per action on each scenario. In total, we obtain 7,080 samples (10 double actions × 20 pairs × 3 views × 2 times × 2 scenarios+15 single actions × 26 people × 3 views × 2times × 2 scenarios). In order to keep the original and realistic situation, all the RGB, depth, and skeleton data are kept unchangeable. Totally, MMA dataset involves the following information: RGB data (840G), depth data (77.8G) and 3-D skeleton data (608M). In Fig.2 , some action samples with RGB and depth in MMA dataset are demonstrated. In this figure, the most left three columns are from the scenario one, and the most right three columns come from the scenario two. Moreover, the first, third, fifth, and seventh rows show the variance of single-subject actions and double-subject interactions in camera views and scenarios, and the second, fourth, sixth, and eighth rows show the depth modality of them.
In order to fair comparison, when performing single-view learning, multi-task learning, multi-modality learning evaluations, all samples are divided with respect to the research subjects into training set (8 single and 8 double), validation set (8 single and 4 double), and the testing set (10 singlesubject and 8 double-subject) in each view of two scenarios. In total, the number of samples from training, validation and test datasets are 2,400, 1,920 and 2,760 respectively. The action models are trained on a training set, and the validation dataset is utilized to choose the parameters of the models, and the performance evaluation of action recognition model is reported on the test set. However, for cross-domain learning evaluation, the samples from the scenario one are considered as the source or auxiliary domain, and the samples from anther scenario are taken as the target domain.
B. COMPARISON AGAINST RELATED DATASETS
(I) MMA vs M 2 I , it is noted that although different learning problems can also be evaluated in the M 2 I dataset, but the differences between M 2 I [35] and MMA datasets are very obvious: 1) The size of MMA is much larger than that of M 2 I , and the latter only contains RGB data (6.79G), depth data (49.4G), mask (613M), and 3-D skeleton data (53.9M), but the size of MMA is RGB data (840G), depth data (77.8G) and 3-D skeleton data (608M). 2) the camera setting is very different. In M 2 I , only two sensors are employed where they are fixed on the front view and side view, but in our MMA dataset, three sensors are placed in parallel, which is often set in our realistic situation. Thus, this camera setting is complementary for the front view and side view settings.
3) The number of action samples in M 2 I dataset is about 1,700, but in MMA dataset, the number of action samples is about 7,000, which is very helpful to build complex recognition models. 4) In MMA dataset, two realistic office scenarios are used, but in M 2 I dataset, it is only one fixed and lab environment. When we assess the performance of cross-domain learning method in M 2 I dataset, only different views are employed, but it does not conform to the realistic situation. Moreover, in order to further explore the cross-domain learning problem, most actions in office activity dataset [33] , a public action dataset under the office scenario, are incorporated into our MMA dataset. Thus, we can further assess the cross-domain learning on ''MMA'' and office activity datasets.
(II) MMA vs NTU+RGBD, in ''NTU+RGBD'' dataset, the number of samples and the number of action categories are bigger than ours, but the advantages of our dataset are as follows: 1) the background of the MMA dataset is more complicated than ''NTU+RGBD'' dataset, and our scenario is much more realistic where the occlusion often occurs. 2) 40 distinct subjects are employed to persform actions in the ''NTU+RGBD'' dataset, but in MMA dataset, 66 distinct subjects perform the predifined actions, thus, the diveristy of MMA is bigger than that of ''NTU+RGBD''. 3)Two different scenarios are included in our dataset, but only one VOLUME 6, 2018 FIGURE 2. Some action samples in the MMA dataset. From top row to down row, these actions are respectively exercising, putting-on, handshaking and clapping-hand from three views of two scenarios -two different office rooms. experimental scenario is included in ''NTU+RGBD'' dataset where heights of the cameras and the distances to the subjects are changed. 4) in ''NTU+RGBD'' dataset, each subject was asked to perform each action twice, one towards the left camera and the other towards the right camera, but in MMA dataset, no any requirements are asked.
(III) MMA vs Office Activity, although there are also two scenarios in Office Activity Dataset, the number of subjects in this dataset only has 10, but in MMA dataset, there are 66 subjects which is much bigger than that of Office Activity dataset. Thus, the diversity of MMA is much bigger than that of Office Activity dataset. Moreover, the numbers of samples in Office Activity dataset and MMA are 1,180 and 7,080 respectively, thus, its number in MMA dataset is much bigger than that of Office Activity datase, which will be helpful for us to train much complex classificaiton model, such as deep learning model.
(IV) MMA vs ODAR, although both datasets can be utilized to evaluate cross-domain learing algorithms, the constitution of these two datasets are very different. In ODAR dataset, samples are chosen from different action datasets, whose diversity is very big, moreover, when there are multi-view samples in the existing action datasets, samples from each view are allocated into the training, validation and test datasets respectively. However, in MMA dataset, two different scenairos are fully separated, there are no overlap between different scenarios.
V. VISUAL FEATURE REPRESENTATION FOR EXPLOITING CROSS-DOMAIN ACTION RECOGNITION
In order to exploit cross-domain action recognition problem, we will evaluate it on two different cross-domain action datasets by visual feature representation, unsupervised cross-domain learning and supervised cross-domain learning algorithms, and we will specifically introduce them in the following sections.
A. HAND-CRAFTED FEATURE VS DEEP LEARNING FEATURE 1) DENSE TRAJECTORIES
Although many action feature representations have been proposed, the dominating video representation for action recognition is based on extracting appearance (such as histograms of image gradients [29] ) and motion features (such as histogram of flow [30] ) along densely sampled point trajectories in video. The descriptors are then aggregated into a bag-ofvisual-words like representation resulting in a fixed-length descriptor vector for each video [63] , [64] . The representation can be further improved by compensating for unwanted camera motions [64] . We build on this work by performing a video-level aggregation of descriptors where both the descriptors and the parameters for aggregation are jointly learned in a discriminative fashion. In detail, since a large number of dense feature points can be extracted from each video, thus, in order to reduce the number of dense points, only ten percent of all dense points are randomly sampled from all views on the training dataset, and then we use these simplified data for constructing the codebook for all views. Moreover, all points of each view are mapped into a cluster centre (i.e. visual word) based on its feature vector, and all the visual words over the duration of a single action are aggregated by a bag of visual words (BoW). This type of representation, though shallow, is still relevant today and is in fact part of the existing state-of-the-art systems [63] , [64] . We build on this work by performing a video-level aggregation of descriptors where both the descriptors and the parameters for aggregation are jointly learned in a discriminative fashion.
2) CONVOLUTIONAL NEURAL NETWORKS
Recent work has shown several promising directions in learning video representations directly from data using convolutional neural networks. For example, Karpathy et al. [26] showed the first large-scale experiment on training deep convolutional neural networks from a large video dataset -Sports-1M. Simonyan and Zisserman [55] proposed the two-stream ConvNet architecture, where spatial and temporal networks were incorporated. Feichtenhofer et al. [15] proposed a new spatiotemporal architecture for two stream networks with a novel convolutional fusion layer between the networks, and a novel temporal fusion layer. Tran et al. [61] proposed a simple, yet effective approach for spatiotemporal feature learning using deep 3-dimensional convolutional networks (3D ConvNets) -C3D feature, in which 3D ConvNets is employed, and it is more suitable for spatiotemporal feature learning compared to 2D ConvNets. Since C3D have obtained satisfying performance on many public action datasets [61] , thus, in our experiments, we also extract C3D features of fc6 for each clip. The features for videos are computed by averaging the clip features separately for each type of feature, followed by an L2 normalization whose feature dimension is 4,096.
B. EXPERIMENTAL SETTINGS
In these experiments, we will only evaluate the performances of different feature representations, thus, single-view learning method, such as SVM, will be employed. In MMA dataset, since the division of training set, validation set and test set is given, thus, we will train the model on training set and choose the optimization parameters of the model by the validation dataset, and then we evaluate the performance on test set. Since there are two scenarios, thus, when extracting iDT feature, two different codebooks are constructed for each scenario respectively, whose codebook sizes are set to 500 As for C3D feature, the network architecture is pretrained by Sports-1M [26] , and then we also have tried to fine-tune the network architecture by different datasets. In detail, the pretrained network architecture is fine-tuned by all the training samples in office1, office2 and office1+office2 datasets respectively whose dimension of C3D is 4,096.
In the ODAR dataset, the division of dataset is also given, thus, we will evaluate action recognition methods on corresponding datasets. In the extracting iDT feature, the codebook size is empirical set to 3,000. Moreover, for C3D feature, we also fine-tune its network architecture by all samples in the training dataset and training+validation dataset respectively whose dimension is also set to 4,096.
In the ODAR dataset, the division of dataset is also given, thus, we will evaluate action recognition methods on corresponding datasets. In the extracting iDT feature, the codebook size is empirical set to 3,000. Moreover, for C3D feature, we also fine-tune its network architecture by all samples in the training dataset and training+validation dataset respectively whose dimension is also set to 4,096. 
C. RESULT AND DISCUSSIONS
In order to explore the cross-domain action recognition problem, we will evaluate whether the visual feature representations play an important role or not, and whether the hand-crafted feature or deep learning feature is suitable for performing cross-domain action recognition problem. Thus, we will assess the performance of different feature representations on two differet datasets where the popular SVM model with RBF kernel is utilized. The performances on MMA dataset are shown in Table 3 and Table 4 where (n1, n2, n3, n4) denotes the accuracies when the C3D network architecture is fine-tuned without dataset, and with office1, office2 and office1+office2 datasets respectively, and the performance on ODAR dataset is given in Table 4 where (n1, n2, n3) denotes the accuracies when the C3D network architecture is fine-tuned without dataset, and with training dataset and training+validation dataset respectively. From Table 3 , we can observe that if the network architecture of C3D is not fine-tuned by samples from MMA dataset, its performance is often worse than that of iDT feature, for example, when we assess the performance on view1 under scenario office2, the accuracies of iDT and C3D are 75.43% and 59.56% respectively. However, we also observe that when C3D is fine-tuned by samples from MMA dataset, its accuracy can obtain big improvement. With the increase of fine-tuned samples, its accuracy is often added. Specifically, when all training samples from two scenarios are utilized, the accuracy can obtain the best.
In Table 4 , when cross-view evaluation is considered, the same codebook for iDT feature is used for each view under the same scenario, but the SVM model is trained on each view, such as v01, and then it is evaluated on crossview, such as v02 and v03. As for cross-domain, the codebooks are constucted for two scenarios respectively, but when cross-domain is assesssed, only the source codebook is employed, for example, as for office1-to-office2, the codebook from office1 is chosen for two scenarios, and the points from two sceniarios will be projected into the codebook respectively. Then, SVM model is trained on the source domain, and then is evaluated on the target domain. From it, we can observe that the performance of iDT is very poor, and we think the reason is that when the diversity of the dataset is too big, and the codebook can not fully represent the video. Moreover, if no samples from other scenorios, which is similar to the test scenario, are observed in the construction of the codebook, the performance is much poorer. Finally, the limition of the number of training samples for training model further make the performance poor. In addition, we also know that the performance of C3D is also much better than that of iDT, in other words, the generalization capability of C3D is much better than iDT in this dataset. However, we also observe that its accuracy is much lower than in Table 3 although the feature represenation in Table 4 is the same with Table 3 . Thus, this further proves that there are some difference among different views, and the limitation of the number of training samples affects the performance of models.
In Table 5 , we find an interesting problem is that the performance of iDT is much better than that of C3D. For example, the performance of iDT is 65.37% when we train the model on training+validation dataset, but the best performance of C3D is 49.43% when we train the model on the same dataset. The conclusion seems to be contrary with the conclusion from MMA dataset, but in fact, it is ture. Since the ODAR dataset is composed of different existing action datasets, and most of them have multi-view samples, but when the researchers build the training, validation and test datasets in ODAR, samples from different views under different scenarios are allocated into the training, validation and test datasets respectively, thus, it is very helpful for iDT to construct the codebook. As for C3D, with the increase of fine-tuned samples, its performance can be improved step by step, but since there are nine different datasets in ODAR, thus, the diversity of ODAR is very big. Moreover, the number of samples for fine-tuning is very limited, thus, the network architecture of C3D can not be fully trained, therefore, its performance cannot be satisfying. That is the reason why the performance of iDT is much better than that of C3D. In addition, we also can observe that the performance will change with the add of the number of training samples, and when the training samples and validation samples are put together to train the modol, it can obtain the best arruracy.
VI. UNSUPVISED CROSS-DOMAIN LEARNING ALGORITHMS A. LEARNING METHOD
Since it is difficult for us to obtain the lables in the target domain, thus, we will explore the cross-domain action recognition problem by unsupervised cross-domain learning. In this section, we follow the definitions and notation of [45] and [72] . Accordingly, a domain D is composed of a d-dimensional feature space X ⊂ R d with a marginal probability distribution P(X ) and a task T defined by a label space Y and the conditional probability distribution P(Y |X ), where X and Y are random variables. Given a particular sample set X = {x 1 , . . . x n } of X , with corresponding labels Y = {y 1 , . . . y n } from Y , P(Y |X ) can in general be learned in a supervised manner from these feature-label pairs {x i ,y i }. Let us assume that we have two domains with their related tasks: a source domain D s = {X s , P(X s )} with T s = {Y s , P(Y s |X s )} and a target domain D t = {X t , P(X t )} with T t = {Y t , P(Y t |X t )}. In here, three representative unsupervised cross-domain learning methods were justified, including geodesic flow kernel (GFK) [18] , joint distribution adaptation (JDA) [39] , and transfer joint matching (TJM) [40] .
1) GFK [18]
The main idea is to explicitly construct an infinitedimensional feature space H ∞ that assembles information on the source domain D S , on the target domain D T , and every domains interpolating between those two. Inner products in H ∞ give rise to a kernel function that can be computed efficiently in closed-form [13] . Thus, this geodesic flow kernel (GFK) can be readily used to construct any kernelized classifiers. The optimization problem of GFK can be formulated as
Where P S , P T ∈ R (D×d) denote the two sets of basis of the subspaces for the source and target domains respectivrly. R S ∈ R D×(D−d) denote the orthogonal complement to P S , namely R T s P S = 0. The geodesic flow is parameterized as : t ∈ [0, 1] → (t) under the constraints (0) = P S and (1) = P T . U 1 ∈ R d×d and U 2 ∈ R (D−d)×d are orthonormal matrices. They are given by the following pair of SVDs,
and are d × d diagonal matrices. The diagonal elements are cosθ i and sinθ i for i = 1, 2, . . . , d. Particularly, θ i are called the principal angles between P S and P T . The inner product between two original D-dimensional feature vectors x i and x j defines our geodesic-flow kernel,
where G ∈ R D×D is a positive semidefinite matrix which can be computed in a closed-form from previously defined matrices:
where 1 to 3 are diagonal matrices, whose diagonal elements are:
2) JDA [39] JDA aims to jointly adapt both the marginal distribution and conditional distribution in a principled dimensionality reduction procedure, and construct new feature representation that is effective and robust for substantial distribution difference [40] . To reduce the difference between marginal distributions P s (X s ) and P t (X t ), JDA follows [44] , [49] , and [60] and adopts the empirical Maximum Mean Discrepancy (MMD) as the distance measure to compare different distributions, which computes the distance between the sample means of the source and target data in the k-dimensional embeddings:
where M 0 is the MMD matrix and is computed as follows:
where n s and n t are the number of samples in the source domain and target domain respectively, A is an an orthogonal transformation matrix. JDA have been developed to be similar to TCA.
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To reduce the difference in the conditional distributions between domains, JDA modified MMD to measure the distance between the class-conditional distributions Q s (x s |y s = c) and Q t (x t |y t = c)
where 
The conditional distributions between domains are drawn close under the new representation Z = A T X .
3) TJM [40] TJM aims to reduce the domain difference by jointly matching the features and reweighting the instances across domains in a principled dimensionality reduction procedure, and construct new feature representation that is invariant to both the distribution difference and the irrelevant instances [40] . Firstly, TJM adopts the empirical Maximum Mean Discrepancy (MMD) [43] , [44] , [49] as the nonparametric distance measure to compare different distributions in the RKHS. Then, TJM defines the instance reweighting regularizer:
Where A is the transformation matrix computed by MMD, A S := A 1:n s ,: is the transformation matrix corresponding to the source instances, and A t := A n s +1:n s +n t ,: is the transformation matrix corresponding to the target instances. The optimization problem of TJM can be formulated as:
where λ is the regularization parameter to trade off feature matching and instance reweighting.
B. EXPERIMENTAL SETTINGS
In MMA dataset, when we evaluate the performance of these algorithms, there are two kinds of cases: 1) different views under the same scenario are considered as the source and target domains respectively; 2) different scenarios under the same view are considered as the source and target domains In the first column, it denotes different source domains, and ''train+a'' means that samples from training dataset and top half samples from validation dataet are put together to build the source domain.
respectively; As for ODAR dataset, the target domain is kept unchangeable which is composed of the test dataset, but different source domains are built. Specially, we divide the validation dataset into two parts (a + b) in which a indictes the top half samples in the validation, and b denotes other samples in the validation dataset. In the feature extraction, the setting of iDT feature extraction is same to Table 4 and Table 5 , but since no label information can be obtained in the unsupervised cross-domain learning algorithms, thus, the pretrained model of C3D network be directly used to extract the deep learning feature. In addition, in the optimization of GFK [18] , JDA [39] and TJM [40] , we strictly follow the setting with the corresponding references.
C. RESULTS AND DICSUSSIONS Table 6 and Table 7 demonstrate the results of different unsupervised learnig algorithms on two different datasets. From these two tables and Table 4 and Table 5 , we can have the following observations: 1) In most cases, the performance of C3D on MMA dataset is much better than that of iDT feature, especial for the last three rows, and the conclusion is similar to Table 4 . 69000 VOLUME 6, 2018 As for ODAR dataset, we can know from Table 5 that the performance of C3D is much worse than that of iDT, but from Table 7 , we can know that although the performance of C3D is still worse than that of iDT, but its performance is comparable to iDT, and JDA obtains the best performance when C3D feature is employed.
2) There are no cross-domain learning algorithms in Table 4 and Table 5 where the models are learned from the source domain and are directly used to target domain, but in Table 6 and 7, different unsupervised cross-domain learning algorithms are utilized. From Table 4 and 6, we can obserse that in most cases, the performance of these unsupervised cross-domain learning algorithms are better than the former method, but their performances are not stable. Moreover, from Table 5 and Table 7 , we find that the performances of C3D can obtain big improvement when cross-domain learning algorithms are employed, but for iDT feature, its performance is much worse when comparing with Table 5 . Thus, these unsupervised cross-domain learning algorithms are instable, whose performances are affacted by different datasets and different feature representations.
3) From Table 7 , we can also know that the source domain will affact the performance of unsupervised cross-domain learning algorithms. When we build different source domains by different datasets and keep the target domain unchangeable, their performances widely change. For example, when C3D feature and GFK model are employed, and then different source domains are used to train the models, such as train, b and train+a+b, and the performance of them are 22.73%, 47.47% and 36.25% respectively. Moreover, the number of samples in b, train and train+a+b datasets are 725, 3,493 and 4,943 respectively, thus, the performance of these algorithms are almost irrelative with the number of samples in the source domain, and the relative samples are much more important.
VII. SUPERVISED CROSS-DOMAIN LEARNING ALGORITHMS A. LEARNING METHODS
In the above section, we have observed that although these unsupervised cross-domain learning algorithms can obtain some improvement, its improvement is very limited. Thus, we also want to explore open-set action recognition problem by supervised cross-domain learning. Here, we first give some definitions: 1) If there are some labeled samples in the target domain, these labeled samples are considered as the training dataset in the target domain, and other samples in the target domain are considered as the test set, which will be used to evaluate the performance of different algorithms. Moreover, samples of the test set in the target domain can not be used by any forms in the training steps; 2) In the source domain, samples can be divided int two parts where one part is considered as the training dataset, and the other is used as the validation dataset. In order to fully evaluate the performances of these algorithms, two single-view learning models are firstly built including SVM-A and SVM-T.
In SVM-A, SVM models with RBF kernel are built on all the training samples of the source domain, and then the models are directly employed to the target domain. As for SVM-T, SVM models with RBF kernel are built on all the training samples of the target domain, and then the models are used to recognize these samples of the test set in the target domain. These two kinds of algorithms are treated as our benchmark. Then, four representative supervised cross-domain learning methods were justified, including feature replication (FR) [23] , multiple kernel learning (MKL) [1] , domain transfer MKL (DT-MKL) [12] , [13] , and adaptive MKL (A-MKL) [14] . In the following, we will simply introduce these algorithms.
1) FR
FR supposes that the data points x are drawn from a reproducing kernel Hilbert space H (RKHS) with positive semi-definite kernel K : H × H → R. Then, K can be written as the dot product (in H ) of two (perhaps infinitedimensional) vectors:
Define φ s and φ t in terms of φ to map the source and target data to the expanded RKHS, as
It can compute the kernel product between φ s and φ t by making use of the original kernel K and denotes the expanded kernel by
Equation (13) means that data points from the target domain have twice as much influence as source points for prediction.
2) MKL
This approach considers the combination of kernel matrices for the SVM and shows that the optimization of the coeffi-
The SMO-based algorithm [1] was proposed to solve the combination of multiple kernels learning problem.
3) DT-MKL
This method aims to reduce the difference of data distribution between the source and target domains. The mismatch can be VOLUME 6, 2018 measured by maximum mean discrepancy (MMD) [2] based on the distance (DISK) between the means of samples from D S and D T in the RKHS, which can be defined as (15) and θ as the balanced factor.
which can be learned by solving a semi-definite programming problem.
4) A-MKL
This method adapts the target classifier f T (x) from an source classifier f S (x) trained based on the samples from both domains. Specifically, the target decision function is defined as f T (x) = f S (x) + f (x), where f (x) is the so-called perturbation function. It can also employ multiple source classifiers by equally fusing them to obtain f S (x). Thus, f T (x) can be rewritten as follows: 
where λ is the balanced factor. Equation (18) can be solved by existing SVM solvers as stated in [47] .
B. EXPERIMENTAL SETTINGS
When performing supervised cross-domain learning, the source domain and target domain need to be built, thus, in MMA dataset, samples from ith view of the original training set and original test set under scenario 1 are considered as the training set and validation set of the source domain respectively, and samples from ith view of the original training set and original test set under scenario 2 are considered as the training set and test set of the target domain respectively where i means the index of camera ID. As for ODAR dataset, the validation set is divided into a and b, where a is composed of top half samples in validation set, and b is composed of other samples in the validation set. Generally speaking, the training set or training set+a or training+b of the original ODAR dataset are considered as the training set of the source domain, and the test set of original ODAR dataset is considered as the test set of the target domain, but a+b, or b or a of the original ODAR dataset are used as the training set of the target domain. In MMA dataset, two different codebooks for iDT feature are constructed for each scenario respectively, whose size is set to 500, but for C3D feature, its network architecture is fine-tuned by all training samples of two different scenarios in the source domain. In the ODAR dataset, only one codebook is built whose size is set to 3000, and for C3D feature, three kinds of fine-tuned schemes are utilized whose network architecture is fine-tuned without any dataset, with all training samples and all samples from trainging set+validation set respectively. The dimensions of C3D in both datasets are set to 4,096. When optimizing these models, we also strictly follow the original settings in the corresponding reference [1] , [13] , [14] , [23] . Table 8 and Table 9 show their results on MMA dataset where iDT and C3D features are employed respectively, and in these two tables, all the labeled samples of the training set in the target domain are used to optimize these models. Fig.3 further domonstrates the variation in accuracies of them when the number of labeled samples of the training set in the target domaina is changed where horizontal ordinate and vertical ordinate indicate the number of labeled samples and the accuracy respectively, moreover, the average accuracy of ten times experimental results are reported. Finally, The experimental results of these algorithms on ODAR dataset are given in Table 10 and Table 11 where iDT and C3D features TABLE 9. Accuracies of different supervised cross-domain learning methods under different division of source and target domains on MMA dataset where C3D feature is extracted, and it is fine-tuned by the training samples on office1+office2 dataset. are used to represent each video respectively. From these tables, we can find that: 1) Since there are no view overlap between these two scenarios in MMA dataset, thus, it is difficult for the iDT feature to fully represent each video in the target domain, thus, when SVM-A is directly used to the target domain, its performance is very poor, but the network architecture of C3D is fine-tuned by two scenarios, which is very helpful for representing the videoes in the target domain, thus, the performance of SVM-A is almost satisfying. However, since there are some scenarios overlap among the training set, validation set and test set in the ODAR dataset, thus, the performance of iDT is better than that of C3D when SVM-A is used. We have explained the reasons in section 5.
C. RESULTS AND DISCUSSIONS
2) When different number of labeled samples of the training set in the target domain are used to train the models, the variation in accuracies is very large. When there are only two samples for each category, SVM-T is almost invalid, but the supervised cross-domain learning algorithms can reach relative satisfying performance. With the increase of labeled samples, the performance of SVM-T can be improved step by step, and the performances of these supervised cross-domain learning algorithms are also raised, whose performances are still better than that of SVM-T, and even all labeled samples for each category are employed. In other words, supervised cross-domain learning algorithms are very suitable for cross-domain action recognition problem, especial for the limited samples with labeled information for each category.
3) Among these cross-domain learning algorithms, FR, which maps the source and target data to the expanded Hilbert space, always has much better performance than other algorithms on ODAR dataset no matter what kind of feature represenations are employed. For example, in the first colomn of Table 10 , the performances of SVM-T, FR, MKL, DT-MKL and A-MKL are 56.17%, 73.04%, 69.59%, 65.30% and 69.42% respectively. Similarly, in the first colomn of Table 11 , the performances of SVM-T, FR, MKL, DT-MKL and A-MKL are 52.24%, 59.51%, 51.31%, 50.34% and 51.47% respectively where C3D is fine-tuned by samples from training+validation dataset. As for MMA dataset, the performance of FR is also comparable with other algorithms no matter what kinds of datasets and feature representations are chosen, thus, FR is very robust. In addition, although differetn multi-kernel learning methods are utilized in MKL, DT-MKL and A-MKL, the difference of their performances is small even for different datasets and different feature representations. Thus, FR should be the best choice for cross-domain action recognition.
4) From Table 10 and Table 11 , we also observe that when different source and target domains are built, the performances of these algorithms are variable, for example, the performances of MKL in Table 10 reach 69.59% and 74.06% when ''train-(a+test)'' and ''train-(a+b+test)'' are used to build the source and target domains. When the same setting is used in Table 11 , the performances of MKL are 51.31% and 55.70% respectively, and we can have similar conclusions for other algorithms. It is difficult for us to decide which division is the best, but for FR, when b is used to the training set in the target domain, its performance always obtain satisfying performance.
D. COMPARISON WITH OTHER TEAMS
In order to process the development of action recognition technique, Mohan et al. organized the open domain action recognition challange, which was held in CVPR 2017 workshop. In this challenge, there are a total of 36 unique registrations, and Table 12 demonstrates top six results. In Deeper temporal ConvNets [22] , a deeper convolution networks based approach with pairwise motion concatenation is proposed where a temporal motion accumulation mechanism is introduced as an effective data entry for the learning of convolution networks. From its result, we can know that the Deeper temporal ConvNets are much more important which can obtain the second performance. In Semantic Guided Network (CAS) and EnergyNet (NUS), different network architectures are also built, but since the number of training samples are very limited, thus, these networks cannot be fully trained, whose performances are not satisfying. As for ours, we consider the open-set action recognition problem as supervised cross-domain learning problem, and then iDT feature is extracted, moreover, the source and target domains are carefully set, finally, we map the source and target data to the expanded Hilbert space which can obtain the best performance among all the teams.
In addition, Fig.4 and Fig.5 show the confusion matrixes of FR model when iDT and C3D feature representations are utilized respectively. From them, there are some interesting obervations: 1) For some actions, it is very easy for iDT to recongnize, but it is difficult for C3D. For example, the accuracies of ''getup'' and ''sitdown'' in Fig.4 are 98% and 97% respectively when iDT feature is used, but the accuracies of them in Fig.5 are 35% and 30% respectively in which both actions are often confused; 2) For some actions with a small range of movement, such as ''point'', ''Celltoear'' and ''drink'', the accuracies of iDT are also much better than that of C3D, for example, the accuracies of these actions in Fig.4 are 65%, 53% and 68% respectively, but the numbers of them in Fig.5 only reach 36%, 25% and 31% respectively. 3) When unknow actions are recognized, the accuracies of iDT and C3D in Fig.4 and Fig.5 are 30% and 70% respectively, and the reason is that it will be difficult for iDT to find suitable visual words to represent the videos, but C3D can find high-level senmantic to represent the video, which is the essence of the video. In total, from all these observations, we can find that network architecture of C3D is not fullly trained, which can not be used to differentiate some similar actions or small actions.
VIII. CONCLUSION
In this paper, we propose to explore the cross-domain action recognition problem from different aspects -feature learning, unsupervised cross-domain learning and supervised cross-domain learning, and then we evaluate these algorithms on two different kinds of open-set action recogntion datasets. Experimental results show that the performances of iDT and C3D are relative with the composition of the dataset and the labeled samples in the training dataset. If some similar scenarios in the training dataset exist in the test dataset, thus, the performance of iDT will be satisfying. Moreover, if there are large scale labeled samples in the training dataset, the performance of C3D will be good. In addition, we also observe that the cross-domain learning algorithms are very helpful for cross-domain action recognition problem no matter what the unsupervised cross-domain learning or supervised cross-domain learning algorithms are employed, but the the performance of the latter is much better than that of the former. Specially, when the number of labeled samples for each category in the training dataset is small, the performances of supervised cross-domain learning algorithms are obviously better than that of SVM-T. Moreover, the settings of source and target domains also affect the performance of cross-domain learning algorithms, and when the training samples in the target domain are very relative with the test set in the target domain, their performances will be better. Finally, a novel multi-view and multi-modality action dataset is proposed, which can be used to explore the single-view learning, multi-view learning, multi-task learning and cross-domain learning tasks, and experimental results also prove its challenge.
In the future, we will focus on open-set action recognition problem by deep learning methods, where the feature learning and cross-domain learning are put into the unified architecture, and achieve the task by end-to-end learning. 
