Abstract-In the machine learning world making a decision is very important. Several approaches have been invented for doing so. Among the most efficient ones is the decision tree. ID3 and C4.5 algorithms have been introduced by J.R Quinlan which produce reasonable decision trees. In this paper we evaluate robustness of these algorithms against the training and test data set changes. At first an introduction has been presented, in the second part, we take a look at the algorithms and finally unique experimentations and findings are submitted.
I. INTRODUCTION OF THE DECISION TREES
The decision trees which have been known as classification trees are used perfectly in machine learning and data mining. The reasons for using such trees are:
• Easy to implement.
• Easy to comprehend.
• Don't need preparation methods like normalization.
• This structure works on both numerical and categorical data and works well with huge databases.
There are numerous algorithms for creating such trees; two of the popular ones are ID3 [1] and C4.5 [2] by J.R Quinlan.
II. ID3 VS. C4.5 ID3 algorithm selects the best attribute based on the concept of entropy [3] [4] and information gain [5] [6] [7] for developing the tree. C4.5 algorithm acts similar to ID3 but improves a few of ID3 behaviors:
• A possibility to use continuous data.
• Using unknown (missing) values which have been marked by "?".
• Possibility to use attributes with different weights.
• Pruning the tree after being created.
III. EXPERIMENTATIONS AND COMPARISON OF THE TWO ALGORITHMS
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( Table I) .
We use two approaches to evaluate the algorithms:
A. Constant Sets
In the first method we hold number of test set members constant and decrease number of training set members in a way training set members decline 1/12 (rounded off) of total number of the data set members in each step and until number of the training set members has not reached less than 1/3 (rounded off) of total number of the data set members and after each step we calculate the error rate (charts 1 through 9).
B. Dynamic Sets
In this approach we repeat the same process but we do not freeze the test sets, we instead increase the test set members by 1/12 (rounded off) of total number of the data set members in each step and until number of the training set members has not reached less than 1/3 (rounded off) of total number of the data set members and After each step we calculate the error rate (Charts 9 through 18).
At the end of all steps we evaluate difference of the most and the least error rates for each set (charts 19 and 20).
The error rate and the instability of the classifications correctness in each of the two methods are thoroughly simulated under various conditions (the training sets and the test sets).All of the selection process was performed randomly using a computer program that we developed for this purpose, which led us to some interesting results as shown in the charts 1 through 20.
IV. CONCLUSION
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