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Beyond black boxes: tackling artificial intelligence as a
design material

Figure 1 AI and Machine Learning as design materials; permission of Conversation author
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The growth and development of artificial intelligence is fast becoming a powerful
influence on the global economy and society overall. While advancements in AI are
successfully reshaping many transactional contexts such as image search and
purchase recommendations, the progression of this technology is somewhat slower
in contexts that involve multidimensional experiences aimed at advancing human
intelligence and the overall human condition. Issues of transparency, ethics, bias,
and privacy are more and more emerging as topics of public debate, while the
ultimate role of accountability, responsibility, and eventual consequence still
requires some interrogative work. In this Conversation, we examine AI as a formative
material to design with, often requiring a nuanced, pragmatic, or indeed sceptical
mindset. We will use examples from our experiences in digital healthcare, smart
textiles, and curatorial practice to seed a wider discussion about the form, function,
and promise of AI in design practice.
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1. Introduction and Organising Questions
The growth and development of artificial intelligence is fast becoming a powerful influence on the
global economy and society overall. While advancements in AI are successfully reshaping many
transactional contexts such as image search and purchase recommendations, the progression of this
technology is somewhat slower in contexts that involve multidimensional experiences aimed at
advancing human intelligence and the overall human condition. In this conversation, the convenors
aim to present their evolving experiences engaging AI and machine learning as a vital design
component in their research and practice in health, fashion, and expressive domains. The
Conversation will examine both the philosophical “whatness” of AI as a material and the practical
“howness” of going about working with it. There is a growing body of literature examining the
relationship between design, AI, and user experience [Dove et. al, 2017; Holmquist, 2017; Kuniavsky
et al, 2017] and this Conversation aims to build and expand upon this emerging area of interest.
The five panelists tackle the issue of AI and design from a variety of perspectives, disciplines, and
praxis cultures. In this Conversation, they will foreground the metaphors, strategies, and methods
that best support their design process in conceptualising, implementing, and understanding the
power (and threat) of AI as a key material in creating and presenting systems for diverse contexts
including home-based stroke rehabilitation [Kelliher and Barry, 2018, Kelliher et al., 2017], digital
mental health (Barry, 2017; Kelliher and Barry, 2018; Ring et al, 2013; Smeaton, 2017), interactive
textiles (Berzowska, 2017), reminiscence therapy (Smeaton, 2017, Yang et al., 2013), and curatorial
practice (O Murchú, 2015).
The primary research question for this proposed conversation will ask: How can we enhance and
evolve the intelligence, abilities, and experience of all human actors in AI supported systems? From this
initial prompt, we propose addressing four other interrelated questions:
•
•
•
•

How can we move beyond a model of AIs replacing humans, or humans simply serving to
enhance AI algorithms and performance (e.g. crowdsourcing of image labelling)?
How can we design experiences where humans and machines symbiotically learn and develop
together?
When do we feel understood or misunderstood by AI, and how can we design for mutual
understanding?
What are the optimal conditions and approaches for creating a more nuanced form of cyberhuman intelligence that takes into account algorithmic bias and the normalising aspects of
machine learning?

2. The DRS2018 Conversation session

Figure 2. Room setup and five groups of participants

The convenors began the Conversation with very brief personal introductions before quickly getting
down to the topic at hand. The 24 participants were invited to consider the research question which

was written on one of the whiteboards in the room: “How can we enhance and evolve the
intelligence, abilities, and experience of all human actors in AI supported systems?”. The participants
then self-organised into five groups and began discussing the nuances of the question within their
groups, while one team member documented the evolving conversation on large pieces of paper
centrally located at each group table. The convenors spent time at each table listening to group
discussion and interjecting or commenting as appropriate. After about 45 minutes of in-group
discussion, the convenors brought that activity to an end and moved toward a public accounting and
discussion of key outcomes. A delegate from each group summarised their conversation, while the
convenors began to draw a mind-map on the whiteboard in an attempt to discern connections,
overlap, and novel areas of discussion within and across the groups. Figure 3 depicts the final map as
created during the session, and while probably still somewhat legible to the workshop participants,
further analysis is required in surfacing the approaches, critiques, and opportunities highlighted by
the Conversation delegates.

Figure 3 Draft mind map of participant responses to the conversation primary question

Following the Conversation, the convenors examined the material artefacts created and
documented during the event (e.g. photos of the mind maps, personal notes taken, group discussion
summary sheets etcetera). It was fascinating to examine how different groups tackled the
Conversation question, with some groups beginning with historical perspectives, another starting
out with a close examination of current AI systems (e.g. Netflix, automated cars, machine learning
surveillance etcetera), while yet another group moved very quickly from contemporary concerns
towards an extended examination of near and far-term opportunities and possibilities. We
summarise some of the outcomes from our overall analysis of the event below.

2.1 Current Concerns
2.2.1 Stakeholders
Identifying who the “human actors” are in AI supported systems generated discussion about end
users (public or industry), developers, educators, designers, and marketing executives as individuals
of concern. From this relatively straightforward positioning of the human players, consideration was
also given to the possible responsibility of non-human actors in opening clarifying their non-humanness in any interactions with humans in an AI system. Machine failures within these systems could

be perceived by human actors as akin to human-like mistakes, leading to possible confusion on the
part of the human, the use of deliberate obfuscation on behalf of the machine, and overall issues of
trust and transparency (more on this later).

2.2.2 Narratives and perceptions of AI
The use of historical precedents (e.g. Microsoft’s Clippy) or relatable analogies (e.g. robots) were
proposed as ways to strengthen general public perceptions around AI and machine learning systems.
Efforts need to be made to move beyond the binary narratives of fear and imminent doom versus
the over-promise of ‘solutionism’ (Morozov, 2013) as a salve for all. Opportunities also exist to
develop communal and social narratives that situate AI in very different scenario environments and
indeed directly critique the individualistic/libertarian/ capitalistic framing of many current
imaginings.

2.2.3 Trust: transparency, reliability, accountability, and control
Not surprisingly, a clear outcome from the Conversation was widespread concern about issues of
trust within AI supported systems. As designers, the participants described how system transparency
(e.g. introduce the type of ML being used, how, and why), accessibility (e.g. humans should be able
to access their data and in human readable formats), reliability (e.g. data integrity and verification),
and accountability (e.g. acknowledgement of failure) are paramount for designers and system
developers. Building on this, concepts of power and control are fundamental in considering how
humans and machine subsume, relinquish, and partner in optimisation and decision-making in AI
supported systems.

2.2 Opportunities and future directions
Several promising directions for design research and praxis both about and within the fields of AI
and machine learning were identified and discussed by the workshop participants. A broad
conceptualisation of AI as comprising subject/artefact/material/method/tool/system helped open
up a rich seam of potential inquiry and indeed, proved critical within the context both of the original
charge of the conversation proposal and as a positive vector for discussion at the event. As a subject,
the potential to interrogate AI algorithms and systems from an anthropological viewpoint drew
participants to critique the simplistic human/machine dichotomy, and instead propose non-binary
lenses for examining AI that could be relational, communal or intersectional. As a tool or method
within an anthropological framing, the potential for AI bots to conduct interviews at scale or as a
way to amplify good research broadly was also broached. Related to the prior suggestion about
changing the narratives of AI, there was general agreement about the necessity to create situated
communal AI knowledge systems, with distributed loci of control, access, and accountability. The
concept of speculative AI (as related to speculative/critical design) was thus introduced as one
potential way for at least beginning to imagine such communal systems.
Overall, the convenors and the participants concluded the in-person Conversation with remarks
about the variety of ideas discussed and indeed the potential for some concepts (especially the
future-oriented ones) to grow into further publications or design works. While this, of course,
remains to be seen, the general interest and meaningful excitement about the topics covered during
the Conversation will hopefully bear fruit in a variety of ways as the participants and convenors
continue to critique, design, implement, and embrace and reject AI supported systems.
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