Abstract. Motivated by a control problem of a certain queueing network we consider a control problem where the dynamics is constrained in the nonnegative orthant R 
Introduction
The chief goal of this article is to characterize the value function for discounted control problem associated to certain constrained dynamics (see (2.1)) as a viscosity solution of certain Hamilton-Jacobi-Bellman (HJB) equation with nonlinear Neumann type boundary condition. The controlled diffusion takes values in R d + , non-negative orthant of the Euclidean space R d . The control process is matrix valued and represents the reflection vectors at certain time. This problem is motived by queueing network problem where there are d classes of customers in the queueing system with d number of servers, for every server there is a priority class of customers, and customers from a non-priority class may access the server provided its priority class is empty at that instant (see Section 2.1 for more details). One of the interesting features of this model is its control process which acts through reflection. To the authors knowledge such model has not been studied before. For existence and uniqueness results for such dynamics we follow [14] . The constrained dynamics in [14] does not have any control component and in fact, the author assumes certain regularity properties on the reflection matrix in the time variable. We show in Theorem A.1 that such regularity is not needed to establish existence of a unique adapted solution.
The value function is defined to be the infimum of a certain discounted cost function (see (2.4) ) where the infimum is taken over all admissible controls. Admissible controls are processes that do not predict the future. Discounted cost functions are quite common in queueing theory (see [1] and references therein). The discounted cost considered here has two components (see (2. 3)), the running cost ℓ ∈ C pol (R d + ) and the cost h i ∈ C(R d ⊗ R d ), with i ∈ I := {1, . . . , d}, associated to the reflections . We show that the value function is in C pol (R d + ) and is a viscosity solution to the following HJB equation (see (2. M is a certain subset of R d ⊗ R d , and I(x) denotes the collection of indices i ∈ I for which x i = 0. We refer [6] for more details on viscosity solutions. We note that the boundary condition here is of nonlinear Neumann type. The major hurdles in obtaining the uniqueness of viscosity solution are the non-smooth property of the boundary and the nonlinear nature of the boundary condition. The authors of [2, 7, 8] study viscosity solution in a non-smooth domain but with linear Neumann type boundary condition. In [5] viscosity solution framework is used to characterize the value function of an ergodic control problem with dynamics given by controlled constrained diffusions in a polyhedral domain.
Nonlinear Neumann boundary condition is studied in [3, 9] (see also the references therein) for domains with regular boundary (at least C 1 ). The key idea in proving uniqueness of viscosity solution is to construct a suitable test function. We could establish the uniqueness under some assumptions on h i (see Theorem 2.1(b)). The construction of test function also uses the structure of nonlinear boundary condition. The organization of this article is as follows. Section 2 introduces the control problem settings and the main results. Then in Section 3 we establish regularity properties of the value function and prove that the value function is a viscosity solution to (1.1), while the uniqueness of a viscosity solution to (1.1) is established in Section 4 under the assumption of the existence of a right test function. Section 5 is devoted to establishing the existence of a test function. Finally, some auxiliary results are proved in the Appendix.
Notations: By R d we denote the d-dimensional Euclidean space equipped with the Euclidean norm |·|. By {e 1 , . . . , e d } we denote the standard orthonormal basis in R d . We write I for the set {1, . . . , d} and set R d + = {x = (x 1 , . . . , x n ) ∈ R d : x i ≥ 0 for all i ∈ I}.
We denote 1 = (1, . . . , 1) ∈ R d + . We denote by R d ⊗R d the set of all d×d real matrices and we endow this space with the usual metric. For a, b ∈ R we denote the maximum (minimum) of a and b as a∨b (a∧b, respectively). We define a + = a∨0 and a − = −a∧0. Trace of a matrix A ∈ R d ⊗ R d is denoted by Tr A. For x ∈ R d + we define B r (x) = {y ∈ R d + : |y − x| < r} for r > 0. Given a topological space X and B ⊂ X , the interior, complement and boundary of B in X is denoted by B • , B c and ∂B, respectively. By B(X ) we denote the Borel σ-field of X . Let C([0, ∞) : X ) be the set of all continuous functions from [0, ∞) to X . By
we denote the set of all continuous paths that are non-decreasing (component-wise) with initial value 0. We define C 2 (R d ) as the set of all real valued twice continuously differentiable functions on R d . C pol (R d + ) denotes the set of all real valued continuous functions f with at most polynomial growth i.e., lim sup
Infimum over empty set is regarded as +∞. C, κ 1 , κ 2 , . . . , are deterministic positive constants whose values might change from line to line.
Setting and main result
We consider the problem in the domain R d + . Let (Ω, F, P) be a complete probability space on which a filtration {F t } t≥0 satisfying the usual hypothesis is given. Let (W t , F t ) be a d-dimensional standard Wiener process (Brownian motion) on the above probability space, i.e., the Wiener process W t is adapted to F t , t ≥ 0, and for every t, s ≥ 0, W t+s − W t is independent of F t . Let b : R d + → R d be a mapping and Σ be a d × d matrix satisfying the following condition.
Condition 2.1. There exists a K ∈ (0, ∞) such that
Also the matrix A = ΣΣ T is non-singular.
We note that Condition 2.1 in particular, implies that Σ is non-singular. Let
where I denotes the d × d identity matrix. We endow that set M(α) with the metric of R d ⊗ R d and therefore M(α) forms a compact metric space. We assume that
In what follows, α is assumed to be fixed and now onwards we write M(α) as M. Given x ∈ R d + we consider the following reflected stochastic differential equation 
. It is well known that for every non-decreasing continuous function φ :
Let ℓ be a non-negative continuous function with polynomial growth, i.e., there exists m, c ℓ ∈
2) Let h i : M → R, i ∈ I, be continuous. Since M is compact, h i , i ∈ I, are bounded. Note that h i can as well be negative. Then for any initial data x ∈ R d + and control v ∈ M, our cost function is given by
where β > 0, and (X, Y ) is the unique adapted solution to (2.1). We define the value function as
It is shown in Lemma 3.1 below that V (x) is finite for all x ∈ R d + . The goal of this article is to characterize the value function V as a viscosity solution of a suitable Hamilton-JacobiBellman (HJB) equation. To define the HJB equation let us first introduce the following notations,
where A = ΣΣ T and D and D 2 are the gradient and Hessian operators, respectively. Define
For x ∈ R d + we define I(x) := {i ∈ I : x i = 0}. Therefore I(x) denotes the indices of faces F i := {x ∈ R d + : x i = 0} where x lies. Note that I(x) can also be empty. Indeed, for
The HJB equation we are interested in is given as follows
The solution of (2.5) is defined in the viscosity sense ( [6] [7] [8] ) as follows:
Definition 2.1 (Viscosity solution). Let V : R d + → R be a continuous function. Then V is said to be a sub (super) solution of (2.5), whenever ϕ ∈ C 2 (R d ) and V − ϕ has a local maximum (minimum) at x ∈ R d + , the following hold:
We will impose the following condition on h i .
Remark 2.1. Condition 2.3 is assumed purely for technical reasons. This condition will be used to show that V in (2.4) is a subsolution to (2.5). It is easy to see that Condition 2.3 is satisfied if
Our main result characterizes the value function V given by (2.4) as the viscosity solution of (2.5). Recall that C pol (R d + ) denotes the set of all continuous functions, defined on R d + , with polynomial growth. Our main result is the following. 2.1. Motivation from queueing network. The motivation of the above mentioned problem comes from a control problem in multi-class queueing network. Consider a queueing system with d customer classes where the arrivals of the customers are given by d independent Poisson processes {E 1 , . . . , E d }. There are d servers and every customer class has service priority in one of the servers. Therefore we can label the servers from 1 to d so that customer of class i has priority for service in server i for i ∈ I. A customer of class j, j = i, may access the server i if there are no customers of class i present in the system. We assume that the network is working under a preemptive scheduling, i.e., service of a non-priority class customer is preempted by a priority class customer. Such queueing systems might be referred to as queueing networks with help. Similar type queueing network is studied in [4] for a M/M/N+M queueing network with ergodic type costs. The service time distributions of the customers at different servers are assumed to be exponential. If we denote by X i t , the number of class i customers in the system at time t, then we have the following balance equation
In (2.6), {S i , S ij , i, j ∈ I} are independent standard Poisson process, µ ij (µ i ) denotes the service rate of the class i (class i) customers at the server j, j = i (i, respectively). B ij s (B i s ) is an adapted process which denotes the status of service of class i customers at server j ( i, respectively) at time s. B ij = 0 implies that class i customer is not receiving service from server j whereas B ij ∈ (0, 1] implies that the class i customer is being served at server j with fraction of effort B ij . Therefore we have
Due to priority it is easy to see that B i ∈ {0, 1}. I i denote the cumulative time when there were no customers of class i present in the system, i.e.,
Therefore I i is an increasing process and integrations in (2.6) make sense. We assume that every class is in heavy traffic in the sense that the arrival rate of class i customers is equal to µ i . Then we would have I i nt n → 0 as n → ∞, and t ≥ 0. We define the diffusion scaling as follows.
Hence using (2.6) and a simple calculation we obtain
for i ∈ I. We also have
Now formally letting n → ∞, in (2.7) we have: (X,Î) → (Z,Ẑ) and
where {W i,1 , W i,2 , i ≥ 1} are collection of independent Brownian motion with suitable variance. The relation between (2.7) and (2.8) is quite formal, in fact, the convergence might not hold for any choice of control B ij n . However, this relation can be justified for a reasonable class of controls. Now if we redefineẐ i as µ iẐ i then from (2.8) we get 
Then it is easy to see that (2.9) is a particular case of (2.1) and Condition 2.2 is also satisfied.
We can associate the following cost structure to the above queueing system.
for some non-negative constants c i , i ∈ I, where the infimum is taken over all adapted process B. We note that if we let n → ∞ formally then the above cost structure is a particular form of (2.4). Cost structure of above type has been used to find optimal control for various queueing networks (see for example [1] and references therein). The importance of such control problems comes from well studied Generalized Processor Sharing (GPS) networks [12, 13] . In a single server network working under GPS scheduling in heavy-traffic, the server spends a positive fraction of effort (corresponding to their traffic intensities) to serve each customer class when all classes have backlog of work, otherwise the service capacity is split among the existing classes in a certain proportion. It is easy to see that our model considers a full-fledged optimal control version of the GPS models.
Remark 2.2. The above relation between the queuing control problem and the value function defined in (2.4) is bit formal. We neither study the convergence of the value functions corresponding to the queuing model, nor try to find any asymptotic optimality result. These are topics of further study. The main goal of this article is to characterize the value function (2.4) in terms of the solution of HJB (2.5). However, in the many server settings above questions are addressed in [4] . The limiting HJB in [4] has a classical solution which is used to obtain an optimal control for the limiting problem. This optimal control is then used to obtain convergence result of the value functions for the queuing model and asymptotic optimality. It should be noted that the solution of (2.5) is obtained in viscosity sense which gives additional difficulty in establishing convergence results of value functions.
Proof of Theorem 2.1(a)
Conditions 2.1 and 2.2 will be in full effect in the remaining part of the article. We start by proving the growth estimate of V given by (2.4).
Lemma 3.1. Let V be given by (2.4) . Then there exist c 1 ∈ (0, ∞) such that
Proof. Fix x ∈ R d + and v ∈ M. Let (X, Y ) be the solution of (2.1) given the control v and initial data x. Then we have
Therefore summing over i we have from (3.1) that
2) Since v takes values in M we have i v ij ≤ 1, thus using Condition 2.1 and (3.2) we get a constant κ 2 > 0 such that
for some constant κ 3 . Recall that for any
Since X ≥ 0 we have from (2.2) and (3.3) that
Now we can find constants κ i , i = 4, 5, 6, depending only on m, so that
where in the second inequality we use Burkholder-Davis-Gundy inequality [10] . Therefore combining the above display with (3.4) we obtain
for some constants κ 8 , κ 9 , where the second equality is obtained by a use of a integrationby-parts formula (this is justified by (A.3) and Law of Iterated Logarithm which confirms that maximum of a standard Brownian motion has polynomial growth almost surely), in the third inequality we use (A.3), and last inequality can be obtained following similar estimate as above (display above (3.5)). We also note that the constants above do not depend on i and v ∈ M. Therefore we complete the proof combining (3.5) and (3.6).
Next lemma establishes continuity of the value function V .
Lemma 3.2. The value function V given by (2.4) is continuous in
Proof. To show the continuity we prove the following: for any sequence {v n } ∈ M and
where J is given by (2.3) . From the proof of Lemma 3.1 it is clear that lim sup
Therefore to prove (3.7) it is enough to show that for any T > 0,
as n → ∞ where (X n , Y n ), (X n ,Ỹ n ) are the solutions of (2.1) with the control v n and the initial data x n , x, respectively. It should be noted that both the solutions (X n , Y n ), (X n ,Ỹ n ) are governed by the control v n for all n. Also from (3.4) and the calculations in (3.6) we see that dominated convergence theorem can be applied to establish (3.8) if we can show the following hold,
We recall the maps (T , S) from Theorem A.1. We have
where
The above relation also holds if we replace (X n , Y n ), x n by (X n ,Ỹ n ) and x, respectively. 
Now one can follow similar calculation as in (A.4) to obtain
and using (3.10) we have
Now we choose θ > 0 so that Kdθ(1 + 2 1−max i α i ) < 1. Since x n → x, we obtain from (3.10) and (3.11) that X n −X n θ , [ [Y n −Ỹ n ] ] θ tends to 0 as n → ∞. Similar convergence can be extended on interval [0, kθ], k is a positive integer, by an iterative procedure and using (3.10) and (3.11) . This proves (3.9). Now we prove the dynamic programming principle for V . Recall that B r (x) denotes the ball of radius r around x in R d + . Let (X, Y ) be a solution of (2.1) with initial data x. Denote σ r := inf{t ≥ 0 :
That is, σ r denotes the exit time of X from the ball B r (x).
Proposition 3.1 (Dynamic programming principle). Let σ = σ r be as above. Then for any t > 0 we have
Proof. Using the Markov property of Brownian motion one gets that for any v ∈ M,
See for example [17, Lemma 3.2] . For ε > 0, we have v ∈ M such that
where in the last inequality we use (3.14). Since ε is arbitrary, we get
To prove the other direction we use Lemma A.1 from Appendix which says that for given
Now we take the infimum over v to get the other side inequality. Hence (3.13) follows using (3.15) and the above display.
Lemma 3.3. Given r, ε ∈ (0, 1) there exists t ∈ (0, 1) such that
where σ r is given by (3.12).
Proof. Fix x ∈ R d and v ∈ M. Let (X, Y ) be the solution of (2.1) given the control v and initial data x. Then for i ∈ I we have
Then summing over i we get from (3.16) that Thus we have for the above choice t that
r 2 t, where in the last line we use Doob's martingale inequality. Thus we can further restrict t, depending on ε, so that the rhs of above display is smaller that ε. This completes the proof observing that P x (σ r ≤ t) ≤ P x (sup s≤t |X(s) − x| ≥ r).
Now we are ready to show that the value function V , given by (2.4), is a viscosity solution. This clearly concludes the proof of Theorem 2.1 (a). Proof. First we show that V is a super-solution. Let ϕ ∈ C 2 (R d + ) be such that V − ϕ attends its local minimum at x ∈ R d + . We can also assume that V (x) = ϕ(x), otherwise we have to translate ϕ. Therefore we need to show that
Let us assume that (3.18) does not hold and we have a θ > 0 such that
Using the continuity property we can find r > 0 such that the following holds
H i (Dϕ(y)) ≥ θ for y ∈ B r (x), and I(y) ⊂ I(x) for y ∈ B r (x). (3.19)
From (3.19) we get
Let v ∈ M and (X, Y ) be the corresponding solution to (2.1) with initial data x. Define σ = σ r = inf{t ≥ 0 : X(t) / ∈ B r (x)}. Apply Itô formula [10] to obtain
where in the last line we use (3.19). Again using (3.20) we see that
where we use the fact that
Thus combining above two displays we obtain that for any v ∈ M,
Since v ∈ M is arbitrary we have from above that
In view Lemma 3.3 we can find t so that α(t) > 0 which will give us from (3.21)
but this is contradicting to Proposition 3.1. This establishes (3.18). Now we show that V is also a subsolution. Let ϕ ∈ C 2 (R d ) be such that V − ϕ attends a local maximum at the point x ∈ R d + . Also assume that V (x) = ϕ(x). We have to show that
If not, then we can find θ > 0 such that
Therefore using (3.23) we can find r > 0 such that V (y) − ϕ(y) ≤ 0 for y ∈ B r (x) and the following hold:
Lϕ(y) − βϕ(y) + ℓ(y) < −θ/2 for y ∈ B r (x), {Dϕ(y) · M e i + h i (M )} < −θ/2 for i ∈ I(y), I(y) ⊂ I(x), and y ∈ B r (x). (3.24)
Now we take the control v ≡ M and follow the same calculations as above, and using (3.24), to arrive at
Now using Lemma 3.3 we know that the last term on rhs of above display is strictly positive for a suitably chosen t and therefore we obtain
but this is contradicting to Proposition 3.1. This proves (3.22). Hence V is a viscosity solution to (2.5).
Proof of Theorem 2.1(b)
In this section we show the uniqueness property of the viscosity solutions of (2.5). Indeed, we prove the following theorem. 
We note that if d > 1 and h i = 0 for some i ∈ I, then
The proof of the theorem above is given in the next section.
Proof of Theorem 4.1. Let u ∈ C pol (R d + ) and v ∈ C pol (R d + ) be, respectively, a viscosity subsolution and a viscosity supersolution to (2.5).
First of all, we note that it can be assumed that c = 0 and β = 1. Indeed, setting u 1 (x) = u(x) + c · x and v 1 (x) = v(x) + c · x, observing that w := u 1 (resp., w := v 1 ) is a viscosity subsolution (resp., supersolution) to the HJB
This boundary value problem can be rewritten as
Thus, replacing u, v, A, b and ℓ by u 1 , v 1 , β −1 A, β −1 b and β −1 (ℓ − c · b) + c · x, if necessary, we may assume that c = 0 and β = 1.
Henceforth we assume that c = 0 and β = 1. In particular, we have h i = 0 for all i ∈ I. Since u, v ∈ C pol (R d + ), there are constants m ∈ N and κ > 0 such that
where C is a constant to be fixed soon.
and observe that for some constants C i > 0, with i = 1, 2, 3, and for all
where we have used the fact that b is bounded on R d + . Now, we fix C = C 3 . Let x ∈ R d + and (p, X) ∈ J 2,+ u ε (x). See [6] for the definition of semi-jets J 2,± . Setting (q, Y ) := (p, X) + ε(Dψ(x), D 2 ψ(x)) ∈ J 2,+ u(x), we compute that
Recalling that
for all i ∈ I, and noting that for any i ∈ I,
We thus deduce that w := u ε is a viscosity subsolution to
. Similarly, we see that w := v ε is a viscosity supersolution to
It is enough to show that for any ε > 0, we have u ε ≤ v ε on R d + . To do this, we fix ε > 0 and suppose to the contrary that sup (u ε − v ε ) > 0. Let ϕ ∈ C 1,1 (R d ) be the test function given by Theorem 4.2. For any k ∈ N, consider the function
and let (x k , y k ) be a maximum point of this function Φ. Note that the existence of such a maximum point is ensured by (4.1).
Since ϕ ≥ 0 is globally C 1,1 on R d , we find that for all (x, y) ∈ R d + 2 and some constant
It is standard to see (see [6] for instance) that
and that there are symmetric matrices
where p k = kDϕ(x k − y k ) andJ 2,± denotes the "closure" (see [6] ) of the semi-jets J 2,± . The inequality above implies that X k ≤ Y k . Let x k = (x k1 , . . . , x kd ) and y k = (y k1 , . . . , y kd ). If x ki = 0 for some i ∈ I, then x ki −y ki ≤ 0 and hence
Thus, by the viscosity property of u ε , we see that
Similarly, we obtain
Tr
Combining these two, we get
where K is a Lipschitz bound of the function b. Furthermore, observe that
is a bounded sequence by (4.1) and in view of the homogeneity of ϕ that for all z ∈ R d and for some constant C 4 > 0, |z||Dϕ(z)| ≤ C 4 ϕ(z), and, consequently, |x k − y k ||p k | ≤ C 4 kϕ(x k − y k ). Thus, from (4.8) and (4.5), we infer that 
Construction of a test function
We now give the proof of Theorem 4.2. That is, we construct a test function in the class C 1,1 (R d ), which is a main step in establishing the comparison principle.
When d = 1, the function ϕ(x) = x 2 obviously has the properties of test function stated in Theorem 4.2. We may thus assume in this section that d > 1.
5.1.
A convex body. We set
where #A indicates the cardinality of the set A, and, for k ∈ {0, 1, . . . , d},
We set Ξ
and note
Note that using Condition 2.2 we have
and, for δ > 0, set H − δ := {x ∈ R n : x i ≥ −δ for all 1 ≤ i ≤ d},
and
The set S δ is a compact convex subset of R d and is a neighborhood of the origin.
Proof. It is clear that S δ is a closed convex subset of R d . Observe that
The distance from the origin to the hyperplane
Hence, setting
Thus, S δ is a neighborhood of the origin.
Let z ∈ ∂S δ and let N (z, S δ ) denote the normal cone of S δ at z, that is, 
where co Ξ z denotes the convex hull of Ξ z .
For the time being we examine the normal cone
, and therefore N (z, S) = R + co Ξ z .
Lemma 5.3. Assume that z ∈ F i ∩ ∂S. For any ξ ∈ co Ξ z , we have
Proof. For notational convenience, we treat only the case when i = d. Let ξ ∈ co Ξ z . In order to show that ξ d = α d , we suppose to the contrary that
First we consider the case when k > 1. Note thatξ ∈ Ξ d k−1 and that
The last two relations are contradicting, since θ k−1 < θ k and
Next consider the case when k = 1. Note that
which contradicts (5.2). Next we show that max
We argue by contradiction, and suppose that max i∈I ξ i < 1.
Since ξ ∈ co Ξ z , there exist ξ 1 , . . . , ξ N ∈ Ξ z and λ i ≥ 0, with
where we may assume that N ≥ d.
. . , N }, by the supposition that max i∈I ξ i < 1, we find that for each i ∈ I, there exists j i ∈ {1, . . . , N } such that We can rearrange (ξ 1 , λ 1 ), . . . , (ξ N , λ N 
This yields co Ξ x ⊂ co Ξ z for all x ∈ B ε (z) ∩ ∂S.
The family {B ε (z)} is an open covering of the compact set ∂S ∩ F d . Hence, there exists
which implies that
Similarly, we may choose δ i > 0 for each i ∈ I such that for any x ∈ ∂S ∩ F i,δ i ,
Thus, setting δ := min i∈I δ i , we conclude that for any i ∈ I and x ∈ ∂S ∩ F i,δ , ξ i = α i and max j∈I ξ j = 1 for all ξ ∈ co Ξ x .
5.2.
Sign of H i . Let us recall that for i ∈ I,
Lemma 5.6. Let δ > 0 be the constant from Lemma 5.5. Let i ∈ I and x ∈ ∂S δ ∩ E i,δ . Then
where N (x, S δ ) is given by (5.3).
Proof. We set J := {j ∈ I : x j = −δ}. Note that J or Ξ x may be empty set. We note that
Let γ ∈ N (x, S δ ). We choose λ j ≥ 0, λ ≥ 0, and
By Lemma 5.5, we have ξ j = α j for all j ∈ J, and ξ i = α i and max
In particular, we have ξ k = 1 for some k ∈ J ∪ {i}. Thus, we have
λξ l e l .
Now, if i ∈ J, then
and, if i ∈ J, then
Lemma 5.7. Let δ > 0 be as before. Let i ∈ I and x ∈ ∂S δ ∩ G i . Then
Proof. Set J := {j ∈ I : x j = −δ}. Note that J may be an empty set and that, since x ∈ G i , we have i ∈ J. Let γ ∈ N (x, S δ ), and recall that
Choose λ j ≥ 0, λ ≥ 0, and ξ ∈ co Ξ x so that γ = j∈J −λ j e j + λξ, and observe that
and that
Hence,
Remark 5.1. Combining Lemmas 5.6 and 5.7, we see that for any x ∈ ∂S δ , if |x i | < δ for some i, then
where δ is the constant from Lemma 5.5. It is clear that S ε δ satisfies the uniform interior sphere condition. Thus we have the following lemma. • Recall that S ε δ is a convex, compact, neighborhood of the origin of R d , note that, if x ′ ∈ B ′ 3r , then the set
δ } is a closed, finite interval containing the origin of R, and set
3r and some constant M > 0. We show that g ∈ C 1,1 (B ′ r ). Since S ε δ is convex, g is concave on B ′ 3r . This together with the boundedness of g implies that g is Lipschitz continuous on B ′ 2r . Let L > 0 be a Lipschitz bound of g on B ′
2r . Fix any x ′ ∈ B ′ r . By the definition of S ε δ and the convexity of S δ , there exists a unique y ∈ S δ such thatB
On the other hand, since y ∈ S δ , we have
Now, using a simple geometry and the Lipschitz property of g, we deduce that
Indeed, the second estimate above can be obtained as follows: due to the continuity of x ′ → (x ′ , g(x ′ )) → y, it is enough to establish the above relation at point x ′ where ∇g exists. Convexity of S δ and S ε δ implies that (
. Now it is easy to see that the second estimate above holds. Furthermore, we get
Thus, setting θ :
From this, noting that g(z ′ ) > y d , we get
By the implicit function theorem, there are a neighborhood U ⊂ W of z and a C 1,1 function Λ : U → I such that f (y, Λ(y)) = 0 for all y ∈ U . In view of (5.8) and (5.9), we see that ρ(y) = Λ(y) for all y ∈ U , which completes the proof. Now, let y ∈ R d \ {0} and p = Dρ(y). Note that y/ρ(y) ∈ ∂S ε δ and p = Dρ(y/ρ(y)) and that for any x ∈ S ε δ ,
This shows that
Dρ(y) = p ∈ N (y/ρ(y), S ε δ ). Lemma 5.10. Let x ∈ ∂S ε δ and i ∈ I. For any γ ∈ N (x, S ε δ ),
Proof. Fix any x ∈ ∂S ε δ . Since ρ(x) = 1, ρ(z) ≤ 1 for all z ∈ S ε δ , and ρ is convex, we have
Since ρ is differentiable at x and Dρ(x) = 0, it is easily seen that N (x, S which implies thatB ε (x) ∩ S δ = {y}, and therefore
Indeed, it is clear thatB
This last inequality readily yields
that is, z = y, and we conclude that (5.11) holds.
Fix any γ ∈ N (x, S ε δ ) and i ∈ I. By (5.10) and (5.12), we have γ = (|γ|/|Dρ(x)|)Dρ(x) ∈ N (y, S δ ).
Thus, noting that
we may apply Lemmas 5.6 and 5.7, to get
which completes the proof.
Proof of Theorem 4.2. As noted before, we know that when d = 1, the function ϕ(x) := x 2 has all the required properties.
In what follows we assume that d > 1, and we define
where ρ is the function given by (5.7). It is clear that ϕ(x) > 0 for all x ∈ R d \ {0} and ϕ is positively homogeneous of degree two. Next we show that ϕ is globally C 1,1 on R d . Since ρ is locally C 1,1 on R d \{0}, the function ϕ is also locally C 1,1 on R d \{0}. Let x, y ∈ R d \{0} and in view of the homogeneity property of ϕ we obtain that
We choose a constant C > 0 so that This shows that for any x, y ∈ R d ,
Accordingly, the function ϕ is globally C 1,1 on R d . Let x ∈ R d \ {0} and i ∈ I, and assume that x i ≥ 0. By Lemma 5.9, we have
Noting that x/ρ(x) ∈ ∂S ε δ , we see from Lemma 5.10 that
Thus, noting that Dϕ(0) = 0 and, hence, H i (Dϕ(0) = 0 for all i ∈ I, we may conclude that for any x ∈ R d and i ∈ I,
An argument similar to the above shows that for any x ∈ R d and i ∈ I,
This completes the proof.
Remark 5.2. The C 1,1 regularity of test functions is sufficient to achieve the comparison theorem as is shown in the proof of Theorem 4.1. Alternatively, one can build smooth test functions by using the mollification techniques.
Appendix A.
Let us first recall the Skorokhod problem which will be used in the analysis below.
2 is said to solve the Skorokhod Problem (SP) for ψ on the domain
η is non-negative, non-decreasing and t 0 φ(s)dη(s) = 0, ∀ t ≥ 0. In fact, there is always a unique pair (φ, η) solving the Skorokhod Problem for a given ψ, given by η(t) = sup
In this section we show that for any v ∈ M and given x ∈ R d + , the following reflected diffusion has a unique adapted strong solution (X, Y ) ∈ C([0, ∞) :
where W is a standard d-dimensional Brownian motion on a given filtered probability space (Ω, F, {F t }, P). Here M denotes the set of all admissible controls v where v takes values in M(α). Before we state the result let us define the following quantity,
The following result is a modified version of the results obtained in [14] .
where β is given by (A.2) and |b| 1 = i∈I sup x∈R d
We refer, for instance, to [11] for general results for reflected diffusion processes on smooth domains.
Proof. The key ideas of this proof are borrowed from [14] . Fix T > 0. To show the existence of a unique adapted strong solution it enough to show the existence of a unique adapted strong solution on the the interval [0, T ]. Thus we consider the space C([0, T ] : 
It is easy to check that for any positive
forms a complete metric space with the metric d. y) , (x,ȳ)).
Now we first choose γ 1 , γ 2 to satisfy max i α i (2γ 1 +γ 2 ) γ 2 < 1 (use the fact that max i α i < 1) and the choose T small enough to satisfy KdT Combining with (A.6) we see that for any y ∈ D k , we have
Since v k is adapted to {F t } we have a progressively measurable map Ψ j : [0, ∞) × C([0, ∞) : ≤ e −β σ∧t V (X(σ ∧ t)) + 3ε, where in the last inequality we use (A.7).
