It is well known that the output error and Box-Jenkins model structures cannot be used for prediction error identification of unstable systems. The reason for this is that the predictors in this case generically will be unstable. Typically this problem is handled by projecting the parameter vector into the region of stability which gives erroneous results when the underlying system is unstable. The main contribution of this work is that we derive modified, but asymptotically equivalent, versions of these model structures that can be applied also in the case of unstable systems.
Introduction
In this note we will discuss prediction error identification of unstable systems using output error and BoxJenkins model structures. As is well known from text books on system identification in the prediction error framework (e.g., [5, 9] ), it is required that the predictors are stable. In case the parameters are estimated using some numerical search algorithm that requires gradients of the predictor to be computed, these must also be stable. With the ARX and ARMAX model structures this is no problem since the dynamics model and the noise model share denominator polynomials, which cancel when the predict,ors are formed. For the output error and Box-Jenkins model structures this is not the case and if the underlying system is unstable the predictors will generically be unstable, which seemingly makes the model structures inapplicable in these cases. Also, when identifying stable systems that are "close" to being unstable it might be that the predictors become unstable in one or more of the steps in the search algorithm due to numerical problems, so that the search has to be terminated before the global optimum is reached.
Traditionally the problem of unstable predictors has been handled by projecting the parameter vector into 0-7803-4394-8198 $1 0.00 0 1998 IEEE 3932 the region of stability. This will, of course, lead to completely useless results if the underlying system is unstable. If the system is stable but the predictors become unstable in some intermediate step in the numerical search, projecting the parameter vector int,o the region of stability can lead to convergence problems. However, as we shall see it is possible to re-parameterize the output error and Box-Jenkins model structures to guarantee stability of the predictors, and this without inw-easing the total number of parameters t o be estimated. With the new versions of the output error and Box-Jenkins model structures we thus gain two things: these model structures can be applied to unstable systems and the numerical properties of the search algorithm are improved. The price we pay is an increase in complexity of the search algorithm in case the predictors are unstable. (If they are stable we can use the standard algorithms.)
If the system is unstable, we will assume that the experimental data are generated under stabilizing feedback. It is clear that such feedback will involve some knowledge of the system. However this knowledge may by quite rudimentary, and there may still be an obvious need for an improved system model. One example -among many -is flight testing unstable aircraft to build accurate dynamic models.
With a stabilizing controller in the loop we are faced with a closed-loop identification problem. Closed-loop identification is often used in connection to so called control-relevant identification where the goal is to estimate models that are suitable for (robust) control design, see, e.g., the surveys [2,3, ll]. It is then often only interesting to model the dynamics of the plant, the noise properties are less interesting, so that it would be natural to use an output error model structure. However, since unstable plants cannot be handled using output error models the conclusion has been that this approach cannot be used when the plant is unstable. Alternative solutions have been suggested in, e.g., [4, 10, 12] . Unfortunately these methods are considerably more involved than a direct application of an output error or a Box-Jenkins model t o the closed-loop data.
A problem when identifying systems in closed-loop directly is that the results will be biased unless the noise model accurately describes the true noise characteristics [5-71. This has traditionally been a main issue in the closed-loop identification literature that has further motivated the search for alternative closed-loop identification methods. The bias problems will of course also be present when using the new model structures suggested in this paper. However, in many cases the bias errors due to poor modeling of the true noise characteristics will be small, especially if the signal-to-noise ratio is high [2, 7] . It must also be realized that in practice the model errors will be due to both bias and variance errors [5] and if a reasonably flexible noise model is used, the bias error due to the feedback will typically be small compared to the variance error. The variance error also increases with the number of parameters which favors model structures with few parameters. We would also like to point out that most other closed-loop identification methods, that are designed to give unbiased estimates, give higher variance errors than the direct method [1, 8] . This is an issue that in our opinion has received too little attention in the closed-loop identification literature.
The organization of the paper is as follows. Next, in Section 2, we study some basic facts on prediction error methods and in Section 3 we discuss some standard choices of model structures. This section also contains an illustration of the problems faced when trying to identify unstable systems using output error models. Section 4 contains the main result of the paper: How the standard output error model structure should be modified to cope also with unstable systems. After introducing some additional notation we present the basic idea and go through the derivation of the required gradient filters in some detail. This is then followed by a simulation study that illustrates the feasibility of the idea. Before concluding we, in Section 5, briefly mention the corresponding changes of the Box-Jenkins model structure that are necessary to make it applicable to unstable systems.
Some Basics in Prediction Error Identification
In prediction error identification one typically considers linear model structures parameterized in terms of a parameter vector 8:
Here G(q, e) and H ( q , 8) are rational functions of q -l , the unit delay operator (q-lu(t) = u(t -l), etc.) parameterized in terms of 8; y(t) is the output; u(t) is the input; e ( t ) is white noise. In this paper we will limit the study to single input single output models for ease of exposition.
Note the distinction between a model and a model structure: When viewed as a function of 8, (1) is a model structure, while for a fixed 8 = O* , (1) is a model.
Furthermore, we also have that (1) together with (2) defines a model set and it is our task to find the best model in the set, typically by performing a numerical search over all possible models. Refer to [5] for a comprehensive treatment , including exact definitions, of the concepts model, model structure and model set.
The one-step-ahead predictor for (1) is
Here it is required that the filters H -l ( q , 8) 
We will also use the following notation for the gradient of jj(tp):
In bhe standard case of least-squares prediction error identification one calculates the parameter estimate as the minimizing argument of the criterion function
Typically one finds the estimate through some numerical search routine of the form
where Vh denotes the gradient of the criterion function, RN is a matrix that modifies the search direction and p~ a scaling factor that determines the step length. From (5) we see that and typically RN is chosen approximately equal to the Hessian Vk (which would make (7) a Newton dgorithm); a standard choice is where 6 2 0 is chosen so that RN becomes positive definite. This is also called the Levenberg-Marquardt regularization procedure.
Clearly it is required that both the predictor (3) and the gradient (5), which have to be computed and used in the search algorithm (7), are stable. When dealing with unstable systems this introduces constraints on the possible model structures.
Commonly Used Model Structures
With these stability requirements in mind, let us now discuss some standard choices of model structures. This model stxucture includes some common special cases:
2. D ( q ) = 1, F ( q ) = 1, an ARMAX model structure.
3.
A(q) = 1, C(q) = 1, D(q) = 1, an output error model structure.
4.
A(q) = 1, a Box-Jenkins model structure.
In the sequel we will assume n k = 0 (which always can be achieved by replacing u(t) by u(t -n k ) ) .
A sufficient condition for the predictor and gradient filters to be stable is that C(q) . F ( q ) is stable for all
). Note that this condition is automatically satisfied for ARX models, and for ARMAX models it is sufficient that the C-polynomial is stable, which does not impose any stability constraints on the dynamics model. For identification of unstable system these model structures thus are natural choices.
The output error model structure has a fixed noise model ( H ( q , d ) = 1) and is a natural choice if only a model of the system dynamics is required. In case one wants to model also the noise characteristics (e.g., to improve the efficiency) but do not want the noise and dynamics models to be dependent as in the ARX and ARMAX cases, then the Box-Jenkins model structure would the one to choose. However, if the underlying system is unstable these model structures can not be used without modifications, e.g., the ones we propose in this paper. To see where the problem lies, let us study the output error case.
Suppose that we want to identify an unstable system, stabilized by some controller, and that we are only interested in modeling the dynamics with no modeling effort spent on the noise characteristics. Then the natural choice would be to use an output error model structure:
Now, since the system is unstable the predictor as well as the gradient filters will generically be unstable. When implementing a parameter estimation algorithm for the output error case one typically secures stability in every iteration of the algorithm (7) by projecting the parameter vector into the region of stability. For unstable systems this of course leads to erroneous results.
These problems are also present when using the BoxJenkins model structure:
Also in this case one has to resort to projections into the region of stability to ensure stability of the predictors and gradient filters, which makes this model structure in its standard form useless for identification of unstable systems.
In the following sections we will describe how to modify these model structures to avoid these problems. 
Proof:
From classical prediction error theory we know that under mild conditions the limiting models will minimize the integral of the spectrum of the pre- where aE(w) denotes the spectrum of &@,e). Thus the spectra differ by only a constant scaling and hence the corresponding limiting models will be the same.
As we have seen, the results will asymptotically be the same with both model structures; the difference is of course that the predictor (25) will always be stable along with all its derivatives even if F(q) is unstable (as opposed to standard output error case which require a stable F ( q ) for the predictor to be stable). Note that in (24) the noise model is monic and inversely stable and the unstable poles of the dynamics model are also poles of the noise model (cf. the discussion in Section 2).
The basic idea behind the equivalence result in Proposition 1 is really that a constant spectrum may be factorized in infinitely many ways using all-pass functions. Here we chose convienient pole locations for these allpass functions to have stable predictors. This is actually very closely related to classical Kalman filter theory, as will be illustrated next.
Connections to the Kalman Filter
There is a very straightforward interpretation of the second order equivalent (25) of (14). Suppose we realize (13) in state-space form:
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The steady state Kalman filter predictor is and (30)
where K is determined from an algebraic Riccati equa- 
Computation of the Gradient
As mentioned above, the gradient $(t, 8 ) is needed for the implementation of the search scheme (7) . With the predictor (25) the expression for the gradient will be much more involved than (15) but for completeness we will go through t,hese calculations in some detail (after all, the gradient is needed for the implementation of the estimation algorithm). The equations (31)-(42) together constitute a complete and explicit description of the gradient $(t, e) = $y(tle) which may be used in an implementation of the search algorithm (7).
Simulation Example d --$(tIO)
= -___ dbk Fs(g)F,* ( 4 ) To illustrate the applicability of the proposed model structure (24) to identification problems involving unstable systems we will in this section present a small while simulation study.
The "true" system -to be identified -is given by
y(t) = 1 + f 1 q -l t f2q-2
Introducing with bo = 1, f l = -1.5, and f2 = 1.5. This system is unstable with poles in 0.75 i 0.9682.1.
To generate identification data we simulated this system using the feedback law 
An Alternative Box-Jenkins Model Structure
The trick to include a modified noise model in the output error model structure is of course also applicable to the Box-Jenkins model structure. The alternative form will in this case be with the corresponding predictor
An explicit expression for the gradient filters for this predictor can be derived quite similarly as in the output error case, albeit that the formulas will be even messier.
For the sake of readability we skip the details.
Conclusions
In this paper we have proposed new versions of the well known output error and Box-Jenkins model structures that can be used also for identification of unstable systems. The new model structures are equivalent to the standard ones, as far as number of parameters and asymptotical results are concerned, but guarantee stability of the predictors.
