In addition to evaluating a structural equation model (SEM) as a whole, often the model parameters are of interest and confidence intervals for those parameters are formed. Given a model with a good overall fit, it is entirely possible for the targeted effects of interest to have very wide confidence intervals, thus giving little information about the magnitude of the population targeted effects. With the goal of obtaining sufficiently narrow confidence intervals for the model parameters of interest, sample size planning methods for SEM are developed from the accuracy in parameter estimation approach. One method plans for the sample size so that the expected confidence interval width is sufficiently narrow. An extended procedure ensures that the obtained confidence interval will be no wider than desired, with some specified degree of assurance. A Monte Carlo simulation study was conducted that verified the effectiveness of the procedures in realistic situations. The methods developed have been implemented in the MBESS package in R so that they can be easily applied by researchers.
Structural equation modeling (SEM) is a widely used method in the behavioral, educational, social, and managerial sciences, where variables are measured with error and/or latent constructs are theorized to exist (for reviews of SEM, see, e.g., Bentler & Dudgeon, 1996; Bollen, 2002; MacCallum & Austin, 2000) . Studies that use SEM generally evaluate the performance of the hypothesized model with chi-square likelihood ratio tests and/or fit indices. For example, if the overall model fit is of interest, a chi-square test can be performed to examine whether the null hypothesis H 0 : ⌺ ϭ ⌺() can be rejected at the designated significance level, where ⌺ is the population covariance matrix of the manifest variables and ⌺() is the population model-implied covariance matrix. If a specific part of the model (e.g., a direct path from one latent variable to another, the covariance between two latent variables, a factor loading) is of interest, one can conduct a Wald test or a likelihood ratio test to probabilistically infer if the null hypothesis that those specific paths are zero can be rejected (for statistical theories of Wald test and likelihood ratio test applied to SEM, see, e.g., Mulaik, 2009, pp. 373-381) .
However, as has been echoed many times in the literature, there are limitations to null hypothesis significance tests (NHSTs; see, e.g., Nickerson, 2000 , which provides a comprehensive historical review; see also Cohen, 1994; Meehl, 1997; Schmidt, 1996) . Many times, even before conducting NHST, it is known from substantive theories and experience that the null hypothesis is almost certainly false. For example, the correlation between two exogenous variables is almost certainly not zero for many psychological constructs, but a null hypothesis that the correlation is zero is usually tested anyway. Admittedly, NHST informs researchers of the directionality of the population effect and thus helps to understand the phenomenon under study (e.g., if the null value of zero, without loss of generality, is rejected, the population effect is inferred to be either positive or negative). However, the results of a dichotomous (reject or fail-to-reject) significance test should not be the endpoint of scientific inquiry, because knowing whether the population effect is larger than zero does not answer the question about the magnitude of the population effect, which is often of ultimate interest. It would better facilitate the cumulation of knowledge of a discipline if studies also report plausible values for the population effect size of interest, which can be fulfilled via confidence intervals (CIs). A CI indicates probabilistically not only what the population parameter is not (i.e., those values excluded by the CI) but a range of plausible values (i.e., those values contained within the CI), and thus generally provides more information than does NHST (for more detailed discussions on the differences between CI and NHST, see, e.g., Harlow, Mulaik, & Steiger, 1997; Kelley, Maxwell, & Rausch, 2003; Maxwell, Kelley, & Rausch, 2008) .
Recent authoritative sources have urged that applied research report effect sizes and their corresponding CIs. For example, the Publication Manual of the American Psychological Association (American Psychological Association [APA], 2001) states that the "reporting of confidence intervals . . . for effect sizes . . . can be . . . extremely effective. . . . The use of confidence intervals is therefore strongly recommended" (p. 22) . Moreover, in the latest Publication Manual (APA, 2010) , the APA continues to increase its stress on using CIs, by stating that NHST is "but a starting point" and additional reporting elements such as effect sizes and CIs are necessary to "convey the most complete meaning of the results" and are "minimum expectations for all APA journals" (p. 33). In the same vein, the American Educational Research Association (2006) states in its research guidelines that, for each of the major statistical results, there should be (a) an effect size of some kind and (b) an indication of the uncertainty of that effect size estimation, such as a CI (p. 37). Similar arguments are also available in the medical sciences (e.g., International Committee of Medical Journal Editors, 2004) and physiology (e.g., Curran-Everett & Benos, 2004) , among others.
Effect sizes in the SEM context can be categorized into two types: (a) omnibus effects, which refer to the fit of the model as a whole, such as the nonnormed fit index (Bentler & Bonett, 1980) and the root mean square error of approximation (Browne & Cudeck, 1992; Steiger & Lind, 1980) ; and (b) targeted effects, which refer to the effect of a specific part of the model, such as the coefficient of a structural path, the covariance between two latent variables, or a factor loading. In addition to evaluating the fit of the model as a whole, many times a specific part of the model is also of interest. Moreover, a finding of a good overall fit does not imply that the targeted effects of interest are strong and/or practically important. It is possible for such effects to be weak or even trivial in a model with a good overall fit, if the dynamics in the model are in fact instead explained by large residual variances for endogenous variables (MacCallum & Austin, 2000) . Therefore, it is critically important to study the targeted effects in a model so that the researcher can better understand the strength of the specific relationships of interest and evaluate substantive theories. To achieve this goal, instead of performing the traditional NHST to infer if some path coefficients and/or covariances or correlations equal zero, CIs can be formed, because CIs can convey not only the direction but the magnitude of the population parameters of interest.
Whenever an interval estimate is of interest, all other things being equal, it is more desirable to observe a narrow CI, as compared with a wider one, because a narrow CI includes a narrower range of plausible parameter values and thus is more informative. Congruent with the increasing emphasis on reporting CIs for effect sizes, a study can be designed with the goal of obtaining a narrow CI. Planning the sample size for a study with the goal of obtaining a narrow CI dates back to at least Guenther (1965) and Mace (1964) , and is becoming popular recently as an alternative to, or supplement for, power analysis, as a result of the increasing emphasis on effect size estimation and CI formation. This approach to sample size planning has been set in a framework termed accuracy in parameter estimation (AIPE; e.g., Kelley, 2007c Kelley, , 2008 Kelley & Rausch, 2006) , where the goal is to achieve a sufficiently narrow CI so that the parameter estimate will have a high degree of expected accuracy (for a review of applications of AIPE, see Maxwell et al., 2008) . The desired CI width depends on the goals of the study and is determined by the researcher on a case-by-case basis, much like setting the desired level of statistical power if one was planning sample size from the power approach.
Throughout this article, we emphasize the input-output relationship of the sample size planning procedure. The input in the present context is usually a set of presumed population values. The focus of the present article is to show, given a certain set of input specifications, how to calculate the necessary sample size (i.e., output) . To what extent the sample size calculated is approximate (i.e., the CI width obtained in a study compared with the desired width) depends on the quality of the input. To help estimate the necessary input values, we then propose several practical methods as a supplement to the literature review, which is generally the primary source for estimating the input parameters.
The present article develops methods to plan sample sizes for targeted effects in SEM so that the CIs for the parameters of interest will be sufficiently narrow. The standard method plans for the sample size so that the expected value of a CI width will be no larger than desired. Because the CI width is a random variable, setting the expected width to be sufficiently narrow does not guarantee that a CI observed in a particular study will be sufficiently narrow. This standard method is extended so that the CI obtained in a particular study will be no wider than desired, with some specified, usually high (e.g., 80%, 90%, 99%), degree of assurance. Because the sample size planning methods are based on standard CI formation methods in the existing SEM literature, which are technically approximate (i.e., based on asymptotic distributions but used at finite sample sizes), a Monte Carlo simulation study is conducted to evaluate the effectiveness of the proposed sample size planning methods. These sample size planning methods have been implemented in specialized R functions (R Development Core Team, 2010) in the MBESS package (Kelley, 2007a (Kelley, , 2007b Kelley & Lai, 2010) , so that they can be easily applied by researchers.
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CI Formation for SEM Model Parameters
There are several methods to construct CIs for SEM parameters; two of the most widely used are (a) maximum likelihood estimation (MLE; for a thorough discussion on likelihood methods, see, e.g., Pawitan, 2001 ; for applications in the SEM context, see, e.g., Bollen, 1989) and (b) the bootstrap approach (Efron & Tibshirani, 1993 ; for applications of the bootstrap to SEM, see Beran & Srivastava, 1985; Bollen & Stine, 1993; Yuan & Hayashi, 2006) . Moreover, maximum likelihood standard errors can be based on the expected information matrix, the observed information matrix, or a sandwich-type covariance matrix (e.g., Arminger & Schoenberg, 1989; Bollen, 1989; Browne & Arminger, 1995; Shapiro, 1983; White, 1982; Yuan & Hayashi, 2006) . The present article bases CI formation on the expected information matrix to develop sample size planning methods, for the following reasons: (a) Other methods require raw data and thus are not suitable for sample size planning, which is necessarily performed before data collection; (b) almost all SEM programs (e.g., AMOS, EQS, LISREL, Mplus, SAS PROC CALIS, the sem package in R) use (at least by default) the expected information matrix to construct CIs; and (c) different methods tend to give similar CIs if the assumptions (e.g., multivariate normality) are satisfied and the model is correctly specified.
We briefly review the CI formation in this section, because it is important when we formally present the sample size planning methods. Detailed analytical derivation of the standard errors of MLE for SEM model parameters is available in Yuan and Hayashi (2006) . We developed the sample size planning methods based on the inferential methods most commonly used in the SEM literature and by SEM software (i.e., maximum likelihood with the expected information matrix). The performance of the sample size planning procedures depends on the performance of the MLE, and in situations where MLE is less effective, the sample size planned may be different from the idealized sample size. Because maximum likelihood techniques are based on the asymptotic properties of the estimation, at any finite sample size inferences given by MLE are technically approximate. Therefore, we empirically evaluate the performance of our sample size planning procedures and MLE with a Monte Carlo simulation study in a later section. It should be made clear that the errors arising from using maximum likelihood asymptotic properties to approximate the behavior of MLE at finite sample sizes exist in any situation where maximum likelihood is applied. Such errors are not caused by sample size planning methods and are not unique to this article.
Let x 1 , x 2 , . . . , x n denote a random sample from a p-variate multivariate normal distribution with population covariance matrix ⌺. The present interest is to model the covariance matrix with a proposed structure, and the covariance matrix implied by the model is denoted as ⌺(), where is a vector containing the model parameters. If the model is correct, that is, ⌺() ϭ ⌺, and x i ϳ N͑, ⌺) (i ϭ 1, . . . , n), the log-likelihood function used to fit the model is (e.g., Bollen, 1989, pp. 132-134) 
where
S is the observed p ϫ p covariance matrix based on a sample of size n, x is the sample mean vector, and c and cЈ are constants that have no influence on the choice of . Let n denote the maximum likelihood estimator of based on a sample of size n. Standard asymptotic theories state that n , the MLE for , converges in distribution to a multivariate normal distribution as n 3 ϱ (e.g., Lehmann, 1998; Pawitan, 2001) :
where I() is the expected information matrix and can be considered as the function I( ) evaluated at . That is,
where lЉ i refers to the second derivative of the log-likelihood l i (for detailed discussion on MLE and the expected information matrix. see, e.g., Pawitan, 2001 ). However, the population parameter is unknown, and thus I() is unknown and needs to be estimated. Because n is a consistent estimator of , n converges in probability to as n 3 ϱ:
Under the commonly used assumption that the function I( ) is differentiable, plugging n into I( ) leads to
The assumption that I( ) is differentiable is a condition included in the so-called regularity conditions (e.g., Lehmann, 1998; Pawitan, 2001) , which are commonly assumed in the literature when applying MLE. If one takes the sum of the information over n individuals and calculates the mean, Equation 5 leads to
which states that the estimated expected information matrix converges in probability to the expected information matrix as n 3 ϱ. Notice that the difference between Equations 5 and 6 is that I n ( n ) is the sum of information over n individuals, that is,
whereas I( n ) is based on one observation, that is,
Therefore, if one replaces I() Ϫ1 in Equation 3 with its estimate, at a given finite sample size n, n approximately follows a multivariate normal distribution with covariance matrix I n ( n ) Ϫ1 :
. After obtaining the approximate distribution of n , it is now possible to form CIs for model parameters of interest. Let j , the jth element in , denote the model parameter of interest. Because multivariate normality implies univariate normality for all variables, n following a multivariate normal distribution states that j at sample size n follows a normal distribution. Then the (1 Ϫ ␣) 100% CI for j is
where z 1Ϫ␣/2 refers to the (1 Ϫ ␣/2)th quantile of the standard normal distribution. In summary, the CI formation reviewed in this section is based on MLE with expected information matrix and serves as the basis of our sample size planning methods.
Accuracy in Parameter Estimation for SEM Model Parameters
Let w denote the full CI width obtained in a particular study. Let denote the desired CI width for the population parameter of interest, and it is specified by the researcher a priori according to the purpose of the study. The concept of "sufficiently narrow" (i.e., the value of ) is loosely defined in the present article, because the specific value varies dramatically depending on at least (a) the goals of the study, (b) the measurement unit of the variable of interest, and (c) the conventions in the particular area of study. Therefore, the desired CI width needs to be specified by the researcher on a case-by-case basis. For example, if the study is more confirmatory in nature, the researcher may generally plan to obtain a smaller value, whereas the researcher may be satisfied with a larger value in a study that is more exploratory in nature. For the reasons discussed above, sample size planning methods, both in the literature and in this article, focus on how to achieve the goal w Յ instead of how to set the goal (i.e., the value of ).
We need to emphasize that there is no such thing as the correct width for a study. Given the purposes of a study, a (continuous) range of values may be considered as suitable, and this range can sometimes be quite large. Instead of asking how to choose the desired CI width, sometimes it is easier for the researcher to start by precluding undesirable values. Because there is no "correct" value, any value is in fact reasonable as long as it does not make the CI too wide to be informative. We also discuss a practical method to facilitate the task of specifying value in a later section.
Planning Sample Size for the Expected CI Width to Be Sufficiently Narrow
Planning sample size from the AIPE perspective aims to find the minimum n such that w Յ . Because the realized width w is a random variable, one approach is to aim at the expectation of w and obtain the minimum n so that E[w] Յ . Based on Equation 10, the full CI width obtained is
where s j is the standard error for j , the point estimate of the model parameter of interest. Taking the expectation on both sides of Equation 11 gives
Although strictly speaking E͓s j ͔ j , the difference between these two quantities is very trivial for typical sample sizes in the SEM context, and sample size planning can proceed using j as the expectation of s j .
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The quantity h jj in Equation 12 is an element of H, which is equal to I() Ϫ1 ; to calculate I() Ϫ1 , one can obtain I() first. If the proposed model is correct, that is, ⌺ ϭ ⌺(), the expected information matrix I() can be obtained by fitting the model to the population covariance matrix of manifest variables. More specifically, as discussed in the previous section of CI formation methods, I() is the resulting matrix of evaluating the function I( ) at , and therefore, to obtain I(), it requires I( ) and . The function I( ) can be obtained by taking the expectation of the second derivative of the log-likelihood function in Equation 1. Analytic derivations to obtain the second derivative of the log-likelihood function are available in Yuan and Hayashi (2006) . The values of can be obtained by substituting ⌺ for S in the log-likelihood function in Equation 1. After I() is obtained, because H ϭ I() Ϫ1 , inverting I() gives H, which is the asymptotic covariance matrix of the multivariate normal distribution in Equation 3, or equivalently the asymptotic counterpart of Ĥ in Equation 8. Extracting the jjth component of H gives h jj , which is the asymptotic variance of j . Although the above steps to calculate h jj from ⌺ might sound technical, this task can be easily performed by almost any mainstream SEM software. If one uses the population covariance matrix of manifest variables to fit the model, the "standard error" for j returned by the software is in fact the population standard deviation ͱk jj . Then one can obtain h jj given the relation between K and H discussed above. Therefore, based on Equation 12, given ⌺, which implies that h jj is implicitly available, the CI width would depend only on the desired confidence level (i.e., 1 Ϫ ␣) and n. The desired confidence level (e.g., .95) is generally considered a fixed factor, yet n can vary. Correspondingly, solving Equation 12 for n leads to the smallest sample size that satisfies E[w] Յ :
where ceiling{⅐} refers to the least integer greater than or equal to the value in the braces. Notice that the only quantity needed is h jj , which is a population parameter, otherwise everything else is fixed and known a priori. We momentarily ignore the complication of obtaining reasonable estimates for h jj and devote a section to this issue later in the article. For the moment, let us assume that the information about h jj has been obtained and consider an example 2 The expectation of sample standard deviation is E[s] ϭ ϫ c(n), where
ͱ2⌫͑n/2͒
and ⌫(⅐) is the gamma function (e.g., Casella & Berger, 2002, p. 364) . The quantity c(n) depends only on n and is a decreasing function of n. When n ϭ 100, c(n) ϭ 1.0025; when n ϭ 200, c(n) ϭ 1. Ϫ1 is a random matrix. As an element of I( n ) Ϫ1 , ĥ jj is itself a random variable. Consequently, the CI width obtained in a study, w, which is based on ĥ jj , is also a random variable. When the estimate ĥ jj obtained is larger than h jj , implying that the standard error is larger than the expected value, w will tend to be larger than . Conversely, when ĥ jj is smaller than h jj , w will tend to be smaller than . Due to maximum likelihood properties, E[w] Յ implies that w is smaller than about 50% of the time. 4 Put another way, in the particular study that the researcher is going to conduct, there is approximately a .50 probability that the CI obtained will be narrower than desired, and thus there is about a .50 probability that the CI obtained will be wider than desired.
Although in some situations ensuring the expected width is sufficiently narrow is satisfactory, in other situations there is a desire that the width observed in a particular study will be sufficiently narrow. To have a specified (high) degree of assurance that w obtained in a particular study will be no wider than , sample size needs to be increased. As the sample size increases, the standard error for j becomes smaller and has less variability. Because the relationship between w and is affected by the relationship between ĥ jj and h jj , we can manipulate the behavior of ĥ jj to increase the probability of w Յ .
Let ␥ (.5 Ͻ ␥ Ͻ 1) denote the desired assurance that w is no larger than . The current task is to find the sample size such that P(w Յ ) ϭ ␥, with n ϩ denoting this modified sample size. Because n ϩ follows a multivariate normal distribution asymptotically (i.e., as n 3 ϱ), the covariance matrix of n ϩ follows the Wishart distribution asymptotically (for a technical discussion on the Wishart distribution, see, e.g., Anderson, 2003) . At any finite sample size, the sample covariance matrix of n ϩ follows the Wishart distribution approximately: (14) A subset of the sample covariance matrix is still distributed according to the Wishart distribution, with the population covariance matrix being equal to the corresponding subset of the complete covariance matrix and the same degrees of freedom (e.g., Anderson, 2003) . Because in the univariate case, the Wishart distribution reduces to a chi-square distribution, the distribution of the sample variance of j at sample size n ϩ is approximately a constant times the chi-square with (n ϩ Ϫ 1) degrees of freedom:
where n ϩ 2 ϭ var͑ j ͒ n ϩ ϭ h jj /n ϩ is the population variance of j based on a sample size of n ϩ , with s n ϩ 2 being the corresponding sample variance.
5 Given that a function of the sample variance of j follows a chi-square distribution, and that the CI width is an increasing function of the sample standard error, it is possible to manipulate the value of s n ϩ 2 , which in turn helps to manipulate the CI width w.
Recall that the task is to find the value of n ϩ such that P(w Յ ) ϭ ␥. Because the observed CI width, based on a sample of size n ϩ , is
the probability statement P(w Յ ) ϭ ␥ becomes
As Equation 15 indicates, a function of s n ϩ 2 follows the chi-square distribution. Because
where (n ϩ Ϫ1) 2 , ␥ refers to the ␥th quantile of (n ϩ Ϫ1) 2 , a quantity can be found that s n ϩ 2 does not exceed ␥100% of the time:
Because the sample variance is always positive, squaring both sides of the inequality within the probability statement in Equation 17 does not change the probability and thus leads to
which can be rearranged into
Therefore, an identity can be established based on Equations 18 and 19:
4 This can be seen empirically from the results of our Monte Carlo simulation study in a later section, where the median of the random ws is approximately equal to .
5 More formal notations should include a j subscript in n ϩ 2 and s n ϩ 2 (e.g., j nϩ 2 and s j nϩ 2 ). Because the discussion of variances henceforth is in the context of j instead of , we omit the j subscript so that the presentation is less cumbersome.
or equivalently
The necessary sample size that ensures P(w Յ ) ϭ ␥ (i.e., the CI observed in a particular study will be sufficiently narrow with probability ␥) can be obtained by solving Equation 21 for n ϩ :
Similar to Equation 13, Equation 22 indicates that all quantities except n ϩ are fixed and known a priori. Because the value of n ϩ also plays a role in the chi-square quantile, Equation 22 cannot be directly solved, and it needs to use an iterative procedure. This iterative procedure has been implemented into specialized R functions in the MBESS package, which we discuss in the Appendix. Let us consider a brief example about how Equation 22 can be used to plan the sample size. Like the previous example, let us momentarily ignore the complication of obtaining reasonable estimates for h jj and assume that the information about h jj has been obtained. Suppose again 21 , the covariance of two exogenous latent variables in a certain SEM model, is of interest, and the asymptotic variance for 21 (i.e., h jj in Equation 22) is estimated to be 0.20. If the goal is that the 95% CI obtained in a particular study be no wider than 0.10 with 80% assurance, then the necessary sample size is, based on Equation 22, solved iteratively to be 328. 6 Recall that the necessary sample size was 308 in the previous example when the goal is the expected CI width for 21 being no wider than 0.10. Thus, Equation 22 provides a way to plan sample size so that the CI for 21 in an SEM model will be sufficiently narrow with 80% assurance, that is, P(w Յ ) ϭ .80.
Specifying Proper Input Covariance Matrix
As is shown in a later section where we discuss our Monte Carlo simulation study, our sample size planning methods work well when the input parameters are correctly specified. As is the case for any other sample size planning methods, educated estimation of the population effect sizes is required to calculate the necessary sample size, from both the power perspective and the AIPE perspective (e.g., Cohen, 1988; Maxwell et al., 2008) . At the end of this section, we show that our procedures are no more difficult than other sample size planning methods in the literature in the context of targeted effects in SEM, because our methods require no additional information as input. In particular, our methods require the following input information: (a) the proposed model, (b) the population covariance matrix of manifest variables, (c) desired CI width (i.e., ), and (d) the confidence level (i.e., 1 Ϫ ␣). The first two pieces of information are also required by the power approach for targeted effects in SEM (see, e.g., Hancock, 2006) . The extended method requires an additional assurance parameter (i.e., ␥). Only the population covariance matrix of manifest variables is unknown a priori; other input parameters are specified according to the goals and the nature of the study, and they are relatively easy to specify. In this section we focus on the specification of the covariance matrix of manifest variables, which is the most difficult part in the sample size planning. Although sometimes it is also difficult to specify the model correctly, this task in practice is typically performed by the researcher based on substantive theories (i.e., not statistical methods) and known before planning the necessary sample size. Therefore, instead of discussing how to specify a model, we study how misspecifications of the model influence the sample size output in a later section.
We regard a systematic literature review as critically important, and it is the most fundamental source for specifying the input for sample size planning procedures. The task of specifying the covariance matrix can, nevertheless, be facilitated by several practical methods, five of which are discussed below.
Method 1
One way to estimate the input covariance matrix directly is based on the relationship between the covariance matrix and the correlation matrix:
where P is the correlation matrix and V is a diagonal matrix containing the standard deviations of the corresponding variables. If one estimates the correlation coefficient of each pair of the variables first and arranges these coefficients into a matrix, the resulting matrix is P. Generally, observable variables that load on the same latent factor have larger correlations among one another and smaller correlations with other observable variables (i.e., those that load on different latent factors). The task of specifying the correlation matrix of the manifest variables is analogous to specifying the correlation matrix in the context of sample size planning for multiple regression (for discussions on specifying a correlation matrix for multiple regression sample size planning, see, e.g., S. B. Green, 1991; Maxwell, 2000) . A strategy based on the concept of exchangeable correlation structure has been proposed to simplify the specification of correlation matrix in the multiple regression context for sample size planning (Maxwell, 2000) . An exchangeable correlation structure is one in which the correlations among the predictors are all the same and the correlations of the predictors with the response variable are all the same. Instead of estimating every element in the correlation matrix, the necessary sample size for multiple regression can be approximated based on a correlation matrix of exchangeable structure (i.e., the researcher needs to estimate only one correlation among predictors and one between the response and predictors), and the approximation is 6 The right side of Equation 22 is
Notice that 328 is used in (328 Ϫ 1), .80 2 to obtain the quantile. Finishing the calculations will give ceiling{327.6764}, which is 328 and equal to the left side of Equation 22 (i.e., n ϩ ).
usually satisfactory (B. F. Green, 1977; Maxwell, 2000; Raju et al., 1999; Wainer, 1976) . Reviewing the patterns of correlations in the behavioral data, B. F. Green (1977) concluded that, in the context of multiple regression, "many linear composites are barely different from using equal weights" (p. 274). In the SEM context, Rigdon (1998) suggested that an equal correlation model is best for the baseline model to evaluate goodness of fit because it "reflects the reality of a theoretical background correlation in non-experimental data sets" (p. 63). This phenomenon is also related to the coefficient H (Hancock & Mueller, 2001 ) on the measurement level of an SEM model, which is discussed below as another practical method of specifying input parameters.
To better understand the concept of exchangeable correlation structure, consider a simple example of a one-factor confirmatory factor analysis (CFA) model. Figure 1 indicates the path diagram and the standardized and unstandardized (in parentheses) population model parameters.
7 Table 1 indicates the population correlation matrix (below the diagonal) and a correlation matrix of exchangeable structure (above the diagonal) of the manifest variables, with corresponding variances and covariances in parentheses. The off-diagonal values are set to 0.3 in the exchangeable correlation matrix because this value is around the median of the original correlation coefficients.
8 Further suppose the desired (unstandardized) CI width is 0.3. Based on the population covariance matrix, the necessary sample size is 349, 540, 814, or 1,083, if the model parameter of interest is 1 , 2 , 3 , or 4 , respectively, calculated with the sample size planning methods developed in the previous section. 9 Note that if the model parameter of interest is different, the necessary sample size is usually different, everything else being the same, as is the case in this example. If more than one model parameter is of interest to the researcher, the largest sample size should be used for the study. With the covariance matrix calculated from the exchangeable correlation matrix, those sample sizes are 377, 589, 847, and 1,046 for 1 , 2 , 3 , and 4 , respectively, and they are thus quite similar to the "true" sample sizes.
Therefore, this example suggests that exchangeable correlation structure can be helpful for specifying the input covariance matrix for sample size planning, given a reasonable choice of the correlation values.
Conventions about correlation effect sizes are also useful resources. For example, Cohen (1988) defined "small," "medium," and "large" effects in various designs and analyses in the context of behavioral science studies, and his suggestions are supported in part by reviews of published studies in psychological journals (e.g., Sedlmeier & Gigerenzer, 1989) . In the context of the correlation coefficient, Cohen's suggestions are 0.1, 0.3, and 0.5 for small, medium, and large effects, respectively.
Method 2
One practical way to estimate the standard deviation is to use the interquartile range (IQR), which is defined as the 75th percentile minus the 25th percentile. For normally distributed data, IQR is approximately equal to 1.349 standard deviation units, because the 75th and 25th quantiles of the standard normal distribution are 0.674 and Ϫ0.674, respectively.
The standard deviation can also be estimated based on the (full) range of the target population. Based on substantive theories, if the researcher is able to infer the maximum and minimum theoretically plausible values of a variable, the standard deviation is approximately equal to the range divided by 6, assuming that data are normally distributed. For example, many times a latent construct is measured by professional standardized tests, where the maximum and minimum scores of the test are known and test scores are approximately normally distributed. This method differs from that based on IQR in that the former requires stronger substantive theories; the maximum and/or minimum in prior data sets in the literature may not approximate the extreme values in the population, because there can be outliers (i.e., exceed the theoretical bounds due to errors in recording or measuring) or come from a restricted sample (i.e., fail to reach the theoretical limits). On the other hand, the IQR method is more robust to outliers, but it may 7 Note that our sample size planning procedures do not require the values of population model parameters as input. We include those values in the path diagram for better illustration and completeness of information. 8 The actual median is 0.29. 9 These values were calculated with the R function ss.aipe.sem.path( ) in the MBESS package that implements the sample size planning methods presented previously. See the Appendix for detailed information. rely more heavily on the existence of enough studies that are similar to the study in question.
Method 3
In addition to specifying the input covariance matrix directly, one can start from the model parameters (i.e., structural coefficients, path loadings, etc.). Based on the model input, if one specifies the plausible values of the model parameters (i.e., values in ), the model-implied covariance matrix ⌺() can be obtained and can be used as the input ⌺, the covariance matrix of manifest variables. Actually this method is commonly used in power analysis on the likelihood ratio tests of both the model overall fit and model targeted effects (i.e., the method to estimate the chi-square noncentrality parameter developed by Satorra & Saris, 1985 ; see also Saris & Satorra, 1993) . Hancock (2006) provided a detailed empirical example about how to specify proper values for model parameters, so as to obtain the population covariance matrix of manifest variables and calculate power for SEM.
Obtaining ⌺() from can be accomplished directly with the specialized R function theta.2.Sigma.theta( ) in the MBESS package or indirectly with mainstream SEM software (for an empirical demonstration, see, e.g., Davey & Savla, 2010, Chapter 4) . 10 Generally, it is easier to specify model parameter values in the standardized metric context, because it is more convenient to hypothesize the magnitude of the relationships in the model in terms of standardized coefficients. In particular, the variance of an exogenous variable is always 1, and all sources of variances of an endogenous variable should sum to 1. Therefore, error variances can be readily obtained after specifying path coefficients. For example, suppose the measurement equation of a manifest variable Y 1 is Y 1 ϭ 1 1 ϩ ␦ 1 , where 1 is the path loading, 1 is an exogenous latent variable, and ␦ 1 is the error. In the context of standardized metric, suppose, based on prior evidence, the researcher estimates the magnitude of 1 to be 0.6, then the error variance for Y 1 is 0.64 (i.e., 1 Ϫ 1 2 ). Suppose another manifest variable Y 2 has measurement equation Y 2 ϭ 2 1 ϩ 3 2 ϩ ␦ 2 , where 2 and 3 are path loadings, 2 is another exogenous latent variable, ␦ 2 is the error, and the covariance between 1 and 2 is 21 . In the standardized metric context, if the researcher estimates the magnitude of 2 , 3 , and 21 to be 0.2, 0.6, and Ϫ0.3, respectively, then the error variance of Y 2 will be 0.672 (i.e., 1 Ϫ 2 2 Ϫ 3 2 Ϫ 2 2 3 21 ). Note that standardized model parameters imply a correlation matrix rather than a covariance matrix of the manifest variables. After obtaining a correlation matrix, the researcher can then apply Methods 1 and 2 discussed above to finally obtain a covariance matrix.
Method 4
On the measurement level, the reliability coefficient is helpful in estimating path loadings. In practice, many times the latent variables are measured with fully developed tests or scales, and the reliability of those tests are known. Therefore, specifying path loadings can be largely facilitated by the fact that, in the standardized coefficient context, the path loading is the square root of the reliability. This is the case because reliability can be defined as the variance due to the construct divided by the indicator's total variance, which is 1 in the standardized coefficient context. For example, suppose the measurement equation of a manifest variable Y 3 is Y 3 ϭ 4 3 ϩ ␦ 3 , using the same notation as previously defined. Further suppose Y 3 is a certain standardized test and the reliability of this test is known to be 0.9. Because the reliability of this test can be defined as var( 4 3 )/var( 4 3 ϩ ␦ 3 ) (e.g., McDonald, 1999, Chapter 7), which is simplified as 4 2 in the standardized metric context, it easily follows that 4 is approximately 0.949 (i.e., ͱ0.9). A detailed discussion of measurement reliability from the factor analytic perspective is available in McDonald (1999) . In fact, such an interpretation of reliability is also useful if the researcher specifies model parameters in the unstandardized coefficient context, in that the error variance can still be obtained from the knowledge of the reliability and (raw scale) path loading.
Method 5
When the interest lies in the structural coefficients, which is often the case in studies in the behavioral and social sciences, specification of measurement models can be further simplified with an index called coefficient H, proposed by Hancock and Mueller (2001) . This index measures the overall quality of a factor's measurement model; for a given factor with M indicators, it can be defined as
where m is the standardized path loading of the mth (m ϭ 1, . . . ,
M) indicator. Based on Equation 24
, H is (a) bounded between 0 and 1; (b) unaffected by loadings' signs; (c) a nondecreasing function of M; and (d) larger than or equal to max( m 2 ), the reliability of the strongest indicator (Hancock & Mueller, 2001 ). This coefficient can be interpreted as the proportion of variance in the construct that is explained by its indicators, or the construct reliability associated with each factor's measurement model. Interpretations of this index are various (Fornell & Larcker, 1981; Hancock & Mueller, 2001) , such as the maximal reliability in the context of scale construction (Raykov, 2004) . Hancock and Kroopnick (2005) demonstrated that the specific value of each path loading does not affect the overall performance of the SEM model in terms of the noncentral chi-square distribution of the model chi-square statistic, as long as different combinations of path loadings give the same H value. Given the discussion on the coefficient H and exchangeable correlation structure, therefore, if the researcher can anticipate the overall construct reliability (or its achievable minimum) of a factor's measurement model, instead of specifying the path loading for each indicator, the task can be achieved by using either M indicators whose loadings are all equal to ͱH/͑H ϩ M Ϫ MH͒ or one indicator with loading ͱH as a 10 See the Appendix for detailed information about the R function theta.2.Sigma.theta( ).
placeholder, although in some situations the latter may imply identification issues.
11 For a detailed empirical example of using the coefficient H to specify model parameters in the power analysis context, see Hancock (2006, pp. 90 -93) .
Discussion of Parameter Specification When Planning Sample Size
In summary, we have suggested five practical methods that are helpful for specifying the input covariance matrix, as a supplement to the literature review, and these methods generally are compatible with one another. The researcher can use these methods in a mix-and-match manner so that different methods are employed ultimately to specify different parts of the input covariance matrix, or can cross-validate the input by comparing the covariance matrices specified with different methods.
Any sample size planning method, from either the power-analytic or AIPE perspective, requires educated estimations of population effect sizes, and in this regard our methods require no additional information and are no more difficult than others. Actually, power analysis for targeted effects in SEM requires the knowledge of all model parameters. If a path coefficient in SEM is of interest, one can conduct hypothesis testing on the likelihood ratio of the nested models (i.e., the model with the path estimated and the model with the path fixed at zero), and infer if the null hypothesis that the path coefficient is zero can be rejected at a certain significance level. Accordingly, sample size planning can be performed so that the likelihood ratio test of the nested models has the desired power. The likelihood ratio follows a noncentral chi-square distribution, and in order to estimate the power of the likelihood ratio test, all parameters in the full model and all parameters in the restricted model are required to calculate the noncentrality parameter of the distribution (Saris & Satorra, 1993; Satorra & Saris, 1985) . Therefore, our sample size planning methods are no more difficult to implement compared with the commonly used NHST approach to sample size planning in the literature, because they require a similar amount of input information.
It is also common for any sample size planning procedure that the output (i.e., the estimated necessary sample size) depend on the quality of the input parameters. For example, in the context of power analysis and sample size planning for SEM, MacCallum, Browne, and Cai (2006) acknowledged that the calculated power and sample size should be viewed as approximations, conditional on the input information and the validity of statistical assumptions (p. 34). It is the normal state of affairs that sample size planning procedures depend on quantities that are not yet fully known (i.e., population effect sizes), but those procedures can be highly useful in planning and evaluating research design (MacCallum et al., 2006, p. 34) . The same reasoning applies equally to the sample size planning methods in the present article as well.
Specifying the Desired Width
The sample size planning methods presented above require the value of the desired CI width in the unstandardized context. Although this value is necessarily context specific and based on the goals of the study, there is a practical method to facilitate choosing appropriate values for the width. Because it is usually easier to conceptualize the desired CI width in the context of standardized model coefficients, if the relationship between the unstandardized and standardized CI widths can be found, the researcher can first specify the standardized width and transform it back to the unstandardized scale.
An intuitive but incorrect solution to the present issue is to fit the model with a correlation matrix: If one puts a correlation matrix into the covariance structure analysis procedure, the resulting model parameter estimates are standardized values, and the CI width would thus also be in a standardized metric. Thus it is tempting to replace the covariance matrix in the sample size planning methods with a correlation matrix so that one can specify the desired CI width in terms of standardized values. However, although analyzing a correlation matrix as if it were a covariance matrix generally provides the same point estimates of model parameters, the standard errors and discrepancy function statistic are incorrect (Cudeck, 1989; Lee, 1985; Shapiro & Browne, 1990) . Therefore, the CIs formed based on a correlation matrix are incorrect. A correct approach to specifying the standardized CI width must be based on a covariance matrix.
To find the relationship between unstandardized and standardized CI widths, one first needs to understand the relationship between unstandardized and standardized model parameters. In particular, a certain standardized path coefficient from a variable V to a variable U can be defined as (e.g., Bollen, 1989, p. 349) 
where b UV (s) and b UV are the population standardized and unstandardized path coefficients, respectively; U and V are the population standard deviations of variables U and V, respectively; and g(b UV ) refers to a function of b UV . If U or V is a manifest variable, U or V is directly available from the population covariance matrix of manifest variables; if U or V is a latent variable, its standard deviation can be calculated based on population model parameters. In accordance with the previous discussion on the asymptotic distribution of model parameter estimates, the MLE of b UV is distributed asymptotically as
where b UV 2 is the corresponding element in the inverse expected information matrix of model parameters as defined in Equation 3. Under the delta method (e.g., Pawitan, 2001, p. 89) , the asymptotic distribution of a function of b UV is
where 
where is the path loading. Solving this equation for gives
so that the asymptotic distribution of b UV (s) is derived. Therefore, the expected CI width for b UV (s) at sample size n is
Based on Equation 26, the expected CI width for b UV at sample size n is
Therefore, based on Equations 29 and 30, at the same sample size, the relationship between and (s) can be established:
Note that although Equation 29 provides a method to calculate the standardized CI width, itself alone cannot be used to plan for sample size, because bUV , V , and U are in an unstandardized metric and need to be necessarily obtained from a covariance matrix. Given the above discussion of standardized and unstandardized CI widths, the task of specifying desired CI width can be facilitated with Equation 31. When it is easier to conceptualize the desired CI width in terms of a standardized metric, the researcher can first determine a reasonable value for (s) and then calculate based on Equation 31. Because using a correlation matrix to fit a model generally leads to incorrect solutions, the sample size planning methods in the present article are framed in the context of unstandardized model parameters and always require a covariance matrix as input.
Monte Carlo Simulation Study
Although the distribution of n converges to multivariate normal as n approaches infinity, at any finite sample size the distribution of n is only approximately multivariate normal, which implies that the sample variance of j does not exactly follow a chi-square distribution. Therefore, it is necessary to ensure the effectiveness of the sample size planning procedures in realistic situations where the methods will be applied, especially when the procedure-implied sample size is relatively small. If the SEM standard error estimation theories are exact, the necessary sample size returned by the sample size planning methods will be exact. Because our sample size planning procedures are necessarily dependent on the MLE, they cannot be expected to work well when maximum likelihood itself does not work well. Extensive Monte Carlo simulations were conducted to evaluate the performance of the procedures we developed.
The simulation study was conducted in the context of three models representative of applied research where SEM is often used: (a) a CFA model (Model 1) based on Holzinger and Swineford (1939); (b) an autoregressive model (Model 2) based on Curran, Bollen, Chen, Paxton, and Kirby (2003) and Paxton, Curran, Bollen, Kirby, and Chen (2001) ; and (c) a complex SEM model (Model 3) with mediation among latent variables, based on Maruyama and McGarvey (1980) . Some modifications of the original model and/or parameters were made so that these models are more generally applicable. Path diagrams and model parameters used in the Monte Carlo simulation are provided in Figures  2-4 .
Given the models, we first specified the unstandardized model parameters, whose values are indicated in Figures 2-4 . After specifying the model and model parameters, the model-implied population covariance matrix, ⌺(), can be obtained, and it is used as the population covariance matrix of the manifest variables, that is, ⌺ ϭ ⌺(). The specifications of the present simulation study should not be confused with the input of our sample size planning methods, which do not include the model parameters. The specified model parameters of interest include factor loadings (e.g., 1 in Model 1, 6 in Model 2), structural path coefficients (e.g., ␤ 21 in Model 2, 11 in Model 3), and covariances between latent variables (e.g., 21 in Model 1). The targeted effects are meant to represent a variety and magnitude of possible effects in an SEM context. We planned the sample size with regard to the expected CI width (i.e., with the goal that E[w] Յ ), as well as with the goal to achieve assurance of .80 (i.e., the extended method with ␥ set to .80). The value of .80 is reasonable for our simulation study because (a) the CI observed in a study is ensured to be sufficiently narrow with relatively high assurance; (b) not all the random widths are narrower than desired, so that the sample size returned by the planning procedure can be ascertained to be the minimum necessary. This is the case because if ␥ is set to a very large value (e.g., .99) and all the random widths are narrower than desired, it is unknown whether it is because the planning procedure gave a correct sample size, or because a larger than necessary (i.e., not correct) sample size was used. Given (a) the particular model, (b) the population covariance matrix ⌺, (c) the model parameter of interest j , and (d) the desired width , the necessary sample size N is returned from the sample size planning procedures (N ϭ n as defined in Equation 13, or N ϭ n ϩ as defined in Equation 22). A random sample of size N was generated from a multivariate normal distribution with the MASS package (Venables & Ripley, 2002) in R with the population covariance being equal to ⌺.
12 Then we fit the model with the sample covariance matrix using maximum likelihood and calculated the standard error of j using the sem package (Fox, 2006) in R. A 95% CI for j was formed. Each condition was replicated 5,000 times. There is no guideline regarding the appropriate number of replications, and currently the typical number in the SEM context is 1,000. Generally, the larger the number is, the more reliable the simulation results are, other things being the same. We used 5,000 replications so that the results are more reliable than if each condition was repeated 1,000 times. Tables 2-11 , where (a) the mean (M w ) and median (Mdn w ) of the 5,000 random CI widths are given; (b) P 80 , P 75 , and P 70 refer to the subscripted percentiles of the 5,000 random widths; (c) ␥ emp is the empirical assurance, which refers to the percentage of the random widths no larger than the desired value; and (d) ␣ emp refers to the empirical Type I error rate. Each table consists of two parts; the upper half (indicated by ␥ ϭ E[w]) presents the performance of the standard sample size planning method with the goal E[w] Յ , and the lower half (indicated by ␥ ϭ .80) presents the performance of the extended method (i.e., the one with the assurance parameter).
Results
Simulation results are reported in detail in
If our extended sample size planning method is satisfactory, ␥ emp should be close to the specified assurance, which is .80 in the present context. That is, ␥ emp Ն .80 implies P 80 Յ , and ␥ emp Յ .80 implies P 80 Ն . In cases where ␥ emp falls below .80, we are interested in studying whether the difference between P 80 and is of any substantive meaning. One way to achieve this task is to evaluate the difference between the percentiles and the desired value directly, with indices P 80 / and P 70 /. A second way is to calculate (P 80 Ϫ )/ j and (P 70 Ϫ )/ j , and evaluate whether the excess of P 80 (or P 70 ) on is negligible compared with the magnitude of j , the population effect size of interest. For example, in Table 2 the parameter of interest is ␥ 1 , and therefore j takes the value of 0.60 (see Figure 2 ) in calculating those two indices in Table 2 . To help evaluate the performance of the extended sample size planning method, we have also included the above four indices in the tables.
The Method Based on Expected CI Width
The CFA model. The standard method is effective in the context of Model 1, and it produced sample sizes so that the means of the random CI widths are equal to the desired values, even for relatively small sample sizes. For example, Table 2 Table 4 ). Except for the three cases of the smallest sample sizes (i.e., N ϭ 133 in Table   32 2, N ϭ 131 in Table 3 , and N ϭ 154 in Table 4 ), in all cases M w and Mdn w are smaller than or equal to to the first three decimals (see Tables 2-4) . SEM models. The standard method is also effective in the context of SEM models; similar patterns to those in the CFA context have been observed in Tables 5-11 Table 5 ). The CIs for ␥ 11 in Model 2 have M w ϭ 0.407 and Mdn w ϭ 0.3996 when ϭ 0.40 (N ϭ 222; see Table 6 ). The worst case is in Table 11 when M w ϭ 0.736 and Mdn w ϭ 0.7109 while ϭ 0.70 (N ϭ 283). However, as the sample size becomes larger, the discrepancy between M w (or Mdn w ) and decreases quickly. Consider Table 11 again: When the sample size is 554, M w ϭ 0.5099 and Mdn w ϭ 0.5017, very close to the desired value ϭ 0.50. Because the CI formation is based on asymptotics, at any finite sample size the model parameters follow a normal distribution only approximately. Instead of the sample size planning method itself failing at smaller sample sizes, the reason why M w Ͼ in some cases of small sample sizes is that some model parameters converge to the normal distribution less Note. M w and Mdn w are the mean and median of the 5,000 random confidence interval widths. P 80 , P 75 , and P 70 refer to the respective percentiles of the 5,000 random widths. ␥ emp is the percentage of the random widths no larger than the desired value. ␣ emp is the empirical Type I error rate.
quickly than others. Nevertheless, at large sample sizes, M w and Mdn w are very close to in all cases, and the procedure for planning sample size thus works well.
The Extended Method
The CFA model. The extended method is effective; it tends to ensure the proportion of w Յ equal to the specified assurance value .80. Tables 2-3 show that all ␥ emp values are very close to .80 (typically .80 Ϯ .02), indicating that if 1 or 6 in Model 1 is of interest, the sample size planning procedure will ensure that the CI obtained in a particular study is sufficiently narrow with 80% assurance. For example, Table 3 shows that even when N is as small as 194 ( j ϭ 6 , ϭ 0.30), ␥ emp is already as high as .8128.
Although ␥ emp values in Table 4 are typically only around .70 rather than .80, in each case the 80th percentile of those random Note. M w and Mdn w are the mean and median of the 5,000 random confidence interval widths. P 80 , P 75 , and P 70 refer to the respective percentiles of the 5,000 random widths. ␥ emp is the percentage of the random widths no larger than the desired value. ␣ emp is the empirical Type I error rate. Note. M w and Mdn w are the mean and median of the 5,000 random confidence interval widths. P 80 , P 75 , and P 70 refer to the respective percentiles of the 5,000 random widths. ␥ emp is the percentage of the random widths no larger than the desired value. ␣ emp is the empirical Type I error rate.
widths exceed by only a trivial amount. For example, in the worst case in Table 4 where N is as small as 168 and ϭ 0.35, P 80 ϭ 0.361, exceeding by only .011 or 3% (P 80 / ϭ 1.03). As the sample size increases, the discrepancy between P 80 and decreases quickly: When N ϭ 496 and ϭ 0.20, P 80 ϭ 0.2034, exceeding by only .0034 (see Table 4 ). Therefore, such a small discrepancy between P 80 and does not have any substantive impact and is quite negligible. One explanation for why ␥ emp Ͻ ␥ in some cases can be found in the approximate nature of the chi-square distribution of MLE standard errors. Because the normal distribution of maximum likelihood n refers to the asymptotic property and at any finite sample size the normal distribution is approximate, the chi-square distribution for the sample variance for j is also approximate at finite sample sizes. In the present CFA context, 21 in Model 3 converges less quickly than the model parameters in Tables 2-3 . Because we developed sample size planning procedures based on the conventional MLE and CI formation methods in the literature, the success of sample size plan- Note. M w and Mdn w are the mean and median of the 5,000 random confidence interval widths. P 80 , P 75 , and P 70 refer to the respective percentiles of the 5,000 random widths. ␥ emp is the percentage of the random widths no larger than the desired value. ␣ emp is the empirical Type I error rate. Note. M w and Mdn w are the mean and median of the 5,000 random confidence interval widths. P 80 , P 75 , and P 70 refer to the respective percentiles of the 5,000 random widths. ␥ emp is the percentage of the random widths no larger than the desired value. ␣ emp is the empirical Type I error rate.
ning procedures depends on the effectiveness of MLE. In cases where MLE is less effective, the sample size planning procedures will be less satisfactory, because the statistic of interest is not converging to the asymptotic distribution quickly enough at the current sample size, and using the asymptotic distribution to approximate the distribution at the current sample size involves nonnegligible errors. Nevertheless, given the trivial discrepancy between P 80 and in Table 4 , it is still justified to conclude that the extended method is effective in ensuring that the CI obtained in a particular study is sufficiently narrow with assurance close to the desired value. SEM models. Tables 5-11 summarize the performance of the extended method in the SEM context. The method is less effective in the SEM models we studied than in the CFA model, in that ␥ emp are all smaller than the specified assurance value. However, simply looking at ␥ emp and ␥ can be misleading, and it would be unfair to conclude that the extended method is not effective in the SEM context without further inspection on the results. Note. M w and Mdn w are the mean and median of the 5,000 random confidence interval widths. P 80 , P 75 , and P 70 refer to the respective percentiles of the 5,000 random widths. ␥ emp is the percentage of the random widths no larger than the desired value. ␣ emp is the empirical Type I error rate.
In most cases, at smaller sample sizes, the 80th percentiles of the random widths exceed the desired value by only a negligible amount. For example, P 80 in Table 5 is 0.374 when ϭ 0.35 (N ϭ 315) and 0.318 when ϭ 0.30 (N ϭ 425); the differences are only .024 and .018, respectively. Similar patterns are observed in most of the situations, such as Table 6 , where P 80 ϭ 0.377 and ϭ 0.35 when N ϭ 309; Table 8 , where P 80 ϭ 0.322 and ϭ 0.30 when N ϭ 407; and Table 10 , where P 80 ϭ 0.107 and ϭ 0.10 when N ϭ 570.
There are some situations where the results at smaller sample sizes are less satisfactory. For example, when the desired width is 0.40, P 80 ϭ 0.456 (N ϭ 395; see Table 7 ), exceeding by almost 14%. However, in this case the empirical Type I error rate is only .042, less than the nominal rate .05. Instead of forming intervals at the 95% confidence level, the MLE generally gives 96% CIs in this situation, which are wider than 95% ones. Therefore, at least part of the reason for the random CI widths being wider than by a nontrivial amount is because the MLE is not yet effective enough Note. M w and Mdn w are the mean and median of the 5,000 random confidence interval widths. P 80 , P 75 , and P 70 refer to the respective percentiles of the 5,000 random widths. ␥ emp is the percentage of the random widths no larger than the desired value. ␣ emp is the empirical Type I error rate.
at the current sample size and gives larger standard error estimates than it should. Similar patterns can be found in Tables 9 and 11 , where for smaller sample sizes P 80 exceeds by a nontrivial amount (e.g., P 80 / Ͼ 1.10). Nevertheless, in these cases (i.e., Tables 7, 9 , and 11) the 70th percentiles exceed by only a negligible amount. Consider N ϭ 395 and ϭ 0.40 in Table 7 again. In this case P 70 ϭ 0.4296, exceeding by .0296, or about 7%, and the discrepancy can be considered as trivial. For another, Table 9 shows that P 70 ϭ 0.4779 when N ϭ 519, and exceeds ϭ 0.45 by .0279, or about 6%. Given the above comparisons of the 70th and 80th quantiles to the desired width value, it can be seen that at smaller sample sizes where MLE is not effective enough and overestimates the standard errors, the extended method tends to underestimate the necessary sample. Within the simulation study in the present article, in worst cases the sample size returned by the extended method ensures that a CI obtained is sufficiently narrow about 70% of the time when the desired assurance is set to .80. When the sample size is relatively large, in all cases the extended procedure returns the necessary sample sizes such that a CI obtained is sufficiently narrow with close to 80% assurance. Although ␥ emp values for the SEM models are less than the specified value .80 in all cases, the 80th quantiles of those random CI widths are very close to the corresponding desired values, and the discrepancy between the two does not have substantive impact. For example, P 80 ϭ 0.1022 in Table 6 when N ϭ 3,610 and ϭ 0.10, exceeding by 2.1%; P 80 ϭ 0.102 in Table 8 when N ϭ 3,520 and ϭ 0.10, exceeding by 2%; P 80 ϭ 0.154 in Table 11 when N ϭ 6,240 and ϭ 0.15, exceeding by 2.9%. In summary, the extensive Monte Carlo simulation study indicates that both the standard and extended sample size planning procedures are effective in estimating the necessary sample size according to the specified goals. The standard method is quite effective in both the CFA and SEM contexts, and the sample size returned indeed ensures that the expected CI width is no wider than desired. The extended method is most effective in the CFA context, and in most of the cases the empirical proportion of sufficiently narrow random CIs is close to the specified .80 level. Although in the SEM context, the extended method tends to underestimate the necessary sample size in cases where MLE is less effective, the 80th percentile of the random CI widths usually exceeds the desired width by only a negligible amount that has no substantive impact, and the discrepancy between the 80th percentile and decreases as the sample size increases.
Issues in Statistical Theory
We discuss two issues regarding the assumptions of our sample size planning methods: (a) the model is correctly specified, and (b) data are normally distributed. Neither of these two assumptions is unique to our sample size planning methods; in fact, these assumptions are commonly made not only in sample size planning but in the SEM literature as a whole. For example, the power analysis on likelihood ratio tests of nested models is based on the assumption that the full model (i.e., the one with the path coefficients of interest estimated) is correctly specified (see, e.g., Hancock, 2006; Saris & Sattora, 1993; Satorra & Saris, 1985) . In addition, the asymptotic chi-square distribution of the model chi-square statistic is based on the assumption that data follow a multivariate normal distribution (see, e.g., MacCallum et al., 2006; Steiger, Shapiro, & Browne, 1985) . As discussed below, the implications of the violations of these two assumptions are still open to study.
Model Misspecifications
The methods developed in the present article are based on the assumption that the model is correctly specified, but in practice it may be difficult to develop an exactly correct model. However, sample size planning can proceed as long as the proposed model is reasonable (i.e., close to the true model), under the additional assumption called population drift (or parameter drift), which in essence states that the proposed model is not badly misspecified and that lack of fit due to model misspecification is approximately of the same magnitude as lack of fit due to sampling error (Steiger et al., 1985; see also MacCallum et al., 2006) . Actually the population drift assumption was used to derive the asymptotic chi-square distribution of the chi-square model fit statistic in Steiger et al. (1985) , and thus is commonly recognized as a reasonable assumption in the SEM literature. For a more formal statement and discussion of this assumption, see Steiger et al. (1985; see also Browne & Cudeck, 1992; MacCallum et al., 2006) . Nevertheless, it is not clear when a "badly specified" model is bad enough, and in practice it is generally not possible to verify the population drift assumption. The issue of how misspecifications of models influence the empirical distribution of CI width and sample size planning methods is open to study, but it is not the focus of the present article. The effects of misspecifications of a model can be studied empirically with a priori Monte Carlo simulations in a manner similar to that discussed in Muthén and Muthén (2002) and Paxton et al. (2001) . A random sample is generated based on the true model-implied covariance matrix, whereas the sample size is planned based on the proposed model (i.e., on the [incorrect] assumption that ⌺ ϭ ⌺()). Various properties of the random CI width can be studied based on a large number of replications of fitting the proposed model to the random data. Specialized R functions have been included in the MBESS package to implement such an a priori Monte Carlo simulation study, so that researchers can try with different models and study the effects of the input model on the returned sample size when planning the sample size.
13
Nonnormal Distributions
It is still an issue open to study in the literature regarding the effects of nonnormal data on estimating various effect sizes in SEM (e.g., model fit indices, targeted effects), especially in the sample size planning stage, although some solutions to analyze nonnormal data have been developed (e.g., Browne, 1984; Kano, Berkane, & Bentler, 1990; Yuan & Bentler, 1997 , 1998a , 1998b Yuan, Bentler, & Zhang 2005; Yuan, Chan, & Bentler, 2000; Yuan & Hayashi, 2006) . Generally, robust methods give larger standard error estimations than do standard methods (e.g., the Wald CI we reviewed in a previous section), which implies that the CI returned by robust methods tend to be wider than those returned by standard methods, other things being the same. Thus one should note that if the researcher plans the sample size based on our methods and uses robust methods to analyze the data, the CI obtained might not be sufficiently narrow, if the normality assumption is seriously violated. Nevertheless, we do recommend using robust methods to analyze data, because in reality the normality assumption is usually violated to different extents. We based our sample size planning methods on the normality assumption mainly because (a) robust methods, both analytical treatments and bootstrap applications, require raw data, which are unavailable in the research design stage; (b) the problem of nonnormal data can be alleviated by better or more careful data collecting methods and/or data transformation; and (c) in order to study the behavior of the CI width obtained in a study, which is a random variable dependent on and the covariance matrix of , both of which are also random variables, certain assumptions must be made regarding the distribution of the data.
Discussion
When a researcher designs a study, there are at least three ways to decide the sample size: (a) collect as many participants as resources allow, (b) follow rules of thumb, or (c) apply formal sample size planning methods that attempt to accomplish a specified goal. Recruiting fewer participants than necessary can be a waste of resources because the study fails to achieve its goals. Using more than necessary participants is also a waste of resources in the sense that the extra data do not necessarily increase the understanding of the topic under study. Rules of thumb in the SEM literature are usually based on simulation studies. Those simulations were conducted in different contexts, and conclusions drawn regarding the "appropriate" sample size are based on various criteria. However, MacCallum, Widaman, Zhang, and Hong (1999) , in the CFA context, demonstrated that rules of thumb are generally invalid because the performance of estimation is highly dependent on the model characteristics. Given that SEM is more complex than CFA, the rules of thumb should perform no better in SEM. In fact, by reviewing recent psychological studies that apply SEM, MacCallum and Austin (2000) recommended against the use of rules of thumb. The only reasonable option left is formal sample size planning methods. The necessary sample size can be planned with rigorously derived statistical methods so that the desired goals can be accomplished. Although sample size planning methods are based on assumptions that tend not to hold perfectly in reality, they are based on rigorous statistical reasoning and should perform reasonably well in most cases, as long as the assumptions are not seriously violated. Thus, the option of formal sample size planning methods is preferred.
The sample size for an SEM study can be planned from at least the power-analytic perspective or the AIPE perspective. When targeted effects in SEM are of interest, often of interest are not only their directions but their magnitude. The dichotomous result obtained by NHST (i.e., if the population effect is larger than zero or smaller than zero, without loss of generality) does not necessarily answer the question about the population effect size. On the other hand, a CI provides a range of plausible values for the population parameter of interest and thus helps better understand the magnitude of the population effect. With the goal of obtaining narrow CIs for the targeted effects of interest in SEM, sample size planning methods are developed from the AIPE perspective.
Sample size planning methods from AIPE require educated estimation of the population effect sizes, as does the power perspective (for power analysis in SEM, see, e.g., Hancock, 2006; Hancock & Freeman, 2001; Kim, 2005; MacCallum et al., 2006; MacCallum, Browne, & Sugawara, 1996; Satorra & Saris, 1985 ; for power analysis in general, see also Cohen, 1988; Murphy & Myors, 2004) . The task of specifying the input effect sizes needs to be accomplished by consulting the literature. It is natural in the course of the accumulation of knowledge that the specification of some not fully known information as input needs to be finished before conducting the investigation: Ongoing research updates the current knowledge based on early looks at the data from previous studies (Coffey & Muller, 2003; Proschan, 2005) . In fact, Senn (2002) pointed out:
This is common to all science. An astronomer does not know the magnitude of new stars until he has found them, but the magnitude of star he is looking for determines how much he has to spend on a telescope. (p. 1304) In the spirit of the increasing urge that applied studies report effect sizes and CIs, we believe that sample size planning from the AIPE perspective should be considered when targeted effects are of interest in an SEM context. If an SEM model parameter of interest has a wide CI, its value is unclear. Thus a narrow CI is desirable because it excludes more implausible values and further pins down the population parameter. We believe the AIPE approach to planning sample sizes for SEM studies when targeted effects are of interest will help to better understand the magnitude of the effects in the population and evaluate substantive theories.
Ͼ theta.cfa Ͻ-c (.4, .5, .6, .7, .84, .75, .64, .51 ) Ͼ names(theta.cfa) Ͻ-c("lam1", "lam2", "lam3", "lam4", "del1", "del2", "del3", "del4") Ͼ res Ͻ-theta.2.Sigma.theta(modelϭmodel.cfa, thetaϭ theta.cfa, latent.varsϭ"xi1") Ͼ cor.mat Ͻ-res$Sigma.theta
The argument model is an object of "mod" class containing the specifications of an SEM model, theta is a vector of model parameters, and latent.vars is a vector indicating the names of the latent variables in the model.
The function ss.aipe.sem.path() plans for sample size for SEM with the goal of obtaining a sufficiently narrow confidence interval (CI) for a model parameter of interest. Suppose 1 in the above one-factor CFA model is of interest, and it is desired to have a confidence interval for 1 no wider than 0.3. To replicate the example that we used to illustrate the concept of exchangeable correlation structure in the text, we specify the standard deviations of X 1 , X 2 , X 3 , and X 4 to be 1.2, 1.5, 1.8, and 2, respectively. Then the following syntax can be used to calculate the necessary sample size: Ͼ SD Ͻ-diag(c(1.2, 1.5, 1.8, 2)) Ͼ rownames(SD)Ͻ-colnames(SD)Ͻ-c("X1","X2","X3","X4") Ͼ Sigma.cfa Ͻ-SD %*% cor.mat %*% SD Ͼ ss.aipe.sem.path(modelϭmodel.cfa, SigmaϭSigma.cfa, desired.widthϭ0.3, which.pathϭ"lam1")
The sample size returned is 349. The argument Sigma refers to the input covariance matrix of the manifest variables, desired.width refers to the desired CI width, and which.path is name of the model parameter of interest. If one desires to have .80 assurance that the CI obtained will be no wider than desired, the argument assurance can be added to the function: Ͼ ss.aipe.sem.path(modelϭmodel.cfa, SigmaϭSigma.cfa, desired.widthϭ0.3, which.pathϭ"lam1", assuranceϭ.80)
The function ss.aipe.sem.path.sensitiv() can be used to conduct a priori Monte Carlo simulations to study how misspecifications of model and/or the covariance matrix of manifest variables affect the effectiveness of sample size planning methods. An example call to this function is Ͼ ss.aipe.sem.path.sensitiv(model, est.Sigma, true.Sigmaϭ est.Sigma, which.path, desired.width, Gϭ1000),
where random data are generated based on the true covariance matrix of manifest variables (true.Sigma) but fit to the proposed model (model), whereas the sample size is planned based on the proposed model and the estimated covariance matrix of manifest variables (est.Sigma). Various properties of the random CI widths can be studied empirically by replicating the process a large number of times (i.e., the argument G).
