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Abstract
In this paper, the authors consider a class of finite dimensional optimal control problems
with state restrictions. These investigations are aimed at utilizable necessary optimality
conditions. The purpose of the paper is twofold: first, to prepare a starting point for fur-
ther investigations on a topic from mechanics begun in [11] and, second, finally to have
a written material that can be used in teaching this somewhat unwieldy subject. The
optimality conditions are derived by transforming the control problem into a Bolza-type
variational problem and then using techniques coming from classical literature in Calculus
of Variations. The results are applied to some modified and generalized problems of Dido
type. The concluding chapter addresses variational problems and integral principles from
Analytical Mechanics under state constraints.
1 Einleitung
In der vorliegenden Arbeit werden notwendige Bedingungen fu¨r ein relativ allgemeines
Optimalsteuerproblem mit Restriktionen S(t, x) ≥ 0 fu¨r die Zustandsvariablen x bei be-
liebigem Relativgrad h von S bereitgestellt und bewiesen.
Fu¨r die Herleitung der notwendigen Optimalita¨tsbedingungen wird das Optimalsteuer-
problem in ein spezielles klassisches Bolzaproblem der Variationsrechnung u¨berfu¨hrt. Fu¨r
dieses werden dann die Strukturen und Beweistechniken der Variationsrechnung genutzt.
Die Arbeit verfolgt mehrere Ziele:
- Bereitstellung der mathematischen Grundlagen und Bedingungen fu¨r die spa¨tere Be-
handlung von Aufgaben aus der Biomechanik in Fortsetzung der Untersuchungen in [11].
- Anwendung in der Lehre. Optimalsteuerprobleme mit Zustandsrestriktionen lassen sich
wegen des aufwendigen Kalku¨ls zeitlich kaum in eine allgemeine einsemestrige Vorlesung
zur Optimalen Steuerung vernu¨nftig integrieren. Die Benutzung eines Preprints erlaubt
Einsichten in Beweisideen und Beweisstrukturen. Es werden Beispiele angeboten.
- Als Nebeneffekt der Arbeit ergibt sich: Es werden Zusammenha¨nge zwischen Variati-




Im Kapitel 2 der Arbeit wird die U¨berfu¨hrung des Optimalsteuerproblems in ein spezielles
Bolzaproblem der Variationsrechnung angegeben. Fu¨r dieses Variationsproblem werden
die notwendigen Optimalita¨tsbedingungen hergeleitet. Die beno¨tigten Existenzaussagen
fu¨r zula¨ssige Vergleichskurven finden sich in [1].
Im Kapitel 3 werden Variationsprobleme bzw. Optimalsteuerprobleme vom Typ Dido im
R2 und R3 mit Zustandsrestriktionen behandelt. Diese sollen (auch) als Vorarbeit zu den
oben erwa¨hnten Problemen aus der Mechanik aufgefaßt werden.
Im Kapitel 4 wird das Variationsprinzip der minimalen Wirkung aus der Analytischen
Mechanik bei geometrischen (holonomen) und bei kinematischen (nichtholonomen) Be-
schra¨nkungen vorgestellt. Gemeinsamkeiten und Unterschiede im Vergleich zu Variations-
problemen mit Zustandsrestriktionen werden diskutiert.
Bei der Behandlung von Optimalsteuerproblemen bzw. Variationsproblemen unter Zu-
standsrestriktionen, insbesondere bei der Formulierung notwendiger Bedingungen, unter-
scheidet man verschiedene prinzipielle Vorgehensweisen:
- Nach [6] werden dafu¨r die Begriffe direkte und indirekte Methode verwendet. Die di-
rekte Methode konstruiert Lagrangefunktionen direkt durch Adjunktion von S aus den
Restriktionen S(t, x) ≥ 0 mit einem Multiplikator ρ. Dabei ergibt sich eine klassische
Schlupfbedingung (ρS = 0). Mit der indirekten Methode wird die Lagrangefunktion durch
Adjunktion von S˙ = S,t+S,x f mit einem Multiplikator ρ¯ erzeugt. Die sich ergebende
Schlupfbedingung ist nichtklassisch ( ˙¯ρS = 0). In der Arbeit wird die indirekte Methode
verwendet, da sie sich besser fu¨r Probleme mit Relativgrad h > 1 verallgemeinern la¨ßt.
- Unterschiedliche Problembehandlungen werden durch die Tatsache verursacht, daß der
Multiplikatorenvektor der Lagrangefunktion fu¨r Extremalenstu¨cke auf dem Rand des zula¨s-
sigen Gebietes (S = 0) nicht eindeutig ist. Eine unterschiedliche Verarbeitung dieser Tat-
sache fu¨hrt jeweils auf notwendige Optimalita¨tsbedingungen mit stetigen bzw. unstetigen
Multiplikatoren λ. Diese Multiplikatoren sind Lo¨sungen der Eulergleichungen zwischen den
Knickstellen von x (und lassen sich dann gegebenenfalls stetig fortsetzen). In der Arbeit
werden notwendige Bedingungen mit stetigen λ begru¨ndet.
Diese notwendigen Bedingungen sind mit denen von [7] bei einem Relativgrad h = 1
vergleichbar (bei anderer Beweismethode). Andere Autoren, z.B. [6] und [10], arbeiten
mit unstetigen λ. Diese λ mu¨ssen in den Verbindungsstellen gewisse Sprungbedingungen
erfu¨llen. In der Regel werden in der Literatur (h = 1)-Probleme behandelt, der Fall h > 1
wird manchmal als Mo¨glichkeit angegeben. Zur Vergleichbarkeit der notwendigen Bedin-
gungen nach direkter und indirekter Methode fu¨r diesen Fall finden sich Bemerkungen und
Sa¨tze in [6].
Die notwendigen Optimalita¨tsbedingungen fu¨r Optimalsteuerprobleme mit Zustandsre-
striktionen in der behandelten Funktionenklasse (x ∈ D1) sind - unabha¨ngig von der
verwendeten Beweismethode - alle nicht sehr “handlich“. Dies liegt aber in der Natur des
Problems begru¨ndet, da Extremalenstu¨cke aus dem Innern und auf dem Rand des zula¨ssi-
gen Gebietes (optimal) verknu¨pft werden mu¨ssen. U¨berlagert wird das Geschehen durch
das Auftreten mo¨glicher Unstetigkeitsstellen der Steuerung u bzw. mo¨glicher Knickstellen
fu¨r die Zustandsvariable x.
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2 Optimalsteuerprobleme mit beschra¨nktem Zustand
2.1 Problemformulierung und notwendige Optimalita¨tsbedingungen
Betrachtet wird das folgende Optimalsteuerproblem
I = g0(t0, x(t0)), T, x(T )) +
∫ T
t0
f0(t, x, u)dt→ min, (1)
x ∈ D1n[t0, T ], u ∈ D0m[t0, T ],
x˙ = f(t, x, u), f : R1+n+m → Rn, (2)
Q(t, x, u) ≥ 0, Q : R1+n+m → Rr, (3)
S(t, x) ≥ 0, S : R1+n → R1, (4)
g(t0, x(t0)), T, x(T )) = 0, g : R2+2n → Rq, q ≤ 2n+ 2. (5)
Das Zielfunktional I charakterisiert das Problem als Bolzaproblem, (2) beschreibt die
Dynamik. Die Ungleichungen in (3) sind im Wesentlichen Steuerbeschra¨nkungen. Q muß
von u abha¨ngen (siehe auch Rangvoraussetzung V3). Es wird angenommen, daß nur ei-
ne Zustandsbeschra¨nkung S(t, x) ≥ 0 (4) vorliegt. Fu¨r S : R1+n → Rk, k > 1 ko¨nnen
die notwendigen Bedingungen sinngema¨ß u¨bertragen werden (siehe Kapitel 4). Dabei ist
zu beachten, daß der Relativgrad der Komponenten von S verschieden sein kann. Die
Gleichungen (5) charakterisieren die zugeho¨rige Mannigfaltigkeit fu¨r die Randvariablen
(t0, x(t0), T, x(T )).
Bezeichnung: Sei h der Relativgrad von S bezu¨glich f : h sei die kleinste Ordnung der
Ableitungen von S la¨ngs des Vektorfeldes f , fu¨r die sich eine explizite Abha¨ngigkeit von u
ergibt. D.h. es gilt mit LfS := S,t+S,x f und LkfS := Lf (L
k−1
f S), k = 2, 3, . . . , L
1
f := Lf ,
(LκfS),u= 0, κ = 1...h− 1, (LhfS),u 6= 0.
R0(t, x, u) := LhfS ist die h-te Ableitung von S la¨ngs f.
Der Relativgrad ist ein Begriff aus der Steuerungstheorie. In der Variationsrechnung heißt
der Relativgrad Ordnung des Problems.
Vereinbarungen:
1. Es wird - so weit wie mo¨glich - die Vektorschreibweise verwendet: x und u sollen Spal-
tenvektoren sein, die Multiplikatoren λ, µ, ρ und die Gradienten Zeilenvektoren.
2. Die Ein- bzw. Austrittsstellen t der Extremalen x(·) in die Randmannigfaltigkeit {(t, x), S(t, x) =
0} von S(t, x) ≥ 0 heißen Verbindungsstellen. Es wird o.E.d.A. angenommen, daß es nur
einen Eintrittspunkt t1 und einen Austrittspunkt t2 gibt. Diese sollen nicht beide auf dem
Rand von [t0, T ] liegen. Es kann t1 = t2 sein. (Falls es mehrere Paare von Verbindungs-




B := {tβ ∈ [t0, T ], tβ Unstetigkeitspunkt vonu(t), β = 3 . . . β0}
C := {t1, t2}, t1, t2 Verbindungsstellen
D := {tγ ∈ [t0, T ] : in tγ findetmindestens ein Aktivita¨tswechsel
der Ungleichungen Q(t, x, u) ≥ 0 statt, γ = β0 + 1 . . . γ0}
Damit ist die Menge der Ausnahmepunkte gleich E := B ∪C ∪D = {ts, s = 1 . . . γ0}. Die
ts mu¨ssen nicht alle verschieden sein.
4. D0m[a, b] := {x : [a, b]→ Rm, x in [a, b] stu¨ckweise stetig}
D1n[a, b] := {x : [a, b]→ Rn, x in [a, b] stetig und stu¨ckweise stetig differenzierbar }
Voraussetzungen:
V 1 : fi(·, ·, ·), ∈ Ch+1(M), i = 1 . . . n, h ≥ 1, Qν(·, ·, ·), f0(·, ·, ·) ∈ C2(M), ν = 1 . . . r,
g0(·, ·, ·, ·), gk(·, ·, ·, ·) ∈ C2(N), k = 1 . . . q,
S(·, ·) ∈ Ch+1(M¯), rg(S,x )max,
M ⊂ R1+n+m, N ⊂ R2n+2, M¯ ⊂ Rn+1, Gebiete
V 2 : MitR0(t, x, u) := LhfS gelte:
es sind nicht mehr alsmUngleichungenQ ≥ 0, S ≥ 0 gleichzeitig aktiv.
Sei r1 ≤ mdie Anzahl der in t aktiven Ungleichungen. Ist (nach Umordnung)
Q1 = 0, . . . Qr1 = 0 fu¨r S > 0 und
Q1 = 0, . . . Qr1−1 = 0, fu¨r S = 0, dann soll in t
rg((Q1, Q2, . . . , Qr1),uµ ) = r1 bei S > 0, und
rg((Q1, Q2, . . . , Qr1−1, R0),uµ ) = r1 beiS = 0 sein.
V 3 : Die Extremalex(t) endet im Innern der durchS(t, x) ≥ 0 beschriebenen
Mannigfaltigkeit. Es gilt also S(T, x(T )) > 0.
(Falls dies nicht erfu¨llbar ist, dann soll S(t0, x(t0)) > 0 sein.)
V 4 : rg(g,(t0,x(t0),T,x(T )) ) = q (max)
Satz 2.1 (notwendige Optimalita¨tsbedingungen)
(x, u) auf [t0, T ] lo¨st das Bolzaproblem (1). . . (5) unter den Voraussetzungen V1. . .V4.
Dann existiert ein Multiplikatorenvektor (l0, l, λ(·), µ(·), ρ(·)) 6= 0∀ t, mit l0 ≥ 0,
l ∈ Rq, λ ∈ D1n[t0, T ], µ ∈ D0m[t0, T ], ρ ∈ D01[t0, T ], so daß mit
H : = l0f0 + λf + µQ + ρR0 und
G : = l0g0 + lg
gilt:
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(i) λ˙ = −H,x auf [t0, T ] \ E, Eulergleichungen,
(ii) 0 = H,u auf [t0, T ], Gradientenbedingung,
(iii) µνQν = 0 auf [t0, T ], ν = 1 . . . r, Schlupfbedingung
(iv) ρ(h)S = 0 auf [t0, T ], ρ(h) : h-te Ableitung nach t, Schlupfbedingung,
(v) fu¨r ρ¯(t) := (ρ1(t), . . . , ρh(t)) mit ρ˙α = −ρα−1, α = 2 . . . h und ρh = ρ
ist: (Sρ1(t))|t0 = 0, ρα(t0) = 0, α = 2 . . . h,
(vi) mit l˜ = −ρ¯(T ) ∈ Rh gilt:

















(vii) G,x(t0)+λ(t0) = 0,









(v) − (vii) sind die Transversalita¨tsbedingungen,
(viii) die verku¨rzte Hamiltonfunktion H˜(t, x, u, λ, ρ) := l0f0 + λf + ρR0
erfu¨llt ein “Maximumprinzip“ /Ungleichung von Weierstraß:
H˜(t, x, u¯, λ, ρ) ≥ H˜(t, x, u, λ, ρ)
fu¨r alle zula¨ssigen u¯ und fu¨r alle t ∈ [t0, T ],
(analog: H(t, x, u¯, λ, ρ)− µQ(t, x, u¯) ≥ H(t, x, u, λ, ρ))
(ix) H(·, x(·), u(·), λ(·), ρ(·)) ∈ D1[t0, t], Knickbedingung,
(x) im Fall h = 1 :
˙˜H(t, x, u, λ, ρ) = H˜,t (t, x, u, λ, ρ) auf [t0, T ] \B, Energiesatz,
(xi) U¨bergangsbedingungen:
l0f0 + λf + ρR0 in (t0, t1) ∪ (t2, T ) stetig
l0f0 + λf in (t1, t2) stetig,
(xii) (l0f0 + λf + ρR0)|t1−0 = (l0f0 + λf)|t1+0
(l0f0 + λf)t2−0 = (l0f0 + λf + ρR0)|t2+0,
(xiii) Vorzeichenbedingungen
µν(t) ≤ 0 fu¨r alle t ∈ [t0, T ],
im Fall h = 1 ist ρ(·) nicht fallend auf [t0, T ],
(xiv) der Multiplikatorenvektor (l0, l, λ, µ, ρ) ist in (t1, t2) nicht eindeutig:
fu¨r R0(t, x, u) =: k¯(t, x) + k(t, x)f(t, x, u) ist
mit (l0, l, λ, µ, ρ) auch (0, 0, c k, 0, c), ∀ c ∈ R
Multiplikatorenvektor (und damit auch die Summe von beiden).
Bemerkung: 1. Man kann c so wa¨hlen, daß z.B. ρ(·) in t2 stetig wird.
2. (iii) bzw. (iv) zusammen mit den Vorzeichenbedingungen fu¨r Q und µ bzw. fu¨r S und
ρ(h) werden auch Komplementarita¨tsbedingungen genannt.
Beweisstruktur:
(A) U¨berfu¨hre das Optimalsteuerproblem (1)-(5) in ein klassisches Bolzaproblem der Va-
riationsrechnung und verwende die dafu¨r bekannten notwendigen Optimalita¨tsbedingungen.
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Statt der Ungleichung S(t, x) ≥ 0 fu¨r zula¨ssige x(·) wird das System
ϕ21(t) := S(t, x(t))
ϕ2(t) := S˙(t, x(t))
...
...
ϕh(t) := S(h−1)(t, x(t))
(6)
benutzt. Dabei sind die Ableitungen la¨ngs der Vektorfeldes f zu bilden (S˙ = LfS). A¨qui-
valent zu (6) wird
S˙ = 2ϕ1ϕ˙1 = ϕ2
S¨ = ϕ˙2 = ϕ3
...
...
S(h) = ϕ˙h = Ro
und
(S − ϕ21)|T = 0
(S˙ − ϕ2)|T = 0
...
(S(h−1) − ϕh)|T = 0
(7)
verwendet. (7) soll zu
g˜(T, x(T ), ϕ(T )) = 0




ϕ˙h = R0(t, x(t), u(t))
fu¨r zula¨ssige (x, u) mit den Anfangsbedingungen (7) ersetzt. Zusammen mit
y˙(t) := u(t)
z˙2ν(t) := Qν(t, x(t), u(t)), ν = 1 . . . r, (Kurzform: z˙
2 = Q),
ergibt sich das Variationsproblem
g0(t0, x(t0, T, x(T )) +
∫ T
t0
f(t, x, y˙)dt → min
mit den Nebenbedingungen
x˙− f(t, x, y˙) = 0
Q(t, x, y˙)− z˙2 = 0
2ϕ1ϕ˙1 − ϕ2 = 0
...
...
ϕ˙h −R0(t, x, y˙) = 0,
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oder zusammengefaßt
R(t, x, x˙, y˙, z˙, ϕ, ϕ˙) = 0
und den Randbedingungen
g(t0, x(t0), T, x(T )) = 0 (8)
g˜(T, x(T ), ϕ(T )) = 0. (9)
Fu¨r w := (x, y, z, ϕ) ∈ D1n+m+r+h[t0, T ] erha¨lt man das Variationsproblem in der klassi-
schen Form als Lagrangeproblem
g0(t0, w(t0), T, w(T )) +
∫ T
t0
f0(t, w, w˙) dt → min
mit
R(t, w, w˙) = 0, wobei R : R1+2n+m+r+2h → Rn+r+h (10)
und
g¯(t0, w(t0), T, w(T )) = 0, g¯ : R2(n+m+r+h)+2 → Rq+h.
(B) Diskussion der Rangbedingungen fu¨r (10),(8) und (9):
Fu¨r S > 0 (ϕ1 6= 0, [t0, t1) ∪ (t2, T ]) ist mit D := Diag (−2z˙1 · · · − 2z˙r)
rg(R,(x˙,y˙,z˙,ϕ˙) ) =

E −f,u 0 0
0 Q,u D 0
0 0 0 2ϕ1





0 −R0,u 0 1

= n+ r + h (max)
nach (V2).
Fu¨r S = 0 (ϕ1 = 0, [t1, t2]) ist fu¨r die verbleibenden Restriktionen
x˙− f(t, x, y˙) = 0
Q(t, x, y˙)− z˙2 = 0
R0(t, x, y˙) = 0
oder
R¯(t, x, x˙, y˙, z˙) = 0
der Rang
rg(R¯,(x˙,y˙,z˙ ) =
 E −f,u 00 Q,u D
0 −R0,u 0
 = n+ r + h (max)
7
nach (V2). Fu¨r die Randbedingungen g = 0 ((8)) und g˜ = 0 ((9)) ist
rg
(










 = q + h (max)
Unter diesen Rangvoraussetzungen lassen sich die notwendigen Optimalita¨tsbedingungen
fu¨r das Variationsproblem formulieren.
(C) Zula¨ssige Vergleichskurvenscharen - die Variation
Betrachte zur Lo¨sung w(·) auf [t0, T ] zula¨ssige D1-Vergleichskurven w(·, b) auf [t0(b), T (b)]
b ∈ R1, die die Einbettungsbedingung w(t, 0) = w(t), t0(0) = t0, T (0) = T erfu¨llen.
Diese Vergleichskurven generieren die zula¨ssigen Variationen (δw(·), δt0, δT ), die stu¨ckwei-
se differenzierbar sind und den linearisierten Nebenbedingungen (Variationsgleichungen)
genu¨gen. Die Existenz zula¨ssiger Vergleichskurven wird durch die Rangbedingungen ab-
gesichert ( siehe auch [1]). Einige Besonderheiten im Innern und auf dem Rand der Akti-
vita¨tsintervalle von S(t, x) ≥ 0 und Q(t, x, y˙) ≥ 0 werden unten diskutiert.
Betrachte die Variation δI des Zielfunktionals I auf der Klasse der zula¨ssigen Variationen.




(f0,x δx+ f0,y˙ δy˙)dt+ f0δt|Tt0 +
∑γ0+β0
s=1 f0δt|ts+0ts−0
+g0,t0 δt0 + g0,x(t0)∆x(t0) + g0,T δT + g0,x(T )∆x(T ) = 0
fu¨r alle Variationen (δw(·), δt0, δT ), die Lo¨sungen des (unterbestimmten) Systems von
Differentialgleichungen
R,x δx+R,x˙ δx˙+R,y˙ δy˙ +R,z˙ δz˙ +R,ϕ δϕ+R,ϕ˙ δϕ˙ = 0,
sowie der linearisierten Randbedingungen g = 0 und g˜ = 0
g,t0 δt0 + g,x(t0)∆x(t0) + g,T δT + g,x(T )∆x(T ) = 0
g˜,T δT + g˜,x(T )∆x(T ) + g˜,ϕ(T )∆ϕ(T ) = 0,
sind. Dabei ist ∆x(t) := δx(t) + x˙(t)δt .
Statt der notwendigen Bedingungen (δI = I fu¨r alle zula¨ssigen Variationen) wird das
Minimalproblem in der Variationsrechnung u¨blicherweise direkt mit Trennungssa¨tzen wei-
terbehandelt ([8] und [1]). Diese fu¨hren auf: ∃ (l0, l, l˜) 6= 0, so daß l0δI + lδg + l˜δg˜ ≥ 0
fu¨r alle zula¨ssigen Variationen (δw, δt0, δT ). Durch spezielle Wahl dieser Variationen er-
geben sich hieraus die notwendigen Bedingungen in Gleichungs- und Ungleichungsform,
insbesondere: Mit den Lagrangefunktionen
F := l0f0 + λ(f − x˙) + µ(Q− z˙2) + ρ1(ϕ2 − 2ϕ1ϕ˙1) + · · ·+ ρh(R0 − ϕ˙h)
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und
G := l0g0 + lg + l˜g˜
muß fu¨r (w, t0, T )∫ T
t0




+G,t0 δt0 +G,x(t0)∆x(t0) +G,T δT +G,x(T )∆x(T ) +G,ϕ(T )∆ϕ(T ) = 0
auf der Menge aller zula¨ssigen Variationen erfu¨llt sein. Wegen ∆w = δw + w˙δt entspricht
dies der Gleichung∫ T
t0
(F,x− ddt(F,x˙ )δx+ ddt(F,y˙ )δy + ddt(F,z˙ )δz + (F,ϕ− ddt(F,ϕ˙ ))δϕ)dt
+(F,x˙∆x+ F,y˙∆y + F,z˙∆z + F,ϕ˙∆ϕ)|Tt0
+
∑β0+γ0
s=1 (F,x˙∆x+ F,y˙∆y + F,z˙∆z + F,ϕ˙∆ϕ)|ts+0ts−0
+(F − x˙F,x˙−y˙F,y˙ −z˙F,z˙ −ϕ˙F,ϕ˙ )δt|Tt0
+
∑β0+s0
s=1 (F − x˙F,x˙−y˙F,y˙ −z˙F,z˙ −ϕ˙F,ϕ˙ )δt|ts+0ts−0
+G,t0 δt0 +G,x(t0)∆x(t0) +G,T δT +G,x(T )∆x(T ) +G,ϕ(T )∆ϕ(T ) = 0.
(11)
(Die Existenz nichttrivialer Multiplikatoren ist fu¨r das Variationsproblem gesichert ([1]
und [8]).)
Fu¨r die Ausnahmepunkte ts ∈ B ∪ C ∪ D folgt wegen der Stetigkeit der zula¨ssigen Ver-
gleichskurven w:
w(ts(b)+, b) = w(ts(b)−, b) ∀ b ∈ U(0),
also
w˙(t+s )δts + δw(t
+
s ) = ∆w(t
+
s ) = ∆w(t
−
s ) = w˙(t
−
s )δts + δw(t
−
s ).
Insbesondere gilt fu¨r ϕ ∈ D1[t0, T ] in t1, t2 wegen ϕ(t) = 0 fu¨r t ∈ [t1, t2]
δϕ(t+1 ) = 0, ∆ϕ(t
+
1 ) = ∆ϕ(t
−
1 ) = 0,
δϕ(t−2 ) = 0, ∆ϕ(t
−
2 ) = ∆ϕ(t
+
2 ) = 0.
Fu¨r t ∈ (t1, t2) folgt
∆ϕ(t) = 0, δϕ(t) = 0.
Fu¨r die Ausnahmepunkte tγ ∈ D ergeben sich fu¨r zν(t),∆zν(t) und δzν(t) analoge Bedin-
gungen.
Die Auswertung von (11) fu¨hrt auf die bekannten notwendigen Optimalita¨tsbedingungen
fu¨r das Bolzaproblem der Variationsrechnung, falls die entsprechenden zula¨ssigen Varia-
tionen beliebig gewa¨hlt werden ko¨nnen.
Fu¨r die Aktivita¨tsintervalle von S(t, x) ≥ 0 bzw. Qν(t, x, u) ≥ 0 sind deshalb wegen
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δϕ = 0 bzw. δz˙ = 0 die δϕ und δz˙ nicht beliebig wa¨hlbar, also sind dort die Eulergleichun-
gen dF,ϕ˙dt = F,ϕ bzw.
dF,z˙
dt = 0 nicht notwendig. Fu¨r die Randpunkte τ dieser Intervalle ist
wegen ∆ϕ(τ) = 0 bzw. ∆zν(τ) = 0 die Stetigkeit von F,ϕ˙ bzw. F,z˙ nicht notwendig.
(D) notwendige Optimalita¨tsbedingungen
(x(·), y(·), z(·), ϕ(·)) auf [t0, T ] minimiert das Variationsproblem. Dann folgt: es existiert
(l0, l, l˜, λ(t), µ(t), ρ(t)) 6= 0, ∀ t, l0 ≥ 0, l ∈ Rq, l˜ ∈ Rh, so daß mit
F = l0f0 + λ(f − x˙)) + µ(Q− z˙2) + ρ1(ϕ2 − 2ϕ1ϕ˙1) + · · ·+ ρh(R0 − ϕ˙h)
und
G = l0g0 + lg + l˜g˜
gilt:
(a) ddtF,x˙= F,x ,
d
dtF,y˙ = F,y = 0 auf [t0, T ] \ E,
(b) ddtF,z˙ν = F,zν = 0 ∀ tmitQν(t, x(t), y˙(t)) > 0,
(c) ddtF,ϕ˙= F,ϕ ∀ tmitS(t, x(t) > 0,
(d) F,x˙ (·), F,y˙ (·) sind stetig auf [t0, T ],
(e) F,ϕ˙ (·) ist stetig ∀ tmitS(t, (x(t)) > 0,
(f) F,z˙ν (·) ist stetig ∀ tmitQν(t, x(t), y˙(t)) > 0,
(g) (F − F,x˙ x˙− F,y˙ y˙ − F,z˙ z˙ − F,ϕ˙ ϕ˙)(·) ist stetig ∀t ∈ [t0, T ],
(h)
G,t0 −(F − F,x˙ x˙− F,y˙ y˙ − F,z˙ z˙ − F,ϕ˙ ϕ˙)|t0 = 0,
G,T +(F − F,x˙ x˙− F,y˙ y˙ − F,z˙ z˙ − F,ϕ˙ ϕ˙)|T = 0,
G,x(t0)−F,x˙ |t0 = 0,
G,x(T )−F,x˙ |T = 0,
F,y˙ |t0 = F,y˙ |T = 0,
F,z˙ |t0 = F,z˙ |T = 0,
F,ϕ˙ |t0 = 0,
F,ϕ˙ |T + G,ϕ(T ) = 0.
(a) - (c) sind die Eulergleichungen, (d) - (g) die Knick- oder Eckenbedingungen und (h)
die Transversalita¨tsbedingungen.
(E) Reformulierung der notwendigen Bedingungen des Variationsproblems mit der Lagran-
gefunktion F fu¨r das Optimalsteuerproblem mit der Hamiltonfunktion H:
Sei
H := l0f0 + λf + µQ+ ρhR0.
Damit ist
F = H − λx˙− µz˙2 − ρhϕ˙h + ρ1(ϕ2 − 2ϕ1ϕ˙1) + · · ·+ ρh−1(ϕh − ϕ˙h−1),
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und es ergeben sich die folgenden Entsprechungen.
Zu (a):
d
dtF,x˙= F,x , −λ˙ = H,x auf [t0, T ] \ E,
d




F,z˙ν = 0, F,z˙ν = −2z˙νµν = const. ∀ tmitQν(t, x(t), u(t)) > 0,
zu (c):
d
dtF,ϕ˙1 = F,ϕ1 , −2d(ρ1ϕ1)dt = −2ρ1ϕ˙1, ρ˙1ϕ1 = 0,
d




dtF,ϕ˙h = F,ϕh , −ρ˙h = ρh−1, also
ρ
(h)
h ϕ1 = 0 oder ρ
(h)S = 0 ∀ t mit S(t, x(t)) > 0 also auch ∀ t ∈ [t0, T ],
zu (d): ϕ und H,u sind stetig fu¨r alle t ∈ [t0, T ],
zu (e):
ρ1ϕ1 (bzw. ρ1), ρ2, . . . , ρh sind stetig∀ tmitS(t, x(t)) > 0,
zu (f): µνQν und damit µν sind stetig ∀ t mit Qν(t, x(t), u(t) > 0,
zu (h):
F,y˙ |T = 0, H,u= 0∀ t ∈ [t0, T ],
F,z˙ν |T = 0, µνQν = 0∀ t ∈ [t0, T ].
Die restlichen Transversalita¨tsbedingungen sind die Bedingungen (v) - (vii) von Satz 2.1.
Zu (g): Wegen F,y˙ = Hu = 0 und F,z˙ = 0 folgt:
l0f0 + λf − ϕ˙1(−2ρ1ϕ1)− ϕ˙2(−ρ2)− · · · − ϕ˙h(−ρh) = l0f0 + λf + ρ1ϕ1 + · · ·+ ρhR0
ist stetig ∀ t ∈ [t0, T ]. Da die ρ und ϕ stetig sind, bleibt: H(t, x, u, λ, ρh) ist stetig
∀ t ∈ [t0, T ].
In den Verbindungsstellen ergeben sich hieraus U¨bergangsbedingungen, z.B. in t1 :
(l0f0 + λf + ρhR0)|t1−0 = (l0f0 + λf)|t1+0.
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Diskussion weiterer notwendiger Bedingungen:
Ausgehend von der Weierstraßschen Ungleichung fu¨r das Variationsproblem wird ein
“Maximumprinzip“ fu¨r das Optimalsteuerproblem hergeleitet :
F (t, x, ϕ, ˙¯x, ˙¯y, ˙¯z, ˙¯ϕ)− F (t, x, ϕ, x˙, y˙, z˙, ϕ˙)
−F,x˙ (t, x, ϕ, x˙, y˙, z˙, ϕ˙)( ˙¯x− x˙)− F,y˙ (·)( ˙¯y − y˙)− F,z˙ (·)( ˙¯z − z˙)− F,ϕ˙ (·)( ˙¯ϕ− ϕ˙)(·) ≥ 0
fu¨r alle zula¨ssigen ( ˙¯x, ˙¯y, ˙¯z, ˙¯ϕ). Da F,y˙ = Fu = 0, F,z˙ = 0 und
( ˙¯ϕ1 − ϕ˙1)F,ϕ˙1 = ( ˙¯ϕ1 − ϕ˙1)(−2ϕ1ρ1) = −ρ1(ϕ2 − ϕ2) = 0,
( ˙¯ϕ2 − ϕ˙2)F,ϕ˙2 = −ρ2(ϕ3 − ϕ3) = 0
...
...
( ˙¯ϕh − ϕ˙h)F,ϕ˙h = ρh(R¯0 −R0),
bleibt mit
H˜(t, x, u, λ, ρh) := l0f0 + λf + ρhR0
H˜(t, x, u¯, λ, ρh) ≥ H˜(t, x, u, λ, ρh) ∀ zula¨ssigen u¯,
also ein Minimumprinzip.
Die Legendre-Clebsch-Bedingung fu¨r das Variationsproblem
ζTF,w˙w˙ ζ ≥ 0 ∀ ζ ∈ Rn+m+r+h mit R,w˙ ζ = 0
fu¨hrt bei spezieller (zula¨ssiger) Wahl von ζ = (0, . . . , 0, ζν , 0, . . . .0), ζν 6= 0, ν : Qν = 0
(aktive Ungleichung) auf
µν ≤ 0, falls Qν(t, x(t), u(t)) = 0.
Wegen µν˜Qν˜ = 0 fu¨r Qν˜(t, x(t), u(t)) > 0 gilt sogar
µν ≤ 0 ∀ ν = 1 . . . r, ∀ t ∈ [t0, T ]
(siehe auch [1]).
Energiesatz
w(t·) auf [t0, T ] lo¨st das Bolzaproblem der Variationsrechnung
g0(t0, w(t0), T, w(T )) +
∫ T
t0
f0(t.w(t), w˙(t)) dt → min
R(t, w(t), w˙(t)) = 0, g(t0, w(t0), T, w(T )) = 0.
Dann folgt: Mit F = l0f0 + λR
∃c ∈ R : (F − F,w˙ w˙)(t) =
∫ t
t0
F,t dτ + c
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([3] s. 205).
Beweis: Wa¨hle fu¨r die Extremale w(·) eine Parameterdarstellung t(τ) = τ, w = w(τ). Das






und die Nebenbedingung die Form R(t(τ), w(τ), w
′(τ)
t′(τ) ) = 0 an. Das urspru¨ngliche Variati-
onsproblem wird zu einem Variationsproblem in Parameterform, fu¨r welches mit einer La-
grangefunktion F˜ := l0f0t′+ λR die Eulergleichungen in integrierter Form gelten mu¨ssen:




F˜ ,t dτ + c1, F˜ ,w′ =
∫ t
t0
F˜ ,w dτ + c2














(l0f0,t+λ′R+ λR,t ) dτ + c1
oder wegen t′ = 1 nach Ru¨cksubstitution
l0f0 − F,w˙ w˙ = F − F,w˙ w˙ =
∫ t
t0
F,t dτ + c1
und aus der zweiten Gleichung
F,w˙ (t, w(t), w˙(t)) =
∫ t
t0
F,w (τ, w(τ), w˙(τ)) dτ.
(F) Zusa¨tzliche notwendige Bedingungen fu¨r den Fall h = 1
Mit Relativgrad h = 1 wird S˙ = S,t+S,x f = R0(t, x, u).
Fu¨r eine Extremale (x(·), u(·)) auf [t0, T ] ist die verku¨rzte Hamiltonfunktion H˜ = l0f0 +
λf + ρhR0 auf [t0, T ] stetig und stu¨ckweise stetig differenzierbar (H˜ ∈ D1[t0, T ],) und es
gilt: es gibt ein c ∈ R, so daß auf [t0, T ]
H˜(t, x(t), u(t), λ(t), ρh(t)) =
∫ t
t0
H˜,t (τ, x(τ), u(τ), λ(τ), ρh(τ)) dτ + c,
also
˙˜H = H˜,t stu¨ckweise.
Beweis: Fu¨r F = l0f0 + λ(f − x˙) + µ(Q− z˙2) + ρh(R0 − ϕ˙) und w = (x, y, z, ϕ) gilt nach
dem Energiesatz
F − F,w˙ w˙ =
∫ t
t0
F,t dτ + c
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mit einem c ∈ R. Berechne F − F,w˙ w˙ im vorliegenden Fall:
F − F,w˙ w˙ = F + λf − F,y˙ y˙ + 2µz˙2 + ρhϕ˙
= l0f0 + λf + ρhR0 = H˜,
da µz˙2 = µQ = 0 und F,y˙ = F,u= 0 ist. Beachtet man noch F,t= H˜,t , so folgt:
∃ c ∈ R : H˜ =
∫ t
t0
H˜,t dτ + c ∀ t ∈ [t0, T ]
bzw. ˙˜H = H˜,t stu¨ckweise. Insbesondere ist H˜ auf [t0, T ] stetig. Fu¨r H˜,t= 0 (autonomes
Problem) ist H˜ = const. auf [t0, T ].
(G) Stetigkeit von µ bzw. ρh in den Aktivita¨tsintervallen von Q bzw. S
Betrachte [t1, t2] mit S = 0. Dort ko¨nnen ho¨chstens r1−1 Ungleichungen Q ≥ 0 aktiv sein.
Es seien dies o.E.d.A. die ersten Q¯ = 0. Fu¨r die restlichen Q˜ gilt Q˜ > 0, also µ˜ = 0. Dann




= r1, d.h., es gibt uˆ ∈ Rr1 mit det((Q¯, R0),uˆ ) 6= 0.
Dann la¨ßt sich
F,uˆ = l0f0,uˆ+λf,uˆ+µ¯Q¯,uˆ+ρR0,uˆ= 0










= −A−1(l0f0 + λf),uˆ . (12)
Dann sind µ¯ und ρ in (t1, t2) stetig, falls die rechte Seite von (12) stetig ist.
Fu¨r Intervalle [tγ , tγ+1], in denen r1 Ungleichungen Qˆ ≥ 0 aktiv sind, gilt Analoges fu¨r die
µˆ(t).
(H) ρ(·) ist nicht fallend auf [t0, T ]
Der Beweis wird in Kapitel 4.1 geliefert.
Spezialfall notwendiger Bedingungen





f0(t, x, u) dt → min, x˙ = f(t, x, u), S(x) ≥ 0,
x ∈ D1n[t0, T ], u ∈ D0m[t0, T ], t0, T fest, h = 1 (S˙ = R0(t, x, u))
mit verschiedenen Randbedingungen:
I x(t0) = x0, x(T ) = xT
II x(t0) frei, x(T ) frei
III xi(t0) = xi0, xi(T ) = xiT , i = 1 . . . n1 < n
xi(t) frei, xi(T ) frei, i = n1 + 1 . . . n
.
Dann ergibt sich nach Satz 2.1:
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Satz 2.2 (x, u) lo¨st (P3). Dann folgt
∃ (l0, λ(t), ρ(t)) 6= 0, ∀t, l0 ≥ 0, λ ∈ D1n[t0, T ], ρ stetig in [t0, t1) ∪ (t2, T ], so daß mit
H = l0f0 + λf + ρS,x f
gilt:
(i) λ˙ = −H,x auf [t0, T ],
(ii)(viii) H,u= 0, H,uu≥ 0
(iv) ρ˙S = 0,
(v) (Sρ)|t0 = 0 ,
(vii) λi(t0) = 0, falls xi(t0) frei,
(λi + ρS,xi )|T = 0 falls xi(T ) frei,
(xi), (xii) H auf [t0, T ] stetig,
(x) H˙ = 0 auf [t0, T ], falls H,t= 0,
(xiii) ρ(·) nicht fallend.
2.2 Eine hinreichende Optimalita¨tsbedingung
fu¨r Optimalsteuerprobleme mit der Ordnung h = 1.
Satz 2.3 (x(·), u(·), l0, λ(·), ρ(·)), l0 = 1, λ ∈ D1n[t0, T ], ρ stu¨ckweise stetig differenzier-
bar, (x, u) zula¨ssig erfu¨lle mit H = f0 + λf + ρR0 die Bedingungen
(1) λ˙ = −H,x auf [t0, T ] \ E,
(2) H(t, x, u¯, λ, ρ) ≥ H(t, x, u, λ, ρ) ∀ zula¨ssigen u¯, ∀ t,
bzw. H,u (t, x, u, λ, ρ) = 0, H,uu (t, x, u, λ, ρ) ≥ 0,
(3) H0(t, x, λ, ρ) := minu¯H(t, x, u¯, λ, ρ) konvex in x,
(4) ρ nicht fallend (ρ˙ ≥ 0 stu¨ckweise).
Dann minimiert (x, u) das Integral I aus (P3).
Beweis: Sei (x¯, u¯) zula¨ssig. Dann folgt:∫ T
t0




(H(t, x¯, u¯, λ, ρ)−H(t, x, u, λ, ρ)− λ( ˙¯x− x˙)− ρ(R0(t, x¯, u¯)−R0(t, x, u)) dt
≥ ∫ Tt0 (H0(t, x¯, λ, ρ)−H0(t, x, λ, ρ) + λ˙(x¯− x)− ρ(R0(t, x¯, u¯)−R0(t, x, u)) dt
+(λ(x¯− x))Tt0
≥ ∫ Tt0 (H,0x (t, x, λ, ρ)(x¯− x)−H,0x (t, x, λ, ρ)(x¯− x) + ρ˙(S(t, x¯)− S(t, x))) dt




ρ˙S(t, x¯) dt ≥ 0,
da λ(T )(x¯(T )−x(T ))−λ(t0)(x¯(t0)−x(t0)) = 0 und (ρ(S(t, x¯)−S(t, x)))|Tt0 = 0 (Festrand
oder Transversalita¨tsbedingung), ρ˙ ≥ 0 und S(t, x¯) ≥ 0.
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3 Beispiele
3.1 Didoprobleme mit Zustandsbeschra¨nkungen
Betrachte eine Klasse isoperimetrischer Probleme vom Typ Dido mit beschra¨nktem Zu-
stand ∫ x1
−x1 f(y(x)) dx → max, y ∈ D1[−x1, x1], f(y) > 0, f ∈ C2, y > 0,
x1 > 0 frei, y(−x1) = y(x1) = r > 0,∫ x1
−x1
√
1 + y′2 dx = L0, S(y(x)) ≥ 0, S,y (y) 6= 0.
Wa¨hlt man fu¨r eine Parameterdarstellung von x und y die Bogenla¨nge s als Parameter
mit der normierten Gesamtla¨nge L0 = 1 und als Steuerung u den Winkel der Tangente
an (x, y(x)) mit der positiven x−Achse, so erha¨lt man statt des Variationsproblems ein
Optimalsteuerproblem mit beschra¨nkten Zustandsvariablen:
(PD)
∫ 1/2
−1/2 f(y)cos u(s) ds→ max, (x, y) ∈ D12[−1/2, 1/2], u ∈ D0[−1/2, 1/2]
y(±1/2) = r, x(±1/2) frei
x˙ = cos u, y˙ = sin u, S(y) ≥ 0, .
(PD) ist vom behandelten Typ (P3) mit Randbedingungen vom Typ III.
Bemerkung: Hier, wie auch bei den folgenden speziellen Variationsproblemen sind nur
Kurven y(x) zugelassen, die schlicht u¨ber der x-Achse liegen. Um auch nichtschlichte
Kurvenstu¨cke zu erfassen, mu¨ßten statt y(x) parametrisierte Kurven (x(t), y(t)) zugelassen
und damit ein Variationsproblem fu¨r Kurven in Parameterdarstellung behandelt werden.
Dies erfolgte aber beim U¨bergang zu (PD). Damit ist der U¨bergang vom Variationsproblem
zum Problem (PD) gleichzeitig eine Erweiterung der Klasse der zula¨ssigen Kurven.
Ordnung des Problems
Die Ordnung des Problems ist h = 1:
S(y) ≥ 0, S˙ = S,y y˙ = S,y sin u = R0, rg(R0,u ) = 1, f u¨r u 6= ±pi2 .
Notwendige Optimalita¨tsbedingungen:
(x, y, u) lo¨st (PD).
Dann folgt: es gibt (l0, λ1, λ2, ρ) 6= 0∀ t, l0 ≥ 0, λi ∈ D1[−1/2, 1/2], so daß mit
H := −l0f(y) cos u + λ1 cos u + λ2 sin u + ρS,y sin u
= (−l0f(y) + λ1) cos u + (λ2 + ρS,y ) sin u
gilt:
λ˙1 = 0 in [−1/2, 1/2] \E,
λ˙2 = l0f,y cos u in [−1/2, 1/2] \E,
H,u = (l0f(y)− λ1) sin u+ (λ2 − ρS,y ) cos u = 0 in [−1/2, 1/2],
ρ˙S = 0, ρ nicht fallend
H = c in [−1/2, 1/2],
H,uu≥ 0.
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Aus H = −H,uu folgt c ≤ 0. Die Gleichungen H,u= 0 und H = c lassen sich nach λ1 und
λ2 auflo¨sen:
λ1 = c cos u+ l0f(y)
λ2 + ρS,y = c sin u.
(13)
Hieraus ergibt sich wegen λ˙1 = 0 und λ1(±1/2) = 0 (TB) ein
Erhaltungssatz
c cos u(s) = −l0f(y(s))∀ s. (14)
Aus (14) la¨ßt sich also ein erstes Integral fu¨r die Extremalen bestimmen.
Fu¨r den Multiplikator ρ ergibt sich aus Eulergleichungen, Transversalita¨tsbedigungen und
Schlupfbedingung fu¨r den
Fall 1
S(y(s)) > 0∀ s ∈ [−1/2, 1/2]: ρ(s) = 0, fu¨r den
Fall 2
S(y(s)) = 0 in [t1, t2] S(y(s)) > 0 sonst:
ρ = 0 in [−1/2, t1), ρS,y +λ2 = 0 in (t1, t2) und ρ = const. in [t2, 1/2] und fu¨r den
Fall 3
Randberu¨hrung in einem Punkt, t1 = t2 :
s ∈ [−1/2, t1) : S(y(s)) > 0, ρ = 0 und s ∈ (t1, 1/2] : S(y(s)) > 0, ρ = c, sowie
S(y(t1)) = 0
Normalita¨t
Annahme: l0 = 0. Da λ1 = 0 ist, folgt fu¨r u(s) 6= ±pi/2 aus H,u= 0 λ2 + ρS,y = 0. Dies
gilt insbesondere fu¨r s = −1/2, wo ρ(−1/2) = 0 gilt. Dann verschwindet (l0, λ1, λ2, ρ) in
s = −1/2 im Widerspruch zur Multiplikatorenregel. Es muß also l0 = 1 sein.
Winkel
Wegen c ≤ 0 und l0 = 1 folgt aus (14) c < 0, also −pi/2 < u(s) < pi/2.
Stetigkeit von u
Fall 1: Wegen ρ = 0 folgt nach (13) u ∈ C0[−1/2, 1/2].
Fall 2: In [−1/2, 1/2] \ (t1, t2) ist u nach (13) stetig. Auf (t1, t2) ist u = 0. Somit ist u auf
[−1/2, 1/2] \ {t1, t2} stetig. Fu¨r die Verbindungsstellen ergibt sich die Stetigkeit von u aus
den notwendigen Bedingungen (13) und (14): Da cosu ∀ s stetig ist, ergibt sich u− = u+
oder u− = −u+ ∀ s. Insbesondere ist u+ = 0 in t1 und u− = 0 in t2. Es folgt u− = u+ = 0
in t1 und in t2 .
Fall 3: t1 = t2
Falls u+ = u− ist, folgt u+ = u− = 0. Fu¨r u+ = −u− folgt nach (13)
λ2(t1) = c sinu− = −c sinu+ = −λ2(t1)− (ρS,y )+
also 2λ2(t1) = −(ρS,y )+.
Der Multiplikator ρ muß nichtfallend sein. Deshalb gilt in t1 ρ− = 0 ≤ ρ+.
Fu¨r ρ+ = 0 folgt λ2(t2) = 0 und nach (13) u+ = u+ = 0.
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Fu¨r ρ+ > 0 sind zwei Fa¨lle mo¨glich:
1. S,y (y(s)) < 0 ∀ s. Dann folgt (ρS,y )+ < 0 und damit λ2(t1) > 0, sowie (ρS,y )+ +
λ2(t1) = −λ2(t1) < 0. Nach (13) ergibt sich c sinu+ < 0, sinu+ > 0, also u+ > 0, u− < 0
im Widerspruch zur einpunktigen Beru¨hrung von unten : In t1 muß y˙− = sinu− ≥ 0 und
y˙+ = sinu+ ≤ 0 sein.
2. S,y (y(s)) > 0 ∀s fu¨hrt analog auf u+ < 0 und u− > 0 im Widerspruch zu y˙− < 0 und
y˙+ > 0.
Also kann u+ = −u− 6= 0 nicht eintreten. Die Extremale beru¨hrt den Rand tangential.
Falls die Extremale die Randmannigfaltigkeit S(y) = 0 beru¨hrt (Fall 3) oder ein Kur-
venstu¨ck der Extremale auf dieser Mannigfaltigkeit liegt (Fall 2), muß die Einmu¨ndung
tangential erfolgen.
Differenzierbarkeit
Da nun sogar u ∈ C0[−1/2, 1/2], folgt y˙ = sinu ∈ C0, also y ∈ C1. Aus (14) folgt dann,
mit u(s) ∈ (−pi2 , pi2 ), u = arccos(−1cf(y)) ∈ C1, falls u 6= 0. Daraus ergibt sich weiter
y ∈ C2 und u ∈ C2, falls u 6= 0. Iterativ folgt
u ∈ C0[−1/2, 1/2] ∩ C∞([−1/2, 1/2] \ {t1, t2}).
Kru¨mmung






Damit ha¨ngt die Kru¨mmung duds der Kurve (x(s), y(s)) nur vom Vorzeichen von f,y ab.
Falls f,y (y(s)) > 0 ist, wird u˙(s) < 0; die Extremale ist rechtswendig.
Fu¨r Randstu¨cke ist u = 0 und u˙ = 0.
Damit kann die Extremale nach Verlassen der Randmannigfaltigkeit nicht wieder auf dem
Rand aufsetzen. Es gibt ho¨chstens ein Paar von Verbindungsstellen oder einen Beru¨hrungs-
punkt.
Falls f,y (y) nicht vorzeichenstabil ist, ko¨nnen eventuell mehr als zwei Verbindungsstellen
auftreten.
Systemgleichungen
Außerhalb der Aktivita¨tsintervalle von S(y) ≥ 0, z.B. in [−1/2, t1) muß also eine Extre-
male dem System
x˙ = cos u
y˙ = sin u
u˙ = 1cf,y (y)
genu¨gen. Die zugeho¨rigen Randbedingungen ergeben sich aus den Randbedingungen fu¨r
y und den entsprechenden U¨bergangsbedingungen in t1.
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Symmetrie
Sei (y, u) Lo¨sung von y˙ = sinu, u˙ = 1cf,y (y) auf (−τ1,−τ2), τi > 0.
Beh.: Mit z(t) := y(−t), v(t) := −u(−t) lo¨st (z, v) die Differentialgleichungen z˙ =
sin v, v˙ = 1cf,y (z) auf (τ1, τ2).
Beweis: Nachrechnen.
Folgerung: Die Extremale (x, y) ist symmetrisch bezu¨glich x = 0. Fu¨r die Verbindungsstel-
len ist t1 = −t2, ein Beru¨hrungspunkt kann nur mit t1 = t2 = 0 bei x = 0 auftreten.
Bemerkung: Die Symmetrie ist nu¨tzlich fu¨r die Integration der Differentialgleichungen der
Extremalen, die auf das s−Intervall [−12 , 0] beschra¨nkt werden kann.
3.2 Didoprobleme im R2
Als erste Anwendung der Ergebnisse des Abschnitts 3.1 betrachten wir zwei Varianten
des klassischen Problems der Dido. In der bekannten anschaulichen Fassung ist in der
ersten Variante der Abstand der Randpunkte der Begrenzungslinie vom Ufer vorgegeben
(r > 0), in der zweiten sind die Randpunkte u¨berhaupt vorgegeben. In beiden Fa¨llen ist
daru¨ber hinaus die Landnahme auf das Innere eines uferparallelen Streifens der Breite
R > 0 beschra¨nkt.
3.2.1 Variationsproblem (isoperimetrisches Problem, freier Rand)
Die erste Variante des klassischen Didoproblems im R2:∫ x1
−x1 y(x)dx→ max, y ∈ D1[−x1, x1],
x1 > 0 frei, y(−x1) = y(x1) = r > 0,
0 < y(x) ≤ R, R > r,∫ x1
−x1
√
1 + y′2dx = 1.
(Klassisch: r = 0, R = +∞.)
Der U¨bergang zum Optimalsteuerproblem nach Lagrange mit beschra¨nkten Zustandsva-
riablen erfolgt nach den Angaben des Abschnitts 3.1:
(P4)
∫ 1/2
−1/2 y(s) cosu(s)ds→ max, (x, y) ∈ D12[−1/2, 1/2], u ∈ D0[−1/2, 1/2],
y(±1/2) = r, x(±1/2) frei,
x˙ = cosu, y˙ = sinu,
y(s) ≤ R, 0 < r < R.
(P4)ist vom behandelten Typ (P3) mit Randbedingungen vom Typ III. Die Ordnung des
Problems ist h = 1:
S(y) = R− y ≥ 0, S˙ = − sinu = R0, rg(Ro,u ) = 1 fu¨r u 6= ±pi2 .
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Notwendige Optimalita¨tsbedingungen:
Sie folgen sofort aus denen in Abschnitt 3.1 unter der Spezialisierung
f(y) = y, S(y) = R− y.
Die zugeho¨rige Auswertung bringt die folgenden Aussagen.
1) Die Extremale ist spiegelsymmetrisch bezu¨glich x = 0. Sie ist eine rechtswendige Kurve
(da f,y (y) = 1 > 0) oder besteht aus zwei rechtswendigen Kurvenstu¨cken und einem
Geradenstu¨ck (y = R).
2) Die Extremale genu¨gt den Differentialgleichungen
(a) x˙ = cosu, y˙ = sinu, u˙ = 1c , s ∈ [−1/2, 1/2] \ [t1, t2],
(b) x˙ = 1, y˙ = 0, u˙ = 0, s ∈ (t1, t2).
Fu¨r hinreichend große R ist (t1, t2) = ∅.
3) Nach dem Erhaltungssatz, c cosu = −y, ist mit α := u(−1/2)
−c = r/ cosα, sowie − c = y(t1) falls ∃t1 ≤ 0, bzw. − c = y(0), falls ¬∃t1.





In diesem Fall geho¨ren zu den Differentialgleichungen (a) die Randbedingungen
y(−1/2) = r, u(−1/2) =: α, x(t1) = t1, y(t1) = R, u(t1) = 0,
und es folgt als Lo¨sung auf dem Intervall [−1/2, t1]
u(s) = − 1R(s− t1),
x(s) = R sin( 1R(s− t1)) + t1, y(s) = R cos( 1R(s− t1)).
Daraus ergibt sich die Kreisgleichung
(x− t1)2 + y2 = R2,
die entsprechenden geometrischen Verha¨ltnisse sind in Abbildung 1 skizziert.
Die Bogenla¨nge des linken Extremalenstu¨cks ist 1/2 = Rα− t1, somit folgt
t1 = R arccos(
r
R










Die Lo¨sung r 7−→ R0(r) ist in Abbildung 2 skizziert.



















Abbildung 2: Unrestringierter Radius R0 u¨ber r
3.2.2 Variationsproblem (isoperimetrisches Problem, Festrand)
Die zweite Variante des klassischen Didoproblems im R2:∫ a
−a y(x)dx→ max, y ∈ D1[−a, a], 0 < a < 1/2,
y(−a) = y(a) = r > 0,
0 < y(x) ≤ R, R > r,∫ a
−a
√
1 + y′2dx = 1.
Das zugeho¨rige Optimalsteuerproblem nach Lagrange mit beschra¨nkten Zustandsvariablen
(P5)
∫ 1/2
−1/2 y(s) cosu(s)ds→ max, (x, y) ∈ D12[−1/2, 1/2], u ∈ D0[−1/2, 1/2],
x(±1/2)=± a, y(±1/2) = r,
x˙ = cosu, y˙ = sinu,
y(s) ≤ R, 0 < r < R.
unterscheidet sich vom Problem (P4) nur durch die festen Randwerte von x. Damit ko¨nnen
alle notwendigen Optimalita¨tsbedingungen von (P4) u¨bernommen werden mit Ausnahme
der Transversalita¨tsbedingungen λ1(±1/2) = 0. Dann bleibt mit λ˙1 = H,x= 0 nur λ1 =
const =: d, und der Erhaltungssatz entha¨lt jetzt zwei Konstanten:
c cosu+ y = d.
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Damit ist auch die Beschra¨nkung u ∈ (−pi2 , pi2 ) nicht mehr zwingend. Bei hinreichend
großem R (kein Kontakt) ist u(0) = 0, y(0) =: y0 < R, im Kontaktfall ist u(0) = 0, y0 =
R. In beiden Fa¨llen folgt aus dem Erhaltungssatz
y0 = d− c ≤ R.
Mit s = −1/2 folgt
c cosα+ r = d.
Daraus resultiert c(1 − cosα) = r − y0 < 0, somit c < 0 und 1 − cosα > 0, also α > 0,
sowie y0 − d = −c > 0, also d < y0 ≤ R.
Die weitere Auswertung der Optimalita¨tsbedingungen bringt die folgenden Aussagen.
1) Die Extremale ist spiegelsymmetrisch bezu¨glich x = 0. Sie ist eine rechtswendige Kurve
(da c < 0) oder besteht aus zwei rechtswendigen Kurvenstu¨cken und einem Geradenstu¨ck
(y = R).
2) Die Extremale genu¨gt den Differentialgleichungen
(a) x˙ = cosu, y˙ = sinu, u˙ = 1c , s ∈ [−1/2, 1/2] \ [t1, t2],
(b) x˙ = 1, y˙ = 0, u˙ = 0, s ∈ (t1, t2).
Fu¨r hinreichend große R ist (t1, t2) = ∅.
3) Im Kontaktfall (t1 ≤ 0) geho¨ren zu den Differentialgleichungen (a) die Randbedingun-
gen
x(−1/2) = −a, y(−1/2) = r, u(−1/2) =: α,
x(t1) = t1, y(t1) = y0 = R, u(t1) = 0.
Bei großem R (kein Kontakt) ist formal t1 = 0 zu setzen. Es folgt als Lo¨sung auf dem
Intervall [−1/2, t1]
u(s) = 1c (s− t1),
x(s) = c sin(1c (s− t1)) + t1, y(s) = −c cos(1c (s− t1)) + d.
Daraus ergibt sich die Kreisgleichung
(x− t1)2 + (y − d)2 = (y0 − d)2.
4) Aus r − d = −c cosα = (y0 − d) cosα ≥ −(y0 − d) ergibt sich die Abscha¨tzung
d ≤ (y0 + r)/2 ≤ (r +R)/2.
Es ist d < r gdw. cosα > 0, d.h., 0 < α < pi2 , es ist r < d gdw. cosα < 0, d.h.,
pi
2 < α <
3pi
2 .
Es ist d = r fu¨r α = pi2 und d = (y0 + r)/2 bei α = pi. Damit sind die (linken) Kreisbo¨gen
bis auf ihren Radius und ihren Mittelpunkt beschrieben.
5) (Auswertung der Geometrie links.) Mit s = −1/2 ist x(−1/2) = −a = c sinα + t1,
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die Bogenla¨nge links ist 1/2 = −t1 − cα, somit gilt 1/2− a = c(sinα − α). Außerdem ist
c cosα = d− r. Mit c = d− y0 folgt
(R− r)α− sinα
1− cosα = 1/2− a, falls y0 = R (Kontakt)
als eine Gleichung zur Bestimmung von α(r,R, a). Danach ko¨nnen
d =
r −R cosα
1− cosα und t1 = −
1
2
+ (R− r) α
1− cosα
berechnet werden.
Im Fall y0 < R (kein Kontakt) ist formal t1 = 0. Dann folgen nacheinander Gleichungen
zur Bestimmung von α, d, y0:
sinα− 2aα = 0,
d = r − 12α cosα,
y0 = r + 12α(1− cosα).









Abbildung 3: Form (linke Ha¨lfte), r=.25, R=.45, a Parameter
3.3 Ein Problem vom Typ Dido im R3
In Vorbereitung der Behandlung einer Klasse von Aufgaben der Kontinuumsmechanik
werden im Folgenden spezielle isoperimetrische Probleme gelo¨st. Gesucht sind, unter ver-
schiedenen Randbedingungen, Rotationsko¨rper (bezu¨glich der x-Achse) mit maximalem
Volumen, deren Meridiane feste Bogenla¨nge 1 besitzen, und deren Radien y(s) der Unglei-
chung r ≤ y(s) ≤ R genu¨gen.
Diese Problematik basiert auf Untersuchungen in [11]. Dort wurden mechanische Bau-
elemente betrachtet, die unverformt kreiszylindrische Gestalt besitzen. Die Mantelfla¨che
ist eine Haut, die in La¨ngsrichtung undehnbar und in Umfangsrichtung elastisch dehn-

























Abbildung 4: Form (linke Ha¨lfte), r,a fix, R Parameter
Fluid verformt sich das Bauelement zu einem Rotationsko¨rper, dessen Gestalt vom inne-
ren Druck p abha¨ngt. Solche Bauelemente ko¨nnen als Segmente biologischer oder ku¨nstli-
cher Wu¨rmer oder als Bestandteile ku¨nstlicher Muskeln angesehen werden. Im Grenzfall
p→∞ entsteht ein Rotationsko¨rper maximalen Volumens. Die beschreibenden Differenti-
algleichungen wurden a.a.O. mittels lokaler Gleichgewichtsuntersuchungen hergeleitet und
numerisch ausgewertet.
In der Folge soll zuna¨chst das Problem maximalen Volumens neu betrachtet werden: nicht
als Grenzfall statischer Probleme, sondern unmittelbar als Optimalsteuerproblem und au-
ßerdem unter den oben erwa¨hnten Restriktionen fu¨r die Radien. Der praktische Hinter-
grund ist somit die Frage nach dem maximalen Volumen eines Wurmsegmentes, das im
Inneren eines starren Rohres vom Radius R liegt. Die Ergebnisse sind Vorbereitungen auf
die Untersuchung von Fu¨llprozessen solcher Segmente innerhalb starrer oder dehnbarer
Rohre in nachfolgenden Arbeiten.





2(x)dx→ max, y ∈ D1[−x1, x1],
x1 > 0 frei, y(±x1) = r > 0,
0 < y(x) ≤ R, R > 0,∫ x1
−x1
√
1 + y′(x)2dx = 1.
Der U¨bergang von diesem Variationsproblem zum Optimalsteuerproblem erfolgt nach den






y2(s) cosu(s)ds→ max, (x, y) ∈ D12[−12 , 12 ], u ∈ D0[−12 , 12 ],
x(±12) frei, y(±12) = r,
x˙ = cosu, y˙ = sinu,
0 < y(s) ≤ R, 0 < r < R.
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Die Ordnung des Problems ist wieder h = 1 und R0 = − sinu.
Notwendige Optimalita¨tsbedingungen
Sie folgen aus denen in Abschnitt 3.1 unter der Spezialisierung
f(y) = y2, S(x, y) = R− y.
Die Extremalen beschreiben hier den Standardmeridian der Rotationsfla¨che. Aus den Op-
timalita¨tsbedingungen ergeben sich die folgenden Aussagen.
1) Die Extremale ist spiegelsymmetrisch bezu¨glich x = 0. Sie ist eine rechtswendige Kur-
ve (da c < 0, f,y (y) = y > 0) oder besteht aus zwei rechtswendigen Kurvenstu¨cken und
einem Geradenstu¨ck (y = R).
2) Die Extremale genu¨gt den Differentialgleichungen
(a) x˙ = cosu, y˙ = sinu, u˙ = 2cy, s ∈ [−12 , 12 ] \ [t1, t2],
(b) x˙ = 1, y˙ = 0, u˙ = 0, s ∈ (t1, t2).
Fu¨r hinreichend große R ist (t1, t2) = ∅.
3) Nach dem Erhaltungssatz, c cosu = −y2, und mit α := u(−12) ist −c = r2/ cosα, wie
auch −c = y2(t1), falls ∃t1 ≤ 0, bzw. −c = y2(0), falls ¬∃t.
Bei genu¨gend kleinem R (Randkontakt, t1 ≤ 0) ist y(t1) = y(0) = R, bei großen R ist
y(0) < R, in jedem Fall ist mit y(0) =: y0
r2
R2















4) Fu¨r den linken Teil der Extremale folgt das Randwertproblem
x˙ = cosu, y˙ = sinu, u˙ = − 2y cosu, s ∈ [−12 , t1))
y(−12) = r, u(−12) =: α,
x(t1) = t1, y(t1) =: y0, u(t1) = 0.
Im Kontaktfall ist t1 ≤ 0, y0 = R, α = arccos( r2R2 ); (Vergleich mit dem Didoproblem im
R2 : im Kontaktfall ist dort α = arccos( rR)). Ist t1 < 0, dann ist die Lo¨sung bis s = 0 mit
x = s, y = R, u = 0 fortzusetzen.
Fu¨r jedes hinreichend große R (kein Kontakt) ist formal t1 = 0, und y0 und α ha¨ngen
nicht von R ab.
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5)Auswertung und Simulationen












1− cos2 u und schließlich
η˙ = 1R
√
1− η4, η(−12) = rR ,
x˙ = η2, x(t1) = t1.
t1 bestimmt sich durch die Forderung
η(t1 − 0) = 1.
Mit bekanntem t1 ist dann die Bestimmung von x eine Quadratur, das ganze Problem
ist auf eine Randwertaufgabe fu¨r η reduziert, die sich ebenfalls durch Quadraturen lo¨sen
la¨sst. Wir verwenden die elliptischen Integrale 1. und 2. Art,










die auf dem Computer leicht handhabbar sind, und setzen




















Mit η = 1 folgt daraus sofort der Punkt t1, fu¨r den u(t1) = 0 und y(t1) = R ist. Also ist




Mit t2 = −t1 ergibt sich die La¨nge des Kontaktintervalls








berechnet sich der Rohrradius R0(r), bei dem einpunktiger Kontakt Meridian-Rohr auf-
tritt, fu¨r R > R0(r) tritt kein Kontakt auf. R0(r) ist damit der Radius des A¨quators bei
maximalem Volumen ohne Restriktion. Damit gilt
y0 =
{
R, falls R ≤ R0(r)
R0(r), falls R > R0(r)

















1 ...dη. Die komplette Parameterdarstellung des Meridians (linke Ha¨lf-
te, s ∈ [−12 , 0]) ist dann
x(η) = −12 + y0{E(η)− E(1)−F(η) + 2F(1)−F( ry0 )}
y(η) = y0η ,
}
η ∈ [ r
y0
, 1],
falls R < R0(r) :
x(η) = {−12 +R(F(1)−F( rR)}(2− η)
y(η) = R
}
η ∈ (1, 2].
Bemerkung: Dass hier η = y/R fu¨r den Extremalenabschnitt s ∈ [−12 , t1) als Kurvenpara-
meter verwendet werden kann, ist durch die strenge Monotonie y(·) ↑Rr gewa¨hrleistet.




y2 cosu ds) berechnet sich mit cosu ds =
dx
dηdη = Rη
2(1− η4)− 12dη als







)4 − 2(F(1)−F( r
R
))}, r < R ≤ R0(r).







Rt1]. Mit ds = R√





1−η4dη, und es folgt
S(r,R) = 2piR{R arccos( r
2
R2
) + 1− 2R(F(1)−F( r
R
))}, r < R ≤ R0(r).
Fu¨r alle R > R0(r) ist





Bemerkung: Alle la¨ngendimensionierten Gro¨ßen sind in den Rechnungen mit der Meridi-
anla¨nge L0 normiert (L0 als La¨ngeneinheit).Bei Meridianla¨nge L0 6= 1 sind s, x, und y
mit L0 zu multiplizieren, V erha¨lt den Faktor L30, S den Faktor L20.
Die Diagramme in den folgenden Figuren ergeben sich unmittelbar aus den vorangegange-
nen Formeln mittels Maple 7. (In [11] hingegen wurden alle Graphiken durch numerische
Integration der Randwertprobleme gewonnen.)
Die drei Abbildungen 5 - 6 zeigen, in Abha¨ngigkeit von r, den maximalen (ohne Restrikti-
on) RadiusR0(r) und die zugeho¨rigen Volumina V(r,R0(r)) und Inhalte der Mantelfla¨chen,































(b) Inhalt der Mantelfla¨che bei R =
R0(r) u¨ber r
Abbildung 6: Volumina und Mantelfla¨cheninhalte
r 7−→ .382210 + .745230r + .060065r2 + .005035r3
eine brauchbare L2-Approximation mit einem relativen Fehler ≤ .42% im Bereich r ∈
[0, 1.5].
Fu¨r Radien r = 0, .25, .5, .75 sind in den folgenden Figuren (Abbildungen 7 und 8) die Vo-
lumina V(r,R), Mantelfla¨cheninhalte S(r,R) und Kontaktla¨ngen lc(r,R) in Abha¨ngigkeit




















(a) Inhalt der Mantelfla¨che bei
maximalem Volumen u¨ber R =











(b) Kontaktla¨nge bei maximalem
Volumen u¨ber R = r...R0(r) fu¨r
r = 0..25, .5, .75
Abbildung 8: Mantelfla¨cheninhalte und Kontaktla¨ngen
Ha¨lfte) der Segmente mit Radien r = .025 und r = .25 unter verschiedenen Restriktionen
(R = r+ k(R0(r)− r)/4, k = 1...4) angegeben. Die zugeho¨rigen Werte der Volumina und
Fla¨cheninhalte sind vermerkt (Abbildung 9).





2(x)dx→ max, y ∈ D1[−a, a], 0 < a < 1/2
y(−a) = y(a) = r > 0,
0 < y(x) ≤ R, R > r,∫ a
−a
√
1 + y′(x)2dx = 1,




2(s) cosu(s)ds→ max, (x, y) ∈ D12[−12 , 12 ], u ∈ D0[−12 , 12 ],
x(±12) = ±a, y(±12) = r,
x˙ = cosu, y˙ = sinu,










(a) Form fu¨r r = .025 und
verschiedene R (Volumina =
.2e−2, .37e−1, .96e−1, .152, .178, Fla¨chen









(b) Form fu¨r r = .25 und
verschiedene R, (Volumina
= .196, .311, .411, .484, .512, Fla¨chen
= 1.571, 2.016, 2.376, 2.652, 2.843)
Abbildung 9: Formen (La¨ngsschnitt, obere Ha¨lfte)
In den Optimalita¨tsbedingungen ist der einzige aber wesentliche Unterschied zum Problem
(P6) das Fehlen der Transversalita¨tsbedingung λ1(−12) = 0. Dies fu¨hrt zu λ1(s) = d ∈ R
und damit zu einem Erhaltungssatz mit zwei Konstanten,
d = c cosu+ y2.
Dies hat zur Folge, dass cosu nicht mehr vorzeichenstabil ist, fu¨r die Steuerung u sind
Werte in [0, 3pi/2) zula¨ssig (vergleiche dazu auch die Ergebnisse in 3.2.2). Dann braucht
zufolge y˙ = sinu aber y(·) nicht mehr monoton zu sein, und η = y/R kann nicht mehr
unbedenklich als Kurvenparameter fu¨r die Extremalen verwendet werden. Monoton bleibt
wegen der Differentialgleichung u˙ = 2y/c die Funktion u(·), und die Durcharbeitung kann
mit Hilfe von u als Kurvenparameter erfolgen.
Die Auswertung wird hier nicht vorgenommen, sondern auf ein nachfolgendes Paper ver-
schoben.
4 Variationsprobleme unter Zustandsrestriktionen
Ziele dieses Abschnitts sind:
1. Diskussion weiterer Extremalprobleme mit verschiedenen Zustandsrestriktionen (Glei-
chungen und Ungleichungen, holonome und nichtholonome Nebenbedingungen)
2. Vorstellung und Diskussion der direkten und der indirekten Methode. Begru¨ndung
der notwendigen Bedingung ρ˙ ≥ 0 (stu¨ckweise) aus Satz 2.1
3. Bezug zu Integralprinzipien der Analytischen Mechanik und Vorstellung des Sonder-
falles mit nichtholonomen Nebenbedingungen
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4. (Deshalb) Beschra¨nkung auf Variationsprobleme, an denen die wesentlichen Struk-
turen schon zu erkennen sind
Die folgenden beiden Sa¨tze finden sich in [7] S.50 ff. Sie sind die Verallgemeinerungen des
klassischen Fundamentallemmas der Variationsrechnung auf die betrachteten Fa¨lle.
Satz 4.1 Seien M(·) und N(·) in D0[a, b] und sei
◦
D1[a, b] := {h ∈ D1[a, b], h(a) =








∃c ∈ R : N(t) =
∫ t
a
M(s) ds+ c ∀t ∈ [a, b]. (16)
Falls (16) gilt, folgt N˙ −M = 0 stu¨ckweise.
Die Beweisidee la¨ßt sich skizzieren: Berechne L(h) fu¨r spezielle zula¨ssige h²: Sei t¯ ∈ [a, b], t¯




² (t− a) a ≤ t ≤ a+ ²,
1 a+ ² ≤ t ≤ t¯− ²,
1
² (t¯− t) t¯− ² ≤ t ≤ t¯,
0 t¯ ≤ t ≤ b.
.
Berechne lim²→0 L(h²) = 0.
Satz 4.2 Seien M(·) und N(·) in D0[a, b] und sei
◦
D1[a, b] := {h ∈ D1[a, b], h(a) =
h(b) = 0}. Dann gilt:
1. L(h) =
∫ b
a (M(t)h(t) +N(t)h˙(t)) dt ≥ 0 ∀h ∈
◦
D1[a, b], h(t) ≥ 0,
⇔ q(t) := N(t) −
∫ t
a
M(s) ds ist nicht wachsend auf [a, b] (17)
⇔ N(β − 0)−N(α+ 0) ≤ ∫ βα M(s) ds ∀ [α, β] ⊂ [a, b]
2. Falls (17) gilt, folgt: N(c+ 0) ≤ N(c− 0) ∀ c ∈ [a, b].
3. Aus (17) folgt fu¨r N ∈ D1 : N˙ −M ≤ 0 stu¨ckweise.
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Beweisidee: Berechne L(h²) fu¨r die in Satz 4.1 benutzte zula¨ssige Funktion h² ≥ 0 und
damit lim²→0 L(h²) ≥ 0.
Folgerungen: Unter den Voraussetzungen der Sa¨tze 4.1 bzw. 4.2 gilt:
1.
∫ b
a (M(t)h(t) +N(t)h˙(t)) dt = 0 ∀h ∈
◦
D1[a, b], h ≥ 0 ⇒
∃c ∈ R : N(t) = ∫ ta M(s) ds+ c ∀t ∈ [a, b]
und N(·) ist stetig und stu¨ckweise stetig differenzierbar,
2.
∫ b
a M(t)h(t) dt = 0 ∀h ∈
◦
D1[a, b] ⇒ M(t) = 0,
3. Zusatz: Falls K ∈ L1[a, b], dann gilt:∫ b
a
K(t)h˙(t) dt = 0 ∀h ∈
◦
D1[a, b] ⇒ K(t) = const.
Siehe z.B. [4], S.42
4.1 Variationsprobleme unter geometrischen (holonomen) Zustandsre-
striktionen




f(t, x, x˙) dt → min, x ∈ D1n[t0, T ], f ∈ C2
x(t0) = x0, x(T ) = xT (Festrand)
S(x) = 0, S : Rn → Rk, k < n,




D1n[t0, T ], S,x δx = 0
Da rg(S,x ) = k ist, gibt es zu jedem x eine regula¨re Untermatrix S,x1 ∈ Rk×k, S,x1 (x) =:
a(x), so daß (nach Umordnung) mit S,x= (a, b), a regula¨r, gilt:
S,x δx = aδx1 + bδx2 = 0 genau dann, wenn









k sind also abha¨ngige Variationen.
Fall 1:




|S,x (x(t))|2 , A ∈ R
n×1
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folgt S,x (x(t))A(t) = 1 ∀ t ∈ [t0, T ].
Spezielle Variationen: Betrachte eine beliebige Variation δx˜ ∈
◦
D1n[t0, T ] und dazu eine
Variation δϕ := S,x δx˜. Es folgt δϕ ∈
◦
D1[t0, T ]. Fu¨r eine Variation δx¯ := Aδϕ, δx¯ ∈◦
D1n[t0, T ], gilt dann S,x δx¯ = S,xAδϕ = δϕ. Eine dritte Variation δx := δx˜ − δx¯ ist
zula¨ssig: S,x δx = S,x δx˜− S,x δx¯ = S,x δx˜− S,xAδϕ = S,x δx˜− δϕ = 0.
Variation des Zielfunktionals
Falls x(·) auf [t0, T ] Problem (P8) lo¨st, folgt:
δI(x, δx) = δI(x, δx˜)− δI(x, δx¯) = 0 ∀ δx˜ ∈
◦







(f,x δx˜+ f,x˙ δ ˙˜x) dt −
∫ T
t0










(f,xA+ f,x˙ A˙) ds+ d (20)
la¨ßt sich der (δϕ, δϕ˙)-Term umformen und die Struktur in Satz 4.1 ausnutzen. Partielle










f,x dτ)A˙ ds+ d. (21)
µ ist dann differenzierbar in allen Teilintervallen [α, β] von [t0, T ], in denen x ∈ C2[α, β].
Mit diesem µ(t) hat der (δϕ, δϕ˙)-Term aus Formel (19) die Gestalt∫ T
t0










(f,x˙Aδϕ˙+ (f,xA+ f,x˙ A˙)δϕ) dt, wobei per Definition∫ T
t0
µ δϕ˙ dt =
∫ T
t0
µ ddt(S,x δx˜) dt =
∫ T
t0
((µ ddtS,x )δx˜+ µS,x δ ˙˜x) dt.
















S,x ) ds+ c, c ∈ Rn (22)
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gelten. Sei S˙(x) = S,x (x)x˙ =: R0(x, x˙), also S,x= R0,x˙ und ddtS,x= S,xx x˙ = R0,x .
Bei Verwendung einer Lagrangefunktion
F := f + ρR0 = f + ρS˙ mit ρ := −µ








F,x˙ = F,x stu¨ckweise.
Dies ist die indirekte Form der notwendigen Bedingungen, da an den Integranden f die
Ableitung S˙ adjungiert wird.
Die direkte Form ergibt sich bei Verwendung von Gleichung (22) und
d
dt




Hieraus folgt fu¨r Intervalle I mit x ∈ C2(I)
d
dt
f,x˙ = f,x−ρ˙S,x .
Benutzt man eine Lagrangefunktion
F˜ := f + νS, ν := ρ˙,
folgt als notwendige Bedingung die direkte Form der Eulergleichungen
d
dt
F˜ ,x˙ = F˜ ,x stu¨ckweise.
Fall 2:
Sei k ≥ 1 beliebig. Nach Gleichung (18) sind von den zula¨ssigen Variationen δx ∈
◦
D1n[t0.T ]




n−k[t0, T ] unabha¨ngig:









(f,x1 B + f,x2 +f,x˙1 B˙)δx2 + (f,x˙1 B + f,x˙2 )δx˙2) dt








µ(t) := f,x˙1 a





−1 − ∫ tt0(f,x˙1 − ∫ τt0 f,x1 ds)(a−1)· dτ + d. (24)
Dann folgt aus Gleichung (23) nach einigen Zwischenschritten∫ T
t0









(f,x2 −µb˙) dτ + e2, e2 ∈ R1×(n−k)
ergibt. Mit R0(x, x˙) = S,x x˙, b = S,x2 = R0,x˙2 , b˙ = R0,x2 und einer Lagrangefunktion




F,x2 dτ + e2. (25)
Es bleibt zu zeigen: Die Gleichung(24) entspricht den ersten k Eulergleichungen.
Nach Satz 4.1 ist Gleichung (24) genau dann erfu¨llt, falls∫ T
t0




k[t0, T ] (26)




k[t0, T ]. Es folgt: δz˙ = (a−1)·δx1 + a−1δx˙1, µδx˙1 = µaδz˙ + µa˙δz
und nach Gleichung (26)∫ T
t0









(f,x1 −µa˙)dτ + e1, e1 ∈ R(1×k). (27)




F,x1 dτ + e1





Satz 4.3 x lo¨st Problem (P8). Dann folgt:




F,x ds+ c ∀ t bzw. ddtF,x˙= F,x stu¨ckweise,
und F,x˙ (·) ist stetig auf [t0, T ] (indirekte Form).
(B) Es gibt ein ν(·) : [t0, T ]→ Rk so daß mit F˜ := f + νS gilt :
d
dt F˜ ,x˙ = F˜ ,x stu¨ckweise, (direkte Form).
Bemerkung:
(1) F˜ ,x˙ (·) ist im Gegensatz zu F,x˙ (·) nicht notwendig stetig. Um die Lo¨sungen der Eul-
ergleichungen zwischen den Knickstellen der Extremalen u¨ber diese Knickstellen hinweg
zu verknu¨pfen, ist die Stetigkeit von F,x˙ (·) nu¨tzlich. Deshalb wird die indirekte Form der
notwendigen Bedingungen bevorzugt verwendet.
(2) Als alternative Methode zur Herleitung notwendiger Bedingungen fu¨r Probleme vom
Typ (P8) kann die Methode aus Kapitel 2 nur dann verwendet werden, wenn x(T ) nicht fest
bzw. mit den neuen Randbedingungen vertra¨glich ist. Die Nebenbedingung S(x(t)) = 0
kann in die a¨quivalente Form
R0(x, x˙) := S˙(x) = S,x x˙ = 0 und S(x(T )) = 0





f(x, x˙) dt → min, x ∈ D1n[t0, T ],
R0(x, x˙) = 0, rg(R0,x˙ ) = rg(S,x ) = max,
x(t0) = x0, S(x(T )) = 0.




f(t, x, x˙) dt → min, x ∈ D1n[t0, T ], f ∈ C2
x(t0) = x0, x(T ) = xT (Festrand)
S(x) ≥ 0, S : Rn → Rk, k < n,
S ∈ C2, rg(S,x (x)) = k.
Zula¨ssige Variationen und Variation des Zielfunktionals:
Fu¨r eine zula¨ssige Kurvenschar x(t, ²) mit x(·, ²) ∈
◦
D1n[t0, T ], x(t, 0) = x(t), x(t, ·) ∈
C2, ² ∈ R+, δx = x,² (·, 0) gilt:
S(x(t, ²)) = S(x(t)) + ²S,x (x(t))δx+
²2
2
δxTS,xx (x¯(t))δx ≥ 0 ∀² ∈ U(0).
Also muß S,x δx ≥ 0 fu¨r ² ≥ 0 sein.




k, δϕ ≥ 0
S,x δx− δϕ = aδx1 + bδx2 − δϕ = 0, a := S,x1 regula¨r nach (P8),
36
oder
δx1 = −a−1(bδx2 − δϕ). (28)
Die Variationen δx1 sind von den δx2 und δϕ abha¨ngig.
Sei x(·) Lo¨sung von (P9). Dann ist mit x²(t) := x(t, ²)
I(x²) ≥ I(x) ∀² ∈ U(0) ∩ R+.
Es folgt δI ≥ 0 fu¨r jedes zula¨ssige δx, also∫ T
t0
(f,x δx+ f,x˙ δx˙) dt ≥ 0 ∀ δx ∈ D1n[t0, T ], mitS,x δx ≥ 0,
bzw. ∫ T
t0
(f,x δx+ f,x˙ δx˙) dt ≥ 0 ∀ (δx, δϕ), mit δϕ ≥ 0 und S,x δx− δϕ = 0. (29)
Fall k = 1 :
Fu¨r die Auswertung der Variationsungleichung δI ≥ 0 werden wieder spezielle zula¨ssige
Variationen δx bzw. δϕ benutzt. Dabei unterscheidet sich das Vorgehen nur in einzelnen
Punkten von der Problembehandlung von (P8).
(A) Betrachte δϕ ∈
◦
D1[t0, T ], δϕ ≥ 0, AT := S,x|S,x|2 , δx¯ := Aδϕ, δx¯ ∈
◦
D1n[t0, T ]. Es folgt:
S,x δx¯ = S,xAδϕ = δϕ ≥ 0, also ist δx¯ zula¨ssig. Mit beliebigem δx˜ ∈
◦
D1n[t0, T ], wa¨hle
speziell δϕ := S,x δx˜ und damit ein δx¯ := Aδϕ. Dann ist δz := δx˜− δx¯ (speziell) zula¨ssig:
S,x δz = S,x δx˜− S,xAδϕ = S,x δx˜− δϕ = 0.
Notwendige Bedingungen
Die Variationsungleichung δI(x, δx) ≥ 0 ∀ δx mit S,x δx ≥ 0 wird, da mit δz auch −δz
zula¨ssig ist (S,x (−δz) = 0) zur Variationsgleichung δI(x, δz) = 0.
Damit lassen sich die Berechnungen und Strukturen bei der Auswertung von δI(x, δx) = 0




(f,xA+ f,x˙ A˙) ds+ d




F,x ds+ c ∀t ∈ [t0, T ].




((f,x δx¯+ f,x˙ δ ˙¯x) ds =
∫ T
t0
(f,xA+ f,x˙ A˙)δϕ+ f,x˙Aδϕ˙) dt ≥ 0
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fu¨r alle δϕ ∈
◦




(f,xA+ f,x˙ A˙) ds+ d
ist nicht wachsend, also ρ := −µ nicht fallend.
(C) Dieses µ la¨ßt sich durch partielle Integration in die Form (21) bringen. Fu¨r Intervalle
I = (α, β) ⊂ [t0, T ] mit S(x(t)) > 0∀ t ∈ I ist f,x˙−
∫ t
t0
f,x ds konstant. Folglich gilt dort
µ˙ = 0. Der Multiplikator µ und damit auch ρ = −µ ist bei inaktiver Ungleichung S(x(t)) >
0 konstant. Zusammen mit S = 0 in den Aktivita¨tsintervallen folgt die Schlupfbedingung
ρ˙(t)S(x(t)) = 0 ∀ t ∈ [t0, T ].
Fall 2: (k ≥ 1)
Betrachte Variationen δx, δϕ, fu¨r die nach Gleichung (28) gilt:








k[t0, T ], δϕ ≥ 0.
Fu¨r diese Variationen muß nach Ungleichung (29)∫ T
t0
(f,x δx+ f,x˙ δx˙) dt ≥ 0 ∀ (δx, δϕ) mit S,x δx− δϕ = 0, δϕ ≥ 0
bzw. ∫ T
t0
((f,x1 B + f,x˙1 B˙ + f,x2 )δx2 + (f,x˙2 +f,x˙1 B)δx˙2
+(f,x1 a
−1 + f,x˙1 (a−1)·)δϕ+ f,x˙1 a−1δϕ˙) dt ≥ 0
sein.




F,x dτ + d, mit F = f + ρR0.
Fu¨r δx2 = 0 bleibt∫ T
t0
((f,x1 a
−1 + f,x˙1 (a
−1)·)δϕ+ f,x˙1 a
−1δϕ˙) dt ≥ 0, δϕ ≥ 0.
Hierfu¨r liefert Satz 4.2:





−1 + f,x˙1 (a
−1)·) dτ nicht wachsend auf [t0, T ]
(komponentenweise). Dieses q ist aber nach Gleichung (24) gleich µ. Also folgt: Der Mul-
tiplikator ρ = −µ in der Lagrangefunktion F ist nicht fallend (komponentenweise).
Die Schlupfbedingung ρ˙κSκ = 0, κ = 1 . . . k ergibt sich mit gleicher Schlußweise wie beim
Fall k = 1 unter Verwendung der Gleichung (24). Es folgt
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F,x ds+ d ∀ t bzw.
d
dtF,x˙= F,x stu¨ckweise Eulergleichungen
(ii) Sκ(x(t))ρ˙κ(t) = 0 ∀ t, κ = 1 . . . k Schlupfbedingung
(iii) F,x˙ (·) stetig auf [t0, T ] Knickbedingung
(iv) ρ(·) nicht fallend Monotonie.
Dies ist die indirekte Form der notwendigen Bedingungen. Die direkte Form ergibt sich in
Analogie zu den U¨berlegungen, die auf Satz 4.3 fu¨hrten.




F˜ ,x ds+ d ∀ t bzw.
d
dt F˜ ,x˙= F˜ ,x stu¨ckweise Eulergleichungen




ν ds nicht wachsend (ν ≤ 0) Monotonie,
Bemerkungen:
(1) Die Bemerkung (1) nach Satz 4.3 u¨ber die Stetigkeit der F,x˙ (·) bzw. F˜ ,x˙ (·) ist auch
hier angebracht.
(2) Nicht betrachtet wurden Knick- bzw. Stetigkeitsbedingungen fu¨r F − F,x˙ x˙.
(3) Die Bedingung (iv) im Satz 4.4 wurde fu¨r Variationsprobleme gezeigt. Fu¨r ein Opti-
malsteuerproblem∫ T
t0
f0(t, x, u) dt → min, x ∈ D1n[t0, T ], u ∈ D0m[t0, T ],
x˙ = f(t, x, u), x(t0) = x0, x(T ) = xT ,
S(x) ≥ 0, S : Rn → Rk, k < n, S ∈ C2, rg(S,x ) = k
Q(t, x, u) ≥ 0, Rangbedingungen fu¨r Q,u
siehe Voraussetzungen V2, V3 in Kap, 2.1
mit l0 = 1 (Normalita¨t) und h = 1 (Ordnung) la¨ßt sich auf diese Weise durch Ver-
gleich der notwendigen Bedingungen bei der direkten und indirekten Methode mit H1 =
f0 + λf + µQ + νS bzw. H2 = f0 + λf + µQ + ρS˙ zeigen: ρ nicht fallend. Dies ist der
fehlende Beweisteil von Satz 2.1. (1) Die Bedingung (iv) im Satz 4.4 ist fu¨r einfache Va-
riationsprobleme der fehlende Beweisteil von Satz 2.1.
(4) Wa¨hlt man die Beweismethode nach Kapitel 2 fu¨r Probleme mit S(x(t)) ≥ 0, wird
fu¨r eine zula¨ssige Kurve die A¨quivalenz von S(x(t)) =: ϕ2(t) mit der Differentialgleichung
R0(x, x˙)− 2ϕϕ˙ = S,x (x)x˙− 2ϕϕ˙ = 0 und der zugeho¨rigen Randbedingung (S−ϕ2)|T = 0
benutzt. Diese muß mit den eventuell gestellten sonstigen Randbedingungen fu¨r x(T ) ver-
tra¨glich sein.
(5) Bei der Arbeit mit den Schlupfbedingungen bedenke man, daß die Aktivita¨tsintervalle
der Komponenten Sκ natu¨rlich verschieden sein ko¨nnen.
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(6) Am Ende dieses Kapitels wird das Lagrange-d’Alembert-Prinzip der Analytischen Me-
chanik angegeben:
Gesucht ist ein x ∈ D1n[t0, T ], so daß
(P10) δI(x, δx) = δ
∫ T
t0
f(x, x˙) dt = 0 ∀ δx mit a(x)δx ≥ 0 bzw. a(x)δx = 0,
bei gegebenem a(·), a(x) ∈ Rk×n, k < n, rg(a(x)) = k.
Diesem Problem ist im Allgemeinen kein Extremalproblem I(x)→ extr zuzuordnen. Bei
der Herleitung der Sa¨tze 4.4 und 4.5 wurde jedoch nicht von der speziellen Struktur von S,x
als Ableitung von S Gebrauch gemacht. Deshalb kann man dort formal a(x) := S,x (x)
setzen. Dann liefern die Sa¨tze 4.4 und 4.5 die notwendigen Bedingungen auch fu¨r das
Problem (P10):








4.2 Variationsprobleme unter kinematischen (nichtholonomen) Zustands-
restriktionen
Insbesondere in der Mechanik kommen bei Variationsproblemen Nebenbedingungen (Zwangs-
bedingungen) der Form
a(x)x˙ = 0, bzw.
a(x)x˙ ≥ 0, a(x) ∈ Rk×n mit rg(a(x)) = k < n
vor. Sie heißen nichtholonom, wenn folgendes gilt:
@S(x) : S,x (x)x˙ = 0 ⇔ a(x)x˙ = 0,
dh., @S : S,x ∈ span{a}, d.h, a(x)x˙ = 0 ist nicht (vollsta¨ndig) integrierbar.
Formuliert man ein Variationsproblem mit solchen Nebenbedingungen
(P11)
∫ T
t0 f0(t, x, x˙) dt → min, x ∈ D1n[t0, T ], Festrand
a(x)x˙ = 0 bzw. a(x)x˙ ≥ 0,
so la¨ßt sich dies auf einfache Weise als Optimalsteuerproblem auffassen:∫ T
t0 f0(t, x, u) dt → min, x ∈ D1n[t0, T ], u ∈ D0n[t0, T ] Festrand
x˙ = u, a(x)u = 0 bzw. a(x)u ≥ 0.
Hier sind statt der Zustandsvariablen die Steuervariablen beschra¨nkt (Q(t, x, u) ≥ 0, siehe
P1). Solche Probleme sind aber in der Regel einfacher zu lo¨sen.
Im Kontext der Integralprinzipien der Mechanik (z.B. beim Prinzip der kleinsten Wir-
kung) gibt es gravierende Unterschiede bei der Behandlung von Problemen mit geome-
trischen (holonomen) und kinematischen (nichtholonomen) Zwangsbedingungen. Fu¨r ho-
lonome Zwangsbedingungen der Form S(x) = 0 bzw. S(x) ≥ 0 besagt das Prinzip, daß
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L(x, x˙) dt → extremal, x ∈ D1n[t0, T ], Festrand,
S(x) = 0 bzw.S(x) ≥ 0,
ergibt. Die Lagrangefunktion L ist die Differenz aus kinetischer und potentieller Energie
des mechanischen Systems. Durch S(x) = 0 bzw. S(x) ≥ 0 werden geometrische Zwangs-
bedingungen beschrieben. Als notwendige Bedingungen fu¨r den extremalen Charakter von
x ergeben sich
δI(x) = 0, ∀ δx : δx ∈
◦
D1n, S,x δx = 0bzw. S,x δx ≥ 0
(zula¨ssige Variationen). Solche zula¨ssigen Variationen sind die virtuellen Verru¨ckungen der
Mechanik. Die sich hieraus ergebenden Eulergleichungen sind die Bewegungsgleichungen
des Systems.
Im nichtholonomen Fall (also nichtintegrable kinematische Restriktionen der Form a(x)x˙ =
0 bzw. a(x)x˙ ≥ 0), wird ein anderes Prinzip zur Gewinnung der Bewegungsgleichungen
postuliert.
Lagrange-d´Alembert Prinzip
Sei L eine Lagrangefunktion im Sinne der Mechanik. Dann wird bei kinematischen Re-





L(x, x˙) dt = 0 ∀ δx ∈
◦
D1n[t0, T ] mit a(x)δx = 0, bzw. a(x)δx ≥ 0
bestimmt (z.B. [5], [9]). Dieses Prinzip fu¨hrt auf Eulergleichungen
dL,x˙
dt
− L,x = ρa(x) =: F,
wobei F die aus den kinematischen Nebenbedingungen resultierende Reaktionskraft ist.
Das Prinzip entspricht keinem klassischen Variationsproblem, da die Variationen δx mit
a(x)δx = 0 nicht notwendig zula¨ssige Variationen im Sinne der Nebenbedingungen sein
mu¨ssen. Zula¨ssige Variationen wa¨ren δx¯ mit
a,x x˙δx¯+ aδ ˙¯x = 0. (30)
Mit Variationen δx, die a(x)δx = 0 erfu¨llen, sind Funktionen x(t, ²) = x(t) + ²δx nicht
notwendig zula¨ssig bzgl. a(x)x˙ = 0.










L(x, x˙) dt = 0 mit a(x)δx ≥ 0
bereitgestellt (siehe Bemerkung (6) nach Satz 4.5, wobei formal S,x durch a(x) zu ersetzen
ist).
Geht man in (P8) bzw. in (P9) von den Variationsgleichungen (statt von der Extremal-
aufgabe) aus, ergibt sich die Vorschrift zur Gewinnung der Eulergleichungen (Bewegungs-
gleichungen) auch fu¨r die nichtholonomen Fa¨lle.
Bemerkung
Eine Mechanik fu¨r Probleme mit nichtholonomen Nebenbedingungen, die durch Extrema-
len des Wirkungsintegrals bzgl. aller im (klassischen Sinn) zula¨ssigen Variationen δx¯ nach
Gleichung (30) aufgebaut wird, nennt Arnold in [2] Vaconomic Mechanics.
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Post scriptum
Sollte ein aufmerksamer Leser dieses Papieres gewisse orthographische Unregelma¨ßigkeiten
entdecken, so mo¨ge er selbige im Vergleich zum mathematischen Inhalt bitte als minder
relevant klassifizieren. Die Autoren selbst verstehen diese als bescheidenen privaten Beitrag
zum derzeit etwas desolaten Zustand des fo¨deralen deutschen Rechtschreibemarktes.
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