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Résumé
Le problème de satisfiabilité (SAT) est le premier
problème de décision à avoir été montré NP-complet.
Il est central en théorie de la complexité. Une for-
mule mise sous forme CNF contient un nombre inté-
ressant de symétries. En d’autres termes, la formule
reste invariante si l’on permute quelques variables. De
telles permutations sont les symétries de la formule
et leurs éliminations peuvent conduire à une preuve
plus courte pour la satisfiabilité. D’autre part, de nom-
breuses améliorations ont été apportées dans les sol-
veurs actuels. Les solveurs de type CDCL sont aujour-
d’hui capables de résoudre de manière efficace des
problèmes industriels de très grande taille (en nombre
de variables et de clauses). Ces derniers utilisent des
structures de données paresseuses, des politiques de
redémarrage et apprennent de nouvelles clauses à
chaque échec au cours de la recherche. Bien que l’uti-
lisation des symétries et l’apprentissage de clauses
s’avèrent être des principes puissants, la combinai-
son des deux n’a encore jamais été exploitée. Dans
cet article, nous allons montrer comment la symétrie
peut être utilisée afin d’améliorer l’apprentissage dans
des solveurs de type CDCL. Nous avons mis en ap-
plication l’apprentissage par symétries dans MiniSat
et nous l’avons expérimenté sur différents problèmes.
Nous avons comparé MiniSat avec et sans apprentis-
sage par symétries. Les résultats obtenus sont très en-
courageants et montrent que l’utilisation des symétries
dans l’apprentissage est profitable pour des solveurs à
base de CDCL.
Abstract
The satisfiability problem (SAT) is shown to be
the first decision NP-complete problem. It is central in
complexity theory. A CNF formula usually contains an
interesting number of symmetries. That is, the formula
remains invariant under some variable permutations.
Such permutations are the symmetries of the formula,
their elimination can lead to make a short proof for a
satisfiability proof procedure. On other hand, many im-
provements had been done in SAT solving, Conflict-
Driven Clause Learning (CDCL) SAT solvers are now
able to solve great size and industrial SAT instances
efficiently. The main theoretical key behind these mo-
dern solvers is, they use lazy data structures, a res-
tart policy and perform clause learning at each fail
end point in the search tree. Although symmetry and
clause learning are shown to be powerful principles for
SAT solving, but their combination, as far as we now, is
not investigated. In this paper, we will show how sym-
metry can be used to improve clause learning in CDCL
SAT solvers. We implemented the symmetry clause
learning approach on the MiniSat solver and expe-
rimented it on several SAT instances. We compared
both MiniSat with and without symmetry and the re-
sults obtained are very promising and show that clause
learning by symmetry is profitable for CDCL SAT sol-
vers.
1 Introduction
Krishnamurthy a introduit dans [23] le principe de sy-
métrie dans le calcul propositionnel et a montré que cer-
tains problèmes peuvent avoir des preuves plus courtes en
augmentant la règle de résolution par les symétries. Les sy-
métries pour les contraintes booléennes ont été étudiées de
manière détaillée dans [7, 8, 9].
Les auteurs ont montré comment les détecter et ont
prouvé que leur exploitation apporte une amélioration
considérable sur plusieurs algorithmes de déduction au-
tomatique. Par la suite, de nombreux travaux sur les sy-
métries ont été développés. Par exemple, l’approche sta-
tique utilisée par James Crawford et al. dans [10] pour des
théories de logique propositionnelle consiste à ajouter des
contraintes exprimant la symétrie globale du problème.
Cette technique a été améliorée dans [1] et étendue à la
programmation logique en nombres entiers 0-1 dans [2].
Bien que la symétrie ait été introduite en logique propo-
sitionnelle, elle a été investie davantage en programmation
par contraintes ces dernières années. La notion d’interchan-
geabilité dans les CSPs est introduite dans [14] et la symé-
trie pour les CSPs est étudiée plus tôt dans[26, 6].
Puisqu’un grand nombre de contraintes pouvait être
ajouté dans l’approche statique, en CSPs, certains cher-
cheurs ont proposé d’ajouter ces contraintes au cours de
la recherche. Dans[4, 16, 17], les auteurs enregistrent
quelques contraintes conditionnelles qui retirent la sy-
métrie de l’interprétation partielle en cas de retour ar-
rière. Dans[13, 12, 27, 15], les auteurs proposent d’utili-
ser chaque sous-arbre comme nogood afin d’éviter l’ex-
ploration d’interprétations symétriques. Le groupe d’arbres
d’équivalence conceptuelle pour l’élimination de valeurs
symétriques est introduit dans [28].
Après cela, T. Walsh étudia dans [30] divers propaga-
teurs afin de casser des symétries notamment ceux agissant
simultanément sur les variables et les valeurs.
Le problème de satisfiabilité est générique. De nom-
breux problèmes dans d’autres domaines peuvent se ré-
duire à un test de satisfiabilité par exemple la déduction au-
tomatique, la configuration, la planification, l’ordonnance-
ment, etc. . Plusieurs méthodes d’élimination de symétries
sont introduites. Parmi elles, les approches statiques[10, 1,
2] qui éliminent les symétries globales du problème ini-
tial et les approches dynamiques[7, 8, 9] qui détectent et
cassent les symétries locales à chaque noeud de l’arbre pen-
dant la recherche. Ces deux approches se sont avérées pro-
fitables pour la résolution du problème SAT.
D’autre part, de nombreuses améliorations sont appa-
rues ces dernières années autour des solveurs SAT. Ces
derniers utilisent de meilleures structures de données, l’ap-
prentissage de clauses [29, 31], le retour arrière non chro-
nologique [29, 21] et différentes politiques de redémarrage
[18, 20, 3]. Il a été montré que l’apprentissage est une no-
tion importante [5, 19, 24, 25] qui améliore grandement
lâefficacité des solveurs. L’utilisation des symétries est tout
aussi utile pour les solveurs SAT mais n’a jamais été utili-
sée dans l’apprentissage de clauses.
Dans cet article, nous présentons une nouvelle approche
pour l’apprentissage qui utilise les symétries du problème.
Cette méthode consiste, dans un premier temps, à détecter
toutes les symétries globales du problème et de les utiliser
lorsqu’une nouvelle clause (clause assertive) est déduite au
cours de la recherche. Cela nous permet de déduire toutes
les clauses assertives symétriques du problème. L’appren-
tissage par symétrie est différent des approches consistant à
éliminer les symétries globales du problème. Ces dernières
sont des méthodes statiques qui ajoutent en prétraitement
des clauses afin d’éliminer les interprétations symétriques
du problème. L’approche que nous proposons ici est dy-
namique. Elle génère, au cours de la recherche, toutes les
clauses symétriques des différentes clauses assertives afin
d’éviter l’exploration de sous-espaces isomorphes. L’avan-
tage de cette méthode est qu’elle n’élimine pas les modèles
symétriques comme pour les méthodes statiques. Elle évite
d’explorer des sous-espaces correspondant aux no-goods
symétriques de l’interprétation partielle courante.
Cet article est organisé de la façon suivante : dans la
deuxième partie, nous présentons le contexte des permu-
tations et du problème de satisfiabilité. La troisième partie
définit la symétrie et donne les résultats théoriques sur la
symétrie que nous utilisons pour l’apprentissage. Nous dé-
crivons ensuite comment utiliser la symétrie dans des sol-
veurs de type CDCL. Nous l’avons ensuite implanté dans
un solveur SATmoderneMiniSat[11] 1 et nous l’avons éva-
lué sur différents problèmes. La sixième partie synthétise
les résultats : nous comparons MiniSat avec et sans sy-
métrie lors de l’apprentissage. Enfin, nous apportons une
conclusion et présentons quelques-unes des perspectives de
ces travaux.
2 Contexte et définitions
2.1 Logique propositionnelle
Nous supposons que le lecteur est familier avec le calcul
propositionnel. Nous donnons ici une courte description.
Soit V un ensemble de variables propositionnelles. Les
variables propositionnelles seront distinguées des littéraux
qui sont des variables propositionnelles avec une valeur
d’affection 1 ou 0 qui signifie respectivement V rai ou
Faux. Pour une variable propositionnelle `, il y a deux
littéraux : le littéral positif ` et le négatif :`.
Une clause est une disjonction de littéraux
`1 _ `2 _ : : : _ `n. Une formule F est mise sous
forme normale conjonctive (CNF) si et seulement si c’est
une conjonction de clauses.
Une interprétation d’une CNFF est une correspondance
I définie de l’ensemble des variables de F dans l’ensemble
fV rai; Fauxg. Nous pouvons considérer I comme l’en-
semble des littéraux interprétés. La valeur d’une clause
`1 _ `2 _ : : : _ `n dans I est à V rai, si la valeur V rai
est affectée à au moins un de ses littéraux dans I ; sinon,
elle est à Faux. Par convention, nous définissons la valeur
de la clause vide (n = 0) à Faux.
1. L’apprentissage par symétrie est générique. Il peut être utilisé dans
n’importe quel solveur qui fait de l’apprentissage
La valeur I[F ] est V rai si la valeur de chaque clause
de F est à V rai, Faux sinon. Une formule CNF F est
satisfiable s’il existe une interprétation I qui affecte la va-
leur V rai à F , sinon elle est insatisfiable. Dans le pre-
mier cas, I est appelé modèle de F . Une formule G est
une conséquence logique d’une formule F si F implique
G et est notée F  G. Si une interprétation I est définie
seulement sur un sous-ensemble de variables de F , alors
elle est appelée interprétation partielle. Elle est appelée un
no-good si I[F ] = Faux. Généralement, les solveurs SAT
manipulent une interprétation partielle I qui est constituée
d’un sous-ensemble de littéraux de décisions D et d’un
sous-ensemble de littéraux propagés P par propagation
unitaire (I = D [ P ). Plus précisement, une interprétation
partielle est un produit I=
Qm
i=1h(xi); yi;1; yi;2; : : : ; yi;kii
formé parm littéraux de décisions xi et tous leurs littéraux
propagés ordonnés yi;1; yi;2; : : : ; yi;ki . Le niveau d’affec-
tation d’un littéral de décision xi pour une interprétation
I (noté level(xi)) est son ordre d’affectation i dans I , et
tous ses littéraux propagés yi;1; yi;2; : : : ; yi;ki ont le même
niveau d’affectation i.
2.2 Permutations
Soit 
 = f1; 2; : : : ; Ng pour un entierN , où chaque en-
tier peut représenter un littéral d’une formule CNF F . Une
permutation de 
 est une correspondante bijective  de 

à 
 qui est généralement représentée comme un produit de
cycles de permutations. Nous dénotons par Perm(
) l’en-
semble de toutes les permutations de 
 et  la composition
de la permutation de Perm(
). La paire (Perm(
); )
forme le groupe de permutation de 
. En d’autres termes,
 est fermé et associatif, l’inverse d’une permutation est
une permutation et la permutation identique est l’élément
neutre. Une paire (T; ) forme un sous-groupe de (S; ) si
et seulement si T est un sous-ensemble de S et constitue
un groupe sous l’opération .
L’orbite !Perm(
) d’un élément ! de 
 sur lequel
le groupe Perm(
) agit est !Perm(
)={! : ! =
(!);  2 Perm(
)}.
Un ensemble générateur du groupe Perm(
) est un
sous-ensemble Gen(
) de Perm(
) tel que chaque
élément de Perm(
) peut être écrit comme une
composition d’éléments de Gen(
). Nous écrivons
Perm(
)=< Gen(
) >. Un élément de Gen(
) est ap-
pelé un générateur. L’orbite de ! 2 
 peut être calculée à
partir de l’ensemble des générateurs Gen(
).
3 Symétrie et apprentissage
3.1 Symétrie
Nous rappelons la définition de la symétrie qui est don-
née dans [7, 8]
Définition 1 Soit F une formule propositionnelle sous
forme CNF et LF l’ensemble de ses littéraux. 2. Une symé-
trie de F est une permutation  définie sur LF telle que :
1. 8` 2 LF ; (:`) = :(`),
2. (F) = F
En d’autres termes, une symétrie d’une formule est une
permutation des littéraux de cette formule la laissant inva-
riante. Si nous notons par Perm(LF ) le groupe de permu-
tations de LF et par Sym(LF )  Perm(LF ) le sous-
ensemble de permutations de LF qui sont les symétries
de F , alors Sym(LF ) est trivialement un sous-groupe de
Perm(LF ).
Définition 2 Soit F une formule, l’orbite d’un littéral ` 2
LF sur lequel le groupe de symétries Sym(LF ) agit est
`Sym(LF )={(`) :  2 Sym(LF )}
Exemple 1 Soit F l’ensemble des clauses suivantes :
F=fa _ b _ c;:a _ b;:b _ c;:c _ a;:a _ :b _ :cg
,1 et 2 deux permutations définies sur l’ensemble
complet LF de littéraux apparaissant dans F comme suit :
1=(a; b; c)(:a;:b;:c)
2=(a;:a)(b;:c)(c;:b)
1 et 2 sont deux symétries de F , puisque
1(F)=F=2(F). L’orbite du littéral a est aSym(LF )=
{a; b; c;:a;:b;:c}. Nous voyons que tous les littéraux
sont dans la même orbite. Par conséquent, ils sont tous
symétriques.
La propriété principale d’une symétrie  2 Sym(LF )
d’une formule F , est qu’elle conserve l’ensemble de ses
modèles. Formellement, B. Benhamou et al [7, 8] ont in-
troduit la propriété suivante :
Proposition 1 Étant données une formule F et une symé-
trie  2 Sym(LF ), si I est un modèle de F , alors (I) est
un modèle de F .
De plus, une symétrie  transforme chaque no-good I de
F en un no-good (I).
3.1.1 Détection de symétries
Nous avons utilisé Bliss [22] afin de détecter les symé-
tries d’une formule CNF F . Bliss est un outil pour calculer
le groupe d’automorphisme d’un graphe.
Dans [10, 1, 2], les auteurs montrent que chaque formule
CNF F peut être représentée par un graphe GF construit
de la manière suivante :
2. L’ensemble des littéraux LF contient chaque littéral et sa négation
– chaque variable booléenne est représentée par deux
sommets (sommets littéraux) dans GF : le littéral
positif et le littéral négatif. Ces deux sommets sont
connectés par une arête dans le graphe GF .
– chaque clause dont la longueur est supérieure à deux
est représentée par un sommet(un sommet clause).
Une arête connecte ce sommet à chaque sommet re-
présentant un littéral de la clause.
– chaque clause binaire est représentée par une arête qui
connecte les deux sommets littéraux de cette clause.
Nous n’avons pas besoin d’ajouter de sommet clause
pour les clauses binaires.
Une propriété importante du graphe GF est qu’elle pré-
serve le groupe des symétries de F . En d’autres termes,
le groupe des symétries Sym(LF ) de la formule F est
identique au groupe d’automorphisme Aut(GF ) de sa
représentation graphique GF . Pour cela, nous utilisons
Bliss sur GF afin de détecter le groupe de symétries
Sym(LF ) de F . Bliss retourne un ensemble de généra-
teurs Gen(Aut(GF )) du groupe d’automorphisme duquel
nous pouvons déduire toutes les symétries de F . Bliss
offre la possibilité de colorer les sommets du graphe. Un
sommet peut être permuté avec un autre sommet de la
même couleur. Deux couleurs sont utilisées dans GF , une
pour les sommets correspondant aux clauses de F et une
autre pour les littéraux de LF . Cela permet de distinguer
les sommets clauses des sommets littéraux et de préve-
nir ainsi des permutations entre des clauses et des litté-
raux. Les sources de Bliss sont disponibles à l’adresse
(http ://www.tcs.hut.fi/Software/bliss/index.html).
c2
¬aa
¬bb
c ¬c
c1
FIGURE 1 – Le graphe GF correspondant à F
Considérons par exemple la formule F donnée dans
l’exemple 1. Son graphe associé GF est donné à la figure
1. Les sommets clauses sont représentés par des boîtes et
les sommets littéraux par des ellipses. Le groupe d’auto-
morphismes de GF est identique au groupe des symétries
de F . Nous pouvons noter que les deux symétries 1 et 2
de la formule F de l’exemple 1 peuvent être vues comme
des automorphismes du graphe GF correspondant.
3.2 Apprentissage par symétries (SLS)
La clé principale des solveurs SAT est la propagation
unitaire. Étant donné une formule F , nous écrivons F `U
` pour indiquer que le littéral ` peut être dérivé de F en
utilisant la propagation unitaire. Une formule CNF F est
U-inconsistant si et seulement si F `U Faux, sinon F est
U-consistent. Maintenant, nous pouvons résumer les défi-
nitions d’une clause assertive, d’un littéral assertif et le ni-
veau assertif d’une clause.
Définition 3 Soit F une formule CNF, c = `1 _ `2 _    _
`k _x une clause de F , et I une interprétation partielle de
F avecm littéraux de décision. La clause c est une clause
assertive si et seulement si I[c] = Faux, level(x) = m et
8i 2 f1; : : : ; kg, level(`i) < m. Le littéral x est le littéral
assertif de c et le niveau assertif de c est le plus haut niveau
de ses autres littéraux (le littéral assertif n’est pas inclus).
Nous introduisons le lemme suivant que nous utiliserons
afin de prouver nos résultats sur les clauses assertives sy-
métriques.
Lemme 1 Soit F une formule CNF et  une symétrie
de F . Si I=h(x); y1; y2; : : : ; yni est une interprétation
partielle constitué par le seul littéral de décision x et
tous ses littéraux propagés ordonnés y1; y2; : : : ; yn, alors
(I)=h((x)); (y1); (y2); : : : ; (yn)i, level(x) dans I
est identique à level((x)) dans (I), et 8i 2 f1; : : : ; ng,
level(yi) dans I est identique à level((yi)) dans (I).
Preuve 1 Pour montrer ceci, nous devons prouver que si
F ^ x `U yi,
alors nous avons F ^ (x) `U (yi) pour tout i 2
f1; : : : ; ng.
Nous le prouvons par induction sur i. Pour i = 1 nous
devons montrer que si
F ^ x `U y1 alors F ^ (x) `U (y1).
Nous avons F ^ x `U y1 par hypothèse. Cela signifie
qu’il existe une clause c 2 F
tel que c = :x _ y1. Comme  est une symétrie de F ,
alors (c) = :(x) _ (y1) est une clause de F . Cela
implique que F ^ (x) `U (y1).
Supposons maintenant que la propriété est vraie jusque
i   1, nous devons montrer qu’elle est vraie pour i. Nous
supposons que F ^ x `U yi, et devons montrer que F ^
(x) `U (yi).
De F ^ x `U yi nous déduisons qu’il existe une clause
c 2 F telle que c =  _ yi où   :x _ :y1 _ :y2 _
   _ :yi 1. Par conséquent (c) = () _ (yi) est
une clause de F telle que ()  :(x) _ :(y1) _
:(y2) _    _ :(yi 1). Comme F ^ x `U yi, alors
F ^ x `U yj ;8j 2 f1; _;i   1g. Par hypothèse, nous
avons F ^ (x) `U (yj);8j 2 f1; : : : ; i   1g. Il est
maintenant trivial que F ^ (x) `U (yi). Il est aussi
évident que level(x) dans I est identique à level((x))
dans (I), et 8i 2 f1; : : : ; ng, level(yi) dans I est iden-
tique à level((yi)) dans (I).
Du lemme précédent, nous pouvons déduire la proposi-
tion suivante.
Proposition 2 Étant données une formule CNF F et une
symétrie  de F , si I=Qmi=1h(xi); yi;1; yi;2; : : : ; yi;kii est
une interprétation partielle composée dem littéraux de dé-
cisions xi et tous les littéraux ordonnés associés propagés
yi;1; yi;2; : : : ; yi;ki par propagation unitaire, nous avons
alors (I)=
Qm
i=1h((xi)); (yi;1); (yi;2); : : : ; (yi;ki)i,
et 8x 2 I; level(x) in I est identique à level((x)) dans
(I).
Preuve 2 La preuve peut être dérivée par application
du précédent lemme de manière récursive sur les litté-
raux de décision xi et leurs littéraux propagés associés
yi;1; yi;2; : : : ; yi;ki .
Maintenant, nous introduisons la principale propriété sur
la symétrie que nous utiliserons pour améliorer l’apprentis-
sage dans les solveurs SAT de type CDCL.
Proposition 3 Étant données une CNF F , une sy-
métrie  de F , et une interprétation partielle
I=
Qm
i=1h(xi); yi;1; yi;2; : : : ; yi;kii constituée de m
littéraux de décision xi et leurs littéraux ordonnés propa-
gés yi;1; yi;2; : : : ; yi;ki . Si c = `1 _ `2 _    _ `k _ x est
une clause assertive correspondant à I avec x son littéral
assertif, alors (c) est une clause assertive correspondant
à l’interprétation partielle symétrique (I) avec (x)
comme littéral assertif.
Preuve 3 Nous devons montrer que (I)[(c)] = Faux,
level((x)) = m et 8i 2 f1; : : : ; kg, level((`i)) < m
dans (I). Par hypothèse, c est une clause assertive cor-
respondant à I , donc I[c] = Faux. Comme  est une sy-
métrie, on a (I)[(c)] = Faux. De la proposition 2, nous
pouvons vérifier la condition du niveau : level((x)) = m
et 8i 2 f1; : : : ; kg level((`i)) < m dans (I).
Cette propriété permet aux solvers CDCL d’ajouter en
même temps la clause assertive par rapport à I et toutes les
clauses assertives symétriques (c). Cela permet d’éviter
de parcourir des sous-espaces isomorphiques correspon-
dant à l’interprétation partielle symétrique (I) de I . Les
expérimentations qui vont suivre montreront que cette pro-
priété améliore considérablement l’efficacité des solveurs
CDCL.
Le cas le plus intéressant est lorsque la clause asser-
tive est réduite à un mono-littéral. Nous pouvons déduire
par symétrie tous les littéraux appartenant à l’orbite de ce
mono-littéral et ainsi propager directement tous les litté-
raux opposés de cet orbite. Formellement, nous avons la
propriété suivante :
Proposition 4 Étant données une CNF F et une inter-
prétation partielle I , si ` est une clause assertive uni-
taire, alors pour tout `0 2 `Sym(LF ), `0 est une clause
assertive unitaire et F est satisfiable si et seulement si
(F ^ :`
^
`i2`Sym(LF )
:`i) est satisfiable.
Preuve 4 La proposition est un cas particulier de la pro-
position 2.
Le schéma d’apprentissage par symétrie (SLS) est alors
un schéma classique d’apprentissage (SL) incluant les deux
propriétés sur les symétries qui permettent d’inférer des
clauses assertives symétriques afin de booster l’apprentis-
sage. Dans ce qui suit, nous montrons comment ce schéma
est implanté dans un solveur CDCL.
4 Avantages de la symétrie dans des al-
gorithmes de recherche
Dans cette partie, nous présentons la façon dont le nou-
veau schéma d’apprentissage par symétrie (SLS) peut être
ajouté aux solveurs CDCL. Ce nouveau solveur moderne
est basé sur la propagation unitaire, l’apprentissage de
clauses [29, 31] par symétrie, une politique de redémarrage
[18] et du retour arrière non-chronologique [29, 21]. Dans
l’algorithme 1 présenté ci-dessous, nous décrivons cette
procédure avec l’ajout de la symétrie. Le pseudo-code de
cette procédure (appelé SCLR) est basé sur celui présenté
dans [25].
Tout le background théorique de base, par exemple, la
séquence des points de décicionD, le niveau d’assertion, le
retour arrière non-chronologique et les redémarrages sont
les mêmes que les algorithmes classiques à base de CDCL
[25]. Si I = D [ P est une interprétation partielle de la
formule F , alors l’état correspondant à I dans l’arbre de
recherche du solveur SAT considéré est donné par S =
(F ;  ;D) où D = (`1; `2; : : : ; `k) est l’ensemble ordonné
des littéraux de décision de I et `i est le littéral de décision
au niveau i.   est une CNF telle que F    .
Un état S = (F ;  ;D) est U-inconsistant, respective-
ment U-consistant, si et seulement si F ^   ^ D est U-
inconsistant, respectivement U-consistant. Les clauses de
  sont des clauses assertives qui sont ajoutées à la formule
initiale F exprimant les interprétations partielles générées
qui sont des no-goods.
La principale différence entre la procédure SCLR que
nous proposons et les procédures classiques de type CDCL
et l’implantation des deux propositions 3 et 4 dans SCLR
(lignes 10 à 14). En effet, lorsqu’il y a une interprétation
partielle conflictuelle I et que l’ensemble des points de dé-
cision D est non vide, une clause assertive c est déduite
et deux cas sont testés : si la clause assertive c est uni-
taire(ligne 10), alors tous les littéraux symétriques (litté-
raux de son orbite, ligne 11) sont alors ajoutés à   (ligne
14) et leur négation est propagée à la racine de l’arbre
de recherche. Si la clause assertive c n’est pas unitaire
(ligne 12), alors c et toutes les clauses symétriques (c)
induites par les générateurs  2 Gen(Sym(LF )) (ligne
13) sont ajoutées à   (ligne 14). Pour des raisons d’effica-
cité, dans notre implantation, nous limitons la génération
de clauses symétriques (non unitaires) à celle produites par
l’ensemble des générateurs du groupe de symétries de la
formule.
Algorithm 1: SCLR : solveurs SAT avec apprentissage
par symétries et redémarrages
entrée: Une formule CNF F
sortie : Une solution de F ou unsat si F n’est pas
satisfiable
1 D    hi // Littéraux de décision;
2      vrai // Clauses apprises;
3 while vrai do
4 if S = (F ;  ;D) est U   inconsistant then
5 // Il y a un conflit.
6 if D = hi then
7 return unsat
8 c   une clause assertive de S
9 m   le niveau assertif de c
10 if c est unitaire then
11 A   f` j ` 2 cSym(LF )g
12 else
13 A   f(c)j 2 Gen(Sym(LF ))g
14       
^
c2A
c
15 D    Dm // les m premières
décisions
16 else
17 // Pas de conflit.
18 if redémmarage then
19 D    hi
20 S = (F ;  ;D)
21 Choisir un littéral ` tel que S 0 ` et S 0 :`
22 if ` = null then
23 return D // satisfiable
24 D    D; `
Nous avons choisi pour notre implantation le solveur
MiniSat[11] auquel nous avons ajouté l’apprentissage par
symétrie. Cependant, notre approche est générique et peut
donc être utilisée dans d’autres solveurs de type CDCL.
Nous présentons les résultats expérimentaux dans la partie
suivante.
5 Expérimentation
Nous étudions les performances de notre approche par
une analyse expérimentale. Nous avons pour cela choisi
Minisat Minisat+SymCDCL
Instance #V : #C Noeuds Temps Noeuds Temps
chnl10_12 240 : 1344 2009561 67.26 28407 1.58
chnl10_13 260 : 1586 3140061 128.68 29788 1.92
chnl11_12 264 : 1476     >1200 246518 18.44
chnl11_13 286 : 1742     >1200 185417 15.20
chnl11_20 440 : 4220     >1200 61287 7.84
fpga10_8_sat 120 : 448 264 0.00 463 0.00
fpga10_9_sat 135 : 549 250 0.00 494 0.01
fpga12_11_sat 198 : 968 421 0.00 982 0.02
fpga12_12_sat 216 : 1128 403 0.00 343 0.00
fpga12_8_sat 144 : 560 390 0.00 568 0.01
fpga12_9_sat 162 : 684 383 0.00 1089 0.03
fpga13_10_sat 195 : 905 499 0.00 2311 0.06
fpga13_12_sat 234 : 1242 335 0.00 336 0.00
fpga13_9_sat 176 : 759 408 0.00 603 0.01
hole7 56 : 204 10123 0.08 233 0.00
hole8 72 : 297 40554 0.37 8323 0.15
hole9 90 : 415 202160 2.69 15184 0.35
hole10 110 : 561 1437244 27.54 73844 2.10
hole11 132 : 738 23096626 778.46 249897 9.49
hole12 156 : 949     >1200 837072 43.23
Urq3_5 46 : 470 9403639 79.09 1830 0.04
Urq4_5 74 : 694     >1200 18442 0.61
Urq5_5 121 : 1210     >1200 1798674 167
TABLE 1 – Résultats sur quelques instances SAT
certaines instances afin de tester notre méthode d’appren-
tissage par symétrie. Nous nous attendons à ce que l’ap-
prentissage par symétrie soit profitable aux solveurs pour
des problèmes réels. Nous avons testé et comparé Mi-
niSat et MiniSat avec apprentissage par symétrie (Mini-
Sat+SymCDCL) sur plusieurs instances.
D’abord, nous avons exécuté les deux méthodes sur dif-
férentes instances comme les FPGA (Field Programmable
Gate Array),Chnl (Allocation de fréquences), Urq (Urqu-
hart) and Hole (Pigeon) qui possèdent des symétries. En-
suite, nous testons ces deux méthodes sur des problèmes de
coloration de graphes difficiles. Pour finir, différents pro-
blèmes des dernières compétitions SAT sont testés. Nous
comparons les performances en nombre de noeuds et en
temps CPU. Le temps nécessaire pour le calcul des symé-
tries du problème initial est ajouté au temps CPU total pour
MiniSat+SymCDCL. Le code est écrit en C++ et compilé
sur un Pentium 4, 2.8 GHZ avec 1 Gb de RAM.
5.1 Résultats sur différents problèmes symé-
triques
Le tableau 1 montre la comparaison de notre approche
avecMiniSat sur des problèmes SAT connus. Les colonnes
nous donnent le nom de l’instance, la taille (#V=#C), le
nombre de noeuds de l’arbre de recherche et le temps CPU
utilisé pour trouver la solution.
Le tableau 1 montre que notre approche Mini-
Sat+SymCDCL est en général meilleure que MiniSat tant
en temps qu’en nombre de noeuds sur les problèmes Hole
et Chnl. Pour les instances FPGA, nous obtenons des ré-
sultats similaires en temps. Ceci est dû au fait que ces pro-
blèmes sont satisfiables et MiniSat arrive à trouver une so-
lution rapidement. Les problèmes Urq sont plus difficiles
que les problèmes FPGA ou les problèmes Chnl. Nous
voyons que MiniSat n’est capable de résoudre que le pre-
mier problème alors que notre approche permet de les ré-
soudre tous efficacement.
5.2 Résultats sur les problèmes de coloration de
graphe
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FIGURE 2 – Courbes des noeuds et temps CPU deMiniSat
et MiniSat+SymCDCL sur des problèmes de coloration de
graphe générés aléatoirement pour n = f35; 45; 55g et d =
0:5
Les problèmes de coloration de graphe aléatoires sont
générés selon les paramètres suivants :
(1) le nombre de sommets du graphe (n), (2) le nombre
de couleurs (Colors) et (3) la densité du graphe (d), qui
est un réel compris entre 0 et 1 correspondant au ratio du
nombre de contraintes du graphe sur le nombre total de
contraintes possibles. Les paramètres n, Colors et d étant
fixés, nous générons 100 problèmes aléatoirement et les
résultats (temps CPU moyen , nombre de noeuds moyen)
sont reportés. Le temps limite est fixé à 800 secondes pour
résoudre l’instance.
Nous reportons à la figure 2 les résultats pratiques de
MiniSat, et MiniSat+SymCDCL, sur trois classes de pro-
blèmes où le nombre de variables (les sommets du graphe)
est fixé à 35, 45 et 55 respectivement et où la densité est
fixée à (d = 0:5). La grande courbe de la figure 2 re-
présente le temps CPU moyen en fonction du nombre de
couleurs pour les deux méthodes et pour chaque classe de
problème. La petite courbe reporte le nombre moyen de
noeuds.
Des deux courbes, nous remarquons qu’en moyenneMi-
niSat+SymCDCL explore moins de noeuds que MiniSat et
les résout plus rapidement. L’apprentissage de clauses par
symétrie est profitable autour de la région difficile de ces
problèmes et notre méthode MiniSat+SymCDCL peut ré-
soudre des problèmes contenant 55 sommets dans le temps
imparti, alors queMiniSat n’y arrive pas. Ceci explique que
nous ne reportons pas les courbes deMiniSat (pour 55 som-
mets)à la figure 2.
5.3 Résultats sur des problèmes des dernières
compétitions SAT
Nous présentons les résultats des deux méthodes (Mini-
Sat et MiniSat+SymCDCL) sur 180 classes de problèmes
issues des dernières compétitions SAT. Le temps CPU li-
mite est fixé à 1200 secondes pour la résolution de chaque
problème. Notre premier but est ici de trouver des pro-
blèmes contenant des symétries et de regarder le compor-
tement de l’apprentissage par symétrie sur ces derniers.
La sélection des problèmes s’est faite en recherchant si
le problème comporte des symétries globales. Si c’est le
cas, nous la sélectionnons. Sinon nous utilisons le prétrai-
tement de MiniSat et nous testons la présence de symé-
trie sur le problème simplifié. La figure 3 montre la com-
paraison de MiniSat+SymCDCL et MiniSat en nombre de
noeuds (figure du bas) et en temps CPU (figure du haut)
sur les 180 problèmes selectionnés. Sur les deux figures,
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FIGURE 3 – Temps CPU et nombre de noeuds sur quelques
problèmes SAT
Minisat Minisat+SymCDCL
Instance #V : #C Noeuds Temps Noeuds Temps
cmu-bmc-barrel6 2306 : 8931 101246 4.09 14256 0.62
counting-easier-php-012-010 120 : 672 3565803 151.89 106726 4.28
gus-md5-04 68679 : 223994 3542 6.08 2724 3.22
gus-md5-05 68827 : 224473 4811 20.29 3044 12.00
gus-md5-06 68953 : 224868 18311 53.74 10256 28.35
gus-md5-07 69097 : 225325 37867 165.98 16583 101.22
gus-md5-09 69487 : 226581 103672 1050.09 68221 747.90
gus-md5-10 69503 : 226618     >1200 97146 1143.27
mod2-3cage-9-12 87 : 232 9533790 76.14 19204 0.42
mod2-3cage-9-14 87 : 232 8754084 68.79 7490 0.18
pmg-11-UNSAT 169 : 562 18562286 911.78 9474789 439.57
Q32inK09 36 : 7938 452083 43.08 19195 2.55
Q32inK10 45 : 38430 380172 126.41 14059 5.98
Q32inK11 55 : 139590 376321 477.15 14543 16.20
TABLE 2 – Résultats sur certains problèmes
l’axe des y (resp. l’axe des x) représente les résultats de
MiniSat+SymCDCL (resp. MiniSat). Un point sur la figure
du haut (respectivement figure du bas) représente le temps
CPU (respectivement le nombre de noeuds) des deux sol-
veurs pour un problème donné. La projection du point sur
l’axe des y (resp. l’axe des x) représente la performance de
MiniSat+SymCDCL (resp.MiniSat) en temps CPU pour la
figure du haut et en nombre de noeuds pour la figure du bas.
Les points en dessous de la diagonale indiquent que Mini-
Sat+SymCDCL est meilleur que MiniSat. Les points aux
alentours de la diagonale montrent des résultats similaires
et les points au dessus indiquent que MiniSat est meilleur.
Nous voyons à la figure 3 qu’il existe de nombreux pro-
blèmes où MiniSat+SymCDCL est meilleur que MiniSat.
Sur certains problèmes, MiniSat est meilleur que Mini-
Sat+SymCDCL en temps CPU. Cela arrive généralement
lorsque le problème admet une solution. MiniSAT trouve
rapidement celle-ci.
Le tableau 2 donne le détail des résultats des deux mé-
thodes sur certains problèmes issus des dernières compé-
titions SAT pour lesquels MiniSat+SymCDCL est meilleur
que MiniSat, tant en temps CPU qu’en nombre de noeuds.
Nous remarquons que MiniSat+SymCDCL résout l’ins-
tance gus-md5-10 alors que MiniSat n’y parvient pas dans
le temps imparti.
6 Conclusion et perspectives
Dans cet article, nous augmentons l’apprentissage des
clauses par symétries. Nous introduisons un nouveau
schéma d’apprentissage (SLS) qui peut être utilisé par
n’importe quel
solveur SAT à base de CDCL. L’apprentissage par symé-
trie permet, en plus de l’ajout de la clause assertive dans un
noeud de l’arbre de recherche, d’ajouter toutes les clauses
assertives symétriques. Considérer les clauses assertives
symétriques permet d’éviter aux solveurs SAT d’explorer
des sous-espaces isomorphiques. Nous avons implanté le
schéma d’apprentissage par symétrie (SLS) dans MiniSat
et avons expérimenté MiniSat et MiniSat avec le schéma
SLS sur une grande variété de problèmes. Les premiers ré-
sultats expérimentaux sont très encourageants, et montrent
que l’utilisation de la symétrie dans l’apprentissage est pro-
fitable sur la plupart des problèmes testés.
Comme amélioration future, nous chercherons à trouver
une bonne stratégie de suppression de clauses qui préser-
vera les clauses symétriques apprises pendant la recherche.
Actuellement, MiniSat peut supprimer des clauses asser-
tives symétriques qui peuvent être utiles pour couper des
sous-espaces isomorphes.
Un autre point est que seules les symétries du problème
initial (symétries globales) sont utilisées dans ce schéma
d’apprentissage. Nous prévoyons d’étendre ce schéma
d’apprentissage à l’exploitation des symétries locales, qui
peuvent être détectées au cours de la recherche.
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