Abstract. We study orbital functions associated to Kleinian groups acting on hyperbolic spaces, continuing to investigate their connection with heat kernels using tools borough from Selberg's theory of radial operators.
Introduction
Let us denote by H d the hyperbolic space of dimension d ≥ 2. We define a Kleinian group, that we denote by Γ, as any discrete torsion free subgroup of the group of isometries of H d preserving the orientation. The quotient space H d / Γ of such an action is then a hyperbolic manifold that we denote by M Γ . Given a pointp ∈ H d we will denote by p its image in M Γ . Conversely, we will denote byp ∈ H d any lift of a point p ∈ M Γ . Given a pair of pointsx,ỹ ∈ H d and ρ > 0 we define the orbital function as N Γ (x,ỹ, ρ) : = {Γ ·ỹ ∩ B(x, ρ)} = {γ ∈ Γ , d(x, γ ·ỹ) ≤ ρ} , where the symbol stands for the cardinality of a set. The function N Γ is Γ-invariant with respect to both its spatial variables, and therefore descends to a well defined function on M Γ × M Γ × R + ; we also call the resulting function an orbital function, that we will keep denoting by N Γ (x, y, ρ). We slightly abused the notation in not making clear if the source space of N Γ (·, ·, ρ) is
we prefer to tilde the variables themselves to make the difference.
The very first occurrence of an orbital function goes back to Gauss, in an euclidean setting though. While he was studying arithmetic, he came across the question to obtain a simple asymptotic of the number of integer points contained in a disk, when the radius of the latter gets larger and larger. This problem is nowadays referred as the Gauss circle problem. For what concerns this problem, one can obtain quickly an asymptotic of the orbital function by a simple argument of volume comparison, see [BFZ02] . This proof breaks apart in the hyperbolic setting since the volume of balls growths exponentially as a function of the radius, preventing one to find as easily an asymptotic for the orbital function.
The first work, up to the author's knowledge, dedicated to understand the large time behaviour of the orbital function in the hyperbolic setting goes back to Delsarte [Del42] in the early 40's. His pionnering work on Fuchsian group acting cocompactly will eventually led to the fundation of Selberg's pre-trace formula. This approach to counting problems, using spectral theory through Selberg's pre-trace formula, was extensively used since. It was considered again with Huber [Hub56] who was the first to obtain a precise asymptotic of orbital functions associated to Kleinian group acting co-compaclty on H 2 . Namely, in this case we have
where the term π e ρ has to be understood as the volume of a hyperbolic disk of radius ρ. Within the same years, Selberg [Sel56] [Sel60] extracted what was essential in order for this approach to work and laid down the general framework of his pre-trace formula. This led to extend Huber's result in any dimension for Kleinian group acting co-compactly on hyperbolic spaces. In the 70's, Patterson [Pat75] , relying on the same technics, improved Huber's result in the surface case in two directions: he replaced the assumption that the action is co-compact by the one that the quotient manifold has finite hyperbolic volume. Moreover, he gave a precise control of the error term. Using more analytic tools, Lax-Phillips [LP81] and Patterson [Pat88] were able to extend again the result to the setting of geometrically finite hyperbolic manifolds, a class of Kleinian groups emcompassing the ones acting co-compactly. The most general theorem of the theory, giving an asymptotic to the orbital function but without estimating the error term, is due to Roblin [Rob03] . In the context of constant curvature, his result states that one can replace the geometric finiteness assumption with the assumption that M Γ carries a finite Bowen-Margulis-Sullivan measure. Let us mention, to conclude this historical sneak peek, that Roblin's method relies on Margulis' dynamical ideas [Mar69] and was precisely initiated by Patterson [Pat76] and Sullivan [Sul79] [Sul84] . This approach allows one to extend almost all the results to the setting of the variable curvature, up to the error terms. We refer to [BFZ02] both for more details about the dynamical aspect of the theory and for a more detailed exposition of the rich history of the study of orbital functions associated to Kleinian groups.
Nowadays, the goal is to find a simple asymptotic of the orbital function when the quotient manifold does not carry any finite Bowen-Margulis-Sullivan measure. The only result in this direction, in the setting of Kleinian groups, is due to Pollicott and Sharp in [PS94] and deals with Abelian covers of compact hyperbolic manifolds. Their method is dynamical and relies strongly on the fact that the covering group is Abelian: it allows them to use the finite measure of the underlined quotient manifold, encoding totally the Abelian cover in the homology of the latter. It seems therefore hard to generalise their method to study Kleinian groups associated to non Abelian covers of compact manifolds, and even harder for manifolds which does not cover any compact one at all.
This article aims to continue to explore the relation that heat kernels entertain with orbital functions associated to Kleinian groups in order to trade the finitness assumption for a weaker one, not involving finite measureness anywhere. This approach was initiated by the author in his PhD dissertation [Bou18a] which eventually led to [Bou18b] . More precisely, we shall trade the arguments proposed in [Bou18b] for a line of work using variation around Selberg's pre-trace formula. This approach has the benefit to give a precise asymptotic of the orbital functions provided that we restrain ourselves to the diagonal. Compare to the weaker but valid everywhere upper bound obtained in [Bou18b, Theorem 1.2].
We denote by V d (ρ) the volume of any hyperbolic ball of radius ρ in H d , and by p Γ the heat kernel of M Γ , see Section 3 for a precise definition. Theorem 1.1 (Main Theorem). Let Γ a Kleinian group acting on H 3 . Assume that there are α ≥ 0 and x, y ∈ H 3 such that for t large enough we have
We refer to the introduction of [Bou18b] and to the author's PhD dissertation [Bou18a, Chapitre 1] for discussions and heuristics around why heats kernels and orbital functions should be related. Let us just mention that our approach is motivated by Margulis' dynamical idea to link geodesic flows and counting problems and by Sullivan's idea that the Brownian motion and the geodesic flow behave similarly in constant negative curvature. Therefore, counting problems and the behaviour of the Brownian motion should be related somehow; the purpose of this article is to spectrally quantify this connection.
Remark 1.2.
• Theorem 1.1 is valid in any dimension if one replaces the 2 appearing in the denominator of the heat kernel by d − 1. We didn't state it in all generalities because our main application is toward Kleinian groups acting on H 3 . However, all the proofs and statements will be given in all dimension, expect for what concerns the appendix. An all-dimension-proof is also available for the latter but the computation are harder: we chose to avoid them in order not to burden this article with involved technicalities.
• The proof of Theorem 1.1 will occupy all this article. However, in the more simple case of a group acting co-compactly, the proof proposed here simplifies dramatically. It follows the classical analytical scheme using Selberg's pre-trace formula, but circumvents the analitical technicalities involved in the fact that kernels of orbital operators (see Section 2) are not continuous in using Eskin-McMullen's approximation argument [EM93] . In fact, a full and comprehensive proof in this setting is obtained using only Section 4, Lemma 2.6 and the fact that the Laplace operator has a spectral gap, bypassing all the work of the next sections.
• The method requires to work on the diagonal, meaning that we are able to estimate the orbital function only for pairs (x, x) ∈ (H 3 ) 2 . This assumption, that we hope to be removable, is used only once and we will make it clear when. Note however, following up with the previous remark, that in the case where the group acts co-compactly, our proof does not need this extra assumption and give the expected result for any pairs of points x, y ∈ H 3 , as in Huber's theorem.
Our main theorem does not require any finite measure assumption, note however that the lower bound required on the heat kernel implies that the Kleinian group has maximal critical exponent. Nevertheless, this lower bound is satisfied in many natural examples. The first class of examples comes from finitely generated Kleinian groups acting on H 3 which are not geometrically finite, called degerenate. This class of Kleinian groups was intensively studied since they were the main objects of Thurston's hyperbolisation theorem [McM96] [OKS01] and several important conjectures, all theorems now, see for examples [Can10] [BCM12b] . Under the extra assumption that M Γ has positive injectivity radius -such a manifold is called thick -the author proved in [Bou18b, Theorem 1.10] an explicit polynomial control of the heat kernel. This readily leads to Corollary 1.3. Let Γ be a thick degenerate Kleinian group then the conclusion of Theorem 1.1 holds. Moreover,
• either Γ is fully degenerated, then there is two positive constants C − , C + such that for every x ∈ M Γ we have
• or Γ is of mixed type, then for any x ∈ M Γ there is two positive constants
where we refer to [Bou18b, Section 4] for the definitions of fully generated and of mixed type.
To settle completely the case of finitely generated group acting on H 3 -the geometrically finite case being already done by Lax-Phillips' work -one might therefore want to drop the assumption that the group is thick. Since McMullen conjecture about polynomial growth of ends of tame degenerate manifold was solved in [BCM12a, volume growth theorem, page 5], a positive answer to the following question would imply that Theorem 1.1 also holds without the thick assumption.
Question : Given a complete connected hyperbolic manifold M of dimension 3 carrying at least one infinite volume end of polynomial growth, are they a point x ∈ M , a time t 0 > 0 and α > 0 such that for all t > t 0 we have
Another class of groups satisfying the assumption of Theorem 1.1 is given by Kleinian groups associated to nilpotent covers of compact manifolds. One can actually be more general: Grigor'yan [Gri92] gave refined estimates of the heat kernel for manifolds admitting both the Poincaré inequality and the doubling property, see also [SC08] or [Bou18b, Section 3.4]. The following corollary, encompassing the case of Kleinian groups associated to nilpotent covers of a compact manifold, answers a question asked to the author by Pollicott. This theorem, as our main one, is also available in any dimension but only stated here in dimension 3.
Corollary 1.4. Let Γ be the Kleinian group acting on H 3 such that M Γ is doubling and satisfies the Poincaré inequality, then the conclusion of Theorem 1.1 holds. In particular there is two positive constants C − , C + such that for every x ∈ M Γ we have
where vol(B(x, ρ)) stands for the volume of the ball in M Γ centred at x of radius ρ.
Note that the above corollary gives a geometric interpretation of the correction term ρ − r 2 obtained in [PS94] for the counting function associated to a Z r -cover of a compact hyperbolic manifold.
Outline of the paper. Our first Section is dedicated to relate the orbital function to a simple operator as its kernel. We will also adapt Eskin-McMullen's approximation argument to our setting, referred as Lemma 2.6 here, argument leading to that one can recover a punctual asymptotic of the orbital function from the analogous asymptotic when the points are approximated by "bump functions". This lemma would eventually allows us to work in L 2 (M Γ ) and therefore to use the spectral theory of M . Section 3 is devoted to the introduction of the heat kernel and some of its properties. Our section 4 is devoted to Selberg's pre-trace formula. We shall especially use the Selberg's transform, which gives an explicit formula to compute eingenvalues of the orbital operator from those of the Laplace one. In Section 5 we prove proposition 5.1, the corner stone of this article, relating spectrally the large time behaviour of the heat kernels and the large radius behaviour of orbital operators. Finally, we close this article with an appendix in which we show that Proposition 3.3 holds, allowing one to use Lemma 2.6.
About the notation. We will often change of perspective in this article, going back and forth from H d to M Γ . As already mentioned, we will not make any difference, notation-wise, between the orbital functions and the heat kernel seen as kernels of an operator acting on M Γ and seen as Γ × Γ-invariant kernels defined on
We shall make clear which space is the source in using the tildes to emphasis that we work on H d , as we did to define the orbital function. We will however male two exceptions to this rule in Section 4 and in the appendix: we will not use any tilde since it is clear that we work only on the hyperbolic space H d .
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The orbital operators.
We start off defining the orbital operators, a family of operators acting on the set of square integrable functions of M Γ with respect to the hyperbolic volume, denoted
The following definition is about the "universal" underlined operators: the average operators. Namely, about the operators defined on the universal cover H d from which we will eventually deduce the definition of orbital operators associated to all Kleinian groups in averaging along the action, see Lemma 2.3.
We will always denote by µ h the hyperbolic measure of any hyperbolic manifolds. Given a Kleinian group Γ we denote by
Definition 2.1. We call average operators the family of operators indexed by
where symbol ffl E f d µ stands for the mean value of the function f over the set E with respect to the measure µ.
Our next step is to define orbitals operators on
, so that one can apply the average operator:
Note that the functionx → O ρ (f )(x) defined above is Γ-invariant, indeed:
since the functionf is Γ-invariant by construction. We denote by π * the operator which maps any Γ-invariant function on H d to the natural occurring function on M Γ . Definition 2.2. Given a Kleinian group Γ, we call their associated orbital operators, denoted by O ρ Γ , the family of bounded operators acting on
The following lemma shows both that the orbital operators are kernels operators and identifies their kernels to the orbital functions. Recall that we denoted by 
The following remarks readily follows from the above lemma.
Remark 2.4.
• The orbital function being symmetric in x and y, the orbital operator is self-adjoin with respect to L 2 (M Γ ).
• The orbitals operators are local, meaning that they preserve the class of compactly supported function: given a function f its image by the orbital operator has support included in a ρ-neighbourhood of the support of f .
Proof of Lemma 2.3: we start in fixing a fundamental domain D of the Γ-action on H d , a Dirichlet one for example. From the orbital operators definition, one has
Substituying y with γ · y in the above integrals gives
since the functionf is Γ-invariant. We now permute the summation and the integral to get
which is the desired result.
Remark 2.5. Orbital operators are not bounded from L 2 (M Γ ) to itself: consider for example a sequence of points x n escaping a geometrically finite surface into a cusp. In this case we would have N Γ (·, ·, ρ) → ∞ uniformly on B(x n , 1) × B(x n , 1), preventing the orbital operator O ρ Γ to be bounded. The only obstruction actually comes the injectivity radius, denoted by inj(M Γ ): one has the following upper bound in full generality
using a simple volume comparaison argument.
The following approximation lemma gives a way to recover the asymptotic of the orbital function thanks to datum in L 2 (M Γ ). It will be used with g(ρ) = p Γ (x, x, ρ) in order to prove our main theorem. For any x ∈ M Γ and δ > 0 we set
Lemma 2.6. Let Γ be a Kleinian group, x, y ∈ H d . If there is a decreasing function g : R + → R + such that for all > 0 there is δ > 0 such that for every 0 < δ ≤ δ we have for ρ large enough
Proof : given > 0 we shall prove under the assumptions of Lemma 2.6 that for ρ large enough we have
which is equivalent to the conclusion. We work at the level of the universal cover H d . The proof relies on the following key remark [EM93, Section 2], see Figure 1 :
In particular, fixingx,ỹ ∈ H d , z ∈ B(x, ) and w ∈ B(ỹ, ) one has Figure 1 . the red dots correspond to thew-orbit and the green ones to thez-orbit. Inequality (2.7) correspond to the fact that if there is γ ∈ Γ with γ ·w ∈ B(x, ρ) then γ ·z ∈ B(x, ρ + δ).
using twice (2.7). Integrating the above formula with respect toz andw on B(ỹ, δ)× B(x, δ), averaging and projecting on the quotient manifold gives
and then
Using the assumption of Lemma 2.6, we get that for every > 0 there is δ > 0 such that for all δ > δ > 0 we have for ρ large enough
Since the function g was assumed to decrease, we also have
Moreover, since we know that there is a constant
one gets that there is δ 0 such that for δ ≤ δ 0 we have for ρ large enough
Therefore, up to reducing δ such that δ ≤ δ 0 one gets that for all > 0 one has for ρ large enough
which is exactly saying that
.
Heat operators and their kernels
3.1. The heat equation on Riemannian manifolds. As a general reference for this section, one can recommend Grigor'yan's book [Gri09, chapter 3,4 and 7]. We denote by (M, g) a complete Riemannian manifold, possibly with (smooth) boundary, by µ g its associated Riemannian measure and by ∆ M the Laplace operator which comes with the Riemannian metric. Note that we use the geometer's convention for the Laplace operator, which gives it positive spectrum. It is well known that one can extend the Laplace operator as an (unbounded) operator acting on the set of µ g -square integrable function, vanishing near the boundary if any.
The resulting operator generates a semi-group, called the heat flow and denoted by e −t∆ M , which aims to solve the following; given an initial data u 0 ∈ L 2 (M ) then there is an unique solution to the Cauchy problem
in the uniform topology u(x, t) = 0 for any x ∈ ∂M and t ∈ R + , meaning that the solution of the above problem is given by u(x, t) = e −t∆ (u 0 )(x).
Note that the third condition is empty if M is without boundary.
These operators are also kernels operators, meaning that there are a family of smooth functions p M (x, y, t), called heat kernel, defined for all t > 0 such that for all f ∈ L 2 (M ) we have
The two following statements address the regularity of the heat kernel and will be used for the approximation argument that we will encounter along our way to the proof of our main theorem: they are both needed in order to apply Lemma 2.6.
Lemma 3.1. Let M be a complete Riemannian manifold, then for every x ∈ M the function
In order to deduce the conclusion of Lemma 3.1 we will first show that for any f as above we have
To do so, we simply compute the derivative
As a solution of the heat equation e −t∆ M (f ) satisfies
since the Laplace and the heat operator commute. Therefore,
The second step is about to localise Equation (3.2): given a point x ∈ M and two times s > t > 0 Equation 3.2 with f = X (defined above the statement of Lemma 2.6) gives that for every > 0:
Letting → 0 in the above inequality gives the conclusion since heat kernels are smooth.
The second statement will be needed in order to control the heat kernel in a neighbourhood of the diagonal, using only the on-diagonal values.
Proposition 3.3. Let Γ be a Kleinian group. If there is x, y ∈ M Γ , two constants C > 0 and α > 0 such that for t large enough we have
(1) local version: for all > 0 there is δ > 0 and t x,y > 0 such that for all z ∈ M with d(y, z) ≤ δ and t ≥ t x,y we have
(2) compact version: for all compact set K ∈ M Γ there is a constant C K > 0 and a time t K > 0 such that for all w, z ∈ K and all t > t K we have
The proof is not too hard but technical and therefore we chose to postpone it to the appendix of this article.
Remark 3.4. Note that the compact version implies in particular that for every pair of points z, w ∈ M Γ there is a constant C z,w such that for t large enough we have p Γ (w, z, t) ≥ C z,w t −α . Therefore, Proposition 3.3 self-improves its local version to any pair of points w, z ∈ M Γ , which allows one to have a general local control of the heat kernel in only asking for a point-wise lower bound polynomial control.
Given a exhaustion of a manifold M by relatively compact open subsets (Ω n ) n∈N with smooth boundaries, one can wonder how relates the heat kernels of the whole manifold M with those associated to the family (Ω n ) n∈N . The following theorem gives a satisfying answer to such a question and will be of crucial importance for us; allowing one to work in a compact setting in order to use the Selberg's like pre-trace formula developed in the next section. The following theorem will provide us with the main tool of our approach; eigenfunctions of the Laplace operator.
Theorem 3.6. [Gri09, chapter 10] Let M be a compact Riemannian manifold (possibly with boundary), then there exists a sequence Sp(M ) of positive numbers going to infinity together with a family of smooth functions (Φ λ ) λ∈Sp(M ) in L 2 (M ) of unit norm such that:
• for any λ ∈ Sp(M ) we have
Local eigenvectors of Radial operators
This section is devoted to set the basic facts that will be needed in order to make the precise connexion between the orbital operators and the heat operators. The main proposition of this section, Proposition 4.6, is a boundary-version of the classical Selberg's pre-trace formula, see for example [BFZ02, chapter 2]. This formula is two-fold. First, it states that the H d -Laplace operator commutes with all kernel operators whose kernels are function depending only on the distance, in particular any two radial operators would commute. In this case the operator is said to be radial. As our examples of interest, let us mention that the average operator on H d and the heat operator on H d are such operators. This part does not require the ambient space to be the hyperbolic space but only it to be locally symmetric. The second part of the theorem -the strongest part, requiring to work with a space whose isometries group acts transitively on the unit tangent bundle -asserts that there is a special function which computes the eigenvalues corresponding to an eigenfunction of a radial operator only from the corresponding eigenvalue of the Laplace operator, without requiring any knowledge of the underlined eigenfunctions. Such a special function is usually called the Selberg's transform. The key property used in order to establish Selberg's pre-trace formula is that radial functions satisfying the partial differential equation (abbreviated PDE) ∆ H d = λ Id are given explicitly. Since this section is entirely about harmonic functions defined on H d or on some open subset of H d we omit the use of the tildes.
Recall that the upper half plane model of the hyperbolic space H d is given by
Using the following general expression of the Laplace operator in coordinates -we use Einstein's summation convention:
one easily computes that for any s ∈ C the functions Note that there is two values of s giving the same value to λ, namely:
Given λ > 0 we will denote by s(λ) our preferred determination − s(λ) ). Be aware that most authors prefer to work with the other possible value of s, the one with (s) > d−1 2 but, despite that it doesn't change anything in the end, we find it more relevant here to work with this choice since it simplifies a bit the computations in this context.
We denote by S(x, ρ) the sphere centred at x of radius ρ and by dµ S(x,ρ) the measure on S(x, ρ) induced by the hyperbolic metric. For any λ ≥ 0, we set
Proposition 4.1. Given ρ > 0, λ ≥ 0 and a smooth function Φ satisfying ∆Φ = λΦ on a domain Ω ⊂ H d . For any x ∈ Ω such that B(x, ρ) ⊂ Ω we have
Proof: given a point x ∈ Ω, we say that a smooth function Φ : Ω → C is radial at x if there is a function Φ rad , called the radial part of Φ, such that for any y ∈ Ω we have Φ(y) = Φ rad (ρ) where ρ = d(x, y). Note that the function Φ rad is differentiable at 0 and values Φ(x). The following well known lemma is the key.
and Ω an open set of H d containing a ρ-neighbourhood of x. Let Φ be a radial at x solution of the PDE ∆ = λ Id. Then its radial part solves the following ordinary differential equation:
We give it here a proof in order to keep this article as self-contained as it can be. From now, we abbreviate "ordinary differential equation" by ODE.
Proof: we denote by * the Hodge operator acting on differential form. Because the function Φ is radial at x, we have
since the variation of the volume of a ball gives the volume of sphere. Let s > 0, by Stokes' theorem we havê
where A(x, ρ 1 , ρ 2 ) stands for the annulus centred at x of smaller radius ρ 1 and larger one ρ 2 . Since we assumed that Φ satisfied that ∆Φ = λΦ we havê
Putting this together with Equation (4.4) we obtain
Dividing both sides by s and let it go to 0 we get
which gives the ODE (4.3), dividing both sides in the above identity by V d (ρ).
We denote by K x the group of the H d -isometries fixing the point x and by µ Kx (g) its Haar measure of unit mass. Since this group acts transitively on the unit tangent sphere at x, we have that for any function Φ
which gives in particular that the function Φ x is radial at x. Moreover, if we assumed the function Φ to solve the PDE ∆ = λ, the function Φ x must satisfy the same PDE since the group K x acts by isometries and therefore averaging along it commutes with the Laplace operator. Its radial projection then satisfies Equation (4.3). Now that we know both the functions S λ and ( Φ x ) rad to be smooth solutions of Equation Proof: on one hand, the ODE (4.3) being of order 2, we now that it admits at most a space of dimension 2 of solutions defined on (0, ρ). On the other hand, one can compute that the Wronskian of this ODE satisfies the first order ODE
and then, since the function
is not continuous at 0, the Wronskian cannot be smooth at 0. This prevents two independent solutions of (4.3) to be simultaneously differentiable at 0. 
Specialising the above proposition with κ = 1 [0,ρ) we get the 
Proof of our main Theorem 1.1
This section is devoted to the proof of our main theorem. More precisely, we shall deduce it from the Proposition 5.1. Let Γ a Kleinian group acting on H d such that there is α > 0, x, y ∈ H d and t 0 > 0 such that for t ≥ t 0 we have
then for any continuous compactly supported function f we have
Before proving this proposition, let us see how to deduce our main theorem using it.
Proof of (5.1 ⇒ 1.1): we want to use Lemma 2.6 with g(ρ) = p Γ x, x,
together with the above proposition. To do so, we fix > 0 and we use the strong local version of Proposition 3.3, see remark 3.4, which gives that there is δ 0 > 0 such that for δ ≤ δ 0 we have for ρ large enough
We now use Proposition 5.1 with f = X δ combined with the inequality above to get that for δ ≤ δ 0 we have for ρ large enough:
The above inequality exactly guarantees, combined with Lemma 3.1 asserting that the function g decreases, the assumption required in the approximation Lemma 2.6, which conclusion is the desired result.
It remains then to prove Proposition 5.1. The proof is rather technical and will occupy the rest of this article, except the appendix. In order to make it more intuitive, we shall first give it sneak peek.
Outline of the proof of Proposition 5.1. As already mentioned several times, we want to relate the orbital operators to the heat ones. As explained in Section 4, we already know that these operators commute, so that one would like to say that they are "close" from one another if their eigenvalues are. The very first problem with this approach is that, since our ambient manifold is not closed, one does not have a "nice enough" spectral theory to rely on. More precisely, in the non compact setting, we lack a priori a spectral decomposition of an L 2 -function with respect to an eigenbasis of smooth eigenfunctions, which will be mandatory in order to use the explicit Selberg's transform given by Corollary 4.7. We shall circumvent this difficulty in approximating the entire manifold M Γ by very large domains Ω containing the point x. We will then work in such a domain and its "nice enough" spectral theory in order to be able to compare both eigenvalues using Corollary 4.7 giving explicitly the Selberg's transform. This done, we will focus on the eigenvalues themselves. Namely, we shall relate the heat operators eigenvalues and the orbital ones through the following quantitative proposition.
Proposition 5.2. For any β > 0 there is a constant C > 0 such that for all > 0 there is ρ 0 > 0 such that for all ρ > ρ 0 we have
This Proposition is two-folds, it states that "small" eigenvalues of the orbital operators are closed to the ones of the heat operators, up to divide ρ by d−1. The second item of the above proposition, together with the lower bound assumption we made on the heat kernel, asserts that larger eigenvalues could be not taken into account. We will therefore be able to get rid of all the eigenvalues larger than λ ≥ β ln(ρ) ρ and to say that the small ones are close enough in order to deduce Proposition 5.1.
The proof of Proposition 5.2 is a matter of -quite technical -computations and is postponed to the end of this section. We shall first use it in order to deduce Proposition 5.1 in showing how to spectrally relate these operators.
In order to soften the notations, we will denote by ·, · the scalar product ·, · L 2 (MΓ) .
Proof of Proposition 5.1: We fix f a continuous compactly supported function and > 0. We want to show that there is ρ 0 such that for any ρ ≥ ρ 0 we have
Let ρ 0 > 0 such that for any ρ > ρ 0 the two following requirement are fulfilled.
• the conclusion of Proposition 5.2 with β = (α + 1
which we now to be possible in calling the compact version of Proposition 3.3. Finally, let Ω be any domain larger than a ρ-neighbourhood of the support of the function f . We shall actually show that we have
This readily leads to (5.3) in taking an exhaustion (Ω n ) n∈N of M by such domains and letting n → ∞ and recalling the conclusion of Theorem 3.5 for the compact set {ρ} × supp(f ) × supp(f ). The notation supp(f ) stands for the support of the function f .
The support of f being included in Ω, one can expand it with respect to the L 2 (Ω)-eigenbasis given by Theorem 3.6:
Since we assumed that a ρ-neighbourhood of the support of the function f is completely included in Ω, one can also expand the function O
Because orbital operators are self-adjoin we have 
we then use Plancherel's formula and expand the scalar product O
We now split the above right summation at low frequencies according to
We will deal with these the two summations independently. We start by bounding from above the second one. Recall that, from the way we set ρ and β and from the second part of Proposition 5.2 we have for λ >
and therefore
from the choice we made on ρ 0 . We are now going to compare the first summation of Equation (5.5) to the heat kernel of the domain Ω. First part of Proposition 5.2, combined with that all the terms appearing in the summation are positive, gives:
Which, combined with the upper bound obtained for the second summation just gotten, leads to
One wants now to relate the above summation with the heat kernel. Using again the choice made on β and ρ 0 one readily gets the upper bound
So that we have as well
which gives, combined (5.6):
which is exactly the expected inequality (5.4).
Proof of Proposition 5.2
This section is entirely devoted to the proof of Proposition 5.2, which would follow from
and ρ 0 such that for ρ ≥ ρ 0 we have:
Before proving Lemma 6.1, let us see how to deduce Proposition 5.2 using it.
Proof of (Lemma 6.1 ⇒ Proposition 5.2): we shall start with the first point. Let ρ ≥ ρ 0 where ρ 0 is as in the above lemma. We set ϕ(λ, ρ) = |ν ρ (λ) − e 
Therefore, looking backward to Equation (6.3) we get a constant C 3 > 0 such that
The above identity combined with (6.2) and the upper bound (6.4) gives that for ρ large enough
Because of
0, one has for ρ large enough that
so that there is two constants C 4 , C 5 such that for ρ large enough
and then:
, which gives the desired result in taking ρ large enough in order for
We now deal with the second item of Proposition 5.2. Let ρ 0 as in Lemma 6.1 in order that for all
with C 6 := sup λ≤λ0 {1 + Cs(λ)}. And therefore
Thus, since
But, since we assumed λ ≥ β ln(ρ) ρ we also have
which gives the expected result. If now λ ≥ λ 0 we use second part of Lemma 2.6 which gives an exponential decrease of the function ν ρ (λ), in particular it decreases faster than any polynomial and therefore faster than ρ
We are then left to prove Lemma 6.1.
Proof of Lemma 6.1: the cornerstone of the proof is an identity coming from the Selberg's transform. In order to state it we set θ(r, ρ) := 2(cosh(ρ) − cosh(r))
We claim that for any λ, ρ > 0 we have :
where s is the unique complex number satisfying
and c d−1 is volume of an euclidean ball in R d−1 of radius 1.
Proof that Identity (6.5) holds: let us denote by I the left member of Equation (6.5) which, using Corollary 4.7, satisfies (6.6) I =B We shall prefer the following writing We conclude adjusting the integral above in multiplying and dividing by the same quantities to get the desired result: 2 ) θ(r, ρ) dr .
which concludes the proof, substituing r + ρ by u.
Let us now conclude in showing how (6.5) implies Lemma 6.1.
Proof of (Identity (6.5) ⇒ Lemma 6.1): first, we set I(s, ρ) :=ˆ0 Since we know that
is bounded for ρ > 1 by a constant C 7 we have ν ρ (λ) ≤ C 7 e − (s(λ))ρ |I(s, ρ)| . To get the first part of Lemma 6.1 note that for any ρ > 0 we have ν ρ (0) = 1, and then for ρ ≥ 1 we also have which is the desired conclusion.
