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時間オートマトンを対象とした
コンポーネント部分合成による抽象化洗練手法の改良
長岡武志↑岡野浩三↑楠本真二f
著者らの提案している時間オ}トマトンの抽象化精錬手法で比時間オ」トマトンが持つクロック
変数をすべて除去するとしづ抽象化を行うため，生成する抽象モデルは有限状態オ}トマトンとなる.
これまでの手法では，複数のプロセスが並列に動作するようなモデルを検査する場合，事前に複数の
プロセスを並列合成する必要があった.しかし，事前に合成を行ったモデノレに対して検査を行う場合，
モデル検査実行時に合成を行う場合に比べ，消費するメモリ量が増加し，抽象化の効率が低下してし
まう.そこで本稿ではそのようなプロセス合成をインクリメンタノレに行うことにより，部分的にとど
めるような手法を提案する.また簡単な伊iJ題に対する予備実験の結果そ報告する.
Improvement of Abstraction Re晶nement
for Timed Automata based on Partial Parallel Composition 
TAKESHI NAGAOKA，t Kozo OKANO t and SHINJI KUSUMOTOt 
We have proposed an abstraction refinement technique for timed automata. In our fonner abstraction tech-
nique， we perfonn abstraction by removing aI1 cIock variables from timed automata. Therefore， generat巴d
abs仕actmodels are finite automata. In thc method， a network of parallel timed automata should be composed 
into a single timed automaton， aspreliminary of model checking. Such an approach， however， often yeilds 
to memory consumption; which decreases the efficiency. This pap巴rimproves our abstraction teclmique not 
to need ful parallel composition， by incremental construction technique. The result of a smaI1 experiment is 
also described. 
1. まえがき
そデ、ル検査手法はシステムを有限の状態遷移系とし
て記述し，状態遷移系の全状態を探索することで，シ
ステムが仕様を満たすかどうかを証明する手法であ
る.しかし，大規模なシステムに対しては状態数爆発
を起こすなど，スケーラピリティの弱さが課題となっ
ている.モデル検査のスケーラピリティの弱さを改善
する手法として，検査する性質ごとに，モデルの状態
数を適切に削減するモデル抽象化手法が注目されてい
る1)，2)
一方，実時間システムの動作検証には，有限の状態
遷移系に実時間制約を付加した時間オートマトン5)が
用いられる.時間オートマトンでは，有限のロケー
ションと呼ばれる状態に，実数値をとるクロック変数
を用いた制約が付加されるため，時間オートマトン
は無限の状態空間を持つことになる.モデル抽象化
↑大阪大学大学院{情報科学研究科
Graduate School of Infonnation Science and Technology， Osaka 
University 
を行わない従来の時間モデ、ル検査で、は時間領域が実
質，有限個に押さえられることを利用し有限状態のモ
デルに対し検査を1tう.しかし，この状態数はロケー
ションやクロックの個数に対して指数的に増加する.
したがって時間オートマトンに対しでも，状態数を両日
減するための適切な抽象化の方法が必要となる.著者
らは文献9)，10)で，時間オートマトンを対象とした
よそデ〉レ抽象化手法を提案している. 9)， 10)で提案し
ている手法では，抽象化を適用したモデル(抽象モデ
ノレ)上で発生した反例を利用して抽象モデ、ルの洗練を
?子う， CounterExample-Guided Abstraction Refinement 
Loop(CEGAR LOOp)l)の枠組みを利用しており，抽象
化の全工程を自動で行うことができる.また，提案し
ている手法では，時間オートマトンが持つクロック変
数をすべて削除し，時間による援る舞いの違いをそデ
ルの遷移関係を操作することで抽象モデルを洗練して
いく.具体的には，状態，遷移の複製，遷移の除去など
の操作を行うことで実現している.しかしこれまで、の
手法では，複数のプロセスが並列に動作するようなぞ
デ‘ルを検査する場合，事前に複数のプロセスを並列合
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成する必要があった.このように事前に合成を行った
モデルに対して検査を行った場合，モデ、ル検査実行時
に合成を行う場合に比べ，消費するメモリ量が増加し，
抽象化の効率が低下してしまうという問題が生じる.
本稿では，このような問題を解決するため，これま
での手法を，モデルが持つ並列プロセスの合成が必要
とならないよう改善する.具体的には，抽象モデノレ洗
練の際に状態，遷移の複製，遷移の出除などの操作
が必要な部分について部分的に並列合成を行うことで，
モデル全体を合成することを回避している.このとき，
部分的に合成したプロセスの動作とその他のプロセ
スの動作を同期させることで，もとの時間オートマト
ンと等価な動きをすることを保証する.その際，モデ
ル検査器UPPAAL6)，ηで用いられる拡張時間オートマ
トンの構成要素である整数変数やBroadcぉtChanneL 
Committed Locationなどを利用している.
以降， 2では準備として時間オートマトンの定義を
与え，一般的な CEGARループ，著者らが提案してい
る抽象化アノレゴ、リズムを説明する.3では， 2で説明
した既存のアルゴリズムを並列合成が必要とならない
ように改善する手法を述べる.さらに4で実験結果を
示し，最後に， 5でまとめる.
2.準備
本章では準備として一般的な時間オートマトン，ネッ
トワーク時間オートマトンの定義を与え， UPPAAL拡
張時間オートマトン，著者らがこれまでに提案してき
た抽象化手法について説明する.
2.1 ー設的な時開オートマトン
時間オートマトンは有限状態のオートマトンに時間
経過を表現するクロック変数を付加したオートマトン
である.
定義2.1(時間オートマトン).時間オートマトンd=
(L，ιT，I，C，A)， C:クロックの有限集合 A'アク
ションの有限集合 L'ロケーションの有限集合ふん ε
L:初期ロケーションム TC L x A x 2c(C) x!O! x L;， 
ここで， 2c(C) .ガー ド群;， !O!=2c:リセットクロッ
ク群;， 1 C (L→ 2c(C)) :インバリアント付加関数.
遷移t= (h，a，g，r，b) E Tはh~l2 と表記す
る.ν:C→lR.>0はクロックiこ値を害IJり当てる関数で
ある.さらに，vのドメインをνεRS。と拡張するこ
とができる.dε良之oに対して， (ν+d)(x) = Lノ(x)十d
とし，r E 2cに対して，r(ν) = v[x 1--+ 0]ヲZ εTとす
る.またν全体の集合を N と表記する.
さらに，時間オートマトンの意味は次のように与え
ることができる.
定義2.2(時間オートマトンの意味).時間オートマト
ンd=(L，ιT，I，C，A)に対して
d の状態集合を8=LxNとする.
dの初期状態は(ιoC)εSで与えられる.
状態遷移h~b (εT)に対し，次の2つの遷移が
定義される.
I1 日~ l2，g(ν)，I(b)(r(ν)) 
(h，v)ヰ (l2，r(ν)) 
vd'壬dI(h)(zノ十d')
ιν.) :ヰ ιν+d) 
前者をイベント選移，後者差持関連診と呼ぶ.
定義2.3(DBM(Difference Bound Matrix)).時間オー
トマトン d = (L，lo，T，I，C，A)に対して DBMは
IC卜次元ユークリッド空関上の出空簡を表現し，N
の要素の集合として表現される • DBMDに対して，
(l，D) = {(l， v)lv E D}と表記する.
2.2 ネットワーク時間オートマトン
時間オートマトン間の並列実行，間期化を実現する
ため，オートマトン間の間期を行う半アクション(チャ
ネノレ)が用いられる5) なお，半アクションに対して，
単一プロセス内のみで行われるアクションを全アクショ
ンとする.時間オートマトンめい・・，dnに対して並
列合成モデルd:=d11d:21・'1ldnはネットワーク
時間オートマトンである.
定義2.4(ネットワーク時間オートマトンの意味).ネッ
トワーク時間オートマトンd:=aill地11"'lldnに
対して遷移システム (8，so，→)が定義される.(l，v)ε 
Sに対して， 1 =(l，.・，ι)(liはd包上のロケーシヨ
ンjとする.C = U1<iくnGとしたとき vεRZ。
とする.また So= (ιoc)fiL=(lM，.-Jn，o)jであ
る • I[lU41は7のLをI~こ置き換えたベクトノレを表
す.ネットワーク時間オートマトンの遷移→は次の
ように定義される.
1 .o!iの全アクションαに対して，
(7，v) =* (1[lU4J，r(ν)) 
if li ~ l~ (E Ti) and g(ν) 
1 .o!i， 崎作手正j)の半アクションx!，x?に対して，
(l， v)品川口/九り/ら]， ri U rj (ν)) 
if L 2115tむ (ETi) and ら x?~j lj (E 
Tj) and gi(ν)and gj(ν) 
1 d E lR.>0 ~こ対して
(l， v)ヰ(7，ν+d)， if Vi， Vd' :; d， 1(4)(ν+ d') 
DBM D を用いて S の部分集合を (T，D) ε 
{(l，v)lvεD}と表記する.
2.3 UPPAAL拡張時間オートマトン
時間モデル検査器であるUPPAALでは，標準的な時
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関オートマトンに対して拡張を行った拡張時間オート
マトンを検証モデルとしている7) 本節では， UPPAAL 
拡張時間オートマトンの構成要素の中で，本稿で利用
する整数変数， Broadcast Cmmel，ロケーションにつ
いて説明する.
2ふ1 整数変数
整数変数は，インパジアントやガード制約，変数の
代入文に含めることが可能であり，ロケーションの遷
移時に値を更新することが可能である.
2.3.2 Broadcast Channel 
本稿では， 2プロセス間の同期を行う BinaryChannel 
に加え，現状態で同期可能なプロセスすべてと同期を
行う BroadcastChannelを用いる.
Broadcast Channelとして宣言されたチャネル Cは，
c!とラベノレ付けされた送信仮.IJの遷移に対して，現状態
から実行可能なすべての受信仰iの遷移(c?とラベル付
けされた遷移)と再期する.ただし，C!とラベル付け
された選移に対して，現状態から実行可能な c?とラ
ベノレ付けされた遷移が存在しなければ、c!とラベル付
けされた遷移が他の遷移と同期することなく単独で実
行される.
2.3.3 Committed Location 
Committed Locationはそのロケーション上での時間
経過が不可能であり，あるプロセスが CommittedLo-
cationに遷移した場合は，次に起こるアクション遷移
は必ずCommittedLocationから抜け出す遷移でなけれ
ばならない.また，関様に時間経過を許さないロケー
ションとして UrgentLocationがある. しかしあるプ
ロセスが UrgentLocationへ遷移した場合，そのプロ
セスが UrgentLocationから抜け出す遷移の前に他の
プロセスのアクシ・ヨン遷移が割り込むことが許されて
し、る，
2.4 一般的な CEGARループ
モデル抽象化では，過剰な抽象化や誤った抽象化に
よって本来のそデ、ルでは発生するはずのない見せかけ
の反例が発生してしまう場合がある.文献 1)では，最
初に十分な抽象化を行い，抽象モデル上で、見せかけの
反例が発生すればその反例が発生しないように抽象
化されたそデ、ルを洗練する， CEGAR(Counterexample-
Guided Abstraction Refinement)アルゴリズムを提案し
ている.一般的なCEGARアルゴリズムを図 lに示す.
一般的なCEGARループでは，まず最初に十分な抽
象化を行う初期抽象化を行う.次に抽象化そ適用した
モデル(抽象モデル)に対してモデル検査を適用する.
このとき，反例が検出された場合は，その反例が本来
のモデル(具体モデル)上で実行可能かどうかを調べ
雇通盤輩記
I(ct例持制
同誠~r; jJ
画遍藍遍語自
彊罰
殴 1 CEGARループ
るシミュレーションを行う.さらに，反例が具体モデ
ル上で実行不可能である(そのような反例を偽反例と
呼ぶ)場合は，偽反例が生じないよう抽象モデルの抗
練を行い，再びモデ、ノレ検査を適用する.CEGARルー
プでは以上の流れを正しい検査結果が得られるまで繰
り返す.
2.5 これまでに提案してきた抽象化手法
本節では，文献9)，10)でこれまでに提案してきた抽象
化アルゴリズムを示す.提案してきた抽象化はシステ
ムの異常状態への到達可能性に関する検証を目的とし
ている.
まず初期抽象化によって，抽象化関数hによって時
間オートマトンd から抽象モデ、ノレl白を生成し， JI.き
に対してモデ、ノレ検査を行う.モデル検査の結果，反例
Tが発生した場合は，Tの系列をhの逆関数h-1を
用いて具体化する.このTを具体化した d 上の実行
系知の集合をTとする.シミュレーションではTの
各要素について DBMの操作関数を用いて d 上で実
行可能かどうかを調べる.Tのすべての要素が実行不
可能であれば，反例Tが実行不可能となるように改
良を行わなければならない.提案してきた抽象化アル
ゴリズムでは，改良の際に藍接JI.ケの変形を行うので
はなく，.oに対して等価変形を行い，変形後の時間
オートマトンに対して再び抽象化関数hを適用し，新
しい抽象モデノレを生成する.以上の提案アノレゴ、リズム
による CEGARループの流れを歯2に示す.
2.5.1 抽象モデル
時間オートマトンd によって生成される抽象モデ
ルl白=(8，80，斗)はd からクロック変数をすべて
郎除した状態遷移モデルであり，開時iこ，遷移のラベ
ノレやロケーションのインバリアントからクロック変数
に関する部分が除去されている.したがって，抽象化
関数h:L→sは定義2.5のように与えられる.
定義 2.5(抽象化関数 h).時間オートマトン.o=
(L，ιT，I，C，A)に対し，抽象化関数h:L→Sを以
下のように定義する.
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図 2 これまでに提案している捨象化
. 'V1，; らεL.h(k) = h(む)やキ1，;=ら
開様に抽象化関数hの逆関数として九-1: 8 → Lも
定義される.
定義2.5の抽象化関数hを用いて生成される，時間
オートマトンd に対する抽象モデルl白を定義2.6で
与える.
定義 2.6(抽象モデル).時間オートマトン 14
(L，札T，I，C，A)を定義2.5の抽象化関数hによって
抽象化したモデル政=(8，30，斗)をど以下のように与
える.
• S = {h(l)ll E L)} 
• s^o = h(ゐ)
@斗={(h，α， l2)1 (l1 ， a， g， r，ら)ε T^ h= h(h) ^  
b = h(b)} 
定義2.7(反例).1主上の庇併は抽象状態sの系列であ
り，長さ η の反伊utはt= (30，・・ ，3n)と表記する.
反例t= (30，・・ ，3n)Iこ対し， 14上でTに対応す
る遷移の系列の集合Tは抽象化関数の逆関数h-1を
用いて以下のように求められる.
T = {(ゐ α1~2:.{1 I α21zf2...h13rn ι)1 
(li = h-1(Si) for 0::; i:::;η)八
( (k-1，αi，gi，ri，1，;) ETforl三i:;n)} 
2.5.2 初期抽象化
初期抽象化では時間オートマトン14=(L，札T，I，
C，A)に対して抽象化関数hを適用じ，抽象モデ、ル1主
を生成する.
2.5.3 シミュレーション
シミュレーションでは，反例Tに対応する dよの
遷移の系列の集合Tに対し，Tの各の系列tについ
てシミュレーションを行う.シミュレーションでは時
間オートマトンのクロックに関する状態空間を操作す
るためのデータ構造DBM5)を利用し， tの先頭のロ
ケーションから最後のロケーションまで到達可能であ
るかどうかを調べる.
ztre-→金空Lhよ.
Correspondlng 
pa1h of the Tlmed 
Auto叩aton
τ悶nsitlonf電車Ia:恥n
m世leSemantic
M白del
図 3 反-W~
P誼thoftha 
Abs廿act
M剖51 4市矢品ぶ→よ
Transition Rela百on
in thaSem自円首ロ
Modal 
関4 洗練後のそデノレ
2.5.4 抽象モデル洗練
抽象モデル上の反例が偽反例である場合，国3のよ
うに，初期状態(ι00)からは到達可能であるが次の
ロケーション lnextへの遷移が不可能であるような状
態の集合B1= (h，Dr)と， (ι00)からは到達不可
能であるが lnextへの遷移が可能であるような状態の
集合B2= (lb， D2)の両方が縮約されている抽象状態
Lが存在する.このときんをBadStateと呼ぶことと
する.このような場合，本来(ι00)からは到達不可
能な状態集合B2からの遷移によって，偽反例が生じ
てしまう.したがって，B2に対応する抽象状態へ偽
反例のパスでは到達不可能となるように洗練をおこな
う必要がある.提案アノレゴリズムでは，具体モデル上
で B1 に対応するロケーション l~ を複製し， lprevか
らhへの選移をど削除することによって，抽象モデル
においてもB2が縮約されている抽象状態へ到達不能
となるように洗練を行う.霞4は洗練後のモデルを示
している.図4の点線で描かれた遷移は洗練によって
削除された遷移を表している.なお Blはシミュレー
ション時に同時に求めることができる.
2.5.5 提案してきた手法の問題点
これまでに提案してきた抽象化アルゴリズムをネッ
トワーク時間オートマトンに対して適用する場合，抽
象モデルの洗練の際に，状態集合 (T，D)の複製や遷
移 (T，v)ヰ(取/1，;]，r(ν))の削除などの操作が必要と
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なる.このとき，洗練操作の対象はネットワーク時間
オートマトンの意味モデルとなっている.したがって，
ネットワーク時間オートマトンに対して既存の抽象化
を適用するためには，事前にネットワーク時間オート
マトンのすべてのプロセスを並列合成したモデルを記
述する必要がある.このように事前にプロセスを並列
合成したモデルをモデル検査器に入力すると，モデル
検査の際のメモリ消費量が大椙に増加してしまい，抽
象化の効率を低下させてしまうことが開題となってい
る.これは，事前に並列合成を行うことにより， Partial 
Order Reduction8)など，ニモデル検査時に並列フ。ロセス
の状態探索を効率的に行うテクニックが活用できない
ことが原因のーっとして挙げられる.したがって，並
列プロセスを合成せずに，別々のプロセスとして表現
したまま洗練操作が適用可能となるように洗練操作を
改良する必要がある.
3. 提案する洗練手法
本重量では， 2.5節で述べた既寄の抽象化手法の改善
手法を述べる，これまでの手法では，ネットワーク時
間オートマトンを入力とした場合，予め並夢Ijプロセス
の合成を行い一つのプロセスとして表現した後，抽象
化を適用していた.改善手法では，事前の並列合成を
行わず，別々のプロセスとして表現したまま抽象化を
適用する.
提案手法の基本的なアイデアとしては，モデル検査，
シミュレーションによって検出した偽反拐を取り除く
ために必要となる部分に関して，部分的な合成モデル
を生成し，部分的に合成したプロセスの動作とその他
のプロセスの動作を向期させることで，本来は実行不
可能であるような動作者制限する，このとき部分的に
合成したモデルを t2Icomと表記する.
提案手法では，ネットワーク時間オートマトンPI=
aill.. .IPln に対して，部分的な合成モデルt2Ic0171を
追加したPI'= ail・ IPlnlIt2Icomに対して初期抽象
化，モデノレ検査，シミュレーション，モデルの洗練操
作を適用する.
捷案手法では，Plcomが他のプロセスの動作を制御
するために，新たに大域整数変数を追加している.ま
た，チャネルやCommittedLocationを利用して Plcom
が他のプロセスの遷移と同期して動作するようにして
し、る.
3.1 管理変数
各プロセスの現状態と，藍前lこ実行した遷移を管理
するために，各プロセスごとに 2つの大域整数変数
を追加する. したがって η個のプロセスを持つモデ「
4 0ごと~
. c1ccnnかと:〈m
図5 独立な遷移の隠期
ルでは，2n個の大域変数を新たに追加する.訴の
現状態を管理する整数を stαti> 藍前に実行した遷移
を管理する変数をtr;と表記する.各フ。ロセスの各ロ
ケーション，遷移には国有の IDを割り当て (zのID
をIdzoc(Z)，遷移tのIDを1dtr (t)とする)， .oiの各
遷移ti= (l，a，g，r，l2)について，statτ:= Idzoc(l2)， 
tri := Idtr(ti)という代入文を付加する.このようにす
ることで，訴の現在のpケーションは1dZoc(l) = stαti 
であるようなロケーションであり，直前に実行した遷
移は 1dtr (t) = tTiであるような遷移であることが他
プロセスからも把接することができる.
また，同様に説。m の管理変数statco171，tr C0171も
追加する.
3.2 他のプロセスの遷移との開期
本節ではPlC0171と他のプロセスとの同期方法を述べ
る.ここでは，t2Ic0171の遷移tC0171 lco171己主rl~om 
を他のプロセスの遷移と同期させることを考える.こ
のとき，間期させる遷移が，全アクションによる遷移
(単一プロセス内で行われる遷移)である場合と，半ア
クションによる遷移(他のプロセスの遷移と同期する
遷移)で、ある場合のそれぞれについて説明する.
i) 全アクションによる遷移
.oiの独立な遷移ti= li αi~i l~ と同期させる場
合，新たな2プロセス間のチャネルαC0171密生成し，
40mを通じてtC07n とれを同期させる(図5).
益) 半アクションによる遷移
tco171 と陪期させる遷移をし li α! ， 9乙~i l~ tj 
13α
?:!.fj lj (i =1 j)とする.間ーの遷移で複数の
アクションを実行できないため，品，.Ojにそれぞ
れ新たなロケーション l~' ， lj'を生成し，新たに遷移
t~ = liαLoziz内 lf，t;zJ340己主'勺 l;fを追加する・
このとき αC0171はBroadcastChannelであり，遷移tC07n
との開期を1i"う.さらにそれぞれ t~' l~' α t ，g江i l~ ， 
ty=ifd主f3むを生成しぷと喝の遷移を同期さ
せる.また，これらの遷移が連続して実行されるよう
に，生成するロケーションtf，l;rはCOIlli出tedLoca-
tionとする.図6は品。m と間期させる遷移が互いに
同期する遷移である場合の閣である.cと害かれたロ
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品?泣か己み
図6 1Lいに同期する遷移との同期
ケーションはCommirtedLocationを表している.
3.3 部分的な合成モデル Ocom
提案手法では，抽象モデル上の偽反例を除去するた
め，部分的な並列合成モデルOcomを生成し，モデル
全体の動作を制限する.モデルの動作を制限する必要
があるのは偽反例に関する部分であり， Bad Stat巴で
ある見への遷移とえからの遷移を制限する必要があ
る.したがって，提案手法では抽象モデルの洗練の際
に， (ιDI)を表現する合成ロケーション lcoγ吋を追
加していく.
Ocomはクロック変数を持たないプロセスであり，
Ocomのロケーション集合 Lcomは以下の要素から構
成される.
@初期状態の集合(品，Do)(ι00)から時限遷移の
みによって到達可能な状態集合)が合成されたロ
ケーション lcom，o
@状態の複製が適用される状態集合 Bl= (4， DI) 
を表現する合成ロケーション
@上記以外の状態集合を表すロケーション lother
.o'comでは，偽反例を除去するために状態の複製を
適用する状態 Blエ(ιDl)に対する合成ロケーショ
ンが追加されていく.しかし，それ以外の状態をすべ
て lotherとして表すことで，.o'のすべての状態を合
成することを回避している.つまり，Ocomは偽反併
を取り除くために必要な部分のみが合成されているよ
うな合成モデルであると言える.
3.4 提案手法による CEGARループ
提案手法による抽象化方法について各ステップごと
に説明する.前述のとおり，提案手法では，ネットワー
ク時間オートマトン.o'=品11..'1.o'nに対して，部
分的な合成モデルOcOTnを追加した.o"= .o'IOcOTn 
に対して初期抽象化，モデル検査，シミュレーション，
モデルの洗練操作を適用する.以降では，記号の右肩
にけ'(プライム)を添えた場合，.o'にOc07nを追加
した.o"の要素を表し，右下iこ‘com'を添えた記号は
ACOTnの要素を表している.
3.4.1 前処理
提案手法による CEGARlレープを実行する前処理と
して，Øcom を生成する • OcOTnのロケーション集合
LCOTn は d の初期状態の集合 (~， Do) を表す lCOTn， o
とそれ以外の状態を表現する lotherのみから構成され
る.また，(~， Do) から実行可能なアクション遷移は
すべて OcOTnの lCOTn，oから lotherへの遷移と間期さ
せる必要がある.
3.4.2 初期抽象化
d の個々の時間オートマトンから，クロック変数，
クロック変数に関する制約式やリセット式などを削除
する.このとき，整数変数やチャネルは保持する.ま
た，OcOTnはクロック変数を持たず，他のクロック変
数を参照することもないため，t2iC07nには処理は行わ
ない.
また，生成される抽象モデ、ルはクロック変数を持た
ない有限オートマトンのネットワークとして表現する
ことができる.従って抽象モデノレの状態は各有融オー
トマトンの状態の積として表現可能である.以降では
ネットワーク時間オートマトンのロケーションベクト
ノレ了に対志する抽象状態を7のように表現する.
3.4.3 モデル検査
.o"に対し・て初期抽象化念行ったモデルに対してそ
デ、ル検査器を用いて検証を行う.
3.4.4 シミュレーション
モデ、ル検査によって検出された反例Tについて対
応する.o"上の遷移の系列Tを求め，Tに含まれる
すべての系列についてシミュレーションを行弘各系
列のシミュレーションはネットワーク時間オートマト
ンの意味モデ、ルに従いDBMの操作関数を適用するこ
とで，実現することができる.
3.4.5 抽象モデル洗練
抽象モデ‘ルの洗練では，シミュレーションによって得
られる Bl= (ιDI)， えの前後のロケーションえrev'
ι討を用いる.日，見reドえextにおいてdのロケー
ションベクトノレをそれぞれιl;，re匂， ιext，Oc01nの
ロケーションをそれぞれ lCOTnか lcom，prev，lcorn，next 
と表すこととする.
抽象モデルの洗練手法は，状態の複製，遷移の複
製，遷移の除去の操作から構成されている.状態の
複製，遷移の複製，遷移の除去のアルゴリズムはそ
れぞれ図 7，8， 9に示している.なお，アルゴリズ
ム中では記述を簡単化するため，ネットワーク時間
オー トマトン.o'= J1i 1 .. . lI.o'nを仮想的に合成した
d 口 (L，ιT，I，C，A)という表現を用いている.ま
たネットワーク時間オートマトン上の非同期の遷移ま
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DuplicateState 
Input Ocom， B1 = (ιDl) 
{dcom = (L∞7n， ιom)Q， Tcorn，ιom， Ccom， Acom)} 
んom，n四 :=nωLoc(){Genera防 anew location lb} 
Lcom := Lcom U {lcom，new} 
1(ん07n，ne山):= InvαT叩ηt(Dl)
{A set of inequalities represen討昭DI}
1(l∞m川叩:= I(ι01n，ne叫)八八lく4くn(stωt
ld1oc(ら，i) → 
{h，i isthe i-th element of lb} 
図7 Duplication of S包tes
DuplicateTransition _ 
Inpu包d'，Bl = (l~， Dl)， tb， lcom，new 
{iI， = (~rev ， α， g， r， 4，)} 
向 om・=nω Channel(){g町蹴anew channel} 
tcorn，ne切口(ら問叫∞m，aωm，O，O，l∞m，nω) 
{generate a transition to the山pliωtedlocation 
ιom，ne切}
Tcom := Tcom U {tcom，ne叫}fιn同e切:戸=(ιIpr陀e凹匂v，αc∞om，9，r，ιL恥){担du叩pμ凶licおa蹴鈴t白h巴t出rans幻副剥i社泌t“i∞品}
T:= TU{t;， 
Sy抑ηC品hron叫4臼z却巴(払t九c∞om肌 ，ne切附，t仏n一1昭e叩仙)
foreach tsucc = (1;.，α， 9，r:，l2)εTsuch that 1;.口4， do 
Succ:= R巴αch(d，(Zb， Dl)， tsucc) 
{Reαch returns the reachable蜘 teset from (ιD1)} 
if Succ子fo then 
acorn:= n巴ωChαnnelO{generate a new channel} 
t;，日間・=(4"acom，g，r， b)
{duplicate the同 nsitionζucc}
T :=TU{ιew} 
if A location corresponding to the state set Succ is al-
ready generated then 
tcom，new ご (lcom，ne切，αcom，o， o， lcom，succ) 
{ιom，succ is the location corresponding to Succ} 
else 
tco帆 new:= (ιom，ne叫，αcorn，の，の，lcorn，other) 
end if 
Tcom := Tcom U {tcom，new} 
Synchronize(tcom，new，4tew) 
gnew := 9 U {stαtcom 子五 1dloc (lcom，new)} 
setGuard(tsucc， gne叫)
{set the guard condition gne山 mtoζucc}
end if 
end for 
密 8 Duplication ofTransitions 
たは同期する複数の遷移を仮想的にPというように
表記する.
状態の謹製では 2.5節の密 3の状態集合 B1を棲
製する.提案手法は(ιD1)を表現する合成ロケー
ション lcorn，n仰を生成し，Ocomへ追加する.説。m
に接製されたロケーションlco凧 newは複製の元となる
l=(h，..，ln)について，八1<iくnstd42=Idlocot)
というインバリアントを付加し，他のプロセスの状態
RemoveTransition 
Inp山 d'，Bl口(7{"Dl)，tb= (~rev ， a，g，r，五)，lcom，即日
{品 :a廿ansitionto 4，} 
ifんom，pr四手正 lotherthen 
foreach tb，i二(らre句作，ai>gi川 ，lb，i)such that tb，包お
an element of tb and also a佐加sitionof.o'i do 
の:=gi U {statcom =1 IdZoc(l∞m，new)} 
end for 
else 
I( lcom，b ) := I(んom，b)^ 
endif 
八tb，iis the element of込 tri=1 1 dtr (tb，i) 
図9 Removal ofTransitions 
が「のときのみ lcomへ到達するようにしている.こ
れは， Broadcast Channelで同期させる際に，意図しな
いプロセスとの同期を防ぐためである.状態の複製は
図7のアルゴリズムによって行われる.
遷移の複製(臨めでは複製した状態への遷移と複製
した状態からの遷移をそれぞれ稜製する.提案手法では
まずlcorn.，pr四から lcom，newへの遷移の棲製tcom，new
を生成し，ヰrevからえへの各遷移と関期させる(図
8: 2-9行自).アノレゴリズム中の隠数 Synchronize
はOcom上の遷移と d 上の遷移安同期させる関数で
ある.遷移の同期については 3.2節で示した方法で
行う.さらにd において (ιDけからアクション遷
移，時間選移を一回ずつ行うことによって到達可能な
状態を求める.そして(ιDけから到達可能な各状態
(l.ucc，D)について Ocom上で対応する状態lco'ln，succ
が寄在するならばlcom，newから lcom，succへの遷移を
接製する.対J;t;する状態lcom叫 cが存在しないならば
lcorn，ne山から lotherへの遷移として複製する.なお，
これらの遷移は尽から lsuccへの各遷移と同期させる
(図8: 10-ー32行自).また， 28-29行自では，品。m が
lco肌 newである状態で複製の素となる遷移が実行され
ないように，遷移のガード制約を操作している.
遷移の削除(図的では，乙reりからえへの遷移を
削除する.提案手法では， ι印からえへの各選移に
stαtcom =1 1 dzoc (lcom，prev)とおいうガード制約を追
加し，Ocomがlc仇 prev，こ滞在する簡はιmからえ
への遷移を実行不可能にする.このとき，lcom，prevが
lotherである場合は，このような酬を加えるとιm
からえへの遷移以外の遷移も削除されてしまう.こ
のような場合はlcom，bのインバリアントで，直前に実
行する遷移を制限する制約を記述することで遷移の削
除を実現している Ipr四からえへの遷移をむとす
ると，具体的にはいm.bのインバリアントに対して，
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Pl P2 
図 10 ネットワーク時間オートマトンの例
tLTeuの各要素tb，iについて，tri =1 Idtr(tb，i)という
制約を追加する.
このように偽反例を検出するたびにインクリメンタ
ノレにOc07nが構成される.また，検出された偽反例が
これまでに検出した偽反例と独立であれば，偽反例を
除去するためのパスがそれまで、のOc07nとは独立に生
成されていく.
3.4.6考察
こ提案手法では，ネツトワ一クE時寺間オ一トマトンo'に
対して部分的な並夢列iり合成モデルぷOcornを用いてd の
動{作乍を制御している.ぷ4ι
ク変数を持つ本来のモデルで、は実行不石可J能となるよう
な動作であり，本来制限すべきでない動作を制限する
ことはない.したがって d に説。m を加えたモデル
はd と等価であると雷える.
また，抽象化洗練の各ループにおいて，状態の複製
によって複製された状態lcorn.newがOC07nに追加され
ていくが，このとき，遷移の複製によっていm.newか
ら到達可能な遷移はすべて捜製しており，前回のルー
プにおける品川との整合性が保たれるようにして
いる.
3.5 洗練手法適用例
提案手法を用いて偽反例を取り除く例を示す.
図 10はネットワーク時間オートマトンの例である.
函 10の例では，プロセス P2のロケーション vを異
常状態とし，異常状態への到達可能性を検証する.閣
10の例を初期状態から実行した場合，ロケーション
(q， t)へ到達した時点で，x==ν八♂ >10が成り立っ
ている.これより y>10も成り立つため， P2のvへ
は到達不可能である.
このモデ、ノレに対して，部分合成モデルOc07nを追加
.L-，初期抽象化(すべてのクロック変数を除去)を適用
したモデルを図 1に示す.Oc07nは初期状態p-sと
otherから構成されている.各プロセスの初期ロケー
ションからの遷移はすべてOc07nの藩移(p-s→ other)
と同期させている.なお，遷移(p→ q)，(s→t)は半
品。m p_s.other 
..@…立ふ1D
抗a{，==u位晶 trc師 :=0
坑at2忽答。
5 
Pl P2 
図 11 部分合成モデルを追加したモデ、ノレ
アクションによる遷移であることから，Oc07nと向期さ
せる際に CommittedLocationを介している.また，留
1ではOc07nがp_sである状態のまま遷移住→q)，
(s→ t)を実行することはOc07nのロケーションp_s
のインバリアント (stαtl== O)&&(stαt2 == 0)に
よって制限されている (Id1oc(p)= 0， Id1oc(s) = 0). 
図 1のモデルに対してモデル検査を適用すると，
(p_s，(p，s)
α宰九 (other，(q_c， Lc))ヰ (other，(q， t)キ
(other， (q， v))
という反例が検出されるが，これは偽反例である.この
偽反例に対するモデルの洗練では，状態集合(q，t)， D1 
の複製を行う.なおD1はx==y^ ♂ >10を満たす
ような状態の集合である.提案手法では((q，t)，DI)を
意味する状態q_tをOcornへ生成し，遷移(p→q_c)，
(s→ Lc)と遷移 (p.s→ q.t)同期させ，胞の遷移
(t→ v)に(stαtcorn!= 2)というガード制約を与える
ことで，偽反例をモデルから除去している.提案手法
による洗練を適用したモテ、ルを図 12に示す.
4.実験
本主主では，提案手法による抽象化洗練手法を実装し，
例題に適用した結果を示す.実験では実行時間，メモ
リ消費量という点について既存手法との比較を行う.
なおそデ、ノレ検査ではUPPAALのモデル検査モジュー
ルverifシtaを利用している.実験環境は以下の通りで
ある.
os 
CPU 
Memory 
UPPAAL 
Fedora 7 
AMD Athlon(凶，)64 Processor 3400+ 2.2G厄
930MB 
versIon 4.0.6 
提案手法を適用する例題として， Fischerの相互排除
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表 Fi，<cheγ の棺育会排除プロトコル ζ対する世験結果
既存手法
Proc clock Um巴 mem 
2 2 0.74s 2.82~侶
3 3 2.44s 2.82~侶
4 4 10.9s 2 1.6~侶
5 5 69.4s 48.1MB 
6 6 662s 95.0MB 
7 7 12571s 29311届
8 8 N/A N/A 
L … 
.ofCOTn 
Pl P2 
図 12 洗練後のそテ‘/レ
プロトコノレ7)，を選択し実験を行った.実験結果を表 l
に示す.Procはモデルを構成するプロセス数， Clock 
はモデル全体のクロック変数の倍数である.既存手法
の列は事前にそデル全体を並列合成し，抽象化を適用
した結果を示し，提案手法の列は提案手法による実験
結果を示している timeはCEGARループ全体の実行
時間， memはよそデ‘ル検査で、消費した最大のメモリ量，
loopはCEGARループの繰り返し回数である.既存手
法の8プロセスに対する実験では，並列合成によりロ
ケーション数が 48個となり verifシtaの仕様により実
行不可能であった.
表 1の結果より， 5プロセス以上では提案手法がメ
モリ消費量の点で優れていることがわかる.特に7プ
ロセスではメモリ消費量を約80パーセント削減でき，
既存手法では適用不可能であった8プロセスのモデル
でも適用できるなど，提案手法が有効であることを示
している.さらに，実行時間についても 7プロセスで
は約 90パーセント削減しており，実行時掃の点でも
提案手法が鐙れた結果を示すことができた.
提案手法と既存手法で CEGARノレープの回数が異
なっているのは，提案手法と既存手法では入力となる
モデルの表現方法が異なっている(並列プロセスモデ
提案手法
loop Ume mem loop 
5 2.06s 19.511窃 3 
13 15.1s 36.911必 15 
25 36.6s 37.6MB 28 
41 102s 39.511必 45 
61 360s 45.0~怨 66 
85 1329s 61.0MB 91 
N/A 47238 129MB 
L一一1一2一0一一
ルと並列合成後のモデル)ため， verifシtaによる状態探
索のj慎序に違いが生じ，発生した反例が異なったため
であると考えられる.CEGARノレープによる抽象モデ
ルの洗練は発生する反例に依存するため，このような
差が生じたものと考えられる.
なお，文献のでは，本例題に対して純粋にUPPAAL
のみを用いて検証を行った結果を示しており，各プロ
セスの対称性を利用した SymmetryReductionにより，
メモリ消費量はプロセス数に対して線形的な増加に抑
えられている.よって本例題のようにプロセス聞に対
称性があるような例題に対しては提案手法による抽象
化よりも SymmetryReductiol1が有効であると考えら
れる.今後の課題としては，プロセス聞に対称性が存
在せず SymmetryReductiol1を利用できない例題に対
して提案手法を適用し，提案手法による抽象化の有効
性を評価することが挙げられる.また，このような対
称性を利用し，抽象モデルの洗練を効率的に行う方法
の考案も課題として挙げられる.
5. おわりに
本稿では，著者らがこれまでに提案してきた時間
オートマトンに対する抽象化洗練手法に関する問題点
の改善を行った.既存の抽象化手法では，複数のプロ
セスが並列に動作するようなモデルを検査する場合，
事前に複数のプロセスを並列合成する必要があり，抽
象化効率の低下の原因となっていた.本稿では，この
ような問題を解決するため，そのような合成を部分的
にとどめるような手法を提案した.また提案手法を簡
単な例題に対して適用し，メモリ消費量，実行時間の
両面において既存手法を改善できていることを示した.
今後の課題としては，アルゴリズムを並列化し，抽
象化全体の実行時間を縮小することが挙げられる.ま
た，より規模の大きい例題に適用し，提案手法の有効
性を評価したいと考えている.
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