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Abstract
The Shapley-Shubik power index is a measure of each voters power in the passage
or failure of a vote. We extend this measure to graphs and consider a discrete-time
process in which voters may change their vote based on the outcome of the previous
vote. We use this model to study how voter influence can spread through a network.
We find conditions under which a vanishingly small portion of consenting voters can
change the votes of the entirety of the network. For a particular family of graphs, this
process can be modeled using cellular automata. In particular, we find a connection
between this process and the well-studied cellular automata, Rule 90. We use this
connection to show that such processes can exhibit arbitrarily-long periodicity.
Keywords: Power Index; Discrete-time Graph Process; Voting System
For votes passing by a simple majority, one can consider that voters who hold a slim
majority each have more influence over the result than voters who hold a wide majority.
The Shapley-Shubik power index is a measure of each voters power in the passage or failure
of a vote. We extend this measure of voter power to graphs and examine the discrete-time
spread of voter attitudes in a network.
Shapley and Shubik introduced their index as a first examination of the problem of de-
veloping and maintaining a legislative body [5]. They noted that revisions to the structure
of a legislative body may include new forms of bias, unintended by the revisers. Their math-
ematical evaluation of the division of power within a legislative body is a tool to examine
overall fairness in the system, where fairness can include properties such as equal represen-
tation, and protection of minority interests. Their tool has since been used to study bodies
as varied as the Council of Ministers of the European Council [6], the US Electoral College
[1], the Polish government [4].
In a voting situation, the Shapley-Shubik power index is applicable when votes are taken
in order, a roll call for example. A person, I, is pivotal if before their vote the motion had
not passed but when they vote the motion is carried. Formally, if there are n voters and πI
is the number of permutations in which I is pivotal then the power of I is p(I) = πI/n!. In a
shareholders meeting, a person has a number of votes proportional to the number of shares
held however, in this paper, we will use the ‘1 person, 1 vote’ approach.
To extend the Shapley-Shubik power index to a discrete-time process on a graph we
require the following definitions. Let G be a graph. A configuration of G, C : V (G)→ {C,D}
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Figure 1: Computing the power of a vertex
assigns each vertex to be either a collaborator (C) or a defector (D). We refer to C(v) as
the strategy of v. If C is a configuration and v ∈ V (G) the collaborator neighbourhood of v,
denoted NC [v] is the set of vertices in the closed neighbourhood of v that are collaborators.
We define the defector neighbourhood, denoted ND[v], analogously.
Let C be a configuration of G, v ∈ V (G) and w ∈ [1
2
, 1). If v is a collaborator (i.e, if
C(v) = C), then the power of v is given by p(v) = 1
|NC [v]|
if |NC [v]|
|N [v]|
> w, otherwise it is 0. If
v is a defector then p(v) = 1
|ND[v]|
if |NC [v]|
|N [v]|
≤ w, and 0 otherwise. We may interpret w as
the proportion of dissenting members needed to defeat the vote. We refer to w as the win
condition. Recall that if a motion needs a majority to pass then the dissenters only need 50%
to win whereas the collaborators need 50%+ 1. Although some motions only need ≥ 2/3 or
≥ 3/4 to pass, we use the ‘+1’ approach.
Consider the following example of five vertices where each vote passes by a simple ma-
jority. In Figure 1, and in subsequent figures, black vertices denote collaborators and white
vertices denote defectors.
Vertex v is a collaborator. If a simple majority vote was taken across the vertices in
v’s closed neighbourhood, then the vote would pass with 3 votes for and 1 vote against.
Therefore p(v) = 1
3
.
For a fixed graph G, a configuration C0 and w ∈ [
1
2
, 1) the w-power index process is a
discrete-time process. In each round t > 0, each vertex takes the strategy of the vertex in
its closed neighbourhood that had the greatest power at the end of the previous round. If
this strategy is not well-defined, i.e., if there are two vertices with the greatest power and
differing strategies, then the vertex retains its strategy. Each vertex performs this update
simultaneously. We refer to the configuration at the end of round i as Ci and to C0 as
the initial configuration. Taking the configuration in Figure 1 as C0, Figure 2 gives the
configuration C1. Notice that in C0 vertex v had p(v) =
1
3
. This vertex has a defector
neighbour with p = 1
2
, and so v has changed their strategy from collaboration to defection.
We continue with a second example to highlight the cyclic nature of this process. Figure
3 gives the evolution of the process for the given initial configuration.
Here we notice C0 = C2. As the process is deterministic, this implies C0 = C2 = C4 . . .
and C1 = C3 = C5 . . . . For a fixed graph G, the evolution of the process depends only on C0
and w. With respect to a fixed w ≥ 1
2
, for an initial configuration C0 we say that the process
becomes stable if there exists i ≥ 0 such that Ci = Ci+1. Alternatively the process becomes
periodic with period ℓ if ℓ > 1 is the least integer so that there exists Ci where Ci = Ci+ℓ for
some i ≥ 0. For the example in Figures 1 and 2 the process becomes stable, as C1 = C2.
2
1/2 1/3 1/2 1/2
1/2 1/3
v
Figure 2: The process after a single time-step
→ →
C0 C1 C2
Figure 3: Cyclic behaviour of the process
For a fixed graph G, an initial configuration C0 and a win condition w ≥
1
2
the state of a
vertex v at time t depends on the states of the vertices in the closed second neighbourhood of
v. As such, we may consider the triple (G,C0, w) an as instance of a cellular automata with
a particular rule set. Following the preliminary results in Section 1, we study the interplay
between periodicity, win condition and graph structure. For a particular class of cartesian
products of graphs, we show that the evolution a particular triple (G,C0, w) follows exactly
the evolution of a well-studied 1D cellular automaton, Rule 90. This implies the existence of
processes with arbitrarily long periods. We further find that for every positive integer k and
any connected graph H , that there exists a graph G, of which H is an induced subgraph,
and a configuration C0 such that the
1
2
-power index process on C0 eventually cycles with
cycle length at least k.
1 Preliminary Results
Of the configurations that become stable, we identify a particular class of those that stablise
such that every vertex has the same strategy. If C0 results in stable configuration Ci such
that each vertex in Ci is a collaborator (defector), then we say that C0 is collaborator dom-
inant (resp. defector dominant). Surprising, there exist collaborator (defector) dominant
configurations such that C0 contains relatively few collaborators (resp. defectors).
For fixed integers n and j, Gj,n is the graph formed from the disjoint union of n + 1
cliques, Kj20 ∪Kj21 ∪ · · · ∪Kj2n, with edges between successive cliques such that
• each vertex of Kj has exactly two neighbours in K2j;
• each vertex of Kj2i has exactly two neighbours in Kj2i+1 and one neighbour in Kj2i−1 ,
for 1 ≤ i ≤ n− 1; and
• each vertex of Kj2n has exactly one neighbour in Kj2n−1 .
3
Using Gj,n we show that for any w, a vanishingly small proportion of collaborators or
defectors can spread to fill the entire graph.
Theorem 1.1. If w < j
j+2
, then the w-power index process on Gj,n with
C0(v) =
{
C v ∈ Kj ,
D otherwise.
is collaborator dominant.
Proof. We show 1 ≤ i ≤ n− 1,
Ci(v) =
{
C, v ∈ Kj ∪K2j ∪ · · · ∪Kj2i−1 ,
D, otherwise.
Observe that in C0 each vertex of Kj has positive power, as
j
j+2
> w. Therefore
p0(v) =


1
j
, v ∈ Kj
1
2j+1
v ∈ K2j
1
j2k+3
, v ∈ Kj2k , 2 ≤ k ≤ n.
Thus
C1(v) =
{
C v ∈ Kj ∪K2j ,
D otherwise,
as each defector vertex of K2j has as its neighbour with greatest power a collaborator vertex
in Kj.
Similarly, for all 2 ≤ ℓ ≤ n− 2,we have
Cℓ(v) =
{
C, v ∈ Kj ∪K2j ∪ · · · ∪Kj2ℓ ;
D, otherwise
then
pℓ(v) =


1
j+2
, v ∈ Kj
1
j2ℓ+1
, v ∈ Kj2ℓ
1
j2ℓ+1+2
, v ∈ Kj2ℓ+1
1
j2k+3
k 6= 0, ℓ, ℓ+ 1,
Thus
Cℓ+1(v) =
{
C, v ∈ Kj ∪K2j ∪ · · · ∪Kj2ℓ+1;
D, otherwise
4
as each defector vertex of K2jℓ has as its neighbour with greatest power a collaborator vertex
in K2jℓ−1.
Finally, if
Cn−1(v) =
{
C, v ∈ Kj ∪K2j ∪ · · · ∪Kj2n−1 ;
D, otherwise
then
pn−1(v) =


1
j
, v ∈ Kj
1
j2k+3
, v ∈ Kj2k , 2 ≤ k ≤ n− 2
1
j2n−1+1
, v ∈ Kj2n−1
1
j2n
, v ∈ Kj2n.
Thus, Cn(v) = C for all v ∈ Gj,n, as each defector vertex of K2jn has as its neighbour
with greatest power a collaborator vertex in K2jn.
Theorem 1.2. For all w, the w-power index process on G3,n with
C0(v) =
{
D v ∈ K3,
C otherwise.
is defector dominant.
Proof. The proof of this result follows similarly to that of Theorem 1.1.
Corollary 1.3. For any ǫ > 0, and any w ∈ [1
2
, 1) there exists a graph G and a configuration
C0 such that the density of collaborators in C0 is less than ǫ and C0 is collaborator dominant.
Proof. This follows directly from Proposition 1.1 with the observation
|V (Kj)|
|V (Gj,n)|
=
j
j2n+1
→ 0 as n→∞.
Corollary 1.4. For any ǫ > 0, and any w ∈ [1
2
, 1) there exists a graph G and a configuration
C0 such that the density of defectors in C0 is less than ǫ and C0 is defector dominant.
Corollaries 1.3 and 1.4 show that regardless the value of w, it is possible that relatively
few collaborators or defectors can spread to every vertex of the graph.
Next we examine the effect of the win condition, w, to the process. We show that for the
fixed graph, the vertex valences give rise to an equivalence relation on [1
2
, 1) with respect to
the behaviour of the process. That is, we partition [1
2
, 1) such that a pair of win conditions
in the same part give rise to the same process.
Recall the example given in Figure 3. For w = 1
2
the process is cyclic with period 2.
However, it can be verified that if w = 0.6 the evolution of the process is unchanged.
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Let G be a k-regular graph, v be a vertex of G and C a configuration such that C(v) = C.
Since v has degree k it must be that NC [v]
N [v]
∈ { ⌈k+1/2⌉
k+1
, ⌈k+1/2⌉+1
k+1
, . . . , k+1
k+1
}. Since G is k-regular,
for any fixed value of w ∈ [ i
k+1
, i+1
k+1
) the resulting behaviour of the process will be the same.
By generalising to non-regular graphs, we arrive at the following definition.
For a graphG and a vertex v let Sv =
{
i
|N [v]|
: |N [v]|
2
≤ i ≤ |N [v]|, i ∈ Z
}
and SG =
⋃
v∈V (G) Sv.
The win partition of G is the partition α = {[1
2
, s1), [s1, s2), [s2, s3) . . . [s|SG|−1, s|SG|)} of [
1
2
, 1)
where si ∈ SG and s1 < s2 < · · · < s|SG|.
Theorem 1.5. Let G be a graph with win partition α = {α1, α2, . . . , αk} and let w,w
′ ∈ αi.
If C1, C2 . . . is the sequence of configurations resulting from the w-power index process with
initial configuration C0 and C
′
1, C
′
2 . . . is the sequence of configurations resulting from the
w′-power index with initial configuration C0, then Ci = C
′
i for all i > 0
Proof. Let SG = {s1, s2, . . . sℓ} such that s1 < s2 < · · · < sℓ and let si < w < w
′ < si+1.
Assume Ci = C
′
i. For all v ∈ V (G) let pi(v) and p
′
i(v) be the power index of v in Ci and
C ′i, respectively. If deg(v) = k, then pi(v), p
′
i(v) ∈ {0,
1
k+1
, 2
k+1
, . . . 1}. We show pi(v) = p
′
i(v).
If Ci(v) = C, and pi(v) 6= 0, then
NC [v]
k+1
> w. If pi(v) 6= p
′
i(v), then p
′
i(v) = 0. This
implies si ≤ w <
NC [v]
k+1
≤ w′ < si+1. However, by definition of α there exists st such that
NC [v]
k+1
= sk, a contradiction. A similar argument holds when Ci(v) = D. Therefore if Ci = C
′
i
then Ci+1 = C
′
i+1. The result follows by induction.
Theorem 1.5 implies that in studying the w-power index process for a fixed graph G, we
need only consider finitely many values of w – one from each equivalence class implied by the
win partition. In practise we take the included lower bound of each part as a representative
element.
Theorem 1.6. Let G be a graph with win partition α = {α1, α2, . . . , αk}. If w ∈ αk−1 ∪ αk,
then every configuration C0 on G is eventually stable in the w-power index process.
Proof. Case I: w ∈ αk−1: By Theorem 1.5 we need only consider the
∆−1
∆+1
-power index
process on G. Let C0 be a configuration and let p0 be the power index of vertices of G with
respect to C0. Consider v such that C0(v) = C. When w =
∆−1
∆+1
we have p0(v) > 0 if and
only if N [v] = NC [v] or if NC [v] = ∆. If NC [v] = ∆ then p0(v) =
1
∆
. Consider v such that
C0(v) = D. The power index p0(v) > 0 if and only if |ND[v]| ≥ 2. Observe that if p(v) > 0,
but NC [v] 6= ∅, then p0(v) ≥
1
∆
.
We claim that if Ci(x) = Ci(y) = D for xy ∈ E(G), then Ci+1(x) = Ci+1(y) = D.
Without loss of generality, assume Ci+1(x) = C. This implies that there exists wx ∈ E(G)
such that Ci(w) = C and pi(w) > pi(x). Since pi(w) > 0, it follows that NC [w] = ∆.
Therefore pi(v) =
1
∆
. Since NC [x] 6= ∅ and |ND[x]| ≥ 2 it follows that p0(x) ≥
1
∆
, a
contradiction.
If the ∆−1
∆+1
-power index process on G seeded with C0 is eventually cyclic, then there
exists a vertex x and i > j > 0 such that Ci(x) = C,Ci+1(x) = D and Cj(x) = D and
Cj+1(x) = C. If Ci(x) = C and Ci+1(x) = D then there exists a neighbour, y of x such that
6
pi(y) > pi(x) and Ci(y) = D. Since pi(y) > 0, we have |ND[y]| ≥ 2. Therefore Cs(y) = D
for all s ≥ i. However, by the previous statements, Ct(x) = D for all t ≥ i+1, as xy ∈ E(G)
and Ci+1(x) = Ci+1(y) = D. This contradicts that the process is eventually periodic.
Case II: w ∈ αk: By Theorem 1.5 we need only consider the
∆
∆+1
-power index process on
G. Let C0 be a configuration and let p0 be the power index of vertices of G with respect to C0.
Consider v such that C0(v) = C. If w =
∆
∆+1
, then p0(v) > 0 if and only if NC [v] = N [v].
Therefore if x and y are adjacent vertices such that C0(x) = C and C0(y) = D, then
C1(x) = C1(y) = D. As such if there exists v such that C0(v) = D then C0 is defector
dominant after at most diam(G) time-steps.
Corollary 1.7. If G is a cycle, path or a 3-regular graph and w ∈ [1
2
, 1), then every initial
configuration is eventually stable in the w-power index process.
Proof. If G is a cycle, path or a 3-regular graph then the win partition of G contains no
more than two parts. The result now follows directly from Theorem 1.6.
Though the w-power index process on cycles and 3-regular graphs cannot result in a cycle
for any initial configuration. The same is not true k-regular graphs for k > 3.
Theorem 1.8. Let α1, α2, . . . αj be the win partition of a k-regular graph. For every k > 3
and every w /∈ αk−1∪αk there exists a k-regular graph G, and an initial configuration C0 on
G such that C0 is eventually periodic.
Proof. Let G = Kj−1C4, w =
1
2
. Label the four induced copies of Kj−1 as G1, G2, G3,
and G4 so that vertices in Gi are adjacent to those in Gi+1 (mod 4). Define C0 so that each
vertex of G1 is a collaborator and all of other vertices are defectors. If w /∈ αk−1 ∪ αk, then
w < k−1
k+1
. Therefore
p0(v) =


1
j−1
, v ∈ V (G1)
1
j
. v ∈ V (G2) ∪ V (G4)
1
j+1
, v ∈ V (G3)
Since 1
j
< 1
j−1
, each vertex of G2 and G3 will change their strategy to be a collaborator
in C1. Therefore
p1(v) =


1
j+1
, v ∈ V (G1)
1
j
. v ∈ V (G2) ∪ V (G4)
1
j−1
, v ∈ V (G3)
It follows then that each vertex ofG2 andG3 will change their strategy to be a collaborator
in C2. The conclusion follows by observing that C0 = C2, and thus the process is periodic
with period 2.
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Figure 4: The Graph Hn
Figure 5: Configuration W on Hn
2 Cyclic Games
In this section we highlight the full range of possibilities for the outcome of the 1
2
-power index
process. In particular, we show that for w = 1
2
there exist graphs and initial configurations
that result in arbitrarily long cycles.
Consider the graph Gn = CnP2, with vertex set {vi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ 2}. We
obtain Hn from Gn by attaching a pendant edge with end vertex zi,j to each vertex vi,j of
Gn, and identifying the vertex at the end of each pendant edge with a vertex in a copy of
K3 with vertices xi,j , yi,j, zi,j. Figure 4 gives H8.
We define the configuration W , where for all 1 ≤ i ≤ n
• W (vi,1) = W (xi,1) =W (yi,1) =W (zi,1) = C; and
• W (vi,2) = W (xi,2) =W (yi,2) =W (zi,2) = D.
Figure 5 shows W on H8.
By inspection, such a configuration is stable in the 1
2
-power index process. We note that
in the 1
2
-power index process on Hn, since each vertex is of degree three or degree four the
outcome of the process is unchanged with respect to periodicity if the roles of collaborator
and defector are swapped.
From W we define a family of configurations called wave configurations. Let 2|n. A wave
configuration of length n is a configuration of Hn formed from W by changing the strategies
8
Figure 6: C and D-wave configurations
of any subset, I, of vertices from one of the copies of Cn, such that if vi1,j, vi2,j ∈ I then
|i1 − i2| ≡ 0 mod 2. We call such vertices interrupters. Figure 6 shows wave configurations
on H8.
If the interrupters in a wave configuration are collaborators, we will refer to this config-
uration as a C-wave configuration. Analogously we define D-wave configuration. Note that
for any wave configuration, if u is an interrupter then p(u) = 0.
Lemma 2.1. If Ck is a C-wave configuration of length n with interrupter set I, then in
the 1
2
-power index process we have that Ck+1 is a D-wave configuration of length n with
interrupter set
I ′ = {v1,j | exactly one of vj+1,2 and vj−1,2 is contained in I, 1 ≤ j ≤ n}
Proof. Let Ck be a C-wave configuration of length n. Note that in any C-wave configuration
of length n, we have that p(u) ≤ 1
3
for all u ∈ V (Hn).
If Ck = W , the claim holds as I = ∅, I
′ = ∅ and Ci+1 =W .
So we may assume there is at least one interrupter. We examine the behaviour of each
vertex v by considering its position in Hn.
Case I: v is in a copy of K3. If v is adjacent to a vertex with opposing strategy, that
neighbouring vertex must be an interrupter. Recall that if u is an interrupter then p(u) = 0.
And so Ck(v) = Ck+1(v), as v has no neighbours with opposing strategies and with strictly
greater power index.
Case II: v = vi,1. By hypothesis, Ck is a C-wave configuration. If v is adjacent to
an interrupter, then every vertex in v’s neighbourhood is a collaborator. As such Ck(v) =
Ck+1(v).
Assume now that v is adjacent to no interrupter. If u is a neighbour of v and Ck(v) = C,
then p(u) ≤ 1
4
. Note that this bound is achieved with equality if u is contained a copy of
K3. If u is a neighbour of v and Ck(v) = D, then v = vi,2. Observe that p(v) depends
on the number of interrupters that are adjacent to u. If v has no neighbours that are
interrupters, then each of its neighbours are defectors. And so p(vi,2) =
1
4
. In this case we
see Ck(v) = Ck+1(v). If v has a single neighbour that is an interrupter, then p(vi,2) =
1
3
. In
9
this case we see Ck+1(v) = D. Finally, if v has two neighbours that are interrupters, then
p(vi,2) = 0. In this case we see Ck(v) = Ck+1(v).
Case III: v = vi,2 If v is an interrupter, then p(v) = 0 and Ck+1 = D. Assume now
that v is not an interrupter. Note that v is adjacent to a vertex u contained in a copy of
K3. By Case I, p(u) =
1
3
. Since 1
3
is the maximum value taken by p in Ck, we observe that
Ck(v) = Ck+1(v) = D
Therefore, the only vertices to change strategies are interrupters, and vertices vi,1 where
exactly one of vi−1,2 and vi+1,2 is an interrupter.
Lemma 2.2. If Ci is a D wave configuration of length n, then Ci+1 in the
1
2
-power index
process is a C-wave configuration of length n.
Proof. This proof follows similarly to the proof of Lemma 2.1 by observing that in the 1
2
-
power index process since each vertex of Hn is of degree three or degree four the evolution
of the process is unchanged by exchanging the roles of collaborator and defector.
In the proof of Lemma 2.1 we observe a set of rules that govern the generation of the
subsequent wave configuration from the previous wave configuration. In particular, vertex
vi,1 is an interrupter at time t+1 if and only if exactly one of vi−1,2 and vi+1,2 is an interrupters
at time t.
Recall that a 1D cylindrical cellular automaton of length n is a deterministic discrete-
time process consisting of n cells: c0, c1, . . . , cn−1. At time t, each of the cells is either live
or dead. The state of each cell ci at time t = k+1 depends only on the states of cells ci−1, ci
and ci+1 at time t = k. We call the state at t = 0 the seed of the cellular automaton.
Rule 90 is a 1D cylindrical cellular automaton of length n whose evolution is governed
by the following rule: cell ci is live at time t = k + 1 if and only if at most one of cell ci−1
and ci+1 is live at time t = k [7]. By considering interrupters as live cells in a 1D cylindrical
cellular automaton, we find that the evolution of a C-wave configuration may be modelled
using Rule 90.
Theorem 2.3. Let C0 be a C-wave configuration of length n so that vertex v0,2 is the only
interrupter. Configuration Ck in the
1
2
-power index process has an interrupter in column i
if and only if cell i is live at time t = k in the cylindrical cellular automaton of length n
governed by Rule 90 seeded with a single live cell in c0.
Proof. By Lemma 2.1, there is an interrupter in column i in Ck if and only if there is an
interrupter in either column i−1 or column i+1 in Ck−1. There is an interrupter in column
i in Ck if and only if exactly one of cells i − 1 and i + 1 is live at time t = k − 1 in the
cylindrical cellular automata of length n governed by Rule 90 seeded with a single live cell.
The result follows by induction.
Corollary 2.4. For every positive integer k there exists a graph G and an initial configura-
tion C0 such that the
1
2
-power index process eventually becomes periodic with period at least
k.
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Proof. Rule 90 of length n = 2k + 2 seeded with a single index turned on has period 2k−1.
The result follows by Theorem 2.3.
Corollary 2.4 may be extended so that G contains as an induced subgraph any graph S.
Corollary 2.5. For every positive integer k and any graph S, there exists a graph G that
has S as an induced subgraph, and an initial configuration C0 such that the
1
2
-power index
process eventually becomes periodic with period at least k.
Proof. Let S be a graph and let k be a positive integer. By Corollary 2.4, there exists a graph
G⋆ and an initial configuration C0 such that the
1
2
-power index process eventually becomes
periodic with period at least k. By the proof of Corollary 2.4 we may assume that G⋆ = Hn
for some n > 0. Construct G from S ∪ Hn by attaching any vertex s in S to any vertex v
of degree 2 in Hn. Now assign the usual configuration to Hn. Without loss of generality we
may assume C0(v) = C. Now, assign C0(u) = C for all u ∈ V (S). We must verify that (a),
Ct(S) = C0(S) for all t, and (b), Hn still behaves like the wave configuration. Notice that
(a) holds if (b) does, so it is enough to show (b). Observe the following subgraph, where v
and s are defined above, and i is an interrupter :
v
i
s
Observe that the power index of i’s C neighbour remains the same, meaning the interrupter
will still change. Also, it’s clear that none of the vertices other than i will change.
Therefore, G contains S as a subgraph, and we can find a power index configuration
which is eventually periodic with arbitrarily long period.
Many open areas of study concerning the power index process on graph remain. It is
clear that for a fixed win condition, both the initial condition and the particular topology
of the graph impact the limiting behaviour of the process. This is unsurprising, as it is a
feature of many discrete-time processes on graphs. That any induced subgraph may appear
on a graph for which a configuration exists with arbitrarily long period length suggests that
structural results beyond what is presented in Section 1 are unlikely.
Here the study of the process on the Hn is motivated by the aim of discovering the full
range of possible behaviours for the process. As the spread of behaviours is of particular
interest on small-world networks and Erdo˝s-Renyi graphs and these families of graphs are
excellent choices in the continuing study of the power index process.
In many of the results presented herein, graphs and initial configurations are carefully
crafted to achieve a desired property within in the process. The completely deterministic
behaviour of the process makes such constructions possible. Recent work in the spread of
influence of graphs with probabilistic dynamics (see [2], [3]) gives a reasonable path for future
work on a probabilistic version, including a probabilistic updating scheme and a random
initial assignment of strategies.
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