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Abstract
The existence of a formal particular solution (family of solutions) of the type (12) under
certain conditions has been proved for the system of differential equations (9). The asymptotic
nature of this solution (the family of solutions) is investigated in two individual cases when
all the eigenvalues of the matrix A 1) are not pure imaginary, 2) are simple and under some
additional assumptions.
—–
Для системы дифференциальных уравнений (9) при определённых условиях установле-
но существование формального частного решения (семейства решений) типа (12). Асимп-
тотический характер этого решения (семейства решений) исследован в двух отдельных
случаях, когда все собственные значения матрицы A 1) не чисто мнимые, 2) простые и при
некоторых дополнительных предположениях.
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1 Введение
В классических трудах Пуанкаре и Мальмквиста (смотрите [17]) детально исследованы асимп-
тотические разложения решений дифференциальных уравнений в форме степенных рядов по
степеням функции
1
t
.
В этой работе получены достаточные условия (теорема 1) существования у вещественного
векторного квазилинейного обыкновенного дифференциального уравнения (9), с исчезающи-
ми при t → +∞ параметрами εl(t)
(
l = 1,m
)
при нелинейностях, формального частного ре-
шения (семейства решений) типа (12), которое имеет вид асимптотического ряда по степеням
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функций εl(t)
(
l = 1,m
)
и их производных любого порядка с ограниченными на бесконеч-
ном промежутке I коэффициентами, являющимися векторами из некоторого абстрактного
класса Kn×11 (A) колеблющихся функций. Исследован асимптотический характер построенно-
го рекуррентным образом формального частного решения (семейства решений) (12) в двух
отдельных случаях, когда все собственные значения матрицы A 1) не чисто мнимые (теорема
2), 2) простые (теоремы 3 – 5) и при некоторых дополнительных предположениях. В теоремах
об асимптотическом характере указано количество произвольных (либо достаточно малых по
абсолютной величине произвольных) скалярных постоянных, от которых зависит погрешность
r.
Новизной данного направления является наличие колеблющихся функций из некоторого
абстрактного класса K1(A) в векторном дифференциальном уравнении (9) и в асимптотиче-
ском разложении (12) его формального частного решения (семейства решений). Публикации
других математиков о рассматриваемом здесь случае авторам не встречались.
Это исследование примыкает также к известным результатам метода малого параметра
Пуанкаре (смотрите [19]).
2 Обозначения
Введем некоторые обозначения, которые будут использоваться всюду в этой работе. Будем
считать, что множество N0 := {0} ∪ N, R− := (−∞, 0), R−0 := R− ∪ {0}, R+ := (0,+∞),
R+0 := {0} ∪ R+, промежуток I := [t0,+∞) ⊂ R, [a] и {a} — целая и дробная части числа
a ∈ R соответственно, < z и = z — вещественная и мнимая части числа z ∈ C соответственно,
ı — мнимая единица, E — единичная матрица, C0 ≡ ∅. Пусть функция f(t) : I → R, число
a ∈ R, тогда символы f(t) ↓↑ a (t ∈ I, t → +∞) будут указывать нам, что f(t), по крайней
мере, нестрого монотонна на промежутке I и стремится к a при аргументе t → +∞. Пусть
матрица A ∈ Cn×n, тогда условимся обозначать через λj(A)
(
j = 1, n
)
её собственные значения,
Λ(A) — её спектр, а множество ∆(A) :=
{
λj(A)− λl(A) | j, l = 1, n, j 6= l
}
(порядок n ≥ 2).
Пусть вектор a ∈ Cn×1, матрица A ∈ Cn×m, тогда (a)j — j компонента a
(
j = 1, n
)
, (A)jl
— элемент A с индексами j, l
(
j = 1, n, l = 1,m
)
, AT — транспонированная A. Пусть числа
a1, a2, . . . , an ∈ C, тогда символами diag(a1, . . . , an) будем обозначать диагональную матрицу на
главной диагонали, которой стоят элементы a1, a2, . . . , an. Пусть матрица A(x) : Rk×1 → Cn×m,
S — некоторый класс скалярных функций, тогда под записью A(x) ∈ S будем понимать, что
элементы (A (x))jl ∈ S
(
j = 1, n, l = 1,m
)
. Нормой матрицы A ∈ Cn×m, будем называть число
||A|| := max
j=1,n
l=1,m
|(A)jl| .
Пусть число k ∈ N, матрица A(t) : R→ Cn×m, тогда обозначим
(A(t))(k) :=
dk
(
(A(t))jl
)
dtk
n,m
j, l=1
, (A(t))′ := (A(t))(1) .
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Пусть мультииндекс ℘ ∈ Nn0 , вектор y ∈ Rn×1, вектор–функция f(t, y) : R1+n → Cm×1, функция
g(t, y) : R1+n → C, тогда
|℘| :=
n∑
j=1
(℘)j , ℘! :=
n∏
j=1
(℘)j !, y
℘ :=
n∏
j=1
(y)
(℘)j
j ,
∂℘y f(t, y) :=
∂|℘|f(t, y)
∂(y)
(℘)1
1 ∂(y)
(℘)2
2 . . . ∂(y)
(℘)n
n
, ∇y g(t, y) :=
(
∂g(t, y)
∂(y)1
, . . . ,
∂g(t, y)
∂(y)n
)
.
Везде в этой статье будем полагать, что сумма
k1∑
j=k0
aj = 0, произведение
k1∏
j=k0
aj = 1, k0, k1 =
∅, функция f(b1, . . . , bk2 , ak0 , . . . , ak1 , c1, . . . , ck3) ≡ f(b1, . . . , bk2 , c1, . . . , ck3) при k1 < k0, f(t, c) ≡
f(t), если c ∈ ∅.
В этой публикации фигурируют производные только натурального порядка.
3 Существование формального частного решения (семейства ре-
шений)
В этой секции статьи построено, по крайней мере, одно формальное частное решение вида
(12) основного вещественного векторного квазилинейного обыкновенного дифференциального
уравнения (9) (теорема 1).
3.1 Абстрактный класс K1(A) колеблющихся функций
Пусть, далее, матрица A ∈ Rn×n, порядок n ≥ 2.
В работах [1] – [4] авторами настоящей статьи при некоторых условиях был исследован
асимптотический характер формального частного решения типа (12) (с периодическими век-
торными коэффициентами) векторного дифференциального уравнения вида (9) в случае, ко-
гда f(t), ∂℘y fl(t, y)
(
℘ ∈ Nn0 , l = 1,m
)
являются периодическими вектор–функциями по неза-
висимой переменной t. С целью обобщения ранее полученных результатов на более общий вид
вектор–функций f(t), ∂℘y fl(t, y)
(
℘ ∈ Nn0 , l = 1,m
)
в исследованиях [5] – [8] авторами данной
публикации были аксиоматически введены в рассмотрение абстрактные классы K1(A), K2(A) и
K3(A) колеблющихся функций. Ниже дано аксиоматическое определение класса K1(A) необ-
ходимого, для того чтобы найти векторные коэффициенты формального частного решения
(семейства решений) (12) векторного дифференциального уравнения (9).
Определение 1. Будем обозначать через K1(A) некоторый непустой класс функций {f(t) : I → R}
таких, что
1. f(t) ∈ C(I), супремум sup
t∈I
|f(t)| < +∞;
2. если функции f1(t), f2(t) ∈ K1(A), α ∈ R, то αf1(t), f1(t) + f2(t), f1(t)f2(t) ∈ K1(A);
3. пусть функция f˜(t) : I → C и < f˜(t), = f˜(t) ∈ K1(A), тогда у каждого дифференциаль-
ного уравнения вида
dy
dt
= λy + f˜(t) (y : I → C, t ∈ I, λ ∈ Λ(A)) (1)
3
на промежутке I существует, по крайней мере, одно частное решение y(t, c˜) такое,
что < y(t, c˜), = y(t, c˜) ∈ K1(A) ∩ C1(I), параметр c˜ ∈ Cn˜ (0 ≤ n˜ ≤ 1).
Приведем три важных примера классов K1(A) состоящих из
1. периодических функций,
2. равномерных почти периодических в смысле Г. Бора (далее в тексте этой работы РПП)
функций с конечными спектрами,
3. конечных линейных комбинаций функций вида eγt (число γ ∈ R−0 (R−)) с действитель-
ными коэффициентами.
Пример 1. Пусть число τ ∈ R+ фиксировано, множество
Γ1 :=
{
2piıs
τ
∣∣∣∣ s ∈ Z} , Λ(A) ∩ Γ1 = ∅. (2)
Тогда множество вещественных непрерывно дифференцируемых на R τ -периодических функ-
ций образует некоторый класс K1(A) на любом промежутке I. Причём у каждого диффе-
ренциального уравнения вида (1) (λ ∈ Λ(A)) в таком случае будет существовать ровно по
одному частному решению, вещественная и мнимая части которых будут принадлежать
классу K1(A) ∩ C1(I).
Очевидно, что для указанного множества функций справедливы аксиомы 1., 2. класса
K1(A) на любом промежутке I. Убедимся, что также для этого множества выполняется
и аксиома 3. класса K1(A) на любом промежутке I. Действительно, в силу теоремы о поряд-
ке убывания коэффициентов Фурье периодической функции в зависимости от её гладкости,
при указанных условиях неоднородная часть дифференциального уравнения (1) разлагается в
абсолютно и равномерно сходящийся на любом промежутке I ряд Фурье
f˜(t) =
∞∑
s=−∞
ase
2piıs
τ
t
, as =
1
τ
τ∫
0
f˜(t)e
−
2piıs
τ
t
dt (s ∈ Z),
∞∑
s=−∞
|as| < +∞.
В таком случае непосредственной подстановкой ряда Фурье
y(t) :=
∞∑
s=−∞
as
2piıs
τ
− λ
e
2piıs
τ
t
(λ ∈ Λ(A))
в дифференциальное уравнение (1) можно убедиться, что он является частным решением
этого уравнения на любом промежутке I. Очевидно, что функции < y(t), = y(t) ∈ K1(A) ∩
C1(I). Заметим, что при условиях этого примера общим решением дифференциального урав-
нения (1) будет функция
y(t, c˜) := c˜eλt + y(t) (c˜ ∈ C, λ ∈ Λ(A), t ∈ I).
Однако при c˜ 6= 0 (∀λ ∈ C) функции < y(t, c˜), = y(t, c˜) не могут принадлежать классу K1(A),
так как при этом нарушаются условия τ -периодичности, (2).
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Примеру РПП класса K1(A) предпошлем пример простейшей РПП функции.
Пример 2. Функция sin(γ1t) + sin(γ2t) (γ1, γ2, t ∈ R, γ1γ2 6= 0) является (чисто) периодиче-
ской, если
γ1
γ2
∈ Q и РПП (непериодической), если γ1
γ2
∈ R \Q.
Ниже используем известные понятия (смотрите [18], [20]).
Определение 2. Средним значением функциональной матрицы F (t) : I → Cm×n называется
матрица
M(F (t)) := lim
t→+∞
1
t
t∫
t0
F (τ) dτ,
если F (t) интегрируема на любом отрезке [t0, t1] (t1 > t0), и если указанный здесь предел
существует и конечен.
Определение 3. Рядом Фурье РПП матрицы F (t) : R → Cm×n называется конечный или
счётный тригонометрический матричный ряд
F (t) ∼
∑
s
Ase
ıγst, As = M
(
F (t)e−ıγst
)
,
где матрицы As — коэффициенты Фурье, γs — показатели Фурье, множество {γs} ⊂ R —
спектр матричной функции F (t).
Пример 3. Пусть задана конечная или счётная совокупность действительных чисел Ω1 :=
{ω1, ω2, . . . } ⊂ R, множество Γ2 состоит из всевозможных конечных линейных комбинаций
чисел из Ω1 с целыми коэффициентами, то есть
Γ2 :=
{
p∑
s=1
ksωs
∣∣∣∣∣ ks ∈ Z, ωs ∈ Ω1, s = 1, p, p ∈ N
}
,
причём выполнено условие
inf
γ∈Γ2
λ∈Λ(A)
|ıγ − λ| > 0. (3)
Тогда множество вещественных РПП функций обладающих конечными спектрами, являю-
щимися подмножествами Γ2, то есть{
p∑
s=1
ase
ıγst + a¯se
−ıγst
∣∣∣∣∣ as ∈ C, γs ∈ Γ2, s = 1, p, p ∈ N
}
(t ∈ I), (4)
образует некоторый класс K1(A) на любом промежутке I. Причём у каждого дифференци-
ального уравнения вида (1) (λ ∈ Λ(A)) в таком случае будет существовать ровно по одному
частному решению, вещественная и мнимая части которых будут принадлежать классу
K1(A) ∩ C1(I).
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Очевидно, что для множества (4) справедливы аксиомы 1., 2. класса K1(A) на любом про-
межутке I. Убедимся, что также для этого множества выполняется и аксиома 3. клас-
са K1(A) на любом промежутке I. Действительно, при указанных условиях неоднородную
часть дифференциального уравнения (1) можно представить в виде
f˜(t) =
p∑
s=1
ase
ıγst + bse
−ıγst (as, bs ∈ C, γs ∈ Γ2, s = 1, p, t ∈ I) .
В таком случае непосредственной подстановкой функции
y(t) :=
p∑
s=1
as
ıγs − λe
ıγst − bs
ıγs + λ
e−ıγst (λ ∈ Λ(A))
в дифференциальное уравнение (1) можно убедиться, что она является частным реше-
нием этого уравнения на любом промежутке I. Очевидно, что функции < y(t), = y(t) ∈
K1(A) ∩ C1(I). Заметим, что при условиях этого примера общим решением дифференци-
ального уравнения (1) будет функция
y(t, c˜) := c˜eλt + y(t) (c˜ ∈ C, λ ∈ Λ(A), t ∈ I).
Однако при c˜ 6= 0 (∀λ ∈ C) функции < y(t, c˜), = y(t, c˜) не могут принадлежать классу K1(A),
так как при этом нарушаются условия (4), (3).
Если в предыдущих примерах классов K1(A) функции колебались на всём множестве R
около своего среднего значения, то в нижеследующем они монотонно (для достаточно больших
значений аргумента t) стремятся к нему (при t→ +∞).
Пример 4. Пусть задана конечная или счётная совокупность неположительных (либо от-
рицательных) действительных чисел Ω2 := {ω1, ω2, . . . } ⊂ R−0 (R−), множество Γ3 состоит
из всевозможных конечных нетривиальных линейных комбинаций чисел из Ω2 с коэффици-
ентами из множества N0, то есть
Γ3 :=
{
p∑
s=1
ksωs
∣∣∣∣∣ ks ∈ N0,
p∑
s=1
ks 6= 0, ωs ∈ Ω2, s = 1, p, p ∈ N
}
,
причём выполнено условие
inf
γ∈Γ3
λ∈Λ(A)
|γ − λ| > 0. (5)
Тогда множество конечных линейных комбинаций{
p∑
s=1
ase
γst
∣∣∣∣∣ as ∈ R, γs ∈ Γ3, s = 1, p, p ∈ N
}
(t ∈ I) (6)
образует некоторый класс K1(A) на любом промежутке I (константа t0 ≥ 0). Причём у
каждого дифференциального уравнения вида (1) (λ ∈ Λ(A)) в таком случае будет существо-
вать ровно по одному частному решению, вещественная и мнимая части которых будут
принадлежать классу K1(A) ∩ C1(I).
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Очевидно, что для множества (6) справедливы аксиомы 1., 2. класса K1(A) на любом про-
межутке I (константа t0 ≥ 0). Убедимся, что также для этого множества выполняется
и аксиома 3. класса K1(A) на любом промежутке I (константа t0 ≥ 0). Действительно, при
указанных условиях неоднородную часть дифференциального уравнения (1) можно предста-
вить в виде
f˜(t) =
p∑
s=1
ase
γst
(
as ∈ C, γs ∈ Γ3, s = 1, p, t ∈ I
)
.
В таком случае непосредственной подстановкой функции
y(t) =:
p∑
s=1
as
γs − λe
γst (λ ∈ Λ(A))
в дифференциальное уравнение (1) можно убедиться, что она является частным решени-
ем этого уравнения на любом промежутке I (константа t0 ≥ 0). Очевидно, что функции
< y(t), = y(t) ∈ K1(A) ∩ C1(I). Заметим, что при условиях этого примера общим решением
дифференциального уравнения (1) будет функция
y(t, c˜) := c˜eλt + y(t) (c˜ ∈ C, λ ∈ Λ(A), t ∈ I).
Однако при c˜ 6= 0 (∀λ ∈ C) функции < y(t, c˜), = y(t, c˜) не могут принадлежать классу K1(A),
так как при этом нарушаются условия (6), (5).
В следующей лемме доказано существование, по крайней мере, одного частного решения из
класса Kn×11 (A)∩C1(I) укороченного уравнения (7) соответствующего основному векторному
обыкновенному дифференциальному уравнению (9).
Лемма 1. Пусть в векторном дифференциальном уравнении
dϕ
dt
= Aϕ+ f(t) (t ∈ I) (7)
1. вектор–функция ϕ : I → Rn×1, порядок n ≥ 2;
2. матрица A ∈ Rn×n и задан некоторый класс K1(A);
3. вектор–функция f(t) ∈ Kn×11 (A).
Тогда у векторного дифференциального уравнения (7) на промежутке I существует, по край-
ней мере, одно частное решение ϕ0(t, c0) из класса Kn×11 (A) ∩ C1(I) (параметр c0 ∈ Rn0,
0 ≤ n0 ≤ n).
Доказательство. Приведем матрицу A к жордановой канонической форме J . Для этого сде-
лаем в векторном дифференциальном уравнении (7) замену неизвестной вектор–функции вида
ϕ = P0z, где матрица P0 ∈ Cn×n, J = P−10 AP0, определитель detP0 6= 0. В результате получим
векторное дифференциальное уравнение вида
dz
dt
= Jz + P−10 f(t). (8)
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Учитывая структуру жордановой канонической формы матрицы, заметим, что решать си-
стему n скалярных дифференциальных уравнений (8) нужно снизу вверх. При такой последо-
вательности решения дифференциальной системы (8) каждый раз будем интегрировать одно
скалярное дифференциальное уравнение вида
dz˜
dt
= λz˜ + f˜(t) (λ ∈ Λ(A))
с уже известным из предыдущих шагов свободным членом f˜(t).
В силу аксиом класса K1(A) вектор–функции <P−10 f(t), =P−10 f(t) ∈ Kn×11 (A). Поэтому, в
силу этих же аксиом, на промежутке I существует, по крайней мере, одно частное решение
z0(t, c˜0) (параметр c˜0 ∈ Cn0 , 0 ≤ n0 ≤ n) векторного дифференциального уравнения (8), такое,
что вектор–функции < z0(t, c˜0), = z0(t, c˜0) ∈ Kn×11 (A) ∩ C1(I).
Возвращаясь обратно к неизвестной вектор–функции ϕ, получим, по крайней мере, одно
комплекснозначное частное решение P0z0(t, c˜0) векторного дифференциального уравнения (7),
такое, что <P0z0(t, c˜0), =P0z0(t, c˜0) ∈ Kn×11 (A)∩C1(I). Записывая вектор-функцию P0z0(t, c˜0)
в виде выражения <P0z0(t, c˜0) + ı=P0z0(t, c˜0) и подставляя его в исходное векторное диф-
ференциальное уравнение (7), убедимся, что ϕ0(t, c0) := <P0z0(t, c˜0) является его частным
решением (семейством решений) из класса Kn×11 (A) ∩ C1(I) (параметр c0 ∈ Rn0).
3.2 Основное вещественное векторное квазилинейное обыкновенное диф-
ференциальное уравнение
Основным объектом исследований в настоящей работе является вещественное векторное ква-
зилинейное обыкновенное дифференциальное уравнение
dy
dt
= Ay + f(t) +
m∑
l=1
εl(t)fl(t, y) ((t, y) ∈ D) , (9)
в предположении, что
1. выполнены все условия леммы 1;
2. областьD :=
{
(t, y)
∣∣ t ∈ I, y ∈ Rn×1, ||y − ϕ0(t, c0)|| ≤ a} (число a ∈ R+), причём вектор–
функция ϕ0(t, c0) (параметр c0 ∈ Rn0 , 0 ≤ n0 ≤ n) — некоторое частное решение из
класса Kn×11 (A) ∩C1(I) укороченного векторного дифференциального уравнения (7) со-
ответствующего основному уравнению (9);
3. функции εl(t) : I → R, εl(t) ∈ C∞(I), d
sεl(t)
dts
= o(1) (t→ +∞, l = 1,m, s ∈ N0);
4. вектор–функции fl(t, y) : D → Rn×1, fl(t, y) ∈ C0, ∞t, y (D) (l = 1,m);
5. супремумы sup
(t,y)∈D
‖∂℘y fl(t, y)‖ < +∞, ∂℘y fl(t, ϕ0(t, c0)) ∈ Kn×11 (A)
(
℘ ∈ Nn0 , l = 1,m
)
.
8
3.3 Ранг функций
В работах [1] – [2] авторами настоящей публикации при некоторых условиях было построено
формальное частное решение одного квазилинейного дифференциального уравнения второго
порядка, которое является частным случаем векторного дифференциального уравнения (9). В
качестве функций εl(t)
(
l = 1,m
)
там рассматривалась одна функция
1
t
. С целью обобщения
полученного результата на более общий вид функций в исследованиях [3] – [8] авторами данной
работы было использовано понятие ранга. Ниже дано аксиоматическое определение понятие
ранга, которое необходимо для частичного упорядочивания, нумерации с помощью только
двух натуральных индексов и относительной оценки скорости стремления к нулю (в виде
O ((ε1(t))
α), α ∈ R+, t → +∞) всевозможных произведений функций εl(t)
(
l = 1,m
)
и их
производных любого натурального порядка.
Каждой из функций εl(t)
(
l = 1,m
)
будем приписывать некоторый ранг %l ∈ R+
(
l = 1,m
)
,
%l−1 ≤ %l
(
l = 2,m, m ≥ 2) . Условимся писать
Rank(εl(t)) := %l
(
l = 1,m
)
.
Пример 5. В случае, когда
εl(t) =
lnαl1 t lnαl2 ln t . . . lnαlpl (ln(. . . (ln t) . . . ))
tαl0
(l = 1,m),
где αlq ∈ R, αl0 > 0 (l = 1,m, q = 0, pl) (t0 достаточно большое число, чтобы последние дроби
имели смысл) удобно положить, что
Rank(εl(t)) = αl0 (l = 1,m).
Замечание 1. Очевидно, что этим примером функций εl(t) (l = 1,m) не исчерпываются
все возможные их варианты. Действительно, при некоторых условиях можно добавить в
них в качестве сомножителей функции вида sin (εl(t)) , cos (εl(t)) , exp (tα) (l ∈ 1,m, α ∈ R−).
Тем самым применённое в работе понятие ранга позволяет охватить достаточно широкий
класс функций.
Определим ранг произведений и производных функций εl(t) (l = 1,m) следующим образом.
Определение 4. Пусть заданы числа kl ∈ N0, βlr ∈ N0 (l = 1,m, r = 0, kl), причём хотя бы
одно из чисел βlr отлично от нуля и функция
νη(t) :=
m∏
l=1
kl∏
r=0
(
drεl(t)
dtr
)βlr
, η = (k1, . . . , km, β10, . . . , βmkm),
тогда условимся считать, что
Rank (νη(t)) :=
m∑
l=1
kl∑
r=0
(%l + r)βlr. (10)
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Множество всех введённых таким образом рангов обозначим через R.
R :=
{
m∑
l=1
kl∑
r=0
(%l + r)βlr : kl, βlr ∈ N0 (l = 1,m, r = 0, kl),
m∑
l=1
kl∑
r=0
βlr > 0
}
Это множество, когда %l (l = 1,m) иm фиксированы, в любом ограниченном интервале (b, c) ⊂
R содержит конечное число элементов. Таким образом множество R счётно. Следовательно,
можем перенумеровать его
R = {ρs, ρs < ρs+1 (s ∈ N)}.
Заметим, также, что множество R содержит наименьший элемент — %1.
3.4 Теорема о существовании формального частного решения (семейства
решений)
Для каждого фиксированного s ∈ N рассмотрим множество
Ms :=
{
νη(t)
∣∣ Rank(νη(t)) = ρs} .
Перенумеруем элементы этого множества с помощью индекса p и запишем Ms в форме
Ms =
{
νsp(t), p = 1,κs
}
(s ∈ N),
где κs (s ∈ N) — количество элементов множества Ms.
По функциям νsp(t) (s ∈ N, p = 1,κs) будем производить разложение формального частного
решения (семейства решений) типа (12) основного векторного дифференциальное уравнения
(9). Заметим, что их можно представить в виде
νsp(t) =
m∏
l=1
[ρs−%l]∏
r=0
(
drεl(t)
dtr
)βsplr
(βsplr ∈ N0 : Rank(νsp(t)) = ρs). (11)
Очевидно, что функции ν1p(t) ≡ εp(t)
(
p = 1,κ1
)
.
В следующей теореме доказано существование, по крайней мере, одного формального част-
ного решения вида (12) у основного векторного дифференциальное уравнения (9).
Теорема 1. Пусть вещественное векторное квазилинейное обыкновенное дифференциальное
уравнение (9) удовлетворяет условиям 1. – 5 и заданы некоторые ранги %l функций εl(t)(
l = 1,m
)
, для которых выполняется определение 4. Тогда существует, по крайней мере,
одно его формальное частное решение вида
y˜ = ϕ0(t, c0) +
∞∑
s=1
κs∑
p=1
νsp(t)ϕsp(t, csp) (t ∈ I), (12)
где вектор–функции ϕsp(t, csp) ∈ Kn×11 (A)∩C1(I) (параметры csp ∈ Rnsp , числа nsp ∈ {0, 1, 2, . . . , n},
s ∈ N, p = 1,κs) определяются рекуррентным образом из бесконечной последовательности
совокупностей векторных дифференциальных уравнений вида (19). (Формальное семейство
решений (12) может зависеть не более чем от n произвольных скалярных постоянных.)
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Доказательство. Будем искать формальные решения векторного дифференциального урав-
нения (9) в виде
y˜ = ϕ0(t, c0) +
∞∑
s=1
κs∑
p=1
νsp(t)ϕsp(t) (t ∈ I), (13)
где вектор–функции ϕsp(t) ∈ Kn×11 (A) ∩ C1(I) (s ∈ N, p = 1,κs) пока не известны. Формально
продифференцируем по независимой переменной t это равенство, в результате получим
dy˜
dt
=
dϕ0(t, c0)
dt
+
∞∑
s=1
κs∑
p=1
(
dνsp(t)
dt
ϕsp(t) + νsp(t)
dϕsp(t)
dt
)
. (14)
Введем обозначение δ˜(t) := y˜ − ϕ0(t, c0). С помощью разложения вектор–функций fl(t, y˜)
(l = 1,m) в формальные ряды Тейлора получим
m∑
l=1
εl(t)fl(t, y˜) =
m∑
l=1
εl(t)
∑
℘∈Nn0
1
℘!
∂℘y fl (t, ϕ0(t, c0)) δ˜
℘(t). (15)
Подставляя формальное равенство (13) в векторное дифференциальное уравнение (9) и
учитывая формулы (14), (15), получим новое формальное равенство
dϕ0(t, c0)
dt
+
∞∑
s=1
κs∑
p=1
(
dνsp(t)
dt
ϕsp(t) + νsp(t)
dϕsp(t)
dt
)
=
= A
ϕ0(t, c0) + ∞∑
s=1
κs∑
p=1
νsp(t)ϕsp(t)
+ f(t) + m∑
l=1
εl(t)
∑
℘∈Nn0
1
℘!
∂℘y fl (t, ϕ0(t, c0)) δ˜
℘(t).
Перепишем это равенство в следующем виде
dϕ0(t, c0)
dt
−Aϕ0(t, c0) +
∞∑
s=1
κs∑
p=1
νsp(t)
(
dϕsp(t)
dt
−Aϕsp(t)
)
=
= f(t)−
∞∑
s=1
κs∑
p=1
dνsp(t)
dt
ϕsp(t) +
m∑
l=1
εl(t)
∑
℘∈Nn0
1
℘!
∂℘y fl (t, ϕ0(t, c0)) δ˜
℘(t). (16)
Рассмотрим двойные суммы в правой части этого формального равенства. В силу формулы
(11), получим
dνsp(t)
dt
=
m∑
k=1
 m∏
l=1
l 6=k
[ρs−%l]∏
r=0
(
drεl(t)
dtr
)βsplr [ρs−%k]∑
q=0
[ρs−%k]∏
r=0
r 6=q
(
drεk(t)
dtr
)βspkrβspkq·
·
(
dqεk(t)
dtq
)βspkq−1 dq+1εk(t)
dtq+1
=
m∑
k=1
[ρs−%k]∑
q=0
βspkq
 m∏
l=1
l 6=k
[ρs−%l]∏
r=0
(
drεl(t)
dtr
)βsplr ·
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·[ρs−%k]∏
r=0
r 6=q
(
drεk(t)
dtr
)βspkr(dqεk(t)
dtq
)βspkq−1 dq+1εk(t)
dtq+1
(
s ∈ N, p = 1,κs
)
.
Таким образом представили функции
dνsp(t)
dt
(s ∈ N, p = 1,κs) в виде линейной комбинации
некоторых известных функций вида (11) с некоторыми известными действительными коэф-
фициентами. Причём ранг этих функций будет
m∑
l=1
l 6=k
[ρs−%l]∑
r=0
(%l + r)βsplr +
[ρs−%k]∑
r=0
r 6=q
(%k + r)βspkr + (%k + q)(βspkq − 1)+
+ %k + q + 1 = 1 + ρs
(
s ∈ N, p = 1,κs
)
. (17)
Учитывая аксиомы класса K1(A) можем заключить, что произведение двух любых компо-
нент вектор–функции δ˜(t) можно записать в виде ряда, такого же, как и у этих множителей.
Поэтому правая часть равенства (15) обладает формой, такой же, как и у вектор–функции
δ˜(t). Так как в этой части присутствуют функции εl(t) (l = 1,m), в качестве множителей, то в
слагаемых ряда типа δ˜(t), представляющего правую часть равенства (15), при функциях νsp(t)
(s ∈ N, p = 1,κs) не будет вектор–функций ϕkp(t) (k ≥ s (k ∈ N), p = 1,κk).
Приравнивая в равенстве (16) слева и справа слагаемые не содержащие функций νsp(t)
(s ∈ N, p = 1,κs), получим векторное равенство. В силу леммы 1 вектор–функция ϕ0(t, c0) ∈
Kn×11 (A) ∩ C1(I) обращает его в тождество на промежутке I.
Далее, приравнивая в равенстве (16) с обеих сторон коэффициенты при одинаковых функ-
циях ν1p(t) (p = 1,κ1), получим совокупность векторных дифференциальных уравнений dϕ1p(t)dt = Aϕ1p(t) + fp(t, ϕ0(t, c0)),
p = 1,κ1.
(18)
В силу леммы 1 у этих векторных дифференциальных уравнений на промежутке I существует,
по крайней мере, по одному частному решению из класса Kn×11 (A)∩C1(I) — вектор–функции
ϕ1p(t, c1p) (p = 1,κ1, параметры c1p ∈ Rn1p , 0 ≤ n1p ≤ n).
Пусть уже найдены вектор–функции ϕsp(t, csp) ∈ Kn×11 (A)∩C1(I) (s = 1, q, p = 1,κs, q ∈ N
фиксировано, параметры csp ∈ Rnsp , 0 ≤ nsp ≤ n). Приравнивая в равенстве (16) слева и спра-
ва коэффициенты при одинаковых функциях νq+1 p(t) (p = 1,κq+1), получим систему вектор-
ных дифференциальных уравнений относительно пока неизвестных вектор–функций ϕq+1 p(t)
(p = 1,κq+1). В силу свойств (17) и замечания о правой части равенства (15) правые части
этих векторных дифференциальных уравнений уже известны из предыдущих шагов. Поэтому,
учитывая вид левой части равенства (16), можем заключить, что эти векторные дифференци-
альные уравнения являются линейными, а сама система распадается на совокупность из κq+1
независимых уравнений. В силу условий теоремы и аксиом класса K1(A) свободные члены
этих векторных дифференциальных уравнений принадлежат Kn×11 (A). Следовательно, снова
в силу леммы 1 у этих векторных дифференциальных уравнений существует на промежутке I,
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по крайней мере, по одному частному решению из класса Kn×11 (A)∩C1(I) — вектор–функции
ϕq+1 p(t, cq+1 p) (p = 1,κq+1, параметры cq+1 p ∈ Rnq+1 p , 0 ≤ nq+1 p ≤ n).
Таким образом, с помощью математической индукции доказали, что формальное равен-
ство (16) сводится к бесконечной последовательности совокупностей векторных дифференци-
альных уравнений dϕsp(t)dt = Aϕsp(t) + gsp (t, ϕ0(t, c0), ϕ11(t, c11), . . . , ϕs−1 κs−1(t, cs−1 κs−1)) ,
p = 1,κs
(s ∈ N),
(19)
где вектор–функции gsp
(
t, ϕ0(t, c0), ϕ11(t, c11), . . . , ϕs−1 κs−1(t, cs−1 κs−1)
) ∈ Kn×11 (A) (s ∈ N,
p = 1,κs) известны из предыдущих шагов. Причём из этих уравнений можно найти вектор–
функции ϕsp(t, csp) (s ∈ N, p = 1,κs, параметры csp ∈ Rnsp , 0 ≤ nsp ≤ n) с требуемыми
свойствами.
Как известно, общее решение системы обыкновенных дифференциальных уравнений n–
го порядка зависит от n произвольных параметров, следовательно в формальном семействе
решений (12) могут фигурировать не более чем n независимых скалярных постоянных.
Замечание 2. Аналогичное теореме 1 утверждение можно получить для случая, когда y :
I → Cn×1, матрица A ∈ Cn×n, f(t) : I → Cn×1, функции εl(t) : I → C, вектор–функции
fl(t, y) : D → Cn×1 (l = 1,m), множество D ⊂ I × Cn.
Замечание 3. Векторные коэффициенты первых членов формального частного решения (се-
мейства решений) (12) основного векторного дифференциального уравнения (9) можно найти
из совокупности векторных дифференциальных уравнений (18).
4 Асимптотический характер формального частного решения
(семейства решений)
4.1 Случай не чисто мнимых собственных значений матрицы A
В этой части статьи исследован асимптотический характер формального частного решения
(семейства решений) (12) основного вещественного векторного квазилинейного обыкновенного
дифференциального уравнения (9) в том случае, когда матрица A не имеет чисто мнимых
собственных значений (теорема 2).
4.1.1 Вспомогательная лемма о выделении малости
В следующей лемме после замены неизвестной вектор–функции вида (20) в основном вектор-
ном дифференциальном уравнении (9), выделена малость в свободном члене полученного в
результате этой замены векторного уравнения.
Лемма 2. Пусть для векторного дифференциального уравнения (9) выполнены условия 1. –
2., заданы некоторые ранги %l функций εl(t), для которых выполняется определение 4, числа
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k ∈ N, pkl := max {0, [ρk − %l] + 1} и qkl :=
[
ρk−%l
%1
]
(l = 1,m), а также справедливы следующие
предположения:
1. функции εl(t) : I → R, εl(t) ∈ Cpkl(I), d
rεl(t)
dtr
= O
(
(ε1(t))
%l+r
%1
)
, ε1(t) ≥ 0, ε1(t) = o(1)
(l = 1,m, r = 0, pkl, t→ +∞);
2. вектор–функции fl(t, y) : D → Rn×1, fl(t, y) ∈ C0, max{2, qkl+1}t, y (D) (l = 1,m);
3. супремумы sup
(t,y)∈D
‖∂℘y fl(t, y)‖ < +∞
(
℘ ∈ Nn0 , |℘| = 0, max {2, qkl + 1}, l = 1,m
)
;
4. вектор–функции ∂℘y fl(t, ϕ0(t, c0)) ∈ Kn×11 (A)
(
℘ ∈ Nn0 , |℘| = 0, qkl, ρk ≥ %l
)
.
Тогда для достаточно большого числа t0 с помощью замены неизвестной вектор–функции
вида
y = s(t) + r, (20)
где s(t) — усеченная сумма формального частного решения (семейства решений) (12) век-
торного дифференциального уравнения (9):
s(t) = ϕ0(t, c0) +
k∑
s=1
κs∑
p=1
νsp(t)ϕsp(t, csp), (21)
вводя новую неизвестную вектор–функцию r : I → Rn×1, векторное дифференциальное урав-
нение (9) можно привести к эквивалентному дифференциальному уравнению вида
dr
dt
= Aˆ(t)r + g(t) +
m∑
l=1
εl(t)ψl(t, r) ((t, r) ∈ D1) , (22)
Aˆ(t) := A+
m∑
l=1
εl(t)
∂fl(t, s(t))
∂y
,
C(I) 3 g(t) = O
(
(ε1(t))
ρk+1
%1
)
(t→ +∞) , (23)
причём вектор–функции ψl(t, r) ∈ C0, 2t, r (D1)
(
l = 1,m
)
, справедливы тождества
ψl(t, 0) ≡ 0
(
l = 1,m, t ∈ I) , (24)
нормы ∥∥∥∥∂ψl(t, r)∂r
∥∥∥∥ = O (||r||) (l = 1,m, t→ +∞, r → 0) , (25)
область D1 :=
{
(t, r)
∣∣ t ∈ I, r ∈ Rn×1, ||r|| ≤ aˆ0} , число aˆ0 < a (aˆ0 ∈ R+, разность a − aˆ0
можно сделать сколь угодно малой за счёт выбора числа t0 достаточно большим).
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Доказательство. Поступая точно также как и в теореме 1 для нахождения вектор–функций
ϕsp(t, csp) ∈ Kn×11 (A) ∩ C1(I) (s = 1, k, p = 1,κs), в силу условий леммы, найдем вектор–
функцию s(t) ∈ C1(I). (При этом свободные члены векторных дифференциальных уравнений
(19) могут содержать только вектор–функции ∂℘y fl(t, ϕ0(t, c0)), ℘ ∈ Nn0 , |℘| = 0, qkl, ρk ≥ %l).
Сделаем в векторном дифференциальном уравнении (9) замену неизвестной вектор–функции
вида (20), в результате получим дифференциальное уравнение вида
ds(t)
dt
+
dr
dt
= A(s(t) + r) + f(t) +
m∑
l=1
εl(t)fl (t, s(t) + r) . (26)
С помощью формулы Тейлора получим разложения вектор–функций
fl(t, s(t) + r) = fl(t, s(t)) +
∂fl(t, s(t))
∂y
r + ψl(t, r) (l = 1,m), (27)
причём вектор–функции ψl(t, r) ∈ C0, 2t, r (D1), ψl(t, r) = o(||r||) при t → +∞, r → 0 (l = 1,m).
Учитывая эти свойства, перепишем векторное дифференциальное уравнение (26) в виде
dr
dt
= Ar + g(t) +
m∑
l=1
εl(t)
(
∂fl(t, s(t))
∂y
r + ψl(t, r)
)
, (28)
g(t) := −ds(t)
dt
+As(t) + f(t) +
m∑
l=1
εl(t)fl(t, s(t)). (29)
Оценим свободный член g(t) последнего векторного дифференциального уравнения. Для
этого в равенстве (29) заменим некоторые вектор–функции fl(t, s(t)) их разложениями по фор-
муле Тейлора и докажем, что в правой части формулы (29) после этого, за счёт взаимоуничто-
жений, останутся только слагаемые содержащие функции вида (11), ранг которых больше чем
ρk. А затем, оценим полученное выражение с помощью ранга. Итак, заменим в равенстве (29)
вектор–функцию s(t) по формуле (21). Для %l > ρk заменим в (29) вектор–функции fl(t, s(t))
их оценкой — O(1) (t → +∞). Чтобы рассмотреть случай, когда %l ≤ ρk нам потребуются
нижеследующие оценки функций.
В силу определения 10 и условий леммы имеют место оценки
νsp(t) = O
(
(ε1(t))
ρs
%1
) (
t→ +∞, s ∈ N, p = 1,κs
)
, (30)
где в представлениях (11) функций νsp(t) (s ∈ N, p = 1,κs), могут присутствовать производные
функций εl(t) (l = 1,m) порядка не выше чем pkl (l = 1,m). Следовательно, вектор–функция
δ(t) := s(t)− ϕ0(t, c0) = ε1(t)O(1) (t→ +∞). (31)
А значит, функции
δ℘(t) = ε
|℘|
1 (t)O(1) (t→ +∞, ℘ ∈ Nn0 , ℘ 6= 0). (32)
Учитывая последние оценки, с помощью формулы Тейлора получим разложения вектор–
функций
fl(t, s(t)) =
∑
0≤|℘|≤qkl
(℘∈Nn0 )
1
℘!
∂℘y fl(t, ϕ0(t, c0))δ
℘(t) + (ε1(t))
qkl+1O(1) (t→ +∞, %l ≤ ρk).
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Заменим вектор–функции fl(t, s(t)) (%l ≤ ρk) в равенстве (29) этими разложениями. В итоге,
учитывая оценки (30), формула (29) примет вид
g(t) = −dϕ0(t, c0)
dt
+Aϕ0(t, c0)−
k∑
s=1
κs∑
p=1
νsp(t)
(
dϕsp(t, csp)
dt
−Aϕsp(t, csp)
)
+ f(t)−
−
∑
ρs+1≤ρk
(s∈N)
κs∑
p=1
dνsp(t)
dt
ϕsp(t, csp) +
∑
%l≤ρk
εl(t)
∑
0≤|℘|≤qkl
(℘∈Nn0 )
1
℘!
∂℘y fl(t, ϕ0(t, c0))δ
℘(t)+
+
∑
ρs+1>ρk
(s∈N, s≤k)
κs∑
p=1
dνsp(t)
dt
O(1) +
∑
%l≤ρk
εl(t) (ε1(t))
qkl+1O(1) +
∑
%l>ρk
εl(t)O(1) (t→ +∞). (33)
Покажем, что разложения вектор–функций fl(t, s(t)) (%l ≤ ρk) содержат достаточное ко-
личество слагаемых. Для этого оценим снизу
Rank
(
εl(t) (ε1(t))
qkl+1
)
= %l + %1 (qkl + 1) = %l + %1
(
ρk − %l
%1
−
{
ρk − %l
%1
}
+ 1
)
=
= ρk + %1
(
1−
{
ρk − %l
%1
})
> ρk (%l ≤ ρk).
Таким образом, ранги коэффициентов при O у всех слагаемых из равенства (33), содержа-
щих этот символ, строго больше чем ρk. Так как ранг может принимать только дискретные
значения из множества R, то ранги этих коэффициентов будут не меньше чем ρk+1.
Далее, если в формальном равенстве (16) все члены перенести в правую часть, неизвестные
вектор–функции ϕsp(t) заменить на уже найденные ϕsp(t, csp) (s = 1, k, p = 1,κs) и исключить
из неё все слагаемые содержащие функции вида (11), ранги которых больше чем ρk, то полу-
ченное выражение будет совпадать с правой частью формулы (33), если из неё тоже исключить
такие же слагаемые. Поэтому в силу определения вектор–функций ϕ0(t, c0) и ϕsp(t, csp), νsp(t)
и условий леммы свойство (33) можно переписать в виде конечной суммы
g(t) =
∑
s≥k+1
(s∈N)
κs∑
p=1
νsp(t)O(1) (t→ +∞),
причём в представлениях функций νsp(t) могут фигурировать производные функций εl(t) (l =
1,m) порядка не больше чем pkl (l = 1,m). На основании оценок (30) имеем право переписать
это равенство в виде (23).
В итоге, векторное дифференциальное уравнение (28) привели к виду (22).
В силу разложений (27), очевидно, что выполняются тождества (24).
Оценим сверху нормы матриц Якоби вектор–функций ψl(t, r) при t→ +∞, r → 0 (l = 1,m).
Дифференцируя по r частным образом разложения (27) и перенося слагаемые, получим выра-
жения матриц Якоби вектор–функций ψl(t, r) через матрицы Якоби вектор–функций fl(t, y)
∂ψl(t, r)
∂r
=
∂fl(t, s(t) + r)
∂y
− ∂fl(t, s(t))
∂y
(
l = 1,m
)
.
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Оценим сверху нормы этих разностей матриц Якоби. Для этого применим к каждой строке
правой части последних матричных равенств аналог формулы Лагранжа конечных прираще-
ний скалярных функций, в результате получим неравенства
∥∥∥∇y (fl(t, s(t) + r))j −∇y (fl(t, s(t)))j∥∥∥ ≤ sup
(t,y)∈D
∥∥∥∥∂∇y (fl(t, y))j∂y
∥∥∥∥O (||r||)(
l = 1,m, j = 1, n, t→ +∞, r → 0) .
Следовательно, нормы∥∥∥∥∂fl(t, s(t) + r)∂y − ∂fl(t, s(t))∂y
∥∥∥∥ ≤ max
j=1,n
sup
(t,y)∈D
∥∥∥∥∂∇y (fl(t, y))j∂y
∥∥∥∥O (||r||)(
l = 1,m, t→ +∞, r → 0) .
В силу условий леммы супремумы в последних неравенствах будут ограничены, поэтому имеют
силу оценки (25).
Замечание 4. Далее будем считать, что свободный член g(t) в векторном дифференциаль-
ном уравнении (22) отличен от тождественного нуля на промежутке I. Так как в против-
ном случае вектор–функция r ≡ 0 — точное частное решение этого векторного дифференци-
ального уравнения на промежутке I. А вектор–функция y ≡ s(t) — точное частное решение
(семейство решений) основного векторного дифференциального уравнения (9) на промежутке
I.
4.1.2 Теорема об асимптотическом характере
В ходе доказательства теоремы 2 будет использовано следующее понятие.
Определение 5. Пусть f(t) — вещественная или комплексная функция, непрерывная при
всех конечных значениях t ≥ 0. Будем говорить, что f(t) — функция со слабой вариацией
(смотрите [22]), если для любого наперед заданного сколь угодно малого числа  > 0 и для
любого наперед заданного сколь угодно большого числа α существует такое число β = β(, α),
что при любых значениях t1 ≥ β и t2 ≥ β имеет место неравенство |f(t1)− f(t2)| < , если
только |t1 − t2| < α.
Пример 6. Если при t→ +∞ функция f(t) стремится к некоторому конечному пределу, то
f(t) есть функция со слабой вариацией (смотрите [22]).
В следующей теореме исследован асимптотический характер формального частного реше-
ния (семейства решений) (12) основного вещественного векторного квазилинейного обыкно-
венного дифференциального уравнения (9) в том случае, когда матрица A не имеет чисто
мнимых собственных значений.
Теорема 2. Пусть для векторного дифференциального уравнения (9) выполнены все условия
леммы 2, а также справедливы следующие предположения:
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1. <λj(A) 6= 0
(
j = 1, n
)
;
2. функция ε1(t) > 0 (t ∈ I).
Тогда для достаточно большого числа t0 у векторного дифференциального уравнения (9) на
промежутке I существует хотя бы одно частное решение вида (20), где вектор–функции
ϕ0(t, c0), ϕsp(t, csp) ∈ Kn×11 (A) ∩ C1(I) (s = 1, k, p = 1,κs), причём погрешность
r = O
(
(ε1(t))
ρk+1
%1
)
(t→ +∞).
Более того, на промежутке [t1,+∞) погрешность r зависит от стольких произвольных
скалярных постоянных, сколько имеется индексов j таких, что справедливы условия
j ∈ {1, 2, 3, . . . , n} , <λj(A) < 0, (34)
t1 ∈ R — достаточно большое число, определяется этими постоянными (t1 ≥ t0). (Семей-
ство решений вида (20) может зависеть не более чем от n произвольных скалярных пара-
метров.)
Доказательство. В силу леммы 2 для достаточно большого числа t0 с помощью замены неиз-
вестной вектор–функции вида (20), вводя новую неизвестную вектор–функцию r : I → Rn×1,
векторное дифференциальное уравнение (9) можно привести к эквивалентному дифференци-
альному уравнению (22).
Добьемся того, чтобы отношения элементов находящихся по обе стороны от главной диа-
гонали матрицы линейной однородной части этого векторного дифференциального уравнения
к диагональным были сколь угодно малы по абсолютной величине. Для этого воспользуемся
теоремой 9 (страница 26) из статьи [22]. Так как для достаточно большого числа t0 матрица
Aˆ(t) состоит из ограниченных функций со слабой вариацией (смотрите пример 6), то линейное
однородное векторное дифференциальное уравнение соответствующее уравнению (22) удовле-
творяет всем требованиям этой теоремы. В её силу существует такая матрица K(t) = K(t, d0)
(d0 > 0 — наперед заданное число), K(t) : I → Rn×n, K(t) ∈ C1(I),
sup
t∈I
||K(t)|| < +∞, sup
t∈I
∥∥K−1(t)∥∥ < +∞, sup
t∈I
∥∥∥∥dK(t)dt
∥∥∥∥ < +∞,
что в результате линейной замены неизвестной вектор–функции вида r = K(t)x в векторном
дифференциальном уравнении (22) получим уравнение вида
dx
dt
= (U(t) +H(t))x+K−1(t)g(t) +K−1(t)
m∑
l=1
εl(t)ψl (t,K(t)x)
(
(t, x) ∈ Dˆ2
)
, (35)
где матрица U(t) := diag(u1(t), . . . , un(t)), функции uj(t)
(
j = 1, n
)
являются вещественными
частями корней уравнения det
(
Aˆ(t)− λE
)
= 0 относительно λ, для достаточно большого
числа t0 супремум sup
t∈I
||H(t)|| < d0, область
Dˆ2 :=
{
(t, x)
∣∣∣∣∣ t ∈ I, x ∈ Rn×1, ||x|| ≤ aˆ0
(
n sup
t∈I
||K(t)||
)−1}
.
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Так как собственные значения квадратной комплексной матрицы непрерывно зависят от её
элементов и матрица Aˆ(t) ∈ C(I), lim
t→+∞ Aˆ(t) = A, то uj(t) = <λj(A)+o(1)
(
j = 1, n, t→ +∞).
Выберем малость в свободном члене векторного дифференциального уравнения (35). Для
этого сделаем в нём замену неизвестной вектор–функции вида
x = (ε1(t))
ρk+1
%1 z.
В результате получим векторное дифференциальное уравнение вида
dz
dt
= Pˆ (t)z + qˆ(t) + xˆ(t, z)
(
(t, z) ∈ Dˆ3
)
, (36)
Pˆ (t) := U(t)− ρk+1
%1
(ε1(t))
−1 dε1(t)
dt
E +H(t), (37)
qˆ(t) := (ε1(t))
− ρk+1
%1 K−1(t)g(t), (38)
xˆ(t, z) := (ε1(t))
− ρk+1
%1 K−1(t)
m∑
l=1
εl(t)ψl
(
t, (ε1(t))
ρk+1
%1 K(t)z
)
, (39)
где область Dˆ3 :=
{
(t, z)
∣∣ t ∈ I, z ∈ Rn×1, ||z|| ≤ aˆ} , число
aˆ := aˆ0
(
sup
t∈I
ε1(t)
)− ρk+1
%1
(
n sup
t∈I
||K(t)||
)−1
.
Проверим, выполнено ли для вектор-функции xˆ(t, z) в области Dˆ3 по переменной z условие
Липшица. Для оценки сверху нормы ||xˆ(t, z1)− xˆ(t, z2)||
(
∀ (t, z1), (t, z2) ∈ Dˆ3
)
воспользуемся
аналогом формулы Лагранжа конечных приращений скалярных функций. Таким образом,
достаточно оценить сверху норму матрицы Якоби вектор–функции xˆ(t, z) по переменной z в
области Dˆ3. Найдем эту матрицу, используя формулу (39):
∂xˆ(t, z)
∂z
= K−1(t)
m∑
l=1
εl(t)
∂ψl
(
t, (ε1(t))
ρk+1
%1 K(t)z
)
∂r
K(t).
Следовательно,
∥∥∥∥∂xˆ(t, z)∂z
∥∥∥∥ = O(ε1(t)) m∑
l=1
∥∥∥∥∥∥∥∥
∂ψl
(
t, (ε1(t))
ρk+1
%1 K(t)z
)
∂r
∥∥∥∥∥∥∥∥ (t→ +∞) .
В результате подстановки свойств (25) в это неравенство, получим искомую оценку матрицы
Якоби ∥∥∥∥∂xˆ(t, z)∂z
∥∥∥∥ = O((ε1(t))1+ ρk+1%1 ) (t→ +∞, ||z|| ≤ aˆ) .
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В итоге получили требуемое условие Липшица для вектор-функции xˆ(t, z) в области Dˆ3 по
переменной z:
||xˆ(t, z1)− xˆ(t, z2)|| ≤ xˆ(t)||z1 − z2||, 0 < xˆ(t) := const (ε1(t))1+
ρk+1
%1(
∀ (t, z1), (t, z2) ∈ Dˆ3, t→ +∞
)
. (40)
В силу тождеств (24) и равенства (39), очевидно, что вектор–функция xˆ(t, 0) ≡ 0 (t ∈ I).
Поэтому, учитывая условие Липшица (40), заметим, что для нелинейности xˆ(t, z) в области
Dˆ3 будет иметь место оценка
||xˆ(t, z)|| ≤ xˆ(t)||z|| (t→ +∞) . (41)
Запишем векторное дифференциальное уравнение (36) в скалярной форме
dzj
dt
= qˆj(t) +
n∑
l=1
pˆjl(t)zl + xˆj(t, z1, . . . , zn)
(
j = 1, n
)
, (42)
zj := (z)j , qˆj(t) := (qˆ(t))j , pˆjl(t) := (Pˆ (t))jl, xˆj(t, z1, . . . , zn) := (xˆ(t, z))j ,
где l = 1, n. Применим для нахождения ограниченных при t ≥ t0 решений системы дифферен-
циальных уравнений (42) специальный метод последовательных приближений, аналогичный
тому, который использован в ходе доказательства теоремы 1.1 из § 1 главы IV кандидатской
диссертации [12] (страница 67). Пусть zj s−1(t) (j = 1, n) означает (s − 1)-е приближение, а
zjs(t) — s-е (j = 1, n). Положим
z10(t) := · · · := zn0(t) := 0.
Определим s-е приближение из системы
dzjs
dt
= qˆj(t) +
j−1∑
l=1
pˆjl(t)zl s−1 + xˆj(t, z1 s−1, . . . , zn s−1) +
n∑
l=j
pˆjl(t)zls
(
j = 1, n
)
, (43)
выбирая начальные значения для функций zjs(t) (j = 1, n) так, чтобы эти функции выража-
лись через zj s−1(t) (j = 1, n) формулами вида
zjs(t) =
t∫
aˆj
qˆj(τ) exp
t∫
τ
pˆjj(t) dt dτ +
j−1∑
l=1
t∫
aˆj
pˆjl(τ)zl s−1(τ) exp
t∫
τ
pˆjj(t) dt dτ+
+ zj(t0) exp
t∫
t0
pˆjj(τ) dτ +
t∫
aˆj
xˆj(τ, z1 s−1(τ), . . . , zn s−1(τ)) exp
t∫
τ
pˆjj(t) dt dτ+
+
n∑
l=j+1
t∫
aˆj
pˆjl(τ)zls(τ) exp
t∫
τ
pˆjj(t) dt dτ
(
j = 1, n
)
, (44)
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где каждый предел интегрирования aˆj равен либо t0, либо +∞; начальные значения zj(t0) := 0
для тех индексов j, для которых не выполняются условия (34). Нетрудно проверить простым
дифференцированием, что при любом выборе указанных пределов интегрирования, равенства
(44) будут давать нам некоторое частное решение системы дифференциальных уравнений (43)
(если только величины, входящие в (44) не теряют смысла). Пределы интегрирования aˆj будем
выбирать так:
aˆj :=
{
t0, если <λj(A) < 0,
+∞, если <λj(A) > 0
(
j = 1, n
)
.
Постараемся сделать так, чтобы все последовательные приближения были ограничены по
модулю одним и тем же числом. С этой целью предположим, что
|zj s−1(t)| ≤ ˆ0 (j = 1, n), (45)
где ˆ0 — некоторая константа, 0 < ˆ0 ≤ aˆ и потребуем, чтобы такие же неравенства имели
место и для s-го приближения. Принимая во внимание свойство (41), нетрудно заметить, что
при выполнении неравенств (45), функции zjs(t) (j = 1, n) будут мажорироваться по модулю
функциями ξˆj(t, t0, ˆ0) (j = 1, n), которые последовательно определяются из равенств
ξˆj(t, t0, ˆ0) := qˆ
∗
j (t) + ˆ0
j−1∑
l=1
pˆ∗jl(t) + zˆ
∗
j (t) + ˆ0xˆ
∗
j (t)+
+ bˆj
n∑
l=j+1
t∫
aˆj
|pˆjl(τ)| ξˆl(τ, t0, ˆ0) exp
t∫
τ
pˆjj(t) dt dτ (j = 1, n), (46)
где функции
qˆ∗j (t) := bˆj
t∫
aˆj
|qˆj(τ)| exp
t∫
τ
pˆjj(t) dt dτ, pˆ
∗
jl(t) := bˆj
t∫
aˆj
|pˆjl(τ)| exp
t∫
τ
pˆjj(t) dt dτ,
zˆ∗j (t) := |zj(t0)| exp
t∫
t0
pˆjj(τ) dτ, xˆ
∗
j (t) := bˆj
t∫
aˆj
xˆ(τ) exp
t∫
τ
pˆjj(t) dt dτ
(
j, l = 1, n; j 6= l) , числа
bˆj :=
{
1, если <λj(A) < 0,
−1, если <λj(A) > 0
(
j = 1, n
)
.
Для оценки сверху функций ξˆj(t, t0, ˆ0)
(
j = 1, n
)
поступим аналогично тому, как это сде-
лано в доказательстве теоремы 2.1 из § 2 главы IV кандидатской диссертации [12] (страница
69). Докажем, что за счёт выбора достаточно малого числа d0 и достаточно большого t0 мо-
жем сделать супремумы sup
t∈I
qˆ∗j (t), sup
t∈I
pˆ∗jl(t), sup
t∈I
xˆ∗j (t)
(
j, l = 1, n; j 6= l) сколь угодно малыми.
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Учитывая введённые ранее обозначения (37), заметим, что для достаточно малого числа d0 и
достаточно большого числа t0 функции pˆjj(t) сохраняют знак в строгом смысле на промежутке
I, интегралы ∫
I
pˆjj(t) dt = (signλj(A))∞, inf
t∈I
|pˆjj(t)| > 0
(
j = 1, n
)
.
В силу формул (38), (37), (40) функции
qˆj(t) = O (1) , pˆjl(t) = O(1), xˆ(t) = O
(
(ε1(t))
1+
ρk+1
%1
)
,
поэтому для достаточно малого числа d0 отношения
qˆj(t)
pˆjj(t)
= O (1) ,
pˆjl(t)
pˆjj(t)
= O(1),
xˆ(t)
pˆjj(t)
= o(1)
(
t→ +∞; j, l = 1, n; j 6= l) .
Значит, для выражений qˆ∗j (t), pˆ
∗
jl(t), xˆ
∗
j (t)
(
j, l = 1, n; j 6= l) выполнены условия лемм 2 и 2′
из § 2 главы II кандидатской диссертации [12] (страницы 45 и 47 соответственно). Следова-
тельно, для достаточно малого числа d0 выражения qˆ∗j (t) = O(1), pˆ
∗
jl(t) = O(1), xˆ
∗
j (t) = o(1)(
t→ +∞; j, l = 1, n; j 6= l) . Так как подынтегральные функции во внешних интегралах в этих
выражениях неотрицательны, то за счёт выбора числа t0 достаточно большим, а d0 достаточно
малым можем сделать величины
qˆ0 := max
j=1,n
(
sup
t∈I
qˆ∗j (t)
)
≥ 0, pˆ1 := max
j,l=1,n
j>l
(
sup
t∈I
pˆ∗jl(t)
)
≥ 0,
pˆ2 := max
j,l=1,n
j<l
(
sup
t∈I
pˆ∗jl(t)
)
≥ 0, xˆ0 := max
j=1,n
(
sup
t∈I
xˆ∗j (t)
)
≥ 0
сколь угодно малыми. Очевидно, что пределы lim
t→+∞ zˆ
∗
j (t) = 0
(
j = 1, n
)
, поэтому для любых
начальных значений zj(t0) ∈ R (индексы j такие, что справедливы требования (34)) найдется
такое достаточно большое число t1 ∈ R (t1 ≥ t0), что величина
zˆ0 := max
j=1,n
(
sup
t≥t1
zˆ∗j (t)
)
≥ 0
тоже будет сколь угодно малой.
Оценим при t ≥ t1 функции ξˆj(t, t0, ˆ0)
(
j = 1, n
)
. Нетрудно видеть, что при t ≥ t1 функции
ξˆj(t, t0, ˆ0)
(
j = 1, n
)
мажорируются константами ξˆj
(
j = 1, n
)
, которые определяются таким
образом:
ξˆj = qˆ0 + (n− 1)pˆ1ˆ0 + zˆ0 + xˆ0ˆ0 + pˆ2
n∑
l=j+1
ξˆl
(
j = 1, n− 1) ,
ξˆn = qˆ0 + (n− 1)pˆ1ˆ0 + zˆ0 + xˆ0ˆ0.
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Решая эти уравнения, получим
ξˆj = (1 + pˆ2)
n−j ξˆn
(
j = 1, n
)
.
Так как константы ξˆn и pˆ2 здесь неотрицательны, то ясно, что среди ξˆj
(
j = 1, n
)
наиболь-
шую величину будет иметь ξˆ1. Поэтому условие ограниченности при t ≥ t1 последовательных
приближений одной и той же константой ˆ0 будет иметь следующий вид:
ξˆ1 = (1 + pˆ2)
n−1 (qˆ0 + (n− 1)pˆ1ˆ0 + zˆ0 + xˆ0ˆ0) ≤ ˆ0
или
zˆ∗0 :=
qˆ0 + zˆ0
1
(1 + pˆ2)n−1
− (n− 1)pˆ1 − xˆ0
≤ ˆ0.
Учитывая, что для достаточно малой постоянной d0 и достаточно больших чисел t0, t1 величи-
ны qˆ0, pˆ1, pˆ2, xˆ0, zˆ0 сколь угодно малы, можем сделать число zˆ∗0 не превосходящим константы
aˆ (где aˆ определяет область Dˆ3). Поэтому в качестве ˆ0 можно взять число zˆ∗0 . Так как для
достаточно малой постоянной d0 и достаточно большого числа t0 величины pˆ1, xˆ0 сколь угодно
малы, то выполнимость условия
max
j=1,n
(
sup
t∈I
(
j−1∑
l=1
pˆ∗jl(t) + xˆ
∗
j (t)
))
< 1
в данном случае очевидна. Таким образом, для системы (46) выполнены все условия теоремы
1.1 из § 1 главы IV кандидатской диссертации [12] (страница 67). Поэтому, для достаточно
большого числа t0 система дифференциальных уравнений (42) будет заведомо иметь хотя бы
одно вещественное ограниченное на промежутке I частное решение zj(t)
(
j = 1, n
)
с условием
|zj(t)| ≤ zˆ∗0
(
t ∈ I; j = 1, n). Более того, на промежутке [t1,+∞) решение zj(t) (j = 1, n) зави-
сит от стольких произвольных постоянных, сколько имеется индексов j таких, что выполнены
условия (34) (t1 ∈ R — достаточно большое число, определяется этими постоянными, t1 ≥ t0).
Возвращаясь обратно к вектор–функции r, получим требуемое.
Как известно, общее решение системы обыкновенных дифференциальных уравнений n–го
порядка зависит от n произвольных параметров, следовательно в семействе решений вида (20)
могут фигурировать не более чем n независимых скалярных постоянных.
4.2 Случай простых собственных значений матрицы A
В этой части статьи исследован асимптотический характер формального частного решения
(семейства решений) (12) основного вещественного векторного квазилинейного обыкновенного
дифференциального уравнения (9) в том случае, когда матрица A не имеет кратных собствен-
ных значений (теоремы 3 – 5).
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4.2.1 Вспомогательная лемма о выделении суммируемых слагаемых
Ниже используем известные обозначения. Пусть число p ∈ R+ и
R(I) :=
g(t) : I → C
∣∣∣∣∣∣ ∃
∫
I
g(t) dt ∈ C
 ,
Rp(I) :=
{
g(t) : I → C
∣∣∣ |g(t)|p ∈ R(I) } .
В следующей лемме выделены заведомо суммируемые на промежутке I слагаемые в ли-
нейной однородной части векторного дифференциального уравнения (22).
Лемма 3. Пусть для векторного дифференциального уравнения (9) выполнены все условия
леммы 2, а также справедливы следующие предположения:
1. существует число $ ∈ R+ такое, что функция ε1(t) ∈ R$(I);
2. производные
drεl(t)
dtr
∈ R1(I) (r = 1, [ρk − %l], ρk − %l ≥ 1);
3. вектор–функции fl(t, y) ∈ C0, sl+2t, y (D), числа sl :=
[
$ − %l%1
]
(%l ≤ $%1);
4. супремумы sup
(t,y)∈D
‖∂℘y fl(t, y)‖ < +∞
(
℘ ∈ Nn0 , |℘| = 3, sl + 2, %l ≤ $%1
)
;
5. вектор–функции ∂℘y fl(t, ϕ0(t, c0)) ∈ Kn×11 (A)
(
℘ ∈ Nn0 , |℘| = 1, sl + 1, %l ≤ $%1
)
.
Тогда для достаточно большого числа t0 с помощью замены неизвестной вектор–функции
вида (20), вводя новую неизвестную вектор–функцию r : I → Rn×1, векторное дифферен-
циальное уравнение (9) можно привести к эквивалентному дифференциальному уравнению
вида
dr
dt
= (A+A(t) +S(t)) r + g(t) +
m∑
l=1
εl(t)ψl(t, r) ((t, r) ∈ D1) , (47)
A(t) =
∑
1≤|℘|<$
℘∈Nm0
(µ℘(t)/∈R1(I))
µ℘(t)A℘(t), µ℘(t) =
m∏
l=1
(εl(t))
(℘)l , (48)
где матрицы A℘(t) ∈ Kn×n1 (A) (1 ≤ |℘| < $, ℘ ∈ Nm0 , µ℘(t) /∈ R1(I)), S(t) ∈ Rn×n1 (I) ∩ C(I).
Доказательство. В силу леммы 2 для достаточно большого числа t0 с помощью замены неиз-
вестной вектор–функции вида (20), вводя новую неизвестную вектор–функцию r : I → Rn×1,
векторное дифференциальное уравнение (9) можно привести к эквивалентному дифференци-
альному уравнению вида (22). Рассмотрим линейную однородную часть векторного диффе-
ренциального уравнения (22). Выделим из суммы
m∑
l=1
εl(t)
∂fl(t, s(t))
∂y
(49)
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заведомо суммируемые на промежутке I слагаемые. Для этого нам потребуются нижеследу-
ющие свойства.
Заметим, что функции
νsp(t) ∈ R1(I) (ρs ≥ $%1, p = 1,κs). (50)
Действительно, в силу оценок (30) имеем свойства νsp(t) = O ((ε1(t))$) (t → +∞, ρs ≥ $%1,
p = 1,κs). Следовательно, функции |νsp(t)| (ρs ≥ $%1, p = 1,κs) для достаточно больших t ∈ I
ограничены функцией из класса R1(I).
В силу свойств (50) слагаемые из суммы (49), содержащие функции εl(t), ранга %l ≥ $%1,
будут суммируемыми на промежутке I, так как
C(I) 3 ∂fl(t, s(t))
∂y
= O (1) (t→ +∞, l = 1,m).
Рассмотрим случай, когда %l < $%1. Учитывая оценки (32), с помощью формулы Тейлора
получим разложения матриц Якоби
∂fl(t, s(t))
∂y
=
∑
0≤|℘|≤sl
(℘∈Nn0 )
1
℘!
∂
∂y
∂℘y fl(t, ϕ0(t, c0))δ
℘(t) + (ε1(t))
sl+1O (1) (t→ +∞, %l < $%1).
Подставляя эти разложения в сумму (49), получим матричное равенство
∑
%l<$%1
εl(t)
∂fl(t, s(t))
∂y
=
∑
%l<$%1
εl(t)
∑
0≤|℘|≤sl
(℘∈Nn0 )
1
℘!
∂
∂y
∂℘y fl(t, ϕ0(t, c0))δ
℘(t)+
+
∑
%l<$%1
εl(t) (ε1(t))
sl+1O (1) (t→ +∞). (51)
Оценим ранг
Rank
(
εl(t) (ε1(t))
sl+1
)
= %l + %1 (sl + 1) = %l + %1
([
$ − %l
%1
]
+ 1
)
=
= %l + %1
(
$ − %l
%1
−
{
$ − %l
%1
}
+ 1
)
= $%1 + %1
(
1−
{
$ − %l
%1
})
> $%1 (%l < $%1).
Поэтому, принимая во внимание свойства (50), заметим что сумма, содержащая символ O(1)
в правой части матричного равенства (51) будет из класса Rn×n1 (I) ∩ C(I).
Рассмотрим двойную сумму в правой части матричного равенства (51). Учитывая аксиомы
класса K1(A) можем заключить, что произведение двух любых компонент вектор–функции
δ(t) можно записать в виде суммы, такого же вида, как и у этих множителей. Поэтому в силу
условий леммы столбцы этой двойной суммы обладают формой такой же, как и у вектор–
функции δ(t). Таким образом, эту двойную сумму можно переписать в следующем виде
ς∑
s=1
κs∑
p=1
νsp(t)Asp(t), (52)
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где ς ∈ N — некоторое известное число; в представлениях (11), функций νsp(t) (s = 1, ς,
p = 1,κs), могут участвовать производные функций εl(t) (ρk − %l ≥ 1) порядка не выше чем
[ρk − %l]; Asp(t) ∈ Kn×n1 (A) (s = 1, ς, p = 1,κs) — известные матрицы.
Разобьем сумму (52) на несуммируемые и суммируемые на промежутке I составляющие. Во
первых, отнесем ко второй составляющей слагаемые из выражения (52), содержащие в качестве
коэффициентов функции νsp(t), ранга ρs ≥ $%1 (p = 1,κs), так как они будут суммируемыми
на промежутке I в силу свойств (50) и условий леммы. Во вторых, отнесем туда же все члены из
суммы (52) содержащие в представлениях (11) функций νsp(t) (s = 1, ς, p = 1,κs) производные
функций εl(t) (ρk−%l ≥ 1), так как по условию леммы они будут суммируемыми на промежутке
I. В третьих, в выражении (52) могут быть суммируемые на промежутке I функции νsp(t),
ранга ρs < $%1 (p ∈ 1,κs) и несодержащие производных функций εl(t) (l = 1,m).
Оставшиеся после этого слагаемые в сумме (52) будут содержать функции νsp(t) /∈ R1(I)
(ранга ρs < $%1), состоящие только из произведений некоторых степеней (обозначим их как
βspl ∈ N0) функций εl(t) /∈ R1(I). Рассмотрим ранг функций νsp(t) в этих слагаемых:∑
%lβspl < $%1 (νsp(t) /∈ R1(I)) .
Разделим обе части этого неравенства на число %1 > 0 и оценим снизу его левую часть, учи-
тывая, что 1 ≤ %l%1 (l = 1,m), получим∑
βspl < $ (νsp(t) /∈ R1(I)) .
Перенумеруем матрицы Asp(t) в несуммируемых на промежутке I членах из выражения
(52) с помощью мультииндексов из множества Nm0 в соответствии со степенями функций εl(t)
(l = 1,m) стоящими перед этими матрицами. В силу последних неравенств модули этих муль-
тииндексов будут меньше числа $.
Таким образом доказали, что сумму (52) можно представить в виде A(t) +S1(t), где A(t)
определяется по формуле (48), S1(t) ∈ Rn×n1 (I)∩C(I) — известные матрицы. Итак, векторное
дифференциальное уравнение (22) имеем право переписать в виде (47).
Замечание 5. Сопоставляя двойную сумму из правой части матричного равенства (51) с
выражением (52) можно легко найти формулы для матриц A℘(t) в первых слагаемых суммы
A(t):
A℘(t) =
∂
∂y
fl(t, ϕ0(t, c0)), ℘ = (0, . . . , 0︸ ︷︷ ︸
l−1
, 1, 0, . . . , 0) (℘ ∈ Nm0 , εl(t) /∈ R1(I)) . (53)
4.2.2 Абстрактные классы K2(A) и K3(A) колеблющихся функций
Важную роль играют матрица и преобразование Ляпунова (смотрите [18]).
Определение 6. Матрица L(t) : I → Cn×n, L(t) ∈ C1(I) называется матрицей Ляпунова,
если выполнены следующие условия:
sup
t∈I
||L(t)|| < +∞, sup
t∈I
∥∥∥∥dL(t)dt
∥∥∥∥ < +∞, |detL(t)| ≥ const > 0 (∀t ∈ I).
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Определение 7. Линейное преобразование y = L(t)x с матрицей Ляпунова L(t) : I → Cn×n,
где вектор–функции x, y : I → Cn×1, называется преобразованием Ляпунова.
Аксиоматически введем в рассмотрение абстрактный класс K2(A) колеблющихся функций,
который необходим, для того чтобы асимптотически привести линейную однородную часть
векторного дифференциального уравнения типа (47) (с условием 0 /∈ ∆(A)) с помощью веще-
ственного преобразования Ляпунова Q(t) (более того ∃ lim
t→+∞detQ(t) 6= 0) к диагональному
виду такому же, как и у соответствующей части уравнения (56) (смотрите [7]).
Определение 8. Будем обозначать через K2(A) некоторый непустой класс функций {f(t) : I → R}
таких, что
1. выполнены свойства 1. и 2. из определения 1 с заменой класса K1(A) на K2(A);
2. если функция f(t) ∈ K2(A), то существует её среднее значение M (f(t)) и
sup
t∈I
∣∣∣∣∣∣
t∫
t0
(f(τ)−M (f(τ))) dτ
∣∣∣∣∣∣ < +∞;
3. выполнено свойство 3. из определения 1 с заменой класса K1(A) на K2(A) и множества
Λ(A) на ∆(A).
Приведем три важных примера классов K2(A) аналогичных ранее указанным примерам
классов K1(A).
Пример 7. Заменяя всюду в примере 1 класс K1(A) на K2(A) и множество Λ(A) на ∆(A),
получим пример периодического класса K2(A).
Пример 8. Проделав тоже самое (смотрите предыдущий пример), но в примере 3, а также
добавив ограничение на множество Γ2
inf
γ∈Γ2\{0}
|γ| > 0,
получим пример РПП класса K2(A).
Пример 9. Проделав тоже самое с заменой множества Γ2 на Γ3 (смотрите предыдущий
пример), но в примере 4, получим пример класса K2(A), состоящего из линейных комбинаций
экспоненциальных функций.
Аксиоматически введем в рассмотрение абстрактный класс K3(A) колеблющихся функций,
который необходим, для того чтобы построить, по крайней мере, одно формальное частное ре-
шение вида (12) основного векторного дифференциального уравнения (9) и асимптотически
привести к вещественному диагональному виду линейную однородную часть векторного диф-
ференциального уравнения типа (47) (с условием 0 /∈ ∆(A)).
Определение 9. Будем обозначать через K3(A) некоторый непустой класс функций, удо-
влетворяющий аксиоматике классов K1(A) и K2(A) одновременно (причём во всех аксиомах
этих классов классы K1(A) и K2(A) заменяются на K3(A)).
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Как и прежде приведем три важных примера классов K3(A) аналогичных ранее указанным
примерам классов K1(A).
Пример 10. Заменяя всюду в примере 1 класс K1(A) на K3(A) и множество Λ(A) на (Λ(A)∪
∆(A)), получим пример периодического класса K3(A).
Пример 11. Проделав тоже самое (смотрите предыдущий пример), но в примере 3, а так-
же добавив ограничение на множество Γ2
inf
γ∈Γ2\{0}
|γ| > 0,
получим пример РПП класса K3(A).
Пример 12. Проделав тоже самое с заменой множества Γ2 на Γ3 (смотрите предыдущий
пример), но в примере 4, получим пример класса K3(A), состоящего из линейных комбинаций
экспоненциальных функций.
Замечание 6. Очевидно, что указанными примерами классов K1(A), K2(A) и K3(A) не ис-
черпываются все возможные их варианты. Действительно, при некоторых условиях мож-
но привести примеры этих классов состоящих из конечных линейных комбинаций функций
вида eγ1t sinα1t, eγ2t cosα2t (числа γs ∈ R−0 (R−), αs ∈ R, s = 1, 2) с вещественными коэффи-
циентами. Тем самым применённый в работе аксиоматический подход позволяет охватить
достаточно широкий набор функций.
4.2.3 Теоремы об асимптотическом характере
В следующей теореме исследован асимптотический характер формального частного решения
(семейства решений) (12) основного вещественного векторного квазилинейного обыкновенного
дифференциального уравнения (9) в том случае, когда матрица A не имеет кратных собствен-
ных значений, а оценка погрешности r получена в виде O.
Теорема 3. Пусть для векторного дифференциального уравнения (9) выполнены все условия
леммы 3 за исключением того, что в них всюду класс K1(A) заменяется на K3(A), а также
справедливы следующие предположения:
1. число 0 /∈ ∆(A);
2. функции εl(t) ↓↑ 0, dεl(t)
dt
∈ C(I) ∩R1(I), ε1(t) > 0 (εl(t) /∈ R1(I), t ∈ I, t→ +∞);
3. любая функция вида
γ1 (ε1(t))
−1 dε1(t)
dt
+
∑
1≤|℘|<$
℘∈Nm0
(µ℘(t)/∈R1(I))
γ℘µ℘(t),
где числа γ1, γ℘ ∈ R (1 ≤ |℘| < $, ℘ ∈ Nm0 , µ℘(t) /∈ R1(I)), сохраняет знак, по крайней
мере, в нестрогом смысле, для достаточно больших значений аргумента t ∈ I;
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4. число k такое, что выполнены неравенства ρk+1 > %1$, ρk+1 ≥ %1(2$ − 1).
Тогда для достаточно большого числа t0 у векторного дифференциального уравнения (9) на
промежутке I существует хотя бы одно частное решение вида (20), где вектор–функции
ϕ0(t, c0), ϕsp(t, csp) ∈ Kn×13 (A) ∩ C1(I) (s = 1, k, p = 1,κs), причём погрешность
r = O
(
(ε1(t))
ρk+1
%1
−$
)
(t→ +∞). (54)
Более того, погрешность r зависит от стольких достаточно малых по абсолютной величине
произвольных скалярных постоянных, сколько имеется индексов j таких, что справедливы
условия
j ∈ {1, 2, 3, . . . , n} ,
∫
I
pjj(t) dt 6= +∞, (55)
где функции pjj(t) (j = 1, n) определяются по формулам (62). (В семействе решений вида
(20) могут фигурировать не более чем n независимых скалярных параметров.)
Доказательство. Заметим, что леммы 1, 2 и 3, теорема 1 остаются в силе, если в них всю-
ду класс K1(A) заменить на K3(A). Переформулируем их для класса K3(A) вместо K1(A).
В силу леммы 3 для класса K3(A), для достаточно большого числа t0 с помощью заме-
ны неизвестной вектор–функции вида (20) (причём в сумме (21) вектор–функции ϕ0(t, c0),
ϕsp(t, csp)
(
s = 1, k, p = 1,κs
)
нужно взять из класса Kn×13 (A)), вводя новую неизвестную
вектор–функцию r : I → Rn×1, векторное дифференциальное уравнение (9) можно приве-
сти к эквивалентному векторному дифференциальному уравнению вида (47). Асимптотически
приведем линейную однородную часть этого векторного дифференциального уравнения к диа-
гональному виду с помощью теоремы 2 из работы авторов [7] (смотрите также [8]). Убедимся,
что выполнены все её условия.
Докажем, что для любого мультииндекса ℘ ∈ Nm0 , |℘| ≥ $ любая функция µ℘(t) будет
суммируемой на промежутке I. Для этого оценим снизу ранг функций µ℘(t) (℘ ∈ Nm0 , |℘| ≥ $),
учитывая, что %l%1 ≥ 1 (l = 1,m), получим
Rank(µ℘(t)) =
m∑
l=1
%l(℘)l = %1
m∑
l=1
%l
%1
(℘)l ≥ %1
m∑
l=1
(℘)l = %1|℘| ≥ %1$.
Таким образом, в силу свойств (50) получили требуемое.
И так, выполнены все требования упомянутой теоремы. Сделаем в векторном дифферен-
циальном уравнении (47) замену неизвестной вектор–функции вида (21) (с матрицей перехода
Ляпунова Q(t) : I → Rn×n, ∃ lim
t→+∞ detQ(t) 6= 0) из теоремы 2 вышеуказанной публикации
авторов. В результате получим векторное дифференциальное уравнение вида
dx
dt
= <D(t)x+Q−1(t)g(t) +Q−1(t)
m∑
l=1
εl(t)ψl(t, Q(t)x) ((t, x) ∈ D2) , (56)
где матрица D(t) определяется по формуле (6) из статьи авторов [7]:
D(t) := diag(d1(t), . . . , dn(t)), dj(t) := λj(A) +
∑
1≤|℘|<$
℘∈Nm0
(µ℘(t)/∈R1(I))
γj℘µ℘(t) + ςj(t),
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где числа γj℘ ∈ C, функции ςj(t) : I → C, ςj(t) ∈ R(I)∩C(I) (j, ℘ любые допустимые), область
D2 :=
{
(t, x)
∣∣∣∣∣ t ∈ I, x ∈ Rn×1, ||x|| ≤ aˆ0
(
n sup
t∈I
||Q(t)||
)−1}
.
Добьемся суммируемости на промежутке I свободного члена этого векторного дифферен-
циального уравнения. Для этого сделаем в векторном дифференциальном уравнении (56) за-
мену неизвестной вектор–функции вида
x = (ε1(t))
ρk+1
%1
−$
z.
В результате получим векторное дифференциальное уравнение вида
dz
dt
= P (t)z + q(t) + x(t, z) ((t, z) ∈ D3) , (57)
P (t) := <D(t) +
(
$ − ρk+1
%1
)
(ε1(t))
−1 dε1(t)
dt
E, q(t) := (ε1(t))
$− ρk+1
%1 Q−1(t)g(t),
x(t, z) := (ε1(t))
$− ρk+1
%1 Q−1(t)
m∑
l=1
εl(t)ψl
(
t, (ε1(t))
ρk+1
%1
−$
Q(t)z
)
, (58)
область D3 :=
{
(t, z)
∣∣ t ∈ I, z ∈ Rn×1, ||z|| ≤ a˜} , число
a˜ := aˆ0
(
sup
t∈I
ε1(t)
)$− ρk+1
%1
(
n sup
t∈I
||Q(t)||
)−1
.
Проверим, выполнено ли для вектор-функции x(t, z) в области D3 по переменной z условие
Липшица. Для оценки сверху нормы ||x(t, z1) − x(t, z2)|| (∀ (t, z1), (t, z2) ∈ D3) воспользуемся
аналогом формулы Лагранжа конечных приращений скалярных функций. Таким образом,
достаточно оценить сверху норму матрицы Якоби вектор–функции x(t, z) по переменной z.
Найдем эту матрицу, используя формулу (58):
∂x(t, z)
∂z
= Q−1(t)
m∑
l=1
εl(t)
∂ψl
(
t, (ε1(t))
ρk+1
%1
−$
Q(t)z
)
∂r
Q(t).
Следовательно,
∥∥∥∥∂x(t, z)∂z
∥∥∥∥ = O(ε1(t)) m∑
l=1
∥∥∥∥∥∥∥∥
∂ψl
(
t, (ε1(t))
ρk+1
%1
−$
Q(t)z
)
∂r
∥∥∥∥∥∥∥∥ (t→ +∞) .
В результате подстановки свойств (25) в это неравенство, получим искомую оценку матрицы
Якоби ∥∥∥∥∂x(t, z)∂z
∥∥∥∥ = O((ε1(t))1+ ρk+1%1 −$) (t→ +∞, ||z|| ≤ a˜) .
В итоге получили требуемое условие Липшица для вектор-функции x(t, z) в области D3 по
переменной z:
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||x(t, z1)− x(t, z2)|| ≤ x∗(t)||z1 − z2||, 0 < x∗(t) := const (ε1(t))1+
ρk+1
%1
−$
(∀ (t, z1), (t, z2) ∈ D3, t→ +∞) . (59)
Так как выполнено неравенство ρk+1 ≥ %1(2$ − 1), то функция x∗(t) ∈ R1(I).
В силу тождеств (24) и равенства (58), очевидно, что вектор–функция x(t, 0) ≡ 0 (t ∈ I).
Поэтому, учитывая условие Липшица (59), заметим, что для нелинейности x(t, z) в области
D3 будет иметь место оценка
||x(t, z)|| ≤ x∗(t)||z|| (t→ +∞) . (60)
Запишем векторное дифференциальное уравнение (57) в скалярной форме
dzj
dt
= qj(t) + pjj(t)zj + xj(t, z1, . . . , zn)
(
j = 1, n
)
, (61)
zj := (z)j , qj(t) := (q(t))j , pjj(t) := (P (t))jj , xj(t, z1, . . . , zn) := (x(t, z))j . (62)
Применим для нахождения ограниченных при t ≥ t0 решений системы дифференциальных
уравнений (61) специальный метод последовательных приближений, аналогичный тому, кото-
рый использован в ходе доказательства теоремы 1.1 из § 1 главы IV кандидатской диссерта-
ции [12] (страница 67). Пусть zj s−1(t) (j = 1, n) означает (s− 1)-е приближение, а zjs(t) — s-е
(j = 1, n). Положим z10(t) := · · · := zn0(t) := 0. Определим s-е приближение из системы
dzjs
dt
= qj(t) + xj(t, z1 s−1, . . . , zn s−1) + pjj(t)zjs
(
j = 1, n
)
, (63)
выбирая начальные значения для функций zjs(t) (j = 1, n) так, чтобы эти функции выража-
лись через zj s−1(t) (j = 1, n) формулами вида
zjs(t) =
t∫
aj
qj(τ) exp
t∫
τ
pjj(t) dt dτ + zj(t0) exp
t∫
t0
pjj(τ) dτ+
+
t∫
aj
xj(τ, z1 s−1(τ), . . . , zn s−1(τ)) exp
t∫
τ
pjj(t) dt dτ (j = 1, n), (64)
где каждый предел интегрирования aj равен либо t0, либо +∞; начальные значения zj(t0) := 0
для тех индексов j, для которых не выполняются условия (55). Нетрудно проверить простым
дифференцированием, что при любом выборе указанных пределов интегрирования, равенства
(64) будут давать нам некоторое частное решение системы дифференциальных уравнений (63)
(если только величины, входящие в (64) не теряют смысла). Пределы интегрирования aj будем
выбирать так:
aj :=
{
+∞, если pjj(t)−< ςj(t) ≥ 0 (t ≥ t0),
t0, если pjj(t)−< ςj(t) ≤ 0 (t ≥ t0)
(j = 1, n).
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Постараемся сделать так, чтобы все последовательные приближения были ограничены по
модулю одним и тем же числом. С этой целью предположим, что
|zj s−1(t)| ≤ 0 (j = 1, n), (65)
где 0 — некоторая константа, 0 < 0 ≤ a˜ и потребуем, чтобы такие же неравенства имели
место и для s-го приближения. Принимая во внимание свойство (60), нетрудно заметить, что
при выполнении неравенств (65), функции zjs(t) (j = 1, n) будут мажорироваться по модулю
функциями ξj(t, t0, 0) (j = 1, n), которые определяются из равенств
ξj(t, t0, 0) := bj
t∫
aj
|qj(τ)| exp
t∫
τ
pjj(t) dt dτ + z
∗
j (t)+
+ 0bj
t∫
aj
x∗(τ) exp
t∫
τ
pjj(t) dt dτ (j = 1, n), (66)
где функции
z∗j (t) := |zj(t0)| exp
t∫
t0
pjj(τ) dτ
(
j = 1, n
)
,
числа
bj :=
{
1, если aj = t0,
−1, если aj = +∞
(j = 1, n).
Неравенства (65) заведомо будут выполняться для s-го приближения, если эти неравенства
имеют место для функций ξj(t, t0, 0) (j = 1, n). Запишем неравенства
ξj(t, t0, 0) ≤ 0 (j = 1, n)
и постараемся найти с их помощью константу 0. Замечая, что функции ξj(t, t0, 0) (j = 1, n)
линейны относительно постоянной 0, представим последние неравенства в виде
aj(t, t0) + 0bj(t, t0) ≤ 0 (j = 1, n),
где
aj(t, t0) := bj
t∫
aj
|qj(τ)| exp
t∫
τ
pjj(t) dt dτ + z
∗
j (t),
bj(t, t0) := bj
t∫
aj
x∗(τ) exp
t∫
τ
pjj(t) dt dτ
(
j = 1, n
)
.
Искомое 0 легко находится из последних неравенств, если bj(t, t0) < 1 при t ≥ t0
(
j = 1, n
)
и
если, кроме того,
aj(t, t0)
1− bj(t, t0) ≤ a˜, t ≥ t0
(
j = 1, n
)
,
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причём в этом случае в качестве 0 можно взять константу
0 := max
j=1,n
(
sup
t∈I
aj(t, t0)
1− bj(t, t0)
)
.
В силу условий теоремы функции qj(t), x∗(t) ∈ R1(I)
(
j = 1, n
)
. Значит, для выражений
aj(t, t0) − z∗j (t), bj(t, t0)
(
j = 1, n
)
выполнены требования лемм 3 и 3′ (с учётом замечаний к
ним) из § 2 главы II кандидатской диссертации [12] (страницы 46 и 47 соответственно). Следо-
вательно, выражения aj(t, t0), bj(t, t0)
(
j = 1, n
)
ограничены на промежутке I. Так как подын-
тегральные функции во внешних интегралах в выражениях aj(t, t0)− z∗j (t), bj(t, t0)
(
j = 1, n
)
неотрицательны, то за счёт выбора числа t0 достаточно большим, а |zj(t0)| (индексы j та-
кие, что выполнены условия (55), zj(t0) ∈ R) достаточно малыми можем сделать величины
sup
t∈I
aj(t, t0) и sup
t∈I
bj(t, t0)
(
j = 1, n
)
сколь угодно малыми. Следовательно, для достаточно боль-
шого числа t0 и, либо малых |zj(t0)| (индексы j такие, что выполнены условия (55)), либо
начальных значений zj(t0) ≡ 0 (в случае отсутствия таковых индексов j), величины
max
j=1,n
(
sup
t∈I
bj(t, t0)
)
< 1, 0 ≤ a˜
(где a˜ определяет область D3). Таким образом, для системы (66) выполнены все условия теоре-
мы 1.1 из § 1 главы IV кандидатской диссертации [12] (страница 67). Поэтому для достаточно
большого числа t0 система дифференциальных уравнений (61) будет заведомо иметь хотя
бы одно вещественное ограниченное при t ≥ t0 частное решение zj(t)
(
j = 1, n
)
с условием
|zj(t)| ≤ 0
(
t ∈ I; j = 1, n). Более того, решение zj(t) (j = 1, n) зависит от стольких доста-
точно малых по абсолютной величине произвольных постоянных, сколько имеется индексов
j таких, что выполнены условия (55). Возвращаясь обратно к вектор–функции r, получим
требуемое.
Как известно, общее решение системы обыкновенных дифференциальных уравнений n–го
порядка зависит от n произвольных параметров, следовательно в семействе решений вида (20)
могут фигурировать не более чем n независимых скалярных постоянных.
В следующем замечании указаны выражения для коэффициентов γj℘ в первых слагаемых
сумм в функциях dj(t), которые могут понадобиться при применении теорем (3 – 5) об асимп-
тотическом характере с целью вычисления количества независимых скалярных параметров,
которые фигурируют в погрешности r из семейства решений вида (20) основного векторного
дифференциального уравнения (9).
Замечание 7. Рассматривая ход доказательства теоремы 1 из работы авторов [7], заме-
тим, что числа γj℘ = M
((
P−10 A℘(t)P0
)
jj
)
, где матрица P0 ∈ Cn×n составлена из собствен-
ных векторов матрицы A, j = 1, n, |℘| = 1, ℘ ∈ Nm0 . Подставляя в эти равенства тождества
(53), получим искомые коэффициенты:
γj℘ = M
((
P−10
∂
∂y
fl(t, ϕ0(t, c0))P0
)
jj
)
, j = 1, n, ℘ = (0, . . . , 0︸ ︷︷ ︸
l−1
, 1, 0, . . . , 0), (67)
где мультииндексы ℘ ∈ Nm0 , функции εl(t) /∈ R1(I).
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В следующей теореме исследован асимптотический характер формального частного реше-
ния (семейства решений) (12) основного вещественного векторного квазилинейного обыкно-
венного дифференциального уравнения (9) в том случае, когда матрица A не имеет кратных
собственных значений, а оценка погрешности r получена в виде o.
Теорема 4. Пусть выполнены все условия теоремы 3 и либо функции
pjj(t)−< ςj(t) ≥ 0 (t ∈ I), (68)
либо справедливы требования ∫
I
(pjj(t)−< ςj(t)) dt = −∞ (69)
(
j = 1, n
)
. Тогда для достаточно большого числа t0 у векторного дифференциального уравне-
ния (9) на промежутке I существует хотя бы одно частное решение вида (20), где вектор–
функции ϕ0(t, c0), ϕsp(t, csp) ∈ Kn×13 (A) ∩ C1(I) (s = 1, k, p = 1,κs), причём погрешность
r = o
(
(ε1(t))
ρk+1
%1
−$
)
(t→ +∞).
Более того, на промежутке [t1,+∞) погрешность r зависит от стольких произвольных
скалярных постоянных, сколько имеется индексов j ∈ {1, 2, 3, . . . , n} таких, что выполне-
ны условия (69) (t1 ∈ R — достаточно большое число, определяется этими постоянными,
t1 ≥ t0). (В семействе решений вида (20) могут фигурировать не более чем n независимых
скалярных параметров.)
Доказательство. В ходе доказательства теоремы 3 было показано, что при условиях теоремы
для достаточно большого числа t0 система дифференциальных уравнений (61) будет заведомо
иметь хотя бы одно вещественное ограниченное при t ≥ t0 частное решение zj(t)
(
j = 1, n
)
с условием |zj(t)| ≤ 0
(
t ∈ I; j = 1, n). Там же было показано, что при условиях теоремы
функции qj(t), x∗(t) ∈ R1(I)
(
j = 1, n
)
. Поэтому, учитывая, что справедливы либо неравенства
(68), либо предположения (69), заметим, что для выражений aj(t, t0)− z∗j (t), bj(t, t0)
(
j = 1, n
)
выполнены требования лемм 3 и 3′ (с учётом замечаний к ним) из § 2 главы II кандидатской
диссертации [12] (страницы 46 и 47 соответственно). Следовательно, выражения aj(t, t0)−z∗j (t),
bj(t, t0)→ 0
(
t→ +∞; j = 1, n).
Пусть теперь в последовательных приближениях (64) начальные значения zj(t0) := 0 для
тех индексов j ∈ {1, 2, 3, . . . , n}, для которых выполняются неравенства (68). Очевидно, что
в таком случае для любых начальных значений zj(t0) (индексы j ∈ {1, 2, 3, . . . , n} такие, что
справедливы требования (69)) пределы lim
t→+∞ z
∗
j (t) = 0
(
j = 1, n
)
. Значит, найдется такое до-
статочно большое число t1 ∈ R (t1 ≥ t0), что величины sup
t≥t1
aj(t, t0) и sup
t≥t1
bj(t, t0)
(
j = 1, n
)
будут сколь угодно малыми. Таким образом, для системы (66) на промежутке [t1,+∞) вы-
полнены все условия теоремы 1.1 из § 1 главы IV кандидатской диссертации [12] (страница
67). Поэтому для любых начальных значений zj(t0) ∈ R (индексы j ∈ {1, 2, 3, . . . , n} такие,
что справедливы требования (69)) на промежутке [t1,+∞) решение zj(t)
(
j = 1, n
)
зависит от
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стольких произвольных постоянных, сколько имеется индексов j ∈ {1, 2, 3, . . . , n} таких, что
выполнены условия (69).
Так как функции zjs(t)
(
j = 1, n, s ∈ N0
)
на промежутке I мажорируются по модулю
функциями ξj(t, t0, 0) (j = 1, n), которые стремятся к нулю при t → +∞, то zjs(t) = o(1)(
j = 1, n, s ∈ N0, t→ +∞
)
. В итоге для системы (61) и равенств (64) на промежутке [t1,+∞)
выполнены все условия теоремы 1.2 из § 1 главы IV кандидатской диссертации [12] (страница
68). Поэтому для достаточно большого числа t0 система дифференциальных уравнений (61)
будет заведомо иметь хотя бы одно вещественное частное решение zj(t)
(
j = 1, n
)
с условием
zj(t) = o(1)
(
j = 1, n; t→ +∞). Более того, на промежутке [t1,+∞) решение zj(t) (j = 1, n)
зависит от стольких произвольных постоянных, сколько имеется индексов j ∈ {1, 2, 3, . . . , n}
таких, что выполнены условия (69) (t1 ∈ R — достаточно большое число, определяется этими
постоянными, t1 ≥ t0). Возвращаясь обратно к вектор–функции r, получим требуемое.
Как известно, общее решение системы обыкновенных дифференциальных уравнений n–го
порядка зависит от n произвольных параметров, следовательно в семействе решений вида (20)
могут фигурировать не более чем n независимых скалярных постоянных.
В следующей теореме получен более высокий порядок малости в оценке погрешности r по
сравнению с теоремой 3.
Теорема 5. Пусть выполнены все условия теоремы 3 для числа k такого, что ρk+1 ≥ ρk0+1 +
$%1 (k0 ∈ N). Тогда для достаточно большого числа t0 у векторного дифференциального
уравнения (9) на промежутке I существует хотя бы одно частное решение вида
y = ϕ0(t, c0) +
k0∑
s=1
κs∑
p=1
νsp(t)ϕsp(t, csp) + r, r = O
(
(ε1(t))
ρk0+1
%1
)
(t→ +∞), (70)
где вектор–функции ϕ0(t, c0), ϕsp(t, csp) ∈ Kn×13 (A)∩C1(I) (s = 1, k0, p = 1,κs). Более того, по-
грешность r зависит от стольких достаточно малых по абсолютной величине произвольных
скалярных постоянных, сколько имеется индексов j таких, что справедливы условия (55).
(В семействе решений (70) могут фигурировать не более чем n независимых скалярных па-
раметров.)
Доказательство. В силу теоремы 3 у векторного дифференциального уравнения (9) суще-
ствует хотя бы одно частное решение вида (20), причём для погрешности r будет справедлива
оценка (54). Далее, из условий теоремы следует, что будет выполнено следующее свойство
r = O
(
(ε1(t))
ρk0+1
%1
)
(t→ +∞).
Разобьём векторную сумму s(t) на две части. Пусть в первой будут слагаемые содержащие
функции νsp(t) ранга не превосходящего ρk0 , а вторую оценим с помощью свойств (30)
k∑
s=k0+1
κs∑
p=1
νsp(t)ϕsp(t, csp) = O
(
(ε1(t))
ρk0+1
%1
)
(t→ +∞).
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Следовательно, представили частное решение векторного дифференциального уравнения (9)
в требуемом виде.
5 Примеры
В завершении статьи приведем три простых примера. Следующий пример иллюстрирует при-
менение теоремы 2 об асимптотическом характере формального частного решения (семейства
решений) (12) основного вещественного векторного квазилинейного обыкновенного дифферен-
циального уравнения (9) в том случае, когда матрица A не имеет чисто мнимых собственных
значений, а класс K1(A) состоит из периодических функций.
Пример 13. Пусть числа t0 > 1, n := m := 2, k := 1, τ ∈ R+ фиксировано, матрица
A ∈ R2×2, <λj(A) 6= 0
(
j = 1, 2
)
. Зададим класс K1(A) так, как указано в примере 1, а ранги
степенно-логарифмических функций как в примере 5.
Рассмотрим в области D :=
{
(t, y)
∣∣ t ∈ I, y ∈ R2×1, ||y − ϕ0(t)|| ≤ a} (число a ∈ R+)
векторное дифференциальное уравнение
dy
dt
= Ay + f(t) +
1
t
(
(y)1 + (y)
2
2g1(t)
(y)2
)
+
1
t ln t
(
(y)2
(y)1 + (y)1(y)2g2(t)
)
, (71)
причём вектор–функция ϕ0(t) : R→ R2×1 — единственное τ -периодическое частное решение
из класса C1(R) укороченного векторного дифференциального уравнения соответствующего
уравнению (71):
dϕ0(t)
dt
= Aϕ0(t) + f(t),
вектор–функция f(t) : R → R2×1 и функции g1(t), g2(t) : R → R — некоторые наперед
заданные τ -периодические из класса C1(R).
Очевидно, что в рассматриваемом случае
ρs = s (s ∈ N), κ1 = 2, ν11(t) ≡ ε1(t) ≡ 1
t
, ν12(t) ≡ ε2(t) ≡ 1
t ln t
.
Для нахождения вектор–функций ϕ11(t), ϕ12(t) : R→ R2×1 воспользуемся замечанием 3.
Найдём их как единственные τ -периодические частные решения из класса C1(R) векторных
дифференциальных уравнений из совокупности
dϕ11(t)
dt
= Aϕ11(t) +
(
(ϕ0(t))1 + (ϕ0(t))
2
2 g1(t)
(ϕ0(t))2
)
,
dϕ12(t)
dt
= Aϕ12(t) +
(
(ϕ0(t))2
(ϕ0(t))1 + (ϕ0(t))1 (ϕ0(t))2 g2(t)
)
.
И так, выполнены все условия теоремы 2, следовательно, для достаточно большого числа
t0 у векторного дифференциального уравнения (71) на промежутке I существует хотя бы
одно частное решение вида
y = ϕ0(t) +
1
t
ϕ11(t) +
1
t ln t
ϕ12(t) + r, r = O
(
1
t2
)
(t→ +∞).
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Более того, на промежутке [t1,+∞) погрешность r зависит от стольких произвольных
скалярных постоянных, сколько имеется индексов j таких, что справедливы условия j ∈
{1, 2} , <λj(A) < 0, t1 ∈ R — достаточно большое число, определяется этими постоянными
(t1 ≥ t0).
Следующий пример иллюстрирует применение теоремы 2 об асимптотическом характере
формального частного решения (семейства решений) (12) основного вещественного векторного
квазилинейного обыкновенного дифференциального уравнения (9) в том случае, когда матри-
ца A не имеет чисто мнимых собственных значений, а класс K1(A) задан так, как указано в
примере 4.
Пример 14. Пусть числа t0 > 1, n := m := 2, k := 1, матрица A ∈ R2×2, <λj(A) 6= 0(
j = 1, 2
)
и выполнено условие (5), где множество
Γ3 :=
{
4∑
s=1
ksωs
∣∣∣∣∣ ks ∈ N0, ωs ∈ Ω2 (s = 1, 4)
}
, Ω2 :=
{
−1, −
√
2, −e, −pi
}
.
В качестве класса K1(A) возьмём множество конечных линейных комбинаций (6). Зададим
ранги степенно-логарифмических функций так, как указано в примере 5.
Рассмотрим в области D :=
{
(t, y)
∣∣ t ∈ I, y ∈ R2×1, ||y − ϕ0(t)|| ≤ a} (число a ∈ R+)
векторное дифференциальное уравнение
dy
dt
= Ay +m0 +
(
e−t
e−et
)
+
1
t
(
m1 +
(
(y)1 + (y)
2
2e
−pit
(y)2
))
+
+
1
t ln t
(
m2 +
(
(y)1
(y)2 + (y)1(y)2e
−√2 t
))
, (72)
причём вектор–функция ϕ0(t) — единственное частное решение из класса K2×11 (A) ∩ C1(I)
укороченного векторного дифференциального уравнения соответствующего уравнению (72):
dϕ0(t)
dt
= Aϕ0(t) +m0 +
(
e−t
e−et
)
,
векторы m0, m1, m2 ∈ R2×1.
Очевидно, что в рассматриваемом случае
ρs = s (s ∈ N), κ1 = 2, ν11(t) ≡ ε1(t) ≡ 1
t
, ν12(t) ≡ ε2(t) ≡ 1
t ln t
.
Для нахождения вектор–функций ϕ11(t), ϕ12(t) воспользуемся замечанием 3. Найдём их
как единственные частные решения из класса K2×11 (A)∩C1(I) векторных дифференциальных
уравнений из совокупности
dϕ11(t)
dt
= Aϕ11(t) +m1 +
(
(ϕ0(t))1 + (ϕ0(t))
2
2 e
−pit
(ϕ0(t))2
)
,
dϕ12(t)
dt
= Aϕ12(t) +m2 +
(
(ϕ0(t))1
(ϕ0(t))2 + (ϕ0(t))1 (ϕ0(t))2 e
−√2 t
)
.
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И так, выполнены все условия теоремы 2, следовательно, для достаточно большого числа
t0 у векторного дифференциального уравнения (72) на промежутке I существует хотя бы
одно частное решение вида
y = ϕ0(t) +
1
t
ϕ11(t) +
1
t ln t
ϕ12(t) + r, r = O
(
1
t2
)
(t→ +∞). (73)
Более того, на промежутке [t1,+∞) погрешность r зависит от стольких произвольных
скалярных постоянных, сколько имеется индексов j таких, что справедливы условия j ∈
{1, 2} , <λj(A) < 0, t1 ∈ R — достаточно большое число, определяется этими постоянными
(t1 ≥ t0).
Нетрудно заметить, что средние значения
M(ϕ0(t)) = −A−1m0, M(ϕ11(t)) = A−2m0 −A−1m1, M(ϕ12(t)) = A−2m0 −A−1m2.
Поэтому формулу (73) можно переписать в виде
y = −A−1m0 + 1
t
(
A−2m0 −A−1m1
)
+
1
t ln t
(
A−2m0 −A−1m2
)
+ r, r = O
(
1
t2
)
(t→ +∞).
Следующий пример иллюстрирует применение теоремы 5 об асимптотическом характере
формального частного решения (семейства решений) (12) основного вещественного вектор-
ного квазилинейного обыкновенного дифференциального уравнения (9) в том случае, когда
матрица A не имеет кратных собственных значений, а класс K3(A) состоит из РПП функций
с конечными спектрами.
Пример 15. Пусть числа t0 > 1, n := m := 2, k0 := 1, k := 3, $ := 1, 1, матрица A ∈ R2×2 и
выполнено условие
inf
γ∈Γ2
λ∈Λ(A)∪∆(A)
|ıγ − λ| > 0,
где множество
Γ2 :=
{
4∑
s=1
ksωs
∣∣∣∣∣ ks ∈ Z, ωs ∈ Ω1 (s = 1, 4)
}
, Ω1 :=
{
1,
√
2, e, pi
}
.
В качестве класса K3(A) возьмём множество вещественных РПП функций обладающих ко-
нечными спектрами, являющимися подмножествами Γ2. Зададим ранги степенно-логарифмических
функций так, как указано в примере 5.
Рассмотрим в области D :=
{
(t, y)
∣∣ t ∈ I, y ∈ R2×1, ||y − ϕ0(t)|| ≤ a} (число a ∈ R+)
векторное дифференциальное уравнение
dy
dt
= Ay +
(
sin t
cos et
)
+
1
t
(
γ˜1(y)1 + (y)
2
2 cospit
γ˜1(y)2
)
+
1
t ln t
(
γ˜2(y)1
γ˜2(y)2 + (y)1(y)2 sin
√
2 t
)
, (74)
причём вектор–функция ϕ0(t) — единственное частное решение из класса K2×13 (A) ∩ C1(I)
укороченного векторного дифференциального уравнения соответствующего уравнению (74):
dϕ0(t)
dt
= Aϕ0(t) +
(
sin t
cos et
)
,
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числа γ˜1, γ˜2 ∈ R.
Очевидно, что в рассматриваемом случае
ρs = s (s ∈ N), κ1 = 2, ν11(t) ≡ ε1(t) ≡ 1
t
, ν12(t) ≡ ε2(t) ≡ 1
t ln t
.
Для нахождения вектор–функций ϕ11(t), ϕ12(t) воспользуемся замечанием 3 в случае
класса K3(A). Найдём их как единственные частные решения из класса K2×13 (A) ∩C1(I) век-
торных дифференциальных уравнений из совокупности
dϕ11(t)
dt
= Aϕ11(t) +
(
γ˜1(ϕ0(t))1 + (ϕ0(t))
2
2 cospit
γ˜1(ϕ0(t))2
)
,
dϕ12(t)
dt
= Aϕ12(t) +
(
γ˜2(ϕ0(t))1
γ˜2(ϕ0(t))2 + (ϕ0(t))1 (ϕ0(t))2 sin
√
2 t
)
.
И так, выполнены все условия теоремы 5, следовательно, для достаточно большого числа
t0 у векторного дифференциального уравнения (74) на промежутке I существует хотя бы
одно частное решение вида
y = ϕ0(t) +
1
t
ϕ11(t) +
1
t ln t
ϕ12(t) + r, r = O
(
1
t2
)
(t→ +∞).
Более того, погрешность r зависит от стольких достаточно малых по абсолютной вели-
чине произвольных скалярных постоянных, сколько имеется индексов j ∈ {1, 2} таких, что
справедливы условия
lim
t→+∞< (λj(A)t+ (γj10 + 2, 9) ln t+ γj01 ln ln t) 6= +∞, (75)
где числа γj10, γj01 ∈ C. Воспользовавшись формулами (67) для нахождения этих чисел,
получим
γj10 = M
((
P−10
(
γ˜1 2 (ϕ0(t))2 cospit
0 γ˜1
)
P0
)
jj
)
,
γj01 = M
((
P−10
(
γ˜2 0
(ϕ0(t))2 sin
√
2 t γ˜2 + (ϕ0(t))1 sin
√
2 t
)
P0
)
jj
) (
j = 1, 2
)
,
где матрица P0 ∈ C2×2 составлена из собственных векторов матрицы A. Очевидно, что
средние матрицы из этих выражений можно представить в виде суммы постоянной диа-
гональной и переменной матриц. Выполнив действия с первым слагаемым, получим
γj10 = γ˜1 + M
((
P−10
(
0 2 (ϕ0(t))2 cospit
0 0
)
P0
)
jj
)
,
γj01 = γ˜2 + M
((
P−10
(
0 0
(ϕ0(t))2 sin
√
2 t (ϕ0(t))1 sin
√
2 t
)
P0
)
jj
) (
j = 1, 2
)
.
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Заметим, что вектор–функция ϕ0(t) ∈ K2×13 (A) является линейной комбинацией функций
cos γt, sin γt (γ = 1, e) с векторными коэффициентами из R2×1. Поэтому у произведений её
компонент на функции cos γt, sin γt (γ =
√
2, pi) не будет средних значений. Следовательно, у
последних произведений матриц тоже не будет средних значений. Значит, числа γj10 = γ˜1,
γj01 = γ˜2
(
j = 1, 2
)
. В итоге условия (75) можно переписать в следующем виде
lim
t→+∞ (<λj(A)t+ (γ˜1 + 2, 9) ln t+ γ˜2 ln ln t) 6= +∞ (j ∈ {1, 2}) .
Эта работа выполнена по теме имеющей номер в государственной регистрации Украины
0109U003444.
Перспективы дальнейших изысканий по этой теме представляются в изучении особых слу-
чаев. (Например, случай кратных чисто мнимых собственных значений матрицы A.)
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