Abstract We present a mathematical framework for the theory of a synchronization phenomenon for dynamical systems discovered by Pecora & Carroll. From this perspective, we can synchronize, using a single coordinate, an open dense set of linear systems. We use our insights to synchronize nonlinear systems which were not previously recognized as being synchronizable.
Introduction
The common meaning of synchronization is the concurrence of events or motions with respect to time. Synchronization, in its most current use in physics, refers to systems of coupled identical systems, where the coupling can be intrinsic or due to a common forcing (e.g., 5, 1]). We do not consider this kind of synchronization in the current paper. As a physical phenomenon, it might be tempting to call the frequency locking (to identical frequencies) of coupled oscillators synchronization. This is however too imprecise because the phase has an obvious role to play in synchronization. We wish to keep the notion of synchronization in scienti c considerations the same as its common usage. Recently, L. M. Pecora and T. L. Carroll have presented a new phenomenon where a system synchronizes with another one with coupling active in only one direction, a master-slave type of synchronization. This is the phenomenon which we consider and in this paper synchronization will always stand for master-slave synchronization. Let x 0 = f(x; y) y 0 = g(x; y) (1) be the evolution equations of some dynamical system, where x; y are respectively m and n-dimensional vectors and where the prime stands either for di erentiation with respect to time (in the case of a vector eld) or for the next values in the case of a map. With t standing for either continuous or discrete time, and (x(t); y(t)) standing for the solutions of (1) with initial conditions (x 0 ; y 0 ), let us de ne the (x 0 ; y 0 )-y-subordinate system to (1) as Y 0 = g(x(t); Y ) : (2) If Y (t)?y(t) converges to 0 as t ! 1 for every (x 0 ; y 0 ) and every initial condition on Y , we say that x is a synchronizing coordinate for (1) . This is merely a formalization of ideas introduced by Pecora (3) in some range of the parameter space, both x and y are synchronizing coordinates, while z is not. Furthermore, they describe necessary conditions for synchronization for the system (2) and show that x and y are indeed synchronizing for (3) in some parameter range. This work is described in a series of papers 10, 11] and has been applied to masking signals in view of secret transmissions in another series of papers 2, 3]. We rst outline the approach presented by Pecora and Carroll. Consider how the subordinate system in (2) evolves with respect to the initial system (1) by de ning y = Y ? y and then y 0 = g(x(t); y(t) + y) ? g(x(t); y(t)) = D y g(x(t); y(t)) y + o( y) (4) Pecora and Carroll note that the Lyapunov exponents for the evolution of this system, which have been called conditional Lyapunov exponents since they depend on a trajectory in the original system, determine the local stability of a solution. The existence of a positive conditional Lyapunov exponent de es synchronization. To get global synchronization results, other techniques are required. This may be done in some simple cases; for the Lorenz equations a Lyapunov function is produced 6, 2, 3]. All these considerations are expressed in terms of equations describing dynamical systems. The aim of this paper is to re-examine the theory of synchronization from the perspective of global dynamical systems theory, and, more speci cally, to describe what one can gain in the comprehension of synchronization from the point of view of the intrinsic de nition of dynamical systems and from geometric considerations.
This paper is organized as follows. In Section 2 we give a number of simple examples of synchronizing dynamical systems which illustrate the basic ideas. In Section 3 we present our general theory of synchronization. This discussion allows us to nd synchronizing coordinates in cases where none were previously available. This is followed by a discussion of synchronization for linear problems in Section 4. Finally, in Section 5, we reconsider the Lorenz equations and also discuss the standard map, the H enon map, a three-dimensional linear map, and the R ossler equations. In the Appendix we include some work of Hyman Bass which we use in Section 4. This result essentially indicates that the eigenvalues of a submatrix of a matrix may be arbitrary and unrelated to the eigenvalues of the whole matrix. Subsequent to the initial writing of this paper, Alan Ho man drew our attention to the work of Farahat and Ledermann 4] from which this result also follows. With the exception of the Appendix, we state all our theorems without proofs because the proofs follow almost directly from the de nitions and previous theorems.
We notice that synchronization theory has been anchored into physics by several experimental works, e.g. 9, 13], but we do not here examine the direct relevance of our work to physical systems.
Examples
We will present a number of examples of simple dynamical systems and consider them from the viewpoint of synchronization.
The solenoid
The solenoid is the unique attractor of the map f from the solid torus T = TT 1 ID 2 to itself, de ned by f( ; x; y) = (2 ; 1 cos + 2 x; 1 sin + 2 y) ; (5) where 0 < 2 < 1 < 1 ? 2 .
For any chosen initial condition P 0 = ( 0 ; x 0 ; y 0 ) in T , with forwards orbit P n = ( n ; x n ; y n ), the P 0 -(x; y)-subordinate system is (X n+1 ; Y n+1 ) = ( 1 cos n + 2 X n ; 1 sin n + 2 Y n ) (6) so that initial discrepancies in the (x; y)-coordinates diminish at rate 2 and the coordinate is synchronizing. In terms of dynamical systems theory, this can be understood from the fact that (X n ; Y n ) are the (x; y) coordinates of the n th iterate of ( 0 ; X 0 ; Y 0 ) under f and the fact that the disk = 0 of T is part of the stable manifold of the orbit of P 0 , for any P 0 in that disk.
A linear map
Consider the linear map on IR 2 :
x y
Neither x nor y is a synchronizing coordinate, but from the examination of the previous example, we can rewrite (7) 
Synchronizing in x now results in the di erence y y 1 ? y evolving by y 0 = (1 ? . We apply the change of coordinates given by z w
to get the same dynamical system expressed as z w
In these new coordinates, z is a synchronizing coordinate since the evolution of w does not depend on w.
The Lorenz equations
The Lorenz equations _ x = (y ? x) _ y = rx ? y ? xz _ z = xy ? bz (13) (with ; r; b > 0) is the example most discussed by Pecora and Carroll. We have already reported on their methods and ndings, so we shall here only add a couple of remarks: 1. Pecora and Carroll observe that the z-coordinate is not synchronizing while the x and y coordinates are. Due to the symmetry of the equations, for any orbit which lies o the axis of symmetry (the z-axis) there will be a second orbit whose projection onto the z-axis will be identical to that of the original. Thus, using the z-coordinate to synchronize to a trajectory which is not asymptotic to the z-axis will not work. 2. The Lorenz system has a simple structure which results in a linear subsystem being produced when either x or y is used as a synchronizing coordinate and also allows for the production of a Lyapunov function with which to prove synchronization. It is also easy to see that any orbit which lies o the axis of symmetry is uniquely determined from the projection onto its x-coordinate. This follows from the observation that if you know x(t) then you know _ x(t) and can use the di erential equation to compute y(t). You then know _ y(t) and can compute z(t) from the di erential equation.
Although on the z-axis, an orbit is not uniquely determined by it's other components (which are identically 0), all trajectories converge to the origin, so the ow is synchronizing. 3. On the strange attractor (for the parameter regime in which it exists), there is one negative Lyapunov exponent, one zero Lyapunov exponent, and one positive Lyapunov exponent, in contrast to one positive Lyapunov exponent and two negative ones in the case of the solenoid. So Pecora and Carroll's observations on synchronization cannot all be captured by stable manifold theory like in the simplest case of the solenoid.
Let us make some nal observations regarding the examples of this section.
1. In each case, the fact that the synchronizing variable comes from an actual orbit of the original dynamical system is irrelevant for the subordinate variables to converge to an orbit independent of the initial conditions. This will motivate us to de ne in the following section a more general notion of synchronization than the one given by Pecora and Carroll.
Synchronization for mappings Let M be a manifold of dimension greater than one and let F : M ! M be a mapping. Assume that M has a product structure, so that M = M N with M; N manifolds. For any choice of product structure, we can perform the following construction to produce a nonautonomous mapping on one of the factors, say N.
Let fx(i)g 1 i=0 be a sequence of points in M. De neF x : IN N ! N bỹ F x (n; y) = N F(x(n); y) ; (14) where N is the projection of M onto its second factor N. A nonautonomous mapping on N is de ned by Y (n + 1) =F x (n; Y (n)) :
The trajectory on N may be lifted to a motion in M by considering for each n 2 IN, the point (x(n); Y (n)) 2 M. This gives us, for each n, a mapping of the submanifold fx(n)g N to the submanifold fx(n + 1)g N.
Based on the behavior of the dynamical systemF x on N, we can de ne several notions of synchrony. We assume that there is a metric on N, d N ( ; ), that is used to de ne convergence of trajectories of (15). These de nitions have all been global in terms of the initial conditions allowed. At times, it may also be useful to consider local versions of these de nitions.
Finally, we want to de ne what it means to be able to synchronize a dynamical system. It is the notion of being able to nd a product structure such that the resulting system is synchronizing.
De nition 4 A system (M; F) is called synchronizable with k inputs if there exists a product structure M = M N with dim(M) = k such that (M; F; M; N) is synchronizing.
We summarize the essential idea here. We would like to nd a product structure on M such that if (x(n); y(n)) is a trajectory of F, then there is another motion Y (n) derived fromF x and an initial condition in N. If we consider this as a motion on N, then we would like lim n!1 d N (Y (n); y(n)) = 0. Alternatively, we may lift the motion Y (n) to M to get (x(n); Y (n)) and we would like to see if this converges to (x(n); y(n)). If this happens for all initial conditions x(0); y(0); Y (0), then the selected product structure is synchronizing for the dynamical system. (Note that if Y (0) = y(0), then Y (n) = y(n).) As seen by the linear map example of Section 2, the property of synchronizing is highly dependent on the choice of product structure.
Synchronization for vector elds
We now present the analogous setup for vector elds. Let M be a manifold and F a vector eld on M. Assume that M has a product structure, so that M = M N, and for any choice of product structure we construct a nonautonomous vector eld on N. This may also be lifted to a motion on M given by (x(t); Y (t)). The de nitions of synchronization for vector elds are completely analogous to those for mappings.
We now make a couple of remarks concerning these constructions:
1. A global product structure on M is not always necessary. For example, one can discuss synchronization of vector elds on the Mobius strip. 2. In all our examples, the product structures chosen for synchronization are trivial, although not necessarily seen from the form in which the dynamical system is most commonly written. Once the phase space of a dynamical system has been given a product structure, we have demonstrated how to produce a nonautonomous dynamical system. This system must be analyzed in order to determine the synchronization properties of this particular choice of product structure. An alternative viewpoint allows a geometric interpretation, but comes at the cost of increasing the dimension of the dynamical system. We will relate properties of this larger system to our de nitions of synchronization.
Suppose that a product structure is chosen so that M = M N, and in these coordinates the dynamical system de ned by F may be written as in (1) A geometrical statement which implies absolute synchronization of (M; F; M; N) is given below. First, let u 0 = g( ; u) Theorem 7 If (M; F; M; N) is absolutely synchronizing, then for each , the !-limit set of (21) consists of either exactly one point, which is a unique globally attracting xed point, or is empty, which is possible only if N is not compact. Recall that the !-limit set of a dynamical system is the set of accumulation points of its forwards orbits. The question we address is when can a linear change of coordinates give us better synchronization properties. Our result is that generically (with respect to the original linear system), a change of coordinates can produce a new linear system which is synchronized using exactly one new coordinate variable. We do this by demonstrating that a coordinate transformation will put generic matrices into a special form which we de ne here. The basic theorem which says which matrices may be conjugated to this form follows.
Theorem 10 If M 2 M n (IR) has n distinct eigenvalues then it is GL n (IR)-conjugate to a matrix of type S where the fd i g are arbitrary (but distinct), a = tr(M)? P n i=2 d i , and the products fb j c j g are determined from M and the fd i g.
This theorem follows directly from the work of Hyman Bass which is presented in an Appendix to this paper. We will be able to use this normal form theorem for both linear maps and ows. If we just consider the case of linear maps, then it would have been su cient for the proof of our main result to use the companion matrix as a normal form. The main result for the synchronization of linear systems is a consequence of Lemma 8 and Theorem 10. 
One can check that the rst map cannot be synchronized through a linear change of coordinates. 
None of the coordinate variables are synchronizing as a consequence of Lemma 8. We also note that the mapping has two eigenvalues outside the unit disk and one inside.
We can perform a change of variables to put it into a form of type S. 
It is easy to verify that the original and new matrices have the same characteristic polynomial which has distinct roots, and thus they are conjugate. For (30), u is a synchronizing coordinate.
The standard and H enon maps Heagy & Carroll 7] indicate that it is possible to synchronize chaotic Hamiltonian systems by studying the standard map in the chaotic regime. In particular, they conjecture that for the standard map I 0 = I + k 
the conditional Lyapunov exponent in the angular direction is negative when 0 < k < 2. Thus, I is a synchronizing coordinate. Conversely, the conditional Lyapunov exponent for coupling through is zero so synchronizing through is not possible.
Consider an orbit f(I n ; n )g of (31). To each such orbit is associated the nonautonomous dynamical system n+1 = F In ( n ) n + I n + k 2 sin 2 n mod 1 , so that any (long) composition is also onto TT 1 , thus cannot be contracting everywhere. The only way synchronization can occur is if there is an asymptotically unique trajectory which is attracting from one side and repelling from the other (which requires a zero Lyapunov exponent). In the particular case when I n 0, the circle map has two xed points, hence, the coordinate I cannot be a synchronizing variable in the sense of Section 3. The convergence observed by Heagy and 
The Lorenz equations
The Lorenz equations (13) are synchronizable with one input. In standard coordinates, both x and y are synchronizing coordinates. Using the x coordinate the system is absolutely synchronizing, while with the y coordinate it is only synchronizing.
When the parameters in the Lorenz equations are selected so that the ow contains a geometrical Lorenz attractor, then almost all trajectories spend an arbitrarily long time in any arbitrarily small neighborhood of the origin, an equilibrium point. One would expect that the consideration of the linearized equations at the origin might help to determine good coordinates for synchronization. 
In view of Lemma 8, for this linear system x and y are seen to be good synchronizing coordinates, while z is not.
The R ossler equations 
Pecora and Carroll 11] note that the neither x nor z are synchronizing coordinates whenever a > 0. They study whether y is synchronizing in the case a = b = 0:2 and c 2 (3:0; 11:0). In particular, they note that for c = 4:7, y does not synchronize.
We experimented with the R ossler system by generating random linear coordinates changes and testing for synchronization of the R ossler equations written in the appropriate new coordinates. We easily found new coordinates which work where the common ones fail. For example, with the randomly generated coordinate change, 0 B @x yz 
whence the lemma. 
Since P and P are monic of degree n and the coe cient ?s 1 = ?(a+d 2 + +d n ) = ?Tr( ) of T n?1 is the same for P and P , we have deg(Q) n ? 2. Hence Q = 0, and P = P. 2
