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In a recent paper [2S] the second author obtained sufficient conditions 
for a Norlund method (N, p) to be stronger than a Cesaro method (C, a) 
for some a 2 0. More recently, the second author and B. Kuttner [24] 
studied the same question for absolute summability. They were able to 
show that the corresponding result holds in the cases 0 <a < 1, a = 2. In 
this paper we complete the study and show that the theorem in [24] holds 
for all values of a > 0. 
An important application of the theorems in [24] and in this paper is to 
the study of the absolute summability of Fourier series by Norlund means. 
These theorems demonstrate that many of the results dealing with the 
absolute Norlund summability of Fourier series, and some related series, 
which apparently extend the classical results of Bosanquet and others 
concerning the Cedro summability, are actually corollaries of these results, 
when coupled with the appropriate inclusion theorem. 
However, the question whether the theorem of Bosanquet [3] can be 
refined by replacing summability 1 C, a + ~1, E > 0, by a weaker Norlund 
method such as a generalized harmonic-Cesaro method IZ, c1,fi[, fi > 0 
(see [7]), remains open. One result in this direction is that of Holder [20], 
who has shown that the above-mentioned result of Bosanquet can be 
improved by replacing the Cesdro method with a weaker method intro- 
duced by Bosanquet and Linfoot [S]. 
Section 1 of this paper contains the definitions of terminology used, the 
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statement of the theorem, and lemmas to be used in proving the theorem. 
Section 2 contains the proof of the theorem. In Section 3 we give theorems 
on absolute Norlund summability of Fourier series and other associated 
series. From these theorems we deduce as corollaries various known 
results. 
1. PRELIMINARIES 
Given a sequence x = {x,,}, A denotes the forward difference operator; 
i.e., Ax,=x,-x,,+,, and, for n> 1, A”x,= A(A”-lx,). In the case of a 
sequence which depends on more than one parameter we shall identify the 
parameter to be differenced by placing a subscript on A. We adopt the 
convention that x, = 0 for negative indices. We will denote the greatest 
integer function by [ +I. 
Let p = {p,} be any sequence of real or complex numbers such that 
P, = C; = 0 pk # 0 for n 2 0. We shall deline 
p,* := i IPkl, n. D 
R .Jn+l)Pn > 
k=O =?I 
Q', := i (k+ 1) Id'p,l, 
k=O 
A; := 
We shall let K, K,, K2, . . . denote positive constants, not necessarily the 
same at each occurrence. 
A Norlund matrix (N, p) is a lower triangular matrix with entries 
pnuk/P,,. The choice pn = AZ-‘, 01> -1, yields the Cesaro matrix (C, c(). 
For a series C a,, let {r,} denote the nth term of the sequence of the 
(ZV, p)-transform of C a, and let 21 denote the nth term of the (C, f3)-trans- 
form of {na,}. The symbol IN, pi denotes the class of series that are 
absolutely summable by the Norlund method (N, p). Thus C a, E IN, pi if 
C IAt,( < co, and CU,E (C, 131 if C (b-:1/n)< co. The symbol IAl 3 IBI has 
its usual meaning, i.e., every series that is summable lB1 is also summable 
I-41. 
THEOREM 1.1. Let C( 2 0, s = [u], and (N, p) be a Niirlund matrix that 
satisfies 
k~o(k+l)ld’ilp,l=O(~) 
ns 
(1.1) 
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and 
(1.2) 
and fi be such that O<j?<l/p and also such that s<a+fl<s+l. Then 
lc,~+PI~w,Pl. 
We shall make use of the results contained in the following lemmas in 
the course of the proof of the theorem. 
LEMMA 1.1 [25, Lemma 21. Let y da + b, a > 0, and p as stated in the 
theorem. Then condition (1.2) implies that 
nv ” IPkl 
(a) lp,I& (k+ l)y+l 
=0(l), 
and 
(b) lP,l > Knzfp. 
LEMMA 1.2. (a) Qj,=O(lP,l) implies (i) R,=O(l) and (ii) P,*= 
O(lPnI 1. 
(b) R, = 0( 1) implies that there exist positive constants K, and K, 
such that 
uniformly in n -C k G 2n. 
Part (a) is contained in Lemma l(b) of [8] and, for (b), see [18]. 
LEMMA 1.3. If 
then 
(a) ei,=O(IP,l/nj-‘)forj= 1,2, . . . . s, 
(b) ldipnl = O(IP,Jn’+‘), and 
(c) Vi=O(n-j),forj=1,2 ,..., s+l. 
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Part (a) appears in [13]. To prove (b), 
d(kj+‘dipk}=d(ki+‘).dipk+(k+l)‘+’d’+’pk 
Summing both sides from 0 to n - 1 yields 
n-1 n-1 
ld+‘d’/&,l iK, 1 Jk’d’p,l + K2 c j(k+ l)j+i d’+‘pkJ 
k=O k=O 
n-1 n-- 1 
<KK,n’-’ c I(k+l)d’p,(+K,n’ c I(k+l)d’+ipkl 
k=O k=O 
= O(lP,I )- 
Part (c) follows immediately from (b). 
We shall also require the following order estimates. 
LEMMA 1.4. Let 1 < S < 2. Then, for i = 0, 1, 2, . . . . 
(i) for k<n,<2k, IC:_kA;_6,di(l/(v+i))I =O(k-‘-‘(nf 1 -k)‘-&); 
(ii) for n>2k, I~~_,A;~,.4’(l/(~+i))l=O(k-‘-~); 
(iii) IC:=,-, A;_6,Ai(l/(v+i))J =O((n+ 1 -r)pi-l (n+ 1 -r-k)-’ 
(r + 1)); and 
(iv) IC:=,_,A;-~kd’(l/(v+i))l =O((n+ 1 -r)-j-’ (n+ 1 -r-k)‘-“). 
These order estimates are not difficult to derive. For example, see [24, 
pp. 321-3231. 
LEMMA 1.5 [ 18, Lemma 33. Zf R, = O(l), then for each real number tx 
the following are equivalent: 
and 
2. PROOF OF THE THEOREM 
The case 0 < CI < 1 is Theorem 1 of [24]. We shall assume a > 1. In what 
follows we shall write 8 = a + p, so that s < 0 + 1. 
Expressing {tn} in terms of {rz} we obtain (see [24]) 
t,-tt,-, = i A$; 
k=l 
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Thus, to prove that IC, 81 c IN, pi it is necessary and 
that 
sufficient to show 
I?+* “Z, pk (P,-J P,-P, -,,- ,/PM+,) A;$%-’ =0(l), 
uniformly for k > 0. 
Writing 
p,_, pn-,+1 P,(Pn-v-Pn)+Pn(Pn-Pn-v) --= 
P” pn-1 pnp,- 1 
and defining 
P,C:=~-,dp~+p,C:=n-Y+,~r = 
PJ-1 
? 
X(n,k):= i A;:kl 
n-1 
v-l 1 APT 
v=k T=n-” > 
and 
Y(n,k):= i A;:kl 
v=k 
i 
r=n--v+, 
it is suffkient to prove that 
Wn, k) + Yh k) P” 
P 
= O(k-e-l). 
n-l pnpn- 1 
Applying summation by parts s times to X(n, k) yields 
X(n,k)= t A”,:;-‘A”, 
n-1 
v-’ c AP, 
v=k 
= 5 A;:;-‘(AV’) “cl Ap, 
v=k ,=n--Y 
(2.1) 
i=l 
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Also, for 1 < i < s, 
Thus 
X(n, k)= i A”,I;-~ (A?-‘) “f’ Ap, 
v=k ,=*--l’ 
Similarly, 
-pn i A;;\-eAi-’ 
i=l 
=Xo(n, k)+ i {Af-iCX,i(n, k) 
i= I 
+ Xzi(% k)] + X3i(n3 k))3 say. 
v=k 
(2.2) 
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= Yoh k)+ i {Af-iCY,j(n, k) 
i=l 
+ Y2i(n7 k)l + Y.%(n7 k)}9 say. (2.3) 
Although 
diverges for any fixed i, and similarly for the summation involving 
Y,,(n, k), it is the case that, for each i = 1, 2, . . . . s, 
X3i(n7 k, +Pn Y3i(n* k, = 0 
p,-, P”P,-, . 
(2.4) 
Thus, to prove (2.1) it is sufficient o show that 
We may write 
r=n-k+l v=k 
= so,, + so12 + so21 + ~022, say. 
In a similar way we shall let Si,, + S,,, + Sr2i + S,,, denote the corre- 
sponding partition of the sum involving Xii(n, k), i = 1,2, . . . . S. With T 
replacing S we have a notation for the corresponding partitions of the sums 
involving Y&r, k) and Y&z, k), i= 1. . . . . S. 
Due to the similarity of the expressions for the x’s and Y’s we shall deal 
with the corresponding cases of the S’s and T’s consecutively. For clarity 
we introduce 6=8+ l-s, t= [(n-k)/2], u= [k/2], and w= [(k+ 1)/2]. 
Then 1~6.~2. 
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Using Lemma 1.4(iii) and (iv), Lemma 1.3(a), and Lemma 1.2(a) and 
(b), 
2k 1 n-k 
‘so11’ ‘.,:, lpn-,, r=o 
c k@,i i &!,d” 
y=n-, 
2k 1 
-“;k Ip,-,l r<f 
- c Idp,( (r+ l)(n+ l-r)-“-’ (n+ 1 -r-k)-s 
2k 1 n-k 
+K2,;k Ip,-,i r=l 
- 1 (dp,l (n+ 1 -r)pS-’ (n+ 1 -r-k)‘-’ 
Q: 
+K,k-’ 1 ldp,l 
T<U 
+&k-“-l 5 ldp,l 
r=u 
As k-r<r when k/26r,<k, 
and obtain 
2rik (n-t l-r-k)‘-’ 
n=r+k lP*- 11 
2k (n+l-r-k)‘-’ 
c 
n=r+k IPn-ll . 
we may combine the last two summations 
= O(k-e-‘). 
Using Lemma 1.4(iv) and Lemma 1.2, 
2k 
IPA 
n-k+1 
I*011’6Kn;k Ip,p,-,I ,=I 
c (p,.J (n+2-r)-“-’ (n+2-r-k)‘-’ 
k+l 
<Kk-‘-’ 1 lp,l f 
(p,,I (n+2-r-k)lp6 
r=l n=r+k-1 IP”P,- II 
<KKk$’ IprJ (k+2-r)2-s=O(k-Bp1). 
I 1 
Using Lemma 1.4(iii) and (iv) and Lemma 1.3(a) and (b), 
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~plp,l (r+l)(n+l-r)-“-‘(n+l-r-k)-6 
n-k 
+ 1 ‘dp,.’ (n+ 1 -r)-‘-’ (n+ 1 -r-k)‘-” 
r=, 1 
k+l +K2 c ,dp,, 2rik (n+l-r)~‘~;(t~zl-r-k)~~~ 
r=w n=2k+l n 1 
+K3 rzF+2 Idp,l ‘2’ (n+ 1 -r)-‘;i(“: 1 -r-k)‘-’ 
n=r+k 
<Klk-S-“+K2k-s-’ ‘f &,,, tr+ 1)2-: ’ 
P 2k r=w 
+K,k-“-1 -f “P,’ (I+ 1)2-5 
r=k+2 lP,l 
< K,k-“-‘+ K,k-“-’ f (r+ l)pd=O(k-e-l). 
r=w 
2 lprl (n+2-r)-“-’ (n+2-r-k)‘-’ 
n+l-k 
+K2 f 
IPill 
n=lk+, tp”p”-” ,=I 
c lp,l (n+2-r)-“-‘(n+2-r-k)‘-’ 
GKK, 
(n+;+k)-“’ (n+;-k)‘-a 
k+2 2r+k lpnJ (n+2-r)-“-’ (n+2-r-k)le6 
+K2 c IA c 
I==&’ n=2k+l IPnPn- II 
c 
2r+k lp,,l (n+2-r)-“-’ (n+2-r-k)lp6 
n=r+k-1 lP”P,-,I 
<K, f n-“-*-‘+K2 
1 
n=k+l W + 1) ip2k! 
k+2 
x C lp,l (2k+3-r)-“-’ (r+1)2-6 
r=w 
+ K3k-S-1 f b,lk+ 112-’ 
r=k+3 ‘pr’ (r+k) 
< K,k-“-6 + K2k-+’ f rd6 = O(k-e- ‘). 
r=k+3 
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+Kk-“-’ f (rt+1-k)‘-6 
n-k 
= U(P- ‘). 
Using Lemma 1.4(G) and Lemma 1.3(a) and (c), 
jSoz2[ <Kk-“-’ f ---!-- 
n=2k+ 1 ipn- 11 r=n-k+ 1 
= O(k-@- ‘), 
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Since s is finite it is suflicient to show that, for any i, 1 < ids, S,, and 
T,, are each O(k-‘-‘) for j, h = 1,2. 
Using Lemma 1.4(iii) and (iv), Lemma 1.3(a), and the argument for 
S 011, 
- C lLli+‘prJ (r+ l)(?I+ 1 -r)-s+i-l (n+ 1 -r-k)-6 
2k 
+K2n:k’P”-l’ ,.=f 
~‘~*/diflp,l (n+l-r)-“+‘-‘(n+l-r-k)‘-d 
<Kl&n<k(!$-“i-l(n+;-k)-‘~:+l 
+K2k-s+i-1 
c Idi+lPrl ‘z” (n + l,;-14-6 
T<U n=r+k 
+KFS+i-’ 
(n+ 1 --::k)le6 
,==U n=r+k lP”- II 
<K, k-S+i-l k &“,2,1 
Ip,’ ,,c, (n+ l)a+i 
+ K2 “ATk;-’ $ (r + l)2-s Idi+lpr\ 
I 0 
= O(k-‘-I). 
Similarly, 
2k IPA 
‘T1ll’ ‘““Sk ‘p,p,-,( 
1 Jd’p,( (r+ l)(n+ 1 -r)--s+i-l (n+ 1 -r-k)-6 
n-k 
-I- c (d’p,((n+l-r)-“+i-‘(n+l-r-k)l-d 
*=, I 
Q: 
+K2”,,;’ 1 Jd’p,l ‘2’ (n+1-r-k)lp6 
I<U n=r+k 
+K3kiTkid2 $ ld’p,] ‘f (n+1-r-k)1-6 
r 24 n=r+k 
= O(k-‘- ‘). 
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m 
1 
‘S112’GK.=;+, (P,-‘1 
- r;, lA’+‘p,l (r+ l)(n+ l-r)ps+r-’ 
[ 
X(n+l-r-k)-” 
n-k 
+ 1 lAif’pll (n+ 1 -r)-S+i-l (n+ 1 -r-k)‘-” 
r=t 1 
<Kl f n=2k+l ,FQ?:, (n;k)es+i-’ (a+;-k)-’ 
- ]r\‘-0 +K2 2 lAi+lp,l 2r-k (n+l-r)p"+i-l (n+ 1-r ..,I r 
i-= w n=Zk+ 1 lP,-,I 
+K3 .=$+I IAi+lp,( ‘2’ (n+l-r)p”+‘pl (n+l-r-k)‘-’ 
n=rfk lP,- 11 
<K1 f. n-“-6-1+K, 
k- s+i-1 k 
n=k 
lp2k, C (r+ 1)2-6 W+hl 
r w 
+K3k-s+i-l f (r + 1)2-6 Id’+‘prj 
r=k+l IPA 
= O(k-‘- ‘). 
00 IPnl 
‘T112’GK”=;+l P,Pn-II c l&,l r<t 
x(r+l)(n+l-r)-S+i-l(n+l-r-k)-s 
n-k 
+ 1 IA’p,J (n+1-r)-“+‘-1(n+1-r-k)1-6 
r=t 1 
d K, f npspb-’ + K2 ‘il [dip,1 
n=k ,=W’ 
x.r$l, lpnl (n+l-r);~~l(;+l-r-k)lp’ 
n n 1 
+ W-s+i-2 
= O(kF-‘). 
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G Klk-s+i-’ 
5 Idi+,p,l ‘+i-l (n+l-k)‘Pd 
r-l n=k IP,- II 
+fbk-“+i-l : 
r=k+l 
ldi+ lprl ; (n +,;;k;‘-” 
?l=i- 
n l <Klk;;;1 g (r+1)2-6 J,p’p,J 
k r 1 
2k 
+ K,k- s+i--6+1 
c 
pi+ ‘p,J 
r=k I’,1 
= O(k-B-l). 
n=k I 
2k cn+ 1 f& 
r=n-- k+l 
GKk-s+i-2 c 
lP,-11 
i IAh, 
n=k 
= @k-O-‘). 
r=n-k+l 
IS,22) <Kk-s+i-s f 1 
n=2k+l (‘n-II r=n-k+l 
n=2k+l ipn-li 
Q Kk-s+i-6 f 1 
n=2k+, (n-k+ I)‘+’ 
= O(k-‘- ‘). 
m IT,,,I 6 Kk--s+i--d IP,I 
.=:+I P”eI-11 ,=“-k+l i lhrl 
<y&-s+I--6 f 1 
n=;zk+, (n-k+ U”+l 
= O(k-Q-‘). 
To complete the estimate in (2.1), it only remains to obtain estimates for 
Xzi and Yzi, for 1 <Z < s. 
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Using Lemma 1.4(i) and (ii) and Lemma 1.3(b), 
v=k 
<K,k- s+i--l ‘f @+ 1 -k)‘-s I”p,+ll 
n=k lP”- II 
+K,k-St’-& -f IAiPn+ll 
n=2k+l I’“+11 
= O(k-“- ‘), 
and for, 2<i<s, 
m l~nl lY,i(n, k)l 
“?k Ipnp,- I
x bnl IA’-h+,l 
IP,P,- II 
n=k lP,-,I 
+ K,k- s+r--6-l 
f M-‘A+ II 
,,=2k+l I’“+II 
= U(k-e-‘). 
a, 
lPnl 
“r;. lp”p,-,I 
1 Y,,(n, k)l < 2 + f 
( n=k n=Zk+ 1 > 
x ;;;;‘j ( g A;_dkA”-l(&)l 
“nl vk 
<K,k-’ F n-*(n+ 1 -k)‘-6 
n=k 
+K,k-S-6+1 f ,,-2 
n=2k+l 
= U(k-‘-I). 
CEShROANDNijRLUNDMATRICES 185 
3. APPLICATIONS TO ABSOLUTE SUMMABILITY OF FOURIER SERIES 
Throughout the rest of this paper f is a function in L[ -7t, rc], periodic 
of period 271, with a Fourier series representation 
f(t)wka,+ f (a,cosnt+b,sinnt)= f A,(t). (3.1) 
It=1 ?I=0 
The conjugate series of (3.1) is 
.:, (bn cos nt - a, sin nt) = f B,(t). n=l (3.2) 
Let x and s be fixed. We shall use the standard notations 
24(t)=f(x+ t)+f(x- t)-2% W(t)=f(~+~)-.ff(x--t), 
2g(t)= [{f(x+t)-P(t)}+(4) {f(x-2)-P(4)] t-‘, 
where P is a polynomial of degree (r - 1) and such that g E L( - K, n), 
@a(f) = @o(t) =d(t), 
b,(t) = Z(a + 1) t-“@,(t) (a 2 0). 
Associated with + and g, $, and g,, respectively, are similarly defined. 
We are now in a position to establish the following theorems: 
THEOREM. Let (N, p) be a Norlund matrix that satisfies the hypotheses 
of Theorem 1.1. 
3.1. Z~~S.EBV(O, a), then (3.1) is summable IN, pJ at t=x. 
3.2. Let y=a-120 and let n>O. Zf j;It-‘I$,(t)ldtccq then 
series (3.2) is summable IN, p( at t = x. 
3.3. Let y = a - r > 0. Zf g, E BV(0, z) then the rth derived series of the 
Fourier series (3.1) is summable (N, p( at t = x. 
3.4. Let y = a- 1 =O. Zf tJry E BV(O,1c) then {nB,(x)} is summable 
IN PI. 
These theorems are proved by an application of Theorem 1.1 to the 
results contained in the following theorems respectively. 
THEOREM A (see [3]). Zfq5, E BV(0, a), then (3.1) is summable IC, /III at 
t=xfor each B>a, a>O. 
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THEOREM B [4, Theorem 11. rf cc>0 and J; t--r I$,(t)l dt < co, q ~0, 
then (3.2) is summable 1 C, /?I, at t = x, for each /? > u + 1. 
THEOREM C [21, Theorem 11. Zfg, E BV(0, 7~) then the rth derived series 
of the Fourier series (3.1) is summable 1 C, c1+ r + 61, at t = x, for each 
a B 0, 6 > 0. 
THEOREM D [4, Theorem 51. rft+G E BV(0, TC) then {n&(x)} is summable 
IC, 1+6/ to (2/n)$(O+)for each 6>0. 
The remainder of this section is devoted to showing that a number of 
results in the literature can be obtained as corollaries of Theorems 3.1-3.4. 
Given an absolute summability method IAl, we shall write IA( iI to 
denote the proposition 
~,EBV(O,n)=>CA,(x)EIAI. 
We introduce some further notation 
s+‘- 
n o @+I) 
sp’pl 
IPnl ,, @+I) 
T,=+f: (k+ I)&,, z-zpf l 
n 0 n W+l)P,’ 
Pt,=iP,, p:*,i (P,I, +@+lJP,, 
0 0 PA 
We shall need some other subsidiary results related to a sequence (p,}. 
We enumerate them in the following lemmas. 
LEMMA 3.1 [S]. (a) 7’,=0(1)0R,=(l). 
(b) S,*=O(l) and R,Ebu*Qj=O(lP,,I). 
(c) IfP,*=O(IP,I) then S,,=O(l)oS,*=O(l). 
LEMMA 3.2. (a) S,*=O(l) and R,=O(l)+(i) P,*=U((P,I) and (ii) 
l/R; = O( 1). 
(b) p,=o(P,)andIP,J-roo=>P~*=O(IP~(). 
(c) P,‘*=O(IPf,() and R,=O(l)*Rf,=O(l). 
(d) P,*=O(IP,J), RA=O(l), undS,*=O(l)* 
W PA E:,” Wlpkl) = o(l) 
6) (W(n + 1)) C,” (l/lP~l) = o(l). 
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Result (d)(ii) appears in [12]. The other results of this lemma are given 
in [17]. 
The following is a generalization of [ 10, Theorem 1; 121. 
COROLLARY 3.1 [ 171. Let {p,} satisfy R, E bv and S,* = 0( 1). Then 
IN PI 41. 
We shall show that IN, PI 1 IC, 1 + 6) for some 6 > 0. The corollary will 
then follow from Theorem 3.1. We thus need to show that 
(a) i(k+1)ld2P,l=0 
0 
and 
(b) &i&=0(l). 
n 0 
The hypotheses imply that I P,I + cc and Pn = o(P,). Thus by Lem- 
ma3.2(a) and (b), P,*=(IP,l) and Pi*=O(IP$). Then in view of 
Lemma 3.2(c), (d)(ii), and Lemma 1.5 we obtain that (b) is satisfied. 
Next, using Lemma 3.1(b) and the result that R!, = O(l), we get 
c (k+ 1) Id24 = i (k+ 1) I4,+,I 
k=O 
= O(Q:) 
=O(IP,I) 
=o !!3 
( > n ’ 
Theorem 2 of [ 111 is a special case of the theorem of Bhatt [ 11. The 
following corollary extends the result in [l] by replacing the hypothesis 
that {R,} E bv with the condition that R, = 0( 1). 
COROLLARY 3.2. Let {p,} b e a nonnegative nondecreasing sequence such 
that 
(0 bn+l-~Pnl is ultimately monotone, 
(ii) R, = O(l), 
tiii) wk(Pk/k)C?=k (1/po)< 03. 
Then IN PI 4. 
In view of Lemma 1.5 condition (iii) is equivalent to (1.2) for CI = 1. The 
corollary then follows from Theorem 3.1 if we show that conditions (i) and 
(ii) imply condition (1.1) for s = 1. This is done in the following lemma. 
409.'170/1-13 
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LEMMA 3.3. Suppose (p,} is nonnegative, nondecreasing and is such that 
(i) {Vp,} is ultimately monotone and (ii) R, = O(1). Then Qf = O(IP,l/n). 
Proof: Let N be an integer such that for n > N, V2p, ( -d2p,) is of fixed 
sign. First note that 
Case I. Vp, decreasing for n 3 N. Then V2p, d 0, for n 3 N and 
N-l 
Q:= c (k+ 1) ld’pkl -i: (k+ l)d2p, 
0 N 
N-1 
= ; (k+l){lA2p~l+d2p,)-i(k+1)d2p, 
0 
N-l 
= T (k+1)(I~2p,I+~2pk)+p,+I-(n+1)Vp,+,-po, 
which implies that 
= O(l), 
by (ii) and Lemma 1.1(b). 
Case II. Vp, increasing for n 2 N. Then V2pn 2 0 for n 2 N and 
N-l 
Q:= c (k+l){I~2p,l-~2p~}+~(k+l)~Zpil 
0 0 
N-l 
= ; (k+l)(l~2p,l-~2p,)+(n+1)Vp,+l-p,+,+po. 
As Vp, is increasing, 
2n - 1 
p2n+l-~n+~= C (pk+2-pk+l)~nn(pn+2-pn+1), 
" 
which implies 
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Thus 
n$+[p,,+2Q;-J+ p 
(n+1hn+l+w”+l 
- 
" n n p, 
=0(l), 
by (ii) and Lemmas 1.1(b) and 1.2(b). This completes the proof. 
COROLLARY 3.3. Let (p,> be a nonnegative increasing sequence such 
that 
(i) R,=O(l), 
(ii) (n+ ~)VPJ(P~+~-P~)~~~, and 
(iii) pn C,” (l/P,) = 0( 1). 
Then IN PI bl. 
This corollary contains a result more general than Theorem 1 in [23], 
where it is assumed that R, E bu instead of hypothesis (i). 
Proof. We obtain P, < (n + 1) p,, as { pn} is increasing. Thus 
By Lemma 1.5, (1.2) is satisfied with c1= 1. 
From Lemma 1.1(b), P, >nlfB for some /?>O. 
A2Pk =v=Pk =bk+ i -VP, 
=Pk+2-P0 (k+2)Vpk+,-(pk+,-pO) (k+l)Vpk 
k+2 ’ PkfZ-PO k+l . Pk+l-PO 
= -(Pk+2-PO) 
k+2 ‘(zk;;!2) 
- 
;k~o(k+l)~A2pk~<$ i ‘“+1’k”;;2-po’~A(~k~~!~k)/ 
n k=Q 0 
” (k+ l)‘vp, 
+; c 
nk=(, Pk+l-PO 
x (k+2)P/c+l-(k+l)Pk+z-Po 
(k+l)(k+2) 
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+c i VP,+; c 
n (k+1)(vPk)2+0(1j 
nk=O nk=O Pk+l --PO 
=0(1)+0(l); i VP, 
n k=O 
= O(1). 
The result now follows from Theorem 3.1. 
COROLLARY 3.4 [26, Theorem 11. If {p,} is a nonnegative sequence 
satisfying 
0) P,+ 9 
(ii) R, E bv, 
(iii) c,“=, (P,/(n+ l)Pk)=O(l), and 
(iv) CFzn (n + 1) ld2Rkl = O(l), 
then IN PI h. 
Proof: Condition (iii) implies (1.2) with o! = 1. 
As noted in Varshney [26], conditions (i) and (ii) imply that Vk = 0( 1). 
These conditions, along with (iv) imply that 
c .= n. kg 
II 
(k+;;it2pk’ = 0 (A). 
Then 
;Q:=$ i (k+l) Id’pA 
n nk=O 
=; i pk+l(ck-ck+l) 
n&=0 
=f 
n 
Po’%-pn+1~,+1+ c Pk+lck 
n k=O 1 
=0(1)+$0(l) f Pk+l 
n k=ok+ 1 
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= O(l), 
by (1.2). 
The result now follows from Theorem 3.1. 
There are a number of results in the literature involving the product of 
a Norlund matrix with (C, l), which we will write as NC. To handle these 
results using Theorem 1.1, we shall first establish the following lemma. 
LEMMA 3.4. Let N be Niirlund matrix such that INI I JC, 81 for some 
0>0. Then (NC\ 2 I(C, 1+0)/. 
Proof. We shall write the matrix of (C, 0) as C,. The statement 
1 NI r) lC,J is equivalent to NC; ‘, considered as a sequence-to-sequence 
matrix transformation, mapping bu to bu. We may write NCi’ = 
NC(CCO)-‘. Thus NC; ‘: bu + bu is equivalent to (NC1 I ICCsI. But, 
lCCsl is equivalent to (C, +J from [2]. 
COROLLARY 3.5 [15, Theorem 11. rf (p,} is a nonnegative sequence 
satisfying (i) R, = O(l), (ii) S, = O(l), and (iii) {P,,} and {dp,} are 
monotone, then (N, p)(C, 1) is IFI\- and JF:I-effective. 
Proof. Since (C, 1 + 0) is [F, I- and IFi j-effective for each 8 > 0, it is 
sufficient, from Lemma 3.4, to show that IN, pj 2 I C, 81 for some 8 > 0. 
Condition (ii) is (1.2) for c1= 0. 
From (iii), 
=$IP,-(n+l)pn+Il 
n 
=0(l), 
using (i), and (1.1) is satisfied. 
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COROLLARY 3.6 [ 15, Theorem 21. If {p,} is nonnegative and satisfies (i) 
p,,+ ,/p, d pn + Jp, + , < 1 and (ii) S, = O(l), then (N, p)(C, 1) is absolute 
total-effective. 
ProofI Since (C, 1 + 0) is absolute total-effective for each 8 > 0, it is 
sufftcient, by Lemma 3.4, to show that IN, pJ 1 I C, 81 for some 9 > 0. 
Condition (ii) is (1.2) for c1= 0. Condition (i) implies that {p,> is 
nonincreasing, and hence R, = O( 1). 
From (i), 
A2~n=~n-~n+r(~n+r-~n+2) 
= Pn+ I(Pn/Pn+ I- I)-Pn+l(l -Pn+z/Pn+l) 
< 0, 
and {Ap,} is monotone increasing. As in the proof of Corollary 3.5, 
IN, p( 3 (C, 01 for some 8 > 0. 
COROLLARY 3.7 [16]. Let {p,,) satisfy (i) p,, >O, pn 20 for n >O; (ii) 
(p,,} and { Ap,,} monotone; (iii) R, E bv; and (iv) S, = O( 1). Then (N, P) and 
(N, p)(C, 1) are absolute total-effective. 
ProojI The fact that (N, p)( C, 1) is absolute total-effective follows from 
Corollary 3.5. 
from (iii) and Lemma 3.1(b) and Lemma 3.2(c). From Lemma 3.2(d), 
Rf, = O(1) and (iv) imply that 
which, by Lemma 1.5, implies (1.2) for c1= 1. 
The result now follows from Theorem 3.1. 
COROLLARY 3.8. Let {p,} satisfy (i) P,* = O((P,(), (ii) R, E bv, and (iii) 
S,= O(1). Then JNCJ dl. 
Proof: From Lemma 3.4 it is suflicient to show that INJ I> IC, 01 for 
some 13 > 0. Then the result follows from Theorem 3.1. 
From Lemma 3.1(c), conditions (i) and (ii) imply that S,* = 0( 1). From 
Lemma 3.1(b), Qf,=O(IP,I) and hence IN, pi 1 IC, 81 for some 8>0, by 
Theorem 1.1. 
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COROLLARY 3.9 [ 19, Theorem 11. Zf (p,} is a positive sequence such 
that (i) R,~bu and (ii) P,Crzn (l/(k+ 1) Pk)=O(l), then JCNI dl. 
To prove this result we shall use the following lemma. 
LEMMA 3.5 [6]. Let (p,,} be such that P,>O and P, --) 00. Then 
IN, PI c I(C, l)(N, p)( ifand only ifPf,<K(n+ 1) P,. 
Proof of Corollary 3.9. That { pn) is a positive sequence, implies Pf, < 
(n + 1) P,. Condition (ii) implies that P!, + co. Hence, by Lemma 3.5, 
IN, PI G ICNl. 
The result follows from Theorem 3.1 by showing that IN, PI 3 IC, 1 + 01 
for some 8 > 0. 
From the proof of Corollary 3.7, condition (i) implies (1.1) for {P,}. 
From Lemma 1.5, condition (ii) is equivalent to (1.2) with c1= 1. From 
Lemma 1.1(a), (1.2) with tl= 1 implies S, = O(1). Returning to the proof of 
Corollary 3.7 yields (1.2) for {P,}. 
Corollary 3.9 is an improvement of [ 10, Theorem 11. 
We now present two corollaries for conjugate series. 
COROLLARY 3.10 [19, Theorem 21. If 1: t-r Ill/(t)1 dt< 00 and {p,} 
satisfies the conditions of Corollary 3.9, then (3.2) is summable lCN\ at t = x. 
Proof As in the proof of Corollary 3.9, 1 CNI I> IN, PI 3 IC, 1 + 81 for 
some 8 > 0. The result follows from Theorem 3.2. 
Corollary 3.10 is a generalization of [ 10, Theorem 21. 
The following corollary is a generalization of [23, Theorem 2). 
COROLLARY 3.11. If 
6) tiltt) E WO, ~1, 
(ii) e,(t) = (2/n) j,” ($Ju)/u) duE BV(0, Ir)for some A > 0, and (p,} 
is a nonnegative increasing sequence such that 
(iii) R,eO(l), 
(iv) {(~+~)VP,/(P,+~-P~)I~~~, and 
tv) PkC:xk (l/pn)=o(l)v 
then (3.2) is summable IN, p( at t = x. 
Proof From the proof of Corollary 3.3, conditions (iii)-(v) imply that 
(N,plx1C,1+8( forsomee>o. 
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Using [4, Lemma 31, conditions (i) and (ii) imply 
s K t-’ It,b(t)l dt < co. 0 
The result now follows from Theorem 3.2. 
We also obtain the following corollaries on the summability of {nB,(x)}. 
COROLLARY 3.12. If $(t)/tEBV(O, it) and {p,} satisfies (i) P,* = 
O((P,I), (ii) R,E bv, and (iii) S,= O(l), then (nB,(x)) is summabfe (NC/. 
Proof: The proof is the same as that of Corollary 3.8, and the result 
follows from Theorem 3.4. 
COROLLARY 3.13 [26, Theorem 21. If $(t)/tEBV(O, 7~) and (p,} is 
a nonnegative sequence satisfying P, -+ co (i) R,E bv, (ii) (P,/(n + 1)) 
CpSn (l/P,)=O(l), and (iii) (n+ l)Cka,, (d2Rkl =0(l). Then {nB,(x)} is 
summable IN, pi. 
Proof: As in the proof of Corollary 3.4, IN, p( 1 IC, 1 + 81 for some 
8 > 0. The result then follows from Theorem 3.4. 
COROLLARY 3.14 [19, Theorem 31. Zf$(t)~Bff(O, 7~) and {p,} satisfies 
the conditions of Corollary 3.9 then (nB,(x)} is summable (CN(. 
ProoJ: As in the proof of Corollary 3.9, 1 CNI 3 IC, 1 + 81 for some 
8 > 0. Hence the result follows from Theorem 3.4. 
COROLLARY 3.15 [22]. Let {p,} be a positive sequence such that (i) 
{VP,} is positive and monotone, (ii) R, = O(l), and (iii) pn Ckm_,+ 1 (l/P,) 
= O(1). If $(t) E BV(0, z), then the sequence {nB,(x)} is summable IN, p( 
at t=x. 
Proof: From the proof of Corollary 3.3, (iii) is equivalent to (1.2) for 
a= 1. 
By Lemma 3.3, (i) and (ii) imply (1.1) for s= 1. Hence the corollary 
follows from Theorem 3.4. 
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