High Resolution Model to Predict Oil Spill Dispersion in Harbour and Coastal Areas by Zanier, Giulia
Universita` degli Studi di Trieste
XXVII Ciclo del Dottorato di Ricerca in
Environmental and Industrial
Fluid Mechanics
High Resolution Model to
Predict
Oil Spill Dispersion in
Harbour and Coastal Areas
Settore scientifico-disciplinare: ICAR/01
Ph.D Student: Giulia Zanier
Ph.D. program Director: Prof. Vincenzo Armenio
Thesis Supervisor: Prof. Vincenzo Armenio
Thesis Co-Supervisor: Dr. Andrea Petronio
Academic Year 2013–2014

ABSTRACT
We present a novel, state of the art model, which accounts for
the relevant short-term physical processes governing oil spill at sea,
(Zanier, Petronio, Roman, et al., 2014). Particles and tars are modelled
as Lagrangian phase having its own density and diameter; taking
into account the main forces acting on them, namely: buoyancy, drag
and Coriolis forces. Oil transported in form of thin-film is treated by
means of an improved Nihouls model (Nihoul, 1983/84). The latter
considers the main forces (gravity, wind and sea currents stresses)
governing oil slick spreading and transport in the first hours after
spilling, up to 24h for large spill. Our main improvement to the
classical model consists in the introduction of Coriolis effect, avoid-
ing using empirical formulations (Zanier, Petronio, and Armenio,
2015). Finally the relevant short-term (12-24 hours) weathering pro-
cesses (mainly emulsification and evaporation) are taken into account
through established literature models (Mackay, Paterson, et al., 1980
and Mackay, Buist, et al., 1980, respectively). To preserve second-
order accuracy of the overall numerical method, convective terms, in
the Eulerian model, are discretized using SMART a third order accu-
rate upwind numerical scheme (Gaskell and Lau, 1998). We validate
the model on standard test cases.
The underground hydrodynamics is resolved using LES-COAST
(IEFLUIDS University of Trieste), a high definition numerical model
suited for coastal or harbour areas. LES-COAST model solves the fil-
tered form of three dimensional, non hydrostatic Navier-Stokes equa-
tions under Boussinesq approximation and the transport equation for
salinity and temperature. It makes use of Large Eddy Simulation ap-
proach to parametrize turbulence, the variables are filtered by way
of a top-hat filter function represented by the size of the cells. The
subgrid-scale fluxes (SGS), which appear after filtering operations,
are parametrized by a two-eddy viscosity anisotropic Smagorinsky
model, to better adapt to coastal flow in which horizontal length
scale is larger than vertical one (Roman, Stipcich, et al., 2010). The
subgrid-scale eddy diffusivities of temperature and salinity, Prandtl
and Schmidt numbers, are set Prsgs = Scsgs = 0.8, by assuming that
Reynolds analogy holds also for both scalars. Complex geometry that
characterizes coastal flow is treated by a combination of curvilinear
grid and Immersed Boundary Method (IBM) (Roman, Napoli, et al.,
2009).
Wind action on the free surface is taken into account by means of
the formula proposed by Wu (Wu, 1982), in which the wind stress on
the sea surface is computed from the wind velocities at 10 m above
the surface. A 20% of variance is added to the stress to ease the
generation of turbulence and to take into account of wind stress vari-
ations in time and space. Moreover near obstacles such as docks,
ships and breakwaters, the wind stress is linearly reduced consider-
ing the relevant reduction of stress in recirculation regions. On the
open boundaries the velocities and scalars quantities are obtained by
nesting LES-COAST within Large Circulation Models (Petronio et al.,
2013) or are imposed from in-situ measurements. Near the wall ve-
locities are modelled using wall functions (Roman, Armenio, et al.,
2009).
We apply the coupled oil spill model and hydrodynamical one to
simulate hypothetical oil spill events in real case scenarios in Bar-
celona harbour (North-west Mediterranean Sea, Spain, Galea et al.,
2014) and in Panzano bay (North Adriatic Sea, Italy).
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INTRODUCT ION
Economic growth has lead to an increase in oil demand and con-
sumption worldwide. The awareness of the potential threat of an oil
related accident has grown in the public opinion resulting in more
stringent national and international regulations and more strictly sa-
fety procedures and controls in handling the fossil fuel.
Analyses carried out by ITOPF, 2011 show that most of oil spill ac-
cidents, occurred worldwide, with oil releases smaller than 700 tons,
has been taking place in harbour or coastal areas; most of them are
caused by operations of uploading or downloading oil from ships,
others are due to tanker collisions.
Oil spill events can cause strong damage to the marine environ-
ment and coastal areas. Oil in the sea is dangerous for biological
species and for human health; furthermore contamination of coastline
has a strong impact in tourist and commercial activities, leading to a
interference with productive operations in the harbour areas. More-
over the economical impact of an oil spill event can be quantified in
hundred millions of Euros.
The fate and the persistence of oil in the sea water are conditioned
by the physical, chemical and biological processes that occur after
oil release, they depend on oil properties as well as environmental
conditions, such as sea temperature, waves, wind and currents. De-
pending on oil’s pour point, with respect to ambient temperature, oil
can either spread on the water surface as a thin-film, or it can so-
lidify thus forming tars; then oil, in both forms, is drifted away by
winds and currents. During its life at sea, oil is subject to interactions
with the surrounding environment, these kind of processes, known
as oil weathering, change oil physical and chemical properties and,
therefore, affect oil spill behaviour and fate. The main weathering
processes occurring in the first 24 hours after spill, are: evaporation,
emulsification, dissolution, formation of tars and of small particles
which break up from the oil-film and can be transported along the
water column or resurface immediately (ITOPF, 2011).
Oil spill prognostic models, which can afford prediction of the fate
and the trajectory of oil spilled, can be used to prepare contingency
plans and conduct clean-up operations, with the purpose of reduc-
ing the environmental and economical impact of oil spilled. In the
past years, phenomena occurring after spilling, from spreading to
weathering processes, have been largely studied. Several mathemat-
ical models and empirical parametrizations have been developed to
predict oil spill behaviour and fate. Only in more recent years, with
the increase of computational power, such models can be integrated
numerically within the framework of Computational Fluid Mechan-
ics (CFD). Furthermore high definition models for oil spill fate can be
developed thanks to CFD which allows to solve fluid flow for wind
and currents, and permits to couple such numerical models for oil
transport with hydrodynamical ones. An exhaustive review of the
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evolution of oil spill models can be found in Reed et al., 1999; Yapa,
2013 gives an update introduction of models used nowadays.
The aim of the present thesis is to improve a novel, state of-art
numerical model (LES-OIL, University of Trieste), which accounts for
the main physical processes governing short-term (i.e. up to 24 hours)
oil phases dispersion at sea. We use a Eulerian-Lagrangian model to
treat oil in its forms: tars, particles or thin-film. The latter one is
modelled taking advantage from the formulation proposed by Ni-
houl (Nihoul, 1983/84); the original model takes into account the
main forces acting on the oil slick spreading and transport: gravity,
friction and surface tension forces. Inertia has been neglected since it
is important only in the first stages over the spreading phase, i.e. few
minutes after spill. In our model we consider short-range scenarios
(i.e. up to 24 hours) in which surface tension forces are also negligi-
ble and therefore omitted, as usually done by the scientific commu-
nity up to few days scenarios. Our main improvement in this model
is the introduction of Coriolis force, obtaining an Eulerian oil spill
model which accounts for the Earth rotational effect. Coriolis force
on oil slick was firstly considered in Maderich et al., 2012, in this
article authors obtained similarity solutions for unidirectional and
axisymmetric spreading. The results were achieved from the Navier-
Stokes equations integrated over the oil layer, by assuming that oil
slick spreading and transport are governed by stress at oil-water in-
terface, gravity and Coriolis forces. They parametrized stress induced
by sea-currents on the oil slick by means of boundary layer and Ek-
man layer theories. Finally they used a Lagrangian model to solve
the oil slick equations.
In our model, tars and small particles are treated as Lagrangian
phase of specific diameter and density. They are subjected to buoy-
ancy, drag and Coriolis forces (Inghilesi et al., 2008). Finally the short-
term weathering processes, namely evaporation and emulsification,
are modelled by empirical parametrizations proposed by Mackay re-
spectively in Mackay, Paterson, et al., 1980 and Mackay, Buist, et al.,
1980. The oil spill model is suitable for simulating oil spreading and
transport in harbours and closed basins, in such cases wave motion
is almost absent. Therefore the processes induced by wave motion;
i.e break up of small particles from the slick and their mixing in the
water column; are negligible and they are not implemented yet in the
model.
The oil spill model is coupled with LES-COAST model which pro-
vides sea currents for oil transport in both its forms. LES-COAST
model (Roman, Stipcich, et al., 2010, University of Trieste) makes use
of large-eddy simulation approach to solve three-dimensional Navier-
Stokes equations, the model is suited for simulation of fluid flow in
harbour and coastal areas. Wind stress, which drives the horizontal
transport of oil and currents on the sea surface, is supplied by mea-
sured data and imposed by means of literature models (Wu, 1982).
Near obstacles such as docks and ships, wind stress is reduced in
order to take into account of the complex recirculation zones that
develop leeward and windward such barriers (Petronio et al., 2013).
The research project has been partially supported by ARPA F.V.G.,
the main objective is to apply the above mentioned oil model LES-
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OIL together with LES-COAST model to simulate a hypothetical oil
spill in Panzano bay (North-Adriatic Sea) under two different wind
conditions; with the aim of preparing contingency plans. The main
features of the oil spill accident, such as: the position of oil emission,
oil properties and amount of oil spilled, have been chosen by ARPA
F.V.G.; based on the traffic activities of the area. Wind scenarios have
been chosen based on the most frequent wind conditions in the bay.
The oil spill model, in its earlier version without Coriolis effect on
the oil slick, is presented in a Conference Paper (Zanier, Petronio,
Roman, et al., 2014); in such paper we compare the performance of
monotonic high-order numerical schemes, namely SMART and HLPA
(Zhu, 1992); and we applied the model to simulate a hypothetical oil
spill in the Barcelona harbour (Galea et al., 2014).
The revisited Nihoul’s model accounting for the Coriolis forces is
described in an under review paper (Zanier, Petronio, and Armenio,
2015). Finally the oil spill scenarios applied to Panzano bay has been
presented in a technical report for ARPA F.V.G., the results presented
also in the thesis will submitted in the upcoming future.
This thesis is structured as follows: in the chapter 1 the mathe-
matical and numerical model for oil spill dispersion processes are
presented and described; in chapter 2 we present some numerical
simulations to test the oil spill numerical model and to compare our
results with literature ones. The hydrodynamical model, LES-COAST,
is illustrated in the chapter 3. In chapter 4 we apply the oil spill model
together with the LES-COAST model to simulate a hypothetical oil
spill in a real case scenario in Barcelona harbour. In the chapter 5,
LES-COAST model is used to investigate water circulation in Pan-
zano bay. The oil spill model is then applied to simulate hypothetical
oil spills in Panzano bay in chapter 6. Finally some concluding re-
marks are given in chapter 7.
1 O I L SP I L L MODEL
Mathematical modelling of oil slick transport, after its release at
sea, is challenging because of the interacting physical, chemical and
biological processes involved. The fate and the persistence of oil at
the sea depend on oil properties as well as meteorological and en-
vironmental conditions, such as sea currents, waves, water and air
temperature, wind intensity and direction.
While advected by both currents and wind, oil spreads over the
sea surface. Spreading process is governing by gravity, inertia, vis-
cous and surface tension forces. Under the action of wind and waves
some oil can break up from the slick and form small particles. De-
pending on own density, particles can resurface immediately, mix in
the water column or sink in the sea bottom. Both droplets and slick
undergo emulsification processes with water, resulting in an increase
of polluted volume of liquid mixture. The oil slick interacts also with
the atmosphere through the evaporation of the lightest content of the
crude oil giving rise to a potentially dangerous gas release. When-
ever oil temperature drops below its pour point, oil forms the so
called tars, semi-solid aggregates of irregular shape and variable size,
whose diameter can be of the order of tens of centimetres, Payne and
Philips, 1985. The tars can float on the sea surface or in the water col-
umn, or sink down based on their own final density. Figure 1 shows
a schematic view of processes occurring on oil after spill.
Along the years, different approaches to model oil spill have been
considered in literature, starting from simple parametrization of the
spreading and transport to the recent numerical models integrated
into sophisticated computational fluid dynamic (CFD) simulations.
A comprehensive review on the evolution of oil spill models over the
years is presented in Reed et al., 1999.
An early empirical model of oil spill spreading was proposed by
Fay (Fay, 1971). The main forces considered in the model, acting on
the oil film and ruling its spreading were restricted to inertia, gravity,
friction and surface tension. Such model was founded on physical
Figure 1: Schematic view of oil spill processes occurring after spill. Source
ITOPF, 2011.
4
oil spill model 5
considerations and calibrated by experiments, and provided rough
estimation of the area occupied by a circular slick. Later on, Hoult
(Hoult, 1972), showed that Fay’s empirical formula, for spreading
of oil, represents similarity solutions of Navier-Stokes equations; the
theoretical results, obtained by Hoult have been compared with ob-
servations and experiments, and they agreed to Fay’s estimations. In
literature, such model for spreading of oil over the sea surface, is
referred to as Fay-Hoult models.
After a decade, Nihoul (Nihoul, 1983/84) formalized Fay-Hoult
spreading law and proposed a mathematical model describing oil
slick transport and diffusion processes in terms of oil film thickness.
The Nihoul’s model is derived from Navier-Stokes equations consid-
ering friction, gravity and surface tension forces. Inertia forces were
neglected since a dimensional analysis proved that forces to be im-
portant only in the very first stage of the spreading process (namely
few minutes after the occurrence of spill). In his work, Nihoul paid
attention to dimensional analysis in order to assess the relative im-
portance of the different forces acting on the slick. In the analysis, the
Coriolis force was neglected.
Later on, Lehr (Lehr et al., 1984) improved the basic Fay’s model
for oil slick spreading considering a two diameters model, the longest
being aligned with the wind direction.
The mentioned models for oil spreading, do not consider the hy-
drodynamic field over which the oil film evolves. Specifically, the
velocity of the oil slick is parametrized as the sum of sea currents ve-
locity and 3% of wind velocity measured 10 m above the surface, as
suggested from observations (Smith, 1968).
More recently, with the increase of computational power, it is possi-
ble to solve the hydrodynamics of the sea/ocean by means of compu-
tational fluid dynamics (CFD) along with the Nihoul’s equation for
the evolution of the surface oil film, allowing for complex oil spread-
ing simulations.
From early works on the subject to more recent ones (Zhang et
al., 1991, S. Wang, Y. Shen, Y. Guo, et al., 2008, W. Guo et al., 2014)
it seems a common practice to incorporate into the oil slick model
some empirical formulations to account for the deviation angle or
drift angle of the oil slick. Such formulations introduce a fixed de-
viation angle with respect to the actual wind direction in the slick
transport. The physical meaning of the deviation angle is not well
justified in the context of literature, in which Coriolis force or Ekman
transport at sea surface are somewhat claimed. As a matter of the
fact, the most used empirical formulations found in literature (see,
for instance, Venkatesh et al., 1981 and Samuels et al., 1982) consider
the wind intensity only, and are applied irrespectively of the latitude.
In order to evaluate and quantify the effect of the Coriolis force on
long-range transport of oil slick, we review the Nihoul’s analysis. We
use a global frame of reference, i.e. considering the distance covered
by the oil slick as the characteristic length scale of the problem.
This analysis follows from the consideration that in the original Ni-
houl’s model the Coriolis force was considered unimportant without
a justification for that. Based on the Nihoul’s analysis, all the succes-
sive work on the subject did not investigate any further the problem
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of Coriolis force on oil slick trajectory and spreading. It has to be
mentioned that the Nihoul’s work focused mostly on oil spreading
process, i.e. the area occupied by the oil, instead of oil slick transport,
considering a local frame of reference moving with the slick. In this
sense, this kind of analysis is not suited for quantification of the rel-
evance of the Coriolis force. For this reason we retrieve the Coriolis
force developing a new oil slick mathematical model accounting for
the rotational effect associated to Earth rotation.
The consequence of the introduction of the Coriolis effect is two-
fold: first, it acts toward deviation of the entire oil mass from the
main wind and currents direction; second, it produces deformation
(eccentricity) in the slick process. Such effects become relevant on
long-range transport, i.e. from few kilometres and above for typical
spill accident and atmospheric/marine conditions. Moreover, the im-
pact of Coriolis force depends on the volume of the spill, oil density
and environmental conditions, namely wind and currents intensities.
In the present thesis we implement a novel, state-of-art model,
which accounts for the relevant short-term physical processes gov-
erning oil at sea in the first 12-24 hours after spill. Oil in the form
of thin-film is modelled taking advantage from the formulation pro-
posed by Nihoul; particles and tar are modelled as Lagrangian phase
having its own density and diameter; while the short-term weather-
ing processes, emulsification and evaporation, are taken into account
through established literature models (Mackay, Paterson, et al., 1980
and Mackay, Buist, et al., 1980, respectively).
Sea currents which transport oil-film, tars and particles, are pro-
vided by solving the hydrodynamic flow field by means of LES-COAST
model; a three-dimensional, high definition numerical model suited
for simulating water circulation in harbour and coastal areas (Roman,
Stipcich, et al., 2010 and Petronio et al., 2013). The LES-COAST model
is described in chapter 3. The effect of waves and tidal motions on
both sea currents and oil slick are not take into account in the LES-
COAST model. Wind stress, which drives the horizontal transport
of oil and currents on the sea surface, is supplied by measured data;
wind stress is reduced close to obstacles such as docks and ships,
in order to take into account of the complex recirculation zones that
develop leeward and windward such barriers (Petronio et al., 2013).
This chapter is structured as follows: we first describe the model
proposed by Nihoul (Sec. 1.1.1) and our improved Nihoul’s model
which accounts of Coriolis force acting on the oil slick (Sec. 1.1.2);
following we discuss from a historical point of view the empirical
formulations for the drift angle in section 1.2. The Lagrangian model
and the parametrization to account of weathering processes are pre-
sented respectively in sections 1.3 and 1.4. Finally the implemented
numerical method is shown in section 1.5.
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1.1 eulerian model
1.1.1 Nihoul’s model
Hereafter we describe the oil slick dynamical model derived from
Navier-Stokes equations by Nihoul (Nihoul, 1983/84).
Since the horizontal length scales of the oil slick are much larger
than the vertical one (slick thickness), the flow is nearly two dimen-
sional; under such circumstances the horizontal diffusion can be as-
sumed negligible compared to the vertical one, so Navier-Stokes and
continuity equations read as1:
∂ui
∂t
+
∂uiuj
∂xj
+ 2eijkΩjuk = − 1ρo
∂p
∂xi
+
1
ρo
∂τi3
∂z
; (1)
∂p
∂z
= −ρog; (2)
∂uj
∂xj
= 0; (3)
where xi represents the ith-component of the horizontal Cartesian co-
ordinates (x, y), z is the vertical Cartesian coordinate , ui is the ith-
component of the horizontal velocity vector (u, v) and w is the verti-
cal velocity; ρo is the oil density assumed constant in the slick, p is
the pressure and τ is the viscous stress, Ωi is the ith-component of
the Earth rotation vector. It can be also assumed that for the water
surrounding oil slick the hydrostatic approximation holds:
∂pw
∂z
= −ρwg. (4)
Let S(t, x, y) and B(t, x, y) be respectively the upper and lower sur-
faces of the oil layer; in presence of loss processes, such as evapora-
tion and dispersion in water column, part of the oil can flow in and
out through these surfaces:
dS
dt
=
∂S
∂t
+ u
∂S
∂x
+ v
∂S
∂y
= w− we; (5)
dB
dt
=
∂B
∂t
+ u
∂B
∂x
+ v
∂B
∂y
= −w− wd; (6)
where we and wd are respectively proper evaporation and dispersion
velocities.
Stresses at upper τso and lower surface τbo of oil layer are given by:
τso = τ
s
a +
γwa − γooa
s
φ ′; (7)
τbo = τ
b
w +
γoow
s
φ ′; (8)
where τsa is the wind stress at the upper surface, τbw is the stress
due to currents at the oil-water interface; γwa ≈ 0.074 kg/s2 is
1 In LES-COAST model, as well as oil spill model, x and z are the horizontal compo-
nents and y is the vertical one, such frame of reference does not satisfy right-hand
rule; and it can create some confusion when Coriolis term is present. For sake of
simplicity in this chapter we use the common frame of reference where x and y
denote horizontal components and z the vertical one.
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the surface tension between water and air, γooa ≈ 0.027 kg/s2 and
γoow ≈ 0.025 kg/s2 are the surface tensions at oil-air interface and oil-
water interface. φ(r/s) is a function which is zero at the centre of oil
slick (r = 0) and one at the edges (r=s); it takes into account that sur-
face tension at the centre of the slick is given by pure oil, while near
the edges it is equal to the water’s one, φ ′ indicates the derivative
with respect to r/s. Stress at oil-water interface can be parametrized
by the following expression proposed in Warluzel and Benque, 1981:
τbw = k(u¯− uw); (9)
where k = 0.02 kg/(m2s), u¯ is the oil velocity averaged over the oil
layer and uw is the water velocity below the oil slick.
After integration of equations (1 - 3) over the layer of oil slick, using
(4 - 9) we obtain the following equations:
∂h
∂t
+
∂hu
∂x
+
∂hv
∂y
= q; (10)
∂hui
∂t
+
∂huiuj
∂xj
+ 2heijkΩjuk = −hg ′ ∂h∂xi +
k
ρo
(ai − ui + σ); (11)
where i = 1, 2, h = S− B is the oil slick thickness, ui is the horizontal
velocity averaged over h, q = −we − wd takes into account evapora-
tion and dispersion processes, g ′ = g(ρw − ρo)/ρw ≈ 1, ai = τsa /k +
uwi is the velocity induced by wind and currents, finally σi is oil slick
stretching velocity which depends on surface tension forces.
Phases of oil dispersion
In the oil slick frame of reference, proper length and velocity scales
are respectively the diameter L and velocity U = L/T of oil slick,
where T is oil dispersion time; further we indicate the volume of oil
spilled by V = HL2 where H is the mean thickness of the oil slick.
In such frame of reference Coriolis force is usually neglected. This
follows from the fact that Earth rotation is expected to play a minor
role in oil slick spreading and deformation. Defining the following
non-dimensional variables: x ′i = xi/L, h
′ = h/H, t ′ = t/T, a ′i =
ai/U, u ′i = ui/L, σ
′ = σL; we can rewrite equation (11) as follows:
V
TL2
(
∂h ′u¯ ′i
∂t ′
+
∂h ′u ′i u
′
j
∂x ′j
)
= − g
′V2
L5
h ′
∂h ′
∂x ′i
+
kL
ρoT
(a ′i − u ′i )
+
γ
ρoL
σ ′. (12)
Four dimensional groups appear in (12) representing different forces:
I =
V
LT2
(inertia); (13)
F =
kL
ρoT
(friction); (14)
G =
g ′V2
L5
(gravity); (15)
ST =
γ
ρoL
(surface tension); (16)
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Hence, we can identify two non-dimensional parameters:
α =
inertia
friction
=
ρoV
kL2T
; (17)
β =
gravity
surface tension
=
g ′ρoV2
γL4
. (18)
Depending on whether α and β are larger or smaller than one, we can
identify four regimes in which two forces are predominant over the
others. The transition from one regime to the other depends on the
volume of oil released and on the time passed since the beginning of
the oil spill event. As stated by Fay (Fay, 1971), and proved by Nihoul
(Nihoul, 1983/84) through dimensional analysis, for large oil spills
only three regimes are important: inertia-gravity, gravity-friction and
friction-surface tension. Hereafter we exploit the relevant regimes for
oil spreading.
gravity-inertia Gravity and inertia dominate over the other forces
when α > 1 and β > 1, thus:
V
LT2
≈ g
′V2
L5
⇒ L4 ≈ g ′VT2; (19)
α > 1→ V
LT2
>
kL
ρoT
⇒ t < ρoV
kL2
→
(19)
t < t1 =
√√√√ρo
k
√
V
g ′
; (20)
β > 1→ g
′V2
L5
>
γ
Lρo
⇒ L4 < g
′ρoV2
γ
→
(19)
t < t2 =
√
ρoV
γ
. (21)
Oil slick is governed by inertia and gravity when t is smaller than t1
and t2. t < t1 represents the period in which the oil slick dynamics
is governed by inertia force rather than friction force. While t2 is the
time at which surface tension force becomes greater than inertia force.
gravity-friction When α < 1 and β > 1, friction prevails on
inertia and oil slick is driven by gravity and friction:
g ′V2
L5
≈ kL
ρoT
⇒ L ≈ 6
√
g ′ρoTV2
k
; (22)
α < 1→ V
LT2
<
kL
ρoT
⇒ t > ρoV
kL2
→
(22)
t > t1 =
√√√√ρo
k
√
V
g ′
; (23)
β > 1→ g
′V2
L5
>
γ
Lρo
⇒ L4 < g
′ρoV2
γ
→
(22)
t < t3 =
√
ρog ′k2V2
γ3
.
(24)
t3 is the time required by surface tension force to prevail over gravity.
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Figure 2: Oil spreading phases on the sea surface.
friction-surface tension Finally if α < 1 and β < 1, friction
and surface tension are the prevailing forces :
kL
ρoT
≈ γ
Lρo
⇒ L ≈
√
γT
k
; (25)
α < 1→ V
LT2
<
kL
ρoT
⇒ t > ρoV
kL2
→
(25)
t > t2 =
√
ρoV
γ
; (26)
β < 1→ g
′V2
L5
<
γ
Lρo
⇒ L4 > g
′ρoV2
γ
→
(25)
t > t3 =
√
ρog ′k2V2
γ3
.
(27)
The three regimes are illustrated in figure 2. Red lines represent
equations (19), (22) and (25) for different volumes of oil; the blue dot-
ted line depicts (20) the border between inertia-gravity and gravity-
friction regime, which depends on the quantity of oil spilled. Inertia-
gravity regime is present for few minutes after beginning of spilling
and thus, for standard spilling scenarios and analyses, inertia is usu-
ally neglected.
Gravity-friction regime is the most relevant; it occurs for some
hours for small quantities of released oil (see the value for 50 m3 in
figure 2) or several days if the volume of oil spilled is very large (see
the case 20000 m3 in figure 2). Therefore for short-range simulations
(12-24h) the contribution of surface tension can be overlooked. Thus,
neglecting inertia and surface tension, from equation (11) we obtain:
ui = ai − ρog
′
k
h
∂h
∂xi
. (28)
Equation (28) can be combined with the mass conservation equation
(10), leading to the well-established Nihoul’s model:
∂h
∂t
+∇ ·
(
h
(
uw +
τa
k
))
= q +∇ ·
( g ′ρo
k
h2∇h
)
. (29)
Sea currents uw in equation (29) are solved by LES-COAST model
(chapter 3), and they are calculated and updated at each timestep.
Wind action on oil slick is computed as:∣∣∣τsa
k
∣∣∣ = 0.03U10 ; (30)
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where U10 is wind velocity 10 m above the sea level, according with
observations reported in literature Smith, 1968; such parametrization
is frequently used in oil spill models (see for example Tkalich, 2006).
1.1.2 Coriolis contribution
Nihoul in his analysis has considered the oil slick frame of refer-
ence; if we consider a global frame of reference, in which the length
scale L ′ is the distance covered by the slick and U ′ is the velocity
induced by wind and currents, Coriolis force is not negligible. For
instance, if the oil slick in the ocean is driven by a constant wind of
3 m/s, in one day it covers a distance of about 10 km, and the Rossby
number in this case is much smaller than one. In our study we revisit
Nihoul’s model by reintroducing Coriolis force in the equation (28):
−2Ω sin ϕhv = −hg ′ ∂h
∂x
+
k
ρo
(a1 − u); (31)
2Ω sin ϕhu = −hg ′ ∂h
∂y
+
k
ρo
(a2 − v). (32)
Combining equations (31) and (32) we can obtain the oil velocity com-
ponents:
u =
a1 + a2Ch− ρo g
′
k h
(
∂h
∂x + Ch ∂h∂y
)
1+ C2h2 ; (33)
v =
a2 − a1Ch− ρo g
′
k h
(
∂h
∂y − Ch ∂h∂x
)
1+ C2h2 ; (34)
where C = 2Ω sin ϕρo/k. Equations (33) and (34) can be inserted
in the mass conservation equation (10) to obtain the equation for oil
slick transport and diffusion that takes into account Earth rotation
effects:
∂h
∂t
+∇ ·
(
h(uw + τa/k)− C h2e3 × (uw + τa/k)
1+ C2h2
)
= Q
+∇ ·
(
αh2∇h− αC h3e3 ×∇h
1+ C2h2
)
; (35)
where e3 = (0, 0, 1) and α = g ′ρo/k is the diffusion coefficient. Com-
paring the Nihoul’s model equation (29) with the modified Nihoul
equation (35) we observe that Coriolis term appears in both advec-
tion and diffusion terms, thus we expect a double effect in transport
and diffusion of oil slick.
In equations (33) and (34) the contribution of Coriolis force to the
transport term is proportional to the latitude ϕ, to the advection veloc-
ity a and to the thickness of the slick h. The effects of Earth rotation
will be more evident at high latitude, with increasing wind and cur-
rents velocity and when the oil slick thickness is large, for example
for large quantities of oil discharged.
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1.2 empirical parametrization
In this section we aim to establishing the meaning of the drift angle
between oil slick trajectory and wind direction, which is often men-
tioned in literature (Zhang et al., 1991, S. Wang, Y. Shen, Y. Guo, et al.,
2008, W. Guo et al., 2014).
Early oil spill models (Venkatesh et al., 1981, Samuels et al., 1982,
Nihoul, 1983/84 and Deleersnijder and Loffet, 1985) were not coupled
with hydrodynamic ones. Wind stress, tidal and regional currents,
which drive oil slick transport, were supplied by measurements or
historical information. Conversely, sea currents, induced by the wind
stress, and deviated on the right (left) in the Northern (Southern)
hemisphere because of the Coriolis force, were not included as driv-
ing force of the oil slick transport. The deviation of sea currents with
respect to the wind direction, due to the Coriolis force, drifts oil slick
transport. Such drift angle between wind direction and oil slick trajec-
tories was taken into account by means of empirical parametrizations.
In Samuels et al., 1982 an empirical formula for the deflection angle
of the oil slick path from the direction of the wind was proposed; it
reads as follows:
θ = 25◦ exp
(
− 10
−8U10
νg
)
; (36)
where U10 is the wind velocity 10 m above sea surface, ν is the kine-
matic viscosity of seawater and g is the gravitational acceleration. In
Venkatesh et al., 1981, Nihoul, 1983/84 and Deleersnijder and Loffet,
1985, the following empirical formula was used:{
θ ≈ 40− 8U1/210 if 0 ≤ U10 ≤ 25 m/s;
θ ≈ 0 if U10 > 25 m/s. (37)
Expressions (36) and (37) were computed through observations and
theoretical assertions.
In more recent papers (see, among the others Zhang et al., 1991, S.
Wang, Y. Shen, Y. Guo, et al., 2008 and W. Guo et al., 2014), the em-
pirical parametrizations (36) and (37) are used even thought the oil
spill models are coupled with hydrodynamic models which account
for the drift of currents from the wind direction due to Coriolis force.
Thus, the role of the drift angle is often confused with the Coriolis
force which acts on the oil slick and, as observed in the previous sec-
tion (equation (35)), depends on several factors, for example latitude
and oil properties.
Finally, the empirical formulations can be used to simulate oil spill
accidents in ocean and open sea where the angle between wind and
surface currents is almost constant in space, and if rough results for
sea currents are available. Near the coastline, the sea currents are
much more complex and the discussed empirical formulations can
be hardly applied.
1.3 lagrangian model
The pour point is the temperature below which oil will not flow in
the liquid state. If the pour point of oil spilled is lower than ambi-
ent temperature, oil forms tars. Tars, as well as small particles, are
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treated by means of a Lagrangian particle model, largely described in
Armenio and Fiorotto, 2001; the model has been previously applied
in Inghilesi et al., 2008. The model takes into account of the most im-
portant forces which act on the particles; in the present case these are:
buoyancy, drag and Coriolis forces. The trajectories of each tar are
calculated by integrating over time the following equation expressing
the balance of forces acting on each particle:
dVpi
dt
=
ρp − ρw
ρp
gδi3 +
3
4Dp
CD|Upi −Vpi|(Upi −Vpi)+
− 2eijkΩjVpk; (38)
where t is the time, Vpi and Upi are i-th component respectively of
the particle velocity and flow velocity at the point p, position of the
particle, δi3 is the Kronecker delta, ρp and Dp are respectively the
density and the diameter of the particle, Ωj is the j-th component of
the earth rotation vector, eijk is the Levi-Civita tensor and CD is the
drag coefficient. The latter can be computed as follows:
CD =
24
Rep
(1+ 0.15Re0.687p ); (39)
where Rep is the particle Reynolds number, it reads as:
Rep =
|Upi −Vpi|Dp
ν
. (40)
The particles are subject to the weathering process as discussed in the
next section 1.4.
Equation (38) is integrated using the second-order Adams-Bashfort
numerical scheme; further details on numerical method are discussed
in Armenio and Fiorotto, 2001 and Armenio, Piomelli, et al., 1999.
The time step is limited by the particle relaxing time calculated as
follows (Schiller and Naumann, 1935):
τp =
ρp
ρw
D2p
18ν(1+ 0.15Re0.687p )
; (41)
where ν is the fluid viscosity. The particle relaxing time restricts the
particle diameter to the order of centimetres, to maintain reasonable
computational times.
1.4 weathering processes
After spilling, physical and chemical characteristics of oil change
due to interaction with the surrounding environment. These factors
depend on the type and quantity of oil as well as weather and ma-
rine conditions. These processes, known as oil weathering, affect the
behaviour of oil and lead to variations of oil properties. The most
important weathering processes, occurring in the first 24 hours af-
ter spill, are evaporation, emulsification, dispersion of small particles
and dissolution. The latter is not considered in our model since it
does not affect considerably the transport of oil slick.
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Dispersion of small particles, occurs when waves and turbulence
act on the oil slick, which breaks up into droplets eventually mixing
in the water column or immediately resurfacing. Tkalich (Tkalich,
2006) assumed the rate of oil entrainment λow into the water column
is the ratio between the wave energy flux and the gravity force. Since
the model was constructed to simulate oil spill dispersion in harbours
and closed basins, where the wave motion is negligible, this process
has not been implemented in the model yet.
1.4.1 Evaporation
Evaporation occurs immediately after spill, it is a very important
process, since, in a short time, it reduces oil spill volume and conse-
quently affects the lifetime of oil in the sea. After spill more volatile
components evaporate and the remaining oil has different mass, den-
sity and viscosity, therefore the evaporation process influences also
oil spread and transport.
The rate of evaporation depends on sea temperature, wind velocity
and on the kind of oil; some light crude oils can loose up 75 % of their
mass within few days following the spill; on the contrary heavy oils
loose no more than 10% of mass in the first days after spill (National
Research Council, 2003).
Modelling oil evaporation process is challenging, because of the
mixture of hundreds of components which varies from oil to oil and
over time. Literature reviews on the subject can be found in Fingas,
1995 and Reed et al., 1999. Evaporation models proposed by Mackay
(Mackay and Matsugu, 1973, Stiver and Mackay, 1984) are wide used
in literature. We use the model proposed by Mackay in Mackay, Pa-
terson, et al., 1980 and described in S. Wang, Y. Shen, and Zheng,
2005. In this model the fraction of oil evaporate Fe(t) is given by:
Fe(t) =
ln P0 + ln(CKEt + 1/P0)
C
; (42)
KE =
KM A(t)VM
RTV0
; (43)
KM = 2.5 10−3U0.7810 ; (44)
ln P0 = 10.6
(
1− T0
TE
)
; (45)
where KEt is the evaporative exposure term, Km is the mass transfer
coefficient (m/s), U10 is the velocity of wind 10 m above the sea sur-
face, A is the area of the oil slick, VM is the molar volume (m3/mol),
R = 8.2061 10−5 atm m3/(K mol) is the constant of gases; T is the sur-
face temperature of oil (K), V0 is the initial volume of oil spill, P0 is
the vapour pressure which is related to ambient temperature TE and
the initial oil boiling point T0 through (45), finally C is an empirical
constant which depends on oil. In H. Shen et al., 1986 the following
relationships were obtained:
C = 1158.9API−1.1435; (46)
T0 = 542.6− 30.275API + 1.565API2 − 3.4310−2API3
+2.60410−4API4; (47)
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where API is the gravity scale introduced by the American Petroleum
Institute to quantify the oil specific gravity SG = ρo/ρw, and it can be
calculated as API = 141.5/SG− 131.5. API determines whether the
oil will float or not.
1.4.2 Emulsification
Under the turbulent action of wind and waves on the sea surface,
most oils will take up water droplets and form water-in-oil emulsions.
Emulsification process can change significantly oil properties; some
kind of emulsions can contain between 60% and 85% of water and
so their volume increases up to three or five times with respect to
the initial volume spilled. Moreover the increment of oil density and
viscosity can change the light and liquid oil into a heavy or semi-solid
oil.
Emulsification has a great impact on the behaviour of the oil slick
at sea, since it reduces spreading of oil and other weathering pro-
cesses such as evaporation and dispersion in water column (National
Research Council, 2003).
This process is modelled through the equation proposed in Mackay
Mackay, Buist, et al., 1980 and largely use in literature (Reed et al.,
1999, see ad example W.J. Guo and Y. Wang, 2009), it reads as:
Yw(t) = kb
[
1− exp
(−2 · 10−6
kb
(1+U210)t
)]
; (48)
where Yw(t) is the fractional water content in the oil, kb is the stable
water content of the emulsion whose value is typically set in the range
of 0.7− 0.8.
As we pointed out in the previous sections, the weathering pro-
cesses, just described, affect the fate of oil slick since they lead to an
increase of oil volume and density. These changes are modelled by
the following equations proposed in W.J. Guo and Y. Wang, 2009:
V(t) =
V0[1− (Fe(t) + Fd(t))]
1−Yw(t) ; (49)
ρo(t) = Yw(t)ρw + (1−Yw(t)(ρ0o + kbFe(t)); (50)
where V0 is the initial volume of oil spilled, Fe and Fd are respectively
the fraction of oil evaporated and dispersed in water column; the
latter one at the moment in our model is set zero since the process
of dispersion of small particles in the water column has not been
considered yet; Yw(t) is the fractional water content in the oil; ρw, ρ0o
and ρo are respectively the densities of water and of oil before and
after the weathering processes; finally kb is the stable water content
of the emulsion.
Tar and particles are subject to the weathering process evapora-
tion and emulsification; but only emulsification process is modelled
according to equation (48). This process leads to variation of both
density given by equation (50), and particle diameter Dp, that is recal-
culated considering the equation (49).
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1.5 numerical method
Hereafter we describe the numerical method used to solve equation
(35) and the coupling with LES-COAST model.
Despite the fact that the Eulerian model described in section 1.1.2 is
two-dimensional, equation (35) is solved in a three-dimensional grid
to facilitate the coupling with LES-COAST model. In particular the
equation is solved in the horizontal grid cells close to the free surface.
Since the LES-COAST model makes use of curvilinear coordinates,
to better adapt to the complex geometry characterizing harbour and
coastal areas; equation (35) is recast in curvilinear coordinate ξm =
(ξ, η):
∂J−1h
∂t
+
∂
∂ξm
( hVm
1+ C2h2
)
− ∂
∂ξm
( Ch2V˜m
1+ C2h2
)
= Q
+
∂
∂ξm
( αh2Gmn
1+ C2h2
∂h
∂ξn
)
+
∂
∂ξm
(αh3CG˜mn
1+ C2h2
∂h
∂ξn
)
; (51)
where J−1 is the inverse of the Jacobian or the volume of the cell;
Vm and V˜m are the controvariant velocities multiplied by the Jacobian,
they denote volume fluxes normal to the surface of constant ξm; and
Gmn is called the ‘mesh skewness tensor’. These quantities are:
J−1 = det
(∂xi
∂ξ j
)
; (52)
Vm = J−1
∂ξm
∂xj
aj; (53)
V˜m = J−1
(
− ∂ξm
∂x1
a2 +
∂ξm
∂x2
a1
)
; (54)
Gmn = J−1
∂ξm
∂xj
∂ξn
∂xj
; (55)
G˜12 = J−1
( ∂ξ1
∂x2
∂ξ2
∂x1
− ∂ξ1
∂x1
∂ξ2
∂x2
)
; (56)
G˜21 = J−1
( ∂ξ1
∂x1
∂ξ2
∂x2
− ∂ξ1
∂x2
∂ξ2
∂x1
)
; (57)
G˜11 = G˜22 = 0. (58)
The discretized form of the equation (51) reads as:
J−1
hn+1 − hn
∆t
=
3
2
(
C(hn) + Cc(hn) + D(hn) + Dc(hn)
)
− 1
2
(
C(hn−1) + Cc(hn−1) + D(hn−1) + Dc(hn−1)
)
; (59)
where the subscripts (such as n) represent the time step, C repre-
sents the convective terms, Cc represents the convective terms with
the Coriolis term, D stands for the diffusive terms and Dc represents
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the viscous terms with the Coriolis term. These quantities are ex-
pressed by:
C(hn) =
δ
δξm
(Umhn); Um = Vm1+ C2h2n
; (60)
Cc(hn) =
δ
δξm
(U˜mhn); U˜m = Ch
2
nV˜m
1+ C2h2n
; (61)
D =
δ
δξm
( αh2nGmn
1+ C2h2n
δ
δξn
)
; (62)
Dc =
δ
δξm
(αh3nCG˜mn
1+ C2h2n
δ
δξn
)
. (63)
Equation (59) is integrated using the second-order Adams-Bashfort
scheme, the spatial derivative terms are treated using second-order
finite differences method. We use a non-staggered grid in which ve-
locity fluxes are defined in the mid-point of the corresponding face,
while oil layer thickness, diffusion coefficient and Cartesian velocity
are defined at the centre of the cell. These quantities are discretized
on the face by means of centre different scheme except the advective
terms, C and Cc, that are discretized using SMART a third order accu-
rate upwind numerical scheme; further details about the numerical
method used for convective terms are given in 1.5.1.
To ensure stability of numerical method the time step ∆t must sat-
isfy the Courant-Friedrichs-Lewy (CFL) and the diffusive conditions
(DL) defined as follows:
CFL =
( |a1|
∆x
+
|a2|
∆y
)
∆t < 0.75; (64)
DL = 0.2(G11 + G22)J−1α∆t < 0.75. (65)
Often the time step of the hydrodynamical model does not satisfy (64)
and (65); therefore ∆t is divided in several sub-time-steps.
1.5.1 Treatment of convective terms
In highly convective conditions, first order upwind method gives
rise to numerical diffusion, to reduce such false numerical diffusion
convective terms in equation (51) need to be treated by means of
higher order methods (Leonard, 1988, Tkalich, 2006).
We show the results obtained using two discretization schemes pre-
sented in Zhu, 1992: SMART (Sharp and Monotonic Algorithm for Re-
alistic Transport), a third order accurate method developed by Gaskell
and Lau, 1998; and HLPA (hybrid linear/parabolic approximation) a
second order accurate model developed by Zhu, 1991 with the aim of
simplifying the SMART scheme.
The numerical methods, SMART and HLPA, use the values of three
different neighbouring nodes to approximate the variable φ on the
control face f . Accordingly with the normal direction of the flow
field, the three neighbouring nodes are labelled as D (Downstream),
U (Upstream) and R (Remote-Upstream). They are formulated by
means of the variable normalization proposed by Leonard, 1987:
φˆ =
φ− φR
φD − φR ; (66)
1.5 numerical method 18
and the face value φˆ f is approximate as a function of the neighbour-
ing nodal values:
φˆ f = F(φˆU). (67)
For example, the numerical scheme Upwind and QUICK (Leonard,
1979) in this formulation are written respectively as follows:
φˆ f = φˆU ; (68)
φˆ f =
3
4
φˆU +
3
8
; (69)
In Gaskell and Lau, 1998, a Convection Boundedness Criterion (CBC)
was proposed in order to avoid the oscillations in the solution which
QUICK scheme exhibits. In such criterion is required that the func-
tion F is a continuous increasing function or an union of piecewise
continuous increasing functions; and it has to satisfy the following
conditions:
(1) F passes through the points (0, 0) and (1, 1), it is bounded from
below by the function φˆ f = φˆU and above by the unity, if φˆU ∈
[0, 1];
(2) the function F is equal to φˆU if φˆU 6∈ [0, 1].
The numerical methods SMART and HLPA, satisfy this CBC condi-
tion, therefore they guarantee unconditional boundedness, high sta-
bility and low numerical diffusion.
The SMART numerical scheme is defined as union of continuous
functions, and it reads as:
φˆ f =

φˆU if φˆU 6∈ [0, 1];
3φˆU if φˆU ∈ [0, 1/6];
3
4
φˆU +
3
8
if φˆU ∈ [1/6, 4/5];
1
8
φˆU +
7
8
if φˆU ∈ [4/5, 1];
(70)
while the HLPA is defined as follows:
φˆ f =
 φˆU(2− φˆU) if φˆU ∈ [0, 1];φˆU if φˆU 6∈ [0, 1]; (71)
In Zhu, 1992, it was shown that HLPA gives practically the same
results as SMART, although being one order of accuracy less accurate.
In section 2.2 we compare the two numerical methods for an oil spill
dispersion simulation: HLPA method creates much more numerical
diffusion compared with the SMART method.
1.5.2 Boundary conditions
The advection velocity ai is computed at each time step, sea cur-
rents are calculated and updated by LES-COAST model, while wind
stress, τsa /k, acting on the oil slick is computed by:∣∣∣τsa
k
∣∣∣ = 0.03U10 ; (72)
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where U10 is wind velocity 10 m above the sea level, accordingly with
observations reported in literature Smith, 1968, this parametrization
is commonly used in oil spill models (see for example Tkalich, 2006).
Moreover, near obstacles, such as docks and ships, wind can de-
viate from the main path and it creates some complex recirculation
zones; in these zones wind stress intensity on the sea surface is re-
duced. Therefore we linearly dumped wind stress leeward and wind-
ward such barriers, according with relevant literature formulations
(Hosker, 1984 and Hanna et al., 1982) illustrated in Petronio et al.,
2013.
LES-COAST model makes use of the immersed boundary method
(IBM) to reproduce coastline and anthropic structures (see Roman,
Napoli, et al., 2009); since we use the same grid for the hydrodynam-
ical model and the oil spill model, we applied the IBM also to the
latter one. At solid wall, body-fitted boundaries or immersed bound-
aries, we apply a non-flux condition for oil. In the event that one of
the three nodes used in the numerical scheme (SMART or HLPA) is a
solid node, to calculate the convective term in such face we apply the
first order upwind numerical scheme.
2 O I L SP I L L MODELASSESSMENTS
In this chapter we discuss numerical simulations carried out to val-
idate and test in simple domains, the Eulerian oil spill model, which
treats the oil in the form of thin-film. Results shown in sections 2.1-2.3
are published in Zanier, Petronio, Roman, et al., 2014; in such cases
we use the Nihoul’s model (29) without Coriolis terms. While in 2.4
we present numerical simulations to assess the relative importance
of the Coriolis contribution in oil transport and diffusion. Finally in
2.5 we propose an empirical engineering formulation which describes
the trajectory of the oil slick’s center of mass considering the Coriolis
deviation.
For sake of clearness weathering processes are not taken into ac-
count in the simulations performed in this chapter. Moreover the oil
spill model is not coupled with LES-COAST and the advection veloc-
ity a = uw + 0.03U10, is kept constant in time and space.
2.1 validation: wind and currents
With the aim of testing the oil spill model we simulate a hypothet-
ical oil spill in the simple domain considered in Tkalich, 2006. The
domain consists of 256× 256 grid cells, along the horizontal axes, of
size (∆x,∆z) = (100, 100)m. We discharge a volume of V = 1300 m3
of light fuel in 5 s within a circular shape centred at x = 1300 m and
z = 1300 m. We run two simulations: in the first one the oil slick is
driven by a constant south wind U10 = 5 m/s and western current
uw = 0.1 m/s; while in the second one oil is driven only by west-
ern current uw = 0.1 m/s. Oil and water densities are respectively
ρo = 840 kg/m3 and ρw = 1000 kg/m3. The oil slick shape and loca-
tion at different instants of the simulations are shown in figure 3. The
results are qualitatively similar to those of Tkalich, 2006 and reported
in figure 3 (dashed lines). To be mentioned that in Tkalich, 2006 a
compact scheme with a stencil of 12 computational points and 6 flux
points is proposed; such large stencil results in an extra complexity
implementation when immersed boundary method is used (Roman,
Napoli, et al., 2009, see section 3.3).
2.2 smart and hlpa
In this section we show the oil slick dynamics obtained using the
two discretization schemes, to approximate convective terms, pre-
sented in Zhu, 1992 and described in section 1.5.1: SMART, a third
order accurate method; HLPA, a second order accurate model de-
veloped by Zhu, 1991. In Zhu, 1992, it was shown that HLPA and
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Figure 3: Oil slick driven by wind and currents (purple lines) and driven
by currents alone (green lines) at different simulation times. Black
dashed lines in background are the results obtained in Tkalich,
2006.
SMART give almost the same accuracy, although the first one is less
accurate.
Figure 4 shows a comparison of the two numerical methods. We set
the same input data used for the simulations in the previous section
2.1. Contour lines show the oil slick shapes and positions at different
simulation times; pink and blue lines represent the oil slick driven by
both wind and currents, solved respectively with SMART and HLPA
numerical scheme. While blue and purple lines show the oil slick
driven only by currents, solved with SMART and HLPA numerical
method respectively.
We can observe that HLPA scheme is less accurate than SMART,
giving rise to a noticeable amount of numerical diffusion. Specifically
HLPA exhibits a tendency to create an artificial wake behind the slick.
This is not present when using SMART scheme.
2.3 behaviour near obstacles
The oil film spreads over the sea surface driven by the current and
wind stress; approaching a dock, the two forcing terms will push the
oil slick inside the recirculation zone, developing near the obstacle;
there the wind stress is reduced and the current diverges passing
around the obstacle followed by the oil slick. In this section we inves-
tigate the effects of wind stress reduction on the oil slick transport.
To simulate the presence of a dock we introduce an immersed body
into the domain. The domain size is 500× 500 m2, it is discretized
into 64× 64 grid cells, the immersed body is 250 m long and 100 m
thick, the height of the obstacle is: H = 0 m in the first simulation,
H = 10 m and H = 20 m in the second and third ones respectively.
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Figure 4: Oil slick at different simulation times, driven by wind and current
solved with SMART (pink lines) and HLPA (blue lines) and driven
by only currents solved with SMART (green lines) and HLPA (vi-
olet lines).
An initial volume V = 1000 m3 of light fuel oil is discharged in 10 s
within a circular shape with centre in the point x = 125 m and z =
125 m. Oil and water densities are settled as previous tests. The oil
slick is driven by uniform south wind U10 = 10 m/s and by western
current uw = 0.3 m/s. In figures 5 we show the oil slick shapes for
two different instants of the three simulations. In the leeward region,
when H = 0 m (green lines), the oil slick is carried by both wind and
currents, since the recirculation region in the air layer above the free
surface does not develop. When the height of the dock increases the
wind effect is reduced and the oil slick is transported only by the
currents close to the obstacle (violet and blue lines). In the windward
region, the current drives the pollutant along the dock while wind
pushes it against the obstacle; this latter effect is reduced as the height
of the obstacles increases.
2.4 coriolis force
In this section numerical simulations are performed in order to
assess the relative importance of the Coriolis contribution in oil trans-
port and diffusion with respect to other transport processes. The
results of the tests are described and discussed hereafter. The numer-
ical domain is 10 km long and 10 km wide; it consists of 256 × 256
grid cells with a resolution of ∆x = ∆z = 60 m; for simplicity, with-
out loss of generality, we use periodic boundary conditions. The oil
is discharged according to a circular shape, centred at x = 2000 m
and z = 2000 m; the initial area is about 20000 m2 and the rate of oil
release decreases linearly, mimicking the emptying of a oil tanker. In
the present computations the oil is released in few minutes, time in-
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(a) Ten minutes after spill. (b) Thirteen minutes after spill.
Figure 5: Oil slick dynamics near an obstacle. The height of the obstacle
varies: H = 0 m (green lines) H = 10 m (blue lines) and H = 20 m
(violet lines).
Figure 6: Trajectories of oil slick’s centre of mass at different latitudes.
terval negligible compared to the total time of the simulation; hence
this process does not affect oil slick dynamics.
In the following we show and analyse the results obtained for the
oil slick transport and deformation varying one parameter at time,
namely latitude, oil density, spilled oil volume and transport velocity.
2.4.1 Coriolis effect at different latitudes
Here on we consider the rotation effect at different latitudes in the
northern hemisphere. This test will enlighten on the role of the Cori-
olis contribution by itself, since all the other terms are independent
and remain the same for all conditions.
In order to measure the overall drift caused by the introduction of
the rotational term we track the trajectory of the centre of mass of the
slick, as shown in figure 6, for each latitude tested. As expected, Earth
rotation is more relevant with increasing latitude. The oil slick is
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Figure 7: Trajectories of centre of mass and geometric centre of oil slick at
different latitudes.
Figure 8: Cross-section of oil slick, immediately after spill (blue dashed
lines), and after the oil has gone through 10 km, without Corio-
lis effect (red line with circles) and at high latitude (green line
with squares).
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Figure 9: Oil slick driven by different advection velocities from south a =
0.03 m/s (orange dash-dotted line), a = 0.09 m/s (blue line), a =
0.27 m/s (green dashed line).
deflected to the right and the drift increases at higher latitude angles;
after 10 km the oil slick is strayed from the wind direction: the lateral
drift is approximately 50 m at low latitudes (Red Sea ϕ = 22◦) and it
increases up to 350 m at high latitudes (Barents Sea ϕ = 75◦). In all
cases the deflection angle is accentuated mainly because of the film
thickness which is still high in the first part of the spreading process.
The action of Coriolis force in the diffusion term, develops eccen-
tricity in the slick. To quantify that, we consider both the geometric
centre (barycentre) of the oil slick and its centre of mass, see plots
in figure 7. When Coriolis force is not present (ϕ = 0◦, blue line
with dots and blue line with circles) the paths of both centre of mass
and barycentre coincide; this is not true when Coriolis force is consid-
ered in the system. Specifically, at different latitudes the trajectories
of barycentre and of centre of mass differ from each other, with dif-
ferences increasing with latitude; for instance, after 10 km the gap
between the two points is about 50 m for the low-latitude case (green
lines), while the distance increases to about 80 m (red lines) for the
high latitude case.
To better visualize the deformation taking place at different lati-
tudes, in figure 8 the oil slick cross-sections passing through oil cen-
tres of mass are shown at two different latitudes and at different sim-
ulation times. The blue dashed line represents oil slick just after the
spill process started: the oil slick is symmetric about its centre of mass.
At latitude zero (red line with circles) the oil slick keeps its symmetry
in space and time; at high latitudes (green line with circles), the de-
formation is well observable, with an accumulation of mass towards
the right side of the of the slick.
2.4.2 Coriolis effect with different advection velocities
Hereafter we consider three scenarios for the oil slick driven by ad-
vection velocity of different intensities. In this case evaluation of the
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Figure 10: Cross-section of oil slicks shown in Fig. 9, the slicks are driven
by different advection velocities from south a = 0.03 m/s (red
line with triangles), a = 0.09 m/s (green line with squares), a =
0.27 m/s (blue line with circles).
Figure 11: Trajectories oil slick’s centre of mass driven by different transport
velocities from south a = 0.03 m/s (red line with triangles), a =
0.09 m/s (green line with squares), a = 0.27 m/s (blue line with
circles).
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effect of Coriolis force in not straightforward, since advection veloc-
ity is responsible of transport of the oil slick and also affects oil slick
spreading process, and thereby thickness; this, in turn, has a feedback
effect on Coriolis force as already discussed, since the latter is present
in both advection and diffusion terms.
As it clearly appears from equations (33) and (34), the velocity of
oil slick induced by Coriolis term is proportional to the advection
velocity and to the oil slick thickness. Consequently, Coriolis force in
the three scenarios examined has a double impact: from one side oil
slick transport depends on the advection velocity; from the other side
it depends on the thickness of the oil layer.
Oil slick contour lines, driven by three different advection velocities,
are illustrated in figure 9; the three slicks are shown for different
simulation times at the distance of 10 km from the origin of the spill
process. Two contour lines (level h = 0.003 m and h = 0.0005 m) are
shown for each slick. Green dashed lines represent the oil slick driven
by a = 0.27 m/s, approximately 9 hours after the spill; blue solid lines
represent the oil driven by a = 0.09 m/s 27 hours after the spill, while
orange dash-dot lines represent oil slick driven by lighter wind and
currents about 3 days after the spill. It can be observed that the three
slicks spread differently since the diffusion process depends strongly
on the time elapsed from the spill event. The cross-sections, passing
through center of mass of the three oil slicks are illustrated in figure
10. The oil slick driven by the strongest wind has not time to spread
as much as in the other cases: therefore Coriolis force has a larger
influence on the oil slick transport since oil thickness is higher. Due
to the different mechanisms linking advective velocity and Coriolis
force, the drift is not proportional to the advection velocity, as evident
in figure 11, where the paths of the centre of mass for the oil slicks
driven in the three wind conditions are shown.
2.4.3 Oil volume
The amount of oil released at sea influences the Coriolis transport,
since the thickness of oil layer is strictly related to this quantity. This
is observable in figure 12, where we compare oil slick centre of mass
tracks for three different amounts of oil spill, at mid latitude (i.e.
Adriatic Sea ϕ = 45.5◦). The three oil volumes are, respectively:
V = 50 m3 (blue line with circles), V = 10000 m3 (green line with
squares), V = 20000 m3 (red line with triangles). As observable in fig-
ure, the deflection of the oil slick trajectory increases with the volume
of spilled oil.
2.4.4 Oil density
Finally we compare two scenarios when the oil released has differ-
ent densities. In the first case we retrieve the light oil considered so
far, with density ρo = 840 kg/m3, while in the second one the oil den-
sity is ρo = 960 kg/m3, an extreme value representing a heavy oil or
a light one after a nearly complete emulsification process. Figure 13
shows the oil slicks shape after being transported for 10 km; two con-
tour lines (level h = 0.0045 m and h = 0.0005 m) are shown for each
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Figure 12: Centre of mass of oil slick paths when different volumes of oil
are released at sea at mid latitudes (ϕ = 45◦): V = 50 m3 (blue
line with circles),V = 10000 m3 (green line with squares), V =
20000 m3 (red line with triangles).
Figure 13: Contour plot of oil slick with different densities: ρo = 840 kg/m3
(blue dashed lines) and ρo = 960 kg/m3 (purple lines).
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Figure 14: Trajectories of centre of mass for different kinds of oil: light
oil ρo = 840 kg/m3 (blue line with circles) and heavy oil ρo =
960 kg/m3 (green line with squares).
Figure 15: Cross-section of oil slick after the oil has moved by 10 km, ρo =
840 kg/m3 (blue line with circles) and ρo = 960 kg/m3 (green line
with squares).
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slick. Blue dashed lines indicate the light oil while purple solid lines
represent the heavy oil. In this second scenario the diffusion process
is inhibited by the strong density and oil slick thickness remains large.
As a consequence Coriolis effect is further enhanced and the drift is
larger as illustrated in figure 14.
The variation of density has a strong effect on the deformation of
the oil slick, as we can notice in figure 15, which illustrates the cross-
sections passing through oil slick centre of mass of the two oils.
2.5 an empirical engineering formulationfor coriolis force
Hereafter we propose an empirical model which describes the tra-
jectory of the oil slick’s centre of mass driven by wind and currents
and subject to Coriolis force. Such parametrization is derived carry-
ing out numerical tests as those described in section 2.4; and it can be
used in place of the improved Nihoul’s model for fast response anal-
ysis to set contingency plans once the sea currents and wind velocity
are known.
The trajectory of the oil slick’s centre of mass can be approximated
by the parabolic curve:
y = A(x− x0)2 + B(x− x0) + y0 ; (73)
(x0, y0) are the coordinates of the point where oil is released; the
parabola’s axis y is along the direction of the advection velocity a,
and the coefficients A and B depend on latitude, on the volume of
oil spilled and on the advection velocity (sea current and wind). The
effect of variation of the oil film density is not considered in the model
because it, from one side, introduces complications in the formulation
of the simplified model, and, from the other side, because the density
has been shown to affect more the shape than the trajectory of the
oil film. Also it has to be pointed out that the variation of the oil
film density in practical applications is not large enough to produce
relevant effects on the trajectory of geometrical centre of the film.
We carry out different classes of numerical simulations in which we
change one parameter leaving the others unchanged. The parameters
are: latitude, oil volume and advection velocity; oil density consid-
ered for such simulations is ρo = 840 kg/m3. The coefficients A and
B are expressed as a function of latitude ϕ:
A = p1ϕ3 + p2ϕ2 + p3ϕ+ p4 ; (74)
B = q1ϕ3 + q2ϕ2 + q3ϕ+ q4 ; (75)
and the coefficients in the two polynomials depend on the volume
of oil released V and on the advection velocity |a| induced by wind
stress and currents; they are summarized in the table 1 (p1, p2, p3, e
p4) e in the table 2 (q1, q2, q3, e q4).
Figures 16 show an example of the third order polynomials, equa-
tions (74) and (75), that approximate the coefficients A (upper figure)
and B (lower figure).
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Table 1: Coefficients p1, p2, p3, e p4 which approximate A (74).
|a| V p1 p2 p3 p4
0.03 50 -1.15 10−3 2.30 10−1 -1.57 101 3.80 102
0.03 5000 -1.58 10−5 2.95 10−3 -1.85 10−1 4.21
0.03 10000 -9.75 10−6 1.82 10−3 -1.14 10−1 2.59
0.03 20000 -6.06 10−6 1.13 10−3 -7.10 10−2 1.61
0.09 50 -2.80 10−4 5.37 10−2 -3.52 8.82 101
0.09 5000 -7.94 10−6 1.48 10−3 -9.29 10−2 2.11
0.09 10000 -5.73 10−6 1.01 10−3 -6.06 10−2 1.33
0.09 20000 -2.97 10−6 5.53 10−4 -3.48 10−2 7.90 10−1
0.27 50 -1.08 10−4 2.21 10−2 -1.61 4.75 101
0.27 5000 -4.05 10−6 7.55 10−4 -4.75 10−2 1.08
0.27 10000 -2.42 10−6 4.50 10−4 -2.83 10−2 6.44 10−1
0.27 20000 -1.47 10−6 2.74 10−4 -1.72 10−2 3.92 10−1
Table 2: Coefficients q1, q2, q3, e q4 which approximate B (75).
|a| V q1 q2 q3 q4
0.03 50 -8.03 10−3 1.36 -7.52 101 1.66 103
0.03 5000 -3.68 10−4 7.23 10−2 -4.92 1.42 102
0.03 10000 -2.85 10−4 5.60 10−2 -3.82 1.10 102
0.03 20000 -2.21 10−4 4.35 10−2 -2.97 8.61 101
0.09 50 -6.47 10−3 1.25 -8.33 101 2.23 103
0.09 5000 -2.45 10−4 4.83 10−2 -3.30 9.59 101
0.09 10000 -3.17 10−4 5.27 10−2 -3.14 8.13 101
0.09 20000 -1.48 10−4 2.92 10−2 -2.00 5.82 101
0.27 50 -7.38 10−3 1.43 -9.44 101 2.49 103
0.27 5000 -1.65 10−4 3.26 10−2 -2.24 6.49 101
0.27 10000 -1.27 10−4 2.51 10−2 -1.73 5.04 101
0.27 20000 -9.91 10−5 1.96 10−2 -1.34 3.93 101
Figure 16: An example of the third order curves that approximate the coef-
ficients A (upper figure) and B (lower figure); if the volume of oil
spilled is V = 10000 m3 and transport velocity is a = 0.09 m/s.
3 LES -COAST MODEL
Coastal areas are usually shallow and characterized by complex
geometry, i.e., coastline, anthropic structures and rapidly varying
bathymetry. These characteristics give rise to along coastline flows
and breaking waves. Upper layers are driven by wind shear stress
which is the main forcing; its interaction with coastline leads to an
inversion of the direction of flow field in the bottom layers; sur-
face shear stress enhances production of turbulence. Variations of
density, temperature and salinity in the water column give rise to
buoyancy-driven mixing, which is intensified in the presence of river
run-off. The resulting flow field is three dimensional and turbulent;
this makes modelling issue quite challenging.
Turbulent flow fields are characterized by strong mixing and vortic-
ity; in addition they are chaotic and dissipative. Turbulence is formed
by eddies of various size which form and break up according to a
continuous non-linear interaction; energy is transferred from bigger
eddies to smaller ones, until they are too small and they dissipate
into heat because of viscosity. Turbulence is still a open problem
of classical physics, and at the moment there are not analytical so-
lutions for Navier-Stokes equations; the increasing of computational
power offers us the possibility of providing information about the
flow field and to calculate the significant characteristics of turbulent
flows. Hereafter we present an overview of numerical approaches
used for solving fluid flows.
The Direct Numerical Simulation (DNS) solves the three dimensio-
nal time-dependent Navier-Stokes equations without making use of
any turbulent model. In this method all the scales of motion are di-
rectly solved, from the biggest eddies to the smallest dissipative ones,
therefore a very fine grid is required to catch all the eddies size. The
results provided by DNS are very accurate, but the fine-grid required
and the computational cost, which for a time-dependent three dimen-
sional flow is estimated to increase as Re3, limit the use of direct
solution to flows at relatively low Reynolds numbers.
On the other hand for some applications we do not need to solve
all the scale of motions but we could be interested only in some mean
quantities, while the unresolved scale can be modelled. In Reynolds
Averaged Navier-Stokes (RANS) the mean flow field is solved and the
whole range of unresolved scales are parametrized by means of tur-
bulence closure models. RANS are computational less expensive than
DNS but they do not give accurate details of the flow field; moreover
parameters of turbulence model need calibration, which is usually
done by means of experiments.
Large-eddy simulation (LES) methodology is intermediate between
DNS and RANS in terms of computational costs and flow details.
LES solves directly three-dimensional unsteady large scales of mo-
tions which are strongly dependent on boundaries; while smaller
scales, which are more isotropic and universal, are parametrized by
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a Subgrid-Scale model (SGS). LES is computationally more expensive
than RANS but provides better information, it can be also used to cal-
ibrate RANS models. The use of parallel-architecture supercomputer
makes possible the application of large-eddy simulation to real-scale
coastal flow, where the complex flow physics requires a highly de-
tailed analysis.
The first application of LES to the analysis of mixing in the oceans,
was carried out by Skyllingstad and Denbo, 1995: in this work the
authors studied the dynamics of plume under convective conditions
in a simple Cartesian domain. Following, in D. Wang et al., 1996
authors used LES to analyse mixing in the open ocean. A review
of applications of LES methodology for marine flow is presented in
Scotti, 2010.
In this thesis, water mixing and transport in the Panzano Bay is
carried out by using a novel, state-of-art LES model (LES-COAST)
(IEFLUIDS University of Trieste, Roman, Stipcich, et al., 2010), a high
definition numerical model suitable for harbour and coastal areas.
The model has been recently applied to study water mixing and re-
newal in Muggia Bay, the industrial harbour of Trieste in Italy (Petro-
nio et al., 2013) and in Barcelona Harbour in Spain (Galea et al., 2014).
LES-COAST model solves the filtered form of three dimensional,
non hydrostatic Navier-Stokes equations under the Boussinesq ap-
proximation and the transport equation for salinity and temperature.
It makes use of large-eddy simulation approach to parametrize tur-
bulence, the variables are filtered by application of a low-pass filter
function represented by the size of the cells. The subgrid-scale fluxes
(SGS), which come out from the filtering operation, are parametrized
by a two-eddy viscosity anisotropic Smagorinsky model, to better
adapt to coastal flow in which the horizontal length scale is much
larger than the vertical one (Roman, Stipcich, et al., 2010). Complex
geometry that characterizes coastal flows is treated by a combination
of curvilinear grid and Immersed Boundary Method (IBM) (Roman,
Napoli, et al., 2009).
In this section we describe LES-COAST model equations (Sec. 3.1
and 3.2), we discuss the boundary conditions applied to simulate wa-
ter dynamics in harbours and coastal areas (Sec. 3.3, 3.4, 3.5), finally
we illustrate the numerical method implemented (Sec. 3.6).
3.1 the governing equations
The fluid flow motion is governed by Navier-Stokes equations. In
many environmental processes density anomalies are small compared
with velocity gradient. Therefore Navier-Stokes equations can be
written under the Boussinesq approximation, according to which den-
sity variations can be neglected in continuity and in momentum equa-
tions, except in the gravity term; so the fluid can be considered incom-
pressible, meaning that volume variations are considered negligible
in the fluid body.
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LES-RESOLVED SGS-MODEL
∆
Figure 17: LES key idea: turbulent structures with length scale bigger
than the grid size are directly resolved, the smaller ones are
parametrized by SGS-model.
Using LES methodology, the variables of Navier-Stokes equations
are filtered through an application of a low-pass filter. In three di-
mensions the application of the filter to the variable u reads as:
u(x) =
∫
G(x, x ′)u(x ′)dx ′; (76)
where x is the Cartesian coordinate vector, G is the filter function, ∆
is the filter width. We make use of the top-hat filter function:
G(x) =
{
1/∆ if |x| < ∆/2;
0 otherwise;
(77)
where the filter width ∆ is the grid cell size; turbulence structures,
with length scales smaller than ∆, have to be modelled. The filtering
operation decomposes the variable u into the sum of two components:
u = u + uSGS, u is the filtered (or resolved) component and it repre-
sents large-eddy motion, while uSGS is the residual one (or subgrid-
scale), which is treated by means of a SGS model described in section
3.2. The concept of large-eddy simulation is shown in figure 17, large
scale eddies continuously break up into smaller eddies until they are
too small and they dissipate into heat. The eddies with length scale
greater than grid size ∆ are directly resolved, while the smaller ones
are modelled.
In the Cartesian coordinate frame of reference the filtered form
of Navier-Stokes equations under the Boussinesq approximation, to-
gether with scalar transport equations, read as:
∂uj
∂xj
= 0; (78)
∂ui
∂t
+
∂uiuj
∂xj
= − 1
ρ0
∂p
∂xi
+ν
∂2ui
∂xj∂xj
−2eijkΩjuk−∆ρρ0 giδi2−
∂τij
∂xj
; (79)
∂T
∂t
+
∂ujT
∂xj
= kT
∂2T
∂xj∂xj
−
∂λTj
∂xj
; (80)
∂S
∂t
+
∂ujS
∂xj
= kS
∂2S
∂xj∂xj
−
∂λSj
∂xj
; (81)
where ‘ − ‘ represents the filtering operation, ui represents the ith-
component of the Cartesian velocity vector (u, v, w), xi represents the
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Figure 18: Example of coordinate transformation from the physical to the
computational space.
ith-component of the Cartesian coordinates (x, y, z) (in the present the-
sis x and z denote horizontal direction, and y vertical one), t is time,
ρ0 is the reference density, p is the filtered pressure, ν is the kine-
matic viscosity, eijk is the Levi-Civita tensor, Ωi is the ith-component
of the Earth rotation vector, ∆ρ is the density anomaly, gi is the ith-
component of the gravity vector, and τij is the SGS stress which comes
from the non linearity of the advection term. T is temperature (K), S
is salinity (PSU), kT and kS are respectively temperature and salinity
diffusivity, λTj are the SGS temperature fluxes, while λ
S
j are the salin-
ity ones. Temperature and salinity are related to density through the
state equation:
∆ρ
ρ0
=
ρ− ρ0
ρ0
= −βT(T − T0) + βS(S− S0); (82)
where ρ0 is the reference density at the temperature T0 and salinity S0;
βT and βS are respectively the coefficient of temperature expansion
and saline contraction.
Equations (78)-(81) are written in Cartesian frame of reference. Since
coastal area are characterized by complex geometry we use curvilin-
ear coordinates to create a domain whose boundaries follow coastline
and bathymetry. An example of coordinate transformation from the
physical space to the computational one, is shown in figure 18. Hence,
in the curvilinear coordinate framework, equations (78)-(81) read as:
∂Um
∂ξm
= 0; (83)
∂J−1ui
∂t
+
∂Umui
∂ξm
= − 1
ρ0
∂
∂ξm
(
J−1
∂ξm
∂xi
p
)
+
∂
∂ξm
(
νGmn
∂ui
∂ξn
)
+
−2eijkΩj J−1uk− ρρ0 J
−1giδi2− J−1 ∂ξm
∂xj
∂τij
∂ξm
; (84)
∂J−1T
∂t
+
∂UmT
∂ξm
=
∂
∂ξm
(
kTGmn
∂T
∂ξn
)
− ∂ξm
∂xj
∂λTj
∂ξm
; (85)
∂J−1S
∂t
+
∂UmS
∂ξm
=
∂
∂ξm
(
kSGmn
∂S
∂ξn
)
− ∂ξm
∂xj
∂λSj
∂ξm
; (86)
where ξm are the curvilinear coordinates (ξ, η, ζ), J−1 is the inverse
of the Jacobian of the coordinate transformation, Um is the volume
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flux, or the contravariant velocity multiplied by the Jacobian, normal
to the surface of constant ξm, Gmn is the ’mesh skewness tensor’:
J−1 = det
(∂xi
∂ξ j
)
; (87)
Um = J−1
∂ξm
∂xj
uj; (88)
Gmn = J−1
∂ξm
∂xj
∂ξn
∂xj
. (89)
3.2 sub-grid scale model
In LES methodology the large scales of motion are directly resolved
while the small subgrid-scales require to be parametrized through a
SGS model hereafter described. The filtering operation (equation (76))
applied to the variables in the Navier-Stokes equations (79), gives a
residual stress tensor τRij = uiuj − uiuj. The residual stress tensor is
split into the isotropic and the anisotropic, τSGSij , parts:
τRij = τ
SGS
ij +
1
3
τRkkδij. (90)
The isotropic part of the residual stress tensor is added to the filtered
pressure p, leading to the modified filtered pressure:
P = p +
1
3
τRkkδij. (91)
The separation of the isotropic and anisotropic parts of the residual
stress tensor is convenient if a model relates the anisotropic stress
tensor to resolved velocity by means of the eddy viscosity concept
(Rodi et al., 2013).
The simplest and most used model for the SGS Reynold stress ten-
sor τSGSij is the one proposed by Smagorinsky (Smagorinski, 1963),
which relates τSGSij with the strain rate tensor Sij of the resolved veloc-
ity:
τSGSij = −2νSGSSij = −νSGS
(∂ui
∂xj
+
∂uj
∂xi
)
; (92)
where Sij is the filtered strain rate tensor, and νSGS is the SGS eddy
viscosity which is defined as follows:
νSGS = (C∆)2S; (93)
where C is the Smagorinsky coefficient, an empirical constant; ∆ is
the filter width and S is the contraction of resolved strain rate tensor.
Usually the Deardroff length scale ∆ = 3
√
∆1∆2∆3 is used in the Sma-
gorinsky model for isotropic or nearly anisotropic grid cells, where
∆i (i = 1, 2, 3) is the cells side in the ith-direction. When such length-
scale is applied for anisotropic grid cells the resolved eddy viscosity
is overestimated.
If we apply LES methodology to solve coastal flows, we need a
proper resolution for both large scale horizontal motions and vertical
structures. In order to capture turbulent structures the grid resolution
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Figure 19: Variation of the empirical constants Ch and Cv with the grid
anisotropy. Source Roman, Stipcich, et al., 2010.
in vertical direction has to be of the order of 0.5− 1 m. On the other
hand, the horizontal dimensions of the domain are usually around
10 × 10 km2; to maintain a reasonable computational cost the grid
cells in the horizontal directions are about 10 m; therefore in coastal
domain grid cells are strongly anisotropic.
In the present work we use a two-eddy viscosity anisotropic Sma-
gorinsky model developed in Roman, Stipcich, et al., 2010 to simulate
coastal flows. The model makes use of two eddy viscosities, one for
the horizontal direction and one for the vertical one, they are defined
as:
νSGS,h = (ChLh)2|Sh|; (94)
νSGS,v = (CvLv)2|Sv|; (95)
where Lh =
√
∆21 + ∆
2
3 is the proper horizontal length scale and
Lv = ∆2 is the vertical one; Ch and Cv are two empirical constants
calculated from the grid aspect-ratio as illustrated in figure 19; |Sh|
and |Sv| are respectively the contraction of the horizontal and vertical,
resolved, strain rate tensor; they are defined as follows:
|Sh| =
√
2S211 + 2S
2
33 + 4S
2
13; (96)
|Sv| =
√
4S212 + 2S
2
22 + 4S
2
23; (97)
Like momentum equations, the filtering operation of scalar transport
equations (80) and (81) introduces the residual subgrid-scale fluxes
qSGSi = λ
T
i in the temperature equation and q
SGS
i = λ
S
i in the scalar
equation:
qSGSi = uiρ− uiρ; (98)
where ρ represents the scalar quantity (temperature or salinity). The
SGS fluxes qSGSi need to be parametrized; we use an eddy diffusivity
model, in which the SGS fluxes are treated in analogy to the SGS
stresses:
qSGSi = Γt
∂ρ
∂xi
(99)
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FLUID NODE
IB NODE
SOLID NODE
Figure 20: Classification of nodes in a two dimensional grid: solid nodes
are represented by solid squares, fluid nodes are depicted with
empty circles, while IB nodes are represented by empty circles
marked with a cross. The red line represents the boundary, e.g.
coastline.
where Γt is the SGS eddy-diffusivity and it is calculated by assum-
ing that the SGS eddy viscosity and the SGS eddy diffusivities are
proportional through the SGS Prandtl number PrSGS (in the case of
temperature) and Schmidt number ScSGS (in the case of salinity). SGS
Prandtl and Schmidt numbers are defined as follows:
PrSGS =
νSGS
ΓTt
, ScSGS =
νSGS
ΓSt
; (100)
we set these constant PrSGS = ScSGS = 0.8 as suggested in literature
(Armenio and Sarkar, 2002).
3.3 boundary conditions on solid walls
The geometry complexity, which characterizes harbour and coastal
areas, is treated using a combination of curvilinear coordinates, which
are discussed in section 3.1, and Immersed Boundary Method (IBM),
developed by Roman, Armenio, et al., 2009. IBM method is used to
reproduce coastline, anthropic structures and bathymetry by adding
a body force in Navier-Stokes equations to mimic the presence of a
solid boundary. The technique in Cartesian coordinates is described
in Faldum et al., 2000 and Balaras, 2004, while the improved method
for curvilinear coordinates is presented in Roman, Armenio, et al.,
2009. The use the Immersed Boundary approach avoids the creation
of the computational grid fitted over the domain shape, and the com-
bined use of curvilinear coordinates allows reduction of inactive com-
putational cells.
The method requires that grid cells in the computational domain
are classified as solid or fluid nodes. The solid nodes lie in the solid
phase, while the fluid ones lie in the fluid region; when a fluid node
is surrounded by at least one solid node it is classified as immersed
boundary node (IB). Figure 20 shows the three kinds of nodes in a
two-dimensional domain. The technique used to identify solid and
fluid nodes is briefly described in figure 21.
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Figure 21: Ray-tracing technique is applied to identify fluid and solid nodes
in the computational domain: scheme of the method in a two-
dimensional domain fig. a) and in a three-dimensional one fig.
b). Source Roman, Armenio, et al., 2009.
In LES, the direct solution of the near-wall viscous sub-layer is pro-
portional to Re2.5 (Piomelli, 2008), since coastal flows are character-
ized by high Reynolds numbers, near-wall direct solution is imprac-
ticable in terms of computational costs. The problem is overcome by
skipping the direct solution in the near-wall sub-layer and parametriz-
ing the wall shear stress by using a wall-function. We adopt different
approaches for body-fitted solid boundaries or immersed boundaries.
For body-fitted solid boundaries we use the logarithmic law of the
wall at the first node off the wall:
u+(1) =
1
k
ln
(y(1)uτ
ν
)
+ B; (101)
where u+(1) is the tangential velocity at the first grid point off the
wall, scaled with the friction velocity uτ, k = 0.41 is the von Karman
constant, y is the the distance of the first computational mesh point
from the wall, ν is the viscosity and B is a coefficient which also
includes roughness effects. Equation (101) is solved iteratively, then
the friction velocity is employed as boundary conditions to calculate
the wall stress τw = uτ.
When solid boundaries are reproduced with immersed boundary
this technique can not be applied, since the grid face generally does
not coincide with the surface of the immersed body. In such situa-
tion we employ a novel approach proposed by Roman, Armenio, et
al., 2009, which consists of a two-step method: first we use equation
(101) to calculate the velocity of the first off-the-wall node, with re-
spect to the immersed boundary, employing the velocity field from
the interior flow. Second we set a RANS-like eddy viscosity at the in-
terface between the fluid region and the solid one as νt = kuτy, where
y is the distance between the first fluid node and the surface of the
immersed boundary, details of the method are discussed in Roman,
Armenio, et al., 2009.
Finally, for coastal flow, at solid walls, body-fitted or immersed
boundaries, we apply a no-flux condition for the scalar quantities,
namely temperature and salinity.
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3.4 boundary conditions on open boundary
In LES-COAST model boundary conditions, such as velocity flow
field and scalar quantities, imposed on the lateral open sides of the
domain, can vary depending on the purposes. For coastal or harbour
applications, the open boundaries can represent river inflow, harbour
entrance and bay mouths. The open boundary conditions can be im-
posed in the LES-COAST model as fluxes, constant or time varying,
obtained by in situ-measurements; this is the approach employed for
river outflows in Panzano bay, described in chapter 5, and for the
inlet of Barcelona harbour, described in chapter 4. Otherwise open
boundary conditions can be supplied by nesting LES-COAST model
with an available Large Circulation Model (LCM), as applied for the
currents from the Gulf of Trieste in Panzano bay discussed in chap-
ter 5.
The time step of large circulation models is often larger than the
LES one, therefore we apply a linear interpolation between two suc-
cessive large-scale time steps for obtaining our intermediate LES time
steps. Furthermore a divergence-free, synthetic, zero-mean, fluctuat-
ing body force b ′i is added to the right-hand side of the momentum
equation, to triggering turbulence in a buffer sud-domain between
the boundaries and the interior LES domain. This approach allows
the generation of a physically-based fluctuating velocity field, needed
to fed a large-eddy simulation. A description of the technique is in
Petronio et al., 2013.
To preserve mass conservation, at each computational time step
the difference between inflow and outflow mass is calculated and
redistributed over the fluxes Ui.
3.5 boundary conditions on free surface
Wind stress at the free-surface is the main forcing term in coastal
flows, it drives the motion and triggers turbulence at the upper layers;
moreover, it also drives the horizontal transport of oil. The wind
stress τw is calculated from the wind velocity U10, 10 m above the
mean sea level by means of the formula proposed in Wu, 1982, which
reads as:
C10 = (0.8+ 0.065U10)10−3; (102)
τw = ρaC10U210; (103)
where C10 represents the drag coefficient and ρa is the air density.
Moreover, to take into account the variation in time and space of
wind stress and to enhance turbulence generation in the upper layers,
we add a random fluctuation with zero-mean and 20% variance on τw.
This approach has been tested and proved to be effective in previous
studies (Roman, Stipcich, et al., 2010, Petronio et al., 2013, Galea et al.,
2014).
Wind can deviate from the mean path giving rise to complex recir-
culation regions close to obstacles, such as docks, ships and breakwa-
ters. Such local phenomena, which influence the water, surface-layer,
dynamics as well as spreading of oil at the sea surface, should be
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Figure 22: View of the recirculation zones which develop leeward and wind-
ward obstacles. Modified figure from Kuehn and J. Coleman,
2005; source Petronio et al., 2013.
solved using a fully-coupled simulation of the water basin dynamics
and of the low-atmosphere dynamics. Such a model is not yet avail-
able, and the computational cost would be at least twice the computa-
tional cost of the marine simulation. Therefore we parametrize these
phenomena by means of relevant literature formulations; in particu-
lar we use the parametrization obtained by Hosker, 1984 and Hanna
et al., 1982, from studies of turbulent flow patterns on a plane surface
near three-dimensional obstacles. As shown in the upper part of fig-
ure 22, we indicate, with H, W and L, respectively, the characteristic
height of the obstacle, the length of obstacle in the direction perpen-
dicular to the wind, and the width of the obstacle in the cross-wind
direction. In Hosker, 1984 the author suggested the relationships
between the aspect ratios of the obstacle and recirculation regions
extension, are given by:
Llw = H
A(W/H)
1+ B(W/H)
if
L
H
≤ 2; (104)
Llw = 0.075H
W/H
1+ 0.25(W/H)
if
L
H
> 2; (105)
where Llw is the leeward recirculation length, and the coefficient A
and B are given by:
A = −2+ 3.7(L/H)−1/3, (106)
B = −0.15+ 0.305(L/H)−1/3. (107)
The windward cavity length, Lww is given in Hanna et al., 1982 and it
reads:
Lww = 2H. (108)
Once Llw and Lww are known; the wind stress along the recirculation
pattern is linearly damped from the reference value at distance Llw
and Lww from the obstacle to zero at the solid boundary. Further
details about the method can be found in Petronio et al., 2013.
3.6 numerical method
Hereafter we discretize the equations (83)-(86) and we explain the
numerical methods used in LES-COAST model.
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Figure 23: Control volume of a non-staggered grid, two dimensional view.
3.6.1 Discretized equations:
We use a non-staggered grid, in which Cartesian velocities, pres-
sure and body forces are defined in the centre of the cell, while ve-
locity fluxes are defined in the mid-point of their corresponding face
cells as shown in figure 23. The equations are integrated using a semi-
implicit fractional step method as in (Kim and Moin, 1985 and Zang
et al., 1994), all terms are treated explicitly through second-order
Adams-Bashfort scheme, but the diagonal diffusive terms which are
treated implicitly by the Crank-Nicolson scheme, in order to remove
the viscous stability limit. The discretized form of the equations (83)-
(86) reads as:
δUm
δξm
= 0; (109)
J−1
un+1i − uni
∆t
=
3
2
(
C(uni ) + DE(u
n
i ) + B
n
i
)− 1
2
(
C(un−1i ) + DE(u
n−1
i )
+Bn−1i
)
+ Ri(pn+1) +
1
2
(
DI(un+1i ) + DI(u
n
i )
)
; (110)
J−1
λ
n+1 − λn
∆t
=
3
2
(
C(λ
n
) + DE(λ
n
)
)− 1
2
(
C(λ
n−1
) + DE(λ
n−1
)
)
+
1
2
(
DI(λ
n+1
) + DI(λ
n
)
)
; (111)
where δ/δξm stands for the discrete finite difference operators in the
computational space, the superscripts (such as n) represent the time
step, C represents the convective terms, DE and DI represent respec-
tively the off-diagonal diffusive terms (treated explicitly) and the di-
agonal viscous terms (treated implicitly), Bi stand for the body force
(Coriolis and gravity) in the i-th momentum equation, Ri are the dis-
crete operators for the pressure gradient term; finally λ represents
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the scalar quantity (temperature or salinity). These quantities are ex-
pressed by:
C(V) = δ
δξm
(UmV); (112)
Ri = − δ
δξm
(
J−1
δξm
δxi
)
; (113)
DI =
δ
δξm
(
νGmn
δ
δξn
)
m = n; (114)
DE =
δ
δξm
(
νGmn
δ
δξn
)
m 6= n; (115)
Bni = J
−1
(
− 2eijkΩjunk −
∆ρn
ρ0
giδi2
)
; (116)
where V represents the appropriate variable: uni , Tn and S
n
. The
spatial derivatives are treated using centred second-order differences
method, except the advective terms, which are discretized using a
third-order accurate, upwind scheme (QUICK).
3.6.2 Fractional Step Method
LES-COAST model solves equations (109) and (110) using a frac-
tional step method described in Zang et al., 1994, at each iteration the
equation is split in two parts, known as predictor and corrector.
In the first (predictor) step, equation (110) is solved for an unphys-
ical velocity u∗i which satisfies advective and diffusive transport and
body force actions only:
(
I − ∆t
2J−1
DI
)
(u∗i − uni ) =
∆t
J−1
[3
2
(
C(uni ) + DE(u
n
i ) + B
n
i
)
− 1
2
(
C(un−1i ) + DE(u
n−1
i ) + B
n−1
i
)
+ DI(uni )
]
; (117)
where I is the identity matrix. We apply the approximate factoriza-
tion technique to invert the matrix DI ; equation (117) is rewritten as:(
I− ∆t
2J−1
D1
)(
I− ∆t
2J−1
D2
)(
I− ∆t
2J−1
D3
)
(u∗i −uni)=
∆t
J−1
[3
2
(
C(uni )
+DE(uni) + B
n
i
)−1
2
(
C(un−1i )+DE(u
n−1
i ) + B
n−1
i
)
+DI(uni )
]
; (118)
where:
Dk =
δ
δξk
(
νGkk
δ
δξk
)
k = 1, 2, 3. (119)
The second part of the fractional step method is called corrector and
it consists in finding out from the intermediate velocity u∗i , the ve-
locity un+1i which satisfies the continuity equation. From equations
(110) and (117) the velocities un+1i and u
∗
i are related to the pressure
gradient by:
un+1i − u∗i =
∆t
J−1
[Ri(φn+1)]; (120)
where the variable φ satisfies the following:
Ri(p) =
(
J−1 − ∆t
2
DI
)(Ri(φ)
J−1
)
. (121)
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Equation (120) can be interpolated on the cell face and, once written
in the chain-rule-conservation-law form, it reads as:
Un+1m = U
∗
m − ∆t
(
Gmn
δφn+1
δξn
)
; (122)
where U∗m = J−1(δξm/δxj)u∗j is called the intermediate volume flux.
The intermediate velocity is interpolated on the cell face using a cen-
tred differences method.
Replacing equation (122) in (109) we obtain the Poisson equation
for the pressure φn+1:
δ
δξn
(
Gmn
δφn+1
δξn
)
=
1
∆t
δU∗m
δξn
. (123)
The elliptic equation (123) is solved using a mixed line/point-SOR
algorithm together with a Multigrid method to speed up the conver-
gence (Zang et al., 1994).
The viscous stability limit is removed by resolving the diagonal vis-
cous term implicitly with Crank-Nicolson method; to ensure stability
of the overall numerical method the Courant-Friedrichs-Lewy (CFL)
condition must be satisfied. The local CFL is defined as:
CFL =
( |u1|
∆x
+
|u2|
∆y
+
|u3|
∆z
)
∆t (124)
= (|U1|+ |U2|+ |U3|) ∆tJ−1 ; (125)
where ∆x, ∆y and ∆z are the Cartesian grid cells dimensions. In the
present method the stability condition requires that:
CFLmax < C ≈ 1; (126)
where C depends on Reynolds number and CFLmax is the maximum
value computed in the whole domain. In Kim and Moin, 1985 and
Zang et al., 1994 more details about the method are presented, more-
over the alternative procedure for the fractional-step method near im-
mersed boundaries can be found in Roman, Armenio, et al., 2009.
4 O I L SP I L L IN BARCELONAHARBOUR
In this chapter we apply the hydrodynamic and Eulerian oil spill
models to simulate a hypothetical oil spill occurring in Barcelona har-
bour. We consider this site for three main reasons: first this is an
interesting area because of the complex geometry related to the nu-
merous docks and sub-regions present in the domain; second, be-
cause of the interaction between industrial, commercial and tourist
activities; third, the underlying water dynamics has been simulated
with LES-COAST and largely discussed in Galea et al., 2014.
Barcelona harbour is located in the north-west Mediterranean Sea.
The domain is approximately 10 km long and 2 km wide, and it is dis-
cretized into 256x1024 grid cells along the horizontal curvilinear axes
ξ and ζ, and 24 grid cells along the vertical axis. The computational
domain together with immersed bodies, which represent the complex
coastline, are shown in figure 24 (a). In the simulation we consider
a typical winter case, with water circulation driven by constant wind
U10 = 5 m/s from north-north-east (25◦ clockwise from the North).
The flow field of the surface layer is shown in figure 24 (b).
We consider a hypothetical spill of V = 125 m3 of light oil, whose
density is ρo = 809 kg/m3; we simulate the first two hours after the
oil release. The oil slick positions and shapes for different instants of
time are shown in figures 25 (a) and (b).
After spilling, wind and currents push the oil against the dock,
where buildings (30− 50 m) are present. We compare the results ob-
tained when the height of this dock is assumed to be zero (Fig. 25 (a))
with the results obtained retaining the actual height of the obstacles
and reducing the wind stress at the sea surface accordingly (Fig. 25
(b)). The difference between the two scenarios investigated can be
recognized few minutes after spilling took place. About 30 minutes
from the beginning of spilling, the oil slick reaches the dock (green
contour line in figure 25). In the case without wind stress reduction,
the slick is larger than in the other scenario. Later, after 80 minute,
violet contour line, the oil slick develops two branches: one following
the main current and wind direction southward, the other spreading
laterally along the dock pushed by the wind. The violet contour plot
in the scenario with wind stress reduction refers to 60 minutes after
the spill: the lateral spreading is strongly reduced and most of the
oil is transported downwind in the harbour. Finally, plots of the slick
two hours after the spill are compared. In figure 25 (a) the blue con-
tour line shows two main slicks, one accumulated on the western part
of the dock, one at the middle of the harbour. The other scenario is
totally different. All the oil is transported in one elongated slick in
the current direction. The effects of the wind recirculation regions
are evident. After two hours, the slick is halfway with respect to the
scenario depicted in figure 25 (a), because it has been slowed down in
the upwind region of the dock with reduced wind stress. Moreover
the reduction of wind stress in the leeward region of the same dock
45
oil spill in barcelona harbour 46
(a) Computational domain; source
Galea et al., 2014.
(b) Velocity field on the sea sur-
face.
Figure 24: (a) Computational domain (blue) together with immersed bodies
(grey) used in the simulation. (b) Current field at sea surface in
the Barcelona harbour, the contour plot shows the magnitude of
the horizontal velocity components. Streamlines give a glimpse
of the velocity field.
causes a strong current recirculation pattern at the corner of the dock.
In this region the slick is firstly slightly deflected and then partially
trapped in the bay.
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(a) Without wind stress reduction. (b) Wind stress is damped leeward and wind-
ward obstacles.
Figure 25: The spreading process of oil slick on the water surface is repre-
sented by the contour lines of the slick at different simulation
times, considering a film thickness of 10−5 m, for the scenario
without wind stress reduction (a), and (b) considering the actual
height of buildings.
5 MIX ING IN PANZANO BAY
Part of the research presented in this chapter comes from the collab-
oration with ARPA F.V.G. The area of interest for the oil spill simula-
tions, is hereafter described. The LES-COAST model is applied under
appropriate boundary conditions, to simulate water circulation in the
Panzano bay. The hydrodynamics and relevant statistics are reported
and described for two different simulations under different wind con-
ditions.
5.1 description
The bay of Panzano is located in north Adriatic Sea, the area and its
location in Adriatic Sea are shown in figure 26. Panzano Bay is a shal-
low (max depth 16 m) semi-closed basin; it is about approximately
10 km long and 7 km wide.
The bay communicates with the Gulf of Trieste through the south-
ern side. On the western side, from south to north, we find the Isonzo
river mouth and an artificial channel (Quarantia), whose runoff de-
pends only on tidal currents and its effect on the hydrodynamics of
the bay is negligible; therefore this channel is not considered in the
simulations. The northern side of the coast, from west to east, is
characterized by a small marina, docks protecting the Monfalcone
harbour from south-west swells, the inlet of the Monfalcone harbour,
and Timavo river mouth. Along the eastern coast there are numerous
small marinas, tourist and private beaches and small bays. The north-
western coastline, from Isonzo estuary to inlet of Monfalcone harbour,
is characterized by tidal flats and shallowly inclined beaches, while
the eastern side is characterized by cliffs and rocky coastline (Per-
vesler and Hohenegger, 2006). The major contribution of fresh water
Figure 26: Panzano Bay and its location in the Adriatic Sea, the main sites
of interest are labelled. Source: Google Earth.
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Figure 27: Overview of Panzano Bay computational domain (blue) and im-
mersed bodies, which represent coastline and anthropic struc-
tures (pink).
into the bay, is due to Isonzo river runoff; other inflows of fresh wa-
ter come from the Timavo river and De Valentinis channel; the latter
flows into the Monfalcone harbour and then fresh water enters into
the bay through the inlet of Monfalcone harbour.
There are sites of environmental interest in Panzano bay that can
be seriously damaged in case of uncontrolled oil-spill accident. For
instance, the natural Reserve Foce del Fiume Isonzo, (Isola della Cona),
which is located along Isonzo river estuary, and the area extends to
coastline and Quarantia channel; is a valuable landscape for both nat-
uralistic and tourist activities. In the northern side, another natural
Reserve biotopo palude del Fiume Cavana is present. The inlet of Mon-
falcone harbour is an additional critical point, docks can be made
inoperable by oil for a long period time, during which working activ-
ities of the harbour should stop. Moreover, an oil spill accident can
cause serious damage to local tourism and small commercial activi-
ties, in fact along all the coastline there are small ports, tourist and
private beaches, mussels farms and fishing activities.
5.2 numerical setup
The computational domain is constructed using curvilinear cells
in horizontal direction and Cartesian cells in the vertical one. The
coastline, anthropic structures and bathymetry are reproduced us-
ing the immersed boundary method, described in section 3.3. The
overview of computational domain together with the immersed bod-
ies are shown in figure 27. The immersed body which reproduces
bathymetry is shown in the three dimensional view of the domain
in figure 28. The domain is discretized in 768 × 512 grid cells in
horizontal direction and 24 cells in vertical direction. With this dis-
cretization, the dimension of the cells are about ∆x ≈ ∆z ≈ 13 m and
∆y ≈ 0.8 m. The minimum depth allows for the bathymetry is 2 me-
ters, since we need almost two cells in the vertical direction between
sea surface and bottom boundary.
The contribution of the sub-grid scales to the resolved field is com-
puted by applying the anisotropic two-eddy viscosity Smagorinsky
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Figure 28: Three-dimensional view of the computational domain: curvilin-
ear grid (black line) together with immersed bodies, which re-
produce bathymetry (blue), coastline and anthropic structures
(grey).
model described in Section 3.2. The method requires two empirical
constants Ch and Cv. For the above-given domain the averaged ra-
tio of horizontal grid dimension over the vertical grid dimension, is
given by:
∆h
∆y
=
√
∆2x + ∆2z
∆y
≈ 23. (127)
The empirical constants are set as Ch = 0.009 and Cv = 0.380, based
on the empirical values determined in Roman, Stipcich, et al., 2010
and shown in figure 19.
5.2.1 Boundary Conditions
The station, which measures wind data, is situated in the middle
of the Gulf of Trieste, wind direction and intensity 10 m above the sea
level are measured every hour. According with data recorded in the
Gulf of Trieste during the entire year 2008, the more frequent winds
are Bora coming from east-north-east figure 29; and wind coming
from south-west figure. 30. The second wind rose was obtained omit-
ting the wind from the first quadrant to distinguish better the wind
from the other directions. We considered two different scenarios
under different wind conditions to simulate oil spill dispersion. For
this purpose we choose to simulate a case of strong Bora wind from
east-north-east, and another case with a lighter Libeccio wind, from
south-west. The simulating days are respectively 7th March 2008 and
17th March 2008. Wind direction and intensity are averaged in time
and they are kept constant during the simulations; these values are
shown in the table 3.
The southern side of the computational domain is a fluid section,
i.e. the inflow and outflow velocities are given by a large-scale circu-
lation model. Such sea currents are provided by a large scale simula-
tion on the Northern Adriatic Sea, carried out by OGS using MITgcm
(MIT General Circulation Model) within the project SosteMits. MIT-
gcm model includes effects due to wind stress, heat and mass fluxes
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Figure 29: Wind rose for the entire year 2008. Bora wind (ENE) is the most
frequent and intense in the area.
Figure 30: Wind rose for the entire year 2008 when wind data from the first
quadrant (Bora) are omitted. Wind form the third quadrant are
the second winds for intensity and frequency.
Table 3: Wind conditions set for the simulations.
Intensity (m/s) Direction (deg)
Bora (E-N-E) 13.7 76◦
Libeccio(S-W) 4.5 208.65◦
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Figure 31: Surfaces of the open boundary of the domain where velocity field
is interpolated with Large Scale simulation: Bora wind (upper
figure) and Libeccio wind (lower figure). Contour plots represent
horizontal velocity intensity.
through sea surface (evaporation and rainfalls), fresh water inflow
from the rivers (Isonzo, Timavo, Rizana e Dragonja), while wave and
tidal motions are not taken into account in such simulation. In the
horizontal direction the grid resolution is 250 m. Simulations report
the period from 1st August 2007 to 31st December 2008, and they
provide daily average data of velocity field, temperature and salinity.
Sea currents provided by OGS are interpolated on the three dimen-
sional curved surface which is the open boundary of our domain;
data are successively processed using the technique described in the
section 3.4 and validated in Petronio et al., 2013. In figure 31, we show
the horizontal velocities of the two days chosen for our simulation, at
the open boundary of our domain.
River outflows are additional open boundaries in our domain; in
this case the river runoffs are imposed using measured field data
provided by ARPA-FVG.
The station which collects data of Isonzo river is situated 10 km
upstream of Isonzo mouth; every 5 minutes it measures the stream
velocity and the flow rate. Data are saved up for the entire year 2008;
therefore for the two simulations we impose, as inflow of Isonzo river,
the mean flow rate calculated during the low tide period. In the
Bora scenario, the flow rate is Q = 50.92 m3/s, while in the Libeccio
scenario the flow rate is Q = 198.1 m3/s. As regard Timavo river,
the daily average flow rate of the year 2007 is known. Therefore we
choose as inflow the month averaged flow rate of March 2007 for both
simulations. Finally, the value of flow rate of De Valentinis channel
can be considered constant along the year; i.e. Q = 21.5 m3/s. The
imposed velocities of rivers are processed using the same technique
for triggering turbulence applied to data coming from large scale cir-
culation models, with the aim of reproducing the river runoff and
enhance turbulent flow formation. The flow rates of the rivers are
summarized in table 4.
Salinity and temperature profiles in the bay and at the southern
boundary are initialized with real data measured in the gulf. In both
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Table 4: Velocity and flow rate imposed for the inflow from rivers in the two
scenarios.
Bora (ENE) Velocity (m/s) Flow rate (m3/s)
Isonzo 0.075 50.92
Timavo 0.15 40.0
De Valentinis 0.003 21.5
Libeccio Velocity (m/s) Flow rate(m3/s)
Isonzo 0.29 198.1
Timavo 0.15 40.0
De Valentinis 0.003 21.5
Figure 32: Temperature and salinity profiles for initialization of the two sim-
ulations.
scenarios the water column is stably stratified. The temperature pro-
file is almost constant along the water column, thus the profile is ini-
tialized as constant along the vertical direction, the value that is the
average of the temperature measured at sea surface and 10 m above
the surface is T = 8.5◦ C in the Bora scenario and T = 9.5◦ C in
the Libeccio case. Salinity is lower in the upper layers, it linearly in-
creases between the sea surface and 3 meters below it, where there
is variation in pycnocline (from data in Covelli, Piani, Acquavita, et
al., 2007), then it is constant along the water column. The salinity
and temperature profiles along the water column used in the simula-
tions are shown in figure 32. Temperature and salinity of the water
from Timavo river and De Valentinis Channel are constant along the
water column; the values used in both simulations are respectively
T = 9.0◦ C and S = 15.0 PSU.
Isonzo estuary presents a strong stratification, salinity varies from
S = 0.0 PSU at the free surface to S = 36.0 PSU in the bottom layers,
temperature varies from T = 6.7◦ C to T = 7.5◦ C respectively at the
surface and at the bottom (data measured in February 2002 source
Covelli, Piani, Faganeli, et al., 2004). Since we are not interested in
simulation of mixing inside Isonzo river, the salinity and tempera-
ture profiles are considered constant along the water column and the
values chosen are respectively S = 0 PSU and T = 6.7◦ C.
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5.3 bora wind simulation
In this section we discuss the results of the simulation under Bora
wind condition: first we describe the instantaneous flow field; suc-
cessively we show the time-averaged velocity field, turbulent kinetic
energy, the Richardson number and the eddy viscosities.
5.3.1 Instantaneous field
Figures 33 (A)-(C) provide the horizontal instantaneous velocity
|uh| =
√
u2 + w2 at three different horizontal planes. Stream tracers
at the sea surface (Fig. 33 (A)), show that the currents are aligned
to wind direction, apart close to the coastline where the flow field
follows the geometry of the bay. We can observe the presence of two
big eddies along the western coast; they form because the shallow
water inhibits vertical motions in this area. Three meters below the
sea surface (Fig. 33 (B)) horizontal currents are slower than at the
surface and stream tracers are deviated on the right with respect to
the wind direction because of Coriolis force. The horizontal vortex
structures are more accentuate than the structures observed at the
sea surface. Finally, ten meters below the sea surface, the velocity
field is reversed with respect to the wind direction (Fig. 33 (C)). The
inversion of current between the sea surface and the sea bottom is a
common feature in closed or semi-closed basins in which wind stress
is the main forcing term.
The vertical instantaneous velocity below the sea surface is shown
in figure 34. We can observe upwelling currents along the east coast-
line, while close to the west coast the shallow inclined bathymetry
inhibits vertical motions; favouring the generation of the horizontal
eddies observed in figures 33. Elongated rolling structures, with axis
aligned to wind direction, are visible in the south-east region. These
rolling structures, were observed also in Roman, Stipcich, et al., 2010
and Galea et al., 2014; they indicate the presence of vertical motions
along the water column generated by wind stress at the sea surface.
Such rolling structures are also noticed in figures 33 (A)-(C) as streaks
of higher and slower horizontal velocities. The rolling structures are
comparable to the phenomenon which occurs in Langmuir Circula-
tion (LC), although in our simulation these structures are not gener-
ated by the interaction of Stokes drift, induced by surface waves, and
the vertical shear (for a review on LC see Thorpe, 2004). Moreover in
our simulations these structures are visible only at the instantaneous
velocity field and they disappear when we analyse the instantaneous
fields averaged over a long period of 7.5 hours (Fig. 37).
Figures 35 (A) and (B) show two along-shore vertical planes; the
positions of such planes are indicated by the red lines in the overview.
Stream tracers give a glimpse of the flow field direction: at the sea
surface they follow the direction of the wind while close to the bottom
they are oriented in the opposite direction. We can observe rotational
flows close to the eastern coastline (Fig. 35 (A)), in correspondence to
the rolling structures noticed in figure 34.
Figure 36 shows a cross-shore vertical plane; the red line shows
the position of such plane. Contour plot shows that the along-shore
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Figure 33: Contour plot of horizontal instantaneous velocity for Bora wind
simulation, at three different horizontal planes: (A) sea surface,
(B) three meters under sea surface, (C) near sea bottom. Stream-
lines show the flow field direction.
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Figure 34: Contour plot of vertical instantaneous velocity for Bora wind sim-
ulation, below the sea surface.
Figure 35: Contour plot of instantaneous cross-shore velocity w in the Bora
wind simulation, in two vertical along-shore planes, shown in the
respective overview. Black lines represent planar streamlines.
Figure 36: Contour plot of instantaneous along-shore velocity u in the Bora
wind scenario. Vertical cross-shore plane, shown in the overview.
Black lines represent planar streamlines.
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velocity on the surface is directed along the wind direction, while, at
the bottom layer, it is oriented in the opposite direction; also, currents
near the seabed are slower than the surface ones. In correspondence
to the rolling structures observed in the previous figures, vertical ro-
tational flows are visible.
5.3.2 Turbulent statistics
Figures 37 (A)-(C) show contour plots of horizontal velocity aver-
aged over a period of 7.5 hours at three different horizontal planes.
Stream tracers indicate the direction of the flow field and confirm the
general circulation observed in the horizontal instantaneous velocity
(Figs. 33). Streaks of higher and slower velocities observed in figures
33 are not more visible, this means that the time scale of such vertical
motions are shorter than 7.5 hours.
The turbulent kinetic energy (TKE) is examined to illustrate hori-
zontal and vertical distribution of turbulence intensity:
TKE =
1
2
ρwσuiui ; (128)
where σuiui =< u
′2
i > is the variance of the velocity ui and ρw is the
water density, we normalize the turbulent kinetic energy by τw the
shear stress induced by wind (eq. (103)). Figures 38 (A) and (B) show
TKE at two different horizontal planes, at the sea surface (Fig. 38
(A)) and near the sea bottom (Fig. 38 (B)), darker regions indicate
the presence of high turbulent activities. We can observe that TKE is
higher in western coast where we noticed horizontal eddies (Fig. 33
(A)) and in the south-east region where elongated rolling structures
develop along the water columns. Figure 39 illustrates the vertical
distribution of turbulent kinetic energy in an along-shore plane; the
reduction of TKE, from the sea surface to the bottom, indicates that
the main source of turbulence in the bay is provided by wind stress.
In figure 40 we show the vertical distribution of the gradient Richard-
son number, Ri, calculated as follows:
Ri = N2
(d < uh >
dy
)−2
= − g
ρ0
∂ρ
∂y
(d < uh >
dy
)−2
; (129)
where < uh > is the mean horizontal velocity, and N is the Brunt-
Va¨isa¨la¨ frequency. Along the water column Ri is lower than the criti-
cal value 0.25, except close to the bottom, where Richardson number
is much bigger than one, since wind stress cannot erode stratification.
Hereafter we show the distribution of vertical and horizontal eddy
viscosities. The vertical eddy viscosity is defined as in G. Coleman
et al., 1990 and Petronio et al., 2013:
νv = νres,v + νSGS,v =
√
< u ′v ′ >2 + < v ′w ′ >2√(∂ < u >
∂y
)2
+
(∂ < w >
∂y
)2 + νSGS,v; (130)
while horizontal eddy viscosity is calculated as follows:
νh = νres,h + νSGS,h =
√
ν2res,hx + ν
2
res,hz + νSGS,h; (131)
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Figure 37: Contour plot of horizontal velocity averaged over a period of
7.5 hours, for Bora wind simulation, at three different horizontal
planes: (A) sea surface, (B) three meters under sea surface, (C)
near sea bottom.
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Figure 38: Turbulent kinetic energy normalized by the wind stress at two
different planes, surface (A) and close to the bottom (B), in the
Bora wind scenario.
Figure 39: Vertical distribution of turbulent kinetic energy, normalized by
the wind stress, in an along-shore plane, shown in the overview;
in the Bora wind scenario.
Figure 40: Vertical distribution of gradient Richardson number, in an along-
shore plane, shown in the overview; in the Bora wind scenario.
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where νres,hx and νres,hz are given by:
νres,hx =
√
< u ′v ′ >2 + < u ′w ′ >2√(∂ < v >
∂x
)2
+
(∂ < w >
∂x
)2 ; (132)
νres,hz =
√
< u ′w ′ >2 + < v ′w ′ >2√(∂ < u >
∂z
)2
+
(∂ < v >
∂z
)2 . (133)
Figures 41 (A) and (B) illustrate the distribution of vertical eddy vis-
cosity at two different horizontal planes, at the sea surface and close
to the sea bottom. Higher values of vertical eddy viscosity are visi-
ble near the coastline and in the south-east region where the vertical
rolling structures are detected; in this regions vertical motions en-
hance the Reynolds shear stress. The order of magnitude of vertical
eddy viscosity is comparable with the results obtained in Petronio et
al., 2013 and Galea et al., 2014. Figure 42 shows lower values of verti-
cal eddy viscosity near the seabed, compared with the ones in upper
layers, this is consequence of strong stratification which inhibits ver-
tical mixing. Horizontal distribution of horizontal eddy viscosity is
shown in figures 43 (A), at the free surface and (B) close to the bot-
tom. The order of magnitude of horizontal eddy viscosity is larger
than vertical one; as observed also in Galea et al., 2014.
5.4 libeccio wind simulation
Hereafter we discuss the results of the simulation under Libec-
cio wind condition. We present the instantaneous flow field, time-
averaged velocity field, turbulent kinetic energy, the Richardson num-
ber and the eddy viscosities.
5.4.1 Instantaneous field
Horizontal instantaneous velocity at three different horizontal pla-
nes is shown in figures 44 (A)-(C). Together with wind stress on the
sea surface, Isonzo river runoff, drives the circulation in the bay as
shown by the stream tracers. At the sea surface (Fig. 44 (A)) currents
are aligned to wind direction, apart near the river plume, where they
are deviated on the left, and close to coastline, where the flow field
follows the geometry of the bay. Below the sea surface (Fig. 44 (B))
horizontal currents are deviated on the right with respect to the wind
direction because of Ekman layer. Ten meters under the sea surface,
along the eastern coastline, the velocity field is reversed with respect
to the wind direction (Fig. 44 (C)), while on the other side some
stream tracers are directed in the river runoff direction. When the
currents, flowing in opposite directions, run toward each other, they
form a horizontal vortex. Such vortex structures are visible along the
water-column (Figs. 44 (A)-(C)).
Figure 45 provides vertical velocity three meters below sea surface.
Upwelling and downwelling currents are noticed near coastline and
near Isonzo river plume. The elongated rolling structures aligned to
wind direction, observed in the Bora wind scenario, are not visible in
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Figure 41: Horizontal distribution of vertical eddy viscosity νv at the sea
surface (A) and close to the bottom (B), in the Bora wind sce-
nario.
Figure 42: Horizontal distribution of vertical eddy viscosity νv in an along-
shore plane, shown in the overview; in the Bora wind scenario.
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Figure 43: Horizontal distribution of horizontal eddy viscosity νh at the sea
surface (A) and close to the bottom (B), in the Bora wind sce-
nario.
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Figure 44: Contour plot of horizontal instantaneous velocity for Libeccio
wind simulation, at three different horizontal planes: (A) sea
surface, (B) three meters under sea surface, (C) near sea bottom.
Streamlines represent the flow field direction.
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Figure 45: Contour plot of vertical instantaneous velocity for Libeccio wind
simulation, below the sea surface.
this simulation. This fact is a consequence of the reduced wind stress,
with respect to Bora wind, and the stronger stratification which over-
comes vertical motions.
Two along-shore vertical planes are shown in figures 46; the posi-
tions of such planes are indicated by the red lines in the respective
overview. The flow field follows wind direction at the surface, while
near seabed it is oriented in the opposite way, as shown by the stream
tracers. Except close to Isonzo estuary (left side of Fig. 46 (A)), where
the currents are all oriented along the same direction, as we noticed
in figure 44 (C).
Figure 47 shows a cross-shore vertical plane; his position is indi-
cated with a red line in the overview. Along-shore velocity follows
wind direction at the surface and it reverses close to the bottom, as
indicated by the contour plot.
Rotational flows observed in the vertical planes in the Bora wind
simulation (Figs. 35, 36) do not develop in this scenario.
5.4.2 Turbulent statistics
Horizontal averaged velocity field at three different horizontal pla-
nes is illustrated in figures 48 (A)-(C); the averaged time is 7.5 hours.
The circulation of the averaged velocity field is in agreement with the
instantaneous one (Figs. 44) as indicated by the stream tracers.
Turbulent kinetic energy, defined as in Bora wind scenario (equa-
tion (128)), is illustrated at two different horizontal planes, at the sea
surface (Fig. 49 (A)) and near the seabed (Fig. 38 (B)). High turbulent
activities are visible close to the northern and eastern coastlines, and
in proximity of Isonzo estuary, where in figures 44 we observed a
horizontal vortex structure. Vertical distribution of TKE in an along-
shore plane is shown in figure 50, close to Isonzo river mouth, darker
regions indicate high turbulence activity. Unlike Bora wind scenario,
TKE does not decrease from free surface to the bottom, since the
strength of Libeccio wind stress on the sea surface in not enough to
destroy stratification and drive mixing in the Bay.
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Figure 46: Contour plot of instantaneous cross-shore velocity w in Libeccio
wind scenario, in two vertical along-shore planes, shown in the
respective overview. Black lines represent planar streamlines.
Figure 47: Contour plot of instantaneous along-shore velocity u in the Libec-
cio wind simulation, in a vertical cross-shore plane, shown in the
overview. Black lines represent planar streamlines.
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Figure 48: Contour plot of horizontal velocity averaged over a period of 7.5
hours, for Libeccio wind simulation, at three different horizontal
planes: (A) sea surface, (B) three meters under sea surface, (C)
near sea bottom.
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Figure 49: Turbulent kinetic energy normalized by the wind stress at two
different planes, surface (A) and close to the bottom (B), in the
Libeccio wind scenario.
Figure 50: Vertical distribution of turbulent kinetic energy, normalized by
the wind stress, in an along-shore plane, shown in the overview;
in the Libeccio wind scenario.
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Figure 51: Vertical distribution of gradient Richardson number, in an along-
shore plane, shown in the overview; in the Libeccio wind sce-
nario.
The vertical distribution of Richardson number, Ri, in an along-
shore vertical plane is shown in figure 51. In the upper layers (2-3
meters) wind stress is able to erode stratification and generate verti-
cal motions; while below the pycnocline Ri is bigger than one, and
buoyancy overcomes on vertical shear.
Figures 52 (A) and (B) show vertical eddy viscosity distribution at
two different horizontal planes, at the sea surface and close to the sea
bottom. Values of vertical eddy viscosity are higher at Isonzo river
and De Valentinis channel estuaries. The valued of eddy viscosity are
in general lower than those in Bora wind scenario, because stronger
stratification inhibits vertical motions. The distribution of vertical
eddy viscosity along the column, figure 53, is comparable to Bora
wind scenario; indeed in both simulations vertical eddy viscosity de-
creases from the free surface to the bottom. Finally horizontal eddy
viscosity is shown in figures 54 (A) and (B), at two different horizon-
tal planes. Horizontal eddy viscosity is lower close to the coastline.
The values of horizontal and vertical eddy viscosities are lower than
Bora wind scenario.
5.5 conclusions
The LES-COAST model is applied to simulate the water mixing in
Panzano bay under two different wind conditions: Bora (ENE) and
Libeccio (SW); according to most frequent winds recorded along the
year 2008 in the bay.
In Bora wind scenario, the circulation is driven principally by wind
forcing term. We observe the inversion of the fluid flow between
surface and the sea bottom; this is a common feature in closed or
semi-closed basins, in which circulation is driven mainly by wind
stress. Close to the east coast, where bathymetry is deeper, rolling
structures elongated along wind direction, indicate the presence of
vertical motions and mixing. Such rolling structures were also ob-
served in Roman, Stipcich, et al., 2010 and Galea et al., 2014 and they
are generate by wind stress.
On the contrary, in the Libeccio wind scenario, the circulation is
driven by wind and Isonzo river runoff. The latter one prevails on the
wind forcing term in the western side of the domain, close to Isonzo
estuary. In this area, the main features, which characterize fluid flow
induced by wind stress, and observed in the Bora wind scenario and
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Figure 52: Horizontal distribution of vertical eddy viscosity νv at the sea
surface (A) and close to the bottom (B), in the Libeccio wind
scenario.
Figure 53: Horizontal distribution of vertical eddy viscosity νv in an along-
shore plane, shown in the overview; in the Libeccio wind sce-
nario.
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Figure 54: Horizontal distribution of horizontal eddy viscosity νh at the sea
surface (A) and close to the bottom (B), in the Libeccio wind
scenario.
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in previous papers (Roman, Stipcich, et al., 2010, Petronio et al., 2013
and Galea et al., 2014); do not develop. These features are for example
the elongated streaks of higher and slower velocity aligned with wind
direction and the inversion of the fluid flow in upper and bottom
layers. Far from the plume the flow field is driven by wind stress, as
indicated by stream tracers close to the surface, while near bottom
the flow field is opposite with respect to the wind direction. The
lighter wind and strong stratification restrain the formation of vertical
motions, indeed rolling structures observed in the Bora wind scenario
do not develop.
In both wind conditions, shallow water along west coastline in-
hibits vertical motions, and promotes the formation of horizontal ed-
dies.
6 O I L SP I L L IN PANZANO BAY
In this chapter we illustrate the oil spill dispersion simulations in
Panzano bay in the two wind scenarios described in chapter 5. Figure
55 shows a satellite image of the bay; the red circle indicates the area
where oil is released.
6.1 oil data
We consider three types of oil which have different chemical com-
positions and physical properties, in order to assess horizontal and
vertical transport scenarios different form each other. The mentioned
types are: gasoline, Amna-Amal, and oil particles with density higher
than that of water. Hereafter their main features are described as fol-
lows:
Gasoline
Gasoline is a light oil with a low viscosity. It rapidly spreads on
the sea surface as a thin-film and it does not disperse in the water
column. Evaporation is one of the prevailing weathering processes,
while emulsification is almost absent, we precautionary consider a
value kb = 0.1. Gasoline pour point is lower than ambient tempera-
ture; therefore it does not form tars (see, ITOPF, 2011 and Vos, 2005).
Gasoline properties are summarised in table 5.
In the simulations an amount of 8.5 105 kg of gasoline, equal to
V = 1024 m3, is released from a leak in the ship. The area of the
gap is 0.23 m2, and oil level above the gap is 5 m. Gasoline is released
in the sea in 15 minutes. The emptying trend in time is shown in
figure 56.
Figure 55: Oil spill location in Panzano Bay. Source: Google Earth.
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Table 5: Main gasoline properties.
density 830 kg/m3
pour point < TE
molar volume 0.137 10−3 m3/mol
Figure 56: Tanker emptying trend in time: head (upper figure) and oil flow
rate (lower figure).
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Table 6: Main Amna-Amal properties.
density 836.9 kg/m3
pour point 21◦
Amna-Amal
Amna-Amal oil is produced by Veba Oil Operations Society in
Libya. We consider this kind of oil because of its high pour point;
indeed the oil behaves in different ways, depending on the period of
the year it is released at sea. During summer time it can spread as a
thin-film but in the other periods of the year it solidifies and forms
tars. The main properties of this oil are summarised in the table 6.
We release tars of different diameters for a total of 30000 particles in
15 minutes. The diameters considered are: d1 = 0.01 m, d2 = 0.025 m,
d3 = 0.05 m, d4 = 0.075 m, d5 = 0.1 m and d6 = 0.15 m.
Particles
After the spill, because of chemical and physical processes that af-
fect oil at sea, particles with density higher than water, can be re-
leased from the slick. The time required for each particle to reach the
sea bottom depends on its volume, therefore we consider spherical
particles with the following diameters: d1 = 0.005 m, d2 = 0.01 m and
d3 = 0.05 m. The particles are released in 15 minutes 0.5 m below
the sea level, the difference of density for oil ρo and for water ρw is:
∆ρ = ρo − ρw = 1 kg/m3.
6.2 bora wind
6.2.1 Thin-film
Gasoline density is lower than water’s one, therefore oil spreads
on the sea surface while it is advected by both wind and currents.
Figure 57 illustrates the oil slick at six different simulation times. Im-
mediately after spill oil starts to spread along the wind direction. Fif-
teen minutes after spill all the amount of oil has been released at sea
and the oil slick is transported westerly. About 60 minutes after spill,
oil slick is getting close to Isonzo river estuary, here it is deviated
northerly because of currents (see Fig. 33 (A)). 15 minutes later the
oil slick is close to the natural reserve Isola della cona, and 2 hours
after the spill the oil slick has reached the coastline.
The oil slick positions in time are summarised in figure 58; contour
lines consider the film thickness of 10−6 m.
Figure 59 shows a comparison of the oil slick’s trajectory when
Coriolis force on the slick is considered (continuous lines) and with-
out Coriolis effect (dashed lines). In the first fifteen minutes, after oil
release, the two slicks coincide (orange and green lines). The differ-
ence of the trajectory of the two oil slicks is evident about 45 minutes
after spill (blue lines), indeed the slick with Coriolis effect is deviated
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Figure 57: Bora wind scenario: oil spreading and transport processes at six
different simulation times. Immersed bodies, which represent
coastline and anthropic structures, are depicted in brown.
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Figure 58: Bora wind scenario: oil slick at different simulation times; con-
sidering a film thickness of 10−6 m. Immersed bodies, which rep-
resent coastline and anthropic structures, are depicted in light
blue.
on the right with respect to the other one. Finally two hours after the
spill (light blue lines), when the oil reaches the coastline, the gap of
the two slicks is about 60 meters.
6.2.2 Tars
Figure 60 shows positions of tars at different simulation times. Tars
are transported by both wind and currents following the same path
of the oil slick; they reach the coastline in about two hours.
6.2.3 Particles
The positions of particles along the water column at different sim-
ulation times are illustrated in figures 61. Smaller particles (d1 =
0.005 m) reach sea bottom about one hour after the spill, while parti-
cles, with diameter d3 = 0.05 m, arrive on the sea bottom about twelve
minutes after the spill, when other particles are still being released.
While they are sinking in the water column some small particles are
transported by currents, which in higher layers follow the wind di-
rection while in the bottom layers are directed in the opposite side.
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Figure 59: Bora wind scenario: comparison of the oil slick at different sim-
ulation times considering Coriolis force on the oil slick (contin-
uous lines) and without Coriolis effect (dashed lines); the film
thickness is 10−6 m. Immersed bodies, which represent coastline
and anthropic structures, are depicted in light blue.
6.3 libeccio wind
6.3.1 Thin-film
In this scenario oil slick is driven by lighter wind and slower cur-
rents compared to Bora wind scenario. Locations of the oil slick at
different simulation times are shown in the figure 62. Oil is released
in fifteen minutes; we can observe that it does not start to spread im-
mediately as in the previous scenario. Twenty-five minutes following
spill the slick starts to spread in a symmetrical way; the centre of the
slick is located close to the point where oil has been released. One
hour later the oil slick is transported by wind and currents easterly
and it spreads along wind direction. About three hours after the spill,
the slick is still being transported along wind direction, but the shape
is deformed, compared to the previous step, indeed it is elongated
along the direction of the sea currents, the latter close to the coast-
line follow the geometry of the bay rather than wind direction (see
Fig. 44 (A)). Five hours after the spill, the slick reaches the coastline,
one hour later the entire oil slick impacts over the cliffs. Close to the
impacting area a small marina is located.
Figure 63 summaries the oil slick spreading and transport pro-
cesses; contour lines consider the film thickness of 10−6 m.
Figure 64 illustrates oil slick shape and trajectory when Coriolis
force on the slick is considered (continuous lines) and without Corio-
lis effect (dashed lines). In the first minutes after spill the two slicks
coincide (orange and green lines). 100 minutes after oil release (blue
lines) the slick with Coriolis effect is deviated on the right with re-
spect to the slick without Coriolis. The gap of the two slicks, when
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Figure 60: Bora wind scenario: positions of tars at six different simula-
tion times. Immersed bodies, which represent coastline and an-
thropic structures, are depicted in light blue.
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Figure 61: Bora wind scenario: locations of the particles at different simu-
lation times, for the three different diameters. Immersed bodies,
which represent coastline and anthropic structures, are depicted
in grey, while bathymetry is depicted in light blue.
6.3 libeccio wind 80
Figure 62: Libeccio wind scenario: oil spreading and transport processes at
six different simulation times. Immersed bodies, which represent
coastline and anthropic structures, are depicted in brown.
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Figure 63: Libeccio wind scenario: oil slick at different simulation times;
considering a film thickness of 10−6 m. Immersed bodies, which
represent coastline and anthropic structures, are depicted in light
blue.
oil reaches the coastline (pink and light blue lines) is about 30 meters.
The influence of Coriolis force on oil slick transport is lower than in
Bora wind scenario, since velocity induced by wind and currents is
slower, and Coriolis effect depends on the advection velocity as we
observed in section 2.4.2.
6.3.2 Tars
Figure 65 shows locations of tars at different simulation times. Tars
are transported by both wind and currents, their path is similar to
the one covered by the oil slick, they reach the coastline in about five
hours.
6.3.3 Particles
Positions of the particles along the water column at different sim-
ulation times are illustrated in figures 66. One hour after the spill
smaller particles (d1 = 0.005 m) reach the sea bottom; bigger particles,
with diameter d2 = 0.01 m and d3 = 0.05 m, arrive on sea bottom
about forty and twenty minutes after the spill respectively. In this
scenario particles do not follow currents and they do not move hori-
zontally.
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Figure 64: Libeccio wind scenario: comparison of the oil slick at different
simulation times considering Coriolis force on the oil slick (con-
tinuous lines) and without Coriolis effect (dashed lines); the film
thickness is 10−6 m. Immersed bodies, which represent coastline
and anthropic structures, are depicted in light blue.
6.4 conclusions
We simulate two hypothetical oil spill accidents in Panzano bay
under different wind conditions. We consider three kinds of oil with
different physical and chemical characteristics. They are: gasoline,
a light oil which spreads on sea surface as a thin-film; Amna-Amal,
a light oil which solidifies and forms tars because its pour point is
higher than water temperature; and heavy particles that sink in the
water column.
In the Bora wind scenario oil in the form of thin-film and tars are
transported by both wind and currents and they reach the coastline
in two hour, they impact the natural reserve Isola della cona. While in
the Libeccio wind scenario, oil slick and tars reach the shoreline in
six hours, since the currents and wind are lighter than Bora scenario.
The spreading processes in the two scenarios are different; in Bora
wind the slick is elongated in wind and currents direction; while in
Libeccio wind scenario oil starts to spread symmetrically with respect
to the release point; when the slick starts moving, the shape is elon-
gated along currents direction. We compare trajectories of the oil
slick when Coriolis effect on the oil-film is considered and without
Coriolis effect. The Coriolis force deviates the slick on the right, the
difference between the trajectories when the oil reaches the coastline
is 60 meters in Bora wind scenario and 30 meters in Libeccio wind
scenario.
Particles heavier than water, sink in the water column, they reach
sea bottom in at least one hour. The landing time depends on the par-
ticle dimension. Some lighter particles move in horizontal direction
following currents.
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Figure 65: Libeccio wind scenario: positions of tars at six different simu-
lation times. Immersed bodies, which represent coastline and
anthropic structures, are depicted in light blue.
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Figure 66: Libeccio wind scenario: locations of particles at different simu-
lation times, for the three different diameters. Immersed bodies,
which represent coastline and anthropic structures, are depicted
in grey, while bathymetry is depicted in light blue.
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In both wind scenarios the time required to the oil spilled to reach
the coastline is short in terms of response. Therefore in the case of an
accidental oil spill in the bay, contingency plans can be very helpful
to avoid or reduce environmental and economic disasters.
7 CONCLUS IONS
In the present thesis we show a state-of-art oil spill model, able to
simulate oil spill events in harbour or coastal areas. We implement
the Nihoul’s model to simulate the transport and spreading of oil in
the form of thin-film; tars and particles are modelled as Lagrangian
phase of specific density and diameter. The short term weather-
ing processes, evaporation and emulsification, are parametrized by
means of well established literature models.
The implemented Nihoul’s model has been validated against lit-
erature results. We adopt a high order numerical scheme to treat
advective terms, in order to preserve accuracy. In particular we show
the better performance of the third-order numerical scheme SMART
compared to the second-order HLPA.
In the original Nihoul’s model Coriolis force was neglect, this as-
sumption was based on dimensional analysis, of the forces acting on
spreading process, in the frame of reference of the oil slick. We re-
view Nihoul’s analyses considering a non-inertial frame of reference
fixed to the Earth. Our analyses show that Coriolis force has a double
effect on oil spill fate: from one side it deviates oil slick trajectory; on
the other side it warps its shape.
We perform numerical simulations to evaluate the effect of Cori-
olis force on oil slick transport and spreading processes, systemati-
cally varying latitude, advection velocity, amount of oil spilled and
oil density. We observe that the increase of latitude produces a larger
side-transport and deformation of the slick. These features are also
noticed with the increase of transport velocity and thickness of the
oil slick. The latter, in turn, depends itself on oil density, the amount
of oil slick and the transport velocity, making the overall effect of
Coriolis force on oil spill transport not trivial.
Wind stress which drives horizontal transport of oil slick and tars
is provided by measured data. Moreover, we consider its reduction at
leeward and windward obstacles, such as ships, docks and breakwa-
ter, in order to take into account of the complex recirculation zones
which develop close to them.
The hydrodynamical field is solved using LES-COAST model, a
high definition numerical model, suitable for harbour and coastal ar-
eas. LES-COAST model is applied to investigated water circulation in
Panzano Bay under two different wind conditions: Bora wind (East-
north-east) and Libeccio (South-west).
In Bora wind scenario, wind stress is the main forcing which gov-
erns the water circulation in upper and lower layers. Elongated rolling
structures, aligned with wind direction, indicate the presence of verti-
cal motions, along the water column, and they are generated by wind
stress. This structures are visible only close to east coast where the
bathymetry is deeper; on the contrary near west-coastline the shallow
water inhibits vertical motions.
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In the second scenario water circulation is driven by Libeccio wind
and Isonzo river runoff. Vertical structures generated by wind stress,
observed in the Bora wind scenario, are restrained by stratification.
Finally the oil spill model is applied to simulate oil spill events in
real case scenarios in Barcelona harbour and in Panzano bay. In the
Barcelona harbour scenario we compare oil spill dynamics assuming
a flat coast and considering the actual height of the buildings; we
observe that the latter is important in order to have realistic spreading
times and prepare contingency plans.
In Panzano bay we simulate two oil spill events in the Bora e Libec-
cio wind scenarios; we considered three kinds of oils that behave in
different ways after they are released: gasoline spreads as a thin-film,
Amna-Amal forms tars, and heavy particles rapidly sink in the water
column. Oil-film and tars are transported by wind and currents; they
reach the coastline in two hours, in the Bora wind scenario, and in
five hours in the Libeccio case.
In both wind scenarios, the short time required to the oil to im-
pact the coastline shows how the preparation of contingency plans is
necessary to reduce or avoid environmental and economic disasters
following an oil spill event.
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