Introduction
The problem of model and variable selection is pervasive in statistical practice. For example, it is central for the development of clinical prediction models (Steyerberg, 2009 ). For illustration, consider the famous GUSTO-I trial, which was a large randomised study for comparison of four different treatments in over 40 000 acute myocardial infarction patients (Lee et al., 1995) . We consider a publicly available subgroup from the Western region of the USA with n = 2188 patients and prognosis of the binary endpoint 30-day survival (Steyerberg, 2009) . In order to develop a clinical prediction model for this endpoint, we focus our analysis on the assessment of the effects of 17 covariates listed in Table 1 in a logistic regression model. Our interest is both in identifying good predictors and obtaining reliable out-of-sample predictions.
There is now a large literature on automatic and objective Bayesian model selection, which unburden the statistician from eliciting manually the parameter priors for all models in the absence of substantive prior information (see e. g. Berger and Pericchi, 2001 ). This is also the situation we assume for the GUSTO-I data set. However, such objective Bayesian methodology is currently limited to the linear model (e. g. Bayarri, Berger, Forte, and García-Donato, 2012) , where the g-prior on the regression coefficients is the standard choice (Liang, Paulo, Molina, Clyde, and Berger, 2008) . For non-Gaussian regression, there are computational and conceptual problems and one solution to this are test-based Bayes factors (Johnson, 2005) , which we introduce now briefly. Consider a classical scenario with a null model nested within a more general alternative model. Traditionally, the use of Bayes factors requires the specification of proper prior distributions on all unknown model parameters of the alternative model, which are not shared by the null model. In contrast, Johnson (2005) factors using the distribution of a suitable test statistic under the null and alternative models, effectively replacing the data with the test statistic. This approach eliminates the necessity to define prior distributions on model parameters and leads to simple closed-form expressions for χ 2 -, F-, t-and z-statistics.
The Johnson (2005) approach is extended in Johnson (2008) to the likelihood ratio test statistic and thus, if applied to generalized linear regression models (GLMs), to the deviance statistic (Nelder and Wedderburn, 1972) . This is explored further in Hu and Johnson (2009) , where Markov chain Monte Carlo (MCMC) is used to develop a Bayesian variable selection algorithm for logistic regression. However, estimation of the factor g in the implicit g-prior and estimation of the regression coefficients is not discussed. We fill this gap and extend the work by Hu and Johnson (2009) , combining g-prior methodology for the linear model with Bayesian model selection based on the deviance. This enables us to apply empirical (George and Foster, 2000) and fully
Bayesian (Cui and George, 2008) approaches for estimating the hyperparameter g to GLMs. By linking g-priors to the theory on shrinkage estimates of regression coeffi-cients in GLMs (Copas, 1983 (Copas, , 1997 , we finally obtain a unified framework for objective
Bayesian model selection and parameter inference in GLMs. In addition, we show that Bayesian model selection with the deviance statistic can also be done in the Cox model for survival data.
The paper is structured as follows. In Section 2, we review the g-prior in the linear and generalized linear model, and show that this prior choice is implicit in the application of test-based Bayes factors computed from the deviance statistic. We extend the approach to the Cox model, where traditional Bayesian approaches to parameter estimation and model selection are hampered by the unavailability of a true likelihood function. In Section 3, we describe how the hyperparameter g influences model selection and parameter inference, and introduce empirical and fully Bayes inference for it. Using empirical Bayes to estimate g, we are able to analytically quantify the accuracy of test-based Bayes factors in the linear model. Connections to the literature on minimum Bayes factors and shrinkage of regression coefficients are outlined. In Section 4, we discuss important issues for application of the methodology: variable and function selection, objective model prior specification and different ways to select or average the models. In Section 5, we apply the methodology in order to build a logistic regression model for predicting 30-day survival in the GUSTO-I trial, and compare our methodology with selected alternatives in a bootstrap study. Moreover,
we consider variable and function selection in Cox regression for the survival times of primary biliary cirrhosis patients. In Section 6 we summarize our findings and sketch possible extensions.
Objective Bayesian model selection in regression
Consider a generic regression model M with linear predictor η = α + x β, from which we assume that the outcome y = (y 1 , . . . , y n ) was generated. We collect the intercept α, the regression coefficients vector β and possible additional parameters (e. g. the residual variance in a linear model) in θ ∈ Θ. Specific candidate models M j , j ∈ J , differ with respect to the content and the dimension of the covariate vector x, so each model M j defines its own likelihood function p(y | θ j , M j ).
Through optimizing this likelihood, we obtain the maximum likelihood estimate (MLE)θ j of θ j . For Bayesian inference a prior distribution with density p(θ j | M j ) is assigned to the parameter vector θ j to obtain the posterior density p(
. This forms the basis to compute the posterior mean E(θ j | y, M j ) and other suitable chacteristics of the posterior distribution.
The importance of the parameter prior p(θ j | M j ) for model selection is immediate in the marginal likelihood
This quantity is the key ingredient to transform prior model probabilities Pr(M j ), j ∈ J , to posterior model probabilities
In the second line, the usual (data-based) Bayes factor
from the first line. Improper priors can only be used for parameters that are common to all models (e. g. here the intercept α), because only then the indeterminate normalising constant cancels in the posterior model probabilities (1).
In this paper, we propose to use a specific class of prior distributions p(θ j | M j ) for the model parameters, commonly used in model selection problems. The prior induces shrinkage of β, in the sense that the posterior mean is a shrunken version of the MLE towards the prior mean. Furthermore, it is an automatic prior, which means that it does not require specification of subjective prior information. Note that also for the prior probabilities p(M j ) on the model space an objective prior will be used, see Section 4.2. We will now proceed to review the specific class of prior distributions for the model parameters, namely the g-priors.
Zellner's g-prior and generalizations
We start with the original formulation of Zellner's g-prior for the Gaussian linear model in Section 2.1.1 and extend this to GLMs in Section 2.1.2.
Gaussian linear model
Consider the Gaussian linear model M j with intercept α, regression coefficients vector β j and variance σ 2 , and collect all parameters in θ j = (α, β j , σ 2 ). The likelihood obtained from n observations is
where N(x | µ, σ 2 ) denotes the univariate Gaussian density with mean µ and variance σ 2 , and x ij = (x i1 , . . . , x id j ) is the covariate vector for observation i = 1, . . . , n. Using the n × d j full rank design matrix X j = (x 1j , . . . , x nj ) , we can rewrite this as a multivariate normal density
with 1 n and I n denoting the all-ones vector and identity matrix of dimension n, respectively. We assume that the covariates have been centered around 0, such that
Zellner's g-prior (Zellner, 1986 ) fixes a constant g > 0 and specifies the Gaussian prior
for the regression coefficients β j , conditional on σ 2 . This can be interpreted as the posterior of the regression coefficients, if a locally uniform prior for β j is combined with an imaginary sample y 0 = 0 n from the Gaussian linear model (2) with the same design matrix X j but scaled residual variance gσ 2 rather than σ 2 . This prior on β j is usually combined with an improper reference prior on the intercept α and the residual variance σ 2 (Liang et al., 2008) : p(α, σ 2 ) ∝ σ −2 . The posterior distribution of (α, β j ) is then a multivariate t distribution, with posterior mean and mode of β j given by
This means that the MLEβ j , the ordinary least squares (OLS) estimate, is shrunk towards the prior mean zero. The shrinkage factor t = g/(g + 1) scales the MLE to obtain the posterior mean (4). In other words, the posterior mean is a weighted average of the MLE and the prior mean with weights proportional to the sample size n and the term n/g, respectively. Thus, n/g can be interpreted as the prior sample size, or 1/g as the relative prior sample size. The question of how to choose or estimate g will be addressed in Section 3.
One advantage of Zellner's g-prior is that the marginal likelihood, or equivalently the (data-based) Bayes factor versus the null model M 0 : β j = 0, has a simple closed form expression in terms of the coefficient of determination R 2 j of model M j (Liang et al., 2008) :
Note that R 2 j is a function of the F-statistic F j , the sample size n and the degrees of freedom d j , which suggests that similar expressions can be derived for GLMs. This conjecture will be confirmed in Section 2.2.
Generalized linear model
Now consider a GLM M j with linear predictor η ij = α + x ij β j , mean µ ij = h(η ij ) obtained with the response function h(η), and variance function v(µ). The direct extension of the standard g-prior in the Gaussian linear model is then the generalized g-prior (Sabanés Bové and Held, 2011a) 
where W is a diagonal matrix with weights for the observations (e. g. the binomial sample sizes for logistic regression). Here the appropriate centering of the covariates is X j W1 n = 0 d j . As in Section 2.1.1, we specify an improper uniform prior p(α) ∝ 1 for the intercept α. The constant c = v{h(α)}h (α) −2 (Copas, 1983; Sabanés Bové and Held, 2011a) in (6) corresponds to the variance σ 2 in the standard g-prior (3), which could also be formulated for general linear models with a non-unit weight matrix W.
It preserves the interpretation of n/g as the prior sample size. Note that Sabanés Bové and Held (2011a) recommend to use α = 0 as default, but considerable improvements in accuracy can be obtained by using the MLEα of α under the null model, see Section 5.1 for details.
The connection between (3) and (6) 
Hence (3) can be written as
In the GLM, I(α, β j ) depends on the parameters and is not necessarily block-diagonal. However, if we evaluate it at the prior mean (6) and (7) are equivalent, see Copas (1983, section 8) for details. Departures from the assumption β j = 0 d j are also discussed in Copas (1983) . In contrast to Gaussian linear models, the marginal likelihood in GLMs does no longer have a closed form expression. For its computation, one has to resort to numerical approximations, e. g. a Laplace approximation. This requires a Gaussian approximation of the posterior p(α, β j | y, M j ), which can be obtained with the Bayesian iteratively weighted least squares algorithm. See Sabanés Bové and Held (2011a, section 3.1) for more details.
Test-based Bayes factors
Based on the asymptotic distribution of the deviance statistic in Section 2.2.1, we connect the resulting test-based Bayes factors with the g-prior in Section 2.2.2 and discuss the advantages over data-based Bayes factors in Section 2.2.3. Finally we show in Section 2.2.4 that we can extend the methodology also to the Cox model.
Asymptotic distributions of the deviance statistic
Consider the frequentist approach to model selection, where test statistics are used to assess the evidence against the null hypothesis H 0 : β j = 0 in a specific GLM M j . This null hypothesis restriction corresponds to the null model M 0 without any covariates, so the linear predictor contains just the intercept α. A popular choice is the deviance (or likelihood ratio test) statistic
Then we have the well-known result that in the case that the null hypothesis is true, 
, so the size of the true regression coefficients is scaled with 1/ √ n, thus gets smaller with increasing number of observations n. This is the case of practical interest, because for larger β j , it would be trivial to differentiate between H 0 and H n 1 , and for smaller β j , it would be too difficult (Johnson, 2005, p. 691) . In this setup, the distribution of the deviance converges for
where λ j = β j I β j ,β j β j is the non-centrality parameter. Here I β j ,β j denotes the expected Fisher information for β j in model M j , evaluated at β j = 0. See Appendix A for a proof of this.
Defining the test-based Bayes factor
We now specify the generalized g-prior (7) for β j in the alternative model M j with g fixed. For the non-centrality parameter λ j = β j I β j ,β j β j , this corresponds to the prior λ j ∼ G(d j /2, 1/(2g)) (see also Appendix A). From above we have the approximate Johnson (2008, theorem 2) shows that the implied approximate marginal distribution of z j is again a gamma distribution,
which gives the the approximate "marginal likelihood" p approx (z j | M j ) of model M j in terms of the deviance statistic z j . Furthermore, we have the approximate "marginal
With these prerequisites, we can derive the test-based Bayes factor (TBF) (Johnson, 2008) 
of model M j versus model M 0 for fixed g. TBF j,0 approximates the data-based Bayes factor
It is instructive to compare the TBF (9) with the DBF (5) in the linear model, where the latter one is analytically available. Here we have z j = −n log(1 − R 2 j ) and with t = g/(g + 1) we obtain
On the other hand, if g is large and R 2 j relatively small, we can replace the term
in the corresponding DBF (5) with (g + 1)(1 − R 2 j ), and the DBF simplifies to
which is equal to the TBF (10) if t n = n − 1, i. e. g = n − 1. However, the term R 2 in (5) has been dropped so -without this approximation -we would expect the TBFs to be larger than the DBFs. We note that a similar comparison between data-based and test-based Bayes factors has been made by Johnson (2008, section 3.2) for TBFs based on the F-statistic. In Section 3.2 we provide a more detailed comparison of DBFs and TBFs in the case where g is not fixed but estimated via empirical Bayes.
Advantages of the test-based Bayes factor
Hu and Johnson (2009) e. g. inclusion probabilities, which are easy to interpret and are required to compute the median probability model (Barbieri and Berger, 2004) , see Section 4.3 for more details.
The TBF has strong computational advantages over the DBF. First of all, it has a closed form in terms of the deviance statistic z j , the prior variance factor g and the model dimension d j . In contrast, the DBF does not have a closed form and thus needs to be approximated by numerical means, e. g. the Laplace approximation. The TBF formula (9) will allow us in Section 3 to study in detail the influence of g on shrinkage and model selection and to derive estimation procedures.
Furthermore, the TBF can be computed much more easily than the DBF, because it only requires the deviance statistic z j , which can by calculated by standard GLM fitting software. No computation of the expected Fisher information I β j ,β j = c −1 X j W X j is required, as it is only implicitly used in the prior formulation. In contrast, the DBF, found using the Bayesian iteratively weighted least squares algorithm, does require the calculation of the inverse of I β j ,β j . The computational advantages of TBFs over DBFs increase further when g is treated as unknown, see Section 3.
Extension to the Cox model
In the following we sketch that the TBF approach is also applicable in the Cox proportional hazards model. First note that there is no intercept α in the partial likelihood of the Cox model, see for example Collett (2003) . Banerjee (2005) shows that under the local alternative asymptotic framework from Section 2.2.1, the deviance (or partial likelihood ratio test) statistic in this special semiparametric model also follows a non-central chi-squared distribution with non-centrality parameter λ j = β j I β j ,β j β j , where I β j ,β j is the efficient Fisher information matrix evaluated at the null values. It was shown earlier (Murphy and van der Vaart, 2000) that under the null hypothesis, the deviance statistic follows approximately a central chi-squared distribution with d j degrees of freedom. Since these asymptotic distributions have the same form as in the GLM case, the TBF formula can be used exactly in the same way for the Cox proportional hazards model. While the efficient Fisher information matrix, a generalization of the expected Fisher information to semiparametric models (Murphy and van der Vaart, 2000, p. 452) , has a complicated analytic representation, it does not appear in the computations because it vanishes due to the assumption of the generalized g-prior (7).
Calibrating the g-prior
How does the prior variance factor g in the generalized g-prior (7) influence posterior inference? We will look at the implications on shrinkage and model selection in Section 3.1, and estimate g from the data using empirical Bayes (Section 3.2) and fully Bayes (Section 3.3) procedures.
The role of g for shrinkage and model selection
We first look at the role of g for shrinkage in a GLM, following the arguments by Copas (1983) . It is well-known from standard GLM theory that the MLEθ j = (α,β j ) follows asymptotically a normal distribution with mean θ j and covariance matrix equal to the inverse expected Fisher information I(α, β j ) −1 , evaluated at the true values α and β j . As in Copas (1983) we replace β j with its prior mean 0 d j , i. e. we assume that the asymptotic inverse covariance matrix ofθ j is I(α,
Note thatα andβ j are now uncorrelated, because we have centered the covariate vectors such that X j W1 n = 0 d j . Combining this Gaussian "likelihood" of θ j with the generalized g-prior
gives the posterior distribution
Here t = g/(g + 1) is the same shrinkage factor forβ j as in the Gaussian linear model from Section 2.1.1.
The above assumption that the covariance matrix of the MLE is the inverse expected Fisher information I(α, 0 d j ) −1 enables us to derive a simple form of the posterior distribution. In practice, we use the corresponding sub-matrices of the observed Fisher information matrix evaluated at the MLE, easily available from fitting a standard GLM,
and (11) holds only approximately. Nevertheless, we can still interpret g as the approximate ratio between the data sample size and the prior sample size. A smaller g leads to a smaller t and thus to stronger shrinkage of the β j posterior to 0 d j . In contrast, a larger value for g leads to t being closer to 1 and thus to weaker shrinkage. Also note that the approximate posterior covariance matrix for β j is shrunk by the shrinkage factor t compared to the frequentist covariance matrix. In Section 5.1.2 we provide an empirical comparison of the true shrinkage under the generalized g-prior and the theoretical shrinkage g/(g + 1). In order to understand the role of g for model selection, consider the TBF formula (9) and the limiting case of g → 0. Then the generalized g-prior converges to a point mass at β j = 0 d j , and thus M j collapses to the null model M 0 . Consequently TBF j,0 → 1, because both models are equal descriptions of the data in the limit. On the other extreme, the case g → ∞ corresponds to an increasingly vague prior on β j . As is well known, arbitrarily inflating the prior variance of parameters that are not common to all models is not a safe strategy. Here we see immediately from (9) that TBF j,0 → 0 in this case. This means that no matter how well the model M j fits the data compared to the null model M 0 , the latter is preferred if g is chosen large enough. This is an example of Lindley's paradox (Lindley, 1957) .
In between these two extremes, quite a few fixed values for g have been recommended. The choice of g = n corresponds to the unit information prior (Kass and Wasserman, 1995) , where the relative prior sample size is 1/n. For large n, the TBF is asymptotically (n → ∞) equivalent to the Bayesian Information Criterion (BIC) and the corresponding approximation of the Bayes factor (Johnson, 2008, p. 358 Foster and George (1994) , which sets g = d 2 j , and the Benchmark prior by Fernández, Ley, and Steel (2001) , where g = max{n, d 2 j }.
Estimating g via empirical Bayes
The empirical Bayes (EB) approach (George and Foster, 2000) avoids arbitrary choices of g which may be at odds with the data. The local EB approach, discussed in Section 3.2.1, retains computational simplicity in comparison to the global EB approach, which we will describe in Section 3.2.3. The local EB approach allows for an analytic comparison of TBFs and DBFs in the linear model, as derived in Section 3.2.2.
Local empirical Bayes
Consider one specific model M j . If we choose g such that (9) is maximized, we obtain the estimateĝ
This is a a local EB estimate because the prior parameter g is seperately optimized in and Foster, 2000) . Using these values of g, the evidence in favour of the alternative hypothesis H 1 is maximized. This has the disadvantage that the resulting maximum
obtained by plugging in (12) into (9), are not consistent if the null model is true (Johnson, 2008, p. 355) , i. e. Pr(M 0 | y) → 1 if M 0 is true for n → ∞. This is clear from above because (13) will always be larger than 1, instead of converging to 0, which is necessary for consistent accumulation of evidence in favour of the null model.
However, the corresponding shrinkage factorŝ
are exactly the same as proposed by Copas (1997, p. 176 ) for out-of-sample prediction.
He developed this formula specifically for logistic regression, by generalizing the formula for linear models. See also van Houwelingen and Le Cessie (1990, p. 1322) for another justification of this widely-used shrinkage factor.
There is a close connection between maximum TBFs (13) and minimum Bayes factors, which are used to transform P-values into lower bounds on the Bayes factor of the null versus the alternative model. Just as TBFs, these methods usually consider the value of a test statistic as the data and transform this to (minimum) Bayes factors, thus quantifying the maximum evidence against a point null hypothesis. Key references are Edwards, Lindman, and Savage (1963) , Berger and Sellke (1987) , Goodman (1999) and Sellke, Bayarri, and Berger (2001) . As noted by Held (2010) , depending on the degrees of freedom d j , the maximum TBF (13) turns out to be equivalent to certain minimum Bayes factors (see Appendix B for proofs): (Edwards et al., 1963, p. 234 ).
The maximum TBF also has close connections to the Bayesian Local Information Criterion (BLIC) proposed by Hjort and Claeskens (2003, section 9 .2). The only difference is that in the BLIC the deviance statistic is replaced by the squared Wald statistic for testing β j = 0. However, the squared Wald statistic shares the same non-central chisquared distribution as the deviance statistic in the local asymptotic framework under the alternative model. Hence, the BLIC could be considered as a possibly even more computationally convenient approximation of the TBF in the sense of Lawless and Singhal (1978) who propose to replace the deviance statistic with the squared Wald statistic for model selection purposes. This comes at the price of losing the coherence of the TBF for nested models described in Section 2.2.3.
Comparison with data-based Bayes factors
It is interesting to continue the comparison of DBFs and TBFs in the linear model from Section 2.2.2, if the hyperparameter g is estimated with local empirical Bayes. For the DBFs (5), the local EB estimate of g isĝ = max F j − 1, 0 where
is the usual F-statistic for testing β = 0, see, e.g. Liang et al. (2008, equation (9)). Pluggingĝ into (5) gives
A comparison of (15) with (13) allows us to quantify the accuracy of mTBFs in the Gaussian linear model. In order to express (15) in terms of the deviance z j , we note that 1 − R 2 j = exp(−z j /n) and use a second-order Taylor approximation for R 2 j in the first term of (15):
where we have used the first-order approximation log(1 − x) ≈ −x both for x = d j /(n − 1) and for x = z j /(2n) and have replaced n − 1 with n, where suitable. Comparing equation (16) with (13) reveals, that the error ∆ = log mTBF j,0 − log mDBF j,0 can be approximated by
This is an interesting result. First, ∆ is non-negative, which confirms the conjecture from Section (2.2.2) that the TBFs tend to be larger than the corresponding DBFs, at least when g is estimated by empirical Bayes. Second, the error is approximately linear in the deviance z j and inversely related to the sample size n. However, for fixed R 2 the deviance z j grows linearly with n which shows that the error ∆ is approximately independent of the sample size. Finally, this formula suggests a simple bias-correction of mTBFs in GLMs, by multiplying (13) with exp(− ∆), which we will apply in Section 5.1.1. We note that the approximation (17) is fairly accurate as long as z j /n is not too large, say z j /n < 1. For illustration, Figure 1 compares the exact error ∆ of log TBFs with the approximation (17) for n = 1000 and z j between 10 and 1000.
Global empirical Bayes
An alternative EB approach is to maximize the weighted sum of the TBFs with weights equal to the prior model probabilities, i. e. to maximize
with respect to g. The resulting estimateĝ GEB parallels the global EB estimate (Liang et al., 2008 , section 2.4) based on DBFs and needs to be computed by numerical optimization of (18). It was investigated by George and Foster (2000) for the Gaussian linear model. Calculatingĝ GEB is more costly than calculating the model-specificĝ LEB , and is even infeasible when |J | is very large. In this case one could first perform a stochastic model search (see Section 4.3) and then restrict the sum in (18) to the setĴ of models visited. The stochastic model search could be based on the local EB estimates, say, and the resulting posterior model probabilities are then "corrected" by the global EB estimate.
Full Bayes estimation of g
EB approaches ignore the uncertainty of the estimatesĝ LEB andĝ GEB , respectively.
As a valuable alternative, we will now discuss fully Bayesian estimation of g, using a continuous hyperprior for g. Thus, we obtain continuous mixtures of generalized g-priors, which we call generalized hyper-g priors (Sabanés Bové and Held, 2011a ).
Mixtures of g-priors for model selection in the linear model were studied by Liang et al. (2008) .
Priors for g
In order to retain a closed form for the marginal likelihood of the model M j , the prior for g must be conjugate to the (approximate) "likelihood"
obtained from (8). From this we see that an inverse-gamma prior IG(a, b) on g + 1, truncated appropriately to the range (1, ∞), is conjugate (Cui and George, 2008, p. 891) .
The corresponding prior density function on g is
where M(a, b) = b a { b 0 u a−1 exp(−u) du} −1 is the normalising constant. We denote this incomplete inverse-gamma distribution as g ∼ IncIG(a, b). The model-specific posterior density then is
Hence the marginal likelihood of model M j is
and dividing this with p approx (z j | M 0 ) finally yields
One analytic characteristic of the resulting model-specific posterior is the mode for the shrinkage factor t,
If the prior for g is not conjugate, the required integration of (8),
can be performed by one-dimensional numerical integration. Two examples of non-conjugate hyperpriors on g which are used in the Gaussian linear model are the Zellner and Siow (1980) prior
and the hyper-g/n prior proposed by Liang et al. (2008) g/n g/n + 1 ∼ U(0, 1).
Both priors give considerable probability mass to g values proportional to n: The mode for the Zellner-Siow prior is n/3, and the median for the hyper-g/n prior is n.
Choice of hyperparameters
The next question is then how to choose the hyperparameters a, b of the conjugate prior (19). Cui and George (2008) recommend a = 1 and b = 0, which leads to
i. e. a uniform prior on the shrinkage factor t. This is the hyper-g prior by Liang et al. (2008) , a proper prior with normalising constant defined as the limit lim b→0 M(a, b) = a. The model-specific posterior mode (21) of t now equals the local EB estimatet LEB in (14) as it should, since we have used the uniform prior (24) on t. Moreover, the marginal posterior mode of t, taking into account all models, will equal the global EB estimatet GEB =ĝ GEB /(ĝ GEB + 1). This indicates that using a hyper-g prior will lead to similar results as the EB methods.
Another choice of a, b can be motivated by the Zellner-Siow (ZS) prior (22). We can approximate the ZS prior by g ∼ IncIG(a = 1/2, b = (n + 3)/2), which matches the mode at g = n/3. We call this the ZS adapted prior. For the model-specific posterior mode of t we obtain Mod(
, which is always larger thant LEB in (14) and thus corresponds to weaker shrinkage of the regression coefficients.
The ZS prior and our adaptation depends on the sample size n, which leads to consistent model selection, even if the null model is true. Indeed, Johnson (2008) shows that for g = O(n) the TBF is consistent, because then the covariance matrix of the generalized g-prior (6) is O(1) and prevents the alternative model from collapsing with the null model. Here we have prior mode n/3, which fulfils this condition.
By contrast, the hyper-g prior (24) has its median at 1, which clearly does not fulfil the condition. Moreover, the model-specific posterior mode under the hyper-g prior equals the local EB estimate, which we have discussed in Section 3.2 to be inconsistent in case that the null model is true. The hyper-g/n prior (23) corrects this by scaling the prior to have median n. However, these priors lead to weaker shrinkage than the local EB approach or the hyper-g prior. Stronger shrinkage is in general advantageous for prediction.
For Cox proportional hazards models, Volinsky and Raftery (2000) note that there are only as many terms in the partial likelihood as there are uncensored observations, say n obs . This is also the rate of growth of the efficient Fisher information matrix.
Therefore Volinsky and Raftery (2000) propose a modified BIC which replaces the number of observations (n) with the number of uncensored observations (n obs ). This corresponds to another implicit prior on the parameters: instead of an "overall" unit information prior, it implicitly assumes an "uncensored" unit information prior. They go on to show that the revised BIC yields better results in an application. As the consistency results of Johnson (2008) rely on the fact that the prior covariance for β j in the g-prior (7) stays asymptotically constant, we suggest to use n obs instead of n for the model selection in the Cox model based on the ZS (adapted) priors and the hyperg/n prior. Hence we obtain a hyper-g/n obs prior. See Section 5.2 for an illustrating application.
Posterior parameter estimation
For a given GLM M j with deviance statistic z j , we would like to estimate the posterior distribution of its parameters θ j . We do this by sampling from an approximation of the posterior distribution
where we replace the data-based posterior p(g | y, M j ) with the test-based posterior p(g | z j , M j ) to retain computational simplicity. If a conjugate incomplete inverse-gamma prior distribution is specified for g, we first need to sample from its model-specific (test-based) posterior (20). Sampling from an IncIG(a, b) distribution (19) is easy using inverse sampling via its quantile function
which is given in terms of the quantile and cumulative distribution functions of the IG(a, 1) distribution. If a non-conjugate prior is specified for g, then numerical methods can be used to sample from p(g | z j , M j ). Specifically, we approximate the log posterior density using a linear interpolation, which is a byproduct of the numerical integration to obtain the marginal likelihood of the model M j .
In the second step, we sample the actual model parameters θ j from their approximate posterior (11) given the sample for g. We use the observed Fisher information matrix, invert the corresponding sub-matrices forα andβ j and scale the latter one with t = g/(g + 1). The MLEβ j is also multipled with t to obtain the appropriate mean of the conditional Gaussian distribution (11).
Note that this procedure has to be suitably modified to compute survival probabilit-
ies from a Cox model. In particular, first the Aalen-Breslow estimate of the cumulative baseline hazard has to be extracted. The log hazard ratiosβ j are shrunken as above and combined with cumulative baseline hazard estimate to obtain predicted survival curves, see for example van Houwelingen (2000).
Implementation Issues
In this section we discuss some important implementation issues, which arise in the applications discussed in Section 5.
Variable and function selection
Model selection is often performed with two goals: variable and function selection.
In the Bayesian framework, variable selection is the task of assessing the importance of a set of independent variables (covariates) by computing posterior probabilities of their inclusion in the regression model. Starting with p covariates x k , k = 1, . . . , p, we consider different models M j with means µ ij = α + x ij β j . The models differ in the definition of the design vectors x ij , which are subvectors of the full design vectors
. . , x ip ) comprising all p covariates. Define the binary indicator γ jk , which is 1 if the covariate x k is contained in the model M j and 0 otherwise. Then based on all posterior model probabilities p(M j | y), the posterior variable inclusion probabilities
can be computed. (2014) based on a mixed model formulation combined with a suitably generalized g-prior.
Model prior
In the absence of subjective prior information on the importance of covariates, we use the following model prior for variable selection. Assume that the binary variable inclusion indicators γ jk are independent and identically Bernoulli distributed with probability π for inclusion. If we denote the number of covariates included in model M j
. Assigning a uniform prior π ∼ U(0, 1) leads to prior inclusion probabilities of 1/2 and a marginal uniform prior on d j . This is a commonly used objective prior assumption (Geisser, 1984) . However, the separate indicators γ jk are dependent after integrating out π, so this prior is multiplicity-corrected (Scott and Berger, 2010) . The prior can be easily extended to function selection with fractional polynomials such that the prior probability of a linear effect is 1/4, the probability of a non-linear effect is 1/4, and the probability of no inclusion remains 1/2. See Sabanés Bové and Held (2011b) for more details.
Model selection for prediction
Exact computation of the posterior probability of any model M j via (1) requires the computation of all unnormalised model probabilities DBF j,0 p(M j ) or TBF j,0 p(M j ) in the model space J . This "exhaustive" evaluation of the model space is only possible for applications with a relatively small number p of covariates, because the number of models in J grows with 2 p for variable selection, and even faster for combined variable and function selection. As an alternative, stochastic search algorithms have been developed. Such algorithms are basically MCMC samplers on the model space.
Instead of waiting until convergence of the Markov chain, one uses a relatively small number of samples of models to constitute a setĴ of promising models. Normalisation of model probabilities, computation of posterior variable inclusion probabilities, etc. is then based onĴ instead of J . If necessary, we use the stochastic search algorithm described in Sabanés Bové and Held (2011b) .
When aiming for good predictions, the question is how to proceed from the full set of models J or a promising subsetĴ . If a single model is required, then the MAP model, i. e. the model with the highest posterior model probability, is the traditional choice. However, there are alternatives which take more than just one model into account. The median probability model (MPM) was defined by Barbieri and Berger (2004) for the variable selection problem as the model comprising exactly those covariates which have inclusion probabilities greater than or equal to 50%. In the linear model, the MPM has attractive theoretical properties if the covariates can be assumed to come from some distribution, and minimizing the expected predictive squared error loss also with respect to this covariate distribution is the goal. When the covariates can instead be considered fixed, Bayesian model averaging (BMA) should be used, because it minimizes the predictive squared error loss (Barbieri and Berger, 2004) . In contrast to "within-model-shrinkage" as discussed in Section 3.1, BMA induces "between-modelshrinkage", which is covariate-specific as it depends on whether or not the covariate is included in the models considered and the corresponding posterior model probabilities. To make BMA feasible, often the set of models over which to average is reduced, and in applications we take a fixed number of models (In Section 5.1.3 we use the best 8 000 models).
Applications
We investigate the performance of TBFs with variable selection in logistic regression in Section 5.1. Section 5.2 describes an application of TBFs to variable and function selection in the Cox model. Note that the TBF methodology is implemented in the efficient R-package "glmBfp" available from R-Forge. 1
Prognostic modelling of 30-day survival
We consider data on 30-day survival from the GUSTO-I trial data as introduced in Section 1.
Variable selection
As there are p = 17 explanatory variables in this data set, there are |J | = 2 17 = 131 072 different models to be considered for variable selection. This is still a manageable size and we can evaluate all models easily with TBFs (relative to the null model) within a few minutes. We consider 4 approaches to estimate g: local EB, the hyper-g prior, the hyper-g/n prior and the ZS adapted prior. Numerical computation of the corresponding DBFs (Sabanés Bové and Held, 2011a) is -depending on the method to estimate g -between 11 (local EB) and 50 (ZS adapted prior) times slower and requires explicit specification of the g-prior (6), including the constant c = v{h(α)}h (α) −2 . As α is unknown, we fix it at the MLEα obtained from the null model. We will use this example to quantify the quality of the approximation of DBFs by TBFs.
On average, the log TBFs tend to be slightly larger than the log DBFs with mean difference between 0.28 (hyper-g) and 0.37 (ZS adapted). The standard deviations of the errors vary between 0.47 (hyper-g/n) and 0.70 (hyper-g). With the exception of 12
TBFs calculated with the EB approach, the absolute errors are always smaller than 2 for all 4 methods and all 131 072 Bayes factors.
Under empirical Bayes, the mean error of the log TBFs turns out to be 0.32. Application of the bias-correction (17) reduces this to 0.11. The alternative correction with the (in the linear model) "exact" error ∆ reduces the mean error only slightly further to 0.10. This indicates that it might be worthwhile to develop similar bias-corrections for the full Bayesian approaches to estimate g. In the following we will use the uncorrected local EB TBFs to facilitate the comparison with the other approaches, where no bias-corrections are available.
In Figure 2 , we plot the error (log TBF − log DBF) against log DBF using the 4 different methods to estimate g. To reduce the size of the figures, we only show a random sample of 10 000 Bayes factors. We can see that the log DBFs vary between 0 and 106.7 (for local EB), −0.7 and 103.5 (hyper-g), −6.8 and 102.9 (hyper-g/n) and −14.1 and 97.3 (under the ZS adapted prior). Note that, by definition, the local EB x 2 excluded and x 3 included is around 1 whereas the error of the log TBFs with x 2 included and x 3 excluded is negative, although the corresponding DBFs tend to be larger. Thus, in this case the error does not seem to increase in a monotone fashion with the DBFs.
Following the good agreement of TBFs and DBFs, the corresponding posterior variable inclusion probabilities (under the multiplicity-corrected model prior from Section 4.2) are also very similar, see Figure 3 . The two neighbouring bars have almost the same height for all covariates and in all settings. The only exception is the variable Weight (x 10 ), where the difference is between 5 and 6 percentage points. However, there are substantial differences of the inclusion probabilities obtained with the different methods to estimate g. As in the linear model (Liang et al., 2008) , the ZS adapted prior, favouring large values of g, leads to more parsimonous models than the other three approaches. For example, the local EB median probablity model (MPM) under the TBF approach includes the eight variables x 1 , x 2 , x 3 , x 5 , x 6 , x 8 , x 10 , x 16 . Exactly the same model is selected under the hyper-g and the hyper-g/n prior whereas the MPM model under the ZS adapted prior drops the variables x 1 and x 10 and includes only the remaining six variables.
In Figure 4 , the posterior distributions of g are compared with the underlying con-x2 x3 x5 x16 x6 x8 x10 x1 x7 x11 x17 x14 x9 x15 x13 x4 x12 jugate prior distributions (ZS adapted and hyper-g) and local as well as global EB estimates of g. The posterior distributions are based on all models and computed using the identity
We clearly see the difference between the two priors resulting from the different hyperparameter choices. The BIC choice g = n is not supported by the data, as all estimates are far below this value. The local EB estimates of g tend to be relatively small, as well as the posterior mode of g under the hyper-g prior and the global EB estimate. The posterior mode of g under the ZS adapted prior is larger. 
Shrinkage of coefficients
We now consider the MPM model identified in the previous section with either the local EB, hyper-g or hyper-g/n approach, which includes the eight variables x 1 , x 2 , x 3 , 
Bootstrap cross-validation
To quantify and compare the predictive performance of the TBF methods, we have performed a bootstrap cross-validation study using the area under the ROC curve (AUC, measures discrimination), the calibration slope (CS) (Cox, 1958, measures calibration) and the logarithmic score (LS) (measures both discrimination and calibration) as criteria. See Gneiting and Raftery (2007) for a theoretical and Steyerberg (2009) for a more practical review of methods to validate and compare probabilistic predictions. Both AUC and CS are 1 for perfect discrimination and calibration, respectively.
In practical applications they will be typically smaller than 1. The LS is defined as
, whereπ i is the predicted probability of death (y i = 1)
for the ith patient in the validation sample, i = 1, . . . , m. The LS is negatively oriented, i. e. the smaller, the better.
The apparent performance of the methods, i. e. using the original sample both for fitting and predicting, is well-known to be of little value for estimating the predictive performance for new data. Therefore we compute the out-of-sample performance of the methods by averaging AUC, CS and LS obtained from fitting the methods to each bootstrap sample (we use 1000) and computing the above scores on the remaining out-of-sample data, not included in the respective bootstrap sample. We compare our methods with a more traditional AIC-or BIC-based approach for (Bayesian) model selection and averaging based on posterior model probabilities proportional to exp(−AIC j /2) and exp(−BIC j /2), respectively, see for example Claeskens and Hjort (2008) . In addition, we apply a recently developed method for variable selection in generalized additive models to our setting (Marra and Wood, 2011, The results are shown in Table 2 . Considering first the logarithmic score as our overall criterion, we see that -for any of the four methods to estimate g based on TBFs -BMA is always better than MPM, and MPM is better than MAP, and this is also true for AUC. This is not surprising, given the theoretical advantage of BMA over single models concerning prediction. The empirical superiority of MPM over MAP
indicates, that the theoretical superiority of the MPM approach in the linear model may extend to GLMs. We note that the BMA is also superior in terms of calibration measured by CS, whereas there is no clear preference for either MAP or MPM in terms of CS. The local EB approach performs best overall, closely followed by hyper-g/n. We would have expected more similarities between local EB and hyper-g, which is worse than hyper-g/n. Compared to hyper-g, the ZS adapted approach is better in terms of calibration, but not better in terms of discrimination and slightly worse in terms of LS.
Considering the alternatives to the TBF approach, AIC-weighted model selection has a similar performance to hyper-g and ZS adapted, but is not as good as local EB or hyper-g/n. BIC-weighted model selection performs substantially worse, and so do the two stepwise procedures. Simply using the full model gives reasonable discrimination, but very poor calibration and so the LS is very poor. Among the alternative methods, the GLM selection according to Marra and Wood (2011) Table 2 -GUSTO-I data: Comparison of the predictive performance of variable selection, using bootstrap cross-validation of AUC, Calibration slope (CS) and Logarithmic score (LS).
Variable and function selection in Cox regression
To illustrate the applicability of the proposed methodology in Cox regression, we consider survival data provided by Therneau and Grambsch (2000) on primary biliary cirrhosis (PBC) patients, from which we use the n = 276 complete observations. There are n obs = 111 uncensored survival times. Table 3 contains a description of the variables in the data set. Figure 6 gives posterior variable inclusion probabilities based on the hyper-g/n obs prior, comparing pure variable selection with FP function selection, both computed with TBFs. All 10 continuous explanatory variables (x 2 and x 8 through x 16 ) have been treated as possibly non-linear allowing for FPs up to order 2. Pure variable selection has been done easily with an exhaustive analysis of all 2 17 models, while a stochastic search of length 1 000 000 has been used for FP function selection where the 100 000 best models have been stored.
It is interesting to see that the inclusion probabilities depend crucially on whether or not function selection is allowed for. For pure variable selection, the MPM model contains the eight variables x 8 , x 10 , x 11 , x 2 , x 16 , x 7 , x 17 and x 13 . However, the corresponding MPM model with the FP approach (which is now really a model average, not a single model) contains only x 8 , x 10 , x 2 and x 7 . The reasons for this is that the effect of one important predictor, serum bilirubin (x 8 ), is estimated to be highly non-linear. We note that the Cox approach with TBFs is around 1500 times faster than the alternative Poisson approximation with data-based BFs (Sabanés Bové and Held, 2013) . This is due to the huge blow-up of the pseudo Poisson data set (pseudo sample size is 37 155) required for the latter approach compared to the original data set (n = 276). However, the variable inclusion probabilities (not shown) are quite similar.
Discussion
In this paper we considered test-based Bayes factors derived from the deviance statistic for generalized linear and Cox models, and exposed the fact that the implicitly used prior on the regression coefficients is a generalized g-prior. As with the data-based Bayes factors, estimation of g is possible and recommended. Local EB estimation of g leads to posterior means of the regression coefficients that correspond to shrinkage estimates from the literature. Alternatively, full Bayes treatment of g is possible and leads to generalized hyper-g priors. The key advantages of using test-based BFs are computational efficiency and applicability to the Cox model.
In an empirical comparison, the TBFs have been shown to be in good agreement with the corresponding DBFs. We developed a bias-correction in the linear model under empirical Bayes which reduced the error further. It will be interesting to develop similar corrections for the fully Bayesian approaches. Another important area of theoretical research would be to investigate the conditions for optimality of the MPM model in GLMs.
TBFs are applicable in a wider context. For example, regression models for multicategorical data such as the proportional odds model or the multinomial logistic regression model return a deviance, so the TBF approach should be applicable in these settings. The same is true for CART models (Gravestock, 2014) and random effects models with fixed (known) random effects variances, where a (marginal) deviance is also available. This is important in our context, as it would allow us to combine spline-based Bayesian model and function selection (Sabanés Bové et al., 2014) with TBFs. However, the TBF approach does not extend directly to random effects models with unknown variances, where the null distribution of the restricted likelihood ratio statistic is complicated, see Crainiceanu, Ruppert, Claeskens, and Wand (2005) . In order to apply the TBF approach, we need in addition the asymptotic distribution under a sequence of local alternatives. More research on the asymptotic distribution of the deviance under the null and local alternatives would thus be needed for the successful application of the proposed test-based BFs to mixed models.
B. Proofs for Section 3.2
For ease of notation we drop the index j of the alternative model and simply denote the deviance with z, the associated degrees of freedom with d, while TBF denotes the corresponding TBF with respect to the null model.
For the bounds mentioned in Section 3.2 usually the minimum Bayes factor in favour of the null hypothesis is considered, which is mTBF −1 in our notation. Let the P-value be p = 1 − = q exp(−q 2 /2) √ e, which is the required result from Berger and Sellke (1987) .
2. Let d = 2 and z > d = 2. Due to F χ 2 (2) (z) = 1 − exp(−z/2), we have p = exp(−z/2) or z = −2 log(p), such that z > 2 is equivalent to p < 1/e. Moreover, mTBF −1 = (2/z) −1 exp (−(z − 2)/2) = −e p log(p), which is the required result from Sellke et al. (2001) .
3. The universal bound from Edwards et al. (1963) that we want to reach is exp(−q 2 /2), so we have to show that for d → ∞ and fixed P-value, the ratio of mTBF = exp(0) = 1, which proves the statement.
