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Abstrakt
V pra´ci je popsa´n princip synchronn´ı detekce (SD), ktery´ byl uplatneˇn prˇi meˇrˇen´ı
s biosenzory. Metoda SD umozˇnˇuje dosazˇen´ı vy´razneˇ lepsˇ´ıho pomeˇru signa´lu k sˇumu,
vysˇsˇ´ıho limitu detekce a celkove´ zlepsˇen´ı robustnosti meˇrˇen´ı. Uplatneˇn´ı SD prˇi
meˇrˇen´ı s biosenzory umozˇn´ı zlepsˇit analy´zu jeho odezvy a umozˇn´ı odstraneˇn´ı nezˇa´-
douc´ıch interferenc´ı nebo sˇumu˚, ktere´ mohou by´t zp˚usobeny naprˇ´ıklad mı´cha´n´ım
roztoku, elektromagneticky´mi vlivy nebo parazitn´ımi proudy. SD take´ umozˇnˇuje
rozlozˇit z´ıskany´ signa´l na odezvu stimulace a na dlouhodoby´ signa´l jine´ho procesu,
a da´le take´ identiﬁkovat jevy druhe´ho rˇa´du.
Pro identiﬁkaci stimulacˇn´ıho signa´lu ve vy´stupn´ım signa´lu meˇrˇen´ı byl na za´kladeˇ
linea´rn´ıho statisticke´ho modelu vyvinut specializovany´ software. SD byla oveˇrˇena
na modelove´m prˇ´ıpadu vy´stupn´ıho signa´lu biosenzoru s aplikovany´m komplexem
fotosyste´mu II (PSII) a jeho odezveˇ na stimulaci sveˇtlem.
Odezva PSII se rˇ´ıd´ı kinetikou prvn´ıho rˇa´du a mu˚zˇe by´t take´ ovlivneˇna inhibitory.
Kineticke´ konstanty vazby herbicidu na PSII za´vis´ı linea´rneˇ na koncentraci herbi-
cidu. To umozˇnˇuje jejich meˇrˇen´ı take´ prˇi n´ızky´ch koncentrac´ıch herbicidu.
Kl´ıcˇova´ slova
Biosenzor, Analy´za signa´l˚u, Herbicidy, Inhibice, Fotosyste´m II, Synchronn´ı detekce
Summary
The principle of synchronous detection (SD) has been applied to biosensor measure-
ment. SD principle achieves signiﬁcant increases in the signal-to-noise ratio, limit
of detection and overall measurement robustness. Application of SD in biosensor
measurements improves the analysis of the response and avoids the inﬂuence of inter-
ference/noise produced by stirring, electromagnetic eﬀects and inﬂuence of parasitic
currents. SD also enables to decompose the signal to stimulation response and phe-
nomena with long time of response and last but not least, to identify second-order
phenomena in the signal.
The linear statistical model was used to develop a software for the identiﬁcation
of the stimulation signal in the output current. SD method was veriﬁed on sample
of biosensor with applied Photosystem II complex (PSII) and his response to the
light stimulation.
PSII response to light stimulation follows the ﬁrst order kinetics. The inhibition
kinetics of PSII has been studied. Kinetic constants of herbicide binding to PSII
depend linearly on herbicide concentration. It enables their measurement also at
low concentrations.
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Symbols and Abbreviations
[ ] Molar concentration in mol
l
= M
훼 Sum of all experimental inﬂuences
훼푖 Sum of all experimental inﬂuences inﬂuenced by inhibitor
AC Alternating current
AM Amplitude modulated
BTA Biosensor Toxicity Analyser BA1.1
퐶푖 Molar concentration of the inhibitor in bioactive membrane
퐶푛푡 Molar concentration of free active centers
CVD Chemical vapor deposition
DC Direct current
DFT Discrete Frourier transform
퐸 Enzyme, reaction catalyst
˙[퐸] Change of the enzyme concentration in time
퐸푆 Enzyme-substrate complex
˙[퐸푆] Change of the enzyme-substrate complex concentration in time
ECG Electrocardiograph
푓¯ Average stimulation response of one bioactive center
푓¯푖 Average stimulation response of one bioactive center inﬂuenced by
inhibition
푓푟 Stimulation response of all bioactive centers
푓푟푖 Stimulation response of all bioactive centers aﬀected by the inhibitor
퐼 Inhibitor, an substance capable of stopping or slowing a speciﬁc
chemical reaction
푘1, 푘2, ... Forward reaction rate constants
푘−1, 푘−2, ... Backward reaction rate constants
SYMBOLS AND ABBREVIATIONS x
퐾푀 Michaelis constant
LED Light emitting diode
MES 2-(N-morpholino)ethanesulfonic acid
MFS Microﬂuidic system
푛 Number of free bioactive centers in the bioactive layer of sensor
푛푖 Number of free biactive centers in the bioactive layer of sensor after
addition of inhibitor
푃 Product, output matter of the reaction
˙[푃 ] Change of the product concentration in time
pH A measure of acidity in chemistry
PLD Pulsed laser deposition
PSII Photosystem II
푆 Substrate, input matter of the reaction
˙[푆] Change of the substrate concentration in time
SAE Sum of absolute errors
SD Synchronous detection
SSE Sum of squares of errors
푉0 Initial reaction rate
푉푚푎푥 Maximal reaction rate
푤푖 Weighting factor
Introduction 1
This work was motivated by a preceding research in ﬁeld of biosensors and analysis of
the behavior of bioactive species bound to their working electrodes. These bioactive
materials improved speciﬁcity of the sensor, however, evaluation was usually done
by graphical methods based just on empirical experiences [22, 23].
The key outcome of this work is a synchronous detection (SD) method, which is
described in chapters 4 and 5. SD is a novel method of analysis of biosensor output
signals. It enables precise evaluation of biosensor’s responses and give insight into
work of enzyme’s active site.
For better understanding of the SD, in chapter 2 there will be short introduction
into enzymes problematics and importance of enzyme in living organism, including
last but not least human body. The unique features of enzymes can be utilized
in modern measuring systems in form of a thin membrane on active electrode of a
biosensor. The sensors and their relation to enzymes will be the topic of chapter 3.
SD method was experimentally conﬁrmed by real measurements as described in
chapter 6. Obtained results are discussed in details in chapter 7. And ﬁnally all
achieved results are brieﬂy summarized in chapter 8.
1.1 Prevailing Methods
In many ﬁelds of human activities, for example medicine, ecology or industry, it is
necessary to obtain chemical information. After its evaluation, results can be applied
to control or alter a given process by the retrieved information. That is possible to
reach in two ways.
First, results can be obtained by demanding analysis, which requires expensive
laboratory equipment, chemicals, qualiﬁed personnel and considerable amount of
time [40, 41].
Alternative to this classical approach is utilization of electronical sensors. They
are used in variety of situations in human day life and can also prove their abilities in
chemical analysis. Their functionality is based on the principle of oxidation reduction
reaction, when there are electrons released during oxidation of matter at the certain
potential.
The extent of this sensors allows to produce miniature devices, which are easily
portable. That is advantage for their usage in ﬁeld or by the patient, without
necessity of usage expensive services of specialized laboratories. The device can
also be equipped with methods and algorithms for evaluation of measured results.
This simpliﬁes operation and cuts down demand for qualiﬁed personal. All these
attributes essentially increase the speed of analysis lowering its price considerably.
When the classical macroelectrode is being prepared, a glass maker seals the plat-
inum wire into the glass. The modern electrochemical sensors are made by methods,
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which are ordinarily used in integrated circuits production (a thin ﬁlm technology)
or in manufacturing of hybrid integrated circuits (a thick ﬁlm technology). They
allow to produce sensors with exactly deﬁned parameters.
Application of microelectrotechnical technology in ﬁeld of electrochemical sensor
brings brand new qualities to this branch. The most essential are:
∙ High material purity.
∙ Reproducible preparation.
However, the electrochemical sensors also have disadvantages, for example low
selectivity. Chemical solutions usually contain more species of chemical substances,
which inﬂuence sensor’s response in an unexpected way. It precludes to determine
exact amount of speciﬁc matter, which is included in solution.
1.2 Biosensors
The selectivity problems are suppressed by biosensors. They are commonly deﬁned
as analytical tool, which uses biochemically sensitive material to obtain chemical
information without need for complicated assay treatment. In connection with suit-
able transducer the quantitative measurable signal can be provided. Current or
potential are the most common examples of such signal. Biosensors diﬀer from reg-
ular electrochemical sensors in biochemical material deposited on working electrode,
which reacts selectively.
The main advantage of biomaterials summarized J. Krejcˇ´ı in his doctoral the-
sis [26]: “In millions of years of nature evolution very eﬀective mechanisms of eval-
uation and transfer of chemical information have been developed. As an example
could be mentioned enzymes, hormones, antibodies, receptors and many others bio-
chemical systems. These systems are very diversiﬁed thanks to natural selection and
very often highly optimized and specialized for their task.”
Usage of the biosensors is favorable from the user’s point of view, but it brings in
a lot of new problems, as isolation of bioactive element, description of its properties
and the way of interconnection with transducer. The diﬀusion and run of matter
through the membrane are not suﬃciently resolved. Issues with a long time sta-
bility (the used biological materials are notorious unstable) and nonlinear behavior
make the mathematical-physically description very complicated. The problems with
analysis rise extremely.
Even though scientists usually evaluate properties of bioactive materials as free
elements in solution, they have to work with simpliﬁed assumptions. The description
of the bioactive material behavior is not always easy nor straightforward, in many
cases it is yet incomplete or unﬁnished.
The situation is getting even more complicated when working with immobilized
bioactive matters. Immobilization on active electrode of biosensor can signiﬁcantly
inﬂuence parameters of enzymes in comparison with free enzyme in solution. Pa-
rameters can change due to:
∙ Binding to membrane, which can inﬂuence steric conformation of enzyme,
availability of substrate binding site, etc.
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∙ Change in diﬀusion of enzyme, substrate and analyzed sample through mem-
brane.
∙ Change in environment parameters in closest proximity of bound enzyme, e.g.
change of pH or ionic strength.
Research in this ﬁeld can bring light into mechanism of functionality of immobilized
bioactive species. Improvement in characterization of bioactive matter can help
improve production quality, quality control of biosensors, reproducibility and also
parameters of biosensor itself, such as selectivity, signal to noise ratio or better
detection limits.
This work aims to improve characterization of enzyme properties and ease eval-
uation of biosensor’s responses. It can be achieved by replacing prevailing graphi-
cal methods and increasing evaluation precision by modern numerical methods. It
should improve understanding of diﬀerence between functionality of enzyme in so-
lution and enzyme immobilized on active electrode of biosensor. In future, this
knowledge can also be extended to other bioactive materials such as antibodies,
algae and even more complex species.
Enzymes 2
Enzymes constitute a group of more than 2200 proteins having so-called biocatalytic
properties, characterized by unique and powerful abilities to accelerate chemical re-
actions in the cells and tissues of organisms. Catalysis takes place at a particular
site of the enzyme called the active site. By utilizing the full repertoire of inter-
molecular forces, enzymes bring substrates together in an optimal orientation, the
prelude to making an breaking chemical bonds. They catalyze reactions by stabiliz-
ing transition states, the highest-energy species in reaction pathways. By selectively
stabilizing a transition state, an enzyme determines which one of several potential
chemical reactions actually takes place.
Enzymes accelerate reactions by factors of as much as a million or more. For
example B. M. McGrath and G. Walsh [32] provide list of rate enhancements by
selected enzymes as can be seen in Tab. 2.1.
Enzymes are highly speciﬁc both in the reactions that they catalyze and in their
choice of reactants, which are called substrates. An enzyme usually catalyzes a single
chemical reaction or a set of closely related reactions. Side reactions leading to the
wasteful formation of by-products are rare in enzyme-catalyzed reaction, in contrast
with uncatalyzed ones. The precise interaction of the substrate with the enzyme
is responsible for an enzyme speciﬁcity. This precision is a result of the intricate
three-dimensional structure of the enzyme protein.
Often additional components are necessary, such as cosubstrates, coenzymes and
some activation ions. These group of small molecules is commonly termed cofactors.
However, the precise role varies with the cofactor and the enzyme. Cofactors that
are small organic molecules are called coenzymes. Often derived from vitamins,
coenzymes can be either tightly ore loosely bound to the enzyme. Loosely associ-
ated coenzymes are more like cosubstrates because they bind to and are released
Enzyme Rate enhancement
Carbonic anhydrase 106
Chorismate mutase 106
Triose phosphate isomerase 109
Carboxypeptidase A 1011
AMP nucleosidase 1012
Phosphoglucomutase 1012
Succinyl CoA tranferase 1013
Staphylococcal nuclease 1014
Orotidine monophosphate decarboxylase 1017
Table 2.1: Rate enhancement by selected enzymes
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Figure 2.1: The lock and key enzyme model.
from the enzyme just as substrates and products are. The use of the same coen-
zyme by a variety of enzymes and their source in vitamins sets coenzymes apart
from normal substrates, however. Enzymes that use the same coenzyme are usually
mechanistically similar.
Enzymes may transform energy of the reactants with high eﬃciency. For exam-
ple, in photosynthesis, light energy is converted into chemical-bond energy through
an ion gradient.
Enzymes are thermolabile and can also be inactivated by extreme pH values and
by inhibitors.
Most enzymes react under mild conditions only with speciﬁc substrates, even
though they may be contained in a complicated mixture with other substances; thus
enzymes acquire their analytical importance. But enzymes with a broader speciﬁcity
are sometimes also utilizable.
Much of the catalytic power of enzymes comes from their bringing substrates
together in favorable orientations to promote the formation pf the transition states in
enzyme-substrate (퐸푆) complexes. The substrates are bound to a speciﬁc region of
the enzyme called the active site. Most enzymes are highly selective in the substrates
that they bind. Indeed, the catalytic speciﬁcity of enzymes depends in part on the
speciﬁcity of binding.
2.1 Active Site
The active site of an enzyme is the three-dimensional cleft or crevice, that binds
the substrates (and the cofactor, if any). It also contains the residues that directly
participate in the making and breaking of bonds. These residues are called catalytic
groups. In essence, the interaction of the enzyme and substrate at the active site
promotes the formation of the transition state. Active site takes up a relatively
small part of the total volume of an enzyme.
2.1.1 Lock and Key Model
Enzymes are very speciﬁc and the substrate binding depends on the precisely deﬁned
arrangement of atoms in an active site. It was suggested by H. E. Fischer [17] in
1894 that this was because both the enzyme and the substrate possess speciﬁc com-
plementary geometric shapes that ﬁt exactly into one another. This is often referred
to as “the lock and key” model. Example is schematically depicted in Fig. 2.1. How-
ever, while this model explains enzyme speciﬁcity, it fails to explain the stabilization
of the transition state that enzymes achieve.
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2.1.2 Induced Fit Model
Extension to the lock and key model was suggested in 1958 by D. Koshland [24].
He considered that enzymes are rather ﬂexible structures. During the substrate
interaction with the enzyme, the active site of enzyme is continuously inﬂuenced
by the substrate and reshapes appropriately. As a result, the shape of active site
is complementary to the substrate shape only after the substrate has been bound.
This process of dynamic recognition is called induced ﬁt.
2.2 Kinetics
The primary function of enzymes is to enhance rates of reactions in live organism.
To understand catalytic mechanism of enzymes, how the activity is controlled and
how enzyme can be inhibited, we need to study an enzyme’s kinetics.
Kinetics scheme describes how two matters react between each other. Chemical
kinetics includes investigations of how diﬀerent experimental conditions can inﬂu-
ence the speed of a chemical reaction and yields information about the reaction’s
mechanism and transition states, as well as the construction of mathematical models
that can describe the characteristics of a chemical reaction.
As enzyme-catalysed reactions are saturable, their rate of catalysis 푉0, which
is deﬁned as the number of moles of product formed per second, does not show a
linear response to increasing concentration of substrate [푆]. If the initial rate of the
reaction is measured over a range of substrate concentrations, the reaction rate 푉0
increases as substrate concentration increases, as shown in Fig. 2.2. However, as
[푆] gets higher, the enzyme becomes saturated with substrate and the rate reaches
푉푚푎푥, the enzyme’s maximum rate.
Consider the following enzyme reaction, that catalyzes 푆 to 푃 by following path-
way:
퐸 + 푆
푘1−−→←−−
푘−1
퐸푆
푘2−−→←−−
푘−2
퐸 + 푃 . (2.1)
The extent of product formation is determined as a function of time. The amount
of product increases with time and eventually a time is reached when there is no
change in the concentration of 푆 and 푃 . Even though the reaction equilibrium has
been reached, the enzyme is still actively converting substrate into product forth
and back. Graphically displayed example of such reaction could look like graph in
Fig. 2.3.
However, enzyme kinetic would be more easily described if we could ignore the
back reaction. We deﬁne reaction rate 푉0 as the rate of increase in product with
time when [푃 ] is low, that is the time from beginning of reaction. Thus, for the
graph in Fig. 2.2, 푉0 is determined by measuring the rate of product formation at
early times before 푃 accumulates.
At ﬁxed concentration of enzyme, 푉0 is almost linearly proportional to [푆] when
[푆] is small but is nearly independent of [푆] when [푆] is large. In 1913, Michaelis and
Menten [34] proposed a simple model to account for these kinetics characteristics.
So under condition that product concentration [푃 ] and enzyme concentration [퐸] are
low and concentration of substrate [푆] is higher in orders, we can assume that almost
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푉푚푎푥
2
푉푚푎푥
퐾푀
푉
0
[푆]
Figure 2.2: Plot of the reaction velocity 푉0 as a function of the substrate concentra-
tion [푆]. Saturation rate 푉푚푎푥 is approached asymptotically.
Figure 2.3: Plot of concentrations of substrate [푆], product [푃 ], enzyme [퐸] and
enzyme-substrate complex [퐸푆] of enzymatic reaction.
CHAPTER 2. ENZYMES 8
Figure 2.4: Plot of concentrations of substrate [푆], product [푃 ], enzyme [퐸] and
enzyme-substrate complex [퐸푆] of enzymatic reaction when concentration of enzyme
and product is low.
no product reverts to the initial substrate. The equation (2.1) can be simpliﬁed to
퐸 + 푆
푘1−−→←−−
푘−1
퐸푆
푘2−→ 퐸 + 푃 . (2.2)
An enzyme 퐸 combines with substrate 푆 to form an 퐸푆 complex, with rate constant
푘1. The 퐸푆 complex can dissociate either back to enzyme and substrate, with rate
constant 푘−1, or it can proceed to form product 푃 , with a rate constant 푘2. The
plot of reaction under such conditions is shown in Fig. 2.4.
What is necessary to obtain is an expression describing the rate of catalysis and
its individual steps. The initial step is to start from the simplest case. Consider the
simplest chemical reaction
퐴
푘−→ 퐵 , (2.3)
where single molecule of substrate 퐴 is transformed into single molecule of matter
퐵 with a rate constant 푘. That can be described by an expression that relates the
rate of reaction to the concentrations of 퐴 and 퐵 matters
[퐴˙] = −푘[퐴] = 푘[퐵] . (2.4)
It means that concentration of molecules 퐴 changes in time with rate 푘. The amount
of molecules 퐵 in solution increases by rate 푘 and the concentration of molecules 퐴
in solution has to decrease by the same rate, but in the opposite direction.
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More complex situation is described by scheme
퐴+퐵
푘1−→ 퐴퐵 , (2.5)
where two matters 퐴 and 퐵 react with a rate constant 푘1, each in diﬀerent concen-
tration. Its reaction dynamics can be described by formula
[퐴˙] = −푘1[퐴][퐵] . (2.6)
In this case, the concentration of 퐴 matter changes in time by rate −푘1, i.e. the
amount of free molecules 퐴 decreases, with rate of 퐴퐵 complex formation.
Now, each step of dynamical behavior of reaction (2.2) can be analogically de-
scribed by the set of equations
˙[푆] = −푘1[퐸][푆] + 푘−1[퐸푆] , (2.7)
˙[퐸] = −푘1[퐸][푆] + (푘−1 + 푘2)[퐸푆] , (2.8)
˙[퐸푆] = 푘1[퐸][푆]− (푘−1 + 푘2)[퐸푆] , (2.9)
˙[푃 ] = 푘2[퐸푆] . (2.10)
For set of equations from (2.7) to (2.10), the initial conditions can also be deﬁned.
Right before the reaction starts, there is just certain amount of substrate and en-
zyme in solution. However, it is not possible to avoid the reaction of enzyme with
substrate, therefore special measurement techniques have to be used, such as the
stopped-ﬂow method described in chapter 2.5.3. It can also be assumed that there
is no product neither enzyme-substrate complex present in solution. These condi-
tions can be expressed as
[푆]푡=0 = [푆0] , (2.11)
[퐸]푡=0 = [퐸0] , (2.12)
[퐸푆]푡=0 = 0 , (2.13)
[푃 ]푡=0 = 0 . (2.14)
Other rules can also be applied for equations from (2.7) to (2.10):
[퐸] + [퐸푆] = [퐸0] , (2.15)
[푆] + [퐸푆] + [푃 ] = [푆0] , (2.16)
˙[푆] + ˙[푃 ] = 0 . (2.17)
All these rules are graphically displayed in Figs. 2.3 and 2.4.
Unfortunately, it is not possible to ﬁnd analytical solution of set of equations from
(2.7) to (2.10). So it is necessary to simplify the matters by working under the steady
state assumption. In a steady state, the concentrations of intermediates, in this case
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[퐸푆], stay the same even if the concentrations of starting materials and products
are changing. This occurs when the rates of formation and breakdown of the 퐸푆
complex are equal, i.e. ˙[퐸푆] = 0. If this equation is inserted into equation (2.9), it
gives
0 = 푘1[퐸][푆]− (푘−1 + 푘2)[퐸푆] . (2.18)
Rearranging equation (2.18) results in formula
[퐸][푆]
[퐸푆]
=
푘−1 + 푘2
푘1
. (2.19)
Equation (2.19) can be simpliﬁed by deﬁning a new constant퐾푀 , called the Michaelis
constant:
퐾푀 =
푘−1 + 푘2
푘1
. (2.20)
퐾푀 is independent of enzyme and substrate concentrations and it has the units of
concentration. It is an important characteristic of enzyme-substrate interaction and
it is signiﬁcant for its biological function.
When inserting equation (2.20) into equation (2.19), the solution for [퐸푆] is
[퐸푆] =
[퐸] [푆]
퐾푀
. (2.21)
If condition (2.15) holds, i.e. the total amount of enzyme in solution [퐸0] is given
by sum of free enzymes [퐸] and by enzymes bound in 퐸푆 complex, it is possible to
substitute this expression for [퐸] in equation (2.21) which gives
[퐸푆] =
([퐸0]− [퐸푆]) [푆]
퐾푀
. (2.22)
Solving equation (2.22) for [퐸푆] gives
[퐸푆] = [퐸0]
[푆]
[푆] +퐾푀
. (2.23)
Considering that the catalytic rate 푉0 is equal to the product of the concentration
of the 퐸푆 complex and 푘2
푉0 = 푘2[퐸푆] (2.24)
described also by equation (2.10), expression (2.22) can be substituted into equa-
tion (2.24). This results in formula
푉0 = 푘2 [퐸0]
[푆]
[푆] +퐾푀
. (2.25)
The maximal rate 푉푚푎푥 is reached when all enzymes are combined with the substrate,
that is when [퐸0] = [퐸푆], therefore we can write
푉푚푎푥 = 푘2 [퐸0] . (2.26)
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Enzyme Substrate 퐾푀 [푀 ]
Catalase 1.2× 10−3
Carbonic anhydrase CO2 8× 10−3
GTP-cyclohydrase GTP 2× 10−8
Chymotrypsin Acetyl-l-tryptophanamide 5× 10−3
Lysozyme Hexa-N-acetylglucosamine 6× 10−6
Penicillinase Benzylpenicillin 5× 10−5
Pyruvate decarboxylase HCO−3 1× 10−3
ATP 6× 10−5
Pyruvate 4× 10−4
Triose phosphate isomerase Glyceraldehyde-3-phosphate 1× 10−3
Table 2.2: 퐾푀 values of some enzymes.
Substituting equation (2.26) into (2.25) yields the Michaelis-Menten equation
푉0 = 푉푚푎푥
[푆]
[푆] +퐾푀
. (2.27)
This equation correlates with kinetic data shown in Fig. 2.2. When the concen-
tration of the substrate [푆] is close to zero, much lower than 퐾푀 , the reaction rate
is directly proportional to the substrate concentration [푆] and can be expressed as
푉0 = (푉푚푎푥/퐾푀)[푆] . (2.28)
When the substrate concentrations are higher than 퐾푀 , the reaction rate is maximal
and independent on substrate concentration, i.e.
푉0 = 푉푚푎푥 . (2.29)
Now we can compare equation (2.27) with Fig. 2.2. It can be seen from both, that
if 퐾푀 = [푆], the 푉0 = 푉푚푎푥/2. In other words, 퐾푀 is equivalent to the substrate
concentration at which the reaction rate is half its maximal value. Some examples
of 퐾푀 values of enzymes, as published P. R. Bergethon [5], can be seen in Tab. 2.2.
The 퐾푀 values of enzymes range widely. For most enzymes, 퐾푀 lies between
10-1 and 10-7 M. The 퐾푀 value for an enzyme depends on the substrate and on
environmental conditions such as pH, temperature and ionic strength. 퐾푀 has two
meanings:
1. 퐾푀 is the concentration of the substrate at which half the active sites are
ﬁlled. Therefore퐾푀 marks the substrate concentration above which signiﬁcant
catalysis occurs.
2. 퐾푀 is related to the rate constants of the individual steps in the catalytic
scheme. For example when 푘−1 is much greater than 푘2, the 퐸푆 complex
dissociates to 퐸 and 푆 much faster then the product is formed.
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Enzyme Turnover number (per second)
Carbonic anhydrase 600,000
3-Ketosteroid isomerase 280,000
Acetylcholinesterase 25,000
Penicillinase 2,000
Lactate dehydrogenase 1,000
Chymotrypsin 100
DNA polymerase I 15
Tryptophan synthetase 2
Lysozyme 0.5
Table 2.3: Maximum turnover numbers of some enzymes.
The 푉푚푎푥 reveals the turnover number of an enzyme, which is the number of
the substrate molecules converted into product by an enzyme molecule in a unit of
time when the enzyme is fully saturated. It is equal to the kinetic constant 푘2. Most
turnover numbers fall in range from 1 to 104 per second, however there are also cases
when 푘2 is 6 × 105 s-1. Some examples of maximum turnover numbers taken from
the Biochemistry book [4] are shown in Tab. 2.3.
The Michaelis-Menten model was very helpful. Its simplicity and broad applica-
bility helped in development of enzyme chemistry in past century. On the contrary,
there also exist many enzymes which does not conform to Michaelis-Menten model.
Nevertheless, they are not of concern in this work.
2.2.1 Complex Schemes
Above in Fig. 2.1 and equations (2.1) and (2.2) respectively just simples enzymatic
reactions were described. In this chapter several other more complex schemes of
enzymatic reaction from various sources [26, 42, 25] are demonstrated.
If the conformation and reorganization in the active center of an enzyme during
forming of a product cannot be omitted, we can express the reaction by equation
퐸 + 푆
푘1−−→←−−
푘−1
퐸푆
푘2−−→←−−
푘−2
퐸푃
푘3−→ 퐸 + 푃 . (2.30)
It means that the enzyme-substrate complex 퐸푆 is formed and later transformed into
enzyme-product complex 퐸푃 . Finally 퐸푃 complex decomposes itself to enzyme 퐸
and product 푃 .
In some cases, 퐸푆 complex decomposes itself to modiﬁed enzyme 퐹 and product
푃 . This situation can be described by equation
퐸 + 푆
푘1−−→←−−
푘−1
퐸푆
푘2−−→←−−
푘−2
퐹 + 푃 . (2.31)
Enzyme 퐹 is a modiﬁed enzyme, which is not able to react with the substrate
immediately after decomposing from enzyme-substrate complex 퐸푆 and needs some
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time to be reactivated. Reactivation process is described by equation
퐹
푘3−−→←−−
푘−3
퐸 , (2.32)
i.e. modiﬁed enzyme 퐹 is converted back again to enzyme 퐸, which is able to react
with substrate in the next reaction step, where 푘3 and 푘−3 are appropriate reaction
rate constants.
Another enzymatic reaction, important in praxis, is widely used by glucose test.
This test uses glucose oxidase enzyme. It is known as ping-pong mechanism and it
obeys the following scheme:
퐸 + 푆
푘1−−→←−−
푘−1
퐸푆
푘2−−→←−−
푘−2
퐹 + 푃 ,
퐹 + 퐶
푘3−−→←−−
푘−3
퐹퐶
푘4−→ 퐸 +푄 .
(2.33)
Enzyme 퐸 combines with substrate 푆 into 퐸푆 complex, which decomposes into
modiﬁed enzyme 퐹 and product 푃 . Modiﬁed enzyme 퐹 then reacts with cosubstrate
퐶 to form 퐹퐶 complex. This complex dissociates to produce coproduct푄 and former
enzyme 퐸, instead of its modiﬁed version 퐹 . For glucose oxidase enzyme, glucose
is the substrate, H2O2 is the product, oxygen is the cosubstrate and gluconalactone
is the coproduct. In this example of reaction scheme, the initial velocity of reaction
can be expressed by equation
푉0 =
푉푚푎푥[푆][퐶]
퐾푆[퐶] +퐾퐶 [푆] + [푆][퐶]
, (2.34)
where 퐾푆 and 퐾퐶 are Michaelis constants for substrate and cosubstrate respectively.
If the concentration of cosubstrate is constant, then the equation (2.34) can be
reorganized into form
푉0∣푐=푐표푛푠푡 = 푉 푎푝푝푚푎푥
[푆]
퐾푎푝푝푀 + [푆]
, (2.35)
where
푉 푎푝푝푚푎푥 =
푉푚푎푥[퐶]
퐾퐶 + [퐶]
and (2.36)
퐾푎푝푝푀 =
퐾푆[퐶]
퐾퐶 + [퐶]
. (2.37)
The equation (2.35) is an example of Michaelis-Menten equation with apparent
constants (2.36) and (2.37). It also explains the deﬁnition of enzyme activity in the
case of glucose oxidase. The enzyme activity corresponds to 푉 푎푝푝푚푎푥, i.e. the apparent
maximal reaction rate. If the basic solution is saturated by oxygen, the concentration
of substrate [퐶] increases depending upon the apparent enzyme activity increase.
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The example of very complicated structure of enzymatic reaction taken from [25]
is shown in following scheme:
퐸− + 푃
↑ 푘5
퐸퐴
퐾훼1−−→←−− 퐸퐴−
퐾훼2−−→←−− 퐸퐴2−
↑↓ ↑↓퐾훼 ↑↓
퐸
퐾1−→←− 퐸−
퐾2−→←− 퐸2−
↑↓ ↑↓퐾푛 ↑↓
퐸푁−
퐾푛1−−→←−− 퐸푁2−
퐾푛2−−→←−− 퐸푁3−
↑↓ ↑↓퐾′훼 ↑↓
퐸푁퐴−
퐾푛훼1−−−→←−−− 퐸푁퐴2−
퐾푛훼2−−−→←−−− 퐸푁퐴3−
↓ 푘6
퐸푁2− + 푃
. (2.38)
This reaction involves activators and diﬀerent intermediate stages.
The model shown in Fig. 2.5 is taken from N. Leksawasdi. This model de-
scribes complex enzymatic reaction of R-phenylacetylcarbinol biotransformation. In
his article [29] he starts solving this enzymatic reaction from its simpliﬁed version
shown in Fig. 2.6, where he neglects reverse reactions. When the simpliﬁed version
is successfully solved, it is possible to apply the same patterns in further model
development toward more complex cases better describing reality. However, it is
necessary to combine complicated diﬀerential equations with methods of group and
graph theories.
2.3 Inhibition
The activity of many enzymes can be inhibited by the binding of speciﬁc small
molecules and ions. Inhibition is common physiological process and in organisms it
serves as major control mechanism. On the contrary, not all molecules that bind to
enzymes are inhibitors, e.g. enzyme activators bind to enzymes and increase their
enzymatic activity.
For example reducing the activity of one enzyme in a metabolic pathway pre-
vents the reactions from occurring and therefore prevents both substrate utilization
and product formation. One common form of this occurs when the ﬁnal product
of a pathway involving several enzymes inhibits the ﬁrst enzyme in the pathway.
Understanding this type of regulation can be useful to understand diseases such as
Parkinson’s syndrome.
A full understanding of any metabolic pathway depends on an understanding
of each enzyme in the pathway, and how each reaction ﬁts with the others. One
method for doing this is to use inhibitors as probes of the role of each enzyme. In
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Figure 2.5: Three-dimensional schematic diagram of R-phenylacetylcarbinol bio-
transformation and its related by-products for the determination of rate equations.
Figure 2.6: Simpliﬁcation of three-dimensional schematic diagram in Fig. 2.5 by
neglecting backward rate constants.
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cells, the result of enzyme inhibition is accumulation of the physiological substrate,
and decreased levels of the physiological product, and of subsequent compounds
within the pathway. The use of enough inhibitors allows the entire pathway to
be worked out. In whole cells, or whole organisms, the eﬀect of an inhibitor may
allow observation of compensatory regulatory changes as the organism attempts to
alleviate the eﬀects of decreased levels of products of the pathway.
Moreover, the utilization of inhibitors in research is an extremely useful method
for studying enzyme mechanism. Examining which compound inhibits an enzyme
and which does not can yield information about substrate speciﬁcity and about the
types of reaction that the enzyme can catalyze.
Collecting such information can help in drug preparation, as drugs often works
on the principle of inhibiting an enzyme, and therefore preventing an enzyme from
catalyzing the reaction. As an example of this common mechanism, the ﬁrst true
drug, aspirin, is an inhibitor of the enzyme cylclooxygenase and reduces synthesis
of inﬂammatory signals. Aspirin is a derivative of the salicylic acid, a compound
found in the bark of some trees. Chewing on the bark helped as a painkiller for
centuries. However, people frequently chewing on the bark developed stomach prob-
lems. Acetylating the salicylic acid reduced the undesirable side eﬀects, and made
the compound more potent.
We can distinguish between two basic inhibition mechanisms, which are irre-
versible and reversible inhibitions. They diﬀer mainly in the binding force between
an inhibitor and an enzyme.
2.3.1 Irreversible
Irreversible inhibitors usually covalently modify an enzyme, and inhibition cannot
therefore be reversed. Because of this tight binding, inhibitor dissociates from its
target enzyme just very slowly. Some irreversible inhibitors are important drugs.
Penicillin acts by covalently modifying the enzyme transpeptidase, thereby prevent-
ing the synthesis of bacterial cell walls and thus killing the bacteria.
The following equation is a modiﬁed version of equation (2.2) with inﬂuence of
irreversible inhibitor
퐸 + 푆
푘1−−→←−−
푘−1
퐸푆
푘2−→ 퐸 + 푃
+ +
퐼 퐼
↑↓퐾푖 ↑↓퐾푖′
퐸퐼 퐸푆퐼
↘↙푘푖푛푎푐푡
퐸퐼∗
, (2.39)
where irreversible inhibitors form a reversible non-covalent complex with the enzyme
(퐸퐼 or 퐸푆퐼) and this then reacts to produce the covalently modiﬁed “dead-end
complex” 퐸퐼∗. The rate at which 퐸퐼∗ is formed is called the inactivation rate
or 푘푖푛푎푐푡. Since formation of 퐸퐼 may compete with 퐸푆, binding of irreversible
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Type of Inhibition 퐾푎푝푝푀 푉
푎푝푝
푚푎푥
None 퐾푀 푉푚푎푥
Competitive 퐾푀
(
1 + [퐼]
퐾푖
)
푉푚푎푥
Mixed 퐾푀
1 + [퐼]
퐾푖
1 + [퐼]
퐾′푖
푉푚푎푥
1 + [퐼]
퐾′푖
Noncompetitive 퐾푀
푉푚푎푥
1 + [퐼]
퐾′푖
Uncompetitive
퐾푀
1 + [퐼]
퐾′푖
푉푚푎푥
1 + [퐼]
퐾′푖
Table 2.4: Apparent values of 퐾푀 and 푉푀 constants for diﬀerent kinds of reversible
inhibitions.
inhibitors can be prevented by competition either with substrate or with a second,
reversible inhibitor. This protection eﬀect is good evidence of a speciﬁc reaction of
the irreversible inhibitor with the active site.
2.3.2 Reversible
Reversible inhibitor binds to enzymes with non-covalent interactions. In contrast
to substrates and irreversible inhibition, reversible inhibitors generally do not un-
dergo chemical reactions when bound to an enzyme and can be easily removed by
dilution or dialysis. Rapid dissociation of the enzyme-inhibitor complex is another
characteristics of reversible inhibition.
There are several kinds of reversible enzyme inhibitors. They are classiﬁed ac-
cording to the eﬀect of varying the concentration of the enzyme’s substrate on the
inhibitor. The summary of eﬀects of inhibition on reaction kinetic parameters 퐾푀
and 푉푚푎푥, published by M. Brandt [7], can be seen in Tab. 2.4. These inhibition
methods are described in the following chapters in more details.
Competitive Inhibition
In competitive inhibition, an enzyme can bind substrate (forming an 퐸푆 complex)
or inhibitor (퐸퐼) but not both (퐸푆퐼). However, if inhibitor occupies the active
site of an enzyme, the enzyme will not be able to catalyze any reaction until the
molecule dissociates, because the substrate is thereby prevented from binding to the
same active site. This scenario is depicted in Fig. 2.7b.
A competitive inhibitor reduces the rate of catalysis by reducing the amount
of active sites available for binding with the substrate molecules. However, at any
given inhibitor concentration, competitive inhibition can be relieved by increasing
the substrate concentration. Increased amount of substrate molecules ensures that
statistically, there will be higher probability for enzyme to bind with substrate than
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(a) Enzyme-
substrate complex.
(b) Enzyme-inhibitor
complex.
(c) Enzyme-
inhibitor-substrate
complex.
Figure 2.7: Schematically depicted distinction between competitive and noncom-
petitive inhibitor. Fig. 2.7a shows enzyme-substrate complex originally introduced
in Fig. 2.1; Fig. 2.7b a competitive inhibitor bound at the active site of enzyme
and thus preventing substrate from binding; Fig. 2.7c shows enzyme with bound
noncompetitive inhibitor, which does not prevent the substrate from binding.
inhibitor, i.e. substrate outcompetes the inhibitor. Competitive inhibition kinetics
can be described by slightly modiﬁed version of equation (2.2) as follows
퐸 + 푆 −→←− 퐸푆 −→ 퐸 + 푃
+
퐼
↑↓퐾푖
퐸퐼
, (2.40)
where dissociation constant for the inhibitor 퐾푖 is given by
퐾푖 =
[퐸][퐼]
[퐸퐼]
. (2.41)
Because increasing the amount of substrate can overcome the inhibition, 푉푚푎푥 can
be even attained in the presence of a competitive inhibitor. However, the apparent
value of 퐾푀 is increased. This new value of 퐾푀 , called 퐾
푎푝푝
푀 , is numerically equal
to
퐾푎푝푝푀 = 퐾푀
(
1 +
[퐼]
퐾푖
)
, (2.42)
where [퐼] is the concentration of inhibitor. The value of 퐾푎푝푝푀 increases at the same
rate as the value of [퐼]. The described behavior is well visible in Fig. 2.8.
Noncompetitive Inhibition
Noncompetitive inhibitors can bind to an enzyme at the same time as the sub-
strate, i.e. they never bind to the active site. Example of such inhibitor is shown in
Fig. 2.7c. However, the enzyme-substrate-inhibitor complex does not dissociate to
form a product. Since the inhibitor cannot be overcome by higher substrate concen-
trations (in contrast to the competitive inhibition), the 푉푚푎푥 is decreased to a new
value called 푉 푎푝푝푚푎푥. Nevertheless, the substrate can still bind to the enzyme therefore
퐾푀 stays the same. Illustration of the noncompetitive inhibitor is shown in Fig. 2.9.
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Figure 2.8: Kinetics of a competitive inhibitor. As the concentration of a competi-
tive inhibitor increases, higher concentrations of substrate are required to attain a
particular reaction velocity.
0
10
20
30
40
50
60
70
80
90
100
푉
0
[푆]
No inhibitor
[퐼]=퐾푖
[퐼]=5퐾푖
[퐼]=10[퐾푖]
Figure 2.9: Kinetics of a noncompetitive inhibitor. 푉푚푎푥 cannot be reached even at
high substrate concentrations, because the active site’s product of reaction cannot
be created.
CHAPTER 2. ENZYMES 20
In essence, the inhibitor simply lowers the concentration of the functional en-
zyme. The remaining enzyme behaves like a dilute solution of enzyme. The reaction
can be described by the following pathway:
퐸 + 푆 −→←− 퐸푆 −→ 퐸 + 푃
+ +
퐼 퐼
↑↓퐾푖 ↑↓퐾′푖
퐸퐼 + 푆 −→←− 퐸푆퐼
. (2.43)
Other Types
Uncompetitive inhibition is rare, but it may occur in multimeric enzymes. In this
type of inhibition an inhibitor cannot bind to the free enzyme, but only to the 퐸푆
complex. The formed 퐸퐼푆 complex is enzymatically inactive. Both, maximum
velocity 푉푚푎푥 and binding eﬃciency 퐾푀 decrease in this type of inhibition.
The last type of inhibition to cover is a mixed inhibition. This inhibition occurs
when an inhibitor can bind to enzyme at the same time as the enzyme’s substrate.
However, the binding of the inhibitor aﬀects the binding of the substrate. This
type of inhibition can be reduced, but not overcome by increased concentration of
substrate.
2.4 The Direct Linear Plot
The behavior of many physical and biological systems, which were described in the
previous chapters, can be expressed in terms of a hyperbolic relationship between
a measured response and a controlled variable. In biochemistry this is most often
encountered in the ﬁeld of enzyme kinetics. The steady-state kinetics of the great
majority of the enzyme-catalysed reactions that have been studied are adequately
described in terms of mechanisms that predict a hyperbolic relationship between
the steady-state velocity, 푉0, and the concentrations, [푆], of a substrate, cofactor or
reversible modiﬁer.
The most familiar expression of this relationship is expressed by the Michaelis-
Menten equation (2.27), where 푉푚푎푥 and 퐾푀 are the constants, known as the max-
imum velocity and the Michaelis constant respectively. The most interestingly, this
equation describes very well not only the simplest cases of enzymatic reaction, but
it is also valid for more complex schemes. For example the reaction (2.33) can
be described by formula (2.34). However, by introducing the so called apparent
constants 퐾푎푝푝푀 and 푉
푎푝푝
푚푎푥, this formula can be rewritten into the form of original
Michaelis-Menten equation. In general, diﬀerent equations describing enzyme kinet-
ics can be usually rewritten into the form of Michaelis-Menten equation and this
equation diﬀers just by slightly diﬀerent apparent constants. For example Tab. 2.4
shows apparent constants for an enzyme inﬂuenced by the reversible inhibitor. The
small diﬀerence between equations and introduction of apparent constants is very
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Figure 2.10: The inﬂuence of change of parameters 푉푚푎푥 and 퐾푀 in Michaelis-
Menten equation.
important knowledge. Analyzing of apparent constants could give more insight into
the kinetic process (see chapter 7).
The Fig. 2.10 shows the Michaelis-Menten equation (2.27) graphically. A plot
of 푉0 against [푆] is a rectangular hyperbola through the origin, with asymptotes
푉0 = 푉푚푎푥 and [푆] = −퐾푀 . Physical necessity restricts measurement of 푉0 to ﬁnite
positive values of [푆]. The ﬁgure also shows an inﬂuence of change of parameters
푉푚푎푥 and 퐾푀 . The parameter 푉푚푎푥 limits the maximal velocity whilst the parameter
퐾푀 controls steepness of the curve, i.e. the reaction rapidness. Nevertheless, from
this plot it is not possible to obtain the 푉푚푎푥 and 퐾푀 parameters accurately, because
the asymptotes cannot be approached closely enough.
Michaelis and Menten [34] originally proposed to use the plot of 푉0/푉푚푎푥 against
log [푆], which is statistically unobjectionable, but most biochemists have preferred
one of the plots derived from the three linear transformations of equation (2.27)
shown in following equations:
1
푉0
=
1
푉푚푎푥
+
퐾푀
푉푚푎푥
1
[푆]
, (2.44)
[푆]
푉0
=
퐾푀
푉푚푎푥
+
1
푉푚푎푥
[푆] , (2.45)
푉0 = 푉푚푎푥 −퐾푀 푉0
[푆]
. (2.46)
But any transformation of equation (2.27) is statistically objectionable and the most
widely used double-reciprocal plot (2.44) is by far the worst. In attempt to avoid
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Figure 2.11: Determination of 푉ˆ and 퐾ˆ푚 by the direct linear plot. Each line repre-
sents one observation of [푆] and 푉0. The point of intersection of the lines gives the
co-ordinates of the best-ﬁt values, 퐾ˆ푚 and 푉ˆ푚푎푥.
these diﬃculties, Wilkinson [55] proposed a computational procedure for ﬁtting ex-
perimental data to equation (2.27) directly. However, this method was considered
unsuitable for the routine laboratory use because of no usable graphical equivalent
provided.
Eisenthal and Cornish-Bowden [15] proposed later the Direct Linear Plot graph-
ical method, which is statistically sound and does not need any computation. They
prepared the 퐾푀 and 푉푚푎푥 axis corresponding to the 푥 and 푦 axis. For each observa-
tion ([푆], 푉0), they marked oﬀ the points 퐾푀 = −[푆] on the 퐾푀 axis and 푉푚푎푥 = 푉0
on the 푉푚푎푥 axis and draw a line through these two points extending it into the ﬁrst
quadrant. When all observations are drawn in this way, the lines are intersected in
point whose co-ordinates are (퐾푀 , 푉푚푎푥) that satisfy the Michaelis-Menten equation.
This is illustrated in Fig. 2.11.
But if the observations are the subject of error (i.e. always), there is no unique
intersection point for all of the lines. In the Cornisch-Bowden and Eisentahl following
work [12], they suggest to use the median (i.e. the middle) value from each series as
the best estimate of 푉ˆ and 퐾ˆ푚.
Michaelis and Menten estimated the maximum velocity 푉푚푎푥 and the Michaelis
constant 퐾푀 from a plot of the observed velocity 푉0 against log [푆] which the
logarithm of the substrate concentration, but most other workers prefer to obtain
the least square ﬁt to a linear transformation of the Michaelis-Menten equation. But
much sounder procedure is to minimize the sum of squares of errors SSE, deﬁned by
푆푆퐸 =
푛∑
푖=1
푤푖
(
푉0푖 −
푉푚푎푥[푆]푖
퐾푀 + [푆]푖
)
, (2.47)
where [푆]푖 and 푉0푖 are the 푖-th of 푛 substrate concentrations and velocities respec-
tively and 푤푖 is a weighting factor. An important but often missed out aspect of
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equation (2.47) is necessity to deﬁne 푤푡. It is usual to assume 푤푖 = 1 for every
observation, because it is not always easy to study statistical ﬂuctuations of data.
But even if there are valid weights, all other least-square criteria of closeness of
ﬁt (errors are normally distributed and independent variable, [푆] in the case of
Michaelis-Menten equation, is known exactly) should be fulﬁlled.
In practice, it is unlikely that these assumptions can be justiﬁably maintained.
Tests of normality exist, but they require many more observations than are generally
made in enzyme kinetic experiments. The main deviation from normality that seems
to occur in enzyme kinetics in practice is a high incidence of outliers. Sometimes an
observation can be sometimes identiﬁed as an outlier and rejected from the analysis,
but more often there is no reason to reject it other than its failure to lie close to the
ﬁtted line.
However, many experimenters are reluctant to reject data on internal evidence
alone, since this introduces a subjective view into the analysis. In any case, such
rejection means that experimental errors are not normally distributed, and so dis-
credits the least-square analysis. The problem is particularly acute, because least-
square is highly sensitive to outliers and often produces paradoxical situation where
the observation recognized to be the worst makes the greatest contribution to the
estimates of the parameters.
Classical statistical methods rest heavily on assumption about the distribution
of errors. Recognition of the unreliable nature of these led to the development of
non-parametric statistics, in which as few assumptions as possible are made. The
principal one is that the error in any observation is as likely to be positive as to be
negative. This may be of course false in reality, but it is far less sweeping than the
assumptions of parametric methods.
In Fig. 2.12 there are some sample experimental data. The measurement consists
from three observations, each drawn by line. They intersects in three points and
divides graph into seven sections. Each region in image corresponds to a diﬀerent
permutation of error signs, however not every permutation is possible in single ex-
periment. The points marked by numbers 1, 2 and 3 in circle are possible estimations
of 퐾푀 and 푉푚푎푥 parameters.
From distribution of errors, the possibility for all deviations being positive is just
1
23
= 12.5% and vice versa for negative deviations. In contrary, there is 5
8
= 62.5%
chance, that the hatched area will cover cases where the combination of error signs
can be. However the conﬁdence regions are not very convenient, since they extend
to inﬁnity. This objection can be removed by considering number of runs of positive
and negative signs. By this condition, in this case a region enclosed bold with 25 %
conﬁdence comes up. This is not too much, but with higher number of observations,
this conﬁdence region gets rapidly more precise. For just nine observations it is
possilbe to deﬁne an enclosed 95 % conﬁdence region.
Non-parametric methods have been most widely used in the analysis of multiple
observation of a single variable, such as the eﬀectiveness of a drug, where the quan-
tiﬁcation of results is somewhat arbitrary, therefore distribution of errors is unlikely
to be normal. In such cases the sample median is more reliable estimate than the
mean.
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Figure 2.12: Practical example of measured data with experimental error. Points
marked by number in circle are estimations of 퐾푀 and 푉푚푎푥 parameters. Hatched
region marks conﬁdence area of 62.5 %. Bold region is conﬁdence area of 25 %.
An alternative approach is to minimize the sum of absolute errors SAE in 푉0푖 ,
deﬁned by
푆퐴퐸 =
푛∑
푖=1
∣∣∣∣(푉0푖 − 푉푚푎푥[푆]푖퐾푀 + [푆]푖
∣∣∣∣ . (2.48)
The minimization of the sum of absolute deviations has been recommended as
a criterion of closeness of ﬁt, which greatly decreases the eﬀect of bad observation
and is much less dependent on correct weighting than the least-square criterion.
But it is rarely used in practice because its partial derivations are not continuous
functions. But surprisingly for the Michaelis-Menten equation, the minimization of
SAE is actually simple and requires less computation time than the minimization of
SSE.
Even now, after more than 30 years, when enormous computation power is avail-
able almost at no cost, the graphical Direct Linear Plot method has been considered
to be the most signiﬁcant method of evaluating enzyme kinetics parameters as is
stated by Baici [3].
2.5 Enzyme Assays
In previous chapter, the method of graphical analysis of enzyme properties was
discussed. But prior to analysis and visualisation, it is necessary to have some mea-
sured data available. In laboratory, enzyme assays methods for measuring enzymatic
activity can be used. They are vital for studying of enzyme kinetics and enzyme
inhibition. However, when speaking about measuring methods of enzyme properties,
it is necessary to know how to quantify measured results by appropriate units.
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2.5.1 Enzyme units
Concentration of enzymes can be expressed by molar concentration unit (also called
molarity, amount concentration or substance concentration). It is a measure of the
concentration of a solute in a solution, or of any molecular, ionic, or atomic species
in a given volume. Or more simply: 1 molar = 1 M = 1 mole/liter. However, most
chemical literature traditionally uses mol/dm3, which is the same as mol/l. These
traditional units are often denoted by a capital letter M (pronounced “molar”).
Enzyme activity is deﬁned as moles of substrate converted per unit time, i.e. rate
× reaction volume. Enzyme activity is a measure of the quantity of active enzyme
present and is thus dependent on conditions, which should be speciﬁed. The SI
unit is the katal, 1 katal = 1 mol.s-1, but this is an excessively large unit. A more
practical and commonly used value is 1 enzyme unit (EU) = 1 휇mol.min-1. 1 U
corresponds to 16.67 nanokatals.
2.5.2 Type of Assays
All enzyme assays measure either the consumption of substrate or the production of
a product over time. There exists a large number of diﬀerent methods of measuring
the concentrations of substrates and products and many enzymes can be assayed in
several diﬀerent ways. Biochemists usually study enzyme-catalysed reactions using
four types of experiments:
1. Initial rate experiments. When an enzyme is mixed with a large excess of
the substrate, the enzyme-substrate intermediate builds up in a fast initial
transient and the reaction achieves a steady-state kinetics.
2. Progress curve experiments. In these experiments, the kinetic parameters are
determined from the expressions for the species concentrations as a function
of time.
3. Transient kinetics experiments. In these experiments, reaction behaviour is
tracked during the initial fast transient as the intermediate reaches the steady-
state kinetics period.
4. Relaxation experiments. In these experiments, an equilibrium mixture of en-
zyme, substrate and product is perturbed, for instance by a temperature,
pressure or pH jump, and the return to equilibrium is monitored.
Enzyme assays can be split into two groups according to their sampling method:
continuous assays, where the assay gives a continuous reading of activity, and dis-
continuous assays, where samples are taken, the reaction stopped and then the
concentration of substrates/products determined. As an example of discontinuous
method, which is often used for observing enzyme kinetic, is described the stopped-
ﬂow method.
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2.5.3 Stopped-Flow Method
The classical method to obtain kinetic parameters of bioactive substances is the
stopped-ﬂow method. It is one of the most common methods for these purposes. In
the stopped-ﬂow spectrophotometer, two syringes inject rapidly equal small volumes
of reactant solutions through a mixer and an observation cell and into another
syringe. When the receiving syringe is ﬁlled completely, the ﬂow stops. Just prior
to stopping, a steady state ﬂow has been achieved. The solution entering the ﬂow
cell is only milliseconds old. The age of this reaction mixture is also known as the
dead time of the stopped-ﬂow system. Using appropriate techniques, the kinetics of
the reaction can be measured in the cell.
The most common method of following the kinetics is by absorbance of ﬂuores-
cence spectrometry, and in this case, the measurement cell is an appropriate spec-
trometer ﬂow-cell. Stopped-ﬂow device could also be coupled with circular dichroism
spectrometer, which detect diﬀerent absorption of left- and right-handed circularly
polarized light.
With this technique, the ﬁrst order rate constants down to the level where normal
spectrophotometer can be used (i.e. half-life less than or equal to 6 min) and up to
the order of 500 per second can be measured. Depending on the instrument, mixing
is essentially complete within a matter of a few milliseconds, and reactions that are
complete within a range of milliseconds to seconds are amenable to the technique.
Stopped-ﬂow can be used to observe complex behavior directly, such as products
build up or decay.
A slight modiﬁcation of this method is a quenched ﬂow method. In a quenched
ﬂow instrument, the reaction is stopped after a certain amount of time has passed
after mixing. It can be achieved by various means, for example by mixing with
another solution, which stops the reaction (chemical quenching), quickly lowering
the temperature (freeze quenching) or even by exposing the sample to light of a
certain wavelength (optical quenching).
However, these methods are several times more expensive than usage of elec-
trochemical sensors. It is because they usually involve expensive optical devices.
Nevertheless, the optical methods can be used to conﬁrm results obtained by mea-
surements with electrochemical sensors. Electrochemical sensors and more special-
ized biosensors are the subject of the following chapter, which provides overview of
technologies of sensors, their production, advantages and also disadvantages.
Sensors 3
Sensor is a device that measures or detects a real-world condition, such as motion,
heat or light and converts the condition into a signal which can be read by an
observer or by an instrument. There are many types of sensors, e.g. an optical
sensor detects the intensity or brightness of light, litmus paper tests for acids and
alkalis, which gives a qualitative indication by means of color reaction, or a mercury
thermometer converts the measured temperature into expansion and contraction of
a liquid which can be read on a calibrated glass tube.
Sensors also have impact on what they measure, therefore they need to be de-
signed to have a small eﬀect on what is measured, making the sensor smaller often
improves this and may introduce other advantages. Good sensors should be sensi-
tive to the measured property and insensitive to any other properties. Ideal sensor
should be linear, in other words the output of sensor is linearly proportional to the
value of the measured property.
Every sensor has to be connected to a transducer of some sort, which is respon-
sible for conversion of an observed change into measurable signal.
3.1 Chemical Sensor
This work deals with chemical sensors which measure chemical substances by chem-
ical or physical responses. R. W. Catterall [9] deﬁned sensor as a device which
responds to a particular analyte in a selective way through a chemical reaction and
can be used for the qualitative or quantitative determination of the analyte. Such
material is usually referred to be a substrate, although the more general term analyte
is sometimes used.
3.2 Sensor Manufacturing Technologies
There exist a lot of electrochemical sensor types. In these days mainly two basic
types of sensors prevail: thick-ﬁlm or thin-ﬁlm sensors. The active part of a thick-
ﬁlm sensor is in order of micrometres whilst the thin-ﬁlm sensors active layer is
thinner than one micrometer.
3.2.1 Thick-ﬁlm
Thick-ﬁlm sensors’s sensing electrodes, electrical pathways together with contact
facets, are formed by the deposition of layers of special pastes onto an insulating
substrate. Ceramic (Al2O3) is the most common one. The pastes are usually re-
ferred to as inks, although there is little resemblance to conventional ink. The paste
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contains powder semiconducting material, organic binder and also other substances
in some cases. It is necessary to adhere paste composition during its preparation,
because it inﬂuences viscosity, wettability and adhesion.
Layers are most commonly applied using screen printing, i.e. using mask plate,
which allows to create on substrate patterns of desired geometrical shapes and thick-
ness. As further alternative methods can be used spraying, dipping with etching or
stamping. The paste pattern is ﬁred in a manner akin to the production of pottery
to produce electrical pathways of a controlled resistance. The tempering cycle (heat-
ing rate, maximal temperature and cooling rate) signiﬁcantly inﬂuences porosity of
layer and therefore resulting sensitivity of sensor. Examples of such sensors can be
seen in Fig. 3.1.
(a) Bio Sensor Technologie Berlin [6]. (b) BVT Technologies [8].
(c) Rusens [47]. (d) EcoBioServices & Researches [13].
Figure 3.1: Examples of sensors prepared by using thick-ﬁlm technology.
For example an American company DuPont, the world’s second largest chemical
company by market capitalization, provides a large variety of thick ﬁlm materi-
als speciﬁcally designed for biosensor applications. Assortment of these materials
almost outnumbers the amount of materials provided for common electronic prod-
ucts. The selection ranges from electrically conductive compositions including silver,
gold, and carbon for lines and contact pads, silver/silver chloride compositions used
as electrodes for amperometric sensors, potentiometric sensors, and iontophoretic
drug delivery devices to precious metal-based compositions for working electrodes
in amperometric sensors used in analyte detection.
3.2.2 Thin-ﬁlm
The thick-ﬁlm technology is mature and widely used method mainly for manufac-
turing of discrete electrical parts with lower level of integration. The requirements
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of lower power consumption for sensors operation, higher level of integration and
compatibility with production technology of processing electronic circuits lead to
miniaturization and more frequent use of the thin-ﬁlm technology (see Fig. 3.2 for
example).
(a) Windsor Scientiﬁc [56]. (b) ABTECH Scientiﬁc [1].
Figure 3.2: Examples of sensors prepared by using thin-ﬁlm technology.
The thin-ﬁlm technology uses ceramic as well as semiconductor substrates. It is
used for preparing metal electrodes for signal sensing and also for active detection
layers. The contact pads and active areas can be produced by using lithographic
method.
Commonly used methods of thin-ﬁlm deposition are sputtering, vacuum evap-
oration and chemical vapor deposition by gas ﬂow (CVD). Thin-ﬁlm technologies
provide high variability and they are fully compatible with integrated circuits. It
is also well possible to prepare two dimensional arrays of sensors. The advances in
miniaturization allow to shrink the size of a sensors and reduce their energy con-
sumption.
There also exists many other technologies for production of electrochemical sen-
sors. Pulsed laser deposition (PLD) seems to be the most promising alternative to
“classical” deposition technologies. This method has several advantages: preserva-
tion of chemist of material which should be depositioned on substrate, high ﬂexibility
in choice of organic and inorganic materials for deposition and deposition of precise
ﬁlms with exactly deﬁned layer structures. The material is deposited by using high
power pulsed laser beam focused inside a vacuum chamber to strike a target of the
desired composition. Material is then vaporized from the target and deposited as a
thin ﬁlm on a substrate, such as a silicon wafer facing the target. This process can
occur in ultra high vacuum or in the presence of a background gas.
3.3 Bisosensors
Biosensors are really a sub-set of chemical sensors. As deﬁned by B. R. Eggins [14],
a biosensor is a device incorporating a biological sensing element connected to a
transducer. The analyte detected and measured by this sensor may be purely chem-
ical, although biological components may be the target analyte. The key diﬀerence
is that the recognition element is of biological nature.
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3.3.1 History
The history of biosensors began roughly ﬁfty years ago when L. C. Clark and C. Lyons
published their work [10], where they combined oxygen electrode with enzyme in gel
layer for the ﬁrst time. Five years later, an article [53] was published in magazine
Nature by S. J. Updike and G. P. Higs, who introduced the “Enzyme electrode”
name for the membrane with enzyme in conjunction with a suitable electrode.
In the following years, a lot of eﬀort was made in development of this young
interdisciplinary science sector. Until 1990 there were more than 800 specialized
publications dealing with this theme published [30]. It was proven, that combina-
tion of biocatalytical system with transducer on electrical signal is very productive.
The more and more complex biological systems begun to be tested, e.g. cell or-
ganelle, bacteria, antibodies and even whole living organisms in conjunction with
suitable transducer. Results were published in specialized magazine “Biosensors and
Bioelectronics” and on speciﬁc conferences dedicated just to the biosensors.
First commercial applications were predetermined by their fundamentals for use
in ecology and medicine. These devices became irreplaceable with increasing accent
on environment monitoring.
There were more then 2000 scientiﬁc articles about biosensor technology pub-
lished, as was summed-up in work “Biosensors - Present State and Future Trend”
[50].
3.3.2 Principle
Working electrode of biosensor is usually formed by a graphite-powder-based ink.
The reference electrode is usually silver-silver chloride ink. Appropriate modifying
components can be incorporated into the carbon ink, such as gold, mercury, chelating
agents, mediators such as glucose oxidase, ascorbic acid oxidase, glutathione oxidase
or PSII.
The selective element has to be attached to a transducer. This process is known
as immobilization. It could be problematic if the selective element is of biological
nature.
There are several immobilization methods:
1. Adsorption is the simplest approach. However, the bonding is weak. It is the
accumulation of atoms or molecules on the surface of a material. This process
creates a ﬁlm of the adsorbate (the molecules or atoms being accumulated) on
the adsorbent’s surface.
2. Microencapsulation was used in early biosensors. In this method, an inert
membrane is used to trap the biomaterial on to the transducer.
3. Entrapment, where the selective element is trapped in a matrix of a gel. Un-
fortunately in this method a diﬀusion of substrate into biosensitive layer can
have a complex impact on reaction.
4. Cross-linking is a method where the biomaterial is chemically bonded to solid
supports. However, a damage is caused to an immobilized enzyme, diﬀusion
of substrate is limited and mechanical strength is poor.
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5. Covalent bonding involves carefully designed bond between a functional group
in the biomaterial and the transducer. The particular advantage of this method
is that the enzyme cannot be released during its use.
In practice, it is unusual to use only one of above described methods at a time.
Their combination can provide higher robustness and reproducibility required for
the particular applications.
Since enzymes are expensive to produce, immobilization on sensor makes eco-
nomical sense. It allows to recover enzyme after it has carried out its intended
function, so that it can be reused or recycled. The advantage is also that immobi-
lized enzymes often display increasing stability due to the fact that their support
material can provide protection from pH and temperature changes in the surround-
ing environment.
In further parts of this work, for the measurement and the analysis sensors pro-
duced by using thick-ﬁlm technology are used. This technology allows to prepare
biosensors with a bioactive layer of enzymes on their working electrode. This layer
highly increases sensitivity and selectivity of a sensor on certain substances of solu-
tion and they proved to be the most successful in practice.
Synchronous Detection
Method
4
In this chapter the synchronous detection (SD) method is introduced. This method is
a novel approach to the evaluation of the response signal of electrochemical biosen-
sors. SD principle achieves signiﬁcant increases in the signal-to-noise ratio, limit
of detection and overall measurement robustness. Application of SD in biosensor
measurements improves the analysis of the response and avoids the inﬂuence of inter-
ference/noise produced by stirring, electromagnetic eﬀects and inﬂuence of parasitic
currents. All these beneﬁts have been made possible by utilization of “a priory”
knowledge introduced into the measurement.
4.1 Inspiration
SD method enables to build sophisticated methods of signal analysis. Inspiration for
it comes from several ﬁelds of signal analysis and applied electronics. The sources
of inspiration are discussed in following sections.
4.1.1 Fourier analysis
Having some measured signal, such as audio, radio waves, light waves, seismic waves,
images or response of biosensor in this case, the signal is likely to be inﬂuenced by
random noise. White noise is a good example. If the discrete Fourier transform is
applied, it can isolate individual components of a compound waveform, concentrating
them for easier detection and/or removal. By manipulation of Fourier-transformed
data in a simple way and reversing the transformation, the noise can be suppressed
and useful signal ampliﬁed.
One of the principles of the Fourier analysis is that any imaginable waveform
can be constructed out of a carefully chosen set of sinewave components, assembled
in a particular way (the frequency to time domain conversion). And conversely, any
complex periodic signal can be broken down into a series of sinewave components
for analysis (the time to frequency domain conversion). And most important, the
described tasks are inverse operations, i.e. encoding and decoding signals are inverse
operations in the Fourier analysis.
Speciﬁc kind of Fourier transform used for a continuous function is the discrete
Fourier transform (DFT). This method works with input function that is discrete
and have limited (ﬁnite) duration. Such inputs are often created by sampling a
continuous function, as a biosensor response. It only evaluates enough frequency
components to reconstruct the ﬁnite segment that was analyzed. Its inverse trans-
form cannot reproduce the entire time domain.
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4.1.2 Known Noise Inﬂuence on Signal
In another scenario, the measured signal is inﬂuenced by noise. This noise reduces
the measurement quality. If there is nothing known about the measured signal, it is
hard to eliminate the noise inﬂuence. The obtained results are degraded, have lower
resolution or in the worst case cannot be evaluated at all, since they do not conform
to basic theoretical assumptions.
Nevertheless, if the same measurement can be repeated on well described system,
the inﬂuence of noises is known presumably. So if the measurement is done on an
unknown signal together with known signal, it is well possible that subtracting the
known signal from the measured signal leads to reduced noise in the measured signal.
4.1.3 Communication Devices
Contemporary communication devices oﬀer high level of performance. One useful
feature found in the short bandwidth (high-frequencies) is a synchronous detection
– or synchronous demodulation – which can result in improved performance in the
reception of amplitude-modulated (AM) transmissions. This form of modulation is
widely used for broadcasting.
In any receiver, a key element represents a detector, which removes the mod-
ulation from the carrier to reveal the audio frequency representation of the signal.
The detector signal can be demodulated by using a method known as synchronous
detection or demodulation, which is better than diode or envelope detection. In this
approach, a signal at the same frequency as the carrier is mixed with the incoming
signal. This has the eﬀect of converting the frequency of the incoming signal directly
down to audio frequencies.
Synchronous detectors are used because they have several advantages over ordi-
nary diode detectors. Firstly, the level of distortion is lower; a second advantage is
the increased signal-to-noise ratio at low signal levels, which is useful for improving
reception under adverse conditions.
4.1.4 Chopper Direct Current Ampliﬁers
There are many diﬀerent situations where it is necessary to amplify signals having
a frequency spectrum which extends to zero. These amplifying devices are called
DC (direct-current or direct-coupled) ampliﬁers. Ampliﬁers which have capacitor
coupling between stages are not usable in these cases, because the gain at zero
frequency is zero.
Sometimes, the changes in circuit operation conditions result in changes of am-
pliﬁed output signal. The resulting change is known as a drift. This can be prob-
lematic in applications such as ampliﬁers in electronic diﬀerential analyzers (analog
computers), certain types of feedback control systems, instrumentation ampliﬁers
and medical instruments such as the electrocardiograph (ECG). Such changes usu-
ally occur as a result of temperature variations. Since electronic circuitry is not
normally held at constant temperature, DC ampliﬁer invariably exhibits some drift.
With appropriate circuit design, however, the drift may be held down to negligible
level.
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Figure 4.1: Basic diﬀerential ampliﬁer.
Figure 4.2: Block diagram of chopper DC ampliﬁer with electromechanical chopper.
The most straight forward way of reducing drift is to use some sort of a balanced
ampliﬁer, where voltage changes in one part of the circuit are balanced by equal
and opposite changes in another part. This condition is most easily fulﬁlled in the
diﬀerential ampliﬁer. An example of such ampliﬁer [21] is shown in Fig. 4.1. The
name describes the dependance of the ampliﬁer output on the voltage diﬀerence
between two parts of the circuit, so that if both parts drift to the same extent, there
is no net drift in the output.
However, in some critical instrumentation applications, even the diﬀerential am-
pliﬁer has too much drift. In such cases, a radically diﬀerent approach is used. This
is to convert the DC to AC by chopping it up, amplify in an AC ampliﬁer with
inherent zero drift and then rectify the signal to recover the DC [21]. Such a system
is shown in Fig. 4.2.
Choppers were originally electromechanical, with chopping frequency limited to
a few hundred Hz, but this had a serious eﬀect on high-frequency response. Today’s
electronic switches can of course chop at many MHz.
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The use of the simple diode rectiﬁer shown in Fig. 4.2 has the property of giving
a positive output for both, positive and negative signals. In most cases, however,
signal polarity must be preserved at the ampliﬁer output. Here a synchronous chop-
per is used so that input and output are switched through simultaneously and the
instantaneous polarity of the input signal is transmitted through to the output.
4.2 Application in Biosensors
In previous sections, several methods of signal analysis were described. A common
denominator among these methods is some additional information we know explicitly
about the measurement. This “a priori” knowledge can help with noise reduction
and increase of measurement precision. In biosensor applications, it could be huge
beneﬁt since sensors usually work with tiny responses and therefore possible more
signiﬁcant noise in measurement.
This explicit knowledge could be introduced by stimulation of bioactive species.
There exist a plenty of enzymes, which are sensitive to stimuli, such as change of
pressure in solution or reaction activity driven by light. Photosystem II complex
(PSII) is an example of light sensitive matter. This protein catalyzes reaction just
when it is stimulated by light.
The output signal of the biosensor is modulated on the stimulating light signal
with a timing which is exactly known. The demodulation of the signal enables the
true response of the biosensor to be obtained. Hence, based on the synchronous
detection method, this work aims to introduce a novel approach to the evaluation
of the response signal of an electrochemical PSII biosensor. It brings the possibility
of a more precise evaluation of the measured signal.
4.2.1 Detection of Photosynthetic Herbicides
In plants and microalgae, the Photosystem II complex (PSII) is usually the primary
target site of photosynthetic herbicides (phenyureas, triazines, phenolics); these her-
bicides bind in the QB pocket and inhibit electron transport activity [35, 20]. The
so-called Hill reaction is maintained by the PSII complex and represents a measure
of its photochemical activity, where light-driven oxygen production is monitored in
the presence of an artiﬁcial electron acceptor (mediator) 퐴. One molecule of oxygen
is evolved for every four equivalents of oxidant reduced photochemically (per four
absorbed quanta of light)
2 퐻2푂 + 2 퐴
4 ℎ휈−→ 2 퐴퐻2 +푂2 .
Many quinones, derivates of p-benzoquinone – as well as some dyes, dichlorophenol-
indophenol – were found to be reduced by isolated PSII particles under illumination
[51, 48].
Starting from the 1980s, microscale tests using photosynthetic biosensors based
on cellular or subcellular material (e.g. algal cells, chloroplasts, thylakoid mem-
branes, or the PSII complex, core or reaction centre) have been developed for
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herbicide detection (for overview see ref. [31, 18]). The binding of the photosyn-
thetic herbicides to the PSII core oﬀers good possibilities to use these prepara-
tions as biosensing elements in biosensors with various methods of detection, e.g.
measurement of electron transport rate, oxygen evolution, or chlorophyll ﬂuores-
cence [2, 11, 19, 22, 33, 43, 44, 45, 46, 52].
Theory 5
Let us suppose we have an enzymatic electrochemical biosensor with a working elec-
trode of diameter 푑. On the electrode there is an immobilized layer of bioactive
compounds of thickness ℎ. The bioactive layer contains 푛 bioactive centers, that
catalyze the reaction of the biosensor with the analyte. The response of each bioac-
tive center is 푓푗, where 푗 goes from interval 1 to 푛. If phenomena on the working
electrode are measured with a time resolution lower than 푡0 = ℎ
2/2/퐷 [36], where 퐷
stands for the diﬀusion coeﬃcient of the analyte in the membrane, then all the bioac-
tive centers can be assumed to be in similar conditions – the concentration of the
analyte in the membrane will be nearly at equilibrium. The standard thickness of a
bioactive membrane is about 1 to 10 µm. The diﬀusion coeﬃcient of small molecules,
such as those of a mediator or inhibitor, is lower than 1000 Dalton. It means that
the diﬀusion coeﬃcient in polymeric membranes, such as a dialysis membrane, is of
the order from 10 × 10−12 to 100 × 10−12 m2 s−1 [28]. Under such conditions, 푡0 is
typically 5 to 5000 milliseconds. For the measurements with a time resolution of 100
ms, it can be assumed that all the bioactive centers are under the same conditions,
while the thickness of the immobilized membrane is about 1 µm and a high diﬀusion
coeﬃcient of analyte in the immobilized layer is achieved (10−10 m2 s−1).
Diﬀerences between the activity of individual bioactive centers may be caused
by diﬀerences in their immobilization, ambient conditions, local pH ﬂuctuations and
many other inﬂuences [25]. By contrast, the external inﬂuences are the same deﬁned
condition for all bioactive centers.
In the above-mentioned condition, the response of the electrochemical measure-
ment will be
푓푟 =
푛∑
푗=1
푓푗 , (5.1)
where 푓푟 is the resulting response of all centers. The average response of one bioactive
center is
푓¯ =
1
푛
푛∑
푗=1
푓푗 (5.2)
and so the measured response can be expressed by average bioactive center response
푓푟 = 푛푓¯ . (5.3)
Once the compound (inhibitor) is added to the system, it can modify the level
of activity of individual active centers or the overall number of active centers. The
resulting eﬀect that is measured is the change in the sensor’s response after the
inhibition. Two reaction mechanisms which can be potentially observed are further
discussed below:
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Model 1: The number of bioactive centers remains unchanged but the properties
of individual centers change. This situation is described by the equation
푓¯ → 푓¯푖 . (5.4)
Model 2: The second situation is when the number of free bioactive centers changes
푛 = 푛푖 (5.5)
at unchanged average response 푓¯ of a single active center. This change is
a dynamic process. Active sites are inactivated when the active centers are
occupied by an inhibitor, and they can be reactivated when the inhibitor is
released again. This model is more frequently accepted. The two simplest
sub-models of model 2 are reversible and irreversible inhibition.
(a) Irreversible inhibition
A change in the number of free bioactive centers from an initial state
without an inhibitor, when the system contains 푛 free centers, to a ﬁnal
state where the (푛 − 푛푖) centers are occupied by an inhibitor and the
system contains a changed number of free bioactive centers 푛푖, is described
for the irreversible reaction by the equation
푛
푘′1−→ 푛푖 , (5.6)
where 푘′1 is the rate constant of transition from state n to state 푛푖 or better
irreversible inhibition rate. This rate constant depends on the number
of molecules of inhibitor in the close proximity of an active center. The
scheme can be expressed by the diﬀerential equation
푑푛
푑푡
= −푘′1푛 = −푘1푖 푛 , (5.7)
where 푖 is the number of inhibitor molecules in close proximity of active
centers. The initial condition can be written as 푛(0) = 푛0, where 푛0 is
the initial amount of active centers. The equation (5.7) has a solution,
which can be expressed in concentrations as
퐶푛(푡) = 푒
−푘1 퐶푖 푡 , (5.8)
where 퐶푛(푡) =
푛(푡)
푛0
is the concentration of free active centers at time 푡 and
퐶푖 is the molar concentration of the inhibitor in the bioactive membrane.
(b) Reversible inhibition
A change in the number of free bioactive centers is described by a re-
versible reaction. The transition from a state without an inhibitor to a
state with some centers occupied can be described by the equation
푛
푘′1−−→←−−
푘−1
푛푖 . (5.9)
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This scheme can be described by the diﬀerential equations
푑푛
푑푡
= −푘′1 푛+ 푘−1푛푖 and
푑푛푖
푑푡
= +푘′1 푛− 푘−1푛푖 ,
(5.10)
where 푘′1 is the rate constant of transition from state 푛 to state 푛푖 and 푘−1
describes the transition of an inactive center to its active state. Again,
these equations can be solved. The rate constant 푘′1 = 푘1퐶푖 depends on
the number of molecules of inhibitor in the close proximity of an active
center. The solution can be expressed in concentrations as
퐶푛(푡) =
1
푘1퐶푖 + 푘−1
(
푘−1 + 푘1퐶푖 푒−(푘1 퐶푖+푘−1) 푡
)
. (5.11)
In both cases (Models 1 and 2), the assumption about the time resolution is cru-
cial. This requirement means that each bioactive center is in equilibrium with a
surrounding number of inhibitor molecules and the whole bioactive membrane in-
hibitor concentration is in equilibrium with the bulk inhibitor concentration.
The real measurement (the one actually measured) consists of the phenomenon
which one wishes to measure plus various interfering phenomena, e.g. long time
drift, noise, etc. It can be described by the formula
푓푟 = 푛푓¯ + 푎 , (5.12)
where 푎 is the sum of all experimental inﬂuences which disturb the measurement.
In reality there are two model equations.
Model 1
푓푟 = 푛푓¯ + 푎 the response without any inhibitor,
푓푟푖 = 푛푓¯푖 + 푎푖 the response with an inhibitor,
(5.13)
where 푓푟푖 is the response of the biosensor aﬀected by the inhibitor. 푓¯푖 is the average
response of a bioactive center modiﬁed by an inhibitor as mentioned above. The
symbols 푎 and 푎푖 express the measurement disturbances. The number of bioactive
centers 푛 remains unchanged, but their activity is changed.
In model 2, there are the following equations:
푓푟 = 푛푓¯ + 푎 the response without any inhibitor,
푓푟푖 = 푛푖푓¯ + 푎푖 the response with an inhibitor,
(5.14)
where 푛푖 is the number of free bioactive centers when the measurement is inﬂuenced
by the inhibitor.
The description in general involves a certain ambiguity. If the inﬂuence of an
inhibitor on an active center is linear, meaning that 푓¯푖 = 훼푓¯ , it is impossible to
distinguish between both models. But this ambiguity is not important because both
models will be isomorphic in this case.
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Since the second model is more frequently accepted, the further text is focused
solely on it. The equations 푓푟 = 푛푓¯+푎 and 푓푟푖 = 푛푖푓¯+푎푖 can be solved with respect
to 푓¯ , resulting in
푓푟푖 =
푛푖
푛
푓푟 − 푛푖
푛
푎+ 푎푖 . (5.15)
The equation (5.15) can be rewritten in the form
푓푟푖 =
푛푖
푛
푓푟 − 푏
(푛푖
푛
, 푎, 푎푖
)
(5.16)
and expressed in concentrations as
푓푟푖(푡) = 퐶푛(˜푡)푓푟(푡)− 푏
(
퐶푛(˜푡), 푎, 푎푖
)
, (5.17)
where the tilde above the 푡 emphasizes the fact that the time scales for 푓푟 and 퐶푛 are
diﬀerent. Equation (5.17) is a linear model with respect to 푓푟. The linear correlation
푓푟(푡) and 푓푟푖(푡) gives the values of 퐶푛(˜푡) and 푏(퐶푛(˜푡), 푎, 푎푖).
퐶푛(˜푡) in equation (5.17) can be expressed by equations (5.8) or (5.11), where
time 푡 is replaced by 푡˜. The model is a general one and independent of equations
(5.7) and (5.10). This means that more complicated models of reaction kinetics can
also be evaluated using equation (5.17).
5.1 Analysis of Photosysteme II Signal
The measurement of the PSII system response to light stimulation is described by the
variable 푦(푡, 퐶푖, 푝1, . . . , 푝푚), where 푡 is time and 푝1, . . . , 푝푚 stand for other indepen-
dent experimental parameters, some of which are hidden (or even unknown) and not
measurable. The relationship between the individual time points 푦(푡, 퐶푖1 , 푝1, . . . , 푝푚)
and 푦(푡, 퐶푖2 , 푝1, . . . , 푝푚) is probably rather complex. The inhibitor can change the
properties of the PSII active center and it can also completely block the active center.
Using the derived theory (i.e. equation (5.17)) the equation can written
푦(푡, 퐶푖, 푝1, ..., 푝푚) = 퐶푛(푡˜, 퐶푖) 푦(푡, 0, 푝1, ..., 푝푚) + 푏(푡, 퐶푛(푡˜, 퐶푖), 푝1, ..., 푝푚) . (5.18)
To emphasize the two time scales and the implicit dependence of 퐶푛 on inhibitor con-
centration, the variables 푡˜ and 퐶푖 were explicitly written. The standard signal is as-
sumed to be the system response without any inhibitor. The 푏(푡, 퐶푛(푡˜, 퐶푖), 푝1, ..., 푝푚)
represents the error and drift of the system. The reference state can be readily cho-
sen: it can be 퐶푖0 = 0 as the state in the absence of an inhibitor, or 퐶푖0 = 퐶푠
as the state of standard concentration of inhibitor. The signals 푦(푡, 퐶푖, 푝1, ..., 푝푚)
and 푦(푡, 0, 푝1, ..., 푝푚) can be correlated and the hypothesis of their linear depen-
dence (5.18) tested. If the linear model is valid, then equation (5.17) can be applied.
In other words, the inhibitor causes a decrease in the population of free active PSII
centers, or the activity of each center is changed, in a linear manner. The analysis
of the parameter 퐶푛 enables the use of diﬀerent models (i.e. (5.7) and (5.10)) to
evaluate the kinetic parameters of the inhibition.
The concentration 퐶푛(푡˜, 퐶푖) is independent of the rest of the system parameters
which inﬂuence the analyzed signal. Consequently, analysis of 퐶푛(푡˜, 퐶푖) oﬀers a
robust approach for measurement.
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Figure 5.1: Response of the PSII biosensor to a light pulse.
The reverse implication mentioned above is not in an expressed mathematical
sense. Some exceptional cases of inhibition, in which the behavior of active centers
are dramatically changed but equation (5.18) remains valid, could be admitted.
However, such situations have an extremely low probability of occurrence.
Equation (5.18) was tested using an amperometric biosensor with immobilized
PSII particles. The reference signal 푦(푡, 0, 푝1, ..., 푝푚) which corresponds to 푓푟 was ob-
tained from the biosensor response in a buﬀer containing mediator but no inhibitor.
Example of response of PSII biosensor to alight pulse is depicted in Fig. 5.1.
The model response 푓푟(푡) is constructed from the measured signal (solid line). The
current rises after the LED is switched on (dashed line). The response includes
the time period before signal 푡퐵, the stimulation signal period deﬁned by the light
pulse of length 푡푆 (dashed line) and the period of signal after the stimulation, which
is deﬁned by the ratio 푚 to the light-stimulation time 푡푆. The one-second delay
of the current response after the LED signal is caused by the digital ﬁltration of
the measured signal. The spikes at the start and end of the illumination period
correspond to the current induced by the LED switched on/oﬀ. This eﬀect has no
inﬂuence on the results of measurement if the synchronous detection method is used
for processing.
The construction of the system is described in the next section. The reference
signal was correlated with the signal in the presence of the inhibitor 푦(푡, 퐶푖, 푝1, ...,
푝푚). Both steps of the experiment were carried out under the same experimental
conditions, thus ensuring identical conditions for both the reference and analyzed
signal.
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5.2 Analysis Software
The implementation of the SD method needs quite a big amount of calculations.
The theory was implemented in a specially-created software (see chapter A for more
details about used algorithms). It allows evaluating of the biosensor measurements
in several simple steps and enables a routine use of the method. Examples of an
evaluation can be seen in Fig. 5.2.
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Figure 5.2: The result of the signal analysis for a certain concentration of inhibitor.
The ﬁrst step is the choice of data for analysis. The data are displayed on
the screen and the user can immediately see the stimulating pulses and biosensor’s
responses. The number of light pulses and their length are automatically evaluated
from the measured data.
The following step is the setup of measurement parameters for signal construc-
tion. Here, it is necessary to enter the number of light pulses which are to be
measured for one inhibitor concentration. This results in the number of measure-
ment sequences, i.e. one measurement sequence consists of several stimulation pulses
for one inhibitor concentration. The light pulse determines one part of the response
signal 푓푟(푡) (or 푓푟푖(푡) when inhibitor is present in the solution). As the Fig. 5.1
shows, there has to be a speciﬁed time before the pulse starts 푡퐵, and a ratio 푚,
which deﬁnes, together with the light pulse length 푡푆, the length of the time period
for the signal used for evaluation after the stimulation pulse has ﬁnished. All these
parts joined together give us the one response signal 푓푟(푡) or 푓푟푖(푡) respectively.
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The model signal, i.e. 푓푟(푡), can be chosen as (i) one particular pulse, which
ﬁts the expected signal shape, or as (ii) a mean value of all pulses from the ﬁrst
measurement sequence in the absence of an inhibitor, or with the inhibitor standard.
After all the required original measurement properties have been set up, it is
possible to continue to explore a certain inhibitor concentration analysis.
Fig. 5.2 shows the analysis of the stimulation response with a certain amount
of inhibitor added to the solution. It is separated into three parts: the upper-
left graph designated Original (Fig. 5.2a) shows the unmodiﬁed responses to the
stimulation pulses for an individual inhibitor concentration. The upper-right graph
(Fig. 5.2b) displays the Correlation of pulses against the standard signal; in this
case the correlation is not linear. The example was chosen to demonstrate a more
complicated process of inhibition, where a simple model would be insuﬃcient for a
full description. The bottom graph designated Normalized (Fig. 5.2c) shows the data
from the Original graph normalized to the results of the correlation. It is clear that
the normalized responses ﬁt exactly to each other. Fig. 5.2c can be used to study
fast phenomena connected with the diﬀusion of the mediator in close proximity to
active centers and the kinetics of PSII itself. The slow changes observed between
the single responses express the diﬀusion of the inhibitor into the bioactive layer and
inhibitor-binding kinetics.
Material & Methods 6
6.1 Biosensor System
The oxygen evolving PSII-complex preparations were isolated from the thermophilic
cyanobacterium Synechococcus elongatus (strain Kovrov 1972/8 grown at 56 ∘C) us-
ing a non-ionic detergent, heptylthioglucoside, according to the procedure described
previously by M. Koblizek [22] and E. Setlikova [49].
The biosensor toxicity analyser (microﬂow system MFS combined with a screen-
printed, thick-ﬁlm Pt-Ag sensor AC1.W2.RS, produced by BVT Technologies Ltd.,
Brno, Czech Republic) is used for the detection of photosynthetic herbicides. The
oxygen-evolving PSII particles (Institute of Microbiology, Trebon) were immobilised
on the surface of the platinum-working electrode. The principle of detection is based
on the measurement of electric current, which corresponds to the reduction of the
artiﬁcial mediator duroquinone generated by short pulses of red light. After the
herbicide addition, the light-driven electron transport through PSII is impaired in a
concentration-dependent manner.
The suspension of isolated PSII particles was thoroughly mixed with a solution
of bovine serum albumine and glutaraldehyde. A 1-µl drop of this mixture was
placed on the surface of the Pt-working electrode and left for polymerization under
the dimmed green light at 5 ∘C for 1 h.
6.2 Measuring Procedure
The sensor with the immobilized PSII complex was inserted into the micro ﬂuidic
system (MFS) (BVT Technologies Ltd., Brno, Czech Republic, www.bvt.cz) which
assures the reproducible mass transfer between a bioactive sensor layer and a mea-
sured solution (see Fig 6.1). A chamber of MFS was ﬁlled with 10 ml of MES buﬀer
(15 mM MES, 0.1 M NaCl, 5 mM MgCl2, pH 6.8) containing the artiﬁcial electron
acceptor duroquinone (2 . 10−4 M). The measurement was done at 25 ∘C. Signal
acquisition as well as the control of other functions of the PSII biosensor (illumi-
nation, pump) was realized through a Biosensor Toxicity Analyser BA1.1 (BTA)
control unit (BVT Technologies Ltd.). The working electrode of the sensor was po-
larized at +620 mV vs. the Ag/AgCl pseudo-reference electrode of the AC1.W2.RS
sensor in order to allow the reoxidation of duroquinone.
The circulation pump was switched on for a 10 minutes period for stabilization
of the system in dark. After stabilization, a sequence of 푚 light/dark cycles was
applied to the sensor in the solution without herbicide (control sample), where 푚
was in the range of 4 to 25 cycles (see an example of part of the measurement in
Fig. 6.2). Details of a typical measuring light/dark cycle can be seen in Fig. 5.1.
This cycle consists of a short pulse of red light (5 seconds). During this period of
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Figure 6.1: Microﬂuidic system.
time the signal on the electrode increases due to the reduction of duroquinone by
electrons being transported through the PSII complex. The light pulse is followed
by a 20 seconds dark period. When the light is switched oﬀ, the signal decreases
(due to the reoxidation of the duroquinone) and returns close to its initial value.
In the presence of photosynthesis inhibitors, the signal response is reduced. The
diuron solution (standard) would then be injected to yield the ﬁnal concentration of
퐶푖 and the sequence of 푚 light/dark cycles applied again. All data were processed
by the custom-made software, which allowed the application of a synchronous mode
of detection.
6.3 Experimental Veriﬁcation of Synchronous De-
tection Method
In order to open up the possibility of providing a synchronous mode of detection, its
experimental proof became inevitable. The experiments, therefore, were performed
in one experimental run, where the eﬀect of an inhibitor – in this case, the herbicide
diuron - on the light response curve was investigated by subsequent additions of
herbicide (as described in Chapter 6.2).
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Figure 6.2: One sequence of the PSII-biosensor signal responses to the 5 second
light pulses (20 second dark periods). At each concentration of herbicide twenty
pulses are applied. The PSII system response (solid line) to the stimulation by light
(dashed line) is shown.
Results and Discussion 7
The method of synchronous detection was proved using signals generated by the PSII
biosensor. Typical measurement with PSII biosensor is shown in Fig. 6.2. Typical
response to light stimulation can be seen in Fig. 5.1. It consists of a ﬁve seconds
pulse of red light, which stimulates the signal increase on the electrode due to the
reduction of duroquinone by electrons being transported through the PSII complex.
The light pulse is followed by a twenty seconds of relaxation with light switched oﬀ.
During this period, the signal decreases and returns close to its initial value.
The assumptions which enable the use of this method are fulﬁlled because the
light penetrates nearly immediately throughout the whole thickness (i.e. 10 µm),
of the bioactive membrane and activates the process in the entire membrane’s vol-
ume. With the diﬀusion of mediator being suﬃciently fast, equilibrium is reached
in hundreds of milliseconds. On the other hand, the diﬀusion of the inhibitor and
its binding to the active PSII center is a slow process - of the order of 10 to 100 s.
There are two time scales in the experimental arrangement and additional informa-
tion about the timing of the stimulation process is exactly known. In this case, the
experimental results conﬁrm the function of synchronous detection as can be seen
in the example in Fig. 7.1.
The SD analysis can also be understood as a method that divides the experi-
mental data into groups characterized according to the time scale of the running
process [27]. In the case of PSII, there exist two processes: (i) slow processes con-
nected with PSII particles inhibition (Fig. 7.1b) and (ii) fast response corresponding
to stimulation (Fig. 7.1c). The ﬁnal dependence of free active centers concentration
( 푛(푡)
푛(0)
) on time is in Fig. 7.1d.
The analysis of the slow process enables to obtain information about the kinetics
of inhibition. Analysis of the fast process after the light stimulation enables to give
a deeper insight into phenomena connected with the average behaviour of an PSII
active center; this involves diﬀusion of the mediator, transfer of electrons in the
active center, inﬂuence of membrane swelling, etc.
The method of SD is demonstrated on example of PSII but decomposition proce-
dure is general. SD can be used in application where two processes are superimposed
- the fast response to a stimulation and the slow response of processes on the back-
ground of a stimulation.
The relation between the reference signal and other signals is linear to a very
exact degree. This means that the signal decrease (Fig. 7.1d) is mainly caused by
a decreasing number of active centers. If Fig. 7.1c is taken into account, it can be
seen that the response is very high. This is only possible under conditions where
mediator diﬀusion is very fast and every PSII active center is readily accessible for
mediator molecules. Such behaviour of the bioactive membrane can only be reached
if its structural density is very low and the binding of PSII molecules is very weak.
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(d) The resulting response.
Figure 7.1: An example of signal decrease due to a decreasing number of active cen-
ters. It is caused by the washing out of PSII particles from the bioactive membrane.
A reasonable explanation of signal decrease in this case is the washing out of PSII
particles; the number of active sites decreases.
In Figs. 7.1a and 7.1c, it can also be seen that a complex response has been
transformed into the simple and compact curve (Fig. 7.1c), which can be analysed
in detail, revealing the nature of the process during the light stimulation.
An example of the swelling process is shown in Figs. 7.2a, 7.2b and 7.2c. The
reference signal is constructed from the second response to the light ﬂash. The
signal rise and the correlation between the reference signal and measured signal
are parallel straight lines with a slightly increasing slope. Such behaviour has a
natural explanation. Due to the swelling of the membrane the diﬀusion coeﬃcient
of the membrane also grows. It indicates that the response of the sensor grows,
but the number of active centers remains unchanged because the slope of the curves
is almost the same. In fact, the slope slightly grows. Due to the swelling, some
active centers become accessible to the mediator, or the ambient conditions in the
neighbourhood of the PSII center are changed, in such a manner that the mean
active center response 푓¯푟 grows. The signals exactly ﬁt one to another and the
experiment has a good reproducibility, as conﬁrmed by Fig. 7.2c.
The reaction to the addition of diuron at a concentration of 10−11 M is shown
in Figs. 7.2d, 7.2e and 7.2f. Those ﬁgures show a decrease in the number of active
sites. The correlation between the reference signal and measured signal starts at a
single point and only the slope of the curve slightly decreases. It reveals a decrease
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Figure 7.2: The analysis of one PSII measurement. The panels 7.2a, 7.2b and 7.2c
show an example of membrane swelling in the ﬁrst part of the measurement without
an inhibitor. The panels 7.2d, 7.2e and 7.2f show an example of inhibition of PSII
active centers after the addition of diuron in the concentration 10−11 M.
in the number of active centers. It is important to note that the decrease in slope is
proportional to the decrease in the number of active PSII centers; this eﬀect reﬂects
the inhibition.
Another explanation of the decrease of the slope is that after the membrane
swelling, a process of slow washing out of active centers may start (which is indepen-
dent of the inhibitor concentration), or after swelling the decreasing number of active
centers is caused by light inactivation. It must be emphasized that synchronous de-
tection measures the concentration of the active centers in the membrane, and not
only the presence of the inhibitor can change their concentration.
CHAPTER 7. RESULTS AND DISCUSSION 50
0
20
40
60
0 25 50
I
[n
A
]
t [s]
(a) Original signals.
0
20
40
60
0 20 40 60
I
[n
A
]
I [nA] (reference)
(b) Signal correlation.
0
20
40
60
0 25 50
I
[n
A
]
t [s]
(c) Normalized signals.
0
20
40
60
0 25 50
I
[n
A
]
t [s]
(d) Original signals.
0
20
40
60
0 20 40 60
I
[n
A
]
I [nA] (reference)
(e) Signal correlation.
0
20
40
60
0 25 50
I
[n
A
]
t [s]
(f) Normalized signals.
0
0.2
0.4
0.6
0.8
1
1.2
0 5 10 15 20 25
C
o
rr
el
a
ti
o
n
p
a
ra
m
et
er
Series number
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Figure 7.3: The analysis of one PSII measurement without inhibitor. The
graphs 7.3a, 7.3b and 7.3c show the stabilisation of the membrane without inhibitor.
The graphs 7.3d, 7.3e and 7.3f show a decrease in the number of active centers which
is not caused by inhibition.
Good reproducibility of the mean behavior of an active center is also found in
Fig. 7.2f. The resulting response is shown in Fig. 7.2g.
Another phenomenon is illustrated in Fig. 7.3. The graphs 7.3a, 7.3b and 7.3c
show the construction of the reference signal. After the membrane swelling, the
signal is stabilized. As a reaction to the addition of an inhibitor at a concentration
of 10−10 M, diuron starts the process which changes the response. However, the
correlation lines in Fig. 7.3e are parallel and their slope is unchanged. It indicates
that the number of active centers is unchanged, but another process is functioning.
The most simple explanation is that the presence of the inhibitor inﬂuences the
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Figure 7.4: The analysis of one PSII measurement after addition of diuron. The
panels 7.4a, 7.4b and 7.4c show the stabilization of the membrane without any
inhibitor. The panels 7.4d, 7.4e and 7.4f show a decrease of number of active centers
caused by 10−7 M diuron.
mass transfer between the active center and mediator without there being a change
in the number of active centers which can be detected. The above data prove that if
the inhibition experiments are done with an immobilized bioactive compound, then
a decrease in measured signal does not neccesarily reﬂect the inhibition process, if
inhibition is understood as a decrease in the number of active centers in the immo-
bilized membrane. Fig. 7.4 shows the response to the inhibitor at a concentration
of 10−7 M diuron. Now, the slope has changed signiﬁcantly.
From analyzing the dependence of the signal on time (Fig. 7.4g) it is obvious
that the time gap (4 × 75 s = 300 s) is necessary for the inhibitor to penetrate
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Figure 7.5: Dependency of kinetic constants on concentration.
the membrane. After that point the decrease of signal starts. It can be ﬁtted by
an exponential function and the parameters of the process (푘−1, 푘1, 퐶푖) can be
evaluated.
The method of changed metrics (the method is more robust than least square
ﬁt) was used to evaluate data in Fig. 7.4. The parameters in equation (5.11) can be
identiﬁed as
퐶푖 = 10
−7 , (7.1)
푘1 = 1.72× 104 M-1s-1 and (7.2)
푘−1 = 6.8× 10−4 s-1 . (7.3)
The kinetic constants seem to be in a good agreement with similar biochemical
reactions. The diﬀerence between kinetic constants is eight orders. It indicates that
the kinetic constants identiﬁcation is a stiﬀ problem and robust numeric methods
must be used for their identiﬁcation.
The dependence of kinetic constants of PSII biosensor on concentration is in
Fig. 7.5. The model (5.9) describes the function of PSII biosensor, where 푘1, 푘−1 and
퐾푒 are constants. It was observed that only 푘1 is constant in range from 10
−6 to 10−4
mM of diuron. This is in agreement with reaction step 퐸+퐼
푘1−→ 퐸퐼 where E denotes
the PSII concentration. The kinetic constant 푘−1 however depends on the inhibitor
concentration. It is in a contradiction with the simple complex EI decomposition
according to 퐸퐼
푘−1−→ 퐸 + 퐼. The simplest hypothesis explaining this behavior is
the possibility of binding molecules of inhibitor in the active center together with
the decomposition of the 퐸퐼2 complex being faster than the 퐸퐼 complex. Then the
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kinetic scheme of complex PSII and inhibitor interaction can be expressed as follows:
퐸 + 퐼
푘1−→ 퐸퐼 ,
퐸퐼
푘−1−→ 퐸 + 퐼 ,
퐸퐼 + 퐼
푘2−→ 퐸퐼2 푘3−→ 퐸 + 2 퐼 ,
(7.4)
where 푘1, 푘−1, 푘2 and 푘3 are the rate constants.
The fact that the kinetic constant 푘1 is independent on inhibitor concentration
in range from 10−6 to 10−4 mM enables to propose regions where the inhibitor can
be used for concentration measurement. The constant 푘1 can be evaluated by means
of inhibitor concentration. This constant is used for the concentration calculation
of an unknown sample.
The SD method was tested on a large set of experimental data, which were
kindly provided by J. Maly´. These measurements were done with several batches
of biosensors, where each of those batches was produced on a diﬀerent day to avoid
“accidentally” good results obtained just from a single batch.
The data were analyzed by a SyncDet software which implements the SD method.
This software is based on algorithms described in appendix A. It brings a new quality
into enzyme analysis in comparison to manual methods [23]. The SD method and
its implementation were proved to be very stable and robust.
A combination of the SD method with cheap hardware (in comparison to optical
methods) yields a top class scientiﬁc analysis device. It allows to give insight from
our macroscopical world into the microscopical world of enzymes. It discovers in
details an extraordinary behavior of enzymes in interaction with inhibitors and also
the inﬂuence of an immobilization process on the properties of an inhibitor and
provides a base to discovering and conﬁrming new hypothesis about the enzyme
behavior.
Conclusion 8
The synchronous detection method (SD) was demonstrated on the inhibition process
which inactivates the active center of Photosystem II (PSII) enzyme. SD enables
decomposing of the signal to fast and slow processes. The fast process is connected
with an electrode transfer, a mediator diﬀusion and a substrate reaction whereas
the slow process describes the inhibition itself.
SD allows to identify a signal, whose analysis enables to study the kinetics of the
inhibition reaction and the mechanism of the active center response. It is an invalu-
able tool for exploring the properties of the immobilized active center of enzymes,
which are possible to stimulate. An example of enzyme which can be stimulated
is PSII. This enzyme is sensitive to light. However there also exist plenty of other
enzymes which can be stimulated for example by pressure, heat, etc. Nevertheless,
there are more technical challenges which need to be solved prior, e.g. achieving
the fast changes of temperature is not as easy as switching the light on and oﬀ and
so on. Once this kind of issues is solved, another large ﬁeld for application of SD
method will be opened.
In all the analyzed measurements, a good conformity between the signals of each
stimulation response was found as Figs. 5.2, 7.2, 7.3 and 7.4 show. Compared to
the evaluation using the heights of the response peaks [23], it was possible to obtain
more precise results with an error below one percent.
The method of synchronous detection allows the kinetics of the inhibition re-
action and the mechanism of the active center response to be separated. It is a
valuable and powerful tool for exploring the properties of the PSII active center,
as well as other systems. It is possible to study and distinguish between various
inhibition mechanisms and to obtain the concentration of the inhibitor 퐶푖 to a high
precision.
In case of PSII biosensor the dependence of kinetic constant of concentration
was found which enables using the inhibition processes for reliable measurement of
inhibitor concentration only in range 10−6..10−4 mM for diuron.
Most importantly, SD oﬀers the possibility of detailed study of immobilization
technique inﬂuence to reaction kinetics, the temperature inﬂuence on reaction ki-
netics and the deep analysis of inhibitor inﬂuence on reaction kinetics. The SD
does not depend on the kinetic mechanism. Complicated kinetics of inhibition can
be studied by the same signal analysis method. The SD method enables also to
study the variance of processes, which can be used for parameters estimation using
maximum likelihood method.
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Enzyme Kinetics Analysis A
The Synchronous detection (SD) method is a valuable tool for analyzing the pro-
cesses with the slow reaction kinetics, under the condition that they respond to
some kind of stimulation. Nevertheless the desired output is a characterization of
reaction and its rate parameters as it was described in chapter 5, model 2 and by
equations (5.8) and (5.11). However, at this point only the response in form of the
set of discrete sequences is available (see Figs. 7.4g and 7.2g for example). Unfortu-
nately, these data are often the subject of random errors. In ideal case, if the data
set is free of errors, it is known that it obeys exponential equation
푓(푡) = 퐴+퐵e−푘푡 . (A.1)
The problem is to ﬁnd the most suitable values of parameters 퐴, 퐵 and 푘 which
will describe the best the provided data. It can be achieved by the linear regression
and the least square method. However, for enzymatic reactions, the exponent −푘푡
is often very small. In this case, the equation (A.1) transforms in the following way:
푓(푡) ≈ 퐴+퐵(1− 푘 푡) = 퐴+퐵 − 푘 퐵 푡 . (A.2)
If the substitutions 퐴+퐵 = 푝 and 푘퐵 = 푞 are applied, the equation (A.2) transforms
into the form
푓(푡) ≈ 푝+ 푞 푡 (A.3)
and this is nothing else than formula describing line. However, the problem is that
both the parameters 퐴 and 퐵 depend on the parameter 푘.
In such system a small error in the initial data can result in much larger errors
in the answers. This system is called ill-conditioned [16]. A famous example is the
Rosenbrock function [54]. The global minimum of this non-convex function is inside
a long, narrow, parabolic shaped ﬂat valley. To ﬁnd the valley is trivial however to
converge to the global minimum is diﬃcult.
There exist several possible solutions how to ﬁnd the minimum for such systems:
∙ weighted least squares,
∙ variable metric method,
∙ other, usually heuristic methods.
In this work, a heuristic method of approximation by parabola is used to ﬁnd the
best value of the parameter 푘 (see section A.7).
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Figure A.1: The generic signal 푠(푡) for approximation.
A.1 Least Square Fitting
The least square method is an approximation method which tries to ﬁnd such param-
eters 퐴, 퐵 and 푘 of function A.1, which have a minimal sum of squares of diﬀerences
between the measured data and the analytical function. So the criterion function
for minimization is
푅(퐴,퐵, 푘) =
푛∑
푖=0
(푠(푡푖)− 퐴−퐵e−푘푡푖)2 . (A.4)
For example, let us ﬁt the data shown in Fig. A.1. These data correspond to
the response of system on addition of inhibitor, as can be seen in Fig. 7.4g. For
later computations it is necessary to normalize the selected interval to zero, i.e. after
normalization 푡0 = 0, 푡1 = 푡푛/2 and 푡2 = 푡푛. It should be noted that for simplicity,
the 푛 is always chosen to be even number. That always ensures the odd number of
samples in the sequence and therefore a value for point 푡푛/2 can always be directly
taken from the measured data.
The least square ﬁtting is a quite demanding and sensitive numerical method,
which tries to ﬁnd the best ﬁt in several iterations. If data which do not obey
exponential character are dealt with, algorithm can fail in better case, in worse case
unreliable results will be provided. This could be a very dangerous hazard in real
applications. Therefore it would be beneﬁcial to know quickly if provided data have
exponential character. For that, several simple checks which are described in the
following sections can be applied.
A.2 Non-parametric Test
As the ﬁrst step, it is possible to do a quick test, if available data have meaningful
exponential character. A sample situation is plotted in Fig. A.2. It is not clear
from the data if they obey exponential character or not. The line 푝(푡) is deﬁned by
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Figure A.2: Selected signal range for approximation. Point 푡0 is the ﬁrst point of
approximation and point 푡푛 is the last point of approximation, 푠(푡) is a measured
signal and the straight line 푝(푡) is a line used for the quick non-parametric test.
equation 푦 = 퐾.푥+푄, where
푄 = 푓(푡0) = 푠0
퐾 =
푓(푡0)− 푓(푡푛)
푡0 − 푡푛 =
푠0 − 푠푛
푡0 − 푡푛 ,
(A.5)
which approximates just the ﬁrst and the last point of interval. The points which
fulﬁll the condition 푓(푡푖) < (퐾.푡푖 +푄) lie below the line 푝(푡). Their count will be
marked as 푐푏.
The relative count of points placed below the line 푝(푡), marked as 푟푏, can be
expressed by formula
푟푏 =
푐푏
푛− 1 . (A.6)
It is noticeable, that 푛 − 1 is in divisor because the ﬁrst and the last point in the
measured series deﬁne the line 푝(푡). That means these points lie exactly on it, they
will never fulﬁll the condition and can be safely omitted.
The 푟푏 parameter can take values from interval ⟨0, 1⟩. The more points being
situated bellow the line, the higher the value of 푟푏 is, reaching one. In contrary,
the more points being above the line, the lower the value of 푟푏 is, going to zero. If
the points of the signal 푠(푡) are evenly distributed around the straight line 푝(푡) and
the parameter 푟푏 has approximately the value 0.5, then the data has no exponential
character and exponential approximation is not meaningful. Vice versa, if the dis-
persion is biased enough, it can be assumed at least that the analyzed data are not
linear, therefore it is reasonable to ﬁt them using exponential equation (A.1).
In other words, it is possible to ﬁt the data using function (A.1) if condition
푟푏 < 훼 ∨ (1− 훼) < 푟푏 is fulﬁlled, where 훼 can be from interval (0, 0.5). In this case,
the 훼 was determined heuristically to 0.4.
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Figure A.3: Graphs of exponential functions with all possible combinations of posi-
tive and negative 퐵 and 푘 constants.
A.3 Test for k Parameter Sign
If the equation (A.1) is graphically shown, eight function courses can be obtained in
dependency on the parameters 퐴, 퐵, 푘 and their signs. The parameter 퐴 expressing
a shift on the axis 푦 is not much of interest for measured data. So the number of
combination can be reduced down to four cases of positive and negative values of
parameters 퐵 and 푘. These scenarios are displayed in Fig. A.3.
However, there are two more cases, which can never happen in a real measure-
ment, since they have not their equivalent in nature. In nature it is not possible
to reach inﬁnity values of any physical value, therefore ﬁtting of data which have
divergent character can be avoided. But how can they be identiﬁed?
Using the parameter 푟푏 deﬁned by the equation (A.6) obtained in the previous
non-parametric test, it is possible to say that measured data are convergent if
푠(푡0) > 푠(푡푛) ∧ 푟푏 > 0.5 or if
푠(푡0) < 푠(푡푛) ∧ 푟푏 < 0.5 .
(A.7)
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These conditions are not fulﬁlled for data shown in Fig. A.3a and A.3c, i.e. the data
with the positive parameter 푘. They are divergent and can be immediately rejected
from the evaluation. The data with a similar character as depicted in Fig. A.3b and
A.3d are convergent and they can proceed to ﬁnd the ﬁrst approximation.
A.4 First Approximation
The approximation using the least square method is an iterative process, so the best
results are determined repetitively, trying to improve results in each step. However,
working with a non-linear system, the problem is that instead of reﬁning results
coming closer the minimum, the results can become quickly worse than the initial
state was. Another danger is too slow convergence of results, thus long computation
times. All these diﬃculties can be avoided if the ﬁrst approximation parameters are
set carefully. This step is crucial for the success of approximation.
The following set of equations describes three points marked in Fig. A.1:
푠0 = 퐴+퐵e
−푘푡0 ,
푠1 = 퐴+퐵e
−푘푡1 ,
푠2 = 퐴+퐵e
−푘푡2 .
(A.8)
If condition 푡1−푡0 = 푡2−푡1 = Δ푡 is fulﬁlled, the following transformation is possible:
푠0 = 퐴+퐵e
−푘푡0 ,
푠1 = 퐴+퐵e
−푘푡0 e−푘(푡1−푡0) = 퐴+퐵e−푘푡0 푥 ,
푠2 = 퐴+퐵e
−푘푡푛 e−푘(푡2−푡0) = 퐴+퐵e−푘푡0 푥2 ,
(A.9)
where 푥 = e−푘(푡1−푡0) = e−푘Δ푡. Subtracting these formulas, the equations of lines
intersecting the points 푠(푡0), 푠(푡1) and 푠(푡1), 푠(푡2) are obtained:
푠2 − 푠1 = 푥퐵e−푘푡0(푥− 1) ,
푠1 − 푠0 = 퐵e−푘푡0(푥− 1) .
(A.10)
By dividing these two equations, the ratio between the slopes of these two lines is
expressed by
푠2 − 푠1
푠1 − 푠0 = 푥 . (A.11)
Now, the parameter 푘 can be deduced back by taking a logarithm of equation (A.11):
−푘Δ푡 = ln푥 = ln 푠2 − 푠1
푠1 − 푠0 , (A.12)
푘 =
1
Δ푡
ln
푠2 − 푠1
푠1 − 푠0 (A.13)
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and it is also possible to express parameters 퐴 and 퐵 as follows:
퐴 = 푠0 − 푠1 − 푠0
푥− 1 , (A.14)
퐵 =
푠1 − 푠0
푥− 1 e
푘푡0 . (A.15)
A.5 Residual Optimization
The function (A.1) is linear with regard to parameters 퐴 and 퐵 and non-linear with
respect to 푘. It is possible to solve the equation for parameters 퐴 and 퐵. The result
are functions 퐴(푘) and 퐵(푘). If 퐴(푘) and 퐵(푘) are reinstated into equation (A.1)
and minimized numerically, i.e. a partial derivation with regard to 퐴(푘) and 퐵(푘)
is done, the following equations can be obtained:
퐴(푘) =
푛∑
푖=0
푡2푖
푛∑
푖=0
e−푘푡푖 −
푛∑
푖=0
푡푖
푛∑
푖=0
푡푖e
−푘푡푖
푛
푛∑
푖=0
푡2푖 − (
푛∑
푖=0
푡푖)2
, (A.16)
퐵(푘) =
푛
푛∑
푖=0
푡푖e
−푘푡푖 −
푛∑
푖=0
푡푖
푛∑
푖=0
e−푘푡푖
푛
푛∑
푖=0
푡2푖 −
(
푛∑
푖=0
푡푖
)2 . (A.17)
Since time division is equidistant, the 푡푖 in equations (A.16) and (A.17) can be
substituted
푡푖 = 푡0 + 푖Δ푡 , (A.18)
where 푡0 is the time of the ﬁrst sample and Δ푡 is a sample period, which can be
expressed as
Δ푡 =
푡푛 − 푡0
푛
. (A.19)
It express the diﬀerence between the time of the ﬁrst sample 푡0 and the time of the
last sample 푡푛 divided by the number of samples 푛.
The simpliﬁcation of equations (A.16) and (A.17) has two main advantages:
1. Reduction of computation overhead. It is not necessary to iterate over the
collection of values and to sum them. Instead, it is enough to do a simple
computation. Moreover, the intermediate results for one sum can be reused in
the evaluation of the other equation part.
2. Simpliﬁcation can improve precision. In this kind of equations, the sums usu-
ally produce the large numbers. Therefore it could happen that important
information, which is usually of a low amplitude, could get lost due to the low
resolution of variables.
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The following set of equations shows a simpliﬁed version of each sum which
appears in the equations (A.16) and (A.17):
푛∑
푖=0
푡푖 = (푛+ 1)
(
푡0 +
1
2
푛Δ푡
)
, (A.20)
푛∑
푖=0
푡푖
2 = (푛+ 1)
[
푡20 + 푛 푡0 Δ푡+
1
6
푛Δ푡2 (2푛+ 1)
]
, (A.21)
푛∑
푖=0
e−푘 푡푖 = e−푘 푡0
e푘 Δ푡 − e−푘 푛Δ푡
e푘 Δ푡 − 1 , (A.22)
푛∑
푖=0
푡푖e
−푘 푡푖 = 푡0
푛∑
푖=0
e−푘 푡푖 + Δ푡 e−푘 푡0
푛 e−푘 푛Δ푡 − (푛+ 1) e−푘 Δ푡 (푛−1) + e푘 Δ푡
(e푘 Δ푡 − 1)2 .
(A.23)
Such equations can be easily algorithmized, evaluated with a high precision and
without any need of the time expensive computation loops.
A.6 Residuum Minimization
It is known that the function
푅(푘) = 푅(퐴(푘), 퐵(푘), 푘) =
푛∑
푖=0
(
푠(푡푖)− 퐴(푘)−퐵(푘) e−푘 푡푖
)2
(A.24)
expresses a minimal residuum for the speciﬁc 푘, i.e. a result for 푘 given by the ﬁrst
approximation can be obtained. However, it is not yet possible to decide if the
푘 itself is minimal. Therefore it is also necessary to evaluate the behavior of the
function in close proximity of 푘, i.e. 푅(푘 − 휖), 푅(푘), 푅(푘 + 휖) have to be evaluated.
Several scenarios which may happen can be seen in Fig. A.4.
1. The ﬁgure A.4a shows the case where the 푅(푘+ 휖) < 푅(푘) < 푅(푘− 휖). In this
case, the minimization is not ﬁnished. Next iteration with 푘 adjusted to the
new value 푘 + 휖 is necessary.
2. The ﬁgure A.4b shows the case where the 푅(푘 + 휖) > 푅(푘) < 푅(푘 − 휖). It
means that the minimum lies somewhere between the points 푘 − 휖 and 푘 + 휖.
The minimal 푘 can be now found by ﬁtting of the parabola as explained in
section A.7.
3. The ﬁgure A.4c is shows the case where the 푅(푘 + 휖) > 푅(푘) > 푅(푘 − 휖). In
this case, the minimization is not ﬁnished. Next iteration with 푘 adjusted to
the new value 푘 − 휖 is necessary.
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Figure A.4: The possible scenarios of residuum minimization in point 푘 and its 휖
surrounding.
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Figure A.5: Minimum of residuum.
A.7 Parabola Fitting
Fig A.4b shows an ideal case when the minimum has been found. However, this is
not usually the case. More often the scenario looks like the one shown in Fig A.5,
i.e. it is known that the 푘 is in close proximity of the minimum, but it is not minimal
yet.
Although the area where the minimal 푘 lies is known, the problematic conver-
gence of a nonlinear function near its minimum does not allow to determine fast,
easily and precisely the exact value of the minimal 푘. Therefore in this method, a
parabola described by the formula
푅(푘) = 푎+ 푏 푘 + 푐 푘2 (A.25)
is used to ﬁt into the points 푅(푘), 푅(푘 − 휖) and 푅(푘 + 휖). Optimizing the parabola
parameters allows to ﬁnd the minimal 푘 with deﬁned precision with several advan-
tages:
∙ The minimal value is determined without a necessity of computations around
the minimum. This allows to neglect the problems with the small numbers
precision, errors in data, etc.
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∙ The method always numerically converge.
This is a heuristic approach. Although this method was not exactly mathemat-
ically proved, the results were conﬁrmed experimentally.
A.7.1 Parabola Minimum
The function 푅(푘 + 휖) can be rearranged in to the form
푅(푘 + 휖) = 푎+ 푏 (푘 + 휖) + 푐 (푘 + 휖)2
= 푎+ 푏 푘 + 푏 휖+ 푐 푘2 + 2 푐 푘 휖+ 푐 휖2
= (푎+ 푏 푘 + 푐 푘2) + (푏+ 2 푐 푘) 휖+ 푐 휖2
= 푃 +푄 휖+ 푆 휖2
(A.26)
and similarly 푅(푘 − 휖). Using the formula (A.26), the parabola equations can be
rewritten into the following set of equations:
푅(푘) = 푃 ,
푅(푘 + 휖) = 푃 +푄 휖+ 푆 휖2 ,
푅(푘 − 휖) = 푃 −푄 휖+ 푆 휖2 .
(A.27)
By rearranging this set of equations, 푆 and 푄 parameters can be expressed as
푆 =
푅(푘 + 휖) +푅(푘 − 휖)− 2푅(푘)
2 휖2
, (A.28)
푄 =
푅(푘 + 휖)−푅(푘 − 휖)
2 휖
. (A.29)
The minimum of such parabola is when its derivation is equal to zero, i.e.
∂
∂휖
(푃 +푄 휖+ 푆 휖2) = 0 , (A.30)
푄+ 2 푆 휖 = 0 . (A.31)
From the derivation, the minimal 휖푚 can be expressed as
휖푚 = − 푄
2푆
(A.32)
and the minimal value 푘푚 adjusted according to the formula
푘푚푖푛 = 푘 + 휖푚 . (A.33)
The computation continues iteratively, adjusting the values of the parameters 휖
and 푘, as long as the diﬀerence between the two iteration steps is not higher than
the deﬁned threshold, i.e. the deﬁned precision. Usually just a couple of iterations
is necessary.
