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Patients who survive the initial trauma, through medical and surgical interventions, often remain critically ill. One life-threatening post-traumatic complication is the systemic inflammatory response syndrome (SIRS), which is characterized by shock and compromised function of several organs. Clinically, symptoms of post-traumatic SIRS include fever, increased heart rate and low blood pressure (shock) -complications that also occur during the systemic inflammatory response to severe infection, known as sepsis. The molecular mechanism that underlies the development of SIRS after trauma and the cause of the similarity between post-traumatic and septic SIRS have been poorly understood. In this issue, Zhang et al. 2 report on one of the pathways that triggers trauma-associated SIRS and link it to pathways implicated in sepsis-associated SIRS (see page 104).
Given the similarities between post-traumatic SIRS and the host response to overwhelming sepsis, it was previously proposed that SIRS develops after trauma as a result of bacterial translocation from the bowel to the blood (due to lowered blood pressure and the subsequent poor perfusion of the bowel). However, this theory was later disproved 3 . More recent theories posit that the innate immune system and its pattern-recognition receptors are the main components of the common molecular pathway leading to SIRS in both infectious and non-infectious settings 4 . In patients with severe infection, the innate immune system responds to a set of evolutionarily conserved molecules known as pathogenassociated molecular patterns (PAMPs), which are expressed by a variety of pathogens. Native molecules released after tissue injury -and therefore called damage-associated molecular patterns (DAMPs) -can act through signalling pathways shared with PAMPs, initiating a similar innate immune response even in the absence of microbial infection 5 . Recent work has demonstrated that some DAMPs -including HMGB1 and S100 proteins -are rapidly released into the blood of severely injured patients, and elevated levels of HMGB1 in the blood have been linked to the development of organ failure after trauma 6 . Nonetheless, the evolutionary links between the signalling pathways that are triggered by PAMPs and DAMPs have not been clearly identified.
Mitochondria provide a potential link between internal and external triggers of the innate immune response, particularly given the evidence that these organelles originated from bacteria and initially lived as intracellular symbionts in eukaryotic cells (such as those of plants and animals). Indeed, mitochondrial DNA and bacterial DNA share many similar structural motifs 7 . Zhang et al. 2 therefore hypothesized that intra-mitochondrial components, including mitochondrial DNA, may act as DAMPs, triggering the same pathways that respond to PAMPs and perhaps partly explaining the similarities between the immune response to trauma and to overwhelming infection.
The authors report that severe trauma in humans causes a rapid release of mitochondrial DNA into the circulating blood, probably secondary to the tissue necrosis caused by the extensive force of the injury. Moreover, they show that mitochondrial DAMPs such as formyl peptide attract neutrophils, a type of white blood cell, as part of the initial response of the innate immune system. These molecular stimuli also activate neutrophils through formyl peptide receptor-1 on their surface, and promote a neutrophil-mediated inflammatory response through release of the immune mediators MMP-8 and IL-8 and phosphorylation of several MAP kinase enzymes (Fig. 1) .
Mitochondrial DNA could also activate p38 MAP kinase by binding to toll-like receptor-9 (TLR9) on the surface of neutrophils -an interaction that could be blocked using DNA sequences that bind to the portions of mitochondrial DNA that closely resemble bacterial DNA. But perhaps the most important observation Zhang et al. make is that intravenous injection of mitochondrial DAMPs into rats causes acute lung injury, which is a major cause of respiratory failure in critically ill patients 8 . Acute lung injury is characterized by protein-rich pulmonary oedema (swelling), accumulation of large numbers of neutrophils in the lungs and high concentrations of pro-inflammatory cytokines, including IL-6 and tumour-necrosis factor-α. Although the lung injury induced by DAMPs was not severe, it may act as a priming stimulus that then promotes additional lung injury after exposure to further inflammatory stimuli, such as blood transfusion or infection, which are common after trauma 9 . Zhang and colleagues' data elegantly demonstrate how molecular motifs conserved between bacteria and mitochondria may explain some of the similarities in the innate immune responses to external and internal danger signals, and in patients with SIRS caused by injury or infection. Their study also raises fresh questions.
For one, what other mitochondrial DAMPs -apart from mitochondrial DNA and formyl peptides -trigger the innate immune response to trauma? Also, does the quantity of mitochondrial DAMPs released after trauma directly affect important clinical outcomes, including mortality and the requirement for life-sustaining therapies, such as mechanical ventilation for respiratory failure and dialysis for renal failure? Do similar cellular pathways mediate the manifestations of other forms of serious injury, such as burns or severe hypovolaemic shock? Will inhibition of these pathways after injury be beneficial for survival or to prevent organ failure after trauma?
The optimal balance between an appropriate and an excessive immune response following trauma or severe sepsis is still not known. Nonetheless, by unravelling the missing link between the innate immune responses to microbial and traumatic injury, the findings of this study 2 should provide clues to help solve the remaining puzzles. Earthquakes, the damage to biological tissues caused by disease, and the wear of materials in aeroplanes share an underlying feature -all eventually reach a point at which the breakdown of material constituents leads to the failure of a functional system. In brittle materials such as ceramics, rocks and glass, a fundamental mechanism of failure is the spreading of cracks, a phenomenon also seen in the shearing of tectonic plates in earthquakes 1 . Even though the phenomenon of fracture is seen throughout our world, the mechanisms by which cracks actually propagate remain largely unknown. On page 85 of this issue, Pons and Karma 2 describe a computational study that reveals the origin of segmented fracture surfaces, which are found widely in fracture phenomena in engineering and geology.
The cracking process is complex, and predicting the path a crack will take remains a challenge. Part of the difficulty is that cracking is a multiscale phenomenon -that is, it depends on mechanisms that operate across multiple length scales (Fig. 1) . The spreading of cracks concurrently involves the overall material breakdown at the macroscopic scale, the evolution of crack fronts at intermediate micrometre scales, and the breaking of molecular or chemical bonds on nanometre or angstrom scales 3 . The complexity of the problem is further exemplified by the fact that, even in homogeneous materials, the mechanisms that underlie cracking depend on the speed at which a crack forms as well as the type of loading to which a material is subjected. For example, straight crack propagation becomes dynamically unstable when its speed exceeds a critical value, leading to the loss of smoothness and roughening of the crack's surface 1, 3, 4 . Similarly, a 'simple' change of a cracked specimen's loading condition from tension to shear (Fig. 2a, b) has a profound impact on the speed of cracking. Whereas, under tension, cracks tend to move slower than the speed of sound, under shear they have been observed to travel at close to and above the speed of sound 1, 4, 5 . Cracks subject to mixed loading conditions, such as a combination of tension and tearing (Fig. 2c) , display a particularly intriguing behaviour. Experimental work by Smekar 6 in the 1950s showed that combined tension-tear loading leads to a distortion of the fracture surface, and that an initially planar crack breaks apart to form multiple daughter crack segments, or fracture 'lances' (Fig. 2c) . Sommer 7 later showed experimentally that this phenomenon is due to a helical motion of crack fronts around the principal direction of crack propagation. In a pioneering contribution, Gao and Rice 8 subsequently proved theoretically that an initially planar crack must indeed rotate under combined tension-tear loading.
However, these analyses of cracking under combined tension-tear loading did not reveal the dynamic mechanisms by which fracture lances form. Pons and Karma's computer simulations 2 now describe the three-dimensional details of the crack-front evolution under such mixed loading. An intriguing finding of their analysis is that the spacing between fracture lances increases as the crack propagates, effectively resulting in a coarsening of the segmented surfaces as the crack moves. Notably, this coarsening is also seen in experimental studies of cracks under combined tension-tear loading. By taking material properties such as elastic constants for both glass and plexiglass (polymethylmethacrylate, or PMMA), the authors show that key geometric features predicted by their simulation, such as the initial spacing between the fracture lances and their rotation angles, agree well with experiments.
Pons and Karma's study of crack paths is based on the phase-field approach, a model that describes both macroscopic material properties and materials failure on intermediate microscopic scales. But the approach does not explicitly resolve the structure of materials at the atomic scale. Methods that provide higher resolution -for example, atomistic models 3, 4 -may offer more insight. After all, fracture of materials involves the breaking of atomic or molecular bonds (Fig. 1) , and therefore the 
