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In relativistic gravity, requiring a spacetime hypersurface be a Killing horizon breaks the gen-
eral covariance of general relativity. The residual algebra of horizon preserving diffeomorphisms
can be extended to a Virasoro algebra near the horizon, the central charge of which yields the
Bekenstein-Hawking entropy via the Cardy formula. This near horizon symmetry approach pro-
vides an argument for why black hole entropy computations in various quantum gravity models all
agree. An exception may be Horˇava-Lifshitz gravity, where causal horizons are not Killing horizons
but rather universal horizons. As a first step towards determining if the entropy of universal hori-
zons can be calculated by a near horizon symmetry approach we compute the classical algebra of
universal horizon preserving diffeomorphisms. We find that the algebra is similar to the algebra
in the Killing horizon case, but with a modification that agrees with other approaches to universal
horizon thermodynamics.
I. INTRODUCTION
Despite vast differences in their underlying micro-
scopic descriptions, various approaches to quantum grav-
ity yield the same black hole entropy - independent of
charge, spin, horizon topology, and number of spacetime
dimensions - given by the Bekenstein-Hawking formula
[1]. The ubiquity of this result led to the argument by
Strominger [2] and Carlip [3] that a classically inherited
near horizon symmetry forces any quantum gravity states
to admit a conformal field theory description. This con-
formal controlling symmetry at the horizon dictates the
ultra-violet density of states and hence the black hole
entropy, which can be calculated via the Cardy formula
[19]. This symmetry construction holds for any generic
black hole without regard for the quantum gravitational
details, thus providing an apparent explanation for the
universality of black hole entropy [4] intimately related
to conformal field theory.
Black hole entropy led to holography, and conformal
techniques remain a key ingredient in AdS/CFT. Many
physical systems, such as non-relativistic condensed mat-
ter systems, are not however described by CFTs. Find-
ing successful non-relativistic extensions of holographic
methods is therefore a necessary step towards applying
holographic techniques to a vastly larger class of systems.
Steps along this path have been taken by examining grav-
itational duals to Lifshitz field theories. Any gravita-
tional dual to a Lifshitz field theory must admit solutions
that exhibit Lifshitz symmetry somewhere in the space-
time. Since global Lifshitz geometry is not a solution
of the vacuum Einstein equations, most relativistic duals
of Lifshitz field theories contain extra matter fields [5–7]
with non-trivial bulk profiles.
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An exception to this is Horˇava-Lifshitz gravity, a renor-
malizable theory of quantum gravity with a Lifshitz sym-
metry in the ultraviolet [8]. Lifshitz spacetimes are vac-
uum solutions of the field equations and, in fact, are much
more natural than AdS which only occurs in a particu-
lar corner of the parameter space. Horˇava-Lifshitz grav-
ity further holds promise for Lifshitz holography[9, 10].
Since black hole entropy has been such a key component
of holography, it is therefore important to understand
how to reconcile the near horizon symmetry approach,
which forces any quantum gravity theory to admit a
CFT description of microscopic near horizon states, with
the seemingly incompatible inherent high energy Lifshitz
symmetry of Horˇava-Lifshitz gravity.
A way out of this conflict is provided by the nature of
black hole solutions in Horˇava-Lifshitz gravity, which are
very different than horizons in relativistic gravity theo-
ries and, as we shall see, possess a different near horizon
symmetry. Horˇava-Lifshitz gravity assumes that there
exists a preferred foliation of spacetime, which allows
one to break Lorentz invariance at high energies and
impose the Lifshitz symmetry. Despite the violation of
Lorentz invariance, which permits superluminal excita-
tions, black hole solutions exist[11, 12]. However, the
static causal horizons in these solutions, called ”univer-
sal horizons” [12], are distinct from Killing horizons, as
they must be due to the presence of superluminal ex-
citations. This is very unlike the situation in general
relativity where the two horizons coincide. Known solu-
tions have been found to possess universal horizons which
obey the first law of black hole mechanics and have been
argued to emit radiation [13–17].
Implementation of the near horizon symmetry ap-
proach relies on a particular construction [18]: require
a horizon be present, argue that the relevant quantum
gravity states are those annihilated by this condition,
identify the corresponding algebra of horizon preserving
diffeomorphisms, extend it to a Virasoro algebra, and
count the states via the Cardy formula [19]. The key
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2question addressed in this article is the first step - find-
ing the classical near-horizon algebra of universal horizon
preserving diffeomorphisms given the assumption that a
static universal horizon is present. This is a step towards
a possible quantum symmetry and relationship between
universal horizon entropy and Lifshitz extensions of the
Cardy formula. The paper is organized as follows. In
section II, we introduce Horˇava gravity, its action, and
some important notes regarding its causal structure and
black hole solutions. In section III we review the near
horizon symmetry construction of black hole entropy for
static horizons in general relativity and construct the cor-
responding symmetry for universal horizons. Finally, we
summarize in the conclusions V.
II. HORˇAVA-LIFSHITZ BACKGROUND
A. Horˇava Gravity
Horˇava gravity is a presumed renormalizable quantum
field theory of gravity based off ideas from the theory of
quantum critical phenomena. In Horˇava gravity general
relativity is an effective low energy limit of a theory with
Lifshitz symmetry in the ultraviolet, which in turn re-
quires that spacetime comes equipped with a preferred
foliation. The existence of this foliation allows one to
introduce higher-order spatial derivatives into the action
while maintaining second-order in time derivatives; this
makes the theory power-counting renormalizable with-
out introducing ghosts and violating unitarity [20–23].
The cost of introducing a preferred foliation is a violation
of Lorentz symmetry in the UV, but there are schemes
that allow for the recovery of Lorentz invariance in the
infrared so that the theory is compatible with experi-
ment [24].
If we employ an ADM decomposition for the metric in
the preferred foliation,
ds2 = −N2dt2 + hij(dxi +N idt)(dxj +N jdt), (1)
then the action for Horˇava-Lifshitz gravity takes the form
[25, 26]
SHL =
M2Pl
2
∫
dTd3xN
√
h
(
L2 +
L4
M2∗
+
L6
M4∗
+ · · ·
)
,
where MPl is the Planck mass MPl = (8piG)
−1/2, h is the
determinant of the induced metric hij on the spacelike
hypersurfaces, and
L2 = KijK
ij − λK2 + ξ
(
(3)R− 2Λ
)
+ ηaia
i ,
with λ, ξ, η dimensionless coupling constants. K is the
trace of the extrinsic curvature Kij ,
(3)R is the Ricci
scalar of hij , N is the lapse function, and ai = ∂i lnN .
L4 and L6 and above are collections of 4th, 6th, etc.
order operators and M∗ is the scale that suppresses these
operators. M∗ does not coincide a priori with the Planck
mass, and in fact must be less than MPL if the theory is
not to become strongly coupled near the Planck scale [27].
It is these higher dimension operators which encode the
Lifshitz symmetry of the theory in the ultraviolet. The
Lifshitz symmetry, which is after all a non-relativistic
symmetry, allows high frequency modes to propagate ar-
bitrarily fast with respect to a leaf of the preferred fo-
liation. Note that this is perfectly causal; even though
high energy modes propagate faster than the speed of
light closed causal curves and other pathologies are still
forbidden.
We usually ignore any possible higher dimension irrele-
vant operators when finding horizons in general relativity.
For example, for stationary spacetimes we find a Killing
horizon via solving the equations of motion generated by
the infrared, two derivative Ricci scalar term. Implicitly,
however, when we promote a Killing horizon to a causal
horizon we assume that local Lorentz invariance holds
exactly, so that even high frequency modes are trapped
behind the Killing horizon. A similar approach holds
here. A geometric definition of the universal horizon and
its location in a static spacetime can be solved for us-
ing the infrared sector of the theory, but promoting it
to a causal boundary requires a statement about the ul-
traviolet sector. We expand a bit on the infrared sector
of Horˇava-Lifshitz below, and then introduce black holes
and causal horizons in the next section.
There is a convenient, covariant formulation of Horˇava
gravity as a scalar-tensor theory, where a dynamical
scalar field T , called the khronon, labels the leaves of the
foliation. Since a preferred foliation is a requirement, T
always admits a non-zero timelike gradient everywhere.
This allows one to construct a unit-timelike hypersurface
orthogonal one-form ua, called the æther, such that
ua = −N∇aT, gabuaub = −1 , (2)
where the lapse N is now solved for via the unit norm
constraint by
N−2 = −gab(∇aT )(∇bT ) . (3)
Besides the usual diffeomorphisms, Horˇava gravity must
also be invariant under arbitrary reparametrizations of
the khronon: T 7→ T˜ = T˜ (T ), as the existence of
the foliation does not depend on the labeling. Under
such reparametrizations N is required to transform as
N 7→ N˜ = (dT˜ /dT )−1N , such that the æther remains
manifestly invariant under the reparametrizations of the
khronon.
This above re-formulation allows one to express the
(two-derivative truncated/IR limit) action of Horˇava
gravity not in the ADM language, but in a manifestly
covariant and reparametrization invariant manner as fol-
3lows [28]1
S =
1
16piGæ
∫
d3x
√−g(−2Λcc +R+L ). (4)
Here Λcc is the cosmological constant which will be taken
to be negative in this work, R is the curvature scalar, and
L is the khronon’s Lagrangian given by
L = −Zabcd (∇auc)(∇bud) . (5)
The tensor Zaccd is given by
Zabcd = c1g
abgcd + c2δ
a
cδ
b
d + c3δ
a
dδ
b
c − c4uaubgcd , (6)
where c1, c2, c3, c4 are coupling constants. The bulk co-
variant equations of motion for the metric and khronon
are generated by extremizing the action (4) under vari-
ations of the respective fields, with the assumption that
the æther is derived from the khronon via (2). With this
notation and background in hand, we now turn to black
holes and horizons in Horˇava-Lifshitz gravity.
B. Black Holes in Horˇava Gravity
Black holes in general relativity, with its foundational
assumption of local Lorentz symmetry, are characterized
by the presence of an event horizon: a causal boundary
which traps the fastest possible excitations allowed by the
theory. Since Horˇava gravity exhibits a non-relativistic
Lifshitz symmetry in the UV one might conclude that
such a causal boundary - and hence black holes - can-
not exist. However, in recent years, black hole solutions
of Horˇava gravity have been discovered and explored -
chiefly in highly symmetric and/or static spacetimes (see,
for example, [16, 17, 29–31]).
The causal structure of (generally covariant) Horˇava
gravity - inherited from the foliation structure of the
spacetime manifold required for UV completion and re-
tention of unitarity - plays an important role in the def-
inition of a black hole spacetime. The scalar khronon
field T always has an everywhere-timelike gradient whose
level sets foliate the spacetime with spacelike hypersur-
faces. Because of the theory’s Lifshitz symmetry in the
UV, ultra-high frequency modes can travel arbitrarily
fast. However, these excitations always move ’forward
in time’ with respect to the preferred foliation and are
not required to be contained within any propagation
cone. Hence these constant-T hypersurfaces, the leaves
of the foliation, impose a preferred notion of simultaneity
and endow the theory with a truly non-relativistic causal
1 The complete action of Horˇava gravity can also be covariantized
via such a ‘Stu¨ckelberg’ procedure [25]. In this work, however,
we only work with the IR limit of the theory.
structure.2 In black hole solutions the leaves of the fo-
liation bend inwards as one moves inwards from spatial
infinity, as in figure 1. However, one of these leaves - the
constant/(T →∞) hypersurface - does not reach spatial
infinity. This hypersurface is the universal horizon. For a
general discussion of the causal structure of spacetimes in
theories with a preferred foliation see [32]. For our pur-
poses we need only the local definition of non-extremal
universal horizons in stationary spacetimes. These are
characterized by the conditions
(u · χ) = 0 , (a · χ) = constant 6= 0, (7)
where χa is the Killing vector which generates constant-
r hypersurfaces. Since the khronon field (and thus the
æther field) defines an absolute time, any excitation
trapped inside the universal horizon must necessarily
move ’backward in time’ with respect to the preferred
foliation in order to escape to infinity, violating the the-
ory’s non-relativistic notion of causality. Thus, respect-
ing causality, the universal horizon acts as a true causal
horizon trapping all excitations of arbitrary speed.
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FIG. 1. Bending of the preferred (T = constant) hyper-
surfaces (thick brown lines) in ingoing Eddington-Finkelstein
type coordinates in a static and spherically symmetric black
hole solution of Horˇava gravity. The Killing vector χa points
upward throughout everywhere. The vertical green line is a
constant r hypersurface and denotes the usual Killing horizon
defined by χaχbgab = 0. The universal horizon of a Horˇava
gravity black hole, denoted by the vertical blue line, is also a
constant r hypersurface (located at r = ruh) defined by the
condition uaχ
a = 0, where ua is the unit timelike normal vec-
tor to the constant T hypersurfaces. The dotted region inside
the universal horizon (i.e. for r < ruh) denotes a black hole
region even for arbitrary fast excitations; the constant T hy-
persurfaces for this region are not shown to keep the diagram
clean.
2 This differs from spacetimes with only a preferred frame - such as
those which arise in the more general Lorentz-violating Einstein-
Æther gravitational theory - which have a general-relativity-like
’quasi-relativistic’ causal structure.
4Universal horizons have been found to obey a first law
[13, 33]. Furthermore, tunneling calculations using eter-
nal universal horizon geometries indicate that they ra-
diate thermally [14, 16, 34]. In both cases the role of
surface gravity/temperature is played by a · s, where sa
(which shall be introduced in detail later) is a unit space-
like vector that becomes parallel to χ at the universal
horizon. Calculations in collapsing geometries give a dif-
ferent picture [35] when considering low frequency emis-
sion. Additionally, universal horizons may be unstable
in certain regions of parameter space [12]. In short, the
status of thermodynamics of universal horizons is very
much up in the air. In the below we examine the near
horizon diffeomorphisms under the philosophy that if a
thermodynamics holds, is there a near-horizon symmetry
argument that can in principle be applied to calculate the
entropy? And if so, does a · s play the role of the surface
gravity in this case as well?
III. NEAR-HORIZON SYMMETRY
CONSTRUCTIONS
A. Construction for Killing horizons in general
relativity
The universality of black hole thermodynamics has mo-
tivated a search for a general principle governing the un-
derlying statistical mechanics that is independent of the
details of any particular quantum theory of gravity. A
major step in finding such a principle, based on sym-
metries, was taken by Strominger [2]. Previous work by
Brown and Henneaux [36] showed that the diffeomor-
phism invariance of gravity in AdS3 can be manifested
as a two-dimensional CFT ”living” at the boundary of
the spacetime. With this in mind Strominger observed,
in the context of (2+1)-dimensional BTZ black holes,
that symmetry arguments can be used to count states
in quantum gravity via the Cardy formula, which deter-
mines the asymptotic density of states entirely in terms
of the Virasoro algebra and its central charge - inde-
pendent of other details of the theory. He showed that
using the central charge in Cardy’s formula reproduces
the standard Bekenstein-Hawking entropy, and thus pro-
posed this symmetry construction as a possible resolution
to the universality problem.
Subsequent work by Carlip [3, 18, 37] and Solo-
dukhin [38] modified and extended this work to arbitrary-
dimensional spacetimes and symmetries near the horizon
rather than at infinity. The CFT in this program exists
at the black hole horizon, rather than at the boundary
of the spacetime. These studies showed that the algebra
of horizon preserving diffeomorphisms also was a Vira-
soro algebra with a central charge that generated the
Bekenstein-Hawking entropy appropriately. We now de-
tail this latter construction.
Carlip proposed a general recipe for building a so-
called “black hole/CFT correspondence” based on the
observation that, while details vary, most arguments for
such dualities incorporate similar steps. This general al-
gorithm, given in [4] and [39], can be described as follows:
1. Identify an appropriate boundary and impose cor-
responding boundary conditions specifying the
horizon properties of the black hole.
2. Determine how these boundary conditions affect
the symmetries of general relativity, i.e. the al-
lowed diffeomorphisms and associated surface de-
formations.
3. Seek a preferred classical subalgebra of diffeomor-
phisms (e.g., Diff
(
S1
)
or Diff
(
S1
)× Diff (S1)). If
such an algebra exists, promote it to a Virasoro
algebra.
4. Read off the central charges and count the states
using the Cardy formula.
Stationary universal horizons are most similar in terms
of their geometric construction to stationary Killing hori-
zons. We will therefore summarize the application of
the first three steps above for Killing horizons [18], be-
fore showing how to apply the algorithm to (stationary)
universal horizons. Since in this paper we are only in-
terested in identifying the corresponding algebra of dif-
feomorphisms and not in the calculation of black hole
entropy via the Cardy formula, we postpone the fourth
step to a future publication.
The first three steps of Carlip’s algorithm (i.e., those
required for finding a preferred subalgebra of diffeomor-
phisms) for the case of a generic Killing horizon can be
summarized as follows. (See [18] for Carlip’s original
work.)
1. Impose Killing Horizon Boundary Conditions
Consider an N -dimensional region M of a spacetime
(N , gab) with a Killing vector χa and a Killing horizon
characterized by χ2 = χaχbgab = 0 at some surface S
in M . We now require that S remains a Killing horizon
under diffeomorphisms that act on the dynamical objects
(in this case gab) and that the near horizon asymptotic
structure remains unchanged. The diffeomorphisms must
then satisfy the following constraints:
δ
(
χ2
)
χ2
=
χaχbδgab
χ2
→ 0 as χ2 → 0 (8)
and χatbδgab → 0 as χ2 → 0 , (9)
where ta is any unit spacelike vector tangent to S (i.e.
they are spacelike generators of the Killing horizon).
These constraints force the relative variation in the norm
of χa to vanish and the tangent vectors on the horizon to
remain orthogonal, preserving the surface as a Killing
5horizon. Note that, in practice for general relativity,
these constraints must be put on a stretched horizon,
where χ2 =  and the limit  → 0 is taken at the end of
the calculation.
2. Find the boundary preserving diffeomophisms
Next, the diffeomorphisms which preserve the horizon
condition above is sought. Near the horizon, define a
vector field ρa which is everywhere orthogonal to χa by
∇aχ2 = −2κρa , (10)
where κ is the surface gravity at the horizon. For a dif-
feomorphism generated by a vector field ξa, the above
boundary conditions (8) and (9), with δgab = £ξgab =
∇aξb + ∇bξa, put restrictions on the corresponding al-
lowed diffeomorphisms, implying that ξa must satisfy
χaχb
χ2
∇aξb = χa∇a
(
χbξ
b
χ2
)
− κρbξ
b
χ2
= 0 . (11)
If we restrict as usual to diffeomorphisms in the r-t
plane [40], since there is reason to believe that black hole
entropy in general relativity is effectively described by a
2-d conformal field theory [41, 42] then ξa is of the form
ξa = Tχa +Rρa , (12)
where T and R are functions of spacetime and do not
necessarily satisfy any Killing symmetry. In principle,
this is a two parameter family. However, the impositions
of the boundary conditions above enforces a relationship
between R and T
R =
1
κ
χ2
ρ2
∇χT , (13)
where ∇v ≡ va∇a denotes the directional derivative in
the direction of some vector field va. This results in a
one parameter family.
3. Find a Preferred Subalgebra
The diffeomorphisms defined by (12) and (13) do not
form a closed algebra - one must add additional condi-
tions, which we now do. To obtain closure, it is required
that if ξa1 , ξ
a
2 are two vector fields that satisfy (12) and
(13) then if we define ξa3 by ξ
a
3 = {ξ1, ξ2}a ≡ £ξ1ξa2 it
must be of the form ξa3 = T3χ
a +
(
1
κ
χ2
ρ2∇χT3
)
ρa.
Computing the commutator yields
{ξ1, ξ2}a = £ξ1ξa2 = T3χa +R3ρa , (14)
with
T3 = [T1, T2]∇χ +
1
κ
χ2
ρ2
((∇χT1) (∇ρT2)− (∇χT2) (∇ρT1))
(15)
and
R3 =
1
κ
χ2
ρ2
∇χ
(
[T1, T2]∇χ
)
+
1
κ2
χ4
ρ4
[∇χT1,∇χT2]∇ρ ,
(16)
where we define [f1, f2]D ≡ f1Df2 − f2Df1, for scalar
functions f1 and f2 and an appropriate differential oper-
ator D.
Computing
∆R3 ≡ R3 − 1
κ
χ2
ρ2
∇χT3 , (17)
and setting (17) equal to zero results in the following
condition required for closure:
ρa∇aT = 0 for n = 1, 2 , (18)
for all vector fields ξ at the Killing horizon. Applying the
condition (18) to the commutator (14) therefore closes
the algebra. The vector field ξa3 = {ξ1, ξ2}a can then be
written explicitly as
{ξ1, ξ2}a =
(
[T1, T2]∇χ
)
χa +
1
κ
χ2
ρ2
∇χ
(
[T1, T2]∇χ
)
ρa .
(19)
Now that a preferred subalgebra (19) has been found,
it remains to be identified. This is done in the Killing
horizon case by appealing to Euclidean approaches to
black hole thermodynamics. The Hawking temperature
of a black hole can be derived by requiring that the
corresponding Euclidean black hole is periodic in imag-
inary time τ with periodicity 2pi/κ. This periodicity
is leveraged to restrict the sub-algebra above to peri-
odic functions in the following way. Let H denote the
(N − 2)−dimensional intersection of a Cauchy surface C
with the Killing horizon. We Fourier decompose T on
the Killing horizon as
Tn(v, θ
i) =
1
κ
einκvfn
(
θi
)
(20)
so that T =
∑
nAnTn, where v denotes a parameter
along the orbits of the Killing vector χa (normalized
so that ∇χv = 1), θi are angular coordinates on H ,
and fm
(
θi
)
fn
(
θi
)
= fm+n
(
θi
)
by spherical symmetry.
Then, by (19), the following relation is satisfied:
{ξm, ξn}a = −i(m− n)ξam+n . (21)
This is the well known Witt algebra Diff
(
S1
)
[43].
Hence, the subalgebra of diffeomorphism generators
given by (19) is isomorphic to Diff
(
S1
)
. This algebra
can then be promoted to a Virasoro algebra. For this
last part of step three and step four, the central exten-
sion and counting of states, we again refer the reader
to [18] as we shall find that there is an obstruction to
implementing these steps in the universal horizon case.
6B. Construction for universal horizons in
Horˇava-Lifshitz gravity
We now turn to identifying the near horizon symme-
tries for a static universal horizon, in exact analogy to
the Killing horizon construction above.
1. Universal Horizon Boundary Conditions
Consider an N -dimensional region M of a foliated
spacetime (N ,Σ, gab), with foliation structure Σ. Σ is
the set of all leaves of the preferred foliation. We la-
bel the leaves of the preferred foliation by the scalar
khronon function T and denote one such leaf by ΣT .
Each leaf is a constant khronon hypersurface and acts
as a surface of simultaneity. Furthermore let M admit
a universal horizon characterized by u · χ = 0 on some
surface S, where ua is the unit timelike normal vector
to the constant T hypersurfaces and χa is a Killing vec-
tor. Note that χa is a Killing vector for both gab and
ua, i.e. £χgab = £χua = 0. We now make a similar
horizon-preserving ansatz to that of the Killing horizon
case. Consider diffeomorphisms which preserve the loca-
tion of the universal horizon and its asymptotic structure.
Fix χa and take the diffeomorphisms to act on ua, gab,
since they are the relevant dynamical fields. The corre-
sponding horizon preserving constraints are therefore
δ (u · χ)
(u · χ) =
χaδua
(u · χ) → 0 as (u · χ)→ 0 (22)
and χatbδgab → 0 as (u · χ)→ 0 , (23)
where ta is any unit spacelike vector tangent to ∂M .
These constraints force the relative variation of (u · χ) to
vanish and the tangent vectors on the horizon to remain
orthogonal, preserving the surface as a universal horizon.
2. Find the boundary preserving algebra of diffeomorphisms
We first need to construct a set of basis vectors that
span the r-t plane, similar to χa and ρa in the Killing
horizon case. The simplest choice of basis is the {ua, sa}
basis, where sa is the outward-pointing vector tangent to
the foliation hypersurfaces defined by s2 = sas
a = 1 and
(u · s) = uasa = 0. For a diffeomorphism generated by
a vector field ξa, the above boundary conditions 22 and
23, with δua = £ξua = ξ
b∇bua + ub∇aξb, imply that ξa
must satisfy
ξa∇a (u · χ) + χa∇a (u · ξ) = 0 (24)
in the near horizon region. If we assume a spherically
symmetric spacetime (for simplicity),3 restrict our atten-
3 In a spherically symmetric spacetime, the Killing vector χa can
be expanded in the {ua, sa} basis as χa = − (u · χ)ua+(s · χ) sa.
tion to the r-t plane, and expand ξa in the {ua, sa} basis
so that
ξa = Uua + Ssa , (25)
where U and S are functions of spacetime and do not nec-
essarily satisfy any Killing symmetry, then the boundary
condition 8 provides a relation between U and S given
by
S =
∇χU
(a · s) (u · χ) −
(s · χ)
(u · χ)U , (26)
which is a one parameter family.
3. Finding a Preferred Subalgebra
Next, the conditions under which the diffeomorphisms
characterized by (25) and (26) form a closed subalgebra
are to be determined. To obtain closure, it is required
that
ξa3 = {ξ1, ξ2}a = U3ua +
( ∇χU3
(a · s) (u · χ) −
(s · χ)
(u · χ)U3
)
sa
(27)
for some diffeomorphism-generating vector fields ξa1 , ξ
a
2 ,
ξa3 satisfying (25) and (26). The computation of the com-
mutator is rather tedious and unenlightening and hence
has been relegated to Appendix A. The result is
{ξ1, ξ2}a = U3ua + S3sa , (28)
with
U3 =
−1
(a · s) (u · χ) ((∇sU1) (∇χU2)− (∇sU2) (∇χU1))
(29)
and
S3 = ∇χ
(
−1
(a · s) (u · χ)2 [U1, U2]∇χ
)
+
1
(a · s)2 (u · χ)2 [∇χU1,∇χU2]∇s
+
(s · χ)
(a · s) (u · χ)2 ((∇sU1) (∇χU2)− (∇sU2) (∇χU1)) .
(30)
If this algebra is to be closed, then S3 must match the
coefficient of sa in (27). Computing
∆S3 ≡ S3 −
( ∇χU3
(a · s) (u · χ) −
(s · χ)
(u · χ)U3
)
, (31)
and setting ∆S3 equal to zero results in the following
condition required for closure:
∇sUn − (a · s)Un = 0 (32)
7which is the analog of (18). The explicit details of this
calculation can again be found in the Appendix. The
vector field ξa3 = {ξ1, ξ2}a can then be written explicitly
as
{ξ1, ξ2}a =
(
[U1, U2]∇u
)
ua+
( −1
(a · s)∇u
(
[U1, U2]∇u
))
sa
(33)
which is the primary result of this work.
IV. FROM Diff(R) TO Diff(S)?
The similarity of (33) and (19) is clear and certainly
suggestive, in that the quantity a ·s in the UH case plays
the role of κ in the KH case. a·s has been found to control
the temperature of UH in the tunneling approach [14] as
well as the first law [13, 15]. Continuing the path towards
Diff(S1) and (21) is, however, problematic in the UH case
with Lifshitz fields. The algebras found in (19) and (33)
are representations of Diff(R1) i.e. diffeomorphisms of
the real line. This is to be expected, since once transverse
diffeomorphisms are ignored both the KH and UH are
simply embeddings of R1 into the black hole spacetime.
The motivation for examining Diff(S1) , i.e. (21), in
the Killing horizon case relies on arguments from Eu-
clideanization of the black hole spacetime in general rela-
tivity (c.f. the discussion in [44]). However no Euclidean
solution for universal horizons yet exists. And, impor-
tant field theory questions such as the extension of the
Hadamard condition to Lifshitz fields and whether reg-
ularity on the universal horizon preferentially selects a
state equivalent to the Hartle-Hawking state are almost
completely unexplored. We leave these questions for fu-
ture work.
What we can say is that there is no mathematical ob-
struction to finding a Diff(S1) algebra. For example, the
universal horizon is a leaf of the foliation for which the
Killing vector is a generator. Let us denote by µ a pa-
rameter generated by the orbits of ua normalized so that
∇uµ = 1. We now Fourier decompose the coefficient
function U such that
Un(µ, θ
i) =
1
(a · χ)e
in(a·χ)µfn
(
θi
)
(34)
so that U =
∑
nAnUn, where θ
i are again transverse co-
ordinates on H , and fm
(
θi
)
fn
(
θi
)
= fm+n
(
θi
)
. Then,
by (33), the following relation is satisfied:
{ξm, ξn}a = −i(m− n)ξam+n . (35)
This is the algebra of Diff
(
S1
)
. We stress again, however,
that whether such subalgebras have any physical meaning
is unknown.
V. CONCLUSION
Since Horˇava-Lifshitz gravity can be formulated as a
covariant theory in the infrared, the algebra of diffeo-
morphisms is the same as in general relativity. Requiring
a black hole horizon be present therefore can, in princi-
ple, be used to calculate the entropy via a near-horizon
symmetry argument. Whether a near-horizon symmetry
approach can work in Horˇava-Lifshitz gravity is an im-
portant question, as the near-horizon approach has been
used to argue for the universality of black hole entropy in-
dependent of quantum gravity. In Horˇava-Lifshitz grav-
ity, however, the causal horizons in static spacetimes are
not Killing horizons, but universal horizons. These uni-
versal horizons have a different geometrical definition, i.e.
u · χ = 0 instead of χ · χ = 0, and hence may provide an
exception to the universal argument.
A key aspect of the near-horizon symmetry approach
is whether there exists a closed sub-algebra of horizon
preserving diffeomorphisms. In this work, we showed
that a closed sub-algebra does indeed exist and more-
over its algebraic structure is very similar to the Killing
horizon case from general relativity. As well, the role
of the surface gravity again appears to be played by the
quantity a · s, which is consistent with past tunneling
and mechanics results on the possible thermodynamics
of universal horizons. Additionally one can further re-
strict this algebra to the classical Witt algebra as in the
general relativistic/Killing horizon case. However, unlike
the Killing horizon case there is no physical motivation
to do so. Hence while indications are promising that
the near-horizon symmetry approach can be applied to
universal horizons as well, more work needs to be done,
especially on applying Euclidean techniques to universal
horizons, to provide the correct physical motivation and
guidance necessary for the next steps in the program.
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9Appendix A: Calculational Details
1. Commutators in ua, sa basis
The commutator ξ1, ξ2
a in the ua, sa basis with ξn =
Unu
a + Sns
a, is
{ξ1, ξ2}a = £ξ1ξa2 = ξb1∇bξa2 − ξb2∇bξa1
=
(
[U1, U2]∇u + (S1∇sU2 − S2∇sU1)
)
ua
+
(
(U1∇uS2 − U2∇uS1) + [S1, S2]∇s
)
sa
+ (U1S2 − U2S1) £usa . (A1)
By (26) the following relations between the various di-
rectional derivatives of U1, U2, S1, S2 hold
(S1∇sU2 − S2∇sU1) =
1
(a · s) (u · χ) ((∇χU1) (∇sU2)− (∇χU2) (∇sU1))
− (s · χ)
(u · χ) [U1, U2]∇s ,
(U1∇uS2 − U2∇uS1) =
∇u
(
1
(a · s) (u · χ)
)
[U1, U2]∇χ
+
1
(a · s) (u · χ) (U1∇u (∇χU2)− U2∇u (∇χU1))
− (s · χ)
(u · χ) [U1, U2]∇u ,
[S1, S2]∇χ =
1
(a · s)2 (u · χ)2 [∇χU1,∇χU2]∇s
− (s · χ)
(a · s) (u · χ)2 (U1∇s (∇χU2)− U2∇s (∇χU1))
+
1
(u · χ)2
(∇s (s · χ)
(a · s) − (s · χ)∇s
(
1
(a · s)
))
[U1, U2]∇χ
− (s · χ)
(a · s) (u · χ)2 ((∇χU1) (∇sU2)− (∇χU2) (∇sU1))
+
(s · χ)2
(u · χ)2 [U1, U2]∇s ,
and
(U1S2 − U2S1) = 1
(a · s) (u · χ) [U1, U2]∇χ .
Applying these relations our commutator (A1) becomes
{ξ1, ξ2}a =
(
[U1, U2]∇u −
(s · χ)
(u · χ) [U1, U2]∇s +
1
(a · s) (u · χ) ((∇χU1) (∇sU2)− (∇χU2) (∇sU1))
)
ua
+
(
∇u
(
1
(a · s) (u · χ)
)
[U1, U2]∇χ +
1
(a · s) (u · χ) (U1∇u (∇χU2)− U2∇u (∇χU1))
)
sa
+
(
− (s · χ)
(u · χ) [U1, U2]∇u +
1
(a · s)2 (u · χ)2 [∇χU1,∇χU2]∇s
)
sa
+
(
− (s · χ)
(a · s) (u · χ)2 (U1∇s (∇χU2)− U2∇s (∇χU1))
)
sa
+
(
1
(u · χ)2
(∇s (s · χ)
(a · s) − (s · χ)∇s
(
1
(a · s)
))
[U1, U2]∇χ
)
sa
+
(
− (s · χ)
(a · s) (u · χ)2 ((∇χU1) (∇sU2)− (∇χU2) (∇sU1)) +
(s · χ)2
(u · χ)2 [U1, U2]∇s
)
sa
+
(
1
(a · s) (u · χ) [U1, U2]∇χ
)
£us
a . (A2)
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This can be simplified to
{ξ1, ξ2}a =
( −1
(u · χ) [U1, U2]∇χ +
1
(a · s) (u · χ) ((∇χU1) (∇sU2)− (∇χU2) (∇sU1))
)
ua
+
((
∇s (s · χ)
(a · s) (u · χ)2 +
∇χ (a · s)
(a · s)2 (u · χ)2
)
[U1, U2]∇χ +
1
(a · s)2 (u · χ)2 [∇χU1,∇χU2]∇s
)
sa
+
(
−1
(a · s) (u · χ)2∇χ
(
[U1, U2]∇χ
)
+
(s · χ)
(a · s) (u · χ)2 ((∇sU1) (∇χU2)− (∇sU2) (∇χU1))
)
sa
+
(
1
(a · s) (u · χ) [U1, U2]∇χ
)
£us
a . (A3)
Expanding £us
a yields £us
a = (a · s)ua −Ksssa, where
Kss is the extrinsic curvature of the foliation projected
along sasb, i.e. Kss = s
asb∇aub . This allows us to
expand the above expression in terms of the ua, sa basis
as
{ξ1, ξ2}a =
( −1
(a · s) (u · χ) ((∇sU1) (∇χU2)− (∇sU2) (∇χU1))
)
ua
+
(
∇χ
(
−1
(a · s) (u · χ)2 [Um, Un]∇χ
)
+
1
(a · s)2 (u · χ)2 [∇χUm,∇χUn]∇s
)
sa
+
(
(s · χ)
(a · s) (u · χ)2 ((∇sUm) (∇χUn)− (∇sUn) (∇χUm))
)
sa. (A4)
The coefficients in (29) and (30) can then be directly read
off from the expression above.
2. Closure relations
We first define
{ξ1, ξ2}a = (U3)found ua + (S3)found sa
with (U3)found and (S3)found defined as the u
a, sa coeffi-
cients in (A4). In order for the algebra to close S3 must
satisfy (26), i.e.
{ξ1, ξ2}a = U3ua + S3sa = U3ua + (S3)needed sa ,
with
(U3)found = U3
and
(S3)needed =
−1
(a · s) (u · χ)∇χU3 −
(s · χ)
(u · χ)U3
= − 1
(a · s)2 (u · χ)2 ((∇sUm)∇χ (∇χUn)− (∇sUn)∇χ (∇χUm))
− 1
(a · s)2 (u · χ)2 ((∇χUm)∇χ (∇sUn)− (∇χUn)∇χ (∇sUm))
+
(s · χ)
(a · s) (u · χ)2 ((∇sUm) (∇χUn)− (∇sUn) (∇χUm)) .
Closure is equivalent to the statement
11
0 = ∆S3 = (S3)found − (S3)needed
=
1
(a · s)2 (u · χ)2 ((∇sUm − (a · s)Um)∇χ (∇χUn)− (∇sUn − (a · s)Un)∇χ (∇χUm)) ,
which is ensured by the condition
∇sU − (a · s)U = 0 . (A5)
By applying this closure condition to (28), noting that
∇χ = −(u·χ)∇u+(s·χ)∇s, the vector field ξa3 = {ξ1, ξ2}a
can then be written explicitly as
{ξ1, ξ2}a =
(
[Um, Un]∇u
)
+
( −1
(a · s)∇u
(
[Um, Un]∇u
))
sa .
(A6)
