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Abstract
The virtual reference feedback tuning (VRFT) is a non-iterative data-driven (DD) method employed to tune a controller’s
parameters aiming to achieve a prescribed closed-loop performance. In its most common formulation, the parameters of a
linearly parametrized controller are estimated by solving a least squares (LS) problem, which in the presence of noise leads to
a biased estimate of the controller’s parameters. To eliminate this bias, an instrumental variable (IV) variant of the method is
usual, at the cost of increasing significantly the estimate’s variance. In the present work, we propose to apply the constrained
total least squares (CTLS) solution to the VRFT problem. We formulate explicitly the VRFT solution with CTLS for controllers
described by an autoregressive exogenous (ARX) model. The effectiveness of the proposed solution is illustrated by two case
studies in which it is compared to the usual VRFT solutions and to another, statistically efficient, design method.
Key words: Data-based control; model following control; virtual reference feedback tuning; errors-in-variables identification;
constrained total least squares.
1 Introduction
Virtual reference feedback tuning (VRFT) is a well-
known and quite successful non-iterative data-driven
(DD) method for control design. It is based on the model
reference paradigm, which defines a priori the desired
closed-loop performance, that is, the reference model,
and the controller’s structure. These informations are
used, along with the data collected, to generate the
(virtual) input-output signals employed in the identific-
ation of the best controller with the available controller
structure [7].
Along the years, several works have extended or applied
the VRFT method. The case when the process presents
non-minimum phase (NMP) zeros has been solved in [6].
The multivariable case is approached in [14] considering
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a diagonal parametrization of the reference model mat-
rix, in [5] by dealing with fully parametrized reference
models, and in [9] multivariable NMP plants are con-
sidered. Different applications of VRFT can be found in
[8,10,15,16,18], for instance.
Although the VRFT method is not restricted to the lin-
early parametrized (LP) controllers case, this assump-
tion is considered in its usual formulation and in most ap-
plications in the literature. In fact, the controller chosen
commonly has a fixed denominator and a parametrized
numerator. In the LP case, the solution is easily obtained
by solving an ordinary least squares (OLS) problem. Un-
fortunately, this solution produces a biased estimate in
the presence of noise. This bias is inherent to the prob-
lem’s formulation, and it is expected even for a full-order
controller, since it is due to the fact that the VRFT is
not a standard identification problem. The effect of the
noise is usually counteracted by the application of an in-
strumental variable (IV), as suggested in [7]. However,
the IV alternative has the drawback of increasing the
variance of the estimate, which may lead to significant
loss of performance and even to closed-loop instability
[17].
With that in mind, in [11] we addressed the case of noisy
data by applying a different solution to the VRFT prob-
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lem: the constrained total least squares (CTLS). The
CTLS solution removes the bias of the estimate and res-
ults in smaller variance, thus providing significant im-
provement in the closed-loop behaviour when compared
to the IV solution. In that work we considered the usual
formulation of the VRFT, that is, the case of LP con-
trollers with fixed poles. In the present work we extend
the analysis of [11] to the case of controllers with ARX
structure, and provide further numerical evidence of the
method’s efficacy. In addition of comparing the results
obtained against the original solutions, we also compare
against the results obtained with the optimal controller
identification (OCI) method. The OCI is a state-of-the-
art DD method that is known to provide an efficient es-
timate of the controller’s parameters.
The remaining of this paper is organized as follows. Sec-
tion 2 shows some basic definitions. The VRFT method
with ARX controller structure is presented in section 3.
The CTLS, OLS and IV solutions are introduced in sec-
tion 4. The case studies are presented in Section 5. Fi-
nally, section 6 shows the conclusions and future work.
2 Preliminaries
Consider a linear discrete-time single-input single-
output process
y(t) = G(q)u(t) +H(q)v(t), (1)
where G(q) is the process’ transfer function, H(q) is the
noise model, y(t) is the output signal, u(t) is the input
signal, v(t) is zero-mean white noise with variance σ2,
and q is the forward-shift operator. G(q) and H(q) are
assumed to be rational and causal transfer functions.
Considering data collected during an open-loop exper-
iment, the input u(t) is an exogenous signal, while the
output signal y(t) is affected by noise. On the other hand,
considering data collected during a closed-loop experi-
ment, the input u(t) is defined as
u(t) = C0(q) [r(t)− y(t)] , (2)
where C0(q) is a stabilizing controller operating in the
loop, and r(t) is the reference signal. Replacing (2) in
(1) results in following model for the output signal:
y(t) = T0(q)r(t) + S0(q)H(q)v(t), (3)
where S0(q) = (1 + C0(q)G(q))
−1 is the original sens-
itivity transfer function and T0(q) = S0(q)G(q)C0(q) is
the complimentary sensitivity transfer function. Simil-
arly, (2) is rewritten using (1) as
u(t) = S0(q) [C0(q)r(t)− C0(q)H(q)v(t)] . (4)
3 Virtual Reference Feedback Tuning with
ARX controller
VRFT is a one shot DD method, which means that the
controller’s parameters can be tuned using a single batch
of open- or closed-loop data. Therefore, no special exper-
iment is required, sufficing to have sufficiently rich data
[3]. The VRFT method for ARX controllers is described
in the following paragraphs.
First, let the controller C(q,ρ) be split into two com-
ponents, as in [4]:
C(q,ρ) = CI(q,ρ)CF (q), (5)
where CF (q) is the fixed part, CI(q,ρ) is the part to be
identified, and ρ is the parameter vector. This formula-
tion is particularly convenient because it allows incor-
porating already-known information about the optimal
controller into the controller’s fixed part, such as a pole
at q = 1 to guarantee tracking constant references.
Now, define the reference model M(q) representing
the desired behaviour of the closed-loop T (q,ρ). The
method’s objective is to find the parameter vector ρ
that minimizes the reference tracking cost function
Jy(ρ) = lim
N→∞
1
N
∑N
t=1
[(T (q,ρ)−M(q)) r(t)]2 (6)
= lim
N→∞
1
N
∑N
t=1
[y(t,ρ)− yd(t)]2 , (7)
where y(t,ρ) = T (q,ρ)r(t) is the closed-loop output ob-
tained with the controller C(q,ρ), and yd(t) = M(q)r(t)
is the desired output.
The controller parametrization delimits a subspace
within the controller space, known as the controller
class:
C = {C(q,ρ) | ρ ∈ Ω ⊆ Rm} ,
where Ω is the subset of all implementable parameters
and m is the number of parameters. Moreover, from (6)
and considering T (q,ρ) = (1+G(q)C(q,ρ))−1G(q)C(q,ρ),
the ideal controller could be calculated as
Cd(q) = [G(q)−M(q)G(q)]−1M(q), (8)
if G(q) were available. The ideal controller Cd(q) is as-
sumed to be in the controller’s class C, that is,
∃ρd ∈ Ω | C(q,ρd) = Cd(q),
where ρd is the ideal parameter vector.
Pretending that the ideal controller Cd(q) is already in
the loop, one can generate the virtual reference as
r¯(t) = M−1(t)y(t), (9)
2
which is the signal that should be applied to the desired
closed-loop to generate the output y(t) collected. After
that, the virtual error e¯(t) is calculated as
e¯(t) = r¯(t)− y(t)
=
(
M−1(q)− 1) y(t). (10)
where (10) was obtained using the definition of the vir-
tual reference (9).
The virtual error is the input of the ideal controller, and
the input of the part to be identified is given by
e¯F (t) = CF (q)e¯(t)
= LF (q)y(t), (11)
where (11) was obtained using (10), and LF (q) =
CF (q)
(
M−1(q)− 1). Possessing the input and out-
put signals, e¯F (t) and u(t) respectively, finding the
parameters of CI(q,ρ) is a regular identification prob-
lem. Therefore, the to-be-identified part is written as
CI(q,ρ) = B(q,ρ)/A(q,ρ), with
B(q,ρ) = b1 + b2q
−1 + · · ·+ bnbq−nb+1 (12)
A(q,ρ) = 1 + a1q
−1 + · · ·+ anaq−na , (13)
where the relative degree of CI(q,ρ) is assumed zero,
whereas nb and na are the number of parameters of the
numerator and denominator ofCI(q,ρ), respectively, i.e.
m = nb + na.
With the above definitions, we convert the VRFT prob-
lem into the problem of identifying the parameters of
the following ARX model:
u(t) = B(q,ρ)e¯F (t) + [1−A(q,ρ)]u(t) + ε(t),
where ε(t) is the model error. The predictor uˆ(t) is given
by uˆ(t) = B(q,ρ)e¯F (t) + [1−A(q,ρ)]u(t), that can be
rewritten using (12) and (13) as
uˆ(t) = ρTϕ(t), (14)
where the parameter vector ρ and the regressor vector
ϕ(t) are given by
ρT = [b1 b2 . . . bnb a1 a2 . . . ana ]
ϕ(t) = [e¯F (t) e¯F (t− 1) . . . e¯F (t− nb + 1)
−u(t− 1) − u(t− 2) . . . − u(t− na)]T . (15)
Now, using the above information, the VRFT trans-
forms the problem of minimizing the cost function Jy(ρ)
presented in (6) into a least squares identification of the
controller CI(q,ρ), which consists in minimizing the fol-
lowing cost function
JVR(ρ) = lim
N→∞
1
N
∑N
t=1
[
u(t)− ρTϕ(t)]2 .
Assuming that the system is not affected by noise
and that there is an ideal controller C(q,ρd) =
CI(q,ρd)CF (q) such that Jy(ρd) = 0, that is T (q,ρd) =
M(q), the minimum of Jy(ρ) is proven to coincide
with the minimum of JVR(ρ). Note that it is the same
cost function of the original formulation of the VRFT
method. The difference between the usual and the ARX
formulations reside in how the regressor vector ϕ(t) is
constructed. Considering the ARX structure, the re-
gressor vector in (15) is formed using e¯F (t) and u(t).
However, in the usual formulation u(t) does not appear
in the regressor vector, because the controller structure
is assumed to have a fixed denominator.
4 Solutions for the VRFT problem
First, consider the noise-free case, and let the subscript
0 denote that a quantity has been generated in this situ-
ation; then we can write
u0 = Φ0ρd, (16)
where ρd is the actual (desired) parameter vector,
u0 ∈ RN is the controller’s output vector given
by u0 = [u0(1)u0(2) . . . u0(N)]
T, Φ0 ∈ RN×m
is the noiseless regressor matrix defined as Φ0 =
[ϕ0(1)ϕ0(2) . . . ϕ0(N)]
T and N is the number of
samples.
In the more realistic case of data affected by noise, the
calculated regressor matrix Φ and the measured output
vector u may be written as
Φ = Φ0 + ∆Φ (17)
u = u0 + δu (18)
where u = [u(1) u(2) . . . u(N)]
T
and Φ = [Φe Φu].
Here, Φe ∈ RN×nb and Φu ∈ RN×na are defined as
Φe =

e¯F (1) 0 . . . 0
e¯F (2) e¯F (1) . . . 0
...
...
. . .
...
e¯F (N) e¯F (N − 1) . . . e¯F (N − nb + 1)
 (19)
Φu =

0 0 . . . 0
−u(1) 0 . . . 0
...
...
. . .
...
−u(N − 1) −u(N − 2) . . . −u(N − na)
 .
(20)
Moreover, ∆Φ ∈ RN×m and δu ∈ RN represent the
noise contributions in Φ and u, respectively. Isolating
Φ0 and u0 in (17) and (18), respectively, and replacing
3
those in (16) gives a general formulation for the problem
of estimating the parameter vector ρ:
(Φ−∆Φ)ρ = u− δu. (21)
In the next subsections three different solutions for this
problem are presented: the CTLS, the OLS, and the IV
solutions.
4.1 The Constrained Total Least Squares solution
Originated from the total least squares problem, the
CTLS has as constraint that the calculated regressor
matrix Φ and the collected output vector u are affected
by the same noise source [1,2]. This problem is equival-
ent to the structured total least squares as demonstrated
in [12].
The CTLS problem is formulated from (21) as
min
ρ,v
‖[∆Φ δu]‖2F s. t. (Φ−∆Φ)ρ = u− δu, and
[∆Φ δu] = [P1v P2v . . . Pm+1v]
where ‖·‖F is the Frobenius norm, that is, ‖X‖2F =∑
i,j |xi,j |2, whereas v ∈ RN is a vector with the noise
samples, that is, v = [v(1) v(2) . . . v(N)]
T
, and Pi ∈
RN×N with i = 1, . . . ,m+1 are Toeplitz matrices repres-
enting filters. These filters describe how the single noise
source v affects every column of the matrix [∆Φ δu].
Therefore, the CTLS problem minimizes the Frobebius
norm of the noise contributions. This problem was sim-
plified in [1] to remove the decision variable v, and the
solution is reproduced below.
Theorem 1 Let [∆Φ δu] = [P1v P2v . . . Pm+1v].
Then the estimated parameter vector ρˆ is the solution of
the following minimization problem
min
ρ
[
ρ
−1
]T [
Φ u
]T (
ΓρK
−1ΓTρ
)−1 [
Φ u
] [ ρ
−1
]
,
whereΓρ =
∑m
i=1 (Piρi)−Pm+1, andK =
∑m+1
i=1 P
T
i Pi.
The proof is also given in [1]. To apply the CTLS solution
to the VRFT problem, it is necessary to define the filters’
impulse responses and to generate the matrices Pi with
i = 1, 2, . . . ,m+ 1 that will be used in the optimization.
These filters are different depending on the type of the
experiment, and are described below for each case.
Filters for the closed-loop case: In this case, both
signals y(t) and u(t) are affected by noise, as presented
in (3) and (4), respectively. The filters for the matrix
∆Φ are obtained using (19) and (20). Observe that the
columns of the matrix Φe, in (19), are composed by the
vector
e¯F = [e¯F (1) e¯F (2) . . . e¯F (N)]
T
and its delayed versions. In the same way, the columns
of the matrix Φu, in (20), are formed by the vector con-
taining the input samples
u = [−u(1) − u(2) . . . − u(N)]T
and its delayed versions. The to-be-identified controller’s
input, e¯F (t), is rewritten replacing (3) in (11) as
e¯F (t) = LF (q)T0(q)r(t)︸ ︷︷ ︸
e¯F0(t)
+LF (q)S0(q)H(q)v(t)︸ ︷︷ ︸
δe¯F (t)
, (22)
where the signal is split into two terms: one purely from
the reference signal, e¯F0(t); and another with the noise
contribution alone, δe¯F (t).
In the same way, let the input signal (4) be rewritten as
u(t) = S0(q)C0(q)r(t)︸ ︷︷ ︸
u0(t)
−S0(q)C0(q)H(q)v(t)︸ ︷︷ ︸
δu(t)
, (23)
where the signal is split into two terms: one from the
reference signal, u0(t), and another with the noise con-
tribution, δu(t). Notice from (22) and (23) that there is
a common term S0(q)H(q) in the filters that generate
δe¯F (t) and δu(t). Because the common (coloured) noise
source S0(q)H(q)v(t) affects every column of the mat-
rix [∆Φ δu], the filters for the closed-loop case may be
simplified to:
Fi(q) =

−LF (q)q−(i−1), i = 1, . . . , nb
−C0(q)q−(i−nb), i = nb + 1, . . . ,m
C0(q), i = m+ 1
(24)
Notice that those filters now depend only on informa-
tion already known: the filter LF (q) and the controller
operating in closed-loop C0(q).
Filters for the open-loop case: In this scenario, only
the output signal y(t) is affected by noise, as described in
(1). Because of that, only e¯F (q) has a noise contribution,
and consequently, the filters are obtained looking at the
matrix Φe. Replacing (1) in (11) gives
e¯F (t) = LF (q)G(q)u(t)︸ ︷︷ ︸
e¯F0(t)
+LF (q)H(q)v(t)︸ ︷︷ ︸
δe¯F (t)
,
where, as before, this signal is split into two terms: one
purely from the input signal, e¯F0(t); and another with
the noise contribution, δe¯F (t).
There are nb filters and the remaining filters are zero,
since the input signal u(t) is not affected by noise. Again,
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in order to simplify the filters, notice thatH(q)v(t) is the
common (coloured) noise source affecting the columns of
the matrix [∆Φ δu] and let the filters for the open-loop
case be:
Fi(q) =
{−LF (q)q−(i−1), i = 1, . . . , nb
0, i = nb + 1, . . . ,m+ 1
(25)
Observe that, also in this case, the filters depend only
on the known filter LF (q).
4.2 The original solutions
VRFT’s original solution, OLS, considers that only the
output vector u is corrupted by noise, this way, the prob-
lem is formulated considering ∆Φ equals zero in (21).
The optimization problem is formulated as
min
ρ,δu
‖δu‖2 s. t. Φρ = u− δu.
Observe that the minimization is w.r.t. δu instead of v,
that is because the OLS disregards the filter information
presented before. Nonetheless, the algebraic solution is
given by
ρˆ =
(
ΦTΦ
)−1
ΦTu.
Following standard identification theory [13], this solu-
tion leads to a biased estimate, because the regressor
matrix Φ is affected by noise.
As suggested in [7], an IV can be used aiming to elimin-
ate the bias. This paper considers the IV that requires
performing a second experiment in the process with the
same input signal to collect more data. From those data,
the pairs of signals u1(t), y1(t), u2(t) and y2(t) are gen-
erated and the parameters are estimated as
ρˆ =
(
ΦT1 Φ2
)−1
ΦT1 u2,
where Φ1 is generated using y1(t) and u1(t) in (11), (19),
and (20). The same is applied to generate Φ2, using y2(t)
and u2(t). Also, keeping the notation, u2 is a vector con-
taining the samples of u2(t). Although the IV approach
leads to unbiased estimate it has the inconvenient of in-
creasing its variance. This increase in the variance may
lead to a poor closed-loop performance and even closed-
loop instability [17]. In fact, this effect is seen in the
simulation results presented in the next section.
5 Simulation examples
In order to evaluate the proposed solution, two simula-
tion case studies are carried out along the lines of the
examples in [4]. In all cases, 100 Monte Carlo simula-
tions are performed varying the noise realization. The
process transfer function G(q) is
G(q) =
0.5(q − 0.8)
(q − 0.7)(q − 0.9) . (26)
The reference model is given by
M(q) =
0.16q
(q − 0.6)2 . (27)
Replacing (26) and (27) in (8) gives the following ideal
controller:
Cd(q) =
0.32(q − 0.7)(q − 0.9)
(q − 0.36)(q − 0.8)︸ ︷︷ ︸
CI(q,ρd)
q
(q − 1)︸ ︷︷ ︸
CF (q)
,
where the fixed part contains an integrator and a zero
at the origin, leaving five parameters to be estimated.
Regarding the collected output signal, a coloured noise
corrupts y(t). This noise is generated by filtering a white
noise sequence, with variance σ2, through the following
noise model
H(q) =
q
q − 0.3 , (28)
where the σ2 varies depending on the experiment.
Two metrics are used to assess the design results: an es-
timate of the performance criterion cost function Jˆy(ρˆ),
and the parameters’ Mean Squared Error (MSE). An es-
timation of the cost function Jˆy(ρˆ) is calculated for each
controller, estimated in each Monte Carlo simulation, as
Jˆy(ρˆ) =
1
N
∑N
t=1
[y(t, ρˆ)− yd(t)]2 ,
where N = 100. The MSE(ρˆ) is given by
MSE(ρˆ) = E‖ρˆ− ρd‖2
≈ 1
Nsim
∑Nsim
i=1
‖ρˆi − ρd‖2, (29)
where Nsim = 100.
In each Monte Carlo simulation, the parameters are es-
timated using: the proposed solution as presented in sub-
section 4.1; the OLS and IV solutions as described in
subsection 4.2; and the OCI method [4]. The CTLS op-
timization problem is non-convex, requiring an iterative
algorithm and an initial guess. In these case studies the
Matlab’s fminsearch function was employed starting
at ρ0 = 0.8ρd. Observe that this is just an illustrative
example and other choices of algorithms and initializa-
tions are possible. In practical situations, the estimates
obtained from the IV or the OLS methods may be con-
sidered as initial guesses for the optimization. Keep in
mind that such choices should be considered carefully,
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because they may cause the optimization to converge
to other local minima. Regarding the OCI method, the
Matlab’s ident toolbox is used to estimate the paramet-
ers, as suggested in [4]. Since the OCI is also non-convex,
the same initial guess ρ0 = 0.8ρd is used to initialise
the method. The next subsections present the results ob-
tained with data collected from open- and closed-loop
simulated experiments.
5.1 Open-loop data
In the first case study, the parameters are estimated
using data collected from an open-loop experiment,
where a pseudorandom binary sequence (PRBS) with
1000 samples is applied as input signal u(t). The output
signal y(t) is affected by a white noise sequence with
variance σ2 = 0.01 filtered by (28).
Fig. 1 presents the histograms of the estimated cost func-
tions obtained using each method. Observe that the val-
ues obtained with the original OLS approach are much
larger than the ones obtained with the proposed solution
and with the OCI method. That is expected, since the
OLS estimate is known to be biased in the presence of
noise. In fact, the CTLS and OCI approaches give results
approximately ten times better than the ones obtained
with the OLS solution. The results obtained with the IV
approach are not presented here because only 52% of the
controllers resulted in stable closed-loop. Fig. 2 presents
the box plot of the log10 of the estimated cost function
Jˆy(ρˆ). Note that the CTLS and OCI approaches give
similar results, while the OLS solution gives the largest
result.
The parameters’ MSE, calculated as in (29), are presen-
ted in the respective rows in Table 1, along with the bias
and variance of the parameters. As expected, the OLS
approach gives an estimation with large bias and small
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Fig. 2. Box plot of log10(Jˆy(ρˆ)) for the open-loop case.
Table 1
Values of the parameters’ MSE
Method bias variance MSE(ρˆ)
Open-loop
OLS 2.0995 0.0007 2.1002
CTLS 0.0005 0.0076 0.0081
OCI 0.0004 0.0059 0.0063
Closed-loop
OLS 2.0781 0.0007 2.0787
CTLS 0.0003 0.0075 0.0077
OCI 0.0003 0.0058 0.0060
variance. Also, both CTLS and OCI estimates present
a great reduction in the bias, and even though the vari-
ance of the estimate is more pronounced, when com-
pared with the OLS, the resulting MSE is significantly
reduced. Once again, because of the amount of control-
lers leading to unstable closed-loop responses, the res-
ults obtained with the IV are omitted.
5.2 Closed-loop data
In order to collect closed-loop data, other 100 experi-
ments are also performed, where, instead of exciting u(t)
directly, the reference input r(t) is excited by a PRBS
with 1000 samples. During the experiment a coloured
noise is injected into the output. This signal is generated
by a white noise sequence with variance σ2 = 9 × 10−4
filtered through (28). The controller operating initially
in closed-loop is given by
C0(q) =
0.3(q − 0.7)(q − 0.9)
(q − 0.8)(q − 1) .
Fig. 3 presents the histograms of the estimated cost func-
tions calculated for each controller and each method.
Once again the values values obtained with the CTLS
and OCI approaches are approximately ten times smal-
ler than the ones obtained with the OLS.
Fig. 4 presents the box plot of the estimated cost function
Jˆy(ρˆ). Observe that both CTLS and OCI approaches
presented similar results. On the other hand, the largest
value is found with the OLS solution.
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Table 1 presents the parameters’ MSE calculated for
each method in its respective rows. In the same table,
the values obtained for the bias and variance of the para-
meters are presented. Observe that the OLS solution
presents the largest bias and MSE values. The CTLS and
OCI present the smallest bias, but a variance more pro-
nounced than the OLS solution. As before, the results
obtained with the IV approach are not presented, be-
cause 19% of the controllers resulted in unstable closed-
loop behaviour.
6 Conclusions and future work
In this work, the VRFT method is formulated consid-
ering a controller represented with an ARX structure.
This choice gives more flexibility than the choices com-
monly found in the literature. Besides, we proposed a
formulation that allows fixing part of the controller, if
known a priori, reducing the number of parameters that
need to be estimated.
In order to deal with output measurement noise, we pro-
posed to apply the CTLS solution to estimate the con-
troller’s parameters, instead of the original (OLS and
IV) solutions. The feasibility of the proposed solution is
presented in two simulation case studies, where the res-
ults are compared with the original solutions, and with
the OCI method, which is unbiased and statistically effi-
cient. A comparison between the results shows that the
CTLS gives better results compared with the original
solutions, and similar results when compared with the
OCI method. Although the OCI method gives similar
results to the CTLS, the latter has the advantage of not
needing to identify the noise model, whose structure is
usually unknown. Besides, the number of parameters to
be identified is smaller.
As future work, we intent to deal with the mismatched
case, in which the ideal controller is not in the controllers’
class. These usually happens when the controller is un-
derparametrized. Also, we intend to extend the proposed
solution to multivariable processes and non-minimum-
phase processes.
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