Abstract: Networks that contain only sign-consistent loops, such as positive feedforward and feedback loops, function as monotone systems. Simulated using differential equations, monotone systems display well-ordered behaviour that excludes the possibility for chaotic dynamics. Perturbations of such systems have unambiguous global effects and a predictability characteristic that confers robustness and adaptability. The authors assess whether the topology of biological regulatory networks is similar to the topology of monotone systems. For this, three intracellular regulatory networks are analysed where links are specified for the directionality and the effects of interactions. These networks were assembled from functional studies in the experimental literature. It is found that the three biological networks contain far more positive 'sign-consistent' feedback and feedforward loops than negative loops. Negative loops can be 'eliminated' from the real networks by the removal of fewer links as compared with the corresponding shuffled networks. The abundance of positive feedforward and feedback loops in real networks emerges from the presence of hubs that are enriched with either negative or positive links. These observations suggest that intracellular regulatory networks are 'closeto-monotone', a characteristic that could contribute to the dynamical stability observed in cellular behaviour.
Introduction
Three meso-scale (100 -1000 nodes) intracellular regulatory networks, where the directionality of the links and the effects of interactions are specified, have been developed. These are: mammalian cell signalling network [1]; Escherichia coli gene regulatory network [2, 3] and Saccharomyces cerevisiae gene regulatory network [4, 5] . These networks were constructed manually from functional experiments in the literature where the direction of interactions (i.e. the assignments of source and target nodes) is specified. The effects of interactions, such as positive for activation and negative for repression or inhibition, are also recorded. In these intracellular regulatory systems, the nodes/vertices represent proteins, metabolites or genes, and the links/edges that connect the nodes embody their direct interactions and/or indirect effects of one node on the other. Since these interactions represent coupled reactions, they can be represented and analysed as systems of coupled ordinary differential equations (ODEs). Dynamically, directed networks with links that have specified signs and contain only 'signconsistent' loops always behave as monotone systems [6, 7] .
Monotone systems have been extensively studied in control theory. The dynamical behaviour of such systems is guaranteed to evolve in a predictable manner. Monotone systems generally do not exhibit chaotic behaviour [8 -11] . Such dynamically stable behaviour is often observed experimentally in cells. For example, bi-stability, multistability and monotonic dynamics are typical behaviours of many cell signalling regulatory networks [11] [12] [13] [14] [15] and gene regulatory networks [16, 17] .
In this study, we addressed the question of whether intracellular biological regulatory networks may be 'close-tomonotone' systems by analysing three directed, sign/effect specified networks. We assessed the 'distance-to-monotone' architecture/topology by analysing the level of 'sign-consistency' in feedback and feedforward loops in these networks. We find a relative abundance of 'sign-consistent' loops in all three real networks as compared with their corresponding shuffled networks. This topology can explain the stability and order of intracellular dynamics. Further, we show that the abundance in positive feedback and feedforward loops may be due to negative hubs that sequester the probability for inconsistent loops.
Results

Toy model
To illustrate the predictable behaviour of monotone systems, we compared two versions of a feedforward loop, one sign consistent and the other inconsistent. Using a system of ODEs, we analysed the effects of varying rates of interactions on the levels of output node as a function of time. For sign-consistent feedforward loops, irrespective of the rates, the output behaviour is always predictable. The output node D always increased monotonically (Fig. 1a) . On the other hand, when the signs of the links in the loop are inconsistent, the behaviour is not predictable. Different rates can make the output node D increase or decrease monotonically depending on the actual parameters (Fig. 1b) .
Counting feedback loops
All three regulatory networks that were analysed have similar nodes to links ratio, positive to negative links ratio and display 'small-world' properties (high clustering coefficients and similar characteristic path lengths compared with random networks) ( Table 1 ). All three networks have a similar connectivity distribution that best fit a power-law function (Fig. 2) . This indicates that the networks are enriched in highly connected nodes (hubs) in comparison to random networks, and as such the regulatory networks contain genes and proteins that are directly regulating or are regulated by many other nodes, or both. Counting the number of positive against negative feedback and feedforward loops in the real regulatory networks against shuffled networks, we find that there are significantly more positive loops as compared with loops found in the three types of shuffled networks (Table 2) . Using approximate binomial distribution analysis, we explain that these results are not due to the fact that the networks contain more positive than negative links.
If there are P positive and N negative links, and P and N are sufficiently large, the probability of picking, using a Bernoulli process, a negative link is p(À) ¼ N =(N þ P) and a positive link is p(þ) ¼ 1 À p(À).
We define p loop (k) as the probability that a feedback or feedforward loop is positive, where k is the number of links and nodes making up the loop. A positive loop is defined as a loop with either all positive links or an even number of negative links. Thus, we have the following linear firstorder recursion Figure 1 Simulation of toy models of positive and negative feedforward loop Feedforward loops were modelled using ordinary differential equations a Time evolution of the concentration of the output node D in a four-node feedforward loops with various rates in the positive configuration k 3 and k 4 represent the reaction rates associated with the adjacent arrows b Time evolution of the concentration of the outputs node D in a four node feedforward loops with various rates in the negative configuration. This recursion has the solution
Thus, for 0 , p(þ) , 1, p loop (k) converges to 0.5, and for 5 ]/2 ¼ 0.502 (for k ¼ 4, p ¼ 0.507, and for k ¼ 3, p ¼ 0.52). This analysis is similar to what was suggested for the different possible configurations of three-node feedforward loops in a prior study [19] .
The real networks were compared with three types of shuffled networks used as statistical controls: the first type of shuffled networks maintains the exact connectivity as the natural topology but differ in the distribution of signs/ effects associated with the links (sign-swapped). The other two types of shuffled networks are Erdos-Renyi random networks [20] which are completely randomised and Maslov-Milo method of shuffling which preserves some of the original topology [4, 21] . The Maslov-Milo shuffling method maintains the connectivity distribution of nodes but destroys the local structure of the networks by repeatedly swapping the connectivity of pairs of interactions making source nodes randomly linked to target nodes. The Maslov-Milo shuffling method does not preserve the sign distribution by blindly swapping positive and negative links. Interestingly, the difference between the real and signswapped shuffled networks for the yeast transcription regulatory network is less significant than differences observed from similar comparisons for the mammalian signalling and E. coli transcriptional networks (Table 2) . This difference can be explained by a single link that is found in many feedforward loops in the yeast network. The positive link between DAL80 and GLN3, when removed, caused the abolishment of 22 out of a total of 42 negative loops. Both genes encode GATA family transcription factors, where DAL80 is a repressor that functions as an outgoing hub that is regulated positively by GLN3 [22] . The GATA family of genes makes an extensive regulatory circuit which contains many members of the family regulating one another [23] . The mathematical derivation described above assumes statistical independence of link contribution to loops and as such would result in almost even number of positive against negative loops in shuffled networks. This is observed for the signed-shuffled E. coli gene regulatory and mammalian cell signalling networks. In contrast, in the yeast gene regulatory network, a single link participates in 22 negative loops. Removing this link abolishes all these loops. We term this phenomenon of shared links (and/or nodes) to form multiple loops 'nesting'. Nesting can drastically affect the distribution of positive to negative loops ratio. In the natural topologies, as well as in the sign-swapped topologies, there are several links that contribute to the formation of many negative loops in each network (Fig. 3 ).
Removing negative loops
We developed an algorithm that removes links that contribute to the formation of negative feedback and feedforward loops. The algorithm is demonstrated schematically on a toy network (Fig. 4) . We sequentially remove links to gradually eliminate all small size negative loops (3 -4 or 3 -5 nodes per loop) from any network. We applied this algorithm to the original networks and compared the results with the results of applying the algorithm to random-swap shuffled networks. We found that we could remove 30% less links from the E. coli transcription network, 50% less links from the yeast transcription network or 65% less links from the mammalian signalling network, compared with the number of links that need to be removed from the corresponding shuffled networks in order to eliminate all negative loops of size 3 -5 for the yeast and E. coli networks and 3 -4 for the signalling network (Fig. 5) . These results indicate that it is easier to convert real network topologies to monotone 'signconsistent' topologies as compared with the 'effort' needed to convert shuffled networks into monotone topology.
Figure 2 Connectivity distribution plots
Connectivity distributions for the three real networks are plotted on a log-log scale Degree of connectivity is fitted against counts of nodes with a specific degree using Microsoft Excel a E. coli b Yeast c Mammalian signalling Comparison between positive and negative feedback and feedforward loops found in the original networks and in shuffled networks created from the original networks using the algorithms described in the methods (loops size 3-5 for E. coli and yeast and 3-4 for the mammalian signalling). The numbers in the shuffled networks columns are mean + standard deviation. The reason that the totals (positives þ negatives) for the randomised signalling networks are not the same as the real networks for the randomly swapped shuffled networks is because neutral links were also shuffled. This affects the counts of feedback and feedforward loops which do not contain neutral links www.ietdl.org
Clumping of negative links by hubs
The relative abundance of positive loops in the real networks and the relative ease in removing the negative loops could be due to few highly connected nodes that have predominantly negative links. Since hubs contribute to the formation of many feedback and feedforward loops and if a hub has all or mostly negative links, the probability that such hub would contribute two negative links to a loop is high. Since each node in a feedforward or feedback loop contributes two links to the loop, the two negative links in a loop that are connected to a 'negative' hub would cancel each other, because, by definition two adjacent negative links are considered positive. This feature of the network would make hubs with many negative links (negative hubs) sequester the negative links because these negative hubs would contribute pairs of negative links to loops. Pairs of negative links in loops that involve negative hubs would make these loops positive because of the double negative. This would leave only few sparsely connected nodes with negative links that can be present in negative loops.
Consider a graph G. We select one node as our 'hub' and divide the graph into two graphs: G 1 is the hub with its edges (a star-like graph) and G 2 is the rest of the graph (the hub's neighbouring nodes appear in both graphs). There is a fraction p 2 of positive links in G 2 and a fraction n 2 ¼ 1 À p 2 of negative links. We assume that p 2 . 1=2, that is, there are more positive links than negative links in G 2 . This assumption holds for the networks we analysed, and if we chose a hub with relative majority of negative edges than the fraction of positive edges in G 2 , this makes our assumption even stronger than that of G.
We denote by s k the probability of a simple path of length k in G 2 to be positive (i.e. to include even number of negative links).
Assuming p 2 . 1=2, we obtain s 1 . 1=2 and s 2 . 1=2. We show now that s k ! 1=2 for any k. We have shown this for k ¼ 1 and 2, and now we want to show that if it is true for k then it must be true for k þ 1 as well. www.ietdl.org A path of length k þ 1 is a path of length k with one additional link. It can be positive in one of the two ways: either the original path (of length k ) is positive, and the extra edge is also positive or both are negative. Thus,
According to our assumptions, s k ! 1=2 which means that 2s k À 1 ! 0. In addition, 1 À p 2 , 1=2 and as a result:
Now we want to close this path into a loop, using two edges from G 1 . We denote the fraction of positive edges in G 1 by p. The fraction of negative edges is n ¼ 1 À p.
The probability p loop of the loop to be positive is
We showed already that s k ! 1=2 for any k and thus 2s À 1 ! 0. Thus the second term is negative. The function f (p) ¼ p(1 À p) obtains its maxima at p ¼ 1=2 and is equal to zero at p ¼ 0 and 1. Thus, p loop obtains its minima when the hub is balanced ( p ¼ 1=2) and is increasing as p approaches 0 or 1.
To determine whether real networks are enriched in negative hubs, we first plotted the in-links against out-links difference on the x-axis and positive-links against negative-
Figure 5 Gradual removal of links that contribute to negative loops
The number of positive and negative feedback and feedforward loops of size 3 -5 in the yeast and E. coli networks and 3 -4 in the mammalian signalling network were counted. Then, the link that contributes to the most number of negative loops was removed The process was repeated until the networks no longer had small-size negative feedback and feedforward loops The results for the real networks are compared with results for shuffled networks created from the real networks a E. coli gene regulation network b S. cerevisiae gene regulation network links difference on the y-axis for all nodes (Fig. 6) . The plots show the existence of hubs with abundance of negative links in all three real networks compared with a representative random-swap shuffled network. In particular, the yeast and the E. coli transcriptional networks have many more outgoing negative (and also positive) hubs. All three intracellular regulatory networks show preferential enrichment for hubs with either only positive or only negative links. Because negative links are concentrated around few hubs, and are not evenly spread around like in the shuffled networks, the probability of forming negative loops is reduced. Hence, the existence of hubs enriched in negative links in the topology of real networks leads to the preference for positive feedback and feedforward loops.
Discussion
Cellular networks display stable behaviour in response to complex and noisy external stimuli. How do natural complex systems achieve such robust stability in dynamical complex environments? Our study suggests that intracellular biological regulatory networks may be 'closeto-monotone' systems because of the selection for positive feedback loops and positive feedforward loops and selection against negative feedback loops and negative feedforward loops. Negative 'inconsistent' feedback loops have been shown to be more prone to produce unstable dynamics such as oscillations [7, 24] . Hence, the selection against them provides a mechanism to obtain stable dynamical behaviour that is commonly observed in cells. Although, intuitively negative feedback loops may seem to be important for cellular homeostasis, whereas positive feedback loops are important to establish multi-state stability and state change, the observed topology of the real networks shows that negative feedback loops are not common, and as such, homeostasis is likely to be maintained in large part through controlled degradation and deactivation, for example, by dephosphorylation carried out through constitutive phosphatases in signalling networks that dampen incoming signals.
Besides dynamical stability, monotone system architecture is also advantageous for ordered behaviour, predictability and evolutionary modularity. For example, when we increase or decrease the concentration of a node, or if we change the reaction rates represented by links in a network containing only positive feedforward and feedback loops, the output would increase with time and then may decay because of constitutive negative regulators. In contrast, changes in the initial concentrations or rate constants in networks containing inconsistent feedback or feedforward loops can induce oscillations and lead to chaotic behaviour. Thus, monotone topology preserves input/output relationships between distal components in networks, a feature that is commonly observed in cell signalling pathways.
With the completion of sequencing the human genome, it has been found that there are 395 serine/threonine and dual-specificity protein kinases as compared with 44 serine/ threonine and dual-specificity protein phosphatases, and 106 tyrosine protein kinases compared with 56 Tyrosine protein phosphatases, respectively [25] . Our current understanding of mammalian cell signalling indicates that, generally, protein kinases are activated in response to stimuli and are themselves more often activators than . In contrast, protein phosphatases are on average less regulated than the protein kinases and have broader substrate specificity, making them outgoing negative hubs. This balance may provide the genetic basis for the enrichment of sign-consistent positive feedback and feedforward loops in cell signalling networks in mammalian cells.
Mangan and Alon [19] reported the abundance of different configurations of three-node feedforward loops, in two of the networks also analysed here. Mangan and Alon suggested that some specific types of three-node feedforward loops, both positive 'coherent' and negative 'incoherent', are more abundant than others. However, Mangan and Alon did not make the case that positive feedforward loops are more abundant than negative feedforward loops. The authors explained that the AND version of the positive coherent feedforward loop is functionally advantageous because of its ability to cooperate and utilise both inputs. Here, we suggest that positive coherent loops, including feedback and feedforward of sizes 3 -5, are advantageous for providing dynamical stability.
In conclusion, we have found that three intracellular regulatory networks in widely differing species are depleted in negative feedback and feedforward loops as compared with their corresponding shuffled networks. Links that contribute to negative feedback and feedforward loops can be easily removed to make these real networks signconsistent because of over-representation of negative hubs. These results suggest that these networks may be close-tomonotone systems. The predictable dynamics established mathematically for monotone systems provide a useful basis for understanding why cells display dynamic stability. These networks are mostly directed graphs, but formally for the analysis we treated these as mixed graphs
Methods
Network data sets analysed
with nodes/vertices (V ) and three types of links/edges/arrows: activation arrows (A þ ), inhibition arrows (A 2 ) and neutral (signalling) or dual regulation (gene regulation) edges (E). Neutral links in the signalling network represent interactions where the source and target relationships could not be easily determined, for example, scaffolding interactions [26] . The gene regulatory networks contain few bi-directional links, these are arrows drawn from the source to the target and from the target to the source and can have two negative, two positive signs, or both one negative and one positive [4] . All three networks are incomplete and represent only about 10% of the total number of components (genes or protein) in these systems. We use these networks since these are the most comprehensive networks available that provide signs for the links. A larger size yeast transcriptional network is available from Balaji et al.
[27] but we did not use this network since the signs for the links are not specified.
Counting positive and negative cycles in the networks
In the mixed graphs
we analysed, a positive, sign-consistent feedback loop is defined as a closed path or cycle with no undirected edges (e) and where arrows (a) all point in the same orientation. Negative feedback loops contain an odd number of negative arrows (a 2 ); otherwise, the feedback loop is considered positive. A feed forward loop is also defined as a closed path or cycle with no undirected edges (e) but here the arrows are divided into two paths with opposite orientations, such that the cycle has one 'source' node (a node with two outgoing arrows) and one 'sink' node (a node with two incoming arrows). Negative feedforward loops contain an odd number of negative arrows (a 2 ); otherwise, the feedforward loop is considered positive. Similar formal definitions of this concept have been previously provided [1, 11, 26, 28] . A recursive algorithm that uses depth-first search was developed to count positive and negative feedback and feedforward loops [26] . The neutral links in the signalling network and bidirectional links in the gene regulatory networks have not been considered valid links when counting feedback and feedforward loops. Neutral and bidirectional links are not abundant in all three networks (Table 1 ) and considering these links as either negative or positive does not significantly affect our results.
Removing links that contribute to negative loops
The following algorithm was applied to eliminate negative feedback and feedforward loops of up to a certain size
110
IET Syst. 1. Apply the algorithm described in Fig. 7 to find all the negative feedback and feedforward loops of a certain size.
2. Sort links based on the number of times links participate in negative loops found in step 1.
3. Remove the link that contributes to the most number of negative loops found in step 1.
4. Repeat until there are no more negative loops of a certain size. Fig. 4 illustrates this concept on a toy network model. This algorithm was applied because removing all negative loops is NP-hard, although approximation algorithms for this task have been developed [29] .
Creating shuffled networks
Three different types of shuffled networks were used as statistical control: random-swap, Erdos-Renyi and Maslov-Milo. Random-swap networks were created. Signs of links are randomly shuffled by picking randomly a pair of links and swapping their signs repeatedly. The randomswap networks maintain the same connectivity and the same ratio of negative to positive links as the original networks. Erdos -Renyi network contain the same number of nodes, the same number of links and the same types of links but links are randomly assigned to pairs of nodes. Maslov-Milo networks are created by repeatedly randomly picking a pair of interactions and swapping the interactions targets, such that source A points to target B and source B points to target A after the swap.
Modelling positive and negative feedforward loops
Two feedforward loops (Fig. 1) were simulated with ordinary differential equations. The same rate combinations and the same initial conditions were used for both circuits. The only difference is that the sign in one equation was changed from positive to negative to reflect the topological difference between the sign-consistent and signinconsistent feedforward loops. The following equations were used
Initial conditions were
The rates were: 
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