Abstract: In this paper, we present a judicious combination of two renowned surface integral equation (SIE)-based techniques, namely, the multilevel fast multipole algorithm (MLFMA) and the method of moments (MoM), which synergize into a hybrid method that allows to address the analysis of large densely packed particle assemblies in an efficient and accurate way. This hybridization takes advantage of the repetition pattern inherent to these kinds of structures. Basically, the repeated self-coupling problems are squarely solved throughout the factorization of their MoM impedance matrix, whereas the crosscouplings through the surrounding medium are expedited via the MLFMA in the framework of a global iterative scheme. Some results are presented here to demonstrate the suitability of the proposed hybrid method to address large-scale nanoparticle arrays in the framework of nanoplasmonic biosensing applications.
Introduction
Localized surface plasmon resonances (LSPRs), which rule the optical response of noble-metal nanoparticles, present an unprecedented ability to enhance and confine electromagnetic fields in the near-infrared and visible parts of the spectrum. These unique properties arising from the interaction of light with plasmonic particles have attracted the attention of many studies related with a wide range of research fields such as nanophotonics or biomedical applications [1] - [3] . A fair part of these studies is focused on biosensing systems that try to exploit these LSPRs, the first being either in colloidal solution or immobilized on solid substrates [3] , [4] . Furthermore, since LSPRs are highly sensitive to size, shape, and the refractive index of both the metal and the dielectric environment [5] , different nanoparticle geometries that can serve as platforms for LSPR-assisted applications, such as rods, stars, cubes, and other new proposals, are continuously under investigation [4] , [6] - [11] .
In this context, numerical electrodynamic simulations are of great interest to assist in the interpretation of experimental results [12] - [15] . They can also provide a priori information that reliably predicts the optical response from plasmonic systems, which helps guide the experimental research efforts in the right direction. However, the ability to numerically compute the joint optical response of a large number of nanoparticles is out of reach for the simulation tools usually employed by the nano-optics community, based on volume parameterizations like the Finite Elements Method (FEM) [16] , [17] , the Finite Difference Time Domain (FDTD) technique [18] , or the volumetric Method of Moments [19] , [20] approach. The availability of an accurate but also flexible and computationally efficient technique, which is capable of dealing with complex systems spanning several wavelengths, would be certainly very attractive.
In this regard, Boundary Integral Equation (BIE) methods, which reduce the number of degrees of freedom by orders via the parameterization of the regions' interfaces only, offer a powerful alternative to volumetric approaches. In particular, the variational enforcement of the boundary conditions offered by the Method of Moments (MoM) [21] is a well-known formulation that has been successfully extended from conventional materials to homogenized metamaterials and plasmonic problems [22] - [24] . This dramatic reduction in the number of unknowns comes at the expense of a non-sparse, though rank-deficient, matrix system, and thence the need for compressive techniques that exploit this fact if large-scale problems are intended to be solved. The hierarchical physics-based spectral acceleration provided by the Multilevel Fast Multipole Algorithm (MLFMA) [25] , [26] is arguably the most extended. In fact, the solution of a perfect conductor electromagnetic problem with more than one billion unknowns was accomplished by the authors using an efficiently parallelized MLFMA code in combination with the additional acceleration of the Fourier transformed space to compute the otherwise convolutional, although diagonal, translation operation [27] . The satisfactory results provided by the BIE methods as applied to nanostructures with applications in electronics and optics [28] and to plasmonics [29] , [30] prove the feasibility of this method for the full-wave simulation of large array systems with plasmonic nanoparticles as their building blocks.
Nevertheless, a method would still be desirable that profits from the intrinsic repetition pattern, present in colloidal solutions or substrate-supported nanoparticle arrays, to attain a computational cost reduction. In this work, we show that a judicious combination of both MoM and MLFMA can provide a further step in the efficiency that can be achieved when dealing with these specific problems with such particular characteristics. The proposal is a useful simulation tool with high-computing capabilities, hopefully of interest in the field of biosensing, where the application of these integral techniques is not extended yet.
Hybrid Method
The hybrid method proposed here combines the known integral techniques MoM and MLFMA, whose good performance in plasmonic problems has been reported in many works. The novel issue is their application to the metal nanostructures used in biosensing. The detailed formulation of both methods for plasmonic materials can be looked up in [23] , [24] , and [29] .
The array systems involved in LSPR-based biosensors present high number of nanoparticles that can be considered identical for simulation purposes except from rotation and/or translation movements. The general assumption of particles being identical makes the explanation of the method easier, but this is a statement that will be qualified later. Then, the method proposed in this work takes advantage of this repetition pattern by combining two techniques with different potentialities. The strongest point of MoM is the reliability of its direct solution while the computational cost is usually its main drawback as the size of the problem increase. Regarding the MLFMA, the most remarkable point is that it uses a hierarchical distribution of the work and multipolar expansions to dramatically reduce the computational cost in the analysis of large-scale problems while maintaining the high accuracy of MoM. This is at the expense of relying on (usually preconditioned) iterative solvers to obtain the solution. The computational challenge posed by problems with marked repetition patterns suggests the hybridization of the abovementioned methods via an efficient strategy for distributing the work.
Let us consider first the problem of an isolated homogeneous nanoparticle in a homogeneous medium. Based on Love's equivalence principle, the original problem can be expressed in terms of equivalent electric and magnetic currents placed over the boundary surface and radiating according to the Stratton-Chu integro-differential operators and the three-dimensional electrodynamic homogeneous Green function [31] . By imposing the boundary conditions for the fields (namely the continuity of the tangential components) a set of surface integral equations (SIEs) can be derived for the equivalent currents. The matrix equation that results from the conventional MoM formulation [21] applied to the previous integral equations can be posed for two equivalent problems corresponding to the two different homogeneous regions that can be distinguished in the problem
where Z represents the impedance (or coupling) matrix, I is the vector containing the unknowns (unknown coefficients of the expansion of the equivalent currents), V is called the excitation vector and the subscripts int and ext refer to the internal and external regions of the nanoparticle, respectively. One of the possibilities of combination of the electric-and magnetic-field integral equations [32] leads to sets of equations that sum up the contribution of the Green function through the internal and external region simultaneously
If n nanoparticles are now considered, the matrix equation is given as
where each block Z ii , with i ¼ 1 . . . n, represents the self-coupling of the nanoparticle i in both the internal and the external regions and each block Z ij , with i ¼ 1 . . . n, j ¼ 1 . . . n, i 6 ¼ j, is the mutual coupling between the nanoparticles i (observation) and j (source) through the shared external region. Since the nanoparticles are identical except from rotation and translation movements and thanks to the translational and rotational invariance of the couplings between the basis functions of each particle, we have identical self-coupling blocks
In view of this decomposition of the problem into self-and mutual interactions, the proposed hybrid method carries out the simulation for solving (5) via the combination of MoM and MLFMA in a way that is graphically shown in Fig. 1 and detailed next: -The self-coupling calculation in the internal region is directly addressed through MoM. This task corresponds with the first term of (5):
This all-to-all (basis-function-wise) uncompressed MoM computation of the interactions for a single nanoparticle, though leading to a dense impedance submatrix, does not amount to a high burden when compared with the whole problem, taking into account that it represents a low-scale problem that is repeated many times, and hence, recycling of the MoM submatrix can be performed.
-The MLFMA is employed to address the external region large-scale problem. Then, the algorithm deals with the second and third addends of (5), as
The MLFMA accounts for both the self-and mutual couplings among all of the nanoparticles through the external region. In consequence, the explicit calculation of the impedance matrix is replaced by the compressed matrix-vector product (MVP) Z MLFMA Á I in the framework of an iterative scheme (we note, however, that this fact is irrelevant as far as the description of the hybrid method is concerned). The multilevel grouping of the problem's degrees of freedom (basis functions), which is the very essence of MLFMA, starts with a hierarchical grid decomposition of the geometry (a Cartesian octree decomposition as described in [33] simplifies the implementation; besides, it admits efficient interpolation techniques). This decomposition gives rise to a cell structure that allows, in a hierarchical fashion, to split the calculations of the interactions between cells into two separate groups, depending on their separating distance: uncompressed MoM for the near couplings (self-and adjacent cells), and spectrally-accelerated computations for the couplings between non-adjacent cells which can be done in that way thanks to the expansion of the Green function obtained as a result of the application of the addition theorem [34] . More details on the algorithm can be consulted in [29] . -The Jacobi diagonal block preconditioner (see BJP in Fig. 1 ) [35] is used. This kind of preconditioning is fit to reach fast convergence in problems with natural splitting of subdomains, as is the case of densely packed arrays of nanoparticles. The preconditioned system takes the form
where the block diagonal preconditioner P is given by
Full advantage of the repetition pattern can be taken again in the application of the preconditioning. Regarding the implementation, a LU incomplete decomposition is used. The MVP involving the inverse of the LU decomposition and the result of Z Á I is addressed using a forward substitution followed by a backward substitution. A loose qualitative interpretation of the positive behavior of the BJP would be that the system is directly factorizing the contributions derived from self-couplings (in a subdomain-wise sense, which means each block contains exactly a subdomain or closed problem that obeys to equivalence and uniqueness theorems), and hence, equalizing the iterative system such that the whole span of the dynamic range for the Krylovspace iterative method is focused solely on mutual couplings (again, subdomain-wise).
Once the key idea of the hybrid method is presented, the nuances about the consideration of identical particles must be introduced. Realistic colloids can combine different kinds of particles and, moreover, there are tolerances in the fabrication process that give rise to shape differences. Reliable simulations must manage these issues properly. Using a statistical distribution to model the known fabrication tolerances the basic description of the proposed method given above is barely affected. Simulations must consider now that the colloid contains a reduced set of different nanoparticles that are repeated with random orientations instead of only one. It must be noticed that the number of different simulations that must be accomplished by MoM is negligible in comparison with the total number of nanoparticles (from hundreds to hundreds of thousands, or even more) included in a significant volume of the colloidal solution; therefore, the efficiency of the hybrid scheme is not harmed.
Numerical Results
The convenience of a proposal such as the MLFMA-MoM presented in this paper arises from the simulation examples of nanoplasmonic assemblies included in [36] , where conventional MLFMA was applied for the analysis and whose limitations, both in terms of programming efficacy and convergence performance, became apparent. In these scenarios, where a reduced set of electrically small elements are to be repeated, MLFMA-MoM stands as a natural extension that alleviates the issues above, allowing for a Jacobi preconditioner that lets the iterative solver focus on cross-couplings only, dramatically enhancing the convergence rate. The power of the MLFMAMoM engine is first illustrated through the analysis of gold nanorod colloids, providing fullyconverged simulations of the whole system that would otherwise be limited to the numerical simulation of reduced simplified subsystems, had traditional volumetric approaches been made use of. Anisotropic particles such as nanorods neatly illustrate the extent to which the nanofabrication tolerance associated to the synthesis of metallic nanoparticles impacts the optical response of plasmonic ensembles, which is of key importance in the design of sensing devices. This tolerance gives rise to a considerable polydispersity that needs to be adequately addressed by numerical simulation tools. Indeed, given that the resonance associated to the nanorod's longitudinal mode is extremely sensitive and experiences frequency shifts according to the aspect ratio (AR), the optical response of the ensemble is the result of an averaging process among the different aspects ratios and random polarization alignments, which inevitably leads to a significant broadening of the spectrum, as obtained from experiment data in Fig. 2 for a disperse and disordered ensemble of randomly spaced and oriented nanorods with an AR of 2.8. Both position and rotation are random variables following a uniform distribution, with a minimum interspacing distance of 50 nm. Polydispersity is accounted for by featuring slightly different lengths (and hence ARs) following the statistical distribution given in [37] , which is based on transmission electron microscopy images. If the performed simulations of the disordered array include these dimensional differences, the results obtained from simulation perfectly match the experimental data reported in [37] . If polydispersity is taken out of the equation (by keeping a fixed AR equal to 2.8), a much sharper resonance curve is obtained which does not adjust to the experimental curve. In this case, absorption spectra [38] , [39] computations have been carried out, for a vertical polarization of the incident light, and the generalized minimal residue (GMRES) algorithm [40] was used for the iterative solution of the problem. As for the SIE formulation chosen, all of the results included in this paper were obtained with the electric and magnetic current combined field integral equation (JMCFIE) [32] , [41] , which is free of internal resonances.
In order to further illustrate the simulation power of MLFMA-MoM, we now analyze the denselypacked ensemble of $1600 randomly-placed gold nanostars (both position and rotation are random variables following a uniform distribution) within a 1:2 Â 1:2 Â 0:3 m 3 film shown in Fig. 3 , which is of interest as a platform for molecular detection based on surface enhanced Raman scattering (SERS). The considered nanostars have a symmetric structure consisting of 12 sharp tips, with a branch length of 14.7 nm and a tip apex of 2 nm, which radially grow at the surface of a 20-nm-diameter spherical core. A minimum interspacing distance of 1 nm is imposed (the minimum dimension of the interparticle gaps is determined by the length of the probed molecules and the coating materials used during film preparation. A good assumption is $1 nm [42] ).
SERS enhancement maps as that shown in Fig. 4 (c) are retrieved as a function of position of the target molecule in the sample from the product jE in j 2 Á jE out j 2 , where jE in j 2 stands for the near-electric-field intensity (normalized to the incident intensity) at the incidence wavelength in ¼ 785 nm [see Fig. 4(a) ], and jE out j 2 represents the emitted/collected light intensity (normalized to the emission in the absence of the gold nanostar film) emitted by a point dipole representing the molecule [see Fig. 4(b) ]. We consider emission at a wavelength out ¼ 879:98 nm (Raman shift of 1375 cm À1 ). Fig. 4(d) -(f) zooms in the enhancement at the positions delimited by the boxes marked in Fig. 4(a)-(c) . Enhancements up to $ 10 8 are obtained, which is in perfect agreement with the experimental measurements of [42] and [43] .
The simulations are carried out with a workstation mounting 4 Intel Xeon E7-8880v2 microprocessors, each with 15 cores clocked at 2.50 GHz, which gives as 60 physical processors overall (no hyperthreading is used). The total memory and execution time needed to compute jE in j 2 was of 94.1 GB and 3 h 12 min, respectively, whereas 122.03 GB and 2 h 5 min were consumed for the calculation of jE out j 2 . For both cases, the total number of unknowns to be solved was 9.03 million. It is interesting to note that for the first simulation, though memory consumption was significantly lower than for the second case, the execution time was actually higher. This is explained because the cell size was kept equal in terms of wavelength, and hence a higher number of smaller cells in the finer level was considered to compute the near interactions between. As these near interactions are addressed in terms of neighboring (self-and adjacentcells), this fact entails lower memory footprint, with more MoM coupling submatrices, each of lower dimension (the mesh is the same for both problems, so we have a lower number of degrees of freedom per cell). When addressing the MVP of these uncompressed couplings within the iterative scheme, it may happen, as is the case, that parallelization becomes less efficient due to a lower-than-desirable size of these subblocks with respect to the balance of the work distribution among the processor threads. In short, a compromise intermediate point should be found between memory and execution time in some cases.
Finally, Fig. 5 shows the iterative convergence of the proposed MLFMA-MoM algorithm for the colloidal dispersion of nanorods of Fig. 2 , compared to the convergence provided by the conventional MLFMA without preconditioner. In both cases the GMRES iterative algorithm was applied. Remarkably, a dramatic reduction of the total number of iterations (and, hence, the computational time) can be observed for the proposed algorithm, which is primarily due to the proper application of the Jacobi diagonal block preconditioner to the separated, naturally split, subdomains.
Conclusion
Simulations involving low and high-density gold nanorod-and nanostar arrays have demonstrated that an efficient hybridization of MLFMA and MoM, which have been denoted by MLFMA-MoM in this paper, is a powerful tool for the electromagnetic analysis of the optical response of such systems, frequently arising in the research of plasmonic-assisted biosensors. The basis of the proposed hybrid method is the exploitation of the repetition pattern inherent to these structures, which leads to a preconditioned system where the repeated self-coupling closed problems are directly factorized through the recycling of the corresponding MoM impedance sub matrix, whereas the cross-couplings through the background medium are expedited via MLFMA in the framework of the global iterative scheme. Numerical results demonstrate the suitability of our proposal to address large-scale nanoparticle arrays with a contained computational demand, both in time and memory, besides its effectiveness as a preconditioner to improve the convergence performance of the iterative solver.
