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ABSTRACT We present the theory and application of reciprocal space image correlation spectroscopy (kICS). This technique
measures the number density, diffusion coefﬁcient, and velocity of ﬂuorescently labeled macromolecules in a cell membrane
imaged on a confocal, two-photon, or total internal reﬂection ﬂuorescence microscope. In contrast to r-space correlation tech-
niques, we show kICS can recover accurate dynamics even in the presence of complex ﬂuorophore photobleaching and/or
‘‘blinking’’. Furthermore, these quantities can be calculated without nonlinear curve ﬁtting, or any knowledge of the beam radius of
the exciting laser. The number densities calculated by kICS are less sensitive to spatial inhomogeneity of the ﬂuorophore
distribution than densitiesmeasured using image correlation spectroscopy.Weuse simulations as aproof-of-principle to show that
number densities and transport coefﬁcients can be extracted using this technique. We present calibration measurements with
ﬂuorescent microspheres imaged on a confocal microscope, which recover Stokes-Einstein diffusion coefﬁcients, and ﬂow
velocities that agree with single particle tracking measurements. We also show the application of kICS to measurements of the
transport dynamics of a5-integrin/enhanced green ﬂuorescent protein constructs in a transfected CHO cell imaged on a total
internal reﬂection ﬂuorescence microscope using charge-coupled device area detection.
INTRODUCTION
Studies of the dynamics of a membrane protein can yield
important information regarding its biological functions (1).
Several techniques have been developed to quantify the
dynamics of ﬂuorescently tagged proteins, including ﬂuores-
cence correlation spectroscopy (FCS) (2), temporal image
correlation spectroscopy (TICS) (3), ﬂuorescence recovery
after photobleaching (FRAP) (4), and single particle tracking
(SPT) (5).
The recent development of green ﬂuorescent protein
(GFP), and its variants such as CFP, YFP, and citrine, have
revolutionized the ﬁeld of cellular biophysics by allowing
unprecedented convenience and speciﬁcity of labeling in liv-
ing cells (6). However, these fusion proteins are known to
both irreversibly and/or reversibly photobleach on a variety
of timescales (7,8). Recently, quantum dots (QDs) have been
proposed as a potential replacement for organic ﬂuoro-
phores, because they are bright, have wide excitation and
narrow emission spectra, and are resistant to photobleaching
(9,10). Although photobleaching is less of an issue for QDs,
they do exhibit nonstationary intermittent ﬂuorescence emis-
sion (‘‘blinking’’) (11), which complicates FCS or TICS
studies (12) and limits the acquisition time of SPT trajec-
tories. The bleaching and blinking of organic dyes and QDs
can complicate the quantitative analysis of dynamics or
make an accurate determination impossible (13). In addition,
because QDs are difﬁcult to photobleach, they cannot be used
in FRAP studies.
The number densities and aggregation states of membrane
proteins, especially receptors, are closely linked to their
signaling and activation states (14). Spatial image correlation
spectroscopy (ICS) has been developed as a technique that
can measure the density and aggregation state of ﬂuores-
cently labeled membrane proteins (15,16). However, ICS
requires a random and relatively uniform distribution of
particles, a requirement that is sometimes not met in spatially
heterogeneous biological membranes such as neurons.
Recently, two variants of FCS have emerged: FCS with
traveling interference fringe excitation (FCSTFE) (17) and
Fourier imaging correlation spectroscopy (FICS) (18,19).
These k-space ﬂuorescence correlation techniques can mea-
sure the structure factor and dynamics of ﬂuorescently la-
beled particles by probing selective spatial frequencies using
an interference pattern generated from two lasers. They have
been applied to study solutions of dyes (20) and polystyrene
spheres (17), and the mitochrondrial riticulum (19).
In this work, we present a novel technique for measuring
dynamics and number densities of ﬂuorescently tagged
membrane proteins: k-space image correlation spectroscopy
(kICS). We will show that this method complements other
techniques by providing distinct advantages over its r-space
correlation counterparts. Its chief beneﬁts are: the recovery
of transport coefﬁcients that are completely insensitive to
systematic errors from ﬂuorophore blinking, and reversible
and irreversible bleaching; it does not require measurement
of the point spread function (PSF) of the imaging system;
nonlinear curve ﬁtting is not required for the analysis of one
population; and, it can detect the velocity of ﬂowing proteins
in the presence of a diffusing population.
We begin by deriving the theoretical form of a reciprocal-
space time correlation function for a sample of ﬂuorescent
particles undergoing diffusion and ﬂow, as imaged using a
laser scanning microscope (LSM) or total internal reﬂection
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ﬂuorescence microscope (TIRFM). We analyze image series
of diffusing and ﬂowing ﬂuorescent microspheres as a proof-
of-principle, in which we recover Stokes-Einstein diffusion
coefﬁcients, and particle velocities. We present simulations
that show that kICS can recover accurate diffusion coefﬁcients
and velocities even in the presence of complex ﬂuorophore
photobleaching and blinking photophysics. We show that
absolutely no knowledge of the ﬂuorophore photophysics is
necessary to extract accurate results. Finally, we apply the
method to living cells to measure protein transport, by imag-
ing and analyzing the basal membrane of a living CHO cell
transfected with a5-integrin/eGFP on a TIRFM using area
detection with a charge-coupled device (CCD) camera.
THEORY
The kICS technique involves correlating, in time, the spatial
Fourier transforms of individual images in an image time
series.Wewill begin by deriving the form of the Fourier trans-
form of a single image in terms of particle positions and the
instrumental PSF. We will then show how, by correlating
these two-dimensional (2D) Fourier transforms, information
regarding the dynamics and number densities of the sample
can be extracted. Both heterodyne light scattering (21) and the
kICS method probe particle-particle correlations. Although
these techniques vary widely in their experimental setup, data
analysis, and the systems typically studied, the underlying
theory is very similar.
An image series of ﬂuorescence intensities collected on a
LSM or TIRFM, i(r, t), is a convolution of the microscopic
number density, r (r, t), and the instrumental point spread
function (PSF), I(r):
iðr; tÞ ¼ qIðrÞ  rðr; tÞ; (1)
where q is a constant that includes the quantum yield of the
ﬂuorophore, the collection efﬁciency, and the detector gain.
We will begin by assuming a 2D system is being imaged, and
later extend the theory to three-dimensional (3D) systems.
The microscopic number density of ﬂuorescing particles at
point r and time t is given by:
rðr; tÞ[+
N
i¼1
QiðtÞdðr riðtÞÞ; (2)
where the sum is over all N particles in the system, d is the
Dirac d-function, and ri(t) is the position of the i
th particle at
time t. The sum is only over those particles that are emitting
due to the factor Qi(t):
QiðtÞ ¼ 1 if i is fluorescing at time t0 otherwise: :

(3)
This change in ﬂuorescence could be due to ﬂuorophore
photobleaching, or blinking. Assuming a 2D sample is being
imaged, the PSF of a confocal or two-photon LSM is
modeled as a 2D Gaussian (TEM00), and for a TIRFM it is an
Airy disk that can be approximated as a 2D Gaussian:
IðrÞ ¼ I0 exp 2 x
21 y2
v
2
0
  
; (4)
where I0 is the laser intensity at the center of the focus, and
v0 is the e
2 beam radius of the laser beam in the lateral
direction.
We will now express the 2D spatial Fourier transform of
an image, i˜ðk; tÞ as a function of r(t, r) and I(r). Because the
image recorded is a convolution of these two functions,
i˜ðk; tÞ is simply the product of the spatial Fourier transforms
of each function:
i˜ðk; tÞ ¼ qI˜ðkÞ~rðk; tÞ; (5)
where f˜ðkÞ is the Fourier transform of function f(x) for vari-
able x. In general, we use the Fourier transform convention
f˜ðkÞ[ R dr expðik  rÞf ðrÞ. The 2D spatial Fourier transform
of the excitation proﬁle (Eq. 4), I˜ðkÞ, is
I˜ðkÞ ¼ I0v
2
0p
2
exp v
2
0jkj2
8
 
; (6)
and is often called the optical transfer function. The spatial
Fourier transform of r(r, t) (Eq. 2), is:
~rðk; tÞ ¼ +
N
i¼1
QiðtÞexp½ik  riðtÞ: (7)
By substituting Eqs. 6 and 7 into Eq. 5, we ﬁnd an expres-
sion for the reciprocal space image, in terms of the particle
positions and the PSF, namely
i˜ðk; tÞ ¼ qI0v
2
0p
2
+
N
i¼1
QiðtÞexp ik  riðtÞ  v
2
0jkj2
8
 
: (8)
Next we deﬁne a reciprocal-space time correlation func-
tion, r(k, t), as:
rðk; t; tÞ ¼ Æi˜ðk; tÞi˜ðk; t1 tÞæ; (9)
where the angular brackets denote a time average. The nota-
tion i˜ðk; t1tÞ denotes the complex conjugate of the 2D
spatial Fourier transform of image i(r, t 1 t). Because the
experimentally collected image series is discrete in both
space and time, Eq. 9 is calculated as follows:
rðk; s; cÞ ¼ 1
P s +
Ps1
c¼0
i˜ðk; cÞi˜ðk; c1 sÞ; (10)
where P is the total number of images, s is the temporal lag
variable evaluated from 0 to P  1, and where the result
won’t depend on c if the system is stationary on average.
By expressing r(k;t, t), Eq. 9, in terms of the Fourier trans-
form of an image, Eq. 8, yields:
rðk; t; tÞ ¼ q
2
I
2
0v
4
0p
2
4
3 +
N
i¼1
QiðtÞeikriðtÞ
v
2
0 jkj2
8 +
N
j¼1
QjðtÞðtÞeikrjðt1tÞ
v
2
0 jkj2
8

: (11)
*
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If we assume that the system is sufﬁciently dilute such that
the particles are independent, and thus only correlate with
themselves, the cross-product terms ÆeikriðtÞeikrjðt1tÞæ ¼ 0
for i 6¼ j. Strictly speaking, these terms will be proportional to
an extra factor of the ﬂuorophore concentration and will be
small for dilute systems (21). Consequently, we can omit these,
drop the i and j subscripts, and only sum once over the total
number of particles. Furthermore, if we assume the ﬂuores-
cence emission function Qi(t) is independent of other dynamic
processes, and the particles are identical, Eq. 11 becomes
rðk; t; tÞ ¼ N q
2
I
2
0v
4
0p
2
4
ÆQðtÞQðt1 tÞæ
3 exp ik  ðrðtÞ  rðt1 tÞÞ  v
2
0jkj2
4
  
: (12)
For systems with one population, undergoing either diffu-
sion, ﬂow, or diffusive ﬂow (i.e., diffusion with drift), Eq. 12
becomes ((22–24); also sections 5.4 and 5.8 of Berne and
Pecora (21)),
rðk; t; tÞ ¼N q
2
I
2
0v
4
0p
2
4
ÆQðtÞQðt1 tÞæ
3 exp ik  vt  jkj2 Dt1v
2
0
4
  
; (13)
where D is the diffusion coefﬁcient, and v is the
velocity of the ﬂuorescent particles. Note that t won’t
drop out if the optical processes are nonstationary,
e.g., as would be the case where photobleaching is
occurring.
3D diffusion
Wewill now extend the theory to 3D systems. As with the 2D
systems, a 2D Fourier transform is performed on the images.
However, because the images are sampled from the same
x-y plane in the axial (z) direction, no Fourier transform is
performed in the third dimension. Consequently, the an-
alytical form of the k-space time correlation function ob-
tained from a 3D sample imaged as i(rjz¼constant, t) on a LSM
is of the form r(kk, z;t, t), where, henceforth, we use the
subscript k to denote the projection of the subscripted vec-
tor on the x-y plane. As before, we assume that the PSF for
a LSM in the axial direction can be approximated by a
Gaussian:
IðrÞ ¼ I0 exp 2
r2k
v
2
0
1
z
2
z
2
0
 !" #
; (14)
where z0 is the e
2 beam radius in the axial direction. In this
case, the analytical form of r(kk, z, t) for a 3D sample is given
by inverse Fourier transforming Eq. 9 with respect to kz:
Æi˜ðkk;z; tÞi˜ðkk;z; t1tÞæ¼
Z N
N
Z N
N
dkz dk9z
ð2pÞ2 e
iðkzzk9zzÞ½qI˜ðkÞ2
3 Æ~rðk; tÞ~rðk9; t1tÞæ: (15)
By separating k into kk and kz, and using Eqs. 12 and 13
we ﬁnd:
In obtaining Eq. 16 we examine correlations only where
kk ¼ k9k. (See the Appendix for a detailed derivation.) Per-
forming the integration in Eq. 16 yields:
Æi˜ðkk; z; tÞi˜ðkk; z; t1 tÞæ ¼ Nq
2
I
2
0v
4
0z
2
0p
3
8
ÆQðtÞQðt1 tÞæexp ikk  vkt  jkkj2 Dt1v
2
0
4
  
3
Z N
N
dkz
ð2pÞ2 exp ikzvzt  jkzj
2
Dt1
z
2
0
4
  
: (16)
Æi˜ðkk; z; tÞi˜ðkk; z; t1 tÞæ ¼N q
2
I
2
0v
4
0p
2
4
ÆQðtÞQðt1 tÞæ exp ikk  vkt  jkkj2 Dt1v
2
0
4
  
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
2Dmodel ðEq:13Þ
3
z20
4
ﬃﬃﬃ
p
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4Dt1 z20
q exp  v2zt2
4Dt1 z20
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Additional 3D factor
: (17)
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Thus, r(kk, z;t, t) for a 3D sample (Eq. 17) is just the 2D
result, cf. Eq. 13, multiplied by a factor, which accounts for
the axial velocity of the particles and the geometry of the
beam. Note that the 3D factor in Eq. 17 is constant for a given
value of t. Consequently, an image series sampled from a
ﬁxed lateral plane with particles undergoing 3D diffusion, or
ﬂow in the plane of imaging, can be analyzed in exactly the
same way as a sample undergoing 2D diffusion or ﬂow, and
the correct diffusion coefﬁcient and velocity will be recov-
ered. In contrast to other ﬂuorescence correlation techniques,
the analysis of 3D diffusion with kICS does not require
knowledge of the ratio of the axial beam waist to the lateral
beam waist. The additional 3D factor must be taken into
account to determine N or ÆQ(t)Q(t1 t)æ from a 3D sample.
Simulations
We generated simulations of LSM image time series to
conﬁrm that v, D, and N for 2D and 3D samples could be de-
termined as described above. We were able to accurately
recover all three parameters for a variety of simulation con-
ditions (data not shown).
Reversible photobleaching
It has recently been suggested that GFP variants, such as CFP
andYFP, undergo a three-state reversible photobleaching (8):
XFPIB)
k1
XFPF 
k2
k3
XFPRB; (18)
whereXFPIB,XFPF, andXFPRB are the irreversibly bleached,
ﬂuorescent, and reversibly bleached state of the ﬂuorophore,
respectively. The rate constants k1, k2, and k3 correspond to
the indicated transitions.
DATA ANALYSIS
One population
In the case of systems with one population undergoing dif-
fusive ﬂow, the correlation function corresponding to the dif-
fusive transport, fd(jkj2, t), can be separated as follows:
fdðjkj2; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðRe½rðk; tÞÞ21 ðIm½rðk; tÞÞ2
q
(19)
¼ NÆQðtÞQðt1 tÞæ q
2I20v
4
0p
2
4
exp jkj2 v
2
0
4
1Dt
  
; (20)
cf. Eq. 13, where Re[r(k, t)] and Im[r(k, t)] denote the real
and the imaginary parts of r(k, t), respectively. The portion of
the correlation function corresponding to the ﬂow transport of
the population, ff(k, t), can then be separated by calculating:
ffðk; tÞ ¼
rðk; tÞ
fdðjkj2; tÞ
(21)
¼ exp½ik  vt: (22)
Diffusion
To improve the S/N of the measurement, we calculate the
diffusion coefﬁcient by circularly averaging fd(jkj2, t), and
then taking the natural logarithm of both sides of Eq. 20:
ln½fdðjkj2; tÞ ¼ ln NÆQðtÞQðt1 tÞæq2
I
2
0v
4
0p
2
4
 
 jkj2 v
2
0
4
1Dt
 
: (23)
Circular averaging is accomplished by averaging values of
the correlation function with identical (jkj2, t) values, where
jkj2 ¼ k2x1k2y. Because the correlation functions are generated
from the Fourier transforms of discretely sampled images, there
are aﬁnite number of (kx, ky) lattice points. For each time lag, t, a
linear ﬁt of ln [fd(jkj2, t)] as a function of jkj2 is performed. As
jkj2 and t increase, the particle-particle correlations become
insigniﬁcant compared to noise. We have found the data is ﬁt
well by a ﬁrst order spline with three knots, in which the ﬁrst
segment models the diffusive decay, and the second segment
models the noise. This analysis is performed for each temporal
lag of the correlation function, and the slope for the ﬁrst seg-
ment, ððv20=4Þ1DtÞ, is calculated for each lag (see Fig. 2).
Next, these slopes,ððv20=4Þ1DtÞ, are plotted as a function
of time lag, t. The slope from the linear regression of this plot
yieldsD, while the intercept isðv20=4Þ, which can be used
todetermine the beamwaist.Only the linear regionof the plot is
used, and the data are weighted using the errors returned from
the linear regressions of Eq. 23 for each value of t.
This analysis could also be used with data from a scanning
FCS (SFCS) experiment. In this case, a 1D spatial Fourier
transform can be performed along each scan cycle in the data
series. The resulting transforms are correlated, in time, with
each other. The analysis would then proceed exactly as pre-
sented above, where the wavenumbers are averaged over one
line, instead of an image.
Flow
The velocity, v, can be extracted by ﬁrst taking the phase, u,
of the complex correlation function:
uðk; tÞ ¼ arctan Im½ffðk; tÞ
Re½ffðk; tÞ
 
(24)
¼ k  vt: (25)
Because inverse tangent functions have limited ranges (an
interval of [ p, p], in the case of atan2), u(k, t) may have
a saw-tooth appearance. This artifact can be corrected by
adding multiples of62p to adjacent values in u(k, t), which
differ by more than a jump tolerance of p.
With experimental data, only the central (i.e., low jkj2)
portion of the correlation function contains useful data, be-
cause the entire function is damped by the exponential factor
resulting from the convolution with the laser beam. After
calculating and viewing ff(k, t), it is clear where the noise
predominates over the signal, and the data can be cropped
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accordingly (cf. Fig. 5). The velocity can be determined from
u(k, t) by calculating the gradient numerically, then averag-
ing over all k, dividing by t, and ﬁnally averaging over all t:
v ¼ Æ=uæk
t
 
t
; (26)
where we use the gradient deﬁnition @f@x ¼ f ðx1DÞf ðxÞD . In prac-
tice, a numerical gradient returns the gradient in both the kx and
ky directions, giving the components vx and vy, respectively.
Alternatively, one could perform a linear least-squares ﬁt to
each component of the gradient of u(k, t) at different values of t,
recovering vxt and vyt. The velocity components themselves
can then be found by a linear regression as a function of t.
Number densities
The reciprocal of the total average number of particles in an
image series can be calculated by dividing Eq. 13 by the
average total image intensity squared, in the limit of jkj2/0,
rð0; t; tÞ
ðSPp¼1ðSXx¼1SYy¼1iðx; y; pÞÞ=PÞ2
¼ NÆQðtÞQðt1 tÞæq
2 I
2
0v
4
0p
2
4
N2q2I20ÆQðtÞæÆQðt1 tÞæ
RN
N dr exp 2 x
2 1 y2
v
2
0
 h i 2
(27)
¼ ÆQðtÞQðt1 tÞæ
NÆQðtÞæÆQðt1 tÞæ (28)
¼ 1
N
; (29)
where X and Y are the dimensions, in pixels, of the images
and P is the number of images. The last equality holds when
one assumes the particles are always emitting. If the ﬂuo-
rescence characteristics of the sample are known (i.e., ÆQ(t)æ
and ÆQ(t)Q(t 1 t)æ), these can be substituted in Eq. 28 to
calculate an accurate number density even in the presence of
complex bleaching or blinking (25). The jkj2¼ 0 value is not
used because it contains the DC component of the Fourier
transforms. Instead, the intercept is determined by ﬁtting. If
the log transformation (Eq. 23) is used to extract the number
density, care must be taken to ensure no bias in the intercept
is introduced when retransforming (see Miller (26) for a
discussion and correction of this effect). If the untransformed
data are ﬁt with a partitioned least-squares ﬁt, no such bias is
introduced (data not shown). Furthermore, the total image
intensity used in the normalization is background subtracted.
Multiple populations
For a sample with M different populations, r(k, t) has the
following form:
rðk; tÞ ¼ I
2
0v
4
0p
2
4
exp
jkj2v20
4
 
+
M
m¼1
Nmq
2
mÆQmðtÞQmðt1 tÞæ
3 exp½ðik  vm  jkj2DmÞt; (30)
where Dm is the diffusion coefﬁcient, vm is the velocity, and
Qm(t) and qm are the ﬂuorescing factorsQ(t) and q of the m
th
population of Nm particles. Equation 30 assumes the particles
within a given population have the same ﬂuorescence char-
acteristics.
In cells, two populations are often present: one ﬂowing
population, and one diffusing population. In this case, r(k, t)
has the following form:
rðk; tÞ ¼ I
2
0q
2
v
4
0p
2
4
ÆQðtÞQðt1 tÞæ exp jkj
2
v
2
0
4
 
3 ðNfexp½ik  vt1Nd exp½jkj2DtÞ; (31)
where Nf is the number of ﬂowing particles, and Nd is the
number of diffusing particles, and both populations are as-
sumed to have the same ﬂuorescence properties. To extract
the velocity of the ﬂowing component, each time lag of the
imaginary part of the correlation function can be divided by
the real part of the t ¼ 0 lag:
rfðk; tÞ ¼ Im½rðk; tÞ
Re½rðk; 0Þ (32)
¼ Nf
Nf 1Nd
sin½k  vt: (33)
A nonlinear ﬁt of rf (k, t) to Eq. 33 for each value of t
allows vx and vy to be determined.
MATERIALS AND METHODS
Fluorescent microsphere solution preparation
Aqueous solutions of sucrose (Sigma-Aldrich, Oakville, Ontario, Canada)
were prepared in milliQ distilled water. A stock solution of microspheres
(Molecular Probes, Burlington, Ontario, Canada) was sonicated for 15 min
before use. Sample solutions were prepared by adding 198 mL of a sucrose
solution to 2 mL microsphere stock solution, giving sucrose concentrations
ranging from 668 to 796 g/L, and viscosities ranging from 18.6 to 60.2 mPa
s. Viscosities were determined using Dean (27). The diluted microsphere
solution was sonicated for an additional 15 min before being pipetted into
the cavity of a glass-bottomed petri dish (No. 1.5; MatTek, Ashland, MA)
for imaging. The cavity was sealed with a coverslip. The ﬂuorescent mi-
crospheres were carboxylate coated with a radius of (0.1056 0.005) mm, an
excitation maximum of 505 nm, and an emission maximum of 515 nm. The
uncertainty associated with the microsphere radius was supplied by the
manufacturer.
The theoretical diffusion coefﬁcients for the ﬂuorescent microspheres
were determined using the Stokes-Einstein equation:
D ¼ kBT
6phR
; (34)
where kB is Boltzmann’s constant, T is absolute temperature, h is the solvent
viscosity, and R is the microsphere radius.
Cell culture
CHO-K1 cells were transfected to express a5-integrin/eGFP as previously
described (28) (provided by A. R. Horwitz, University of Virginia). Cells
were cultured in Dulbecco’s modiﬁed Eagle’s medium, supplemented with
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10% fetal bovine serum, 4 mM L-glutamine, 100 units/ml penicillin, 0.1
mg/ml streptomycin, 0.1 mM nonessential amino acids, and 0.5 mg/ml
G418 to maintain transfection (Gibco, Carlsbad, CA). Cells were incubated
in 5.0% CO2 atmosphere at 37C. For imaging, cells were plated on 10
mg/mL ﬁbronectin coated glass-bottomed petri dishes (No. 1.5; MatTek,
Ashland, MA).
Confocal microscopy
Samples were imaged with an Olympus FV300 IX71 confocal laser scan-
ning microscope (Olympus, Melville, NY), using the 488-nm laser line of an
Ar1 laser for excitation. Fluorescence was collected by a 603 PlanApo oil
immersion objective (NA 1.4) using a 488-nm bandpass dichroic in com-
bination with a BA510IF long-pass ﬁlter (Chroma, Rockingham, VT).
Image series were collected with a zoom that gave a pixel resolution 0.115
mm, with 0.451 s between consecutive scans. The PMT was adjusted such
that no pixels were saturated, and no thresholding was applied.
Total internal reﬂection microscopy
Cells were imaged at room temperature on an Olympus IX71 microscope
with a TIRF illuminator. Excitation was provided by the 488-nm line of an
Ar1 laser, and an evanescent wave was formed by changing the angle at
which the beam entered a 603 Plan Apochromat oil immersion lens (1.45
NA, Olympus, Melville, NY). Fluorescence was collected by the objective,
and imaged onto a cooled back-illuminated Cascade 512B CCD camera
(Roper Scientiﬁc, Tucson, AZ). Frame integration times were 50 ms with an
on-chip gain of 3000, with 1 s between subsequent images. Image series
were 5123 512 pixels23 100 images, with a pixel resolution of 0.163 mm.
Simulations and data analysis
Simulations, and the calculation and analysis of reciprocal-space time cor-
relation functions, were performed as described in the Theory and Results
sections on a personal computer (2.4 GHz, 1GB RAM), using custom
MATLAB R14 (The MathWorks, Natick, MA) routines.
The simulation program has been described in detail previously (25).
Brieﬂy, it simulates the point source emitters undergoing ﬂow, 2D, or 3D
diffusion, which are imaged on a system with a 2D or 3D Gaussian PSF
(convolution function). The program allows one to control the size of the
convolving function, the amount of noise, and the bleaching characteristics
of the emitters, among other features.
RESULTS
Microsphere measurements
Fig. 1 shows an image of 0.105 mm diameter ﬂuorescent
green microspheres in sucrose solution obtained on a CLSM.
The r(k, t) was calculated from this image series using
Eq. 10. The ﬁrst temporal lag, r(k, 0.451s) is shown in Fig.
2 A, as an example. When the natural logarithm of r(k, t) for
a given t is circularly averaged over jk2j, a linear relationship
is evident (Fig. 2 B), as expected from Eq. 23. In this case,
the linear regression gave a slope of 0.0312 mm2. An
analogous linear regression is performed for each temporal
lag in r(k, t).
In Fig. 2 B, the data were ﬁt to a ﬁrst-order spline with
three knots, where the ﬁrst segment modeled the signal and
the second segment modeled the noise. The crossover point
between these two segments (i.e., the second knot of the
FIGURE 1 A 256 3 256 pixel2 CLSM image of 0.105 mm radius ﬂuo-
rescent microspheres (505 nm excitation / 515 nm emission) in aqueous
sucrose solution. The 488-nm line of a He-Ne laser was used for excitation,
and ﬂuorescence was collected using a 510-nm long-pass ﬁlter. The pixel
size was 0.115 mm.
FIGURE 2 The reciprocal space correlation function
r(kx, ky, t) for lag t ¼ 0.451 s of a diffusing microsphere
sample both (A) before and (B) after circularly averaging
and taking the natural logarithm. The data was ﬁt to Eq. 23,
and the slope of the ﬁrst segment is ðv20=41DtÞ. In this
case, the ﬁrst segment of the circularly averaged correla-
tion function has a line of best ﬁt of r(jkj2, 0.451 s) ¼
0.0312 mm2jkj2  0.930. The (kx, ky) ¼ (0, 0) point,
which corresponds to the DC component of the Fourier
transforms, has been omitted in these ﬁgures, and is not
used for ﬁtting.
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spline) provides a useful measure of the S/N of the mea-
surement. As the number of pixels in the region of analysis
decreases, the length of the ﬁrst linear region of the cor-
relation function will decrease. As well, a decrease in bright-
ness of the particles, an increase in the noise level, or a larger
PSF of the imaging system will shift the crossover point to
lower jkj2 values (simulation data not shown). kICS analysis
can only be performed if the ﬁrst segment can be ﬁt to a
straight line. Under our imaging conditions, the minimum
size was ;32 3 32 pixels2.
The slopes of each correlation function at different t-values
were then plotted as a function of t (Fig. 3). The statistical
error from the linear regressions of r(k, t) at a given t provide
the error bars, which are used as weights when ﬁtting. The
so-called slope of the slopes immediately yields D, which
was 0.0316 6 0.0002 mm2/s. The intercept from the regres-
sion was 0.023 mm2, which corresponds to an v0 value of
0.304 mm.
To rigorously investigate the accuracy of this technique,
we prepared microsphere samples in ﬁve different concen-
trations of sucrose in distilled water. For each concentration,
10 image series of 256 3 256 pixels2 by 250 images were
collected and analyzed. The results are presented in Fig. 4,
by plotting the experimentally determined D as a function of
D predicted using the Stokes-Einstein relationship (Eq. 34).
The linear regression of the data in Fig. 4 yielded a line with
slope 1.07. The average of all of the intercepts, Æ v20
4
æ, from
the correlation functions of these image series was 0.05 6
0.01 mm2, which gives Æv0æ¼ 0.436 0.05 mm. This value is
comparable to that measured independently. The relative
standard deviation for the determination of v0 was 12%, and
the relative standard deviation for all of the D-values was
12%. Using the Stokes-Einstein relationship (Eq. 34), values
of D recovered with kICS gave a ÆRæ of 0.102 6 0.004 mm,
agreeing with the manufacturer’s stated radius of 0.105 6
0.005 mm.
To show that the velocity of a ﬂowing population can be
measured, we collected an image time series of ﬂuorescent
particles undergoing ﬂow. The image series size was 256 3
256 pixels2 by 100 images; it had a pixel size of 0.115 mm
and a sampling rate of 2.22 Hz. Using Eq. 10, r(k, t) was
calculated and the ﬂowing component of the function was
separated from the diffusive component and exponential
beam modulation (cf. Eq. 21). The resulting uf(k, t) is
shown for one time lag in Fig. 5. As expected, the real
component (Fig. 5 A) was a cosine wave, while the imag-
inary component (Fig. 5 B) was a sine wave. To extract the
phase of the complex exponential, the arc-tangent of the
quotient of the two components was calculated (Eq. 24). This
phase is given by kvt, and forms a plane that increases in
FIGURE 3 Slopes recovered fromEq. 23 at each time lag t,ðv20=41DtÞ,
plotted as a function of t for a sample of diffusing ﬂuorescent microspheres.
The slope of this plot is D, whereas the intercept is v20=4. In this case, D
was 0.03166 0.0002mm2/s, and the value of v0 extracted from the intercept
was 0.30460.001mm.The error bars are the error of the corresponding linear
regressions (see Fig. 2 B), and the regression in this plot was weighted using
these errors.
FIGURE 4 A plot of D of microspheres in aqueous sucrose solution,
measured using kICS as a function of the theoretically predicted D from
the Stokes-Einstein relationship (Eq. 34). D was varied in each sample
by changing the concentration of sucrose, while keeping the microsphere
size and temperature constant. The line of best ﬁt is Dexperimental ¼ 1.07
DStokes-Einstein  0.0024 mm2/s, with an R2 value of 0.997. Each point is an
average of 10 results from analyses of image series of 2563 256 pixels2 by
250 images. The pixel size in all image series was 0.115mm, and the temporal
sampling rate was 2.22 Hz. Error bars in the experimentally determined
diffusion coefﬁcient are mean 6 SE, and error bars in theoretical diffusion
coefﬁcient are propagated from the uncertainty in the radius of the
microspheres.
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the direction of the movement (Fig. 6, A–D). A one-
parameter linear least-squares ﬁt of the numerical gradient
over this surface for a particular value of t gives the product
of t with both directional components of the velocity: vxt
and vyt. This procedure is repeated for each value of t. A
linear regression of vxt and vyt as a function of time lag
gives vx and vy (Fig. 6 E). In this example, the linear
regression gave slopes of vx ¼ 1.133 6 0.003 mm/s, vy ¼
0.2886 0.003, and jvj ¼ 1.1696 0.003 mm/s. SPT analysis
was carried out on the same image series (SPT algorithm
from Crocker and Grier (29)), yielding jvj ¼ 1.16 0.1 mm/s
(66 trajectories).
The preceding analysis can be performed when there is
only one population present and it is ﬂowing, or if there is an
immobile fraction in addition to the ﬂowing population. In
the latter case, the immobile component can be removed by
Fourier ﬁltering (30). However, if one population of particles
is diffusing and another ﬂowing, a different approach must
be taken. First, the imaginary part of the correlation function
is separated from the exponential beam modulation (Eq. 33).
Next, for each value of t, a partitioned one-parameter
nonlinear ﬁt was performed to the data, yielding vxt, vyt, and
Nf=Nf1Nd. Linear regressions of vxt and vyt as a function of
t yield vx and vy, respectively (Fig. 7).
FIGURE 5 The (A) real and (B) imaginary components
of r(k, 0.451 s) for an image series of ﬂuorescent micro-
spheres undergoing ﬂow as a function of kx and ky. The
exponential modulation due to the laser beam convolution
has been removed (see Eq. 21), which results in noise at
higher values of kx and ky. The image series size was 2563
256 pixels2 with 100 images, a pixel size of 0.115 mm, and
a sampling rate of 2.22 Hz.
FIGURE 6 The phase of the complex exponential portion of r(k, t), kvt, of an image series of ﬂowing ﬂuorescent microspheres as a function of kx and ky
for temporal lags (A) 0.451 s, (B) 0.902 s, (C) 1.353 s, and (D) 1.804 s. The phase was extracted using the inverse tangent of the quotient of the imaginary and
real components of the correlation function (cf. Eq. 24). It forms a plane, increasing in the direction of the ﬂow, with a steepness proportional to t. (E) Plots
of the vt values recovered from one-parameter linear least-squares ﬁtting to the numerical gradients of kvt, vt, for both x and y directions as a function
of temporal lag, for the ﬁrst 20 lags. A linear regression yields the velocity components, vx ¼ 1.133 6 0.003 mm/s, and vy ¼ 0.288 6 0.003 mm/s.
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Simulations of reversible photobleaching
To investigate the ability of kICS to recover accurate dy-
namics in the presence of photobleaching, we created simu-
lations that modeled the reversible bleaching of eCFP, eYFP,
and citrine using rate constants reported bySinnecker et al. (8).
An example of themean intensity of these bleaching processes
is included in Fig. 8A, and the diffusion coefﬁcients calculated
using both TICS (without using photobleaching correction
from Kolin et al. (25)) and kICS are included in Fig. 8 B.
Simulations of the determination of number
densities from heterogeneous samples
The spatial distribution of ﬂuorescently labeled membrane
proteins in a living cell is frequently heterogeneous. To
determine the sensitivity of kICS to the spatial arrangement
of particles, we generated sets of image series of particles
with different spatial distributions (Fig. 9, A–F), and then
calculated the number densities using kICS. We also mea-
sured the densities using spatial ICS, an established technique
for extracting number densities from labeled membrane
proteins (16). Both techniques work well when the particles
are distributed uniformly, however, they both returned biased
results when the particles are not uniformly distributed (Fig.
9 G). In these cases, however, kICS returned signiﬁcantly
more accurate results than spatial ICS.
Live cell measurements
To show the applicability of kICS to live cell measurements
and area detection-based imaging, we collected a TIRFM
image series of the basal membrane of a CHO cell expressing
a5-integrin/eGFP (Fig. 10 A). The mean of an off-cell region
was subtracted from the image series to correct for scattered
light and CCD bias. A large fraction of a5-integrin is known
to be immobile on the timescale of 1–2 min (28). Conse-
quently, we removed the immobile fraction before analysis
as previously described (30). The eGFP exhibited bleaching
such that the mean intensity of the region analyzed decreased
by ;60% (Fig. 10 B).
The reciprocal-space time correlation function was calcu-
lated as with the microsphere sample, and a D of 0.0096 6
0.0002 mm2/s was measured (Fig. 11). No ﬂow was detected
in this subregion of the cell using kICS.
To show that photobleaching parameters could be de-
termined independently of dynamics, a ÆQ(t)Q(t 1 t)æ
correlation function was calculated for each of nine cells, by
ﬁnding the intercept as jkj2/0 of Eq. 23 for each pair of
images in each image series. These functions were normal-
ized assuming all the particles were ﬂuorescent at t ¼ 0, and
averaged over nine regions obtained from different cells
(Fig. 12 A). If the photobleaching is a ﬁrst-order process,
then
ln½ÆQðtÞQðt1 tÞæ ¼ 2kt  kt; (35)
FIGURE 7 Fitted parameters of vxt and vyt as a function of t from a
nonlinear ﬁt of each temporal lag of r(k, t) to Eq. 33 for a simulation of
ﬂowing and diffusing particle populations. A linear regression of these
values as a function of t (shown) yields vx ¼ 0.1001 mm/s and vy ¼
0.0504 mm/s, when the set parameters were0.1000 mm/s and 0.0500 mm/s,
respectively. The simulation consisted of 256 3 256 pixels2 with 100
images at an imaging rate of 1 Hz, a PSF with an e2 radius of 0.4 mm, a
ﬂowing population of ﬁve particles mm2, and a diffusing population of ﬁve
particles mm2 with D ¼ 0.01 mm2/s.
FIGURE 8 (A) Plots of mean intensities as a
function of time for image series simulations
of eCFP, eYFP, and citrine reversible photo-
bleaching kinetics. (B) Mean diffusion coefﬁ-
cients recovered from both TICS and kICS
analyses of 100 simulations of each type of
ﬂuorophore. The set D was 0.01 mm2/s, and
each simulation was 256 3 256 pixels2 3 100
images, with v0 ¼ 0.4 mm and 10 particles
mm2. Error bars are mean 6 SD.
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where k is the rate constant. To verify this relationship, select
values of ln [ÆQ(t)Q(t1 t)æ] were plotted by holding either t
(Fig. 12 B) or t (Fig. 12 C) at a ﬁxed value. If the bleaching
was indeed a ﬁrst-order process, Eq. 35 suggests that the
regression lines in Fig. 12 B should have slopes half as large
as, and intercept spacings between adjacent lines twice as
large as those in Fig. 12 C. To rigorously investigate this, we
performed linear regressions of ln [ÆQ(t)Q(t 1 t)æ] for each
value of t and t, analogous to those shown in Fig. 12, B and
C. The mean value of the slopes of ln [ÆQ(t)Q(t 1 t)æ] at
ﬁxed t values was 0.008 6 0.001 s1, and mean spacing
between adjacent intercepts was 0.02 6 0.01. When t was
ﬁxed, these values were 0.015 6 0.001 s1, and 0.011 6
0.004, respectively. Using Eq. 35 and these four values, a
FIGURE 9 Simulated images of particles distributed
with different spatial arrangements: (A) uniformly, (B)
linearly in one direction, (C) linearly in both directions,
(D) a slowly decaying Gaussian, (E) a quickly decaying
Gaussian, and (F) a dendritic arrangement similar to a neu-
ronal sample. Each image is 2563 256 pixels2, with v0 ¼
0.4 mm and a pixel size of 0.1 mm. (G) Number densities
recovered from spatial ICS and kICS analyses of uniformly
and nonuniformly distributed particles, as pictured in panels
A–F. Because the number of particles varied slightly in each
simulated image, the accuracy of the results is reported as a
fractional error. Each bar is themean result of the analysis of
100 images, and error bars are mean6 SD.
FIGURE 10 (A) TIRFM image of a5-integrin/eGFP
expressed in a CHO cell plated on 10 mg/mL ﬁbronectin.
The 90 3 65 pixel2 region used for kICS analysis is
outlined. The image series consisted of 100 images, with
50 ms integration time per image and 1 s between suc-
cessive images. (B) The average image intensity of the
outlined region in panel A as a function of time.
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weighted average value of k was calculated to be 0.008 6
0.002 s1.
The averaging over nine cells, as performed above, is an
unbiased estimator of ÆQ(t)Q(t1 t)æ only if there are a large
enough number of independent ﬂuctuation domains (i.e.,
PSFs) in the image areas, and if the assumed model, e.g.,
Eq. 13, is valid (e.g., the particles must be statistically inde-
pendent). To show that this method of averaging was
acceptable in our case, we repeated the calculation of
ÆQ(t)Q(t 1 t)æ by ﬁrst Fourier transforming the images, and
then averaging i˜ðk; tÞi˜ðk; t1tÞ over the nine data sets before
ﬁtting. This method is slightly more computationally inten-
sive, but is more rigorous than the post-ﬁtting averaging
described previously, and in principle can deal with corre-
lated dynamics. Nonetheless, it is much simpler to deal with
different size images in the ﬁrst method (i.e., when the grid
of wavevectors varies from image to image). The second
method of analysis yielded a ÆQ(t)Q(t 1 t)æ nearly identical
to that presented in Fig. 12. The rate constant calculated from
this correlation function was 0.0086 0.001 s1, which agrees
with the previous calculation and has a slightly smaller stan-
dard deviation.
The rate constant was also determined by ﬁtting the
average intensity to a monoexponential decay for each of the
nine image series. The mean k obtained using this method
was 0.0076 0.001 s1, in agreement with the value obtained
using kICS.
DISCUSSION
Accurate measurements of transport coefﬁcients
in the presence of ﬂuorophore bleaching
and blinking
As can be seen in Eqs. 23 and 26, the transport coefﬁcient
D and v can be extracted independently of Q(t), which
models the blinking and photobleaching characteristics of
the ﬂuorophore. The simulations presented conﬁrm this for
reversible photobleaching (Fig. 8 B). Previously, accurate
transport coefﬁcients could only be recovered via TICS if
the bleaching process could be well-characterized by the
average intensity of the image series as a function of time (25).
Although this previous method also allows for the accurate
recovery of number densities, it requires that the average
intensity of the image series be satisfactorily ﬁt by a func-
tional form, and it assumes that the bleaching is irreversible on
the image series acquisition timescale. Recently, Sinnecker
et al. (8) showed that eCFP and eYFP exhibit reversible
photobleaching on timescales applicable to FRAP and TICS
analyses. FRAP experiments can return erroneous mobile
fractions and diffusion coefﬁcients as a direct result of this
reversible bleaching (8). Furthermore, the photobleaching
correction previously proposed for TICS analyses cannot be
applied to reversible bleaching, so the results will be biased in
a manner similar to irreversible photobleaching (25).
No assumptions are made with kICS regarding the relative
values of Q(t) and Q(t 1 t) for a ﬂuorophore. Indeed, we
have shown this technique can still recover accurate transport
parameters in the presence of reversible photobleaching.
Furthermore, this technique also works for intermittent
ﬂuorescence (‘‘blinking’’), which is a hallmark of quantum
dot nanoparticles. This can result in a nonstationary and
erratic behavior for ÆQi(t)Qi(t 1 t)æ (A. Bashir, D. Kolin,
FIGURE 11 (A) Natural logarithm of the circularly averaged k-space
correlation function at equal times (t ¼ 0 s) for the region of the cell outlined
in Fig. 10. Assuming a diffusive model, the ﬁrst linear segment is given by
ðv20=41DtÞ. By ﬁtting each temporal lag of the correlation function as
here, one can extract D. (B) Determination of D from the image series of the
cell in Fig. 10. D was given by the slope, and was 0.0096 6 0.0002 mm2/s.
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B. Hebert, P. Wiseman, unpublished data). Because QDs
blink on all timescales, attempts to ﬁt temporal intensity
ﬂuctuation decays to diffusive models can be frustrated by
the ﬂuctuations introduced by the blinking (13). However,
for kICS, this factor is not a concern when calculatingD or v,
because they are extracted independently of ÆQi(t)Qi(t1 t)æ.
Any bleaching or blinking would only change the intercept
of Eq. 23, and not the slope, which is used for determiningD.
Similarly, if Eq. 20 is used to separate the diffusive and
ﬂowing components of the correlation function, then the
optical characteristics are independent of the ﬂow compo-
nent of the correlation function. It should be emphasized that
this analysis does not require a case-by-case correction, which
depends on the type or rate of ﬂuorescence intermittency.
The data is analyzed in exactly the same way regardless of
any photobleaching or blinking present, and an accurate
transport coefﬁcient is returned. We believe this will be es-
pecially advantageous to life sciences researchers who wish
to accurately measure dynamics of ﬂuorescently tagged pro-
teins without quantifying and attempting to correct for their
bleaching or blinking properties. Furthermore, it allows
ﬂuorophore selection to be based on criteria such as bright-
ness, labeling efﬁciency, and spectral characteristics, without
focusing on the photostability of potential ﬂuorophores.
There are a number of antifade reagents available for ﬁxed
samples, which reduce the severity of photobleaching (31).
However, these are often not suitable for live cell imaging.
If bleaching or blinking is nonnegligible, one cannot
calculate accurate number densities from the time correlation
function without knowing the value of ÆQi(t)Qi(t 1 t)æ and
ÆQi(t)æ, quantities that can only be calculated directly from
the image series if the bleaching is irreversible. In this case,
an accurate particle count can be recovered by dividing the
total intensity of the ﬁrst image squared by its power spec-
trum in the limit jkj/0, assuming that all ﬂuorophores are in
their ‘‘on’’ state at t¼ 0.We predict that kICS will be a useful
tool to probe the bleaching and blinking of ﬂuorophores,
because the value of the intercept from Eq. 23 is directly
related to the photophysical dynamics of the ﬂuorophore
(ÆQi(t)Qi(t 1 t)æ). In this work, we showed how the photo-
bleaching rate of GFP in a live cell could be determined
independently of the ﬂuorophore dynamics. We were able to
measure this quantity, even though the photobleaching and
translational dynamics occurred on similar timescales.
Independence of D, v, and N from v0
Calculation of dynamics and number densities in the Fourier
domain is both a more robust and precise technique than its
traditional spatial domain counterpart. The transport coefﬁ-
cients and number density can be calculated without any
knowledge of the beam radius. The determination of these
parameters via kICS is in contract to ICS, TICS, FCS, or spot
FRAP in which there is a dependence of D, v, and ÆNæ on the
FIGURE 12 (A) The ÆQ(t)Q(t 1 t)æ correlation func-
tion, as a function of t and t, for an ensemble of nine cells.
The values were obtained from the intercept of Eq. 23
for pairs of images at time t and t 1 t. The function was
normalized assuming all particles were ﬂuorescent at t¼ 0,
and was averaged over all nine data sets, but not over either
t or t. The natural logarithm of ÆQ(t)Q(t 1 t)æ plotted for
ﬁve ﬁxed values of t (B) and t (C). The slope and intercept
of each linear regression were used to calculate the photo-
bleaching rate constant (see text).
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instrumental parameter v0. In the case of TICS, the beam
radius is usually calculated from an average of the ﬁt pa-
rameters from the 2D spatial autocorrelation functions
(15,32). In practice, this value can vary by as much as 30%
when determined from cell membranes. This can be due to
clusters of ﬂuorescent particles larger than the diffraction
limit, which artiﬁcially increase the value of the recovered v0
by distorting the shape of the spatial ACF. The uncertainty
associated with the value of v0 therefore decreases the pre-
cision of the calculated value of D. The new method we
propose decouples the determination of D and v from v0.
Similarly, for 3D diffusion studies, no knowledge of the
ratio v0/vz is required (unlike FCS and TICS), because
the diffusion constant and this instrumental parameter are
completely separable in the reciprocal-space time correlation
function.
In traditional ICS or TICS, the number density recovered
from the analysis is actually the number of ﬂuorescent
particles per beam area (2D). This value is then converted to
a more meaningful concentration with units of particles per
unit area, using an experimentally determined v0. In kICS,
the value initially calculated is the average total number of
particles in the region of analysis. Converting this value to a
density only requires knowledge of the pixel size, a value
inherently more precise than v0.
More accurate determination of number densities
As shown in Fig. 9 G, the density calculated via kICS is less
sensitive to the arrangement of the particles in space than its
r-space counterpart, ICS. In contrast to ICS and scanning
FCS, which assume a random Poisson distribution of
particles throughout the region of analysis, the kICS number
density is simply a sum over the total number of particles in
the entire image. Consequently, kICS is more widely
applicable for situations in which the labeled species is
present in nonuniform spatial distributions such as gradients.
Thus, we believe this will be a useful technique when deter-
mining the number densities of heterogeneously distributed
proteins. However, even kICS returned highly erroneous
values when it was used to analyze the simulated images
with narrow dendritic spatial distributions of particles (char-
acterized by discontinuities and large empty spaces). The
basic analysis performed here only probes the diagonal spher-
ically symmetric wavevectors. Additional information may
be recovered if off-diagonal wavevectors are analyzed.
The basic kICS theory advanced in this work was derived
assuming homogeneous, translationally invariant systems.
Clearly, these constraints are not satisﬁed in the dendritic sys-
tem presented in Fig. 9, and it is not surprising that kICS fails
to return accurate number densities in this case. It should be
emphasized that kICS will not return reliable transport
coefﬁcients if an image series of a sample with similar hetero-
geneity is analyzed. Ideally, regions of analysis should avoid
areas such as the edge of cells, which introduce abrupt
changes in the particle distribution. Alternatively, the effect
of edges or other signiﬁcant features could be minimized by
ﬁltering their corresponding spatial frequencies in k-space.
Fourier ﬁltering the immobile population from single pixel
traces also works well for removing large static structures, as
has been done in r-space ICS (30).
As with other ﬂuorescence correlation techniques, the
number density calculated via kICS is not the absolute
number of ﬂuorophores present in the image, but instead the
total number of independent ﬂuorescent entities. It cannot be
determined if these are monomers, dimers, etc., unless ad-
ditional experiments are carried out to determine the bright-
ness of a monomeric unit and any ﬂuorophore quenching that
may occur when present in multimeric units. As well, the
accuracy of a number density measurement using kICS is
crucially dependent on a proper subtraction of background
intensity counts, as it is with ICS (32).
Differences between kICS, FICS, and FCSTFE
Both FICS (18) and the related technique FCSTFE (17) use
an interference pattern generated by two laser beams to selec-
tively excite a single spatial frequency. The total ﬂuores-
cence emitted from the sample is collected as a function of
time, and then autocorrelated. These techniques can be used
to determine the structure factor (18) and the bulk diffusion
coefﬁcient (20) of ﬂuorescently labeled particles in solution.
While kICS, FICS, and FCSTFE are all based on the theory
of Brownian motion (24), several signiﬁcant differences exist
between them. First, FICS and FCSTFE use a custom-built
apparatus in which two laser beams interfere at the sample.
They also require a lock-in ampliﬁer for detection, and a
method to modulate the interference, such as a translation
stage or movable grating. In contrast, kICS requires only a
commercially available imaging system, such as a scanning
laser microscope or TIRF-M.
In addition to the instrumentation differences, in the
current work we applied kICS to measure ﬂow velocities of
ﬂuorescently labeled particles, as well as the diffusion coef-
ﬁcient. Furthermore, we have shown the transport coefﬁ-
cients extracted via kICS to be insensitive to ﬂuorophore
photophysics. This is a signiﬁcant advantage of the kICS
approach due to the ubiquity of photobleaching and/or
ﬂuorophore blinking in ﬂuorescence-microscopy-based ﬂuc-
tuation techniques.
Simpliﬁed curve ﬁtting
Previous r-space ﬂuorescence correlation techniques such as
FCS and TICS ﬁt correlation functions of diffusion to hy-
perbolic decays, and ﬂow to Gaussian decays. In the non-
linear regression ﬁtting of hyperbolic ACF decays, the value
of the returned ﬁt parameters are very sensitive to the
weighting used (33). The method we present here allows
both types transport to be analyzed without nonlinear curve
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ﬁtting. Furthermore, a standard temporal ACF decay that is
well ﬁt by a simple diffusive model does not guarantee that
there are no contributions from either photobleaching or
blinking to the decay (13,25) and (A. Bashir, D. Kolin, B.
Hebert, P. Wiseman, unpublished data) which, if present,
would lead to signiﬁcant systematic errors in the diffusion
coefﬁcient extracted from the ﬁt. The kICS technique re-
moves this possible source of systematic error as the bleaching
or blinking will only affect the intercept.
However, the analysis of samples with more than one pop-
ulation becomes signiﬁcantly more complicated than with
traditional FCS or TICS. With these techniques, the temporal
autocorrelation function is ﬁt to an analytical model de-
scribing the modes of transport present in the sample. With
kICS, the mathematical transformations applied to one-
population systems, which are used to generate linear data,
can no longer be applied. Instead, a nonlinear ﬁtting routine
must be used. As well, the immobile fraction present in a
sample cannot be measured as easily as with TICS (28).
Live cell measurement
The cell measurement presented here uses an area detector
(i.e., a CCD array), which can offer two signiﬁcant advan-
tages over the previously used LSM approach. First, most
commercially available LSMs have a maximum sampling
rate of;2 Hz, due to the piezoelectric scanning mechanism.
The use of a TIRFM in conjunction with a CCD camera
allows acquisition rates of at least 30 Hz when imaging GFP
transfected cells. Second, even at these higher sampling rates,
sensitive CCD cameras offer superior S/N than the typical
PMTs, which are standard on commercial LSM systems. Fur-
thermore, this cell measurement illustrates that kICS can
measure protein dynamics at expression levels in which
individual ﬂuorophores cannot be resolved, a situation that
prohibits SPT analysis.
CONCLUSIONS
We presented the theory and application of a novel method to
measure the dynamics, number density, and photophysical
characteristics of an ensemble of ﬂuorophores. It offers several
advantages over previously used techniques; most notably, it
can recover accurate dynamics without any knowledge of the
ﬂuorophore’s blinking or bleaching characteristics, and it does
not require the beam waist of the system’s PSF to be mea-
sured. Possible extensions of this work include: applying it to
two-color cross correlation so protein-protein interactions can
be quantiﬁed in living cells, and developing a variant of the
kICS technique that allows for the measurement of shear of
macromolecules in biological membranes.
APPENDIX
This appendix explains the derivation leading up to Eq. 16; it closely follows
Section 11.5 of Berne and Pecora (21). In obtaining Eq. 16 we have used the
simple diffusion model as in the 2D section and have assumed that the
system is translationally invariant. That is, the positions of all particles can
be transformed ðriÞ/ðri1aÞ by an arbitrary vector a. If there are no external
forces applied and the system is homogeneous, then this transformation will
not perturb the dynamics of the system. Under this transformation,
~rðk; tÞ ¼ +N
i¼1 exp½ik  riðtÞ becomes:
~rðk; tÞ/eika~rðk; tÞ: (36)
Similarly, the Fourier transforms of the density-density correlation functions
under this transformation are given by:
Æ~rðk; tÞ~rðk9; t1 tÞæ ¼ eiðkk9ÞaÆ~rðk; tÞ~rðk9; t1 tÞæ: (37)
This expression must be true for all arbitrarily chosen values of a. There-
fore, both sides of Eq. 37 must be zero unless k ¼ k9. (Strictly speaking, the
entire expression is proportional to (2p)2d(kk  k9k) ¼ ADkk, k9k in a ﬁnite
system, where A is the system’s area, and D is a Kronecker-d. Because we
examine correlations only where kk ¼ k9k, we drop these factors and absorb
A into q).
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