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ABSTRACT 
The average value was introduced to help in the ordering of fuzzy numbers and was 
defined by means of an integrating process of a parametric function representing the 
position of every c~-cut in the real line. Some well-known indices are included in this 
schema. We study some properties of the average value, and by interpreting the different 
parameters used to define it, we show that it can be adapted to the decision-maker's 
preference. Finally, distance measures between fuzzy numbers associated with the 
average value are defined. 
KEYWORDS:  Fuzzy numbers, decision.maker's preferences, ranking func- 
tions, interval analysis, distance measures 
1. INTRODUCTION 
Fuzzy numbers can be introduced in order to model imprecise situations 
involving real numbers. Recently, different methods for ranking fuzzy 
numbers have been described (a good survey of these can be found in 
Bortolan and Degani [1]). Most of these methods are defined from a 
ranking function that maps a fuzzy quantities class into an ordered set, and 
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transfers the order of one set to the other. In Campos and Gonzfilez [2] 
and Gonzfilez [3], we defined a particular ranking function evaluated in •, 
called the average value (AV). Recently [4], we studied an interesting 
relation between this function and the notion of expectation for fuzzy 
numbers (Dubois and Prade [5]). 
Fuzzy numbers are intervals whose boundaries are blurred, and the 
difficulty in ranking them arises from the problems created in ranking real 
intervals. Overlapping is the main difficulty; this problem is overcome 
when the supports of the fuzzy numbers are separated: all methods give 
the same solution. By contrast, the decision is not evident when the sets 
intersect. In this case, some methods give different solutions for the same 
problem, and examples may even be found that seem to contradict intuition. 
This is a problem analogous to the classification of real intervals when 
there is overlapping between sets. It seems that in imprecise situations 
each one usually acts by adding some subjective piece of information to 
the framework of the problem in order to complete the current ill-defined 
data. The solution of the ranking problem depends on the interpretation f 
the intervals as well as on some other characteristics such as the impor- 
tance of the decision, the subjectivity of the decision-maker, and so on. 
Thus, by considering a subjective approach, the problem generated by the 
overlapping may be adequately resolved by adding elements representing 
the former characteristics to the mathematical model. This approach is 
also valid for ranking fuzzy numbers, however the problem generated by 
the membership function and its influence on the comparison process must 
be taken in account. 
The AV was defined as dependent on several parameters, allowing 
flexibility in the final classification. If we interpret hese parameters 
through the characteristics such as those previously considered, then the 
AV could be particularly appropriate for ranking overlapping fuzzy num- 
bers. Thus, we need to provide an interpretation of these parameters to 
select the most appropriate ones for a given problem. The aim of this 
paper is to study the AV in order to develop the application of this ranking 
index. 
In section 2, we define the AV and describe its properties. In sections 3
and 4, we investigate different interpretations of the parameters used to 
define the AV. Finally, distance measures between fuzzy numbers are 
briefly considered in section 5. 
2. THE AVERAGE VALUE (AV) 
In this study, in accordance with Goguen's fuzzification principle, we will 
call every fuzzy set of the real line a fuzzy quantity. A fuzzy number is a 
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particular case of fuzzy quantity with the following properties: 
DEFINITION 2.1. The fuzzy quantity A with membership function ixA(.) is a 
fuzzy number iff : 
i) Va ~ [0, 1], A~ = {x ~ ~/IxA(X) >_ a)  (a-cuts of A)  is a convex 
set. 
ii) ~A(') is an upper semicontinuous function (usc). 
iii) Supp(A) = {x ~ R/ixA(x) > 0} is a bounded set of ~. 
Fuzzy numbers are therefore fuzzy quantities whose a-cuts are closed 
and bounded intervals: 
A,=[a , ,b , ] ,  with a~(0 ,1 ] .  
We will use ~ to denote the set of fuzzy numbers, and a A to denote the 
height of the fuzzy quantity A. To facilitate the notation, we will use 
capital etters to represent fuzzy numbers. 
A simple method for ordering fuzzy numbers consists of defining a 
ranking function mapping each fuzzy set into the real line, where a natural 
order exists. This approach has been used by different authors. In a 
previous paper [2], we define a ranking average index evaluated in ~. 
The average value of a fuzzy number was defined by means of a process 
of integration of a parametric function representing the position of every 
a-cut in the real line, and through a subjective assignation of weights 
related to the relative importance of a levels. We used the following 
parametric function: 
f~(a)  = { ~b~ + (1 -  A)a~ if a < aA 
otherwise, 
with A s = [as,b~] and A ~ [0,1]. 
DEFINITION 2.2. (Campos and Gonz~lez [2]) Let Y c_ [0, 1], we call 
average value (AV)  of A to 
V~a(A) = f /~(a)  dS(a) ,  
with h ~ [0, 1], A ~ (~ and S an additive measure on Y. 
The parameter h allows one to vary the a-cut position, and may be 
interpreted [2] as an optimism-pessimism degree, which must be selected 
by the decision-maker depending on the choice context. In [2], we also 
proved that the AV coincides with other comparison indices when certain 
parameters are used (Adamo [6], Tsumura et al. [7], Yager [8]). 
The AV represents a mean value of the different a-cut positions 
through a measure S on Y. In fact, the AV represents a mean value of the 
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fuzzy number. In [4], we establish a relation between the mean value 
defined by Dubois and Prade [5] and the AV using the Lebesgue measure. 
We denote as ~* the set of normalized fuzzy numbers, with a continu- 
ous and strictly increasing membership function before the modal values 
and a strictly decreasing function after the modal values. The following 
proposition was proved in [4]: 
PROPOSITION 2.1. 
VA ~ ~*, E (A)  =- {V: (A) /A  ~ [0, 1]} 
where L is the Lebesgue measure and E(.) is the mean value for fuzzy 
numbers defined by Dubois and Prade [5]. • 
In [4] we also demonstrated an interesting property that relates the 
general AV depending on an additive measure S and the particular AV 
depending on the Lebesgue measure L: 
PROPOSITION 2.2. Let A ~ (~, and let S a normalized Stieltjes measure on 
Y= [0,1] 
S((a,  b]) = s(b) - s(a) Va, b ~ ff~, 
such that 
i )  s (0 )  = 0, s (1 )  = 1, 
ii) s is a strictly increasing and continuous function, 
then 
V~(A) = V~(A ~) 
where A S is a fuzzy number with membership function 
]J'A s = So #A 
and L is the Lebesgue measure and o stands for the composition functions. 
Thus, the general measure S can be interpreted as a monotone transfor- 
mation of A that defines a new mean value of A: 
E, (A)  = {V~A(A)/A ~ [0,1]) = [V~°(A),V~I(A)] (1) 
The AV was defined in order to generate a comparison between fuzzy 
numbers, that is, 
A < B ~ V~a(A) < V~(B), VA, B ~ [~. (2) 
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This relation is a crisp preorder on ~, and an order relation on the 
quotient set generated by the equivalence relation: 
A = B ~ Vsa(A) = V~a(B). 
By using the following interval relation: 
[a ,b ]<A[c ,d ]oAb+(1-A)a<Ad+(1-A)c .  
then (2) is equivalent to 
A < B ,~, E , (A)  <~ Es(B) 
where E,(.) is the general mean value defined by (1). In particular, when S 
is the Lebesgue measure, by using proposition 2.1, then (2) is equivalent to 
A < B ~ E(A)  <hE(B)  
where E(.) is the mean value defined in [5]. 
The following proposition combines ome general properties of the AV. 
These properties were tested for normalized fuzzy numbers in [2], and the 
extension for general fuzzy numbers can be easily obtained. In the follow- 
ing, we denote as ~, o, and (D--the extended sum, subtraction, and 
product for fuzzy quantities, respectively. 
PROPOSITION 2.3. 
1. Va ~ ~ ~ V~(a) = a. 
2. Va, b ~ ~ ~ V~([a,b]) = Ab + (1 - A)a. 
3. If  ~A = aB, A ,B  ~ ~ ~ V~a(A • B) = V~X(A) + V~X(B). 
4. Vr ~ ~, VA ~ ~ ~ V~X(rA) = rV~A(A). 
5. VA, B ,C ,D  ~ (~, with ~A = aC, aB = ~D/A < B and C < D 
A~C<B+D.  
6. VA, B~ ~,Vr> O/A <_%B~rA <rB.  • 
The AV is a linear function with respect o the parameter A, as the next 
proposition shows. 
PROPOSITION 2.4. Let A ~ ~, and A,/x ~ [0, 1]. Then 
Vs `A+(1 t)~'(A) = tVs~(A) + (1 - t)Vsg(A), Vt ~ [0, 11. • 
We turn now to a study of the behavior of the ranking function by 
considering scale changes in the fuzzy numbers. This is an interesting 
problem when the fuzzy numbers have been obtained from a different unit 
of measure, or when we want to put all the variables into a new interval, 
for example, the unit interval. 
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Let A ~ ~, a scale change consists in working with the fuzzy number 
A e, with the membership function: 
I .£A e = ].ZA o e 
with e(x)  = rx + s, r , s  ~ E, r > O. 
By considering the arithmetic of fuzzy quantities, it is easy to check: 
1 
Z e = - -Q)(A O s) .  (3) 
r 
It is evident hat A e ~ ~. 
Proposition 2.5. shows that the order and indifference relation on fuzzy 
numbers generated by the AV are independent of scale changes. To prove 
it we need the following: 
LEMMA Let  A ~ ~, and let A e E ~, such that, tXAe(X) = txA(e(x)) with 
e( x ) = rx + s, s, r ~ ~ and r > O. Then 
VsA(A) =rVsX(h  e) +sS(Yn  [0, OtA]) , V/~ E [0,1]. 
Proof Let A ~ ~, A~ = [as, b~]. By using (3) we get 
(Ae)c~ = [(a~ - s ) / r ,  (b ,  - s ) / r ] .  
Hence 
V~(A) : f~(,~)dS(,~) = r f  f,~,(,~)dS(,~) + sS(Y n [0, ,~1) 
I 
= rV~X(A e) + sS(Y  A [0, aA]).  • 
On the basis of this lemma, the proposition can be easily proved. 
PROPOStTION 2.5. Let  A ,  B ~ ~, a A = as ,  and A e, B e ~ ~ be the result 
o f  a scale change on A ,  B, with e( x ) = rx + s and r, s E ~, r > O. Then 
i) A < B ¢* A e < B e. 
ii) A = B ¢* A e = B e. • 
Hence, the AV is a ranking function possessing good general properties, 
moreover, it is adequate for ranking fuzzy numbers when simultaneously 
arithmetic operations must be used. 
In the following section, we present different interpretations of the 
parameters used to define the AV. 
3. CHOOSING a-CUTS 
To use the ranking method defined by the AV correctly, the different 
ways of obtaining the parameter h of optimism-pessimism associated with 
the decision-maker must be known, as well as the set Y and the measure S
appropriate to each type of problem. 
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Parameter )t will be studied in section 4. The text below examines the 
choice of the pair (Y, S). 
To obtain (Y, S) in any type of experiment, it is necessary to interpret 
the levels a associated with a fuzzy quantity. By using the possibility 
and the necessity associated with the membership function of normalized 
fuzzy numbers as uncertainty measures of each a-cut, we obtain: 
I I (A~) = 1 and N(A~, )  = 1 - a ,  VA ~ ~normal i zed .  
Therefore a-cuts are sets containing the greatest possibility measure, 
and their necessity is maximum in the support and minimum in the modal 
values, decreasing between them. According to this interpretation, choos- 
ing a high a (close to 1) means choosing a crisp representation f A that 
is very precise but very uncertain. The choice of a low a (close to 0) 
means, by contrast, the choice of a crisp representation which is rather 
imprecise but very certain: 
high a --* precision ~ + certainty " 
low a -~ precision " + certainty/.. 
Thus, taking into account he context of the problem, the choice of a 
levels may be considered as a compromise between precision and certainty. 
When we have no information about the relative importance of levels a, 
we can use some appropriate measure instead. In the context of additive 
measures, we can use: 
1. For the finite case 
Y={0Ui /n ; i=  1. . .n}  
and the uniform measure 
P(a  i) = 1 / (n  + 1), 
2. For the infinite case 
Y= [0,1] 
Va i E Y.  
and the Lebesgue measure 
L( (a ,  b]) = b - a, Va, b ~ [0, 1]. 
From proposition 2.2. we can interpret he choice of a Stieltjes measure 
S as a modification of the fuzzy number used to obtain the mean value. So, 
using the Stieltjes measure generated by the function s (x )  = xr: 
S ( (a ,  b]) = b r - -  a r, Va, b ~ [0, 1], 
142 Lourdes Campos and Antonio Gonzalez 
we may use the following preferences: 
* with r > 1 (e.g., r = 2) S gives more weight to the high ot, 
- with r < 1 (e.g., r = 1/2) S gives more weight to the low ot, 
• with r = 1 we obtain a linear preference and S gives equal weight to 
all ot values. 
Baldwin and Guild [9] proposed a ranking index based on the following 
two-dimensional preference relations: 
tze~j(zi, z j)  = z i - zj linear preference, 
i~e,j(z i, z j )  = z 2 - z 2 gambler, 
tZp~j(z i, z j )  = z) /2 - z ] /z  risk-averse. 
It is easy to find the evident relation between the choice of the relation 
Pq and the choice of the measure S. Hence, we can use the AV. 
V~X( A)  = folf,~( ot )rot r-1 dot 
considering S to be dependent on a parameter r (e.g., r = 1, 2, 1/2) with 
the previous interpretation. 
Another possibility is to extend the AV by using nonadditive measures. 
DEFINITION 3.1. Let  Y c_ [0, 1] and g a fuzzy measure on Y, in Sugeno's 
sense [10]. We define 
Vg*(A) = f f~(ot) dg(ot) 
using Choquet '  s integral [11]. 
So, g(.) is a possible representation f the importance of the different ot 
levels considered, using fuzzy measures instead of additive measures. This 
extension allows us to use ignorance measures (Shafer [12]), since, in the 
absence of information these measures are a better representation than 
the uniform measure. 
The AV using the pair of dual ignorance measures: 
g*(A)  = 1, VI I  4= Q 
g,(A) = O, VA e [0,11, 
is 
Vg~,(A) = min f ] (a )  and Vg~,(A) = maxf~(a) ,  
Ot Of 
and the interval 
[ Vg~, (A),  VgA* (A)] 
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contains all possible values for ranking this fuzzy number, since for every 
parameter A and measure S, V~a(A) belongs to this interval. 
In any case, it is interesting to study experimental methods for obtaining 
the pair (Y, S), since it is sufficiently likely that different pairs are valid for 
different problems. Future studies could be based on the methods ug- 
gested in previous experimental studies on similar topics, for example, 
Rapoport et al. [13] and Zwick et al. [14]. 
Finally, the AV is highly appropriate when the fuzzy number is only 
known at a finite number of a-cuts. Thus, if a decision-maker uses an 
imprecise quantity, e.g. "approximately 5," we would want to know what 
this sentence means. We might be given information about several evels, 
that is, 
• the most possible value is 5, 
• values greater than 7 or smaller than 4 are not possible, 
and perhaps other information, as well. In general, we only know a finite 
number of a-cuts 
{A.~,A.: . . . . .  A.} 
about the fuzzy quantity A. This is a very common way of obtaining 
imprecise quantities, and now we can either estimate their membership 
function or use this information directly through the AV, with Y = 
{al ..... an} and an appropriate measure S. 
4. DOMINANCE REGIONS ON FUZZY NUMBERS 
In this section, we examine the choice of the parameter A for the AV. In 
[2] we interpreted the parameter A as an optimism-pessimism degree, 
which must be selected by the decision-maker. Accordingly, this choice 
must be obtained indirectly from examples proposed to the decision-maker 
for a particular problem in different situations. If the parameter A is not 
known a priori, then it is always possible to calculate the dominance region 
of B over A, defined by: 
R(A, B) = (A ~ [0, 1]/Vsa(A) < Vj~(B)} 
The computation of this region may be used in the orientation for 
ranking A and B. This region provides an initial overall view of the 
decision and facilitates the choice of an optimistic or pessimistic approach. 
Moreover, it tells the decision-maker the sensitivity of the parameter A, 
i.e., whether or not a small change of the parameter modifies the final 
solution. 
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The proposition below shows that the dominance region is a subinterval 
of the unit interval. 
PROPOSITION 4.1. Let A, B ~ (~, then R( A, B) is a convex set. 
Proof If R(A ,B)= O then the result is obvious. We suppose 
R( A, B) ~ (~. Let A, tz ~ R( A, B ). By definition of dominance region, we 
hold 
V~a(A) < V~X(B) and V:'(A) < V:'(B), 
therefore 
tV~a(A) + (1 - t)V~'(A) <_ tV~a(B) + (1 - t)V~U(B), 
with t ~ [0, 1]. 
Applying proposition 2.4., we get 
VstA+(m-t)~(A) < Vst;t+(m-t)t~(B) 
that is 
tA + (1 - t)lx ~ R(A ,B) ,  
and R(A,  B) is a convex set. • 
So, R(A,  B) is an interval into which we put the different parameter A, 
such that we accept A < B. 
COROLLARY. Let A, B ~ (~ such that V~°(A) < V~°(B) and V~I(A) < 
V~I(B), then 
V~X(A) < V~(B), Va ~ [0, 11. 
Proof This result is obvious. • 
Now, we study the set: 
I (A ,B)  = R(A ,B)  • R(B ,A)  
that contains the parameters where the fuzzy numbers A and B are 
indifferent. We use W~(A) to denote the width of the general mean value 
(see (1)): 
W~(A) = V~I(A) - V~°(A), VA ~ ~. 
PROPOSITION 4.2. Let A, B ~ ~, then I(A, B) is either 0 or [0, I] or a 
single point. 
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Proof We consider the equality between the AV of A and B: 
V~(A) = V~(B) o AVsl(/) + (1 - A)V~°(A) = AVs l (B)  
+(1 - A)V~°(B) 
V~°(A) + A(V~I(A) - V°(A))  = V°(B)  
+A(Vs I (B)  - Vs°(B)) 
~, A(Ws(A) - W~(B)) = Vg(B) - V~°(A). 
When W~(A) 4: W~(B) we noted 
V O(B) - V O(A) 
A(A, B) = 
W,(A) - W~(B) " 
So, 
if W~(A) = W~(B) and V~°(A) = V~°(B) =, I (A ,  B) = [0, 1], 
if W~(A) = W~(B) 
if W~(A) .  Ws(B) 
if W~(A) 4: W~(B) 
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and Vs°(A) 4: V~°(B) ~ I (A ,  B) = Q, 
and A(A,B)  ~ [0,1] ~ I (A ,B)  = (~, 
and A(A, B) ~ [0,1] =, I (A ,B)  = {A(A,B)}. 
Using W~ and the value A(A, B) defined above, we can obtain the 
dominance region of B on A by means of the following classification: 
1. W~(A) < W~(B) =, 
A(A,B)  > I~R(A ,B)  =0 
0 < A(A,B)  < 1 =,R(A ,B)  = [A(A ,B) , I ]  
A(A,B)  < 0 =* R(A ,B)  = [0,1]. 
2. WXA) > W~(B) 
A(A,B)  > 1 =, R(A ,B)  = [0,1] 
0 <_ A(A, B) <_ 1 ~ R(A ,  B) = [0, A(A,B)] 
h(A ,B)  < 0 ~ R(A ,B)  = Q. 
3. W~(A) = W~(B) 
V~°(A) <_ V~°(B) ~ R(A ,  B) = [0, 1] 
V~°(A) > V,°(B) ~ R(A,  B) = 0 .  
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In any case, the dominance region is easily obtained. In the following 
proposition we obtain other interesting properties of the dominance region. 
PROPOSITION 4.3. Let A,  B ~ ~, then 
i) R(A, B) U R(B, A)  = [0, 1], 
ii) R(A, A)  = [0, 1], 
ii i) R(B, .4-)] = R(A, B) U I(A, B), 
iv) R(A, C) (3 R(C, B) ~ R(A, B), VC ~ (~. 
Proof These results are obvious. • 
Finally, we define a dominance degree on fuzzy numbers to distinguish 
between the dominance for several values of h and the dominance for 
every A. 
DEFINITION 4.1. Let A, B ~ ~. We define the dominance degree of 
BonA 
0 i fR (A ,  B)  = (D 
g(A /B)  = the width o fR(A ,  B) i fR (A ,  B)  ~ 0 .  
The dominance degree allows us to evaluate the percentage of the A 
parameters uch that B dominates A with the relation generated by 
the AV. 
In the following example we obtain the AV for triangular fuzzy num- 
bers, and comment on the solution for each particular case. 
Examples  
Let A be a triangular fuzzy number with membership function: 
~A(X)  = 
1 + (x - m) /A  s ix ~[m - a ,m)  
1 - (x - n ) /b  six ~(n ,n  + b] 
1 s ix ~ [m, n] 
0 otherwise 
with m < n, a, b > 0. Symbolically, we write 
A = (m,n ,a ,b ) .  
If we use the Stieltjes measure defined by s(x) = x r on Y = [0, 1], r > 0, 
then 
b 
V~I(A) =n + - -  
r+ l '  
a 
V~°(A) = m - - -  
r+ l '  
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and 
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V~a(A) = m + h(n - m) 
r+ l  
m +  A -  
a+b 
r+ l  
Below we examine the behavior of the ranking method for a group of 
particular cases. We have selected some of the most difficult examples 
among the large collection of cases proposed by Bortolan and Degani 
in [1]: 
Case 1. (see Fig. la) 
A = (4,4, 1, 1), 
B = (4,4,2,2). 
The classification depends on 2t but does not depend on r: The domi- 
nance regions are 
R(B,A) = [0,0.5], R(A,B) = [0.5,1] and I(A,B) = (0.5}. 
2 3 4 5 6 
(a) 
• ':" , , ,  





4 5 6 7 8 
(c)  
G H / . ' / '  
, / K 
1 2 3 4 5 
(d) 
Figure I. Four examples of ranking fuzzy numbers. 
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Then, according to the results in [2]: 
• An optimistic person would rank B higher than A (A ~ [0.5, 1]). 
• A pessimistic person would rank A higher than B (h E [0, 0.5]). 
• In an intermediate situation A and B are indifferent (h = 0.5). 
Case 2. (see Fig. 
C = (4,4, 1,3), 
D = (5,5,3,1). 
The classification 
• if r>  l then  
• if r=  l then  
lb) 
depends on r but does not depend on A: 
C~D,  
C=D, 
• if r<  l thenC>D.  
D is greater than C with r > 1 because the decision-maker pays special 
attention in high values of a,  that is, he or she considers a crisp represen- 
tation of fuzzy numbers that is very informative (precise) but very uncer- 
tain (gambler). By contrast, C is greater than D with r < 1 because the 
decision-maker chooses crisp representations of fuzzy numbers that are 
very imprecise but very certain (risk-averse). 
Case 3. (see Fig. lc) 
E = (1,4, 1,4), 
F = (5,5,1,1). 
We obtain the following result: 
if r = 0.5 then E < F ~ h _< 4/5,  
if r=  1 then E _< F co A _< 8/9,  
if r=2 then E_<FcoA_< 1. 
In this case F is greater than E, except for very optimistic hoices of the 
decision-maker. 
Case 4. (see Fig. ld) 
G = (2, 4, 1, 1), 
H = (4,4,3, 1), 
K = (4,4,1,1). 
The classification is 
G_<Hc*A_< 1, 
H<_KcoA<_I. 
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The result does not depend on the value of r, and the three fuzzy 
numbers are indifferent only for a completely optimistic decision-maker. 
5. DISTANCE MEASURES 
We now propose defining distance measures between fuzzy numbers 
coherent with the order generated by the AV. This distance measures may 
be used as similarity measures in different fields of application (e.g., the 
process of linguistic approximation. Bonissone [15], Eshragh and Mamdani 
[16]), but within the context of ranking fuzzy numbers the distance mea- 
sures allow us to obtain more information about the comparison process, 
since we can tell whether one fuzzy number is greater than another, and 
moreover, how much greater it is. 
Accordingly, considering the indifference generated by the AV 
A ~- B ¢~ Vsa(A) = VsX(B) ¢* E , (A )  = aEs(B) 
where -~a stands for the indifference generated by the interval relation 
< ~. We define the following function: 
X(¢ / - -  - ,  kg 
da(A, B) = IV ) (A)  - V~A(B)I, VA, B ~ ~/=.  
PROPOSITION 5.1. d~ is a distance on (¢/-- .  
Proof 
1) d~(A, B) = 0 ¢~ VsX(A) = V~a(B) ,o A = B, 
2) obviously da(A, B) = d~(B, A). 
3) d~(A, B) = IV, X(A) - V,a(B)I < [V~X(A) - V~X(C)I + IV, a(C) - 
V,X(B)I = dx(A, C) + da(C, B), VC ~ ~/--- ,  and dx is a distance on 
the quotient set. • 
Obviously, da is a pseudodistance on ~. Using proposition 2.4. we get 
da(A, B) = I V)(A) - V)(B)I = IA(V~I(A) - V~I(B)) 
+(1 - A)(V~°(A) - V~°(B))I 
< AdI (A ,B)  + (1 - A)do(A,B),  
and the following inequality 
dx(A, B) < hdl(A,  B) + (1 - X)do(A, B) (4) 
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therefore 
dh(A, B) < max{d0(A , B), dl(A, B)} (5) 
In some cases the relation -- is not suitable, since it allows us to accept 
fuzzy numbers as indifferent when they are not. For this reason, we define 
the following relation: 
A -- B ~ V~a(A) = V~A(B), VA ~ [0, 1]. 
Obviously - is an equivalence relation and can also be obtained by: 
A ~ B ~ E~(A) = E~(B), 
where E~ is the general mean value on fuzzy numbers (see (1)). We 
call ~ strong indifference between fuzzy numbers, and this relation is a 
refinement of (i.e., finer than) the relation --, and therefore the classes on 
~/--- are smaller than the classes on ~/=.  Thus, we define the following 
functions: 
do~:~/ - -X~/ - -~N~ and d, :~ I=XR/ - -~R~ 
defined by 
fo do~(A,B) = supd~(A,B)  and d, (A ,B)  = dA(A,B)dA,  A 
with A, B ~ ~/- - .  
PROPOSITION 5.2. do: and d ,  are distances on ~/  =-. 
Proof 
1) d=(A, B) = 0 ~ da(A, B) = 0 VA ~ [0, 1] ,~ V~A(A) = V~X(B), Yh 
[0,1] oA  =B.  
d. (A ,  B) = 0 ~ d;,(A, B) = 0 VA ~ [0, 1] ¢* V~(A) = VsA(B), VA 
[0,1] ~A --- B. 
2) obviously d=(A, B) -- d~(B, A) and d. (A ,  B) = d , (B ,  A). 
3) d~(A, B) = sup~ d;~(A, B) < supA d~(A, C) + sup~ dA(C, B) = d=(A, 
C) + d=(C,B) ,d . (A ,B)  = f l  da(A,B)dh <_ f l  da(A,C) + f~ d A 
(C,B) = d . (A ,C)  + d . (C ,B) ,  
'¢C ~ R/---, therefore d~ and d ,  are distances on g~/---. • 
Obviously, d= and d ,  are pseudodistances on ~. Using the inequality 
(4), we obtain: 
1 
d, (A ,B)  < -~(do(A,B) + d l (A ,B) ) .  
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Finally, using the inequality (5) we obtain: 
d=(A, B) = max{d0(A, B), dl(A, B)}. 
When A, B are real intervals using this last equality, we may easily show 
that d~ coincides with the Hausdorff metric described by 
q(A, B) = max{la 1 - bl[ ,[a 2 - b21} 
where A = [aa, a 2] and B = [bl, b2]. Moreover, do coincides with the 
Hausdorff metric q on the general mean values (see (1)) of A and B, i.e., 
d~(A, B) = q(E,(A),  E,(B)). 
Therefore d~ is a possible generalization of the Hausdorff metric to 
fuzzy numbers. Different generalizations have been suggested by Dubois 
and Prade [19], Goetschel and Voxman [17] and Ralescu and Ralescu [18]. 
6. CONCLUDING REMARKS 
In this paper, we have shown that for hard problems, the AV allows us 
to provide a suitable way for ranking fuzzy numbers. Moreover, the 
solution given by the AV can be fitted to requirements of either the 
decision-maker or the problem. Obviously, for easier examples the AV 
also gives a good solution, but in general it does not depend on the 
parameters, as might have been expected. In any case, we have seen that a 
useful way for ranking fuzzy numbers is to use the ranking function: 
V~(A) = r da .  
It is still necessary however to achieve a better interpretation of the 
parameters h and r, as well as a systematized way to choose them in 
different problems. A possible dependence between both parameters could 
be even suggested, for example: 
h 
F- -  
l -A"  
This relation sets up the following correspondence: 
Extreme optimism (A = 1) ~, Gambler (r = +~), 
Equilibrium opt./pes. (h = 0.5) (--, Lineal preference (r = 1), 
Extreme pessimism (h = 0) (--, Risk-averse (r = 0), 
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or else any other way to relate both concepts. In any case, for prototype 
examples of difficulty such as those presented in section 4, case 1 and case 
2, each parameter there plays a different role. In case 1 the classification 
depends on parameter A but does not depend on r. On the contrary, in 
case 2 the classification depends only on parameter r. Hence, using these 
examples as a basis, it would be much more desirable to study the real role 
of each one for the ranking fuzzy number problem. 
Finally, we have defined distance measures between fuzzy numbers 
coherent with the order generated by the AV. We believe the application 
of these distance measures in a variety of models would provide a practical 
means of studying these measures further. 
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