Abstract. The dynamical degree of a dominant rational map f : P N P N is the quantity δ(f ) := lim(deg f n ) 1/n . We study the variation of dynamical degrees in 1-parameter families of maps f T . We make a conjecture and ask two questions concerning, respectively, the set of t such that:
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Introduction
Let f : P N P N be a dominant rational map. A fundamental invariant attached to f is its (first) dynamical degree, which is the quantity
We note that the convergence of the limit is an easy convexity argument using the fact that deg(f n+m ) ≤ deg(f n ) deg(f m ), see for example [3, Proposition 9. 6 .4], and we recall that f is said to be algebraically stable if δ(f ) = deg(f ), which in turn is equivalent to deg(f n ) = δ(f ) n = (deg f ) n for all n ≥ 1. In this paper we study the variation of dynamical degrees as f moves in a family. We consider a smooth irreducible quasi-projective curve T /C and a family f T : P N T P N T of dominant rational maps, i.e., for every t ∈ T (C), the specialization f t is a dominant rational map. We start with a conjecture and two questions, followed by some brief remarks. Our main results include a proof of the conjecture for monomial maps and the analysis of several nontrivial families of maps which display some of the subtleties inherent in our two questions. 
E(f T ) ∩ E(g T ) is infinite =⇒ E(f T ) E(g T ) is finite?
Conjecture 1 is inspired by Xie [8, Theorem 4 .1], a special case of which implies that Conjecture 1 is true for families of birational maps of P 2 .
2 Our primary goal in this paper is to provide justification for studying Questions 2 and 3 by analyzing in depth an interesting threeparameter family of rational maps and showing that the questions are true for one-parameter subfamilies. The maps f a,b,c : P 
For abc = 0, we first show that δ(f a,b,c ) < 2 if and only if there is a root of unity ξ with the property that c 2 = (ξ + ξ −1 ) 2 ab; cf. Theorem 9. Taking a, b, c to be polynomials in one variable, we use this criterion to prove Questions 2 and 3 for 1-parameter subfamilies of the family (1). 1 We recall that the symmetric set difference of two sets A and B is the set A B := (A ∪ B) (A ∩ B), or alternatively A B := (A B) ∪ (B A).
2 In a private communication, Xie has indicated that the methods used in [8] can be used prove Conjecture 1 for dominant rational self-maps of P 2 .
Theorem 4. Let f a,b,c : P 2 P 2 be the map (1).
(a) (Corollary 10):
is a set of bounded height.
be non-zero polynomials such that
Then
Remark 5. We observe that Conjecture 1 and Question 3 appear to be geometric, since they are stated over C, while Question 2 is clearly arithmetic in nature. This dichotomy is, however, somewhat misleading, since proofs of unlikely intersection statements such as Question 3 invariably require a considerable amount of arithmetic. On the other hand, Conjecture 1 may well admit a geometric proof.
Remark 6.
We note that Question 3 should be only half the story. The other half would be a statement saying that if E(f T ) ∩ E(g T ) is infinite, then f T and g T are "geometrically dependent." We do not currently know how to formulate this precisely.
Remark 7. The conjectures, questions, examples, and results in this paper were inspired by work of Xie [8] . In particular, he proves a beautiful theorem on the reduction modulo p of a birational map f :
Q . In the context of "degeneration of dynamical degree in families," Xie's map f should be viewed as a family of maps over T = Spec Z, and the reductionf p :
Fp of f modulo p is the specialization of f to the fiber over p. Xie [8] proves that
One might suspect that in fact δ(f p ) = δ(f ) for all sufficiently large primes p, but Xie gives an intriguing example [8, Section 5] of a birational map
having the property that there is a strict inequality δ(f p ) < δ(f ) for all primes p.
A fundamental inequality from [8] that Xie uses to study dynamical degrees in families says that there is an absolute constant γ > 0 such that
for all birational maps f :
The crucial point here is that γ is independent of f , so for example, one can replace f by f n without changing γ. We ask whether such estimates hold more generally.
There exists a constant γ N > 0 such that for all dominant rational maps f :
.
It is possible that Conjecture 8 is too optimistic, and we should instead take a minimum over 0 ≤ k ≤ κ(N ) for some upper index that grows more rapidly with N , but we will at least prove that Conjecture 8 is true as stated for monomial maps. More precisely, we prove that if 
A Bounded Height Example
In this section we study a family of rational maps inspired by Xie's map [8, Section 5] described in Remark 7. We set the following notation.
Definition. Let R be an integral domain with field of fractions K. For each triple a, b, c ∈ R, let f a,b,c : P
We also define the set of exceptional triples to be
(We note that replacing ζ by ζ 2 , we could alternatively define Z(K) to be the set of triples satisfying c
is not algebraically stable is a set of bounded height.
The key to proving Theorem 9 is an analysis of the geometry of the map f a,b,c .
Proposition 11. Let a, b, c ∈ K with abc = 0. (a) The map f a,b,c is birational, and its indeterminacy locus is the set
consists of a single point except in the following situations:
Then an easy calculation in affine coordinates gives
which shows that f is birational with f −1 induced by g; cf.
[8, Section 5].
3 The indeterminacy locus of f is the set where
We note that XY = 0 forces aZ 2 = 0, and hence Z = 0 under our assumption that a = 0. This gives two possible points in I(f ), namely 
(c) It is a standard fact that if Γ ⊂ P 2 is a curve with the property that f (Γ) is a point, then necessarily Γ ⊆ Crit(f ); see for example [6, Lemma 23(c)]. We compute
An easy calculation shows that
so the inverse images are the indicated sets with I(f ) removed. It remains to determine for which points P = [α, β, γ] the inverse image f −1 (P ) is empty. We include the proof, although we do require this result in the sequel.
First, we have
Next we consider α = 0 and β = 0 and compute
we have already dealt with this case. The other case yields (note that Z = 0, since we're assuming that a = 0 and β = 0) 
We're assuming that α = 0, and the first coordinate of f is XY , so XY = 0. We also note (using aα = 0 and XY = 0)
a case with which we have already dealt. So we may assume that α = β, as well as α = 0. We eliminate X from the two equations in (2). Thus
We can rule out Z = 0, since we're assuming that α = β, and
Since we are in a case with (α − β)bY = 0, we see that αc − βc + γa = 0 leads to a contradiction, so
The relation αc − βc + γa = 0 with α = 0 is equivalent to the point [α, β, γ] having the form [a, at, ct − c] for some t, which proves half of what we want. On the other hand, if αc − βc + γa = 0, and continuing with the assumption α(α − β)abc = 0, we claim that f −1 [α, β, γ] contains exactly one point. Indeed, we can solve uniquely for
andt then (2) determines X, which yields
This completes the proof of Proposition 11(c).
Proof of Theorem 9. To ease notation, we let f = f a,b,c . The map f is not algebracally stable if and only if there is a curve Γ ⊂ P 2 and an N ≥ 1 such that f N (Γ) ⊂ I(f ). In particular, if f is not algebracally stable, then there is some 0 ≤ n ≤ N − 1 such that dim f n (Γ) = 1 and dim f n+1 (Γ) = 0. Proposition 11 tells us that the only curves that f collapses are the curves Y = 0 and Z = 0. Further,
So we have shown that f is not algebraically stable if and only if there is a curve Γ and integers N > n ≥ 0 such that
(We can't have f N (Γ) equal to the other point [1, 0, 0] in I(f ), since f {Y = 0} = [0, a, c] and f {X = 0} = {X = 0}, so once we get to a point with X = 0, applying f never gets back to a point with X = 0.)
We observe that (3) is true if and only if
So we have proven that f is not algebraically stable if and only if there is an n ≥ 0 such that the Z-coordinate of f n [0, a, c] vanishes. We also note that f Then we have shown that f a,b,c is not algebraically stable ⇐⇒ V n (a, b, c) = 0 for some n ≥ 1.
We now observe that (V n ) n≥0 is a linear recurrence, at least until reaching a term that vanishes. Indeed, we have
and repeated application together with the initial value (U 0 , V 0 ) = (0, 1) gives the matrix formula
Letting λ andλ be the eigenvalues of ( 0 a b c ), i.e., the roots of
an elementary linear algebra calculation yields
(Unless c 2 + 4ab = 0, which we will deal with later.) So f is not algebraically stable if and only if there is some n ≥ 1 such that λ n =λ n . Writing λ andλ explicitly, we find that f is not algebraically stable if and only if (a, b, c) satisfies c + √ c 2 + 4ab = ζ c − √ c 2 + 4ab for some root of unity ζ ∈Q.
A little algebra yields
which is the desired result. It remains to deal with the case that c 2 + 4ab = 0, i.e., λ =λ. But then an easy calculation shows that V n = (n + 1)(c/2) n , so V n never vanishes under our assumption that abc = 0.
Proof of Corollary 10. According to Theorem 9, the map f a(t),b(t),c(t) is not algebraically stable if and only if there is a root of unity ζ ∈Q with the property that
As ζ varies over roots of unity, the polynomials
have bounded degree (depending on a, b, c) and have coefficients of bounded height. But the heights of the roots of a polynomial are easily bounded in terms of the degree and the heights of the coefficients; see for example [7, Theorem VIII.5.9] . Hence the roots of the polynomials (4) have height bounded independently of ζ.
An Unlikely Intersection Example
Our goal in this section is to give an affirmative answer to a nontrivial case of Question 3 for the intersection of the exceptional sets of two maps.
Definition. Let R be an integral domain with field of fractions K, and for non-zero a, b, c ∈ R, let f a,b,c : P
that we already studied in Section 2. We define the exceptional set of f a,b,c to be the set of prime ideals
be the associated families of rational maps, and assume that they are algebraically stable as maps over the function fieldQ(T ). Then
Proof. We recall that Theorem 9 says that if a, b, c ∈ R are non-zero and if f a,b,c is algebraically stable, i.e., δ(f a,b,c ) = 2, then
for some root of unity ζ ∈K .
We apply this with R =Q[T ].
To ease notation, for i = 1 and 2, we let F i = f a i ,b i ,c i , and we define maps
Also let S i = {t ∈Q : a i (t)b i (t)c i (t) = 0}, so in particular each S i is a finite set.
ζ is a root of unity , and consider the rational map
Then the fact that ψ(1/z) = ψ(z) implies that the set S := ψ(µ) satisfies ψ −1 (S) = µ. Theorem 9 tells us that
Then C is an irreducible curve and # C ∩(S ×S) = ∞. Next consider the finite morphism
Q , and let V be any irreducible component of G −1 (C), so in particular, G(V ) = C. Then our assumption implies that the set 
It follows that
from which we conclude that
A similar calculation gives C ∩ (S × S) = C ∩ (P 1 × S). Hence
2 (S), which concludes the proof of Theorem 12.
Families that Give Negative Answers to Questions 2 and 3
In this section we study a family of maps, shown to us by Junyi Xie, that yield negative answers to Questions 2 and 3. For a = 0 and b, we define a family of rational maps
by the formula
(5) For generic T , it is easy to check that g T is a birational map with indeterminacy loci
Thus for example, we find that
The lines
L := {Y = 0} and H := {Z = 0} are g T -invariant, and the action of g T on these lines is given by
From this information it is easy to see that g T is generically algebraically stable, i.e., δ(g T ) = 2, and that the exceptional set of g T is
Hence E(g a,b,T ) = a n + b(a n−1 + a n−2 + · · · + a + 1) : n ≥ 0 .
In particular, taking a = 1 and b = 0 gives
This proves the following result.
Proposition 13. Let g a,b,T be the family of maps (5) (a) The family g 1,1,T has exceptional set E(g 1,1,T ) = {1, 2, 3, 4, · · · }, which is clearly a set of unbounded height. Hence g 1,1,T provides a negative answer to Question 2. (b) The families g 1,1,T and g 1,2,T satisfy
so they provide a negative answer to Question 3.
We note that one can use these families to construct negative answers to Question 3 with sparser sets. For example, E(g 2,0,T ) = {1, 2, 4, 8, . . .} is an infinite, but exponentially sparse, subset of E(g 1,1,1 ).
Conjecture 8 Implies Conjecture 1
In this section we sketch the proof, essentially due to Xie [8, be a family of dominant rational maps over a smooth irreducible base variety T , all defined over an algebraically closed field K. Then for all > 0, the set
is contained in a proper Zariski closed subset of T .
Remark 15. We thank Junyi Xie for pointing out that the proof of [8, Theorem 4.3] shows that Conjecture 8 implies that the map t → δ(f t ) is lower semi-continuous, which strengthens the conclusion of Theorem 14.
Proof of Theorem 14. We first view f = f T as a rational map over the function field K(T ). Then using the fact that γ N > 0 and the definition of dynamical degree, we find that for any k ≥ 1 we have
In particular, we can find an m = m( , N ) such that for all 0 ≤ k < N we have
We next observe that for any family g : P N T P N T of dominant rational maps, the set
is a non-empty Zariski open subset of T . We set
where m = m( , N ) is as in (6) . Finally, for t ∈ U we compute
follows easily from definition of δ,
This completes the proof of Theorem 14.
A Dynamical Degree Estimate for Monomial Maps
As noted in the introduction, Xie [8] has shown that there is a constant γ > 0 such that
In this section we prove an analogous result for dominant monomial maps. We recall that a monomial map is an endomorphism of the torus G 
Before starting the proof, we set some notation and quote a result due to Hasselblatt and Propp. For any set of real numbers S, we let max + (S) = max(0, S), and for matrices A ∈ Mat N (R) with real coefficients, we define
and we write
for the sup-norm and the spectral radius of the matrix A. We now verify that D(A) induces a distance function on Mat N (R) that is equivalent to the easier-to-deal-with sup norm.
Proof. From the definition of D(A) we see that for every i, j we have
Hence every a ij ≥ −D(A), while for every i, j we can estimate Proposition 19. Let A ∈ Mat N (R) be a matrix. Then
This proves that
Proof. Write the characteristic polynomial of A as
where σ j is the j'th elementary symmetric polynomial of λ 1 , . . . , λ N . We note for future reference that σ j is a sum of N j monomials, each monomial being a product of j of the λ i 's, which combined with λ(A) = max |λ j | gives the upper bound
We are going to use the Cayley-Hamilton theorem, which says that A satisfies its characteristic polynomial. For notational convenience, we set := 2 1/N − 1. We suppose that
and derive a contradiction. Iterating (8), we find that
We use this to estimate It turns out that this holds for all birational maps, even at the degree stage, before taking the dynamical degree limit. We thank Mattias Jonsson for showing us the following proof. 
