Abstract: Does the infrastructure stock catalyze the development of new capabilities and ultimately of new products or vice-versa? Here we want to quantify the interplay between these two dimensions from a temporal dynamics perspective and, namely, to address whether the interaction occurs predominantly in a specific direction. We therefore need to measure the complexity of an economy (i.e., its capability stock) and the infrastructure stock of a country. For the former, we leverage a previously proposed metrics, the Economic Fitness et al. Sci. Rep. 2012, 2, 723). For the latter, we propose a new purely statistical indicator which is the principal component performed on the 47 infrastructure indicators published by the World Bank. The proposed indicator still belongs to the class of linear combination of relevant indicators but, differently from standard economic indicators of the same type as the Connectivity Index, the HDI, etc, the weights of the linear combination are not subjectively chosen or re-calibrated on a regular basis but they are those which capture the highest fraction of the information encoded in the initial dataset. The two metrics allow the study of the dynamics in the Economic Fitness-Infrastructure plane and reveal the existence of two regimes: one for low Fitness where the infrastructure and the complexity of an economy are unrelated and a second regime where the two dimensions are tightly related. To quantify the interplay of the two dimensions in this latter regime, we assume a parsimonious linear dynamic model and the emerging picture is that: (i) the feedback occurs in both directions; (ii) on the short-term (<3 years) the predominant direction of interaction is from infrastructure to capability stock; (iii) while for longer time scale (>3 years) the interaction is reversed, new capabilities lead to increasing infrastructure stock.
Introduction
The stock of infrastructures intuitively plays an important role in the development trajectory of countries. It is easy to spot commonalities in all developed countries and emerging countries catching up the developed economies in terms of available infrastructures: extended airport and railway networks, road networks, communication networks, stable energy production/access, easily accessible freshwater, services to enable easier commercial exchanges, etc.
On the other hand, countries below the poverty threshold tend to have these dimensions significantly less developed or even missing. In this perspective, infrastructure appears as being necessary ingredients for the economic development. However, the opposite argument has the same economic soundness as the previous one: the further development of infrastructures needs the achievement of a stable enough and sustained growth (in other words, the development of institutions which enable stable growth and allow for the development of infrastructures). It is indeed hard to imagine the development of extended and effective communication systems in underdeveloped countries or in regions undergoing instabilities or even conflicts.
The most likely scenario is that both arguments are at work and the two dynamically interact (not necessarily in a symmetric fashion as we will see): i.e., the increase of complexity of an economy may trigger the development of infrastructure and vice-versa, new infrastructure may enable more complex production.
The importance of quantifying the interplay between the two dimensions is particularly relevant in the formulation of development policies to design effective plans to foster (or ignite) growth. Diagnosing the relationship and the different phases of the transmission links between growth, complexity of the output of an economy and infrastructures stocks is critical to guide the investments in the most appropriate sector with the most effective timing. Let us suppose we find that an increasing complexity of the capability stock of the economic output triggers the infrastructure sprout and the reversed action is instead marginal or that in some regimes (e.g., developed countries) some types of infrastructure affect economic development. In such a scenario an optimal funneling of resources would then be oriented towards the acquisition of new capabilities rather than to the direct development of new infrastructures.
The literature on infrastructures is wide and witnesses the importance of quantifying the previously mentioned transmission links. However, despite three decades of researches since the seminal work of Aschauer [1] , the links and the role of infrastructures for growth is still an open and debated question. While there is a general consensus on the fact that infrastructures matter for growth, we are far from having a consensus on how, how much and when they matter.
A first difficulty already arises when we try to measure and quantify the infrastructure stock of an economy. A direct assessment is often elusive as witnessed by a lack of consensus on how to effectively measure this stock in a synthetic way.
Several works have leveraged indirect and aggregate proxies such as the public capital finding a positive relationship between public investment in infrastructures and growth [2, 3] . However, it has been shown in [4] that leveraging only public inflows underestimates the real impact of infrastructures since the private contribution is left out in such analyses. In addition, the heterogeneity in the efficiency of the transmission chain from capital inflows to final impact on the economic system may affect the robustness of these approaches.
With a focus on the measurement aspect, other approaches try a more granular analysis by linearly combining variables or pillars related to infrastructures as indicators of water, energy supply, road and communication networks, etc. The most known meta indicators following this strategy are the Connectivity Index, Human Development Index, (HDI), GCI Infrastructure pillar. However, as discussed in the following, these indicators often rely on survey based variables and/or on subjective/region dependent weighting schemes to define the indicator.
Turning our attention on the impact of infrastructures on the economic development, three decades of literature have produced several results but findings are often non-completely conclusive or not coherent across different works. The main results are about:
• the relation between infrastructures and different stages of development: in [5, 6] it is found that there is no clear relationship with the stage and the impact seems to be independent on the maturity of an economy, while in [7, 8] the authors lean towards a dependence of the impact of infrastructures on the level of development; • the impact of specific sectors: (i) energy [7] ; (ii) water supply and sanitation [9, 10] ; (iii) communication networks [11, 12] ; (iv) road networks [13] ; (v) port facilities [14] , etc. All works find a general positive impact of all the sectors on growth although some of them find conclusive results only on specific regions or periods.
We refer to [15] for a detailed review of the field. This work contributes to the existing literature along the following axes:
1. We propose a new strategy to quantify the infrastructure stock of a country. We propose a broad statistical indicator issuing from a principal component analysis (PCA, [16, 17] ) applied to the 47 infrastructure indicators made publicly available by the World Bank Data portal [18] . The proposed indicator still belongs to the family of linear combination of economic variables as the previously cited GCI index, HDI, etc but the weights are chosen on a statistical and data-driven basis. The PCA is in fact a commonly and extremely effective statistical technique of dimension reduction to define low dimensional spaces (in our case a one dimensional indicator) carrying a significant fraction of the information (in the jargon of PCA, a significant fraction of the variance of the data) encoded in the original large set of variables (in this case the 47 indicators we start from). 2. We want to quantify the dynamic interplay between infrastructure stock and the economic development of nations and ultimately their capability stock in order to assess:
(a) in which regime the interplay is active; (b) whether there exists a preferred direction in this interaction, namely, roughly speaking, does the level of economic complexity cause the development of infrastructure more than the opposite interaction (we are intentionally misusing the term cause but it qualitatively provides the spirit of this work)? (c) whether the interplay depends on the time horizon we look at.
It is worth noticing that standard works typically focus only on the impact of infrastructures on development and growth, here we want to assess the impact in both directions because we believe that a complete picture to understand the role of the infrastructure can be obtained only within a framework allowing for the feedback to be dynamic and in both ways. To achieve this, we embed in a dynamical system approach our new indicator for the infrastructure stock and a metrics for the capability stock similarly to what has been proposed for growth in [19] [20] [21] . This leads to study the features of the interplay in the plane defined by these two dimensions and model their feedback as a parsimonious pair of equations depending linearly on the past lagged values of the two metrics and eventually assessing the statistical significance of the coefficients. Such a modeling of the interplay corresponds to test the Granger causality [22] between the two dimensions in the two possible ways. As a metrics for the capability stock of a nation, we leverage an already existing measure, the Economic Fitness, [23] [24] [25] which has been recently included in the World Bank datasets as one of the development indicators [26] . 3. We investigate whether the infrastructure stocks depend on the specific phase of development of a country. 4. We show how to extend the general ideas grounding the Economic Complexity approach [24] beyond its initial scope to new dimensions as represented by infrastructure quantifying the tight and dynamic linkage between economic development and infrastructures.
The main findings of this work are:
1. the principal component, i.e., our proposed indicator, carries more than one third of the total information encoded in the 47 indicators witnessing that this direction is highly non-trivial. Almost all the loadings on the original variables are positive (or negative but in these cases the variable has a negative sense), this allows for a direct economic interpretability of our indicator; 2. by analyzing the dynamics in the plane defined by the Economic Fitness and our infrastructure indicator, we find that the interplay exists in both directions and there are mainly two regimes driven by the level of complexity of the capability stock of a nation:
(a) when the capability stock is low, i.e., low Fitness countries, the infrastructure stock is significantly below the cross-section mean, uncorrelated with the level of Fitness and testing for the Granger causality does not provide any conclusive results; (b) above a specific threshold of complexity of the capability stock (log(Fitness) > −2), infrastructures and Fitness get correlated and related by a linear upward relation.
3. although both directions are active above the threshold log(Fitness) = −2, the dominant direction of the interplay results to depend on the time horizon of the lagged interaction we consider in the adopted model of interplay: when we include a dependence on few lagged past values (up to 2 years), the infrastructures Granger cause more the Fitness than the opposite relation, while when more lags are included (>3 years), the interplay is generally more significant and the dominant way is reversed, the leading variable turns to be the Economic Fitness. In all cases, the interaction is proactive in both directions as the coefficients of the interactions are predominantly positive. This seems to suggest that, on the short term, the infrastructure stock drives the acquisition of new capabilities but, on longer time horizon, an increasing capability stock is the driving force guiding the infrastructure stock. 4. the loadings of the principal component performed on countries conditionally on the level of Economic Fitness show some differences. However, further analyses are required to understand whether these differences are significative. At this stage, we know for sure that there is a clear dependence of the intensity of the infrastructure stock on the capability stock but whether the stock itself changes is still an open question.
The paper is organized as follows: in section Material and Methods we briefly review the Economic Fitness metric and we introduce the proposed metrics for infrastructures issuing from the PCA and we discuss the grounding ideas of this approach. In section Results, we discuss our main findings while in the last section we provide conclusions and perspectives.
Material and Methods

Measuring the Complexity of an Economy: The Economic Fitness of a Country
To measure the level of complexity of an economic system (i.e., its capability stock), we use a recently proposed metrics of country diversification, the Economic Fitness [24] . The Economic Fitness of a country is essentially a measure of diversity of an economy weighted by the complexity of the products a country is able to produce on a competitive basis. The metric is the result of a non-linear iterative procedure defined on the bipartite network countries-exported goods which is made accessible via the UN Comtrade dataset [27, 28] -see also Appendix A for details on the datasets. The general spirit of the metrics is:
• the more a country is diversified and the more is able to produce/export complex goods, the higher will be its Economic Fitness; • the more exclusive a product and the less poorly fit countries are able to export it, the more complex it will be.
We refer to [23, 24] for a detailed description of the mathematical specifications and to [23, [29] [30] [31] [32] for a discussion about the novelty and the advantages of this metric with respect to previous attempts in the literature [33] . In the present paper, we use the original definition of the metrics which leverages only UN Comtrade data. Recent attempts in [34] and especially in [35] have proposed to extend the metrics including also the export of services. However, here we prefer to stick to the original version without services for two reasons:
• the metrics with and without services tend to be very correlated; • the boundaries between services and infrastructures are often blurred and therefore we prefer not to include services in our measure of Economic Complexity in order to keep the two dimensions as separated as possible.
The Economic Fitness has been shown to be highly informative and predictive for the potential of growth of countries when coupled with a metrics of wealth of a nation as the gross domestic product per capita (hereinafter GDPpc) [19] [20] [21] 36] . This coupled analysis enables to underpin different regimes of growth: regimes where the growth of a country tends to unpredictable and regimes where the growth is stabler and more predictable. We will be able to build on these results because we will study the dynamics of the infrastructures in relation with the Economic Fitness which will allow us to interpret our findings within a wider framework.
Measuring the Level of Infrastructures: A Statistical Approach
In order to measure the infrastructure, we want to develop an approach providing a synthetic indicator as in the case of the Economic Fitness. In the case of Economic Fitness, we successfully encapsulated all the endowments (also named capabilities in the literature [37] ) of a country into a single figure because we can directly access an economic level which (i) is highly standardized across countries for custom/tax reasons; (ii) is the final result of the complex interaction of countries' endowments. This level is the final output of an economy: what a country is able to produce. Roughly speaking, the production of a country does the maths to synthetically encode the information about the endowments, our job consists in decoding this information. Unfortunately in the case of infrastructures we do not have such a scenario, we do not have a proxy which is the final output of the infrastructure stock. We can anyway think to define an infrastructure metrics by building an educated combination of a set of economic indicators related to infrastructures with the final aim to define a single figure per country. Examples of this strategy are the Connectivity index, HDI, WEF-GCI Infrastructure pillar. However, all these indicators suffer from a common methodological issue, they are typically subjective linearly weighted combination of survey-based scores and economic variables. In addition the weighting schemes are often updated (e.g., GCI pillars) year by year or even worse they are country/region dependent and this, generally, does not allow for consistent analysis over time.
Here instead we want to build a linear combination of variables related to the infrastructures with weights which are defined by the correlation structure among the variables themselves. In such a way we can capture as much as possible information with a single indicator. As in the case of Economic Fitness where we do not subjectively combine the country capabilities to define the fitness metrics, here we do not subjectively combine the indicators. We instead choose the weights as those maximizing the fraction of explained variance of our 47-dimensional dataset (the number of dimensions is the number of indicators we use). The statistical technique to achieve this is the Principal Component Analysis (PCA), a longstanding technique of dimensionality reduction which has been applied in several domains ranging from genetics [38] to finance [39] and machine learning. The PCA is essentially providing a new orthogonal basis to express the original set of data where the basis vectors (the components in the jargon of the PCA) are ordered by decreasing fraction of the original variance of the data. If the structure is not random, the PCA will find the preferential directions in the original dataset carrying a large fraction of the information and therefore, with a limited number of components (i.e., of dimensions), we will be essentially able to encode most of the information of the initial data. In addition, differently to more recent or complex techniques of dimensionality reduction [40] , we do not lose the economic interpretability of the resulting indicator because we can directly inspect the loadings on the original variables for each component. We refer to [16, 17] for a more formal introduction to PCA.
In Figure 1 , we show a flowchart summarizing the procedure we use to build the Infrastructure Index that we propose and leverage in this work. The indicator is a weighted linear combination as other synthetic infrastructure indicators but, differently from these other approaches, the weights are not set on a subjective basis but they are defined by the correlation structure of the data and they are optimal in terms of explained information.
indicators
Principal
In this section, we briefly discuss the main features of the components issuing from the PCA in relation to the other indicators we use in this work. An important preliminary step to perform a PCA analysis consists of choosing a policy to fill missing data and to scale/normalize the variables. The most common prescription to scale the variables for a PCA is to set all variables to have zero mean and unit variance. However, the 47 indicators we have are extremely heterogeneous in terms of nature (extensive and intensive), type (continuous and digitized) and span. Therefore we prefer to first perform a logarithmic transformation of all indicators and then set to zero mean the log-transformed variables. We do not rescale them to have unit variance (after the log transform the span and therefore the variance of the variables is significantly more homogeneous) because the fraction of explained variance of the first component is slightly higher without the unit variance rescaling (37% vs. 33%). Concerning the missing data, we set them to 0, i.e., the mean value after the rescaling. We refer to Appendix B for a detailed discussion on the normalization of the infrastructure variables and the general robustness of the results regardless of the alternative data sanitation policies we tested.
In panel A of Figure 2 , we show the fraction of variance explained by each component. As we can see, the first one-our new infrastructure indicator-encodes approximately 37% of the original variance. We also see that starting from the 5th-6th component the variance explained starts to be compatible with the fraction expected if all variables would be random and uncorrelated. In Appendix B.3, we show the loadings of the first component on the original indicators. As we can see it is essentially a weighted average where all weights are positive (except for those indicators which correspond to a negative feature and the weights are consequently negative). In this perspective the first component is a clearly interpretable indicator. Starting from the second, the economic interpretability is less clear but as we will see those components are not connected to the growth and development of countries (see also Appendix B.5). In panel B of Figure 2 , we illustrate the distribution in 2010 of the values in the direction of the first component for the 149 countries we consider. In panel C and D, we show the correlation of the first component each year with the GDPpc, the Economic Fitness, the population and the land area of countries. As expected the correlation is marginal with the latter two, while it is correlated with the Fitness and the GDPpc. This suggests that to understand the interplay between these three dimensions, as done in [19] , we must look at their dynamic features as provided by their mutual time evolution. 
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Results
The Fitness-Infrastructure Dynamics
As shown in [19] , the evolution and interactions of economic variables can be effectively characterized in a dynamical space where the dimensions are defined by the variables themselves. In Figure 3 , we show the trajectories of evolution in the space defined by the Economic Fitness and our infrastructure metrics from 1995 to 2015. We observe that the first component issuing from the PCA has a temporal (increasing) drift which can be interpreted as a global increasing level of infrastructures in the direction of this component (panel C of Figure 3 ). The Economic Fitness is a metrics which has a constant mean (see [23, 24] ). We then cross-sectionally normalize our infrastructure indicators (zero mean and unit variance) in order to be: For the sake of completeness, we show the dynamics with the non-standardized infrastructure index and the standardized one (Panel A and B respectively in Figure 3 ). In the following, we will discuss all the results with the standardized indicator but most of the results do not strongly depend on the specific version of the indicator. We highlight the trajectory for some selected countries and the general features, except for a general drift, are qualitatively unchanged. The highlighted countries allow us to briefly discuss some case studies which pinpoint the potential of this approach. We see that the trajectories of mature emerging countries as India and China are trailing the trajectory of developed countries as the United States. We also show the development of Vietnam which is one of the new emerging Asian countries which is essentially mimicking the path of India and Brazil in the last two decades. In [41] the analysis of growth scenarios for sub-Saharan countries in the Economic-Fitness-GDPpc plane suggests that Kenya is likely to be on the verge to start a sustained growth as Vietnam and other Asian countries did in the last decades. Interestingly the inclusion of the infrastructure dimension confirms and supports this scenario, Kenya is today very close to Vietnam position in the early nineties and may undergo the same development and be one of the first frontier African countries to be fully emerging in the next years.
The highlighted empty top left corner of Figure 3 (panel A or B) provides a first economic finding. If the same graph is drawn for the Economic Fitness vs. the GDPpc (see for instance [19] ), we find that countries are spread in all the plane, and there exist countries with low fitness but high GDPpc. As discussed in [19, 20, 42] , this is interpreted by the fact that the level of GDPpc can be explained with dimensions which are exogenous to the Fitness, typically natural resources rents (This is out of the scope of this work but the substitution of Fitness with exogenous rents tend to produce patterns of growth less predictable and more prone to negative shocks). The different behavior in the Fitness-Infrastructure plane means that, even though a country can fuel its income with exogenous sources as natural resources rents acting as a substitute for the Economic Fitness, the infrastructure level instead appears to be inherently linked with the complexity and diversity of a productive system.
In order to make this observation more quantitative, we perform a rolling mean of the infrastructure indicator for increasing value of the Fitness. This can be essentially thought as a local measure of the intensity of the relationship between the two. Results are shown in Figure 4 . In Panel A, two regimes emerge. In the regime labeled I, the infrastructure level is constant regardless of the level of Fitness. In regime II, the Fitness and infrastructure level are approximately linearly related supporting the previous observation (the infrastructure level is inherently linked with the complexity and diversity of a productive system). In the left panel, the red band corresponds to 1 and 2-standard deviations while in the right panel, we bootstrap the events in each window of the rolling mean in order to test the stability of the mean (we are estimating the error of the rolling mean we are plotting). It is worth noticing that the threshold value of the Fitness (approx. at −2) separating the two regimes also corresponds to the transition from the chaotic to the laminar regime in the Fitness-GDPpc plane as discussed in [20] . This would suggest that infrastructures are directly linked with steady investment which are more likely to be achieved in a regime in which growth becomes more predictable and regular. For value of Fitness below this threshold, as show in [20] , growth tends to be less predictable and extremely more volatile and, as shown here, in the same regime the level of infrastructure tends to be below the mean (the level is negative on average) and unrelated to the level of complexity of an economy. This would suggest that in the dynamic interplay between infrastructure and economic development, the latter plays a necessary role and sets a threshold which defines an infrastructure trap. 
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The Interplay between Economic Fitness and Infrastructures
Let us now focus on region II and deepen the investigation of the relationship between Fitness and infrastructure level, namely we want to understand if there is a preferred direction of interaction and if one of the variables leads more the development of the other one (or, alternatively, if the feedback is essentially symmetric).
There is no silver bullet to address this type of question. We then decide to devise an extremely simple and parsimonious setup to investigate the interplay. The question whether one variable leads the other can be mapped in measuring if there exists a lagged feedback of the infrastructure on the Economic Fitness and vice-versa and then compare strength and significance of the two specifications.
In order to do that, we investigate whether the Fitness Granger-causes (for the sake of simplicity, hereinafter, causality denotes Granger-causality) the infrastructure level and vice-versa up to a lag of 5 years (we refer to [22] for an introduction of the Granger-causality). The Granger-causality is a weaker (or rather a statistical) form of causality. The idea is that a time series causes a second time series if some lagged past values of the first time series are useful and retained (in a statistical way) in the augmented autoregression which includes past lagged value of both time series to forecast the current values of the second series.
In detail, we select the trajectories of those countries for which in 1995 (the first year for which we have the Fitness time series) the log(Fitness) is larger than −2 (we are essentially considering countries for which the starting point is in Regime II). In such a way, we retain 95 countries. For each country, we run two causality tests in order to measure whether Fitness causes the infrastructure index and whether the infrastructure index causes the Fitness.
A Granger analysis represents the simplest linear lagged relationship we can address to model the cause-effect relationship between two variables. In this perspective, it is a parsimonious setup. In fact, testing the causality corresponds to the assumption that the dynamical model specifying the interaction of the two variables is of the form:
where f c t is the logarithm of the Fitness of country c at time t while I c t is the infrastructure level of the same country and the time t. With the Granger test, we are essentially assessing if the terms corresponding to the β i and γ i coefficients are useful to forecast the value of the two indicators at time t. The analysis with lag 1 will include in the vector autoregressive model (VAR) of Equation (1) only the values one period behind, the analysis with lag 2 will include up to two periods behind, etc. We perform our analysis up to lag 5 years in order to have enough statistics.
In order to compare the two scenarios, for each lag we consider the fraction of countries for which the causality is validated (technically one minus the fraction for which the null-hypothesis is not rejected where the null-hypothesis is that the coefficients of the variables which is supposed to cause are 0 s). To show the consistence of our results with different thresholds of statistical validation (different values of p-values), we plot the above mentioned fraction of validated Granger events as a function of the p-value (i.e., statistical significance). We are therefore measuring the number of countries for which we find that the Fitness or the infrastructure level causes the infrastructure/Fitness with decreasing statistical significance. For infinite significance (p-value = 0) the fraction is obviously 0 while for no significance required the fraction is by construction 1. The results are shown in Figure 5 . For each lag, we then have two curves, the line testing Fitness causes infrastructure (blue) and the one testing the infrastructure causes Fitness (red).
If we set p-value = 0.01, we have that for approximately 15% of countries infrastructure Granger causes Fitness, while for less than 10% of countries Fitness Granger causes infrastructure.
Infra. Granger causes Fitness
Fitness Granger causes infra.
A)
B)
Infra.→Fitness Fitness→Infra.
Figure 5. (Panel A): Guidelines to read results in panel B.
For each lag, we run two Granger causality tests, one testing whether infrastructures cause Fitness (red) and one the reversed relation (blue). We then measure the fraction of countries for which the causality is validated as a function of the level of significance required for the validation. For instance, at a level of significance set by a p-value = 0.01, we have that infrastructure causes the Fitness in 15% of the 95 countries, while the vice-versa is only true in 1 out of 10 countries. If a line is consistently above the other, we conclude that there is a preferred way of interaction in the model specified in Equation (1) at that lag. (Panel B): The fraction of countries in which we observe causality for increasing value of the lag included in Equation (1) . We see for small lags (<= 2 years) that infrastructure causes more the Fitness than the vice-versa while for increasing lags (>3 years) the relationship is reversed. In general the causality is validated for more countries when lags increase as shown in the last plot of Panel B (bottom-right graph). We plot the fraction of validated causality tests as a function of the lag for a specific value of the p-value, in this case p-value = 0.01.
If one line is systematically above the second, we conclude that one direction of interplay is preferred, i.e., one variable tends to lead the second one. Interestingly, by increasing the lag, i.e., increasing the time horizon in Equation (1) , the relationship appears to revert. We find that:
• Lag 1-2 years: infrastructure drives Fitness more than the opposite; • Lag 3 years: contemporaneous; • Lag 4+ years: Fitness Granger-pulls infrastructure significantly more than the opposite.
As a general trend, the fraction of validated results increases as the lag increases, indicating a general stronger effect for longer time horizon.
The inspection of the sign of the coefficients also provides insight if the effect is proactive or detrimental, and the results can be summarized as follows:
1. in region II for short time horizon (up 2 years) infrastructure appears to drive fitness evolution more than what Fitness does with infrastructures. As the coefficient of the VAR model are positive for almost all countries , we can say that infrastructures have a proactive role on Fitness on the short time horizon; 2. for longer time horizon the relationship is reversed, Fitness drives more infrastructure growth than the opposite (as for point 1, the coefficients' sign tends to be positive, therefore the action is proactive); 3. the Granger causality is higher for longer time horizon, this means that, on the long term, the driving role of Fitness is more significant than the one of infrastructures on the short term; 4. in region I (not shown), results are less clear as the Granger test often does not converge within the level of tolerance set. However, in the perspective of the fact that in this region the infrastructure index is on average constant regardless of the value of the Fitness, we can conclude that Fitness and infrastructures has no evident mutual lagged effects as specified by Equation (1).
Do Countries Need Different Infrastructures in Different Development Regimes?
In the literature, it is often argued that countries in different stage of their development leverage or need different infrastructure stocks. Our framework permits to some extent to test this hypothesis. Figure 4 suggests that the Fitness induces a non-trivial ordering of countries with respect to the infrastructure stock. We run three different PCAs on four sets of countries on the basis of their Fitness: points with log(Fitness) <= −2 (regime I), points with −2 <= log(Fitness) <= 0 (Regime IIa) and points with log(Fitness) > 0 (Regime IIb). The last two sets together correspond to regime II of the previous section which represents our fourth set for the PCA analysis.
We compare the loadings of the principal component in Figure 6 . The results are not completely conclusive as further analyses are required to understand whether the differences, especially between Regime I and IIb -blue and yellow bars, are significative. Unfortunately we cannot even replicate the Granger analysis on the two subsets of regime II because we would end up with too little statistics in order to draw reliable conclusions.
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Discussion and Conclusions
This work represents an example to extend the paradigm of Economic Complexity beyond its initial scope introducing a new dimension which may affect the economic development of countries and their capability stock: the infrastructure stock. As for the Economic Fitness, a key point for this type of analysis is to develop a strategy to encapsulate in a low-dimensional indicator (possibly unidimensional) the economic dimension we want to measure.
To do this, we remain in the domain of linearly defined indicators but we propose a statistical procedure to define the optimal weights in terms of information to build a synthetic infrastructure index. This approach has two main advantages: (i) we maintain the economic interpretability of our indicator and (ii) at the same time, we devise the best possible indicator with respect to the information encoded in the set of indicators to combine.
With an indicator for infrastructures and for the complexity of the capability stock of a nation, we can investigate from a dynamic perspective the interplay between these two dimensions. By assuming a model of interplay as parsimonious as possible, i.e., a linear dependence on the past lagged values of both dimensions, we can quantify the degree of symmetry of the interplay by assessing if one dimension Granger causes the other one more than the opposite relation. As expected the two ways of interaction are at work but on the short term, the infrastructures are somehow the driving variables while on the long term the capability stock development leads the development of the infrastructures.
From a policy perspective, the existence of two regimes suggests that interventions in countries in regime I should predominately target the increase of the capability stocks, while in regime II policies should include interventions for both dimensions, on the short term for infrastructures and, on the long term, to strengthen the capability stock.
Concerning the perspectives we highlight some natural axes for future researches:
1. the principal component analysis is likely the simplest statistical technique to reduce the dimensionality of a space defined by several variables. We may envisage to explore more sophisticated techniques provided by current development of machine learning techniques but this would likely correspond to give up either the interpretability of the resulting metrics or the linearity; 2. the Fitness threshold at which the change of regime occurs is close to the level above which the growth of countries turns to be predictable and sustained while below economies tend to be subject to economic and political instabilities. It is worth investing the growth implication of this transition barrier and if the infrastructure indicator allows to extend or better define the regime of higher predictability for the growth found in [20, 42] . 3. in order to assess the dynamic interplay of infrastructures and Economic Fitness, we made the most parsimonious hypothesis for their interaction: a linear dynamic model depending only on the past values of the two dimensions via constant coefficients. However, we may think to extend the analysis either including non-linear terms or via more complex statistical techniques to assess the causality of time series [43] [44] [45] . 4. the extension of the dynamical-system approach to study the interplay between infrastructure investments and the synthetic index we propose; 5. understand whether the differences in the infrastructure stock we observe have a statistical significance; 6. deepening the understanding of the components after the first by linking these components with the capability stock at sector level (i.e., the sector Economic Fitness). 
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Appendix A.
Bilateral Trade Data
The Economic Fitness metrics is the final output of an iterative algorithm leveraging the International Trade Statistics Database which is made publicly available by United Nations and accessible via UN Comtrade website [27] . In this specific work we use a cleaned version of the UN Comtrade raw data: the BACI data set released by CEPII. The BACI dataset is the result of reconciliation procedure of the UN Comtrade which essentially fixes the inconsistencies between import and export flows, see [28] for details. The release of the BACI data set we use spans the period 1995-2015. This data set provides all yearly trade volumes, expressed in current USD, between pairs of countries broken down at the product level. Products are available up to the 6-digit level of the Harmonized System classification. In this specific work, we will use products aggregated at 4-digit level (HS2007) to compute the Economic Fitness. At 4-digit level, we have approximately 1150 products exported by at least one country (we discard those products for which all trade flows are zero). Eventually we filter out countries according to a population and total export volume threshold. This procedure selects approximately 150 countries which account for more than 95% of world GDP. We discuss alternative definition or data sanitation procedures for the 47 indicators before performing the PCA.
In Figure A1 we show the results for the loadings for different normalization/missing data filling policies, namely:
• we center all indicators in order to have 0-mean (red); • we center all indicators in order to have 0-mean (blue) and scale to have unit variance before filling missing data; • we center all indicators in order to have 0-mean (green) and scale to have unit variance after filling missing data.
We observe that the composition of the PC is mostly independent on the specifications of the normalization. The specifications we used for our analysis are those ensuring the highest explained variance (i.e., case called 0-mean, red bars). Renewable internal freshwater resources, total (billion cubic meters) Electricity production from coal sources (% of total)
Annual freshwater withdrawals, industry (% of total freshwater withdrawal)
Quality of port infrastructure, WEF (1=extremely underdeveloped to 7=well deve... Improved water source, urban (% of urban population with access) Annual freshwater withdrawals, total (% of internal resources)
Investment in water and sanitation with private participation (current US$)
Annual freshwater withdrawals, domestic (% of total freshwater withdrawal) Electricity production from natural gas sources (% of total)
Renewable internal freshwater resources per capita (cubic meters) Electricity production from nuclear sources (% of total)
Annual freshwater withdrawals, agriculture (% of total freshwater withdrawal) Electric power transmission and distribution losses (% of output) Electricity production from oil sources (% of total)
Electricity production from hydroelectric sources (% of total) 
Appendix B.2. Selecting the Variables
We also test less agnostic approaches by performing educated selections of infrastructure indicators to feed the PCA. In this way we can also verify that most of our results, at least on a qualitative basis, do not depend on the details of the selection of the indicators which we include in the statistical analysis.
In detail, we group the indicators in two major groups, the intensive indicators (per capita or per unit of GDP) and the extensive ones (those which instead scale with the size of the country/population or with the GDP). We have 24 indicators in the first group and 21 in the second one (two indicators are redundant or do not fall in these two categories).
We also consider the case with the complete set of 47 indicators in which we rescale the extensive ones with the country population in order to have only intensive variables as a input of the PCA.
We find that:
• the variance explained by the first component is enhanced when we separate the analysis, 49% for extensive and 40% for intensive variables. The variance is instead left essentially unchanged in the third case mentioned-all indicators but the extensive ones are rescaled to be per capita, i.e., 38%.
• more importantly, on a qualitative basis, the results concerning the Granger causality between Economic Fitness and infrastructures are essentially left unchanged regardless of the subset of variables we select.
•
The inversion of the driving role between Economic Fitness and infrastructure at 3 years is clearer when the extensive variables are considered or included in the PCA specifications.
Appendix B.3. Interpreting the Loadings of the Principal Component
Figure A1 allows us to interpret the economic meaning of our infrastructure indicator. First of all, all the weights are positive (most of the negative loadings correspond to variables with a negative sense). This means that our indicator is, conceptually speaking, an indicator belonging to the class of linear combinations of pillars as the GCI. The few apparent anomalies are related to negative loadings on some indicators of electricity production from specific sources as from oil. However, the indicator corresponding to electricity availability is strongly positive. Interestingly the loadings suggest a scenario where the electricity availability matters more than the production to quantify country infrastructures.
Interestingly, the same observation holds for investment as well. We find indeed that loadings on those indicators corresponding to investments measured in USD tend to have small loadings suggesting that these directions are less informative to capture the infrastructure stock of a country. From an economic point of view, this suggests, as for electricity, that the outcome of infrastructures is more important that the amount invested measured in USD.
Appendix B.4. The Loadings of the Principal Component
We report in Table the loadings, sorted by decreasing weight, defining the Infrastructure Index used in this work (red bars of Figure A1 ).
It is also worth noticing that ICT service exports have one of the largest loadings and from [35, 46] we also know they are also in the complex section of the progression network (a network measuring the most recurrent trajectories of development product wise). Our results support the importance of those services which are simultaneously a high value added export and one of the major contributions to our Infrastructure Index. Table A2 . The loadings of the Infrastructure Index on the original 47 indicators. We highlight the indicators measuring the direct investment in USD. They are all positive confirming the results in [7, [9] [10] [11] [12] but interestingly the loadings tend to be small on investment indicators. This suggests that the investment dimension alone is less informative than expected to measure the infrastructure stock. 0.022 Renewable internal freshwater resources, total (billion cubic meters) 0.019 Electricity production from coal sources (% of total) 0.017 Annual freshwater withdrawals, industry (% of total freshwater withdrawal) 0.014 Quality of port infrastructure, WEF (1 = extremely underdeveloped to 7 = well deve... 0.010 Improved water source, urban (% of urban population with access) 0.009 Annual freshwater withdrawals, total (% of internal resources) 0.009 Investment in water and sanitation with private participation (current US$) 0.005 Annual freshwater withdrawals, domestic (% of total freshwater withdrawal) 0.003 Electricity production from natural gas sources (% of total) 0.002 Renewable internal freshwater resources per capita (cubic meters) −0.004 Electricity production from nuclear sources (% of total) −0.004 Annual freshwater withdrawals, agriculture (% of total freshwater withdrawal) −0.010 Electric power transmission and distribution losses (% of output) −0.041 Electricity production from oil sources (% of total) −0.065 Electricity production from hydroelectric sources (% of total) −0.073
Appendix B.5. Components after the First
In Figures A2 and A3 , we show the dynamics in the Fitness-n−th component for n = 2, 3, 4, 5. Differently from the first component, we do not find any clear and robust relation between the Fitness and the infrastructures as measured by successive components. This does not necessarily imply that these components do not affect the economic development, the interaction might be non-linear or only on specific sectors/countries. The understanding of the role of these components is beyond the scope of this work and will be investigated in future works. Figure A2 . The Economic Fitness-infrastructure relation for the components from the second to the third. We remind that after the fifth, the amount of variance explained by the components is compatible with a random direction. Differently from the first component, no clear dependence emerges, the level of infrastructures is essentially constant regardless of the the Fitness value and the Granger causality analysis on the components after the first does not provide conclusive results. Figure A3 . The Economic Fitness-infrastructure relation for the components from the fourth to the fifth. We remind that after the fifth, the amount of variance explained by the components is compatible with a random direction. Differently from the first component, no clear dependence emerges, the level of infrastructure is essentially constant regardless of the the Fitness value and the Granger causality analysis on the components after the first does not provide conclusive results.
