Abstract. We prove some basic results about irreducible components of varieties of modules for an arbitrary finitely generated associative algebra. Our work generalizes results of Kac and Schofield on representations of quivers, but our methods are quite different, being based on deformation theory.
Introduction
Let k be an algebraically closed field. When studying the representation theory of a finitely generated k-algebra A (associative, with unit), one would often like to classify the finite-dimensional A-modules. In general, however, this is a hopeless-or meaningless-task. For example, the 1-dimensional modules for a f.g. commutative algebra correspond to points of the corresponding affine variety, and what should it mean to classify the points? A more basic problem in that case is to compute the irreducible components of the variety. This suggests to study, for each d ≥ 1, the irreducible components of the 'module variety' mod In addition to computing the irreducible components C of mod d A (k), one would like to be able to say something about the properties of a general module contained in C. That is, the properties which hold for all modules in some dense open subset of C. For example, is the general module in C indecomposable? Can one say anything about the possible submodules of a general module in C? What is the general dimension of the space of homomorphisms or extensions between modules in two irreducible components? In fact the dimensions of these spaces are known to be upper semicontinuous The problem we consider is motivated by the fact that many natural varieties occur as, or are related to, module varieties. This includes the variety of complexes [4] , Lusztig's nilpotent variety [11] , §12, and Kleinian singularities and their deformations [3] . The case of Lusztig's nilpotent variety is particularly interesting, since by work of Kashiwara and Saito [10] , its irreducible components are in 1-1correspondence with elements of the crystal basis of a quantum group. Because these varieties arise as module varieties, one can hope to use decomposition properties of modules, and homological algebra techniques, to study the irreducible components. It is this theory that we initiate here.
The examples mentioned actually require a seemingly more general setup. Fixing orthogonal idempotents e 1 , . . . , e n ∈ A with e 1 + · · · + e n = 1, and a dimension vector d = (d 1 , . . . , d n ) ∈ N n , one can consider the set mod d A (k) of k-algebra homomorphisms A → M d 1 +···+dn (k), sending each e i to the matrix whose diagonal d i × d i block is the identity, and with all other blocks zero. The natural group which acts is the product of the general linear groups of size d i . Taking n = 1 one recovers mod d A (k). Taking A = kQ, the path algebra of a quiver Q, and letting the e i be the 'trivial paths', one obtains the space Rep(Q, d) of representations of Q. All of our results below hold in this more general setup, either by adapting the proofs, or by using Bongartz's observation [1] that these varieties are related by a fibre bundle construction.
In fact Rep(Q, d) is a model for some of our work. There is no problem describing the irreducible components in this case, as Rep(Q, d) is a vector space, hence irreducible. But the problem of determining when the general element is an indecomposable representation, and of computing the general dimension of homomorphism and extension spaces is nontrivial. A nice theory has, however, been created by Kac [9] and by Schofield [17] . Our more general setup differs from this one, however, in an important way: it is possible to relate certain Ext spaces to tangent spaces in Rep(Q, d), but in mod d A (k) this is no longer the case. This is because Voigt's Lemma [5] really involves a certain scheme mod d A which need not be reduced, not even generically reduced, so its tangent spaces are not the same as for mod
sending a tuple (g, x 1 , . . . , x t ) to the conjugation by g of the module structure in mod d A (k) which has the x i as diagonal blocks. It follows that if the C i are irreducible locally closed subsets, then the closure C 1 ⊕ · · · ⊕ C t is irreducible.
Our first result is an analogue of the Krull-Remak-Schmidt Theorem, and indeed follows from it quite easily. Most of the theorem is already known to the experts, but the only reference seems to be the preprint [13] , which is not published elsewhere. For convenience we give a full proof.
for some irreducible components C i of module varieties mod
, with the property that the general module in each C i is indecomposable. Moreover C 1 , . . . , C t are uniquely determined by this, up to reordering.
One cannot use direct sums quite as freely as this suggests, however, as the closure of a direct sum of irreducible components is not in general an irreducible component. Our main result, proved using deformation theory, is the determination of when this happens.
A (C i , C j ) = 0 for all i = j. These two theorems give an analogue of Kac's 'canonical decomposition' for representations of quivers [9] , Proposition 3. Thus we call (2) the canonical decomposition of C. It reduces the problem of computing all irreducible components of module varieties to the case of components whose general element is indecomposable. By studying the fibres of the map (1), it is easy to see that
and also, if D is any irreducible component of a module variety, then
and similarly for ext 1 A , or with C and D exchanged. Instead of taking direct sums of the modules in two irreducible components, one can take extensions.
and let S be a G-stable subset of mod
Again, by abuse of language we say that a pair of modules (M 1 , M 2 ) is 'in' S if the product of the corresponding orbits is a subset of S. We denote by E(S) the GL d (k)-stable subset of mod d A (k) corresponding to all modules M which belong to a short exact sequence
We have the following result.
(ii) If S is an irreducible locally closed subset, and Ext
This has the following application to irreducible components. 
It may be realized as E(S), where S is the G-stable subset of C 1 × C 2 corresponding to the pairs of modules
A (k) is known to be irreducible then, under the hypotheses of the theorem, associated to every d-dimensional A-module M there must be a short exact sequence (3) with M i in C i . Our results thus generalize the implications (i)⇔(ii)⇐(iii) of [17] , Theorem 3.3. The remaining implication is clearly false in general, even for 2-dimensional modules for the algebra of dual numbers.
One source of irreducible components is provided by modules M without self-extensions, i.e. Ext 
In this paper, unless otherwise stated, 'modules' are right modules. Althought we often write maps on the left hand side, we compose them as if they were on the right. Thus the composition of map θ followed by a map φ is denoted θφ. By a variety we mean a locally closed subset of affine or projective space over k. We prove the results in numerical order, except that Theorem 1.2 is proved last. At the end we give various examples. As observed in the introduction,
Since it contains C, which is an irreducible component, it follows that
is an element which is sent under the map (1) to an element of S. By the Krull-Remak-Schmidt Theorem, any two decompositions of a module into a direct sum of indecomposables have the same number of terms. It follows that
contains a dense open subset of C i . This completes the proof of existence. Now uniqueness. Suppose that C is an irreducible component with
for irreducible components C i and D j with the general element indecomposable. We denote by C 0 i the set of elements of C i which are not contained in any other irreducible component of mod
contains a dense open subset of C i . Thus contains a dense open subset of C. Repeating for the D j , and using the fact that two dense open subsets of C must intersect, we obtain an element in
Thus there is a an isomorphism of modules
. By the Krull-Remak-Schmidt Theorem, we have s = t, and after permuting the N j we have
Proof of Theorem 1.3(i)
Let S be a closed subset of mod
such that the image of θ is a submodule of k d , with the module structure given by m. Recall that m is an algebra homomorphism
A (k) be the map sending an element (m, (θ, φ)) to the the pair (m 1 , m 2 ) where m 1 and m 2 are the unique module structures on k d 1 and k d 2 for which θ and φ are module homomorphisms, where k d is considered as an A-module using the structure m.
It is not obvious from this, but it can be checked, that µ is a morphism of varieties. One uses the covering of V ses (d 1 , d 2 ) by affine open subsets consisting of the pairs (θ, φ) where the image of θ is complementary to a given subspace of k d . See [15] for a similar situation. Now µ −1 (S) is a closed subset of V ses A , and hence a closed subset of mod
be the map which sends a pair (θ, φ) to the image of θ. Clearly π is a morphism of varieties, and it is a principal G-bundle. Since S is G-stable we know that µ −1 (S) is a union of fibres of the morphism
. Now the principal bundle property implies that the image (1, π)(µ −1 (S)) must be closed in mod
is a projective variety, the image of (1, π)(µ −1 (S)) under π 1 is closed. Now this image is clearly E(S), and the result is proved. 
Derivations

Recall that if M is an
for all noncommutative polynomials
over k, with the property that f (a 1 , . . . , a N ) = 0.
Proof. A derivation d is determined by its values on the generators a i , and if d(a
Thus if f (a 1 , . . . , a N ) = 0, then d(f (a 1 , . . . , a N )) = 0, which implies (4). Conversely, given d 1 , . . . , d N , one can define a function d : A → M using (5). The condition (4) ensures that this is well-defined. The construction of d ensures that it is a derivation.
Recall that if X is a variety, then a function f : X → Z is upper semicontinuous if {x ∈ X|f (x) ≤ n} is open in X for all n ∈ Z. If V is a vector space, then a cone in V is a subset which contains 0 and is closed under multiplication by elements of the field k.
Lemma 4.2. Let X be a variety, V is a vector space and F a closed subset of X × V . If, for all x ∈ X the set F x = {v ∈ V |(x, v) ∈ F } is a subspace of V , or more generally a cone in V , then the function X → Z sending x to dim F x is upper semicontinuous.
Proof. Apply Chevalley's Theorem on upper semicontinuity of fibre dimensions to the projection F → X, and then compose the function with the zero section X → F .
If M 1 and M 2 are A-modules, then Hom k (M 1 , M 2 ) is naturally an A-Abimodule, and it is well-known that
From the construction we also have
and hence For Hom spaces this is well-known. For Ext 1 it is folklore, but we could not find a reference which applies for all finitely generated k-algebras A, and the usual method, using projective resolutions, does not immediately adapt.
Proof. For Hom A (M 1 , M 2 ) one applies Lemma 4.2 with the set F 1 of
for which θ is an A-module homomorphism, for the module structures given by m 1 and m 2 . For Der(A, Hom k (M 1 , M 2 )) one uses the set F 2 of Hom k (M 1 , M 2 ) ).
Proof. The subsets of X on which the dimensions of Hom A (M 1
Proof of Theorem 1.3(ii)
Suppose that S is an irreducible locally closed G-stable subset of X = mod
A (k), and suppose that Ext
Let Z be the closed subset of mod 
given by the module structures m 1 and m 2 . Thus Z is isomorphic to the closed subset F 2 used in the proof of Lemma 4.3.
By Lemma 4.4, the space Der(A, Hom k (M 1 , M 2 )) has constant dimension on S. It follows that the projection π :
In particular it is a vector bundle in its own right. Thus, since S is irreducible, so is π −1 (S). Now the composition π −1 (S) ֒→ F 2 ∼ = Z ֒→ mod d A (k) and the conjugation action of GL d (k) combine to give a map
Now the left hand side is irreducible, so its image, which is E(S), has irreducible closure. The next lemma follows the philosophy of Gerstenhaber's deformation theory, see for example [6] or [7] . Let d 1 and d 2 be positive integers and set 
where
, which is also a deformation of m, and has the upper triangular block form
Proof. We show first that if m is a deformation of m and for some n ≥ 1 the lower triangular block of m(a) has coefficients in T n k[[T ]] for all a ∈ A, then there is a matrix m and matrices g 1 , g 2 , . . . of the form (8) . Define
and define m by m(a) = gm 0 (a)g −1 .
We have
where the notation O(T n+1 ) means we ignore powers T n+1 and above. Thus
Thus, for all n, the lower triangular block of m(a) has entries in
Thus it is zero.
In another language, a deformation of a d-dimensional A-module M is a k[[T ]]-A-bimodule M which is free of rank d over k[[T ]] and with
The lemma then says that if M belongs to an exact sequence
A valuative criterion
We use the following variation on the valuative criterion for flatness [8] 
is the unique morphism of schemes over k.
Lemma 7.1. Let f : X → Y be a morphism of schemes over k, and assume that Y is of finite type and quasiprojective over k. If for any commutative square Proof. Recall that the points of a scheme are in 1-1correspondence with irreducible closed subsets, with the point z corresponding to the closure {z}. Since Y has finite type over k, any nonempty constructible subset of Y must contain a closed point. Since Im(f ) is a constructible subset of Y , to show it is open it suffices to show that Im(f ) is closed under generization, that is, if z ∈ Y , y ∈ Im(f ) and y ∈ {z}, then z ∈ Im(f ). By the remark above, it is sufficient to prove this in the case when y is a closed point. For in general, since y ∈ Im(f ), we know that Im(f ) ∩ {y} is nonempty, so since it is constructible it contains a closed point y ′ . Then y ′ ∈ {y} ⊆ {z}, and hence z ∈ Im(f ).
Thus suppose that z ∈ Y , let Z = {z}, let y be a closed point in Im(f )∩Z, and assume for a contradiction that z / ∈ Im(f ). Since Im(f ) ∩ Z does not contain z, this set must be contained in a proper closed subset F of Z. Choose a closed point t ∈ Z \ F . Now it is known that it is possible to join any two points of an irreducible variety by a curve, see [12] , p.56. Thus there is a morphism C → Z, where C is a curve, and with the image containing y and t. By passing to the normalization if necessary, we may assume that C is smooth. We complete this to a commutative square as in the statement of the lemma using the morphism Spec(k) → X corresponding to a closed point x ∈ X with f (x) = y. Thus the hypotheses of the lemma give a morphism h ′ .
Let ξ be the generic point of Spec(k
[[T ]]). Then h(ξ)
is the generic point of the closure of the image of C. Thus {h(ξ)} contains t. On the other hand h(ξ) = f (h ′ (ξ)) ∈ Im(f ), and h(ξ) ∈ Z, so h(ξ) ∈ Im(f ) ∩ Z. Thus {h(ξ)} ⊆ F , which does not contain t. This is a contradiction.
The following observation will also be useful. The proof follows from the fact that η −1 (U ) is closed under generization. 
Proof of Theorem 1.3(iii)
Recall that mod [5] or [14] for the basic properties of schemes of modules.
For a finitely generated commutative k-algebra R, let mod 
A (k), and assume that Ext 
There is a morphism of schemes over k, 
The morphism p corresponds to a pair (g 0 , m) where g 0 ∈ GL d (k) and m is a homomorphism A → M d (k) which has upper triangular block form, and such that the diagonal blocks satisfy (m 1 , m 2 ) ∈ S.
The commutativity of the square implies that m is a deformation of g 0 · m, so that g 
Since (g 0 g −1 ) · ((gg
We also have π * h ′ = p. Thus the hypotheses of Lemma 7.1 are satisfied, so the image of f , which is E(S), is open.
Proof of Corollary 1.4
Let C 1 and C 2 be irreducible components of mod 
. This is an irreducible locally closed subset of mod
i be the set of elements of C i which are contained in no other irreducible component of mod
This is an open subset of mod
. This is a nonempty open subset of mod Finally, E(C 1 × C 2 ) contains E(S) by Theorem 1.3(i).
Proof of Corollary 1.5
Using the fact that Ext 
which is open by Theorem 1.3(iii), since Ext
Proof of Theorem 1.2
Let C 1 , · · · , C t be irreducible components of varieties of A-modules. Assuming that
We say that a d-dimensional A-module M is a minimal degeneration if the corresponding orbit O(M ) in mod [2] . It follows that no element of C 1 ⊕ · · · ⊕ C t can be a minimal degeneration.
But this set must meet C 0,min . Contradiction. We now prove the converse direction. By induction it suffices to prove the case when t = 2, that is, if C 1 and C 2 are irreducible components of mod
Let S be the subset appearing in the statement of Corollary 1. [4] . Namely, let Q be the quiver m −→ · · · −→ 2 −→ 1 −→ 0 and let Λ = kQ/I, where I is the ideal generated by all paths of length 2. Let d = (n m , . . . , n 1 , n 0 ) be a dimension vector, and define k i = min(n i−1 , n i ). Then mod d Λ , the scheme of Λ-modules of dimension vector d, can be identified with Spec(A/E(k 1 , . . . , k m )), as in the introduction to [4] , and Theorem 1.7 of that paper says this scheme is reduced.
12.3. As mentioned in the introduction, our main results imply that the classification of irreducible components of mod 12.6. The condition that ext 1 A (C 2 , C 1 ) = 0 is not necessary in Corollary 1.4. Let Q be the quiver with two vertices 1 and 2 and arrows α : 1 → 2 and β : 2 → 1. Let A = kQ/I where I is generated by αβ and βα. Then mod 1 A (k) has two connected components, C 1 and C 2 , corresponding to the representations of dimension vector (1, 0) and (0, 1). They both consist of one point. One easily checks that ext 1 A (C 1 , C 2 ) and ext 1 A (C 2 , C 1 ) are both non-zero. But E(C 1 , C 2 ) and E(C 2 , C 1 ) are both irreducible components of mod 2 A (k) of dimension 3.
