Abstract. We show a global adelic analog of the classical Margulis Lemma from hyperbolic geometry. We introduce a conjugation invariant normalized height h(F ) of a finite set of matrices F in SL n (Q) which is the adelic analog of the minimal displacement on a symmetric space. We then show, making use of theorems of Bilu and Zhang on the equidistribution of Galois orbits of small points, that h(F ) > ε as soon as F generates a non-virtually solvable subgroup of SL n (Q), where ε = ε(n) > 0 is an absolute constant.
Introduction

Definitions.
In this paper we will be concerned with the geometric and arithmetic behavior of power sets F n = F · ... · F for n ∈ N, where F is a finite subset of SL d (Q). To study those, we introduce the quantity h(F ), which we call normalized height of F and study its properties. It is an invariant of the diagonal action by conjugation of SL d on SL k d , where k = Card(F ), and it is a measure of the combined spectral radius of F (i.e. the rate of exponential growth of F n ) at all places v, where v varies among all possible equivalence classes of non trivial absolute values on the number field of matrix coefficients of F . Before going further, let us give some definitions.
Let d ≥ 1 be an integer, Q be the field of algebraic numbers, and K ≤ Q a number field. We let V K be the set of equivalence classes of absolute values on K and n v = [K v : Q p ] the degree of the completion K v of K over the closure Q p of Q in K v . We normalise the absolute value | · | v on K v so that its restriction to Q p is the standard absolute value, i.e. |p| v = We can now define the normalized height h(F ) as
This limit exists by subadditivity of the height. Unlike h(F ), h(F ) is independent of the choice of norms ||x|| v on K . The normalized height enjoys the following simple relation h(F n ) = n · h(F ) for n ∈ N. A finite set F satisfies h(F ) = 0 if and only if F generates a quasi-unipotent subgroup, i.e. a group all of whose elements have only roots of unity as eigenvalues (Proposition 3.2). Moreover, provided F is in "generic position", h(F ) is comparable, up to a multiplicative constant to the infimum inf h(gF g −1 ) of the heights of conjugates of F by elements g ∈ GL d (Q) (see Proposition 3.3 below).
Height gap.
The main result of this paper establishes the existence of a uniform gap for the normalized height of subsets F generating a non amenable subgroup of SL d (Q). We have: Theorem 1.1. There is a constant ε = ε(d) > 0 such that if F is a finite subset of SL d (Q) generating a non amenable subgroup, then h(F ) > ε.
The constant ε(d) can be made explicit in principle, although we make no attempt here to give lower bound (see Remark 2.4) .
Recall that, as follows for instance from the Tits alternative ( [27] ), amenable subgroups of SL d (Q) are precisely the virtually solvable subgroups, i.e. those subgroups which contain a solvable subgroup of finite index. As it turns out, for each integer k ≥ 2, the set of k-tuples F in SL d (Q) which generate a virtually solvable subgroup forms a closed algebraic subvariety of SL d (Q) k . Therefore Theorem 1.1 implies that the set of points with small normalized height in SL d (Q) k is not Zariski-dense. This is reminiscent of the Bogomolov conjecture proved by Ullmo and Zhang (see [29] , [33] , [25] ), which asserts that, given an abelian variety, the set of points with small Néron-Tate height on an algebraic subvariety which is not a finite union of torsion cosets of abelian subvarieties is not Zariski-dense.
In a subsequent paper [8] (see also [7] ) we will show how to use Theorem 1.1 in order to obtain a strengthening of the classical Tits alternative. This was in fact our original motivation for Theorem 1.1. In the same vein, but much more straightforwardly, one obtains the following corollary, which answers a question from [1] and is a strengthening of a well known theorem of Shur asserting that finitely generated linear torsion groups are finite. The interpretation of h(F ) in terms of spectral radius allows to derive the following: Corollary 1.3. There are constants η = η(d) > 0 and N 1 = N 1 (d) ∈ N such that if F is a finite subset of SL d (Q) generating a non amenable subgroup, then there is a matrix w ∈ F N 1 with an eigenvalue λ such that h(λ) > η.
In other words Theorem 1.1 allows to construct a short (positive) word w with letters in F which has an eigenvalue of large height. The length of the word is bounded by an absolute constant N 1 = N 1 (d). This type of result is crucial in order to build the so-called proximal elements which are needed in various situations, in particular in the Tits alternative.
In the same vein we have:
There is a constant N 2 = N 2 (d) ∈ N, such that if F is a finite subset of SL d (C) which generates a non amenable subgroup, then there is a matrix w ∈ F N 1 with an eigenvalue λ with the following property. Either there exists an ultrametric absolute value on Q(λ) such that |λ| > 1, or there is a field homomorphism σ : Q(λ) ֒→ C such that |σ(λ)| ≥ 2.
Geometric Interpretation and the Margulis Lemma. Theorem 1.1 has also the following geometric interpretation. Recall that the classical Margulis Lemma (see [28] ) asserts that if S = H n is the hyperbolic n-space, or more generally any real symmetric space of non compact type endowed with its Riemannian metric d, then there is a positive constant ε = ε(S) > 0 such that the following holds: suppose F is a finite set of isometries of S such that max f ∈F d(f · x, x) < ε for some point x ∈ S and suppose F lies in a discrete subgroup of isometries of S, then F generates a virtually nilpotent subgroup. This lemma has several important consequences for the geometry and topology of hyperbolic manifolds and locally symmetric spaces, such as the structure of cusps and the thick-thin decomposition ( [28] ), or lower bounds for the covolume of lattices in semisimple Lie groups (see [30] , [14] ).
What happens if one removes the discreteness assumption on the group generated by F and assumes instead that F consists of elements which are rational over some number field K ? Of course the Margulis Lemma no longer holds as such, in particular because ε(S) tends to 0 as dim S tends to infinity. However Theorem 1.1 gives a kind of substitute. As will be shown below (see Section 2.2) the normalized height h(F ) is always bounded above by the quantity e(F ), which we call minimal height, and which encodes, as a weighted sum over all places v ∈ V K , the minimal displacement of F on each symmetric space or Bruhat-Tits building X v associated to SL d (K v ). In particular the height gap h(F ) > ε obtained in Theorem 1.1 implies there always is a natural space X v (symmetric space or Bruhat-Tits building of SL d ) where F acts with a large displacement. More precisely: Corollary 1.5. Let d ∈ N and for a local field k denote by X k the symmetric space or Bruhat-Tits building of SL d (k). Then there is a constant ε = ε(d) > 0 with the following property. Let K be a number field and F a finite subset of SL d (K) which generates a non amenable subgroup Γ, then either for some finite place v of K, the subgroup Γ acts (simplicially) without global fixed point on the Bruhat-Tits building X Kv , or for some embedding σ : K ֒→ C The crucial point here of course is that ε is independent of the number field K. Thus Theorem 1.1 can be seen as a uniform Margulis Lemma for all S-arithmetic lattices of a given Lie type. For example, it is uniform over all SL 2 (O K ) where K can vary among all number fields, even though those groups can be lattices of arbitrarily large rank.
Outline of the proof of Theorem 1.1. The first part of the proof consists in reducing to the situation when F is a 2-element set F = {A, B}, where A and B are two regular semisimple elements in an absolutely almost simple algebraic group G of adjoint type and F generates a Zariski-dense subgroup of G. It is not hard to see that the existence of a gap for h(F ) when computed in the adjoint representation of G implies the existence of a gap for h(F ) when computed in any finite dimensional linear representation of G. We thus reduce to the adjoint representation of G. The reduction from an arbitrary finite set F to a 2-element set makes use of a lemma due to Eskin-Mozes-Oh [13] ("escaping subvarieties" Lemma 4.16), which allows, given any non trivial algebraic relation between pairs {x, y} of elements in G to find two short words in {x, y} which no longer satisfy this relation. This lemma is also used later on and is an essential tool here.
As we mentioned above, one may interpret h(F ) in terms of the combined minimal displacement e(F ) of F on all symmetric spaces and Bruhat-Tits buildings that arise through the various completions of the number field. The quantity e(F ) is defined as the weighted sum of the logarithm of the minimal norms
Crucial to this correspondence is a spectral radius formula for sets of matrices (Lemma 2.1 below) which compares the minimal displacement of F (or equivalently E v (F )) with the minimal displacement of each individual matrix in the power set F d 2 (or equivalently its maximal eigenvalue). As a consequence, h(F ) is small if and only if e(F ) is small.
In the second part of the proof, we fix a place v and work in
, we obtain local estimates for the minimal displacement of the action of B restricted to the maximal flat associated to T. These estimates are obtained via the Iwasawa decomposition working our way through all positive roots of A starting from the maximal one. At the end we get an upper bound for inf tv∈T ||t v Bt −1 v || v which involves E v (F ) on the one hand and the gap |1 − α(A)| v between the roots of α(A) and 1 on the other hand.
In the last part of the proof, we put all our local estimates together and make crucial use of the product formula, so as to obtain an upper bound for the weighted sum of all inf tv ∈T log ||t v Bt −1 v || v in terms of e(F ) and the average of the log |1 − α(A)| v over all archimedean places v, for each root α. When e(F ) is small this upper bound becomes also small. Indeed, since the height of each α(A) is small, we can invoke Bilu's equidistribution theorem : the Galois conjugates of α(A) equidistribute on the unit circle ( [2] ). Hence the average of the log |1 − α(A)| v 's gives a negligible contribution.
Finally, considering a suitably chosen T -invariant regular map f on G (a suitable matrix coefficient of B will do), we use the above upper bound to show that the height of f (B) as well as f (B i ) for larger and larger i ∈ N, becomes small when e(F ) is small. However, by a theorem of Zhang [32] on small points of algebraic tori, this must force a non trivial algebraic relation between the f (B i )'s. Finally the Eskin-Mozes-Oh lemma quoted above provides the desired contradiction, as we may have chosen F = {A, B} to avoid this relation to begin with. , that is the canonical Euclidean (resp. Hermitian) norm if k = R (resp. C) and the sup norm (
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Archimedean. We will also denote by · k the operator norm induced on the
and call it the norm of Q. Let k be an algebraic closure of k. It is well known (see Lang's Algebra [18] ) that the absolute value on k extends to a unique absolute value on k, hence the norm · k also extends in a natural way to k d and to M d (k). This allows to define the minimal norm of a bounded subset
We will also need to consider the maximal eigenvalue of Q, namely
where spec(q) denotes the set of eigenvalues (the spectrum) of q in k. We also set Q n = Q · ... · Q be the set of all products of n elements from Q. Finally, we introduce the spectral radius of Q, that is
in which the limit exists (and coincides with inf n∈N Q n 1 n k ) because the sequence { Q n k } n is sub-multiplicative.
These quantities are related to one another. The key property concerning them is given in the following proposition, a weaker version of which was proven in [6] . The intuition behind this result was inspired by the work of Eskin-Mozes-Oh [13] , where a result of a similar nature appears inside their argument.
Proof. Let K be a field. We make use of two well-known theorems. The first is a theorem of Wedderburn (see Curtis-Reiner [11] 27.27) that if an algebra A over K has a linear basis over K consisting of nilpotent elements, then A m = 0 for some integer m. The second is a theorem of Engel (see Jacobson [16] 
, the subalgebra of upper triangular matrices with zeroes on and below the diagonal. Combined together, these facts yield:
the K-algebra generated by Q has a linear basis made of elements in ∪ 1≤q≤d 2 Q q . By Wedderburn and Engel, the result follows.
We first quickly prove (b). We argue by contradiction. There is a sequence Q n with E(Q n ) = 1 while max 1≤q≤d 2 Λ(Q q n ) 1 q tends to 0. Up to conjugating by some g n ∈ GL d (C), we may assume that ||Q n || ≤ 1 + , and passing to a Haussdorff limit, we obtain a compact set Q with E(Q) = ||Q|| = 1, while max 1≤q≤d 2 Λ(Q q ) 1 q = 0. But this is a contradiction with lemma 2.2 as E(N(C)) = 0. This proves (b).
In order to prove (a) we first show:
There exists an integer N = N(d) ∈ N with the following property. Let k be a non archimedean local field with absolute value | · | k and O k its ring of integers. Let Q be a subset of
2 ] every element of Q q has all its eigenvalues of absolute value at most |π| N k , where π is a uniformizer for
Proof. We argue by contradiction. This means that we have a sequence of local fields k n and subsets
and all eigenvalues of Q q n have absolute value at most |π n | n kn . Let us consider a non-principal ultrafilter U on N and form the ultraproduct A = U O kn . First let us decide that we have chosen the absolute value | · | n on k n in such a way that |π n | n = 1 2 for every n where π n is a fixed uniformizer in O kn . For every x n ∈ O kn the quantity |x n | n may only take values among 2 −(N∪{∞}) . It follows that for every x ∈ A represented by (x n ) n∈N , the quantity |x| := lim U |x n | n , which is well defined, may only take values in 2 −(N∪{∞}) . Let I = {x ∈ A, |x| = 0}. Then we check that I is a prime ideal of A, this follows from the standard properties of ultrafilters. Let O = A/I. Similarly we check that O is a discrete valuation ring with uniformizer π equal to the class of (π n ) n∈N in A/I and that | · | is a well defined absolute value. Let K be the field of fractions of O. It is a field with a non archimedean absolute value and O = {x ∈ K, |x| ≤ 1}. Let Q be the class of (
q is the class of (Q q n ) n∈N for each q. But by assumption |a| n ≤ 1 2 n for every non maximal coefficient a of the characteristic polynomial of any matrix in Q q n . It follows that Q q is made of nilpotent matrices for each q,
We may thus apply Lemma 2.2 to
(O) such that gg = det g which is the transpose of the matrix of minors. We get thus have gQg ⊂ N d (O). This means that there is a function f (n) going to +∞ with n such that
for most n's (i.e. for a set of n's belonging to U). In particular for every M ∈ N, for most n's one may find a diagonal matrix
for most n's, which is the desired contradiction.
We can now prove (a). Let π a uniformizer for k and let δ ≥ 0 be such that max
while F k 1 (Q 0 ) = 1. But this obviously contradicts Lemma 2.3. This ends the proof of (a).
Remark 2.4. The proof of (b) was by contradiction and gave no indication as how large c is. This is the only place in this paper (and hence in the determination of the height gap ε(d) from Theorem 1.1) where we have a constant which is not explicitable in principle. In a subsequent paper we will provide another proof of (b) which is effective and gives a lower bound of order exp(−d
This allows to explain the relationships between minimal norm, spectral radius and maximal eigenvalue:
, where c is the constant from Lemma 2.1 (b).
Proof. Items (i) and (ii) are clear from the definitions. Let us first show (iii).
On the other hand, writing n = mq + k for any n ∈ N, with 0 ≤ k < q, we get from Lemma 2.1,
n , by letting n tend to +∞, we indeed
If k is non Archimedean, then this combined with Lemma 2.1 (a) shows the desired identity. If k is Archimedean, then it gives
q , which when combined with Lemma 2.
Remark 2.6. Observe that when k = R or C, then we may have R k (Q) < E k (Q). For instance, consider Q = {1, T, S} ⊂ SL 2 (Z), where T and S are the matrices corresponding to the standard generators of P GL 2 (Z), i.e. T acts by translation by 1 and S by inversion around the circle of radius 1 in the upper-half plane. Then it is easy to compute
). On the other hand, one can check that
The following lemma explain what happens if these quantities are close or equal to 1.
Lemma 2.7. Suppose k is Archimedean (i.e. k = R or C). Then for every ε > 0 and T > 0 there is
The lemma follows readily from the following result:
Proof. Let r n = inf x∈X max g∈Q n d(gx, x) where (X, d) is the symmetric space associated to SL d (k). We claim that r 1 ≤ 8 n r n . Fix n and let ε be arbitrarily small. For each k ≤ n let x k ∈ X be such that the lower bound r k is realized up to an error of ε. Choose some k ≤ n such that r k − r k−1 ≤ rn n . For each g ∈ Q, the balls of radius r k + ε centered at x k and gx k both contain gQ k−1 x k . By the CAT (0) inequality for the median in X, gQ k−1 x k lies in the ball centered at the mid point between x k and gx k and with squared radius at most (r k + ε)
And r + ε)(2r n + ε). As ε was arbitrary, we do get r 1 ≤ 8 n r n . Now by definition of the metric on X, we have log
, 1]r n . Hence (1). For (2), note that for every n, by Lemma 2.1 there is q ≤ d 2 such
. Optimizing in n we obtain a constant c 1 = c 1 (d) for which (2) holds. Remark 2.9. Note that for arbitrarily large n one can find finite sets Q containing 1 (in SL 2 (R) for instance) such that Λ k (Q n ) = 1 while E k (Q) > 1. Indeed consider the set Q consisting of 1 and two elliptic elements fixing two different but extremely close fixed points in the Poincaré disc. This is another way to see that the constant c in Lemma 2.1 (b) cannot be 1.
Remark 2.10. Observe that if Q ⊂ SL d (k), then adding the identity to Q does not modify our quantities. Namely if ). It admits a unique extension to Q p , which we denote by | · | p . Let Q be the field of all algebraic numbers and K a number field. Let V K be the set of equivalence classes of valuations on K. For v ∈ V K let K v be the corresponding completion. For each v ∈ V K , K v is a finite extension of Q p for some prime p. We normalize the absolute value on K v to be the unique one which extends the standard abolute value on Q p . Namely
Equivalently K v has n v different embeddings in Q p and each of them gives rise to the same absolute value on K v . We identify K v , the algebraic closure of K v with Q p . Let V f be the set of finite places and V ∞ the set of infinite places.
Recall that if x ∈ K then its height is by definition (see e.g. [3] ) the following quantity
It is well defined (i.e. independent of the choice of K ∋ x). Let us similarly define the height of a matrix
and the height of a finite set F of matrices in
We also define the minimal height of F as:
and the normalized height of F as:
For any height h, we also set h = h ∞ + h f , where h ∞ is the infinite part of h (i.e. the part of the sum over the infinite places of K) and h f is the finite part of h (i.e. the part of the sum over the finite places of K). Note that these heights are well defined independently of the number field K such that The above terminology is justified by the following facts:
Proof. Since F is finite, there are only finitely many places v such that ||F || v > 1. For each such place,
We also record the following simple observation:
Proof. The first three items are clear. For the last simply observe that
as can be seen by expressing those norms in terms of the KAK decomposition of x.
We can also compare e(F ) and h(F ) when h(F ) is small:
This follows immediately from 2.12 b) and the following proposition.
Proposition 2.15. Let c 1 be the constant from Proposition 2.8, then
Proof. From Propositions 2.8 and 2.
We may write e ∞ (F ) = αe + (F ) + (1 − α)e − (F ) where e + is the average of the e v greater than 1 and e − the average of the e v smaller than 1. Applying Cauchy-Schwartz, we have
e ∞ (F ), and otherwise
Statement of the results
We state here our results. The main theorem is the following: Note first that since h(F ) is small whenever e(F ) is small (according to Proposition 2.14), we may substitute e(F ) to h(F ) in the theorem.
It is easy to characterize sets of zero normalized height :
, then h(F ) = 0 if and only if the group generated by F virtually unipotent.
Proof. If h(F ) = 0, then according to Propositions 2.14 and 2.13, e(F ) = e(F ∪F −1 ) = 0, hence e((F ∪F −1 ) n ) = 0 for each n ∈ N. Thus every element from the group F generated by F has only roots of unity as eigenvalues. However, according to Theorem 6.11 in [22] , F has a finite index subgroup Γ 0 for which no element has a non-trivial root of unity as eigenvalue. Therefore every element in Γ 0 must be unipotent, i.e. Γ 0 is unipotent. Conversely, if F is virtually unipotent, then every element in F has its eigenvalues among the roots of unity. In particular, as follows from Proposition 2.5 (iv), R v (F ) = 1 for every place v. Hence h(F ) = 0.
The above results dealt with small values of the normalized height. The following proposition says in substance that, provided F acts absolutely irreducibly, the normalized height is attained up to multiplicative and additive constants by the height of some suitable conjugate of F in SL d (Q). We have
is an absolutely almost simple algebraic subgroup acting irreducibly on Q d , then there is a constant C > 0 and a
This proposition is important for applications as it allows to conjugate F back in the "right position" in some sense. Observe that by definition e(F ) is equal to the infimum of h(gF g −1 ) when g = (g v ) v∈V K is allowed to vary among the full group of adèles GL d (A). This proposition shows that this infinimum is morally attained on principal adèles, i.e. on GL d (Q). The condition that F should belong to a Zariski-open subset is important as easy examples show that the result of the proposition can fail if for instance F fixes a proper subspace.
Remark 3.4. Proposition 3.3 actually holds for a finite set F of arbitrary cardinality with a constant C which may depend on d and the cardinality of F only. However we won't need this stronger result.
Let us draw some consequences of the main theorem (already stated in the introduction).
Corollary 3.5. (No large torsion balls) There is an integer
contains an element of infinite order. Furthermore if F generates a non virtually nilpotent subgroup, then we can find the element of infinite order already in
Observe that easy examples in the {ax + b} group show that for arbitrary N ∈ N we may find a finite set F such that the group generated by F is infinite and virtually abelian, while F N consists of elements of finite order. For instance, take F = {a, tat −1 } where a is multiplication by ω (a root of 1 of large order) and t is translation by 1, then the commutator [a, tat −1 ] is = 1 and unipotent so of infinite order, while F k is made of homotheties of ratio ω k if k < n hence of torsion elements.
Corollary 3.6. There are constants η = η(d) > 0 and
generating a non amenable subgroup, then there is a matrix w ∈ F N 1 with an eigenvalue λ such that h(λ) > η.
In particular, if O is the ring of all algebraic integers, there is an integer
either F generates a virtually solvable subgroup, or there is an archimedean absolute value v on Q extending the canonical absolute value on Q and a matrix f ∈ F N 1 with at least one eigenvalue of v-absolute value ≥ 2. Observe that this fails for arbitrary finite subsets of SL d (Q). For instance SL 3 (Q) ∩ SO(3, R) is dense in SO(3, R) and contains a finitely generated dense subgroup.
Preliminary reductions
The goal of this section is to reduce the proof of Theorem 3.1 to the case when F = {a, b} is a finite set of two regular semisimple elements generating a Zariski dense subgroup inside G(Q), where G is a Zariski-connected absolutely simple algebraic group of adjoint type defined over Q, and where the underlying vector space is the Lie algebra g of G on which G acts via the adjoint representation, so that G ⊂ SL(g).
In the setting of Theorem 3.1, we denote by G the Zariski closure of the group F generated by F .
4.1.
Reduction to semisimple G. Let K be a number field and (e i ) 1≤i≤d be the canonical basis of V = K d . Let V = 1≤i≤m V i be a direct sum decomposition adapted to this basis, i.e. there are indices j 1 < ... < j m such that V i = span{e j i , ..., e j i+1 −1 }. Let P be the group of block upper triangular matrices determined by the corresponding flag, i.e. the parabolic subgroup of GL d fixing the flag. Let ρ : P → GL d be the natural homomorphism that sends a matrix A = (a ij ) ij ∈ P to the matrix ρ(A) = (a ′ ij ) ij with a ′ ij = a ij if e i and e j belong to the same V k and a
. From this we get the first half of the claimed relation, i.e.
The second half follows from the remark that ρ(F ) can be approximated uniformly by the δF δ −1 's for some suitably chosen δ ∈ ∆(Q v ), where ∆ is the group of block scalar matrices associated with the V i 's. Indeed we get
Lemma 4.2. In Theorem 3.1, we may assume that F acts irreducibly on
Proof. Indeed let Q d = 1≤i≤m V i be such that the associated flag is a decomposition series for F . The map ρ defined above satisfies e(ρ(F )) = e(F ) by the lemma above. Moreover F is virtually solvable if and only if ρ( F ) is virtually solvable and if and only if each ρ i ( F ) is virtually solvable, where ρ i is the restriction to V i . As e(ρ(F )) ≥ e(ρ i (F )) for each i, we see that it is enough to prove the theorem on each V i , on which ρ i ( F ) acts irreducibly.
Hence we may assume that G acts irreducibly on Q d . But this implies that G
• is a connected reductive group. Indeed, if R u is the unipotent radical of G • , then R u , being unipotent, admits a non-zero subspace of fixed points V inside Q d . As R u is normal in G, V is stabilized by G itself, hence must be the whole of Q d , by irreducibility. Clearly we may assume that G • has a non-trivial semisimple part, otherwise G is virtually solvable. We can now push further and get rid of the non-connectedness of G. Proposition 4.3. In Theorem 3.1, we may assume that G is Zariski-connected, semisimple, and acts irreducibly on Q d .
Proof. First we have:
Lemma 4.4. We can assume that G • is reductive and acts irreducibly on Q d .
Proof. As G
• is reductive, we may find a direct sum decomposition
• is not solvable, we may assume that one of the ρ i (G • ) is no solvable, say i = 1. Let H be the stabilizer of
below, we may find a finite set F 0 in (F ∪ {1})
2d−1 such that F 0 = H∩ F and is Zariski dense in H. Since e(F 0 ) ≤ e(F 2d−1 ) ≤ (2d − 1)e(F ), we may assume that F = F 0 and G
• acts irreducibly. for i, j ∈ [1, k] and f ∈ F. They all belong to F 2k+1 . It is straightforward to verify that, together with their inverses, they generate Γ 0 .
The same argument as in Lemma 4.4 shows that we may assume that G =ZS. Since G
• acts irreducibly on Q d , and S is completely reducible, it follows that S also acts irreducibly. By Shur's lemma, Z must consist of scalar matrices. But, as F ⊂ SL d (Q), it must be that G ⊂ SL d also, hence Z = {1}, and G = S is a Zariski connected semisimple algebraic subgroup of SL d .
4.2.
Minimal displacement on symmetric spaces and Bruhat-Tits buildings. In this paragraph, we give a geometric interpretation of the minimal norm E v (F ) and prove Lemma 4.10, which will be key in the proof of the main theorem. Here k will denote a local field of characteristic 0 and G a Zariski-connected semisimple k-split k-algebraic subgroup of SL d (k). Let k be a fixed algebraic closure of k and | · | k the absolute value on k induced by the one on k. Let BT (G, k) be the Bruhat-Tits building (resp. the symmetric space if k is Archimedean) associated to G(k). Let g be the Lie algebra (over k) of G(k) and a a Cartan subalgebra defined over k. We first explain how to find a norm on k d (depending on the way G sits in SL d ) which will be well suited for our purposes. We first examine the case when k is Archimedean. Then according to a theorem of Mostow (see [20] ), there exists a hermitian positive definite scalar product on
, we may assume that this scalar product is the standard hermitian scalar product
It induces a hermitian scalar product on the Lie algebra sl d (k) defined by tr(X * Y ). Then also g * = g, and a coincides with the diagonal matrices in g. The restriction of this scalar product to g is proportional to the one induced by the Killing form on g and the Cartan involution −X * on g, i.e. X, Y = B g (X * , Y ). Let · k denote both this norm on k d (resp. g) and the associated operator norm on GL d (k) (resp. GL(g)). We denote by K 0 the stabilizer of X, Y in G(k) and A the Cartan subgroup with Lie algebra a. We let x 0 be the base point of BT (SL d , k) given by the maximal compact subgroup of SL d (k) equal to the stabilizer of · k . By Proposition 4.7, the symmetric space BT (G, k) ≃ G(k)/K 0 embeds isometrically as the closed an totally geodesic subspace of
one may choose L to be (U Z ⊗O k )·v + where v + is a heighest weight vector of g = Lie(G) acting on k d and U Z is the integer points of the universal enveloping algebra of g (see Steinberg [26] Section 2). From the integer version of the Poincaré-Birkhoff-Witt theorem ([26] Section 2 Theorem 2), the Z-lattice U Z · v + has a basis made of weight vectors of a. Therefore L has an O k -basis made of weight vectors for a, or equivalently for the maximal torus A with Lie algebra a. Thus after possibly conjugating
is a maximal compact subgroup of G(k) and that A consists of diagonal matrices. We then take · k to be the standard norm on k d . Similarly we will denote · k the standard norm on the Lie algebra sl d (k), namely the norm associated to the standard lattice sl d (O k ). By restriction this gives a norm (still denoted · k ) on g, hence on g ⊗ k.
With the above choices, the Cartan decomposition for G(k) is simply the restriction of the corresponding decomposition for SL d (k), namely: G(k) = K 0 AK 0 and Proposition 4.7 below implies that the Bruhat-Tits building BT (G, k) with base point K 0 embeds isometrically and G(k)-equivariantly inside the building
One may also have appealed to a theorem of Landvogt about functoriality properties of Bruhat-Tits buildings (see [17] ).
On BT (G, k) we define the distance d to be the standard left invariant distance on BT (G, k) with the following normalization: if a ∈ A, then d(a ·
where log is the logarithm in base |π −1 k | k , with π k a uniformizer for O k if k is non Archimedean, and the standard logarithm if k is Archimedean. When k is non Archimedean and ℓ is a finite extension of k, then with this normalization, the distance between adjacent vertices on BT (G, ℓ) is of order 1 and independent of ℓ.
The following proposition was communicated to us by P.E. Caprace [10] (see [9] 
Proof. Let G = G(k) and P 0 the A-invariant flat in BT (G, k) containing the base point p 0 associated to K 0 . We may assume that P is the unique minimal A-invariant flat containing p, so that dim(P ) = r = rk(G) (see [9] Flat Torus Theorem). But the normalizer N G (A) permutes the A-invariant flats. On the other hand N G (A) is generated by A and by
Note first that is is enough to show that f is a homothety from P 0 to P . Indeed up to renormalizing the metric in X, we may then assume that f is an isometry from
The fact that f : P 0 → P is a homothety follows from the rigidity of Euclidean Coxeter group actions. Indeed N G (A) contains the affine Weyl group as a co-compact subgroup which acts co-compactly by isometries on both P 0 and P. But any such action is isometric to the standard Coxeter representation (cf. [5] ).
We have (see [6] , Lemma 4.5):
Proof. Since d is left invariant, we may assume that g = 1. Then we may write f = k 1 ak 2 the Cartan decomposition for f . Since x 0 and · k are fixed by K 0 , we can assume that f = a. Then the estimate is obvious from the normalization we chose for d above.
A consequence of this lemma is that the logarithm of the minimal norm of a finite set F is comparable to the minimal displacement of F on BT (SL d , k). Lemma 4.9. For every x ∈ G(k)
Proof. Up to changing k to a finite extension, we may assume that x ∈ G(k). Let G(k) = K 0 AK 0 be the associated Cartan decomposition. With the above notation we see that Ad(K 0 ) stabilizes the norm · k on g. Therefore if
On the other hand det(x) = 1, so a 1 · ... · a d = 1 and as
.
As in [6] , 5.4.1., we will use a projection argument and the fact that BT (SL d , k) is a CAT (0) space in order to show that the minimal displacement of F is attained on BT (G, k). More precisely:
Lemma 4.10. Let k be a local field and G a Zariski-connected semisimple k-split k-algebraic subgroup of SL d (k). Let · k be the norm defined above. For every finite set F ∈ G(k), we have
Proof. The left side of the inequalities is obvious from the definition of E k (F ) and E Ad k (F ). For any ε > 0, one can find a finite extension ℓ of k such that
where the log is in base |π
ℓ | k and c is the maximal distance from any point in BT (G, ℓ) to the nearest point in the orbit G(ℓ)·x 0 . Note that this constant c is independent of the choice of ℓ. Since BT (SL d , ℓ) is a CAT (0) metric space and BT (G, ℓ) a closed convex subset, for every x ∈ BT (SL d , ℓ), one can define the projection p(x) of x on BT (G, ℓ) to be the (unique) point that realizes the distance from x to BT (G, ℓ).
Combining (5) with (6) and Lemma 4.8 we get inf g∈G(ℓ)
log gF g
Hence inf
This gives the first line of Lemma 4.10. The second line is obtained in exactly the same way; the only thing to check being that BT (Ad(G), k) is indeed embedded isometrically as a closed convex subset of
4.3.
Reduction to the adjoint representation. Our goal in this paragraph is to prove the following: Proposition 4.11. In Theorem 3.1, we may assume that F is a finite subset of G(Q), where G is a Zariski-connected absolutely simple algebraic group of adjoint type defined over Q, viewed via the adjoint representation as an algebraic subgroup of SL(g), where g is the Lie algebra of G.
According to the above Paragraph 4.1, we may assume that the Zariski closure G of F in SL d (Q) is a connected semisimple algebraic group G acting irreducibly on Q d . Let g be the Lie algebra of G, viewed as a subalgebra of sl d . It is defined over Q, hence over some number field K. Choosing a larger K if needed we may also assume that G is K-split. For each place v in V K , we consider a norm · v on g ⊗ K v given as a standard norm corresponding to some choice of a basis. It gives rise to an operator norm on GL(g). We can thus define E Ad v (F ) as in the last paragraph by
, and e Ad (F ) the corresponding weighted sum over the set of all places. Note that E Ad v (F ) is independent of the choice of the norm · v . We have the following key proposition: Proposition 4.12. For any finite set F ∈ G(K v ), we have
As an immediate corollary, we get:
Proof of Proposition 4.12: This is an application of the results of Paragraph 4.2. Since the quantities involved do not depend on the choice of the norm · v used to define them, we may as well take the norm · v = · Kv defined at the beginning of Paragraph 4.2. We have by the second part of Lemma 4.10,
Then by Lemma 4.9 and the first part of Lemma 4.10,
We are done.
Proof of Proposition 4.11:
According to Proposition 4.12, we may assume that G = Ad(G) is acting via the adjoint representation on its Lie algebra g. It remains to verify that we can reduce to a simple factor of G. Recall that G is the direct product of its simple factors. As the representation space g splits into the G-invariant subspaces corresponding to the simple ideals (g i ) i of g, and as h Ad (F ) ≥ h Ad |g i (F ) for each i, it is enough to prove the theorem for one of the simple factors.
4.4.
Reduction to a 2-element set. Let us now explain why we may assume that F has 2 elements. First recall that if G is a connected absolutely almost simple algebraic group over Q, a group element a ∈ G(Q) is said to be regular if ker(Ad(a) − 1) has the minimal possible dimension (namely equal to the absolute rank of G). For A 1 ∈ N, we will say that a ∈ G(Q) is A 1 -regular if ker(Ad(a)−ω) has minimal possible dimension for every root of unity ω of order at most A 1 (namely dimension 0 if ω = 1 and the absolute rank if ω = 1). It is clear that the subset of A 1 -regular elements of G is a non-empty Zariski open subset of G consisting of semisimple elements.
Further note that for dimension reasons, if T is a maximal torus of G and Z is a proper Zariski closed subset of G invariant under conjugation by T, then the Zariski-closure Z of {(gag −1 , gbg −1 ) ∈ G 2 with g ∈ G, a ∈ T and b ∈ Z, or a ∈ Z and b ∈ T } is a proper algebraic subset of G × G.
Since the minimal height e(F ) enjoys property (b) from Proposition 2.13, the reduction to a two-element set will obviously follow from the following more general statement, which will be needed in the final argument in the proof of Theorem 3.1. The key ingredient in this proposition is the Eskin-Mozes-Oh escape lemma, Lemma 4.16 below, which is a consequence of a generalized version of Bezout's theorem about the intersection of finitely many algebraic subvarieties (see Zannier's appendix in [23] 
For an algebraic variety X we will denote by m(X) the sum of the degree and the dimension of each of its irreducible components. The following is borrowed from [13] , Lemma 3.2. In order to apply this lemma to prove Proposition 4.14, we need: Proposition 4.17. Let G be a connected semisimple algebraic group over C. There is a proper algebraic subvariety X of G × G such that any pair (x, y) / ∈ X is made of regular semisimple elements which generate a Zariskidense subgroup of G.
Proof. Recall the well-known:
Lemma 4.18. The set U of regular semisimple elements of G is a non-empty Zariski-open subset of G.
Proof. The set U coincides with the set of g ∈ G such that ker(Ad(g) − 1) is of minimal dimension. This is clearly a Zariski-open condition.
We will make use of Jordan's theorem on finite subgroups of GL d (C) (see [11] ). Recall that according to this theorem, there is a constant C = C(d) ∈ N, such that if Γ is a finite subgroup of GL d (C), then Γ contains a abelian subgroup A with [Γ : A] ≤ C(d). As the kernel of the adjoint representation coincides with the center of G, it follows that the same bound apply for all finite subgroups of G(C) as long as dim(G) ≤ d. Let V (G) be the proper Zariski-closed subset of G × G consisting of all couples (x, y) such that [x C! , y C! ] = 1. By Jordan's theorem, if (x, y) / ∈ V, then the subgroup generated by x and y infinite.
Let (G i ) 1≤i≤k be the C-simple factors of G, together with their factor maps π i : G → G i . For convenience, let us denote G 0 = G. Let X i , for 0 ≤ i ≤ k, be the subset of G × G consisting of couples (x, y) such that the C-subalgebra of End(g i ) generated by Ad(π i (x)) and Ad(π i (y)) is of strictly smaller dimension than the subalgebra generated by the full of Ad(G i ), where g i is the Lie algebra of G i . This is a Zariski-closed subset of G×G. According to [5] VIII.2 ex.8, each g i is generated by two elements. If follows that X i is a proper closed subvariety. Also let V i be the set of couples (x, y) ∈ G × G such that (π i (x), π i (y)) ∈ V (G i ), where V (G i ) is the proper closed subset defined above.
Finally, let X be the proper closed subvariety X = U c ∪ i X i ∪ i V i . Let us verify that X satisfies the conclusion of the proposition. Suppose (x, y) / ∈ X. Then (x, y) ∈ U and x,y are regular semisimple. Let H be the Zariski closure of the group generated by x and y. Let h i be the Lie algebra of π i (H), which is a Lie subalgebra of g i . As h i is invariant under Ad(π i (x)) and Ad(π i (y)), it must be invariant Ad(G i ), by the assumption that (x, y) / ∈ X i . Therefore h i is an ideal of g i . As g i is a simple Lie algebra, either h i = {0} or h i = g i . In the former case, this means that π i (H) is finite. However, by assumption (π i (x), π i (y)) / ∈ V (G i ), this means that the group generated by π i (x) and π i (y) is infinite. So π i (H) is not finite, h i = g i and π i (H) = G i .
On the other hand, since (x, y) / ∈ X 0 , the same argument shows that the Lie algebra of H itself is an ideal in g. Hence H
• is a normal subgroup of G, hence is the product of the simple factors of G contained in it. The fact that
Proof of Proposition 4.14: this is immediate by the combination of Proposition 4.17 and Lemma 4.16.
Local estimates on Chevalley groups
5.1. Notation. Recall our notation. The group G is an absolutely simple algebraic group of adjoint type defined over Q, viewed via the adjoint representation as an algebraic subgroup of GL(g), where g is the Lie algebra of G. We let L be a number field over which G splits. The set F = {a, b} consists of two semisimple regular elements of G(Q) which generate a Zariski-dense subgroup of G.
Let T be the unique maximal torus of G containing a. Let Φ = Φ(G, T ) be the set of roots of G with respect to T. Let r be the absolute rank of G. Let us also choose a Borel subgroup B of G containing T, thus defining the set of positive roots Φ + and a base Π for Φ. For α ∈ Φ, let g α be the root subspace corresponding to α and t = g 0 be the Lie algebra of T, so that we have the direct sum decomposition
.., α r ) be an enumeration of the base associated to the choice of B. The chosen enumeration of the elements of the base induces a total order on the set of roots, namely two roots α = n i α i and β = m i α i satisfy α ≥ β iff (n 1 , ..., n r ) ≥ (m 1 , ..., m r ) for the canonical lexicographical order on r-tuples. We may label the roots in decreasing order, so that α (1) For every α ∈ Φ + ∪ {0}, let u α be the subspace of g generated by the g β 's for all roots β > α.
Lemma 5.1. For each α ∈ Φ + , u α is an ideal in b = t ⊕ α∈Φ + g α . Moreover the sequence of u α 's for α ∈ Φ + is a decreasing (with α) sequence of non-trivial ideals in b starting with u 0 = α∈Φ + g α , each one being of codimension 1 inside the previous one.
Proof. We have u α = β>α g β . Moreover [g γ , g β ] ≤ g γ+β and γ + β > α for any γ ∈ Φ + ∪ {0}, and so clearly [b, u α ] ≤ u α . The second assertion follows from the fact that each g α , α ∈ Φ, has dimension 1.
We also denote by U α the unipotent algebraic subgroup of G whose Lie algebra is u α , and U 0 the maximal unipotent subgroup, whose Lie algebra is u 0 . Also for each α ∈ Φ, we denote by e α : G a → G the morphism of algebraic groups corresponding to X α ∈ g α , i.e. e α (t) = exp(tX α ). Recall that U α = β>α e β (G a ), so any element in U α can be written as a product of e β (t β )'s for β > α.
Recall that since g is a simple Lie algebra, it has a Chevalley basis (canonical up to automorphisms of g) {H α , α ∈ Π} ∪ {X α , α ∈ Φ} with H α ∈ t and X α ∈ g α . Let (ω α ) α∈Π be the basis of t which is dual to Π. Equivalently β(ω α ) = δ αβ . Then {ω α , α ∈ Π} ∪ {X α , α ∈ Φ} is also a basis of g and defines a Z-structure g Z on g with [g Z , g Z ] ⊂ g Z (see [26] ). Hence for any field k, we can define g k = g Z ⊗ Z k. If K is a number field and v a place of K with corresponding embedding σ v : K → K v where K v is the associated completion of K, then we will use the notation g v to mean g Kv .
Since the definition of e(F ) does not depend on the choice of the basis of g used to define the standard norm appearing in the quantities E v (F ), we may as well fix the basis of g to be the basis {ω α , α ∈ Π} ∪ {X α , α ∈ Φ}, which we denote (
Let B(X, Y ) be the Killing form on g. We have B(Y i , Y j ) ∈ Z for all i, j. Let τ : g → g be the linear defined by Y τ i = −Y i for i ∈ I r and and X τ α = −X −α for each α ∈ Φ. Then τ is an automorphism of g which perserves g Z . We set φ(X, Y ) = −B(X τ , Y ). We now describe how to choose the norm · v on g v . First consider the case when v is Archimedean, i.e. Q v = C. We set X, Y v = φ(X, Y ), and thus get a positive definite scalar product on g v and a norm · v on g v . Let Suppose now that v is non Archimedean. We let · v be the norm induced on g v by the basis (
where O v is the ring of integers in Q v . In this situation, the Iwasawa decomposition (see [15] 
Recall (see [26] Paragraph 1, Lemma 6) that for any n ∈ N and any α ∈ Φ,
Archimedean. Then, for any place v and x ∈ Q v , the following holds
for every α ∈ Φ, where d = dim g. Finally we observe that we have:
satisfies |α| v = 1 whenever v is non Archimedean.
To see this first note that it is obvious if α ∈ Π since α(ω β ) = δ αβ . As every α ∈ Φ is a linear combination with integer coefficients of elements from Π, we must have |α| v ≤ 1. To show this opposite inequality, observe that gcd(α(ω β ), β ∈ Π) = 1. Indeed suppose there were a prime number p such that p divides gcd(α(ω β ), β ∈ Π). Then α = pα 0 with α 0 = r i=1 n i α i for some n i ∈ Z and Π = {α 1 , ..., α r }. But since Φ is reduced, α belongs to some base of the root system say α = α 5.2. Some local estimates. We first work locally at each place v. The aim of this subsection is to record two estimates, namely Propositions (5.5) and (5.6) below.
Let now (e i ) 1≤i≤d be an orthonormal basis for g C such that for each 1 ≤ i ≤ d, e i ∈ g α(i) . Note that if b ∈ Ad(B(C)), then the matrix of b is uppertriangular in the basis (e i ) i .
Lemma 5.3. Let V be a complex vector space of dimension n endowed with a hermitian scalar product ·, · . Let (e i ) 1≤i≤n be an orthonormal basis of V and assume that b ∈ SL(V ) has an upper triangular matrix in this basis. Then
Proof. Let λ 1 ≥ ... ≥ λ n ≥ 0 be the eigenvalues of b * b. According to Cartan's KAK decomposition, we have b 2 = λ 1 . We have
On the other hand,
where µ 1 , ..., µ n are the eigenvalues of b. But
where |α| v is the norm of α viewed as linear form on t v .
Proof. First observe that if
We then compute:
On the other hand Y = y i e i for some
Using Cauchy-Schwarz, we get:
But b is upper-triangular in the basis (e i ) i because n α av α n −1 α belongs to the Borel subgroup B(Q v ). We are in a position to apply Lemma 5.3, which yields:
As this is true for all Y ∈ t, we indeed obtain (11) . Now assume v is non Archimedean, then (13) shows that
which is what we wanted.
Proposition 5.5. There are explicitely computable positive constants (C i ) 1≤i≤3 depending only on d = dim g and p = |Φ + | such that for any a ∈ T (Q v ) regular and u ∈ U 0 (Q v ), we have (14) Ad
where
Moreover if v is non Archimedean, then (14) holds with C 3 = 1.
Proof. Recall that we may write u = e α(p) (x p ) · ... · e α(1) (x 1 ), where p = |Φ + | and x i ∈ Q v for each i. We want to apply Lemma 5.4 recursively starting with α = α(p) and going up to α(1). For each α ∈ Φ + let u α = e α(iα−1) (x iα−1 ) · ... · e α(1) (x 1 ) and n α = e α (x α ). For each i ∈ [1, p] we have u α(i+1) au
where we have used (9) . Hence combining the last two lines:
On the other hand Ad(u) v ≤ α∈Φ + Ad(e α (x α )) v and using (9) again we obtain
It remains to estimate the last term in the right hand side. Recursively from (15), we get
Hence we do indeed obtain a bound of the desired form.
The above proposition is useful to bound Ad(u) v when Ad(uau −1 ) v may be large. We now need an estimate (only when v is Archimedean) when this norm is small. Let L i be defined as in the previous statement. Proposition 5.6. Suppose v is Archimedean. Then there are positive constants D i = D i (d, p) for i = 1, 2, 3 such that for any u ∈ U 0 (Q v ) and a ∈ T (Q v ) regular with log Ad(uau
Proof. In this proof, by a constant we mean a positive number that depends only on d and p. Observe that there exists ε 1 > 0 such that
log x as soon as x ≥ 1 and log x ≤ ε 1 . We keep the notations of the proof of the previous proposition. Applying Lemma 5.4, we thus obtain that as soon as
where we set ℓ i = log b i v for each i ∈ [1, p], and ℓ = ℓ p+1 = log Ad(uau −1 ) v . We may choose a smaller ε 1 so that
for each α ∈ Φ + as soon as |x| v ≤ ε 1 as we see from (9) . Hence if
for some constant C. Applying this recursively, we see that, as soon as L is
and
On the other hand the cruder bound obtained in Proposition 5.5 shows that without a condition on ℓ,
and L larger than some constant. Take
Therefore as soon as ℓ ≤ 1 and L larger than some constant say C 4 , we have
if necessary, we obtain the desired result.
Global bounds on arithmetic heights
Recall our notations. G was a Chevalley group of adjoint type and T a maximal torus. We had set the basis (Y 1 , ..., Y d ) as obtained from a Chevalley basis of g = Lie(G), with Y i = X α(i) if i / ∈ I r and Y i ∈ {ω α , α ∈ Π} if i ∈ I r . Also g Z denotes the integer lattice generated by the basis (Y 1 , ..., Y d ) . Recall further that for X, Y ∈ g we had set φ(X, Y ) = −B(X τ , Y ) where B is the Killing form and τ the Chevalley involution. Note that (8) is an orthogonal decomposition for the bilinear form φ.
We will consider the elements A = Ad(a) and B = Ad(b) from F = {a, b} ⊂ G(Q) with a ∈ T as matrices in the basis (Y 1 , ..., Y d ). Then A is diagonal and B = (b ij ) ij ∈ SL d (Q). Consider the regular function on G given by f (g) = g dd in this basis. Observe the following:
− for every t ∈ T , we have f (tgt
The goal of this section is to prove: Proposition 6.1. For every n ∈ N and any α > 0 there is η > 0 and A 1 > 0 such that if F = {a, b} is a subset of G(Q) with a ∈ T (Q) such that e(F ) < η and deg(α i (a)) > A 1 for each positive root α i , then we have for every i ∈ N,
where f is the function defined above.
The proof of this proposition makes use of the local estimates obtained in the previous section as well as Bilu's equidistribution theorem (see below). The proof will occupy the next two subsections. First we collect the local estimates and see what bounds they give us. Then we use Bilu's theorem to show that the remainder terms give only a small contribution to the height. 
where the sum is limited to those v ∈ V ∞ such that |x| v ≥ A. In this paragraph, we prove the following.
Proposition 6.2. There are positive constants A 0 , C 4 , and D 4 such that if ε > 0 and A ≥ A 0 are arbitrary, then for any j ∈ N and any a, b ∈ G(K) two regular semisimple K-rational elements for some number field K with
We set as before F = {a, b}. For each place v let s v > log(E Ad v (F )) be some real number. According to Lemma 4.10, there exists
, and K v stabilizes the norm, we may assume that
Since t commutes with a we get
v . According to Proposition (5.5) we have
Now assume v is Archimedean. According to (5.6) we have constants
In order to prove Proposition 6.2, we will decompose this sum into four parts. Let κ = min i |α i | ∞ . We split the set of places v into four parts: respectively, we obtain the following estimates as soon as A is large enough (log A > log A 0 := 1 + dC 1 + d log C 3 + log |κ|, we also set C 4 = 4dC 2 ) :
On the other hand log
Now note that for v ∈ V f we have |α i | v = 1 according to Lemma 5.2. The product formula applied to δ i gives:
Hence combining (21) with (22), (23) we obtain (17) and this ends the proof of Proposition 6.2.
6.2. Bilu's equidistribution theorem. We are now going to apply Bilu's equidistribution theorem to show that the last term in estimate (17) become very small when both A is large and e(F ) is small.
is a sequence of algebraic numbers (i.e. in Q) such that h(λ n ) → 0 and deg(λ n ) → +∞ as n → +∞. Let O(λ n ) be the Galois orbit of λ n . Then we have the following weak- * convergence of probability measures on C,
where dθ is the normalized Lebesgue measure on the unit circle {z ∈ C, |z| = 1}.
Let us first draw two consequences of this equidistribution statement: ∞ was defined in (16) .
Proof. We have
Consider the function f ε 1 (z) = 1 |z−1|>ε 1 log |1 − z|. It is locally bounded on C. By Theorem 6.3, for every ε 1 > 0, there must exists η 1 > 0 and
On the other hand we verify that 
. Combining these inequalities with (26) and choosing η 1 ≤ α 3
, we get (25).
Lemma 6.5. For every α > 0 there exists η > 0 and
Proof. The previous lemma shows that the convergence (24) not only holds for compactly supported functions on C, but also for functions with logarithmic singularities at 1. In particular it holds for the function f (z) = log |1−z|, which is exactly what we need, since we check easily that 1 0
f (e 2πiθ )dθ = 0.
As a consequence we obtain: Lemma 6.6. For every α > 0 there exists η 0 > 0 and A 1 > 0 such that for any λ ∈ Q, if h(λ) ≤ η 0 and d = deg(λ) > A 1 , then
Proof. We apply the product formula to δ = 1 − λ, which takes the form
v∈V∞ n v · log |δ| v , which is bounded by α according to Lemma 6.5. We are done.
The outcome of all this is that each of the terms h f (δ (17) becomes small as soon as e(F ) (hence h(α i (a))) becomes small and A becomes large.
6.3. Proof of Proposition 6.1. Let n ∈ N and α > 0 be arbitrary. Let j ∈ [1, n] an integer and F = {a, b} ⊂ G(Q) with a ∈ T (Q). Then for any ε > 0 and A > 0 large enough we obtained the upper bound (17) above. On the other hand we had h(α i (a)) ≤ d 3/2 · e(F ) for each positive root α i and δ i = 1 − α i (a). Let ε 1 , A 1 and η 0 be the quantities obtained in the previous paragraph in Lemmas 6.4 and 6.6. Choose A so that A −1 < ε 1 and A ≥ A 0 and consider (17) . Assume that for each i ∈ {1, ..., p} deg(α i (a)) > A 1 . Then Lemmas 6.4 and 6.6 will hold with λ = α i (a) as soon as e(F )
Then choose η > 0 so that 4 log A ε η < α and η < η 0 /d 3/2 . From (17), we then obtain that if e(F ) < η and
Since α was arbitrary we obtain the desired bound.
7. Proof of the statements of Section 3 7.1. Proof of Theorem 3.1. The proof Theorem 3.1 will rely Zhang's theorem on small points of algebraic tori. Let G m be the multiplicative group and n ∈ N. On the Q-points of the torus G n m we define a notion of height in the following natural way. If x = (x 1 , ..., x n ) ∈ G n m then h(x) := h(x 1 )+...+h(x n ) where h(x i ) is the standard height we have been using so far.
Theorem 7.1. (Zhang [32] ) Let V be a proper closed algebraic subvariety of G n m defined over Q. Then there is ε > 0 such that the Zariski closure V ε of the set {x ∈ V , h(x) < ε} consists of a finite union of torsion coset tori, i.e. subsets of the forms ζH, where ζ = (ζ 1 , ..., ζ n ) is a torsion point and H is a subtorus of G n m .
We will need the following lemma, where G is a semisimple algebraic group over an algebraically closed field, T a maximal torus together with a choice of simple roots Π, and f is the regular function defined at the beginning of the last section: Lemma 7.2. For every k ∈ N, the regular functions f 1 , ..., f k defined on G by f i (g) = f (g i ) are multiplicatively independent. Namely, if for each i, n i and m i are non-negative integers and the f i 's satisfy an equation of the form f
Proof. To prove this lemma it is enough to show that for each i one can find a group element g ∈ G such that f i (g) = 0 while all other f j (g)'s are non zero. Let H be the copy of P GL 2 corresponding to the roots α = α(d) and −α = α(1) with Lie algebra h generated by X α , X −α and H α . Clearly it is enough to prove the lemma for the restriction of f to H. Therefore without loss of generality we may assume that G = P GL 2 , hence f (g) = a
∈ P GL 2 and
. Hence f i (g λ ) = 0 if and only if 2λ 2i = 1. These conditions are mutually exclusive for distinct values of i. So we are done.
We can now conclude the proof of Theorem 3.1. According to the reductions made in Section 4 we may assume that F ⊂ G(Q) where G is a connected absolutely almost simple algebraic group G of adjoint type (viewed as embedded in GL(g) via the adjoint representation), and that the group F is Zariski dense in G. Let T be a maximal torus in G and Φ be the corresponding set of roots with set of simple roots Π and let α(d) be the heighest root. The function f ∈ Q[G] was defined at the beginning of Section 6 by f (g) = g dd where {g ij } 1≤i,j≤d is the matrix of Ad(g) in the Chevalley
m . Let V be its Zariski closure. According to the above theorem of Zhang, there is µ > 0 such that the Zariski closure V µ of {x = (x 1 , ..., x d+1 ) ∈ V such that h(x) < µ} is a finite union of torsion coset tori. On the other hand, Lemma 7.2 and the Zariski connectedness of G shows that V cannot be equal to a finite union of torsion coset tori. Hence V µ is a proper Zariski closed subset of V . Let Z µ = Ω c ∪ f −1 {V µ }. Then Z µ is a proper Zariski-closed subset of G. Note that since f is invariant under conjugation by T, Z µ also is invariant under conjugation by T. Let Z µ the Zariski closure of the set {(gag −1 , gbg −1 ) ∈ G 2 with g ∈ G, a ∈ T and b ∈ Z, or a ∈ Z and b ∈ T } in G × G. Take n = d + 1 and α = µ/n in Proposition 6.1, which gives us an A 1 > 0 and an η > 0. According to Proposition 4.14 there is a number c = c(G, Z µ , A 1 ) > 0 such that F c contains two elements a and b which are A 1 -regular semisimple elements, generate a Zariski-dense subgroup of G and satisfy (a, b) / ∈ Z µ . Now let ε = η/c and assume that e(F ) < ε. Then e({a, b}) < η. For some g ∈ G(Q), gag −1 ∈ T , and since h is invariant under conjugation by elements from G(Q), we have e({gag −1 , gbg −1 }) < η. We can now apply Proposition 6.1 to see that we must have h(f(gbg −1 )) < µ, therefore gbg −1 ∈ Z µ and hence (gag −1 , gbg −1 ) ∈ Z µ . which gives the desired contradiction. Hence e(F ) > ε and we are done.
7.2. Proof of Proposition 3.3. Using the main Theorem 3.1 we see by Proposition 7.4 below that it is enough to prove a weaker form of Proposition 3.3, were we ask for the same estimate together with an additive constant C, i.e. h(gF g −1 ) ≤ C · h(F ) + C. The proof of this weaker form is independent of the main theorem. It requires however the use of the easier of the two local estimates proved in Section 5, i.e. Proposition 5.5. Proposition 7.3. Let G = GL n (C) and B a Borel subgroup of G. For every integers k, N ≥ 2, let V be the set of k-tuples (a 1 , ..., a k ) ∈ G k which leave invariant some finite subset of cardinality at most N in the flag variety G/B. Then V is a closed algebraic subvariety of G k .
Proof. We write the proof for k = 2. Consider the map Φ :
For every two permutations σ and τ of {1, ..., N} let ∆ σ,τ be set of 3N-tuples ((
3N such that a i = x σi and b i = x τ i for each i. It is a closed subvariety of (G/B) 3N . Let ∆ be the union of all ∆ σ,τ . Then V = π 1 (Φ −1 (∆)), where π 1 is the projection on G 2 , is a closed subvariety of G 2 since G/B is complete.
Proposition 7.4. Let G = GL n (C). For every integer k, let V be the set of k-tuples (a 1 , ..., a k ) ∈ G k which generate a virtually solvable subgroup. Then V is a closed algebraic subvariety of G k .
Proof. Note that for every integer N ∈ N if a k-tuple (a 1 , ..., a k ) ∈ G k leaves invariant a subset of size at most N on the flag variety G/B, then (a 1 , ..., a k ) generates a virtually solvable group. So by Proposition 7.3, it suffices to show that conversely there exists a fixed N = N(n) such that if (a 1 , ..., a k ) generates a virtually solvable group, then (a 1 , ..., a k ) leaves invariant a subset of size at most N on the flag variety G/B. To this end let G be the Zariski closure of the group generated by (a 1 , ..., a k ). Observe that, by induction on n, we may assume that G acts irreducibly on C n . Since the connected component G 0 is solvable, Borel's fixed point theorem implies that it fixes a point on G/B. Let U be the unipotent radical of G 0 . If U is non trivial it must fix pointwise a non trivial subspace of C n . As G normalizes U, G also must fix that subspace, which contradicts the assumption of irreducibility. Hence U is trivial and G 0 is a torus. Therefore G is contained in the normalizer N(G 0 ) and N(G 0 )/Z(G 0 ) embeds in the Weyl group of G hence has size at most n!. We may thus assume that G centralizes G 0 . As we may again assume that G acts irreducibly, this forces G 0 to be trivial. Hence we are left with the case when G is finite and we invoke Jordan's theorem to conclude.
We now prove the weaker form of Proposition 3.3.
Reduction to the adjoint representation.
Let g the Lie algebra of G and (Y 1 , ..., Y d ) be the basis of g Z defined in Paragraph 5.1 from a Chevalley basis of g. Given a local field k, let us call "nice norm" || · || nice,k on g k the norm defined in Paragraph 5.1, that is the Euclidean norm associated to the Killing form on g when k is archimedean and the sup norm associated to the basis (Y 1 , ..., Y d ) when k is ultrametric. This allows to define the "nice height" h nice (F ) by the usual formula (3) where we use the just defined nice norm at each place.
Claim : In proving Proposition 3.3 we may assume that G ⊆ SL(g) is absolutely almost simple and acts irreducibly on g Q via its adjoint representation and that h = h nice .
Thus we assume that G is a simple algebraic subgroup of SL d (Q). First note that according to Remark 2.11, we may change the basis of Q d , since the heights will be modified only by a bounded additive error. We choose a new basis as follows. Since G is semisimple, there is a basis say (v 1 , ..., v d ) of Q d defining a new Q-structure for which G is defined over Q and Q-split, hence a Chevalley group, and given a maximal Q-split torus T , there exists an integer lattice Λ made of weight vectors which is invariant under G(Z) (see Steinberg [26] Section 2 Theorem 2). Up to changing the basis again, we may thus assume that G is defined over Q and Q-split in SL d and we
Lemma 7.5. There are constants C 0 > 0 and L ∈ N such that for every finite set
Proof. Given an ultrametric local field k let ||·|| k be the standard norm on k 
, we see by the Cartan decomposition, that we may assume g ∈ T. But g Z has a basis made of weight vectors of T, hence for t ∈ T, |||Ad(t)||| g,k = max α∈Φ |α(t)| k ≥ max α∈Π |ω α (t)| k where the ω α are the fundamental weights. On the other hand if χ is the heighest weight of the representation ρ, and L the heighest coefficient in the expression of χ as a sum of fundamental weights, then
So we get what we claimed. On the other hand Lemma 4.9 
. Taking logarithms and summing over all places, we obtain the desired inequality on heights.
Suppose now that we knew Proposition 3.3 in the special case of the adjoint repesentation. Thus by assumption there exists g ∈ G(Q) such that
where e Ad is the quantity defined in Paragraph 4.3 and C > 0 is independent of F . But Lemma 7.5 yields h(ρ(gF g −1 )) ≤ L·h nice (Ad(gF g −1 ))+C 0 , and according to Corollary 4.13
End of the proof of Proposition 3.3.
It follows from the Claim that we may assume that F is Zariski dense in G and G is absolutely almost simple of adjoint type and sits in SL d (g), where it acts by the adjoint representation on its Lie algebra g. Let T be a maximal torus in G and pick a corresponding basis of g Z made of weight vectors say (Y 1 , ..., Y d ) as in Section 5. After possibly conjugating F by an element from G(Q) may also assume that a ∈ T .
We can assume that a and b are regular semisimple elements in G, as this condition is Zariski-open. We make the additional assumption that b is generic with respect to T , namely that for any indices i, j the matrix coefficient B ij of Ad(b) in the basis (Y 1 , ..., Y d ) is non zero. The set of such pairs (a, b) is clearly Zariski open and non-empty for dimension reasons and because the adjoint representation is irreducible. Nevertheless the result of the proposition holds when a and b are only assumed to be regular semisimple and not contained in a common proper parabolic subgroup of G (this is a larger Zariski-open subset of G × G). This however requires an argument involving the combinatorics of the root system in a key way, which is a little more subtle than the one we are about to give. We will not need this stronger fact.
Let S ⊂ [1, d] be the set of indices corresponding to the simple roots. So |S| = rk(G). Let I r ⊂ [1, d] be the set of indices corresponding to the Y i 's that belong to t = Lie(T ). For each j ∈ S, let's choose some i j ∈ I r such that B i j j B ji j = 0. Then one can choose a unique point t ∈ T (Q) such that α j (t) 2 = B i j j B ji j for each j ∈ S. As we may we change {a, b} into {a, tbt −1 }.
Then B i j j = B ji j for every j ∈ S. Moreover we know from (18) ≤ C ′ ∞ + (1 + dC 1 + dpC 2 )e(F ) (28) where C ′ ∞ is another positive constant, δ k = 1 − α(k)(a) for k ∈ S, κ = min k∈S |α(k)| ∞ as above, and where we have used h(δ −1 k ) = h(δ k ) ≤ h(α(k)(a))+ log 2 ≤ e(F ) + log 2. Hence for j ∈ S and i = i j , (29) h(B ij ) ≤ C ′ ∞ + (1 + dC 1 + dpC 2 )e(F ) On the other hand, since i ∈ I r α(i) = 1 and (27) Taking the weighted sum over all places, we get
which, as h(B −1 ij ) = h(B ij ) gives from (28) and (29) (30) h(α(j)(t v ) v ), h(α(j) −1 (t v ) v ) ≤ 2C ′ ∞ + 2(1 + dC 1 + dpC 2 )e(F ) Now let α be an arbitrary root, i.e. α = j∈S α(j) n j for some integers n j ∈ Z. Since there are only finitely many possibilities for the n j 's given G, there is a bound, say N, for the possible sums |n j |. Hence (30) gives h(α(t v ) v ) ≤ 2NC ′ ∞ + 2N(1 + dC 1 + dpC 2 )e(F ) for every root α. Finally, if i and j are arbitrary indices this time, we get from (27) and (28) On the other hand, we clearly have
where (λ i (f )) i=1,...,d are the eigenvalues of f . However, it follows from Paragraph 4.4 and in particular Theorem 4.14 that F k(d) always contains two elements a and b which generate a non-virtually solvable subgroup, for some constant k = k(d) independent of F . Applying the above for F 0 = {a, b} ⊂ F k(d) instead of F, we obtain
We can finally apply Theorem 3.1, which guarantees that h(F 0 ) > ε(d), hence for some eigenvalue λ of a matrix in F
2 | log c|/ε + 1 for instance.
Proof of Corollary 3.5. We first assume that the group Γ generated by F is not virtually solvable. Let {0} ≤ V 1 ≤ ... ≤ V k = C d be a composition series for Γ. For some index i 0 , the composition factor W = V i 0 /V i 0 +1 is irreducible and the image of Γ is GL(W ) is not virtually solvable. Therefore we may assume that Γ ≤ GL(W ) and acts absolutely irreducibly on W with dim W ≥ 2. According to Burnside's theorem the C-subalgebra generated by the elements of Γ is the full algebra End C (W ). Since D = dim End C (W ) = (dim W ) 2 (start with w 1 = Id, then multiply by the elements of F one after the other).
Since {x → tr(zx)} z∈End C (W ) account for all linear forms on End C (W ), the linear forms x → tr(w i x) must be linearly independent, and the matrix {tr(w i w j )} 1≤i,j≤D is invertible. Let L be the field generated by tr(w i w j ) and tr(f w i w j ) for f ∈ F and all i, j. We claim that Γ ≤ L[w 1 , ..., w D ]. Indeed for each i, and each f ∈ F, write f w i = a ij w j for some a ij ∈ C. Then as {tr(w i w j )} 1≤i,j≤D is invertible, the a ij must belong to L. consists only of torsion elements, the field L, which belongs to the field generated by the tr(γ) for γ ∈ F 2d 2 +1 , lies Q. We are thus reduced to the case when Γ lies in GL D (Q) and by Corollary 3.6 we are done. Now assume F generates a virtually solvable group. It is well known (see [31] ) that there is an integer n 0 = n 0 (d) ∈ N such that any virtually solvable subgroup of SL d (C) contains a subgroup of index at most n 0 which can be conjugated inside the upper-triangular matrices. Applying Lemma 4.6, we may assume without loss of generality that F is made of upper-triangular matrices. Then for every a, b ∈ F , the commutator [a, b] is a unipotent matrix in SL d (C), hence is either trivial or of infinite order. If one of them has infinite order, we are done. Otherwise this means that the matrices in F commute. But an abelian group generated by torsion elements is finite. We are done.
The argument above works verbatim without the need to take inverses until the point when F is assumed to consist of upper-triangular matrices. Note that if the elements of F are torsion, then their eigenvalues are roots of unity, hence the group generated by F is virtually nilpotent. This completes the proof of the corollary.
Proof of Corollary 1.4 from the Introduction. If tr(γ) is transcendental for some γ ∈ F 2d 2 +1 , then γ has a transcendental eigenvalue λ and the second alternative holds. If tr(γ) is algebraic for all γ ∈ F 2d 2 +1 , then the argument given in the proof of Corollary 3.5 shows that Γ has a representation in GL d 2 (Q) with non virtually solvable image. So we are reduced to this situation and the claim is obvious by Corollary 3.6.
Proof of Corollary 1.5 from the Introduction. If F fixes a point in the BruhatTits building X k of SL d over a p-adic field k, then F fixes a vertex of X k (it fixes the vertices of the smallest simplex containing the fixed point). But vertices of X k are permuted transitively by the action of GL d (k). If follows that E k (F ) = 1. Hence if F fixes a point on each X k for k non archimedean, then e f (F ) = 0. Hence e ∞ (F ) > ε. So there must exist an embedding σ of K in C such that log E C (σ(F )) > ε. Then by Lemma 4.8, every point of X C must be moved by at least ε by some element of F . Q.E.D.
