Several studies have documented a negative relationship between democracy and volatility. The latter is usually measured at high frequency -as the standard deviation of annual GDP growth rates. On the other hand, growth researchers have recently focused on the medium term and documented frequent shifts in the trend-growth process within countries. In this paper we aim to connect these two strands of the literature: we ask whether trend-volatility is also lower in more democratic countries. We find evidence of a common pattern in less democratic countries -there appear to be frequent medium term reversals of growth, i.e. episodes when a period of exceptionally high growth is followed by a period of exceptionally low or even negative growth, and vice versa. When compared with factors commonly associated with volatility such as measures of quality of institutions, macroeconomic policies and financial development, we find that democracy is the most robust predictor of a country's propensity for growth reversals. Motivated by this evidence we construct a model in which non-democracies have high barriers of entry for new firms. This leads to less sectoral diversification: fewer sectors are operated but more resources are channeled to each. In an uncertain environment this leads to infrequent but large growth accelerations when one of the few sectors operated is successful. However, these accelerations are followed by large declines when fortunes change in favor of the missing sectors. We present empirical evidence that confirms the positive relationship between democracy and industrial diversification.
Introduction
Economists have always been interested in the relationship between long run economic outcomes and democracy. The evidence of the direct impact of democracy on growth is mixed (Persson and Tabellini 2006) but there exists strong evidence that democratic countries are less volatile (Rodrik 1999a growth coupled with periods of fast growth implies that there must also be offsetting periods of stagnation or even negative growth. While this research is not directly motivated by the standard growth-volatility questions it suggests that much of the volatility of the growth process, especially for developing countries, comes from medium-term changes in the trend rather than from high frequency shocks, i.e. there is a lot of "trend volatility."
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In this paper we ask whether trend-volatility is lower in more democratic countries. That is, unlike the existing literature on volatility and democracy, we do not measure volatility as the standard deviation of annual growth rates, which confounds business cycle fluctuations, crises and changes in the trend. Instead, we identify and study patterns in changes to the trend (growth accelerations and slowdowns) and ask whether these patterns depend on the level of democracy. 2 We start by identifying and documenting structural breaks in the growth process using two alternative statistical approaches.
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Next we analyze the patterns in trend-growth changes. 1 Aguiar and Gopinath (2007) argue that accounting for trend volatility significantly improves the fit of international real business cycle models in emerging economies.
In particular we estimate: (i) how the magnitude of trend-growth changes varies with the degree of democracy of the country, and (ii) whether democracy affect the likelihood of experiencing really large trend-growth swings.
We find evidence of frequent medium term reversals of growth, that is periods of exceptionally high growth are, on average, followed by periods of exceptionally low growth, and vice versa. This is a different phenomenon from regression to the mean whereby very high growth is followed by slower growth and very low growth is followed by faster growth as the process converges to some long run equilibrium growth rate. What we observe is that growth rates are not monotone, i.e. they cycle between high and low (or even negative) values. We also find that the propensity to experience large swings of trend growth is not uniform across countries -less democratic countries are more susceptible to it. When compared with factors commonly associated with volatility such as measures of quality of institutions, macroeconomic policies and financial development as well as income level, we find that democracy is the most robust predictor of a country's propensity for growth reversals. Finally, we test whether our results can be explained by the fact that countries which rely heavily on natural resources tend to be less democratic and also exposed to large shocks (in the form of large swings of world prices of the resources they export). While shocks to prices of natural resources appear to contribute to the propensity for growth reversals they do not account for the effect of democracy.
Motivated by these findings we present a model of democracy and diversification with risky technologies. We show that non-democracies, with higher barriers to entry of new firms, suffer from greater sectoral concentration and experience (infrequent but large) upand-down cycles, i.e. episodes where a period of very fast growth is followed by a decline or a slowdown. This is the only model that we are aware of that explains non-democracies' high propensity for both growth disasters and spectacular growth accelerations. Besides explaining our main findings, the model also predicts that non-democracies will be less diversified and that barriers to entry of new firms will be, at least partly, responsible for the medium term growth reversals we document. We provide evidence consistent with both of (see Ben-David et al. 2003) . Because this is an asymptotic test and the time series dimension of our data is not very large (around 40 observations) we confirm our findings with a more robust Bayesian approach, following Wang and Zivot (2000) . these predictions.
The paper is organized as follows. Section 2 briefly reviews the literature related to our work. The data, structural break detection, and our main empirical findings are described in Section 3. Section 4 presents the theoretical model. The main tests of the theory are displayed in Section 5. Finally, Section 6 concludes.
Related Literature
Our paper relates to several branches of the literature. First, it contributes to the relatively unexplored study of the within country variation in growth. One of the first papers to formally consider this variation is Easterly et al. (1993) . They show that growth rates are not highly correlated across decades, indicating that growth is not very persistent, unlike many growth "fundamentals" (institutions, policies, education, etc.). Pritchett (2000 Pritchett ( , 2006 observes that, in most developing countries, a single time trend does not accurately characterize the evolution of GDP per capita. to include both accelerations and decelerations in growth experiences. They identify growth transitions using the Bai-Perron test, an approach we follow in this paper, and decompose them into transitions of physical capital accumulation and total factor productivity growth. 5 Second, we contribute to the literature on democracy and volatility. Several papers have documented that non-democracies experience more growth volatility (Rodrik 1999a , Quinn and Woolley 2001 , and Mobarak 2005 . Most papers in this literature measure volatility as the standard deviation of annual growth in GDP per capita, which does not allow one 4 The impact of democracy and different macro policies on the probability of switching between regimes of fast growth and stagnation is studied in Jerzmanowski (2006b) . Among other findings, this paper reports that democracy has a moderating effect on the growth process; it lowers the propensity for crises but also limits the frequency of episodes of very rapid growth. This result is consistent with the one presented in this paper, namely that less democratic countries are more prone to growth cycles -periods of rapid growth followed by an equally dramatic collapse. 5 Easterly (2006) also uses the Bai-Perron test to identify episodes of permanent growth take-off, i.e. growth permanently transiting from zero to a positive value, which he interprets as evidence of emergence from a poverty trap. He finds very few such episodes. This is consistent with our findings that growth accelerations, especially in non-democratic countries, are ultimately reversed. See also Berg et al. (2008) .
to distinguish between medium term trend changes and high frequency fluctuations.
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Given the new evidence showing that trend-breaks are frequent, we investigate the relationship between democracy and this aspect of volatility. A related approach is taken by Rodrik (1999b) who shows that the growth slowdowns of 1970's were larger in non-democracies. However, he allows for only one (and usually negative) trend-break per country and so does not study growth accelerations which we find are common and large among non-democracies. Third, the relationship between barriers to entry and aggregate economic outcomes has been studied theoretically by Prescott (1994, 1999 ), Krusell and Rios-Rull We use this finding, which finds a theoretical explanation in Acemoglu (2008) , as the starting point of our model of industrial concentration and democracy, which we use to explain growth reversals.
The model we propose also relates to the literature on diversification and growth. Our setup closely follows Acemoglu and Zilibotti (1997) but it introduces different political regimes. 8 Koren and Tenreyro (2007a) study possible explanations of the stylized fact that less developed countries are more volatile than developed ones. One of their conclusions is that as countries develop their productive structure moves from more to less volatile. This occurs also in our model since, as countries accumulate more capital, wages and saving go up and they can afford opening a larger number of risky sectors and hence their economy becomes more stable. Imbs and Wacziarg (2003) present empirical evidence showing that sectoral concentration follows a U-shaped pattern-i.e. as countries develop they first diversify their economy, but later on they specialize again. In our model the level of democracy (via the resulting level of barriers to entry) determines diversification. We provide empirical support for this prediction.
Finally, we are related to the surprisingly limited literature that formally models periods of negative growth. Acemoglu and Zilibotti (1997) generate negative growth in a context similar to ours, although there industrial concentration is not due to the presence of barriers to entry but to the lack of capital to invest in a large number of sectors that undermines the ability of entrepreneurs to diversify risk. Other papers that model negative growth are McDermott (2007), Artige et al. (2004) , and Tornell (1997).
Empirical Analysis

Detection of Structural Breaks
Consider the following simple model
where y t represents the logarithm of real output per worker relative to the United States, which is taken to be the technological leader. The variable t indexes time, and it is multiplied by the constant trend growth g s . Finally, ε t is a white noise error term.
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That is, between two break dates t s−1 and t s output per worker grows at a constant rate g s relative to the technological frontier -which we assume is given by the U.S. Each time a break occurs there is a change in one or both of the parameters -the trend-growth rate and the intercept. We focus our attention of the former.
One could also use the absolute level of output per worker. However, in an interdependent world growth of any individual country depends importantly on knowledge spillovers from other countries, mainly the technology leaders (Howitt 2000, Klenow and Rodriguez-Clare 2005). Growth of individual countries is thus a function of the rate of expansion of the technology frontier as well as the domestic policies and institutions, which create or limit incentives for adoption of frontier technology. We are interested in changes in growth that stem from changes in the country-specific component of the growth process and for this reason we choose to study growth of output relative to the technology frontier. For instance, we do not aim to capture growth shifts common to all countries such as those following the oil shocks of the 1970s. Instead, our focus is on breaks that drive individual countries closer or further away from the world technological frontier.
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The structural break test developed by Bai and Perron (1998) allows us to identify the break points -t s 's, as well as the within-regime parameters of the growth process -α s 's and g s 's.
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In order to distinguish the medium term changes in growth from standard business cycles, we impose a minimum period of ten years between breaks, although the results are not sensitive to the exact choice of minimum distance between breaks.
We use data on real output per worker from the Penn World Table (Heston et al. 2006) for the period 1950-2000. We find a total of 208 breaks which corresponds to 1.8 breaks per country. Of these breaks, 49% represent increases in the growth rate. Figure 3 .1 shows the case of Argentina. The Bai-Perron methodology finds two structural breaks. The first break occurs around 1980 and it corresponds to a large decline in Argentina's growth rate -which moves from positive (catching up to the U.S.) to negative (falling behind it).
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The second break occurs around 1990 and this time growth becomes less negative without changing sign.
The graph also shows the confidence intervals of these estimated breaks.
One concern about the Bai-Perron test of structural breaks is that it relies on asymptotic properties. Since we use relatively short time series throughout the analysis, one may be concerned about inference based on asymptotic results. To check the robustness of our break detection results we employ a Bayesian approach based on Wang and Zivot (2000) to estimate these breaks and compare our results with the ones obtained using the Bai-Perron method. Our comparison focuses on the years at which breaks occur with each method. The average difference (in absolute value) between the two estimates is 0.33 years and its standard 10 Using absolute income does not change the qualitative results of the paper. From now on we refer to "relative growth" simply as "growth" keeping in mind that all statements are relative to the U.S. Essentially, all this means is that to convert the numbers to absolute growth one should add 2%, which is roughly the average growth rate of the U.S. in the last hundred years.
11 The Bai-Perron test for structural breaks is implemented by an algorithm that searches all possible sets of breaks and calculates a goodness-of-fit measure for each combination. According to this measure, there exists an optimal number of structural breaks in a given time series. This number is found when, by adding a new break, the improvement in fit is not larger than the improvement caused by an arbitrarily small change in the error term. The dynamic programming algorithm that finds these breaks is an efficient way to compare possible combinations of dates and achieve a minimum global sum of squared residuals. There are several criteria one can use to pick the number of breaks; we use the Bayesian Information Criterion. deviation is 3.23. In 67% of the cases the break dates are identical and the difference is no larger than 5 years 92% of the times.
We conclude from this exercise that the sample size does not significantly affect our results when we use the Bai-Perron technique to estimate break dates and so in what follows we use these dates. We also note that this finding, along with recent Monte Carlo results by Jones and Olken (2008) , can be taken as reassurance that, despite possible problems, the Bai-Perron methodology does quite well when applied to cross-country growth data.
Another concern with measuring growth changes (or with cross-country growth empirics in general) is measurement error in national output series. This is particularly important for measuring volatility at high frequencies.
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Our measure of volatility is a medium term one: for an episode to be detected as, say, a period of faster growth it takes more than one unusually high data point. But of course if the measurement error is large enough and, especially, if it is persistent our procedure could be biased. One may also worry about our main results if measurement error is somehow larger and more persistent in less democratic countries. This is possible, however we note that one could make a similar argument for poor countries and we do not find that poor countries tend to experience more growth reversals.
We do however acknowledge that measurement error is a potential source of bias for the literature studying within-country growth variation, including our paper, and a systematic study of the robustness of various approaches for detecting growth breaks to measurement error is needed. In the remainder of this section we investigate quantitatively how common is the phenomenon of "volatility of trend" seen in Figure 3 and whether it is more ubiquitous among non-democracies as is the case with the usual measure of volatility -the standard deviation of annual growth rates. Our first approach is to estimate the following regression
Growth Reversals and Democracy
where g is represents the growth rate in regime s for country i estimated from (1) . We are interested in the coefficient β 1 , i.e. the existence and direction of a relationship between prebreak and post-break growth rates. The basic idea of this approach is as follows. Depending on the value of the β 1 parameter we can have three interesting cases. First, ifβ 1 = 0 then, on average, the growth rate before a break does not help predicting the growth rate after it; there is no memory across breaks. Ifβ 1 ∈ (0, 1) then there is monotonic convergence in growth rates. This is a reversion-to-the-mean dynamics, i.e. exceptionally fast growers before the break still grow fast after the break, just slightly less so; in the long run there is convergence to the steady state. Figure 4 (a) illustrates the dynamics of this system for the case where initial growth is above the long run equilibrium value. When interpreting the figure recall that "periods" here are not calendar years but break dates. Thus growth may remain constant for a long period of time but when a break occurs the adjustment is as illustrated in the figure, i.e. forβ 1 ∈ (0, 1) we have a monotonic evolution of growth rates over time. Finally, ifβ 1 ∈ (−1, 0) the dynamic system is illustrated in Figure 4 (b) . Here there is also convergence to the long run steady state.
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In this case, however, growth is not monotonic -it exhibits cycles. Periods of high growth are followed by periods of low or even negative growth and vice versa, as in the examples of Figure 3 . Again since t is not calendar time but the time of a break, growth may remain constant and, say, above the long run equilibrium value for a long time but when a growth transition occurs it is to a rate below the long run equilibrium. If the equilibrium growth rate is zero, as in Figure 4 (b), then much of the cycling would be from positive growth to negative growth, with higher positive growth rates followed by more severe collapses; the economy would go from growth miracle to growth disaster. We refer to the case ofβ 1 ∈ (−1, 0) as growth "reversals" or "cycles".
Our hypothesis is that the magnitude of the swings in trend-growth depends on the level of democracy. In terms of the above model, this means that the least democratic countries would have a large and negative β 1 while high-democracy countries would have β 1 ≥ 0. To test this we allow β 1 to depend on the level of democracy and income (to avoid attributing to democracy the effect of income as the two are highly correlated). We thus estimate
where y is+1 is the average of (log of) real per worker output, relative to the U.S. over the 5 year period prior to the break "into" growth regime s + 1. We take these averages to smooth out any abnormal change in GDP in the year of the break. D is+1 is the log of our measure of democracy. This variable, obtained from the Polity IV database from Marshall and Jaggers (2002), records several regime characteristics for every independent state above half million total population. The measure we use in the analysis is polity2 which is an average of the autocracy and the democracy score. It ranges from -10 to 10 (-10 = high autocracy; 10 = high democracy) and it includes specific indexes meant to capture constraints on the executive, the degree of political competition, effectiveness of legislature, etc. Here too, we take the average over five years prior to the break. Finally, ε is+1 is a white noise error term.
We use several methods to estimate equation (3). We start with a simple fixed-effects and pooled OLS estimation. The results are reported in the first two columns of Table 1 .
However, since our regressions include a lagged dependent variable, the fixed-effects estimation of (3) is inconsistent. To address this the last two columns use the GMM estimator, one-equation and system, respectively.
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The coefficient on growth before the break is negative and significant (with the exception of pooled OLS) indicating the tendency for growth reversals to occur at the time of structural breaks. Additionally, the interaction of growth before the break and democracy is positive and significant, supporting our hypothesis that in more democratic countries the phenomenon of reversals is less pronounced. On the other hand the interaction with income is insignificant suggesting that it is in fact democracy, not income, what mitigates medium term cycles.
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Finally, note that the Hansen test in the last two columns indicate that one cannot reject the hypothesis that the instruments used are valid.
The magnitude of the estimated effect of democracy is large. At the highest level of democracy (western democracies) the total coefficient on pre-break growth is -.18 compared with, for example, -.65 at the level of democracy in 1980 in Argentina, a country that was ruled by a military dictatorship in that year. This is a large difference in the slope of the line in Figure 4 (b) implying much more trend volatility for Argentina than for western democracies. Because the observations used in the above regression are estimates from the first stage (Bai-Perron estimation) one may worry about the magnitude of the standard errors in the second stage regression. In order to account for this we bootstrap the standard errors by sampling (with replacement) from our original sample of countries and re-estimating each equation 10,000 times. We then use the standard deviation of the resulting estimates as the standard errors. The results are displayed in Table 2 . With the exception of the interaction term in the FE estimation all parameters retain significance at conventional levels.
We conclude from this exercise that there is strong evidence in favor of our hypothesis (3) with bootstrapped standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01 that less democratic countries experience significant growth reversals. This new finding is not driven by the methodology used or by the fact that we use estimates from our first stage in our dynamic regression.
The above approach relied on estimating the magnitude of growth swings and its relation to democracy. Alternatively we can classify some episodes as reversals (large swings in trend growth) and estimate the probability that they occur as a function of democracy.
The definition we adopt is that a break is a reversal if growth goes from above (below) the country's average growth during the sample period to below (above) average. As an alternative we also define a reversal as a break when growth changes sign (i.e. goes from positive to negative or the reverse). Having classified each break we use a probit regression to estimate the probability that a country undergoes a growth reversal as a function of its democracy score and income level. The probit results are shown in Table 3 is a pooled probit with year effects. As is well known, fixed effects estimation in a probit leads to inconsistent estimates of all parameters (Wooldridge 2002) so we instead report a random effects probit estimates (column 2).
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We repeat both estimations with a time trend instead of year effects in columns 3 and 4.
The effect of the democracy is negative across all specifications and, except in column 18 Fixed effect estimation is possible with a logit but it requires a strick erogeneity assumption on all right hand side variables, which income does not satisfy in our model since it depends on past shocks to the reversal process. See Wooldridge (2002 1 of Panel B, quite precisely estimated. Notice that income seems to lack any explanatory power for growth reversals -that is more democratic countries are less likely to experience large trend-growth rate swings while, conditional on democracy, richer countries are not.
There is a well known argument that countries which rely heavily on natural resources tend to be less democratic (see Tsui 2008 for an empirical analysis for the case of oil). If this is indeed the case, and given the fact that world prices of most natural resources tend to fluctuate a lot, one could expect to find that less democratic countries undergo large growth swings. To test this possibility we again use the probit model but we extend the specification to include two natural resource-related variables. First, we control for oil exports by including an oil-exporter dummy. Next, we add a variable that measures the absolute value of the change in the price of a country's main natural resource exports. Specifically, we use the change in (log) 5 year moving average of the weighted average price of thirteen commodities Controlling for oil exporters in Table 4 does not change the result and the oil dummy itself does not appear to matter for propensity to experience growth reversals. Commodity prices shocks on the other hand, as can be seen in Table 5 , seem to hold some explanatory power for large growth swings however they do not eliminate the effect of democracy. Thus while the commonly believed link between shocks to prices of natural resources and growth volatility also appears to exist in the medium-term, democracy has an independent effect on the propensity for growth reversals.
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Finally, we present a simple horse-race between democracy and other institutional quality/macro policy variables. Our left-hand side variable is the number of growth reversals (as defined in the probit analysis above) experienced by a country during the sample period.
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We regress this measure on the overall number of breaks, initial income, as well as ) for an analysis of the effect of commodity price fluctuations on GDP volatility. 21 We use the above/below average growth definition of reversal here. For the change of sign definition the results are similar but less precisely estimated. This is due to the fact there are significantly fewer countries that experienced at least one change of sign growth reversal from which to identify the effects. We include these variables because, besides being frequently used in cross-country growth regressions (see Barro and Sala-i-Martin 2003), they have also been used in the study of volatility. Several studies have attributed volatility of output to bad macroeconomic policies (exchange rate policies, inflation). However, Acemoglu et al. (2003) show that once they control for institutions the effect of policies on volatility disappears. Rodrik (1999a Rodrik ( , 1999b argues that countries with less internal conflict (e.g. lower ethnic fractionalization) cope better with adverse shocks. Finally, well developed financial markets can be expected to facilitate a reduction in growth volatility (see Acemoglu and Ziliboti 1997).
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Since democracy can be argued to foster many of these outcomes (for example, by increasing the accountability of policymakers and thus eliminating extreme policy outcomes or providing better conflict resolution mechanisms) we control for each of them in our regressions to help us pin down the channel through which democracy works. Tables 6 and 7 display the results when we include each variable in isolation and one additional regressor at a time respectively. Table 7 : Determinants of growth reversals. A regression of number of cycle breaks on democracy, income, number of breaks and a set of variables common in empirical growth volatility studies: rule of law, corruption, ethno-lingustic fractionalization, openness, financial development, real exchange overvaluation, and inflation. Standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01
Many variables have the expected sign (at least when included in isolation - Table 6) but they are rarely significant.
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More importantly, democracy is always negative, significant and the magnitude of the coefficient doesn't change very much regardless of which additional controls are included. We take this as further evidence that countries with more democratic political systems are less likely to experience large swings in trend-growth and that the channel is not through the effect of democracy on some well-recognized determinant of volatility.
In this section we suggest a simple explanation for the above findings. We show that a modification of the Acemoglu and Zilibotti (1997) model has the feature that less democratic countries experience growth reversals like those in Figure 3 -that is periods of fast growth followed by rapid decelerations.
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More democratic countries also experience growth breaks but their magnitude is much smaller, as shown in the empirical results of the previous section.
The idea of the model is straightforward. Capital goods, which are inputs into the final good production, can be produced using many risky technologies. The riskiness comes from the fact that in a given period only some technologies or sectors (in the model literally only one) pay off. Skilled agents save when they are young and later become entrepreneurs and invest their savings to produce capital which they can then rent out. Investing in more than one risky sector allows an entrepreneur to diversify some of the risk but is costly since there are fixed costs associated with opening up new business. These entry barriers lead entrepreneurs to operate fewer sectors but allocate more resources to each of them.
As we explain below, following theoretical arguments and empirical evidence, we assume that in non-democratic countries entry barriers are higher. It follows that in those countries production is more concentrated -fewer sectors are operated but more resources are invested in each. This generates the possibility of large growth swings. When one of the operated sectors is successful, the increase in output is very large because of a lot of resources are allocated to this sector. However, there will also be a dramatic collapse when fortunes turn in favor of sectors that are absent. The low degree of diversification means this will occur sooner rather than later.
Setup
There are overlapping generations of agents who live for two periods. There is a measure L = 1 of two types of agents: skilled (L s ) and unskilled (L u ). When they are young agents supply labor inelastically, consume and save. When they are old they transform their savings into capital using one of the two available technologies and rent out the capital to final good 24 A mechanism similar to the one emphasized here can be found in Koren and Tenreyro (2007b) .
producers. Only some agents (skilled) can operate the more profitable (and riskier) capitalgood technologies.
Production
In the model economy there is a competitive final good sector which combines labor and intermediate capital good according to a Cobb-Douglas production function.
where Y t and K t are output and the stock of capital in period t, respectively, 0 < α < 1.
There is 100% depreciation of capital.
Labor is supplied inelastically by young agents and capital is produced by a capital-goods sector using savings of the old. This transformation can be achieved in two ways: either by investing in a safe sector or by investing in some of the N risky sectors. In the risky sectors, which can be thought of as entrepreneurial activity, the payoff is uncertain but, if the project is successful, higher than in the safe sector.
Saving
When agents are young they work in the final good sector. As workers, all agents are equally productive irrespective of their skill level. They receive a wage w t , save a fixed fraction s and have a linear utility over second period consumption.
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Saving is thus given by There is a continuum [0, N ] of risky sectors available but only one sector pays off in any given period. If a sector operated by an agent pays off (for example, because of a change in terms of trade, weather shock, etc.) she receives a return of A on every unit of savings allocated to that sector. If the sector does not pay off she receives nothing from that sector. Thus, a skilled agent wishing to take advantage of the risky technologies opens up a measure n of sectors and succeeds (i.e. one of the technologies operated pays off) with probability n/N .
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The skilled agent directs a fraction 1 − µ of her savings to risky projects and distributes the resources equally among the n risky projects she operates, with each sector receiving 1/n of the total saving allocated (1 − µ)S, since projects are symmetric. We also allow for resources allocated to risky sectors to be (partially) reversible, i.e. if one of the sectors that a skilled agent has opened becomes successful she can transfer some of the resources from the other, unsuccessful, risky sectors.
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The total return from a successful sector is therefore given by
where the last term n 1−ρ captures reversibility, i.e. the ability to reallocate some of the savings after the uncertainty has been resolved. A value of ρ = 1 implies no ability to reallocate-all risky capital is sector-specific-while a value of ρ = 0 implies no savings allocated to risky sectors needs to be committed before uncertainty is resolved. We assume 0 < ρ < 1.
Barriers to Entry and Diversification
So far we have followed Acemoglu and Zilibotti (1997) with some simplification (e.g. linear utility, exogenous saving). Now we introduce our key modification. Unlike in their model our risky sectors do not have a minimum required scale, instead we introduce entry costs.
This produces similar dynamics but allows us to appeal to the literature on democracy and barriers to entry to think about the model's prediction regarding different paths of output per capita in democracies and non-democracies. Specifically, we assume that opening up a firm in one of the risky sectors requires paying an entry cost ψ.
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As we discuss below, this barrier to entry will be the variable distinguishing political regimes -with non-democracies erecting higher barriers to entry of entrepreneurs. We have in mind here a broad concept of cost of entry including registration and license fees, bribes, time spent on fulfilling bureaucratic requirements, limited access to public infrastructure, etc. For simplicity we assume that this cost takes the form of a reduction in the savings allocated to risky sectors, that is an agents who allocates (1 − µ)S t to n risky sectors only gets to invest (1 − µ)S t − ψn in actual productive projects.
Since the entrepreneurial productivity of unskilled agents is zero they always allocate all of their savings to the safe sector. The skilled agent will choose her allocation and how many risky sectors to operate at the beginning of the second period to maximize her expected 28 In Acemoglu and Zilibotti (1997) there is a minimum requirement scale for each sector leading to investment in a limited number of sectors. In our model there are explicit fixed costs that agents have to pay before opening sectors. Another difference between the two setups is that we assume that the fixed cost is the same in all risky sectors while in their model different sectors have different scale requirements. None of these differences is crucial for our results.
(linear) utility of period two consumption which is equivalent to maximizing expected capital
The first term represents the constant and exogenous return φ on the fraction µ of saving allocated to the safe sector. The second term is the expected (with probability n/N ) return < 0 and µ t = 1 otherwise (see Figure 9 (a) in the Appendix.) The first order condition for n can be solved to obtain
We also definen = (
, the value of n such that for any n >n we have µ = 0, i.e.
skilled workers invest all of their resources in risky sectors.
It is easy to show that when it is optimal to allocate all resources to the risky sectors (µ = 0) then the optimal measure of them to operate is n * given by
In what follows we assume that the interior solution, if it exists, is preferred to the corner solution. 
Political Regimes
We now introduce different political regimes: democracies and non-democracies. Specifically, we assume that non-democracies have higher barriers to entry into the risky sectors, reflected by a higher value of ψ. This assumption is supported empirically by the findings of 29 This will be the case for a sufficiently large value of saving (or wage, since S = s w) S > (2−ρ)
. Also notice that sincen is independent of S and n * is increasing in S, the interior solution always exists for high enough wages. See the Appendix for more details. Consider an increase in ψ, the entry barrier. This change makes the Γ schedule steeper without affectingn -see Figure 11 in the Appendix. This means that an economy with lower barriers to entry, or a more democratic economy according to our assumption, is more likely to operate risky sectors and the more democratic the economy the more risky sectors are open for a given value of S (and thus wages). This is summarized in Result 1 below.
30
Result 1: Democracies have a more diversified industrial composition: they open up more sectors than non-democracies at the same level of development.
We also note that, since saving S is a constant fraction of wages, as the economy grows more and more sectors will be opened and ultimately, in a rich enough economy, all N sectors will be operated regardless of ψ. However, as we discuss in the next section, a high level of barriers may limit periods of growth to rapid but relatively short-lived episodes and thus keep the economy from becoming rich and diversified. 30 It is important to recognize that we do not argue that certain (or all, in the case of Figure 10(b) ) sectors are completely missing from an economy. Rather we think of there being traditional (small scale home-produced, for example) ways of manufacturing a good -which we classify as safe technologies -as well as modern large scale ways, which we model as risky but potentially very productive technologies. That is, goods produced in the economy of Figure 10 (b) may be very similar to goods produced in the economy of Figure 10 (a) but they are manufactured using traditional, small scale technologies not subject to large productivity gains.
Dynamics
Consider an economy withn < n * < N so that all skilled agents (L s 
with prob.
Notice that, given previous period's capital, when a high-ψ economy is lucky , i.e. one of the risky sectors pays off, its capital stock is higher, that is dK
This follows because of a concentration effect: with higher barriers to entry fewer sectors are operated but more savings are allocated to each and as a result when one of the sectors operated pays off the resulting capital good output is higher. To see this formally, note that the extra capital when the economy is in the "lucky" state is given by A S−ψ n n ρ and that, from equation (5), ψ n is independent of ψ. It follows that, ceteris paribus, a higher entry barrier -by reducing the number of risky sectors in operation n -increases capital per sector and thus the total capital stock in case one of the operated sectors pays off. Of course, the probability that one of the sectors pays off is lower since fewer of them are operated and the expected capital stock is in fact lower in the high barrier economy.
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This is summarized in the following result:
Result 2: Non-democracies are less likely to have a risky sector pay off but when this occurs their growth is higher than in democracies. This happens because non-democracies have their resources concentrated in fewer sectors.
Using the equation for n * (5) it is easy to show that the dynamics of capital can be represented by the diagram in Figure 6 . For any given capital stock K t the next period capital will be given by the K L (K t ) schedule with probability n * (K t )/N and K U (K t ) schedule with probability 1 − n * (K t )/N . Result 2 above implies that the K L schedule is higher for non-democracies but the probability of being on it lower.
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Figure 6: Model dynamics: For any given capital stock K t the next period capital will be given by the K L (K t ) schedule with probability n * (K t )/N and K U (K t ) schedule with probability 1 − n
Imagine an economy with the history of always being in the lucky state, i.e. one of the operated sectors paying off. Such a history is of course very unlikely if ψ is large (and n * low relative to N ) but a hypothetical economy that followed it would simply move up along the
Alternatively, imagine an economy that is persistently unlucky and no risky sectors ever pay off. This economy would follow the
In practice an economies' capital stock 32 Notice that the K U schedule does not depend on ψ and, since this is the only parameter that differs between democracies and non-democracies, the schedule is the same in the two regimes.
will follow a random process switching between dynamics associated with the two curves. These results are illustrated in Figure 7 . Finally, recall that as an economy gets richer barriers to entry matter less. As described in the appendix, there is a threshold level of of B (convergence to the world technology frontier) is not too fast this process may take a long time.
Finally, note that in the context of our model one should be careful with statements such as " trend-volatility is bad for growth". While it is true that countries with lowest barriers to entry enjoy the most stability and are the richest, it is also true that countries with extremely high barriers to entry are stable -they operate no risky technologies, almost never experience growth accelerations and remain in the low steady state. That is while trend-volatility is a symptom of an underlying problem (high entry barriers): each episode of an acceleration is a period where fortunes of the country are (temporarily) good.
Tests of the Model
Growth Reversals
Our model predicts that less democratic countries will experience rapid growth accelerations followed by dramatic slowdowns and vice versa. As we have established in Section 3.2 the evidence is consistent with this prediction: the less democratic the country the larger the magnitude of growth reversals at the time of the break and the greater the probability of experiencing a large growth swing. Here we illustrate this again by plotting the (kernel smoothed) densities of the magnitude of growth changes at the time of the break for democracies and democracies where we draw the line between the two groups at the median of our democracy measure. Clearly both groups experience trend changes but it is also apparent that for democracies these changes are usually small (mode close to zero) while for non-democracies they are most commonly large in either the positive or negative direction (bi-modal distribution) and much more often very large (fat tails).
That these distributions are consistent with our model is of course not surprising since our above findings motivated the theory. However our model also makes a new prediction, namely that there is relationship between democracy and industrial concentration. We put this prediction to a test in the next section.
Democracy and Diversification
In this section we test the hypothesis that non-democracies tend to be less diversified than democracies, even when one controls for the income level of the country. This data set we employ to test the relationship between industrial concentration and democracy is the We start by calculating the Herfindahl-Hirschman index of concentration for each country.
The index for variable j = 1, 2 in period t is defined as follows:
where Y ijt is the value of variable j in sector i and period t,
Y ijt , and n is the total number of sectors operating in a given country at a point in time. The Herfindahl-Hirschman index is bounded between 1 n and one, with the former representing a completely diversified economy and the latter representing an economy in which all the activity is concentrated in one sector. We estimate the following specification:
where h ct is the Herfindahl-Hirschman index in country c and year t. The variable D is the index of democracy used above, and y is real GDP per worker. We include the square of log income in our regression to account for the increasing portion of the U-shape pattern of specialization documented in Imbs and Wacziarg (2003) . In their study they show that, as countries develop, their economy first becomes more diversified but in later stages it concentrates again.
We estimate (8) by pooled OLS and we cluster the errors by country to account for serial correlation of the errors within countries. We believe it is more reasonable to omit fixed effects since we are ultimately interested in comparing the experience of each country to a common benchmark, the overall average concentration across countries.
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The results are presented in Table 8 .
In the four specifications the coefficient on democracy is negative and significant at conventional levels, indicating that the manufacturing sector in more democratic countries is indeed less concentrated than in less democratic ones. The negative coefficient on income suggests that richer countries also tend to be more diversified, although it is only significant when we use output as the dependent variable. Finally, the positive coefficient on the square 34 Using fixed effects we obtain similar but less precise estimates. Thus, consistent with our model's prediction, less democratic countries have a less diversified manufacturing sectors and this effect is independent of the effect of the level of development on diversification identified previously in the literature.
Back to Reversals
Our model suggests that ultimately non-democracies experience more severe growth reversals because they erect higher barriers to entry. A direct test of this hypothesis would involve checking if countries with higher barriers experience larger growth reversals. The difficulty with this strategy is that we lack data on barriers to entry for a large span of countries and years. To our knowledge, the most comprehensive data set is the one used in Djankov et al. (2002), which only covers several years in the 1990s making it impossible to run our dynamic panel specification. We can, in a limited way, explore the effects of barriers to entry on growth reversals using the cross-sectional regression of Section 3.2. Here we reproduce Table 6 where we regressed the number of growth reversals on the overall number of structural breaks, initial income and a set of variables usually thought to affect volatility.
Presently, however we expand the set to include the variable that our model predicts should be related to the propensity for growth reversals -barriers to entry. The measure of barriers is an average of the cost of registering new business, the number of procedures required to register and the average time it takes to complete them (from Djankov et al. 2002) .
As can be seen in the last column, the effect of higher barriers on the propensity to cycle is positive, although not significant. Interestingly, including this regressor reduces the size of the coefficient on democracy and renders it insignificant and we cannot reject the hypothesis that the coefficient on democracy is non-negative (-values for Table 9 : Determinants of growth reversals: Barriers to Entry. A regression of number of growth reversals on democracy, income, number of breaks and a set of variables common in empirical growth studies: rule of law, corruption, ethno-lingustic fractionalization, openness, financial development, real exchange overvaluation, inflation, and barriers to entry. Standard errors in parentheses. Bottom rows gives the p-value of the test that the coefficient on democracy is non-negative. *p < 0.10, ** p < 0.05, *** p < 0.01
Another, indirect, test of our hypothesis would be to check whether countries with a more concentrated production structure tend to experience more growth reversals, regardless of their level of democracy. Unfortunately, it is again the case that the data on concentration 35 In fact running the regression without the barriers variable on the same 53 observations also produces an insignificant estimate of the democracy coefficient although the point estimate is larger (-.95) and the p-value of the test of weather it is non-negative is 0.16.
is too sparse (both in country and year coverage) to repeat our two stage procedure on the full sample. When we re-estimate the the main specification including measures (and their interaction with growth before the break) of concentration in value added and output respectively the sample size drops roughly by half.
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The results ares shown in Tables 10   and 11 .
In four out of the six specifications the estimated coefficients on the interaction of concentration and pre-break growth are large and negative (suggesting concentration increases the size of growth reversals), however, they are also very imprecisely estimated and they do eliminate the effect of democracy. The combination of reduced sample and the fact that the Herfindahl index in manufacturing is a noisy and imperfect measure of the overall diversification of the economy may be driving the results and clearly more work and better data are needed to explore in more depth the role of concentration in medium term growth swings. 
Conclusions
There exists convincing evidence that democratic countries are less volatile. However, this conclusion is usually reached with respect to volatility as measured by the standard deviation of annual growth rates of per capita GDP which includes both low and high frequency . This suggests that much of the volatility of the growth process, especially for developing countries, comes from medium-term changes in the trend rather than from high frequency shocks, i.e. there is a lot of "trend-volatility". In this paper we asked whether democracy also has a stabilizing effect on trend-volatility, i.e. whether more democratic countries experience fewer and milder swings of trend-growth.
We find a common phenomenon of medium term reversals of growth, that is periods of exceptionally high growth are, on average, followed by periods of exceptionally low growth, and vice versa. The propensity to experience large swings of trend growth is not uniform across countries -less democratic countries are more susceptible to it. When compared with factors commonly associated with volatility such as measures of quality of institutions, macroeconomic policies and financial development, we find that democracy is the most robust predictor of a country's propensity for growth reversals. Finally, we test whether our results can be explained by the fact that countries which rely heavily on natural resources tend to be less democratic and also exposed to large shocks (in the form of large swings of world prices of the resources they export). While shocks to prices of natural resources appear to contribute to the propensity for growth reversals they do not account for the effect It seems that most countries can achieve growth with limited degree of reform or policy change, but the challenge is to understand what makes growth go on. Our results put a different perspective on these findings. Less democratic countries not only fail to sustain growth but in fact see its fruits undone by large slowdowns or periods of decline that follow their growth spurts. In fact, the growth spurts themselves can equally correctly be viewed as periods of successfully initiating growth or as symptoms of the underlying weakness of the economy which, by limiting diversification, makes large growth accelerations possible while at the same time facilitating the dramatic reversals. Here our model suggests that stabilizing the economy through greater diversification will reduce the frequency of dramatic collapses but at the same time make spectacular accelerations less likely. It also suggests to policymakers that periods of rapid growth, specially in less democratic countries, should not be immediately be viewed as achieving lasting success and that perhaps appropriate policies -foremost, a reduction in barriers to entry -during the boom years could be used to enhance diversification and help the economy avoid the growth reversal. Obviously more research is needed to fully understand the mechanism of trend-volatility. Such research has the potential to not only contribute to our understanding of economic growth but also inform policy in important ways. As emphasized by Pritchett (2000) , from the policymakers' point of view lessons about medium term growth are likely much more relevant than those about the the long run.
B The log Case
Suppose now that the lifetime utility function of any agent is given by U = log(c y ) + β log(c o )
where c y , c o represent the agent's consumption when young and old, respectively. The parameter β ∈ (0, 1) is its discount of the future.
B.1 Unskilled Agents
The problem of an unskilled young agent then becomes: Unskilled agents still choose to operate only the safe technology i.e. they invest all their funds in the safe technology and they save a constant fraction of their wages for the next period.
B.2 Skilled Agents
The problem of a skilled young agents is: It is not possible to obtain a closed form solution for the optimal value of n. However, through numerical simulation it is easy to confirm that it is indeed inversely related to ψ.
The other important point to establish is that increases in ψ increase the amount of resources invested per risky sector -i.e. that the "concentration effect" of the linear case it is also present here. The extra capital from a risky sector that pays off is A s (1−µ)S−ψ n n ρ . In our simple model s was exogenous, µ = 0 for the skilled agents, and n was proportional to 1/ψ so that nψ was independent of ψ. Thus it was easy to see that if greater barriers lead to less sectors being operated they must also necessarily lead to more resources being allocated to each. To confirm that this is true in the endogenous saving and log utility case we again resort to numerical calculations. There are several effects at work now. First, because of risk aversion and increase in ψ and subsequent reduction in n will lead to a lower fraction of resources allocated to risky sectors (1 − µ will fall). On the other hand, because of a precautionary motive, saving will increase (S will rise). These two effects work in opposite directions so that the total resources allocated to risky sectors (1 − µ)S doesn't change saving rate, is not independent of ψ but again the two terms move in opposite direction.
All this means that the numerator of µ * does not vary much with ψ and the n ρ is the denominator dominates. We conclude from numerical calculations that, for most parameter values, increases in ψ increase the amount of resources 1 − µ invested in the lower number of opened risky sectors. This can be seen from equation (5) an economy with low barriers (democracy) that eventually converges to a deterministic steady state i.e. with a fully diversified production sector.
