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Let G, , . . . . G, be locally compact groups and H a Hilbert space. Any bounded n- 
linear operator @: C*(G,) x ... x C*(G.) e L(H) is known to have a unique 
separately c-weakly continuous extension 6: W*(G,) x x W*(G,) -+ L(H). The 
Fourier transform of @ is the function & G1 x ... x G, + L(H) defined by 
b(s,, . . . . s,) = &o,(s,), . . . . o.(s.)), where wi: G. , -+ W*(Gi) = L(H,,) is the universal 
representation. In the case n=2, L(H) =C, characterizations based on the 
Grothendieck-Pisier-Haagerup inequality are given for such Fourier transforms in 
terms of weakly harmonizable and hemihomogeneous random fields and con- 
tinuous unitary Jordan representations. In the case of arbitrary n, attention is con- 
fined to completely bounded n-linear L(H)-valued operators. Their Fourier trans- 
forms are characterized and a convolution operation for them is defined. In the case 
of L(H)= @, the completely bounded n-linear forms on C*(G,)x ... x C*(G,) 
form a commutative Banach algebra whose maximal ideal space contains the image 
of d(B(Gl))x ... xd(B(G,)) under a separately continuous injection with a 
continuous left inverse, where d(B(Gi)) is the maximal ideal space of the 
Fourier-Stieltjes algebra of G,. 0 1988 Academic PESS, IX. 
1. INTRODUCTION 
Bimeasures and their Fourier transforms (resp. the noncommutative 
analogues of these notions) play a key role in the study of certain types of 
stochastic processes as Hilbert space valued functions on the real line; see, 
e.g., [l. 18, 211 (resp. on an arbitrary locally compact group [26, 301). 
An independent wave of interest in the Fourier analysis. of bimeasures- 
in the setting of abelian and later also arbitrary locally compact 
groups-began with [lo], and continued, e.g., in [9, 111. It is fair to say 
that in most of that work the basic ingredient is the famous Grothendieck 
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inequality or the “fundamental theorem in the metric theory of tensor 
products” of [ 121. In particular, in [lo] it is used in proving the following 
interesting characterization of the Fourier transforms (to be explained in 
Section 2) of bounded bilinear forms, i.e., bimeasures, on C,(T,) x C,(T,), 
where C,(r,) for i = 1,2 is the space of continuous complex functions 
vanishing at infinity, defined on the dual group Ti of a locally compact 
abelian group Gi. 
1.1. THEOREM [lo, p. 1011. A function F: G1 x G2 --, C is the Fourier 
transform of a bimeasure B: C,(T,) x C,(T,) + @ if and only if there exist a 
Hilbert space H, two continuous unitary representations xi: Gi + L(H), 
i= 1,2, and two vectors 5,) t2 E H such that 
F(s, t) = (nl(s)t, I dt)tJ (1) 
for all SEG,, tEG2. 
The above formulation is by the Pontryagin duality theorem equivalent 
to that of [lo], though we have exchanged the roles of Gi and fi to be in 
harmony with the point of view of the present paper. 
It is natural to ask if there is a generalization of Theorem 1.1, when G1 
and G2 are not necessarily commutative. Of course, the dual object of G, is 
no longer a group fi, but there is an analogue of C,(L’,), namely the group 
C*-algebra C*(Gi) of Gi. Fourier transforms of bounded bilinear forms on 
C*(Gl)x C*(G,) were defined in [26] (and the notion referred to in 
Theorem 1.1 is a special case). It turns out that (1) again gives the desired 
characterization provided that now rri for i= 1,2 is replaced by the direct 
sum of a continuous unitary representation and a continuous unitary 
antirepresentation (Theorem 4.3). As a by-product, Theorem 4.3 also 
contains characterizations of the Fourier transforms of bounded bilinear 
forms on C*(G, ) x C*(G,) in terms of weakly harmonizable and 
hemihomogeneous random fields on G, and G2 (notions to be explained in 
Section 3), thus providing a link with the work mentioned in the opening 
paragraph of this introduction. 
In [lo], Theorem 1.1 was used in defining the convolution of two 
bimeasures by noting that the representation given by Theorem 1.1 shows 
that the space of Fourier transforms of bimeasures is closed under 
pointwise multiplication. (In [9], a more direct approach to convolutions 
is used.) Unfortunately, the appearance of both representations and 
antirepresentations in our Theorem 4.3 rules out the direct and complete 
extension of this method of [lo] to the noncommutative case. There is, 
however, a satisfactory generalization which we study in Section 5. There, 
Fourier transforms and convolutions are introduced for so-called com- 
pletely bounded n-linear L(H)-valued operators for a Hilbert space H (and, 
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in particular, @-valued forms), defined on C*(G,) x ... x C*(G,), where 
G 1, ..., G, are arbitrary locally compact groups. Completely bounded mul- 
tilinear operators were defined and characterized in [2]; for further 
developments ee, e.g., [3, 6, 193. The so-called completely bounded norm 
ll@llcb of such a multilinear operator has a simple characterization which 
enables us to prove that II@i * @pll.b< ~~@ll~cb]~@2~~cb for the convolution 
@, + QZ of two completely bounded n-linear operators @, and G2. In the 
case of two commutative C*-algebras, and thus for C*(G,)x C*(G,), 
where G, and G2 are abelian, the completely bounded linear forms are-by 
virtue of the Grothendieck inequality, see [2, Corollary 5.6; 17, p. 180]- 
just the bounded ones, and the completely bounded norm is equivalent to 
the usual supremum norm. Even there it may be argued that the com- 
pletely bounded norm is the natural one to use, as, e.g., the constant K’, is 
then not needed in [lo, Theorem 2.61. That the completely bounded 
n-linear forms are the natural generalization of bimeasures is further 
evidenced by Theorem 6.2, which contains an n-variable noncommutative 
extension of [ 9, Theorem 6.11 dealing with the maximal ideal space of the 
commutative Banach algebra of bimeasures under convolution. 
In Section 7 we return briefly to random fields. Two new classes of them, 
the strongly harmonizable and the completely bounded ones, are introduced. 
Some results of Section 5 are used in characterizing the latter: they are 
shown to have the same type of dilation relationship to continuous right 
homogeneous random fields as weakly harmonizable random fields are 
known [29] to have to the hemihomogeneous ones. 
2. PRELIMINARIES 
All vector spaces are over the field of complex numbers. For a Banach 
space E, we write f(x) = (x, f) when x E E and f is in the (topological) 
dual E* of E. The inner product of any Hilbert space H is denoted by 
(. I .), or sometimes by (. I .)“. If K is a closed subspace of H, P, is the 
orthogonal projection onto K. For two Hilbert spaces H, and H,, 
L( H, , H,) is the space of bounded linear operators from H, to Hz, and we 
write L(H, H) = L(H). 
The basic theory of C*-algebras, von Neumann algebras, and group 
representations as expounded, e.g., in [4,23] will be used freely. If A is a 
C*-algebra and H is a Hilbert space, a linear map rc: A + L(H) is said to 
be a representation (resp. antirepresentation) if X(X*) = Z(X)*, and 
n(xy) = n(x) n(y) (resp. rr(xy) = rr( y) n(x)) for all x, ye A. The words 
cyclic and nondegenerate will have the same meanings in connection with 
antirepresentations as with representations (see, e.g., [23, pp. 36,411). 
Let G be an arbitrary locally compact group. We build on the basic 
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structure of harmonic analysis expounded in [8] and also used, e.g., in 
[26, 303. In particular, C*(G) is the group C*-algebra of G, and it contains 
L’(G) (integration being with respect to fixed left Haar measure ds) as a 
dense *-subalgebra. For a Hilbert space H, there is a natural bijective 
correspondence (by integration) between the continuous unitary represen- 
tations of G on H and the nondegenerate representations of the involutive 
Banach algebra L’(G) on H [4, p. 2531, and the latter correspond bijec- 
tively (by restriction) to the nondegenerate representations of C*(G) on H 
[4, p. 2711. We usually identify a representation with its image under these 
bijections, and use the same notation for all three corresponding represen- 
tations. We let w: C*(G) + L(H,) denote the universal representation, and 
denote by W*(G) the von Neumann algebra generated in L(H,) by 
w(C*(G)). Then w(G)c W*(G) [8, p. 1931. As usual, W*(G) is identified 
with C*(G)**, and C*(G) is regarded as a subspace of W*(G), and if 
rc: C*(G) -+ L(H) is a representation, it: W*(G) -+ L(H) will denote its uni- 
que weak*-to-a-weak continuous extension [4, Sect. 12; 23, Sect. 111.21. In 
the case of more than one locally compact group G,, . . . . G,, oi for 
i = 1, . . . . n has the obvious meaning. 
Now let G, and G, be locally compact groups and B: C*(G,)x 
C*(G,) + @ a bounded bilinear form. Then B has a unique separately 
weak* continuous extension B: W*(G,) x W*(G,) + C [16, pp. 75-77; 26, 
pp. 365-3661. The Fourier transform B of B was defined in [26] to be the 
function (s, t)wb(s, t) =&o,(s), q(t)) on G, x Gz. The Fourier trans- 
form fi is jointly continuous and determines B uniquely [26, p. 3661. 
Let us assume for a moment that G, and G2 are abelian, and denote 
their dual groups by r, and r,, respectively. The Fourier transformation 
f4 
f(r) = s,, (~9 )f(s) & 
on L’(G,) extends uniquely to an isometric *-isomorphism ai: C*(GJ + 
C,(r,), and so any bounded bilinear form (called here briefly a bimeasure) 
B: C,(T, ) x C,(T,) -+ C can be assigned a Fourier transform B: G1 x G2 + @ 
defined as B,, cL, where 
B, aby Y) = B(a,(x), dy)) 
for XE C*(G,), y E C*(G,). In [26, Sect. 51 it was shown that for s E G,, 
t E Gz, B(s, t) may be obtained by integrating the pair of characters (s, a) 
(on r,) and (t, .) (on r,) with respect to B in a functional sense. (For an 
equivalent ensemble point of view on integrating with respect to B, see 
[27].) It is easy to show (using, e.g., [9, Lemma 1.33) that B as defined 
here coincides with the Fourier transform of B defined in [ 10, p. 971. 
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3. CONTINUOUS UNITARY JORDAN REPRESENTATIONS 
AND RANDOM FIELDS 
In this section G is a locally compact group and H is a Hilbert space. 
Recall that for a C*-algebra A, a linear map rr: A + L(H) is a Jordan 
morphism if and only if there is a closed subspace H, c H with orthogonal 
complement H, such that, writing H = H, OH,, for some representation 
R, : A + L(H, ) and some antirepresentation rr2 :A + Z,( Hz) we have 
rr = rri 0 x2 [22]. We could take this decomposition as the definition of a 
Jordan morphism; the term is only used for euphony, and we always work 
with such decompositions. By analogy we state: 
3.1. DEFINITION. A map K: G + L(H) is called a continuous unitary 
Jordan representation if there is a closed subspace H, c H with orthogonal 
complement H, such that writing H = H, @ H, we have for some con- 
tinuous unitary representation rr I : G -+ L(H,) and some continuous unitary 
antirepresentation 2 : G + L( Hz) (i.e., rr*(~t) = rrz( t) n,(s)), 
4s) = ~c,(S)O %(S) for all s E G. 
The term nondegenerate will have the same meaning for Jordan 
morphisms as for representations. 
3.2. LEMMA. (a) In the situation described before Definition 3.1, rr is 
nondegenerate if and only ifnl and n, are so. 
(b) Zf n: C*(G)+ L(H) is an antirepresentation (resp. a Jordan 
morphism), then 71 has a unique weak*-to-o-weak continuous extension 
i: W*(G) + L(H). This 17 is an antirepresentation (resp. a Jordan 
morphism), and if 7~ is nondegenerate, the mapping s H 5(0(s)) is a con- 
tinuous unitary antirepresentation (resp. a continuous unitary Jordan 
representation) of G. 
Prooj: We omit the easy proof of (a). One way of reducing the 
antirepresentation part of (b) to the corresponding standard statement 
about representations is the following. Let J: H + H be a conjugation 
of H, i.e., a conjugate-linear isometry with J* = J-’ = J. The map 
a: L(H) + L(H) defined by a(T) = JT*J is a bijective antirepresentation of 
L(H), a=~‘, and a is o-weakly bicontinuous. Composing a with the 
appropriate antirepresentation rr and again with (a 0 n) 1 effects the desired 
reduction. On the other hand, if 
z:C*(G)+L(H)=L(HI@H1) 
is the direct sum of a representation rr , : C*(G) + L(H, ) and an 
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antirepresentation Z : C*(G) + L(H,) we can apply the preceding remarks 
to 71, and n2 and (using (a)) easily obtain the Jordan morphism part of (b). 
(Compare also the proof of [22, Lemma 3.11.) 1 
Before turning to random fields and a characterization of a class of them 
(Proposition 3.4), we prove another lemma. (We give the short proof for 
completeness, though a closely related result is in [28, p. 1331.) 
3.3. LEMMA. Let A be a C*-algebra, K a Hilbert space, fi, f2: A --, @ 
two positive linear forms, and Y’: A + K a linear map such that 
(Yx I w)=fl(Y*x)+f,(xY*) (2) 
for all x, y E A. Suppose, moreover, that Y(A) is dense in K. Then there exist 
a cyclic representation {II’, K’, t’} of A, a cyclic antirepresentation 
{ rt”, K”, t”} of A, and an isometric linear map V: K -+ R 0 K” such that 
VYX = (d(x) y, n”(X) 5”) 
for all XE A. 
Proof The Gelfand-Naimark-Segal construction yields a cyclic 
representation (n’, R, r’} of A such that fi(x) = (x’(x) <’ I<‘), x E A. 
Similarly, applying the GNS construction to the reversed C*-algebra we 
obtain a cyclic antirepresentation {n”, K”, <“} of A such that f2(x) = 
(n”(x){” 1 r”) for all x E A. For any vector of the form Yx in K we make the 
assignment 
V( Yx) = (7c’(x) y, n”(X) 5”). 
From (2) it follows that 
(3) 
(Yxl yY)=((w) r’, ff(X) 5”)lt~“o <‘, ~“(Y)5”))K’@K”, 
x, yeA, and so 
for all x, YE A. Thus the definition of V by (3) is independent of the 
representation of Yx in this form, and V is isometric and obviously linear. 
Finally, extend V by continuity to all of K. 1 
Any function q : G + H will be called a random field (see, e.g., [30] for 
motivation). A random field cp: G + H is said to be weakly harmonizable, if 
cp is the Fourier transform of some bounded linear map @: C*(G) + H in 
the sense that q(s) = @**(o(s)) for all SE G, where @**: W*(G) + 
H** = H is the bitranspose of @; we then write cp = 6. (See [26] for basic 
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properties and characterizations of such Fourier transforms; in particular, 
6 is bounded, continuous, and it determines @ uniquely.) A random field 
cp: G + H is called hemihomogeneous, if there are two continuous positive- 
definite functions pl, p2 : G -+ C such that 
(cpb)lcp(t)) = PWs) + P2W’) (4) 
for all S, t E G. This term was coined and the significance of the notion was 
discussed in [30]. For example, every weakly harmonizable random field 
has a hemihomogeneous dilation [29]. 
Only the implication (ii) * (i) in the following result will be used in the 
sequel, but the equivalence (i) o (ii) has some independent interest. 
3.4. PROPOSITION. For a random field cp: G + H the following two con- 
ditions are equivalent : 
(i) cp is hemihomogeneous; 
(ii) there is a Hilbert space K containing H as a subspace such that for 
some continuous unitary Jordan representation n: G + L(K) and {E H, 
q(s) = z(s)5 whenever s E G. 
Proof (i) => (ii) Let pl, p2: G + @ be continuous positive-definite 
functions such that (4) holds. From [29, Lemma 21 combined with [26, 
Remark 6.31, it follows that cp = $ for some bounded linear map 
@: C*(G) + H. Let LE C*(G)* be the positive linear form corresponding 
to pi (see [4, pp. 257 and 421); for all s E G 
(.fi, w(s) > = PAS) (5) 
(see [8, p. 1941). Now 
(@xl@Y*)= <Yx,fl)+ (XY9.h) 
for all x, y E C*(G), as can easily be seen by observing that each side as a 
function on C*(G)x C*(G) has the same Fourier transform 
(s, t) H (q(s) 1 rp(t-‘)) = pl(fs) + pz(st) (see [26, p. 3791 and (5)). Write 
H = HO0 H,, where H, is the closure of @(C*(G)) and H, = Hk. We 
apply Lemma 3.3 to @ regarded as a map into H,,, and so we get a (by 
Lemma 3.2(a)) nondegenerate Jordan morphism rr: C*(G) + L(K,), where 
K, I HO is a Hilbert space, and for some &&E&, G(x) = no(x) &,, 
XE C*(G). Denote also the corresponding continuous unitary Jordan 
representation s H itO(o(s)) by nO: G -+ L(K,,) (see Lemma 3.2(b)). To take 
all of H into account we define K = KO 0 H, , X,(S) = IH, for s E G, and 
rl =O. Then rc = rc,@~, and 5 = (to, tr) satisfy the requirements in (ii). 
(Note, e.g., that @**(u)=&,(u) <,, for all ME W*(G), in particular for 
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U= o(s), since both sides are continuous from a( W*(G), C*(G)*) to 
a(&,, K$) and agree on C*(G). Moreover, 5 = n(e)5 = q(e) E H, where e is 
the identity of G.) 
(ii)*(i) Suppose that K= K, Q K2, z,: G + L(K,) is a continuous 
unitary representation, n2: G + L(K,) is a continuous unitary anti- 
representation, and 5 = (tl, t2)c K is such that q(s) = (rrcl(s) tl, q(s) t2) 
for all s E G. Then for all s, t E G 
where p,(s) = (rc,(s) ril 5,) for i= 1,2, SE G. Since both p1 and pz are 
continuous positive-definite functions, cp is hemihomogeneous. 1 
4. CHARACTERIZATIONS OF THE FOURIER TRANSFORMS 
OF BOUNDED BILINEAR FORMS ON C*(G,)xC*(GJ 
The title of this section refers to Theorem 4.3. We begin, however, with a 
general inductive dilation argument which will find an application in 
Section 5 as well. 
4.1. PROPOSITION. Let H,, H, , . . . . H, + 1 be Hilbert spaces and A,, . . . . A,, 
(Y-algebras. Suppose that Vi E L(H,+ 1, Hi) for i = 0, . . . . n, and 11 Vi/l 6 1 for 
i=l 9 *‘., n - 1. Let 61i: Ai -+ L(H,) be a Jordan morphism for i= 1, . . . . n. 
(a) There exist a Hilbert space K, two operators R E L(K, H,) and 
SEL(H,+I, K), and for each i= 1, . . . . n a Jordan morphism xi: Ai + L(K) 
such that IIRII = II vdl, IISII = II v,,ll, and 
Voel(x,) V,UxJ V~..-~n(x,) Vn=R fi 4 -) S (=, 711 Xl) C6) 
for all xi E Ai, i = 1, . . . . n. 
(b) If each 8 is a representation, then each ni in (a) may be taken to be 
a representation. 
(c) Zf each Ai has a nonzero one-dimensional representation, then in 
both (a) and (b) each ni may be taken to be nondegenerate, provided that the 
norm conditions llRl/ = (1 V,ll and [ISI/ = II V,,ll are relaxed to II RJI < (I VO/ and 
IISII G II ViAI. 
ProojI The proof proceeds by induction on n. For n = 1, (a) and (b) are 
trivial. To prove (c) in the case n = 1, express 8, as a direct sum 
8, = 0; @ &‘, where 0; is a representation and &’ an antirepresentation. 
Then 0; (resp. 0;) defines by restriction to its essential space K’ (resp. K”) a 
nondegenerate representation nl, (resp. antirepresentation K;). Choosing 
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K=K@K”, x=7(071;, R= V,lK, and S= P, V, we have 
VoOl(x) V, = Rn,(x)S, and n, is nondegenerate (Lemma 3.2(a)). If 8i is a 
representation, then so is rri. 
Suppose now that the Proposition is true for n - 1. Then the left-hand 
side of (6) is equal to 
V~~I(X,) R’ ( fi .:(xi)) s’, 
i=2 
where for some Hilbert space R, R’ E L(K’, H, ), 11 R’ 11 G 1, S’ E L( H, + , , K’), 
lls’I[ = (1 V,,ll, and each rc!: Ai + L(K’) for i= 2, . . . . n is a Jordan morphism 
(a representation in case (b)). Moreover, in (c) each K: may be taken to be 
nondegenerate, though then only IIS’II < II V,ll. 
There is a unitary operator UE L(H, 0 K’) such that R’t = P,, U(0, &j) 
for all [E K’. (The proof of the Halmos dilation theorem in [14, 
pp. 1261271 or [15, pp. 177-1781 also works in the case of a linear con- 
traction from a Hilbert space to a different Hilbert space. That technique 
was used in [3], and this observation somewhat streamlines my original 
proof of this part, more akin to an argument in [ 10, p. 1011. I am indebted 
to the authors of [3] for a preliminary version of the paper.) We denote 
K= H, 0 K’. To define ni: Ai + L(K) for i= 1, . . . . n we choose auxiliary 
representations CI~: L(K) and a,: A, -+ L(H,) for i= 2, . . . . n. In (a) and (b) 
we may take all ai= 0, but in (c) we choose aI =fi(x,) ZK and 
a,(x,) =fi(xi) IH, for i= 2, . . . . n, where fi is a nonzero C-valued represen- 
tation of Ai, i = 1, . . . . n. Denote rrl(xI) = U*(B1(x,) 0 aI( U, and 
ni(xi) = ai 0 nj(xi) for i = 2, . . . . n. (Note that for (c), 13~ may be assumed 
to be nondegenerate by applying, if necessary, the technique used at the 
beginning of this proof. Thus in any case the rri are the type of morphisms 
we are looking for.) Finally, define R = VJ’,, UE L(K, H,,) and 
St = (0, S’() for 5 E H, + 1. Then llSll= IIS’II and jlRll= II V,Jl (except hat in 
(c), II RI/ may be less than the norm of the original V,, see the preceding 
parenthetical note). Moreover, for all xi E Ai, i = 1, . . . . n, and 5 E H, + 1, 
= V0Pff, UU*(~,(x,)O aI( U fi (ai 7Ti(Xi))(O, St) 
i=2 
= VOPde~(xl)Oal(xl)) Pff,u 00 fi 71:(xi) St 
( i=2 > 
= V,J+(x,) R’ fi n;(xi) S’< 
i=2 
= hw) he,(x,) v,--e,(x,) v,. I 
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Part (a) of the following lemma was already noted in [31, Remark 2.21, 
but we give a unified proof, which also yields (b). 
4.2. LEMMA. Let A, and A2 be (Y-algebras and B: Al x A, + @ a 
bounded bilinear form. 
(a) There exist a Hilbert space H, two Jordan morphisms 
xi: Ai -+ L(H), i= 1,2, and two vectors [, n E H such that 
B(x, Y) = (J-C,(X) 4~)5 I rl) 
for all XEA,, YEA,. 
(b) If Ai= C*(G,), i= 1,2, where G1 and G, are locally compact 
groups, then n1 and q in (a) can be taken to be nondegenerate. 
Proof There exist two Hilbert spaces HI and H, with vectors tie Hi 
and Jordan morphisms 7~:: A ;-tL( Hi) such that for some linear contraction 
V:H*+H, 
B(x, Y) = (6(x) WY) 5115~1, XEA~, YEA,. 
This is a consequence of the Grothendieck [12]-Pisier [20]-Haagerup 
[13] inequality [13, Theorem 1.11 as was (for A, = A,) observed in [17, 
Remark 5.3(a)]. A somewhat different derivation (with the roles of A, and 
A, exchanged) is in [31]. Thus (a) follows from Proposition 4.1(a), and 
(b) from Proposition 4.1(c). Indeed, the condition in Proposition 4.1(c) is 
satisfied for Ai= C*(Gi), as the positive linear form on C*(Gi) 
corresponding to the constant function 1 on Gi (see [4, pp. 257 and 42)) is 
a nonzero one-dimensional representation. 1 
4.3. THEOREM. Let G, and Gz be locally compact groups. The following 
eight conditions are equivalent: 
(i) (resp. (ii)): F ( resp. F) is the Fourier transform of some bounded 
bilinear form on C*(G,) x C*(G,). 
(iii) (resp. (iv)): There is a Hilbert space H with two continuous 
unitary Jordan representations ni: Gi + L(H) and two vectors <, n E H such 
that 
F(s> t)=(n,(S)Mt)tlv) 
(resp. F(s, t)=(q(t)At(s)rln))for all SEC,, tEGz. 
(v) (resp. (vi)): There is a Hilbert space H with two hemi- 
homogeneous random fields vi: Gi + H, i = 1,2, such that F(s, t) = 
(cpl(s)l~~(t)) (rev. F(s, t)=(df)lvI(s)))for allsEG19 tE%. 
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(vii) (resp. (viii)): Th e same us (v) (resp. (vi)), but with “hemi- 
homogeneous” replaced by “weakly harmonizable.” 
ProojI (i) 3 (iii) Assume that F= fi for some bounded bilinear form 
B: C*(G,) x C*(G,) + C. Applying Lemma 4.2 we find a Hilbert space H, 
two nondegenerate Jordan morphisms zi: C*(Gi) -+ L(H), and two vectors 
5, v E H such that 
B(-T Y) = (n,(x) dy)5 Iv) 
for all XE C*(G,), ygC*(G,). Let Ei: W*(G,)-+L(H) be the weak*-to-a- 
weak continuous extension of rri, so that the mapping SH il,(w,(s)) on 
G,-we also denote it by rci-is a continuous unitary Jordan representation 
(Lemma 3.2(b)) of G,. By the uniqueness of the separately weak* con- 
tinuous extension 3 of B we have B(u, u) = (fir(u) r&(o) 5 1 q) for all 
UE W*(G,), UE W*(G,); in particular 
&9 t) = (n,(s) Q(t)5 Iv), SEG,, tEG2. 
(i)=- (iv) Assume that F= fi as above. Define B,: C*(G,) x 
C*(G,) + @ by B,( y, x) = B(x, y). This time Lemma 4.2 yields a Hilbert 
space H with vectors r, q E H and two nondegenerate Jordan morphisms 
rc;: C*(G,) + L(H) and rc;: C*(G,) + L(H) such that 
B(x> Y) = B,(Y, x) = ($(Y) 4(x)< Iv) 
for all x E C*(G,), y E C*(G,). Now proceed as above. 
(iii)= (vi), (iv)*(v) See Proposition 3.4. (Note that if ni is a con- 
tinuous unitary Jordan representation, then so is s H rri(s-I).) 
(v) =r (vii), (vi) =z- (viii) See [29, Lemma 2; 26, Remark 6.31. 
(vii)*(i) Suppose F(s, t) = (&‘1(s)( d2(t)), where Qi: C*(G,) + H is a 
bounded linear operator. Then (s, t) t+ F(s, t- ’ ) is the Fourier transform of 
the bounded bilinear form (x, y)~ (GI(x)l Qpz( y*)) on C*(G,) x C*(G,) 
(modify the proof of [26, Theorem 6.5]), and so F is also the Fourier 
transform of some bounded bilinear form by [26, Corollary 4.8). 
(viii) * (i) Suppose F(s, t) = (C,(t) 1 dI(s)) for Qi as above. This time 
(s, t) H F(s-‘, t) is the Fourier transform of the bounded bilinear form 
(x, y) H (&( y) I @,(x*)), and [26, Corollary 4.81 again applies. 
(i) o (ii) This equivalence is built into the above chain of implications, 
since, e.g., the fact that (v) o (i) o (vi) shows that the space of Fourier 
transforms of bounded bilinear forms on C*(G, ) x C*(G,) is closed under 
complex conjugation. i 
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4.4. Remark. (a) There is also a direct proof of (i)o (ii) (which 
could be used to restructure the above proof) based on [26, Theorem 4.73. 
Indeed, in view of that theorem it suffices to show that (in its notation) 
I 
(7) 
for linear combinations of Dirac measures. But (7) follows, e.g., from the 
proof of [26, Corollary 3.61, since IIC;= 1 zi 6,J’ = IIC;= i Zi 6,;1 (I ‘. 
(b) The equivalence of (i) and (ii) is especially to be noted, as its 
analogue is conspicuous by its absence in the next section. 
5. FOURIER TRANSFORMS AND CONVOLUTIONS 
OF COMPLETELY BOUNDED MULTILINEAR OPERATORS 
One motive for the research reported in this paper was the quest for a 
convolution of two bounded bilinear forms on C*(G,) x C*(G,) for 
arbitrary locally compact groups G, and Gz. A natural approach would be 
to declare the convolution of two such bilinear forms B1 and B, to be the 
bounded bilinear form B on C*(G,) x C*(G,) having as its Fourier trans- 
form the pointwise product of those of B, and BZ, if only such a B could be 
shown to exist. Contrary to the abelian situation treated in [lo], the 
characterization given in Theorem 4.3 does not, however, seem to be of 
much help, since both representations and antirepresentations of the 
groups are involved. In this section we restrict our attention to so-called 
completely bounded bilinear forms (and their generalizations completely 
bounded multilinear operators). While falling short of the original goal, we 
do get a smoothly functioning noncommutative n-variable extension of the 
abelian case of two variables. 
The notion of a completely bounded multilinear operator and its com- 
pletely bounded norm were introduced in [2]. We do not repeat those 
definitions here. Instead, we take an equivalent formulation [2, 
Theorem 5.21 as the starting point: For C*-algebras A,, ,.., A,, and a 
Hilbert space H, an n-linear operator Qi: A, x ... x A,, + L(H) is com- 
pletely bounded if, and only if, there are Hilbert spaces Hi, . . . . H,,, operators 
Vi E L( Hi + i , Hi) for i = 0, . . . . n, where HO = H = H, + 1, and representations 
19~: Ai + L(H,) for i = 1, . . . . n, such that 
for xicAi, i= 1, . . . . n. Moreover, the completely bounded norm Il@llcb of 
such a @ equals the infimum of II V,ll . 11 V, II . . . II V,jl over all representations 
of Q, in the form (8), and in fact this infimum is attained. 
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As a consequence of (8), by the universal property of the enveloping von 
Neumann algebras A T * [4, p. 2371, @ has a (clearly unique) separately 
weak*-to-g-weak continuous n-linear extension 6: A:* x . . . x A,** + L(H) 
(which is also completely bounded [2, Corollary 5.5-J). 
5.1. DEFINITION. We call the d described above the canonical extension 
of @. If G1, . . . . G, are locally compact groups, and @ : C*( G, ) x . . . x 
C*(G,) + L(H) for a Hilbert space H is a completely bounded n-linear 
operator, the Fourier transform of @ is the function d: G, x . . . x G, + 
L(H) defined by the formula 
C&S I, -*‘, s,) = ~.(~1(~,), .**, %(hz)). 
5.2. Remark. (a) Since we are only interested in the Fourier trans- 
forms of completely bounded multilinear operators in this section, we used 
the above simple construction of the Fourier transform. It is worth noting, 
however, that using [ 16, Theorem 2.31 in the universal representations of 
C*(G,), . . . . C*(G,), we see that an arbitrary bounded n-linear operator 
from C*(G,) x ... x C*(G,) to L(H) (or more generally to the dual space 
of any complex Banach space) has a similar canonical extension and hence 
the Fourier transform (generalizing the notion studied in Section 4). 
(b) Since each {mAi 1 si E Gi} spans a weak* dense subspace of 
W*(Gi), it is clear that @ determines @ uniquely. 
Actually every completely bounded n-linear operator has even a 
representation of the form (8) where H, = . . . = H,, and each of the 
bridging maps V, , . . . . V,- 1 is the identity operator ([3,5,32] and 
Proposition 4.1(b)). The proof in [ 321 uses an inductive argument based 
on the Halmos dilation theorem for a contractive endomorphism, 
generalizing an approach in [ 10, p. 101; 3 11. The present version of the 
proof of Proposition 4.1 was influenced by the somewhat more economical 
inductive dilation proof in [S], the original form having been an 
elaboration of [32]. Paulsen and Smith [ 19) have proved a representation 
theorem for completely contractive multilinear operators on the product of 
subspaces of C*-algebras; cf. [ 19, Theorem 3.21. It is clear from the proofs 
referred to above that there, too, as well as in [ 19, Theorem 2.9 and 
Corollary 2.101, one can get rid of the appropriate bridging maps. We now 
apply the nondegeneracy part of Proposition 4.1 to represent he Fourier 
transforms of completely bounded multilinear operators. 
5.3. THEOREM. Let G, , . . . . G, be locally compact groups and H a Hilbert 
space. A function F: G, x ... x G, + L(H) is the Fourier transform of some 
completely bounded n-linear operator Qi : C*(G,) x . . . x C*(G,) + L(H) if, 
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and only if, there exist a Hilbert space K, two operators R E L(K, H), 
SE L(H, K), and for each i= 1, . . . . n a continuous unitary representation 
71,: Gi + L(K) such that 
F(s ,,...,,,,=R(~,ni(si))s (9) 
for all si E G,, i = 1, . . . . n. If this is the case, then @ satisfies 
(10) 
for all X~E C*(GJ, i= 1, . . . . n. Moreover, 11 @II cb equals the infimum of 
l[Rll /Sll over all representations in the form (9), and the infimum is attained. 
Proof (1”) Let first @:C*(G,)x ... xC*(G,)+L(H) be a com- 
pletely bounded n-linear operator represented in the form (8) (with 
Ai = C*(G,)), where I)@)/ cb = n;= ,, II VJ. We may exclude the trivial case 
@ = 0 and assume that 
II VIII = ... = IIVk-,II = 1, II Voll II V”ll = Il@llcb. 
Since each C*(Gi) satisfies the condition in Proposition 4.1(c) (see the 
proof of Lemma 4.2), we can find a Hilbert space K, nondegenerate 
representations rci: C*(Gi) + L(K), i = 1, . . . . n, and operators R E L(K, H), 
SE L(H, K) such that IJRI( < IIVoll, llSl[ < IIV,ll, and (10) holds. By the 
infimum characterization of II @II cb we must have II RI1 = II V,ll and 
II WI = II V, II. Clearly, b(s , , . . . . s,) = W-I;= 1 ni(si))S for all S,E G,, 
i = 1, . . . . n. 
(2”) Suppose, conversely, that (9) holds for F. Then (10) defines a 
completely bounded n-linear operator @ whose Fourier transform is F. 
Thus aho Il@llcb~ IIRII IISII. 
Combining (1”) and (2”), we see that the theorem, including the last 
sentence about /)@[I cb, has been proved. 1 
5.4. COROLLARY. Let G,, . . . . G, be locally compact groups. 
(a) IfF,,F,:G,x ... x G, + Q= are Fourier transforms of completely 
bounded n-linear forms on C*( G, ) x . . ’ x C*(G,), then so is their pointwise 
product F, F2. 
(b) If H, and H, are Hilbert spaces, and Fi: G, x . ’ ’ x G, + L(H,) 
for i = I,2 are Fourier transforms of completely bounded n-linear operators, 
then so is the function F: G, x . .. x G, + L(H, &I Hz) defined by 
Fts 1, **., s,)=F,(s1, . . ..s.)OJ’z(s,,..., s,,), where H, 8 H, is the Hilbert 
space tensor product of H, and H,. 
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Proof. Since (a) is a special case of (b), we prove (b), Using for Fj, 
j= 1, 2, the type of representation afforded by Theorem 5.3 we get 
The above corollary is the basis of the following definition. 
5.5. DEFINITION. In the situation of Corollary 5.4(a) (resp. (b)), the 
completely bounded n-linear form (resp. L(H, @ H&valued n-linear 
operator) @ having FIFz (resp. F) as its Fourier transform is called the 
conoolution of those @, and Q2, having F, and F2 as their Fourier trans- 
forms. We denote @ = @, * G2. 
5.6. COROLLARY. In the situation of the above definition, 
IPI * @*ll&.~ 11@111rb11@211rb- 
Proof: In the proof of Corollary 5.4 we may take llRjll llS,ll = Il@jllrb, 
and so 
II@1 * @AlcbG llRl8&II ll~lO~,II G Il@lllcbIl@Zllcb. I 
5.7. COROLLARY. Let G,, . . . . G, be locally compact groups, 
(a) If F: G1 x ... x G, + 62 is a linear combination of continuous 
positive-definite functions, then F is the Fourier transform of some completely 
bounded n-linear form on C*(G,) x ... x C*(G,). 
(b) If H is a Hilbert space, and F: G, x . . . x G, + L(H) is the 
Fourier transform of some completely bounded linear (i.e., l-linear) operator 
CD: C*(G, x .. . x G,) + L(H), then F is the Fourier transform of some 
completely bounded n-linear operator Y: C*(G,) x .a. x C*(G,) + L(H). 
Proof Again (a) is a special case of (b) (see [8, p. 191]), so let us 
prove (b). By Theorem 5.3 there is a Hilbert space K with a continuous 
unitary representation 71: G1 x . . . x G, + L(K) and operators R E L(K, H), 
S E L(H, K) such that 
F(s) = Rx(s)S forall SEG, x ... xG,. 
Defining 7ci(si)=x(e1, .. . . e,_,, si, ei+ i, . . . . e,) for si~Gi, where ej is the 
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neutral element of G,, we get continuous unitary representations 
xi: Gi --t L(K) such that for all si E Gi, i = 1, . . . . n, 
and so the assertion follows from Theorem 5.3. 1 
6. THE BANACH ALGEBRA 
OF COMPLETELY BOUNDED MULTILINEAR FORMS 
In this section Gr, . . . . G, are locally compact groups, and we denote by 
CB(C*(G,) x ... x C*(G,))-or by CB for short-the space of all com- 
pletely bounded n-linear forms @ : C*(G, ) x . . . x C*( G,) -+ @ equipped 
with the norm 11. )Jfb. The normed space CB is known to be complete. In 
fact, it is the dual of a normed space (see [6,7, 191 for arguments leading 
to this and more general results); the completeness of CB also follows in a 
standard fashion from the original definition of [2]. We shall regard CB as 
a commutative Banach algebra with respect to convolution (see 
Corollary 5.6). Note that CB has the identity (x,, . . . . x,) w nl= 1 Ei(Xi) of 
norm 1, where ei: C*(Gi) + @ corresponds to the constant one-dimensional 
continuous unitary representation of Gi. 
For any locally compact group G, B(G) will denote the Fourier-Stieltjes 
algebra described in [S J: B(G) is the commutative Banach algebra of linear 
combinations of continuous positive-definite functions on G equipped with 
the norm derived from the identification of B(G) with C*(G)*. We let 
d(B(G)) (c W*(G)) denote its spectrum (i.e., the set of nonzero mul- 
tiplicative linear functionals with the weak* topology). Similarly, d(CB) is 
the spectrum of CB(C*(G,) x ... x C*(G,)). 
We let B(G,) 61 ... & B(G,) denote the (completed) projective tensor 
product of B(G, ), . . . . B(G,). In a standard way (see [24]) the product 
space d(B(G,)) x ... x A (B( G,)) will be identified with the spectrum of the 
commutative Banach algebra B(G,) @ _.. 6 B(G,) by making ($r, . . . . Ifi,) 
for eied(B(Gi)) correspond to the element of d(B(G,) 6 ... 6 B(G,)) 
which takes the value n;=, (fi, tii) for anyf, 0 ... @f,, wherefiE B(G,), 
i = 1, . . . . n. 
6.1. PROPOSITION. There are unique contractive, unital algebra 
morphisms 
a: B(G,) & . . . @ B(G,) + B(G, x . . + x G,) 
580/79/l-11 
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and 
b: B(G, x ... x G,) + CB(C*(G,) x ... x C*(G,)) 
such that 
m-1 0 “* Qfn)tsl, ...9 sn)= fi fitsi) (11) 
i=l 
for all fi E B(G,), si E Gi, i = 1, . . . . n, and the Fourier transform of/?(f) is f for 
all f E B(G, x ... x G,). 
Proof For each i = 1, . . . . n, if fi E B(G,), there is a continuous unitary 
representation rri: Gi + L(H,) such that for some vectors ri, qi~ H,,, 
IIhII = II<iII ViII and fi(Si)= (Ri(Si)til Vi), SiE Gi [8, p. 1951. Denote 
$(Sl) . ..) s,) = rr,(s,), so that rci is a continuous unitary representation of 
G,x ... XC,, and for s=(s ,,..., s,) 
Thus the function (s,, . . . . s,) H n;= I fi(si) is in B(G1 x . . . x G,), and its 
norm is at most 115iO ... @{,[I llrji@ ... Ovnll = I-I;=, IV-ill P-6 P. 1951. It 
follows that there is a bounded n-linear operator from B(G, ) x . . . x B(G,) 
to B(G1 x . . . x G,), of norm at most one, such that (11) holds for the 
corresponding linear contraction a: B(G,)@ ...@ B(G,) + B(G1 x es* x G,). 
Obviously c1( 1) = 1. To prove that a is multiplicative, it suflices to observe 
that N(fi 0 ... OfJ(g10 ... Sg,))=~(f,g,@ .a. @f,g,) takes the 
value 
fi sltsi) gAsi)= fi fits;) fi gitsi) 
i= I i=l i= 1 
for (si, . . . . s,)~Gi x ... XC,, and so does a(fi@ . ..@f.)a(g,@ ... @g,), 
fi, giE B(G,), i= 1, . . . . n. Clearly, a is uniquely determined by (11). The 
existence and uniqueness of a unital algebra morphism J!?: B(GI x ... x G,) 
-, CB(C*(G,) x ... x C*(G,)) with p(f) = f follows from Corollary 57(a) 
and Remark 5.2(b). That /I is contractive is an easy consequence of [8, 
Lemma 2.141, the proof of Corollary 5.7, and Theorem 5.3. 1 
The following theorem generalizes and augments [9, Theorem 6.11 and 
an observation made in [9, p. 158 J in the case of two abelian locally com- 
pact groups. (Recall from the Introduction that in the abelian case every 
bounded bilinear form on C*(G,) x C*(G,) is completely bounded, and the 
completely bounded norm is equivalent to the usual supremum norm.) We 
retain the notation of Proposition 6.1. 
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6.2. THEOREM. (a) I~I/I~ Ed(B(Gi))for i= 1, . . . . n, denotefor all @E CB 
c4* 19 -.., IfiJI = &h 9 ..a> 1clJ. (12) 
Then (12) defines a separately continuous map 1: d(B(G,) x ... x d(B(G,)) 
+ d(CB). 
(b) IfB*: A(CB)+d(B(G, x ... x G,)) (resp. a*: d(B(GI x .-. x G,)) 
+ 4B(G,)) x ... x d(B(G,))) is (defined by) the transpose of /I (resp. a), 
then a*op*oz is the identity map of d(B(G,))x ... xd(B(G,)). In 
particular, 1 is injective. 
(c) The map fi*oz: d(B(G,))x ... xd(B(G,))+d(B(G,x ..- xG,)) 
is a separately continuous injection having a* as a continuous left inverse. 
Proof (a) To show that I(+~, . . . . $,) is multiplicative, take 
G1, G2 E CB, and represent their Fourier transforms in accordance with 
Theorem 5.3 as 
where for j = 1,2, i = 1, . . . . n, xii): Gi --f L(K,) are continuous unitary 
representations and tj, yli~ K,. By definition, 
(@* * @2)-h 3 .*-, s,) 
= 
(( 
fi (nI’)(Si)@n1112)(Si)) (tlO52)lt11@12 9 
i= 1 ) > 
so that when we denote rti= nj’)@nj2): G,-+ L(KI @ K,) we get, by 
Theorem 5.3, 
(@I * @d-(4, . . . . un)=(( fi EiC”i)) (tl@t2)lSl@?2) 
i= 1 
for all U,E W*(Gi), i = 1, . . . . n. But if $i~ d(B(Gi)), then 
I?~($~) = Ej’)($i) @I iii2)($i) (see [25, p. 25]), and so 
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Thus r(lC/l, . .. . Ic/,,) is a multiplicative (clearly linear) functional. It is nonzero 
since for the identity of CB it takes the value n;= I Bi(t+Qi) = 1. The separate 
continuity is obvious from ( 1 1 ), since 5 is separately weak* continuous. 
(b) Choose @,eA(B(G,)) and fi~B(Gi) for i= 1, . . . . n. There are 
Hilbert spaces Hi with vectors ri, vi E Hi and continuous unitary represen- 
tations xi: Gi + L(H,) such that fi(si) = (rci(si) ri 1 vi), si E Gi, i = 1, . . . . n 
[S, p. 1953. Denote @ = /?cr(fi 0 ... Of,). Now $ is the map 
(u 1, *.., u,,)H~J~= i (fii(ui)tilqi) on R’*(G,) x ... x W*(G,), since both are 
separately weak* continuous and agree on the Cartesian product of the 
linear spans of oi(Gi) which are weak* dense in W*(Gi). In particular, 
[Lx* o/3* 0 i(l . . . . ~,)1(fi@ ... Of”) = c4+13 . ..T $,)I(@) = W1? ...T II/,) 
=iJjl (iti($)5ilrli)= fi (fi7 Icli> 
i=l 
= (II/ 1, ..., ti”)(fi 0 ... Of,). 
From this the assertion follows. 
Part (c) is an immediate consequence of (a) and (b). 1 
7. COMPLETELY BOUNDED AND RELATED RANDOM FIELDS 
In this section G is a locally compact group and H is a Hilbert space. 
7.1. DEFINITION. Let cp :G + H be a random field and R: G x G --, @ its 
covariance function, i.e., R(s, t) = (q(s) 1 q(t)), s, t E G. If the function 
(s, t)~ R(s, t-l) is the Fourier transform of some completely bounded 
bilinear form on C*(G) x C*(G), we say that the random field cp is 
completely bounded. If (s, t) H R(s, t -‘) belongs to the Fourier-Stieltjes 
algebra B(G x G), we say that cp is strongly harmonizable. 
7.2. THEOREM. Let cp : G + H be a random field. 
(a) If cp is strongly harmonizable, then cp is completely bounded. 
(b) Zf cp is completely bounded, then cp is weakly harmonizable. 
Proof: Part (a) follows from Corollary 5.7(a). Now assume that cp is 
completely bounded. Since R is continuous and bounded, cp is easily seen 
to be bounded and weakly continuous. Applying [26, Theorem 6.5 and 
Remark 6.31 we see that cp is weakly harmonizable. 1 
7.3. Remark. The definition of strong harmonizability above is readily 
seen to generalize the corresponding notion in the abelian case (discussed, 
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e.g., in [21] ). If G is abelian, the complete boundedness of cp is equivalent 
to its weak harmonizabihty (see [26, p. 379]), since for commutative 
C*-algebras every bounded bilinear form is completely bounded. 
We conclude with a theorem which characterizes completely bounded 
random fields in the spirit of [29]. A random field cp: G + H is right 
homogeneous, if (cp(su) I cp(tu)) = (q(s) I q(t)) for all s, t, u E G. 
7.4. THEOREM. (a) Let @: C*(G) + H be a bounded linear operator. Its 
Fourier transform is a completely bounded random field if, and only if, there 
is a positive linear form f: C*(G) --f @ such that 
Il@xl12~f(xx*) (13) 
for all x E C*(G). 
(b) A random field cp : G + H is completely bounded tf, and only tf, 
there exist a Hilbert space K containing H as a subspace and a continuous 
right homogeneous random field $ : G + K such that cp = P, 0 $. 
Proof (a) Denote B(x, y) = (@xl @y*) for x, ye C*(G). The Fourier 
transform of B is the function (s, t) H (6(s) I &( t-l)), and so & is com- 
pletely bounded if, and only if, B is a completely bounded bilinear form. If 
the latter condition holds, there are positive linear forms fi, f2: C*(G) + C 
such that IB(x, y)l’d fi(xx*)f2( y*y) for all x, YE C*(G). (This follows at 
once from the representation B(x, y) = (n2(y)<l~i(x*)~) or already from 
B(x, y) = (O,(x) Vle2( y)5 I q); cf. [6, Theorem 2.11.) Taking f = fi + f2 we 
get ( 13). Conversely, if (13) holds, then IB(x, y)l < Il@xll II@y*ll 6 
f(xx*Pf~Y*YP2, and so B is completely bounded (see [17, p. 1853 or 
[6, Theorem 2.11). 
(b) If $: G + K is continuous and right homogeneous, there is a con- 
tinuous positive-definite function p : G + C with ($(s) 1 $(t)) = p(st-‘), and 
so there is a Hilbert space H, with a continuous unitary representation 
nnp: G + L(H,) and a vector rPe H, such that ($(s)lJl(t-‘))= 
(RJs) rip(t) 4,[5,) for all s, ?E G. Thus 1(/ is completely bounded by 
Theorem 5.3. In view of Theorem 7.4(a) it is clear that TO $ is completely 
bounded if T is any bounded linear map from K to a Hilbert space. 
Conversely, if cp: G -+ H is completely bounded, then cp = 4, where 
@: C*(G) + H is a bounded linear map (Theorem 7.2) satisfying (13). 
A continuous right homogeneous dilation tj can now be constructed 
by modifying arguments in [29]. 1 
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