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ABSTRACT
Infrastructure is indispensable for modern society nowadays. However, infrastruc-
ture requires periodic inspections for maintenance purposes because of deterioration over
time. Manual inspections would be labor-intensive and costly. A more viable approach is
to mount sensors onto a robot to perform the inspection tasks. The inspection tasks usu-
ally include both surface and subsurface mapping, thus the ability to fuse surface images
with subsurface scans is important for further analysis. Therefore, we design and build
a multi-modal sensing suite comprising multiple sensors for both surface and subsurface
infrastructure inspection. The sensing suite contains a camera, a LIDAR, a ground pene-
trating radar (GPR), and a wheel encoder. To fuse different sensor modalities properly, the
major challenges lie in the calibration and the synchronization between the camera and the
GPR. Another limitation is the computationally intensive optimization steps in the system.
In this dissertation, we first propose a method for the extrinsic calibration of a GPR.
We build an artificial planar bridge as the calibration device and choose metal balls as cali-
bration objects. We model the GPR imaging process and extract readings from hyperbolas
generated by metal balls. We apply maximum likelihood estimator (MLE) to estimate the
rigid body transformation and provide the closed form error analysis for our calibration
models.
Based on the extrinsic calibration of a GPR, we further propose a method to solve
the relative pose between a camera and a GPR. We extend the artificial planar bridge by
combining with a planar mirror as the calibration rig, and use a metal ball and a checker-
board together as a combo calibration object. We estimate the GPR poses by extracting
readings from hyperbolas generated by metal balls, and apply the mirror-based pinhole
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camera model to estimate the camera and mirror poses. We formulate a MLE problem to
estimate the relative pose between the two sensors and provide the closed form analysis
for the error distribution of calibration results.
With calibration problems solved, we propose a data collection scheme using cus-
tomized artificial landmarks (ALs) to synchronize and fuse the camera images and GPR
scans for transportation infrastructure inspection. We utilize pose graph optimization to
refine synchronization and reconstruct the 3D structure by fusing all the data. We test our
method in physical experiments, and the results show that our method is able to fuse three
sensory data (camera, GPR, and wheel encoder), product metric 3D reconstruction, and
reduce the end-to-end distance error from 7.45cm to 3.10cm.
In addition, we design a tunable sparse optimization solver that can trade a slight de-
crease in accuracy for significant speed improvement in pose graph optimization in visual
simultaneous localization and mapping. The solver is designed for devices with significant
computation and power constraints such as mobile phones or tablets. We propose a graph
pruning strategy by exploiting objective function structure to reduce the optimization prob-
lem size. Besides, we apply a modified Cholesky factorization accelerate the computation.
We reuse the decomposition result from last iteration by using Cholesky update/downdate
to reduce the repeated computation. We have implemented our solver and tested it with
open source data. The experimental results show that our solver can be twice as fast as the
counterpart while maintaining a loss of less than 5% in accuracy.
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1. INTRODUCTION
Infrastructure such as bridge decks, freeways, and airport runways is unquestionably
a critical factor for faster economic growth in a country, since it empowers trade, facili-
tates businesses, enables transportation from one place to another, and create considerable
economic opportunities. However, infrastructure deteriorates over time due to natural and
human factors. Take bridges as example, according to American Society of Civil Engi-
neers (ASCE) [1–3] and U.S. Department of Transportation (USDOT) [2,4], the statistical
results show that there are 614, 387 bridges in the United States in 2017, and the average
bridge age is 43 years old, and 40% of the bridges are 50 or more years old. Moreover,
the reports indicate that 56, 007 bridges are found to be structurally deficient in 2016, and
people take on average 188, 000, 000 trips across structurally deficient bridges each day.
Thus, for the sake of safety, periodic inspections are in great demand for maintenance and
rehabilitation purposes in order to prevent accidents due to deficient infrastructure.
To conduct infrastructure inspections, people usually apply inspection sensors such as
a regular camera, a light Detection and Ranging (LIDAR) device, and a ground penetrat-
ing radar (GPR) to inspect whether there are problems in the infrastructure. In order to
thoroughly survey the infrastructure, the conventional approach is to examine the infras-
tructure manually, which relies on artificial painted lines or grids on the survey area in
advanced and requires sensors to painstakingly follow the preset painted lines or grids.
The disadvantage of the conventional approach is labor-intensive and costly. To improve
the efficiency of conventional approach, a more feasible solution is to install sensors onto
an autonomous robotic system to perform the inspection tasks.
Besides, the inspection tasks often include both surface and subsurface mapping to as-
sist searching for cracks, voids, or other damages, and thus the ability to combine surface
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images with subsurface scans is important for further inspections or future repairs. As a
result, it is necessary to combine multiple inspection sensors together along with naviga-
tional sensors such as a wheel encoder and/or a global position system (GPS) receiver in
order to obtain the most comprehensive result for the infrastructure.
Therefore, there is a critical need to develop automatic scanning devices in order to
efficiently perform infrastructure inspection. In addition, the automatic scanning devices
must have multiple sensors that are capable of detecting surface and subsurface structure
of the infrastructure, and contain a system that is able to fuse all the sensory data properly.
To meet the need of automatic scanning devices, we first design and build a multi-
modal sensing suite, and then combine multiple inspection sensors including a regular
camera, a LIDAR, and a GPR together along with a wheel encoder into the multi-modal
sensing suite. To perform sensor fusion using our sensing suite, we employ the camera
not only for surface inspection but also for visual simultaneous localization and mapping
(SLAM) which provides more accurate pose estimation than that from a GPS receiver in a
local region. By combining GPR scannings with visual SLAM results, GPR applications
are no longer restricted to a flat surface due to its inability to obtain pose information from
its wheel encoder alone.
The major challenge in our system is how to perform sensor fusion appropriately in or-
der to achieve better inferences. In our multi-modal sensing suite, we encounter two main
problems: 1) calibration problem, and 2) synchronization problem. First, calibration of a
GPR and a camera is difficult because of their different sensing modality. Unlike the cam-
era, the intrinsic 3D coordinate system of the GPR is not necessarily Euclidean because its
horizontal plane is assumed to be overlapped with the road plane. When the road surface is
non-planar, its output cannot be directly aligned with Euclidean 3D structure constructed
from the camera. Second, it is nontrivial to synchronize the camera and the GPR since
camera images are taken according to a fixed time interval but GPR scans are triggered by
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its wheel encoder based on a preset fixed distance traveled. Without good calibration and
synchronization, sensor fusion becomes relatively unreliable for infrastructure inspections.
Another limitation of the system is the speed when performing visual SLAM. The
whole visual SLAM process is very computationally intensive. Feature extraction and
the optimization steps are the most computationally intensive steps. While people have
made significant progress in feature extraction by using GPU acceleration or FPGA im-
plementation, little has been done in the optimization step. This step is also known as local
bundle adjustment (LBA) because it performs the optimization on a window of adjacent
frames to avoid a large global optimization problem. It has been widely accepted as an
efficient approach because landmarks only continuously exist in a short sequence of ad-
jacent frames. The short temporal dependence on landmarks means that the optimization
problem is sparse. Many existing packages employ CSparse or CHOLMOD in the opti-
mization solver. However, the existing LBA method recomputes the entire optimization
problem when the window slides to the next frame, which is not very efficient.
In this dissertation, we address the aforementioned issues to enable the system to per-
form sensor fusion correctly in the heterogeneous sensing suite. First, to establish co-
ordinate system transformation between sensors, it is necessary to perform an extrinsic
calibration on the GPR (i.e. rotation and translation difference in coordinate systems). We
have to solve extrinsic calibration of a GPR because GPR is the critical sensor for infras-
tructure subsurface inspections, but to the best of our knowledge, there is no related works
regarding extrinsic calibration of a GPR. Hence, we propose a method to estimate the rela-
tive rotation and translation difference with respect to the reference coordinate system. We
design an artificial planar bridge as the calibration device to ensure that the GPR output
maintains Euclidean coordinate property during the calibration process. The bridge also
allows us to adjust metal balls as calibration objects. We model the GPR imaging process
and extract readings from hyperbolas generated from metal balls. We employ the maxi-
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mum likelihood estimator to estimate the rigid body transformation and provide the closed
form error analysis. We have conducted physical experiments to validate our calibration
process. The results show that the calibrated model has an average error of 9.77mm for
testing samples, which is satisfying considering the GPR signal wave length is 18.75cm.
Built on extrinsic calibration of a GPR, we further design a new calibration process and
propose a dual modal calibration optimization method to solve the relative pose between
a camera and a GPR. We combine the artificial planar bridge with a planar mirror as
the calibration rig to ensure both sensors can detect the calibration object simultaneously,
where a metal ball and a checkerboard have been combined as a combo calibration object.
We combine the pinhole camera model with mirror reflection transformation and model the
GPR imaging process. We estimate the camera and mirror poses and extract readings from
hyperbolas generated from metal balls. We employ the maximum likelihood estimator to
estimate the rigid body transformation between the two sensors and provide the closed
form error analysis. We have conducted physical experiments to validate our calibration
process and shown the average error of 6.67mm for our calibration model.
After solving the calibration problems, we focus on how to fuse the surface scanning
results from a camera with subsurface data from a GPR to provide a comprehensive solu-
tion for infrastructure inspection. We propose a data collection scheme using customized
artificial landmarks (ALs) to achieve encoder-camera-GPR tri-sensor fusion for infrastruc-
ture inspection. We use ALs to synchronize two types data streams: camera images that
are temporally evenly-spaced and GPR/encoder data that are spatially evenly-spaced. We
also employ pose graph optimization with synchronization as penalty functions to further
refine synchronization and perform data fusion for 3D reconstruction. We have imple-
mented the system and tested it in physical experiments. The results show that our system
successfully fuses three sensory data and product metric 3D reconstruction. The sensor
fusion approach reduces the end-to-end distance error from 7.45cm to 3.10cm.
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Besides sensor fusion, we also develop a tunable sparse graph solver to accelerate the
computation. We report a tunable sparse optimization solver that can trade a slight de-
crease in accuracy for significant speed improvement in pose graph optimization in visual
SLAM. The solver is designed for devices with significant computation and power con-
straints such as mobile phones or tablets. Two approaches have been combined in our
design. The first is a graph pruning strategy by exploiting objective function structure
to reduce the optimization problem size which further sparsifies the optimization prob-
lem. The second step is to accelerate each optimization iteration in solving increments for
the gradient-based search in Gauss-Newton type optimization solver. We apply a modi-
fied Cholesky factorization accelerate the computation. We reuse the decomposition result
from last iteration by using Cholesky update/downdate to reduce the repeated computation.
We have implemented our solver and tested it with open source data. The experimental
results show that our solver can be twice as fast as the counterpart while maintaining a loss
of less than 5% in accuracy.
The rest of this dissertation is organized as follows. We begin with a review of literature
in Section 2. The extrinsic calibration of a GPR is presented in Section 3. We introduce
camera-GPR calibration in Section 4. In Section 5, we present the encoder-camera-GPR
tri-sensor fusion for infrastructure inspection. In Section 6, we introduce the tunable sparse
graph solver for pose graph optimization in LBA for visual SLAM problems. Section 7
concludes the dissertation and discusses future work directions.
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2. RELATED WORK
Our work relates to the areas of infrastructure inspection, sensor fusion, and visual
simultaneous localization and mapping (SLAM). In this Section, we develop a review of
related literatures in these three directions.
2.1 Infrastructure inspection
Infrastructure such as bridge decks, tunnels, freeways, and airport runways plays an
important role nowadays. For safety reasons, regular infrastructure inspection is very nec-
essary. To assess infrastructure condition, nondestructive evaluation (NDE) is a highly
recommended approach recently because it provides reliable diagnosis [5–7] without sig-
nificant damages on the infrastructure. Moreover, since NDE is able to evaluate but not
modify the material properties and the internal structure of the infrastructure, they can con-
siderably reduce the cost of both money and time for inspection tasks. NDE techniques are
usually achieved by using inspection sensors such as a ground penetrating radar (GPR),
cameras, light detection and ranging sensor (LIDAR), half-cell potential (HCP), a chain
drag, an impact echo (IE) meter, ultrasonic surface waves (USW) measurements, electrical
resistivity (ER) signals, etc.
Besides NDE techniques, using autonomous robots to perform infrastructure inspec-
tion also becomes more and more prevailing these years [8,9]. This is because that robotics
infrastructure inspection can provide less costs, reduce mistakes, and improve repeatabil-
ity for a lot of tasks, comparing with manually conventional inspection, which is usu-
ally labor-intensive and costly. Moreover, NDE techniques and autonomous robots not
only can be applied individually for inspection purpose, but also can be combined into
one system for more advanced infrastructure evaluation, e.g., robotic bridge inspection
tool (RABIT) [10–15], crawling bridge robot [16], inspection unmanned aerial vehicles
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(UAV) [17], inspection unmanned marine vehicles (UMV) [18], etc.
2.2 Sensor fusion
Sensor fusion is to appropriately combine sensory data from different sources to obtain
better inferences (e.g., in accuracy, correctness, robustness, etc) that cannot be achieved
by using any individual sensor or from any single source [19–26]. The concept of sensor
fusion is intuitive. It is just like humans and animals have the ability to process multiple
senses (e.g., vision, hearing, smell, etc) and further fuse them to make better decisions.
The same principle is also applied to robotics system for more complicated tasks, e.g.,
wearable robots [27, 28], medical robots [29, 30], and mobile robots [31, 32].
The early works of sensor fusion can be traced back to mid-1980s. Researchers aimed
to design an architecture that is able to describe the general sensor fusion framework for
further development and evaluation purpose. One of the most popular architectures was the
initial Data Fusion Lexicon [33] proposed by the Data Fusion Sub-panel (also known as the
Data Fusion Group) of the Joint Directors of Laboratories (JDL), which is under the guid-
ance of the U.S. Department of Defense (DoD). They presented the JDL model [21,34,35]
that consists of five levels for data fusion: source preprocessing (level 0), object refinement
(level 1), situation refinement (level 2), threat refinement (level 3), and process refinement
(level 4). Even though the original purpose was for military domain, it gradually became
very popular in other applications (e.g., civil, aerospace, ocean engineering, etc.) as well.
Besides JDL model, the waterfall fusion process model [21] was also a common architec-
ture for sensor fusion at that time.
Other than architectures, sensor configuration was another aspect to characterize the
framework for sensor fusion. According to the configuration, which is mainly based on
the relations between different disparate information sources, the sensor fusion models can
be classed as three categories: 1) complementary, 2) competitive, and 3) cooperative [36].
7
The complementary approach indicates the data obtained by each sensor can be treated
as different and local information, and can be further combined to achieve complete and
global information. E.g., surveillance system has the ability to capture the different aspects
of the target [37, 38]. The competitive approach indicates that the data obtained by each
sensor is for the same target, and can be combined to increase robustness and reliability of
the measurements. E.g., the optimization framework in SLAM contains a lot of repetitious
information in order to provide the optimal solution [39, 40]. The cooperative approach
indicates that the data obtained by each sensor cannot provide the information, so it is
necessary to combine all the data in order to obtain the information. E.g., image mosaicing
needs more than one image to obtain the global view of the scene [41], and stereo SLAM
requires at least two views to recover the metric scale of the observed environment [40,42].
Even though architectures or configurations can represent the sensor fusion framework
in certain aspects, they are still inadequate to describe all applications in a general way.
In fact, the reason why there is no sensor fusion model that is generally accepted for all
applications is that the model for sensor fusion highly depends on the application. But
among all applications, there are some typical issues that are essential and fundamental,
such as calibration, synchronization, correspondence, data fusion, etc. Here, we give a
brief review of these directions since they are highly related to this dissertation.
2.2.1 Calibration
Calibration is an important technique to improve the accuracy of a mechanism or a
sensor. It usually contains three main components: a model, measurements, and a pa-
rameter estimation process [43]. It begins with a closed-form geometry and/or physical
model that characterizes a mechanism or a sensing phenomenon. A calibration process is
to collect measurements to estimate the model parameters. The measurements are always
noisy which is often described by statistical error models. The error models can be ob-
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tained either analytically or statistically. A Gaussian distribution is a common error model
due to its robust asymptotic probability attributes in large populations [44]. The parameter
estimation process finds the model parameters by minimizing an aggregated error metric
function.
Mechanism calibration often solves the kinematic parameters and the inertial parame-
ters for mechanisms with prismatic or revolute joints. In robotics and automation, mecha-
nism calibration includes robot manipulator calibration [45], pan-tilt robotic cameras cal-
ibration [46], and hand-eye calibration [47]. Sensor calibration differs from mechanism
calibration due to the unique combination of intrinsic calibration and extrinsic calibra-
tion. While the extrinsic model is the similar 6 degrees of freedom (DoFs) rigid body
transformation, the intrinsic model describes the underlying physical principles for the
sensing [48] process. For example, a camera [49, 50], a radio antenna [51] and a LI-
DAR [52, 53] are common sensors that need to be calibrated.
2.2.2 Synchronization
The data obtained from different sensors has specific time frame based on its sensor
sampling frequency. Therefore, time synchronization between multiple sensors becomes
a crucial issue for sensor fusion in order to achieve good performance [54, 55]. There
are two main approaches to achieve time synchronization for different sensors: hardware
approach and software approach.
Hardware approach utilizes a global clock to trigger each sensor to sample at the
same time, so the data will be aligned simultaneously because of the same sampling fre-
quency. One prevailing technique in this category is achieved by protocols sharing a global
clock such as the network time protocol (NTP) [56, 57] and global positioning system
(GPS) [58]. However, this technique becomes unreliable when there is no Internet or GPS
signals are inaccessible. Besides, using oscillators in a circuit or a signal from one sensor
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to generate triggers is another popular technique to realize time synchronization among
different sensors, e,g., synchronization between a LIDAR and a camera [59].
Software approach, on the other hand, often aligns data after the data has been obtained
from each sensor. Although the performance of software approach is generally not good as
that of hardware approach, software approach is sometime that only choice if there exists
one sensor that can not be triggered externally. The passive synchronization algorithm
using the timing jitter induced by hosts [60] and the optimization algorithm using artificial
landmarks to refine synchronization [61] are examples for this category.
2.2.3 Correspondence
To establish the correspondence among all sensory data is another critical issue for
sensor fusion. To be more specific, given one dataX from one sensor, the goal is to find the
corresponding data X ′ in other sensors associated with X , and build the correspondence
X ↔ X ′. This problem is called correspondence/data association [24, 62].
To solve this kind of problem, one prevalent method is to utilize ”features” in the en-
vironment to establish the correspondence. Using aforementioned X ↔ X ′ as example,
and let F be the feature in the environment. X will be the data feature obtained by one
sensor measuring F , and X ′ will be the data feature obtained by another sensor measuring
F . By matching X ↔ F and X ′ ↔ F , the correspondence X ↔ X ′ can be established.
The feature can be natural or artificial, but it has to be simple to identify and particular to
distinguish from the environment. For example, edges [63], corners [64], and man-made
patterns [65] are good features for this purpose. When there are more than one feature
being matched, it is possible to establish some wrong correspondences. To further obtain
the accurate correspondences, random sample consensus algorithm (RANSAC) [66] and
J-linkage [67] are recommended to apply to filter out the wrong correspondences. To es-
tablish correspondence of data feature is indispensable for a lot of applications such as
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multi-object tracking [68], structure from motion [69], and 3D reconstruction [70]. Be-
sides, good correspondence also benefits calibration and synchronization for sensor fu-
sion [71, 72].
2.2.4 Data Fusion
After solving practical issues such as calibration, synchronization, and correspon-
dence, all the sensory data obtained from different sources eventually can be fused into
one unity to provide better inferences.
According to the level of data processing, data fusion can be classified into four cate-
gories [22, 73]: 1) low-level fusion, 2) medium-level fusion, 3) high-level fusion, and 4)
multi-level fusion. Low-level fusion indicates raw data is obtained as inputs and combined
into new data as output. E.g., to reduce noise by taking many measurements and then ap-
ply an averaging method is a common approach based on this category, and filter-based
methods for image denoising is another example [74, 75]. Medium-level fusion indicates
features are extracted from individual sensory data as inputs and fused to form a feature
map as output. The features can be points, edges, corners, lines, and positions. This level
is also called feature level fusion. E.g., SLAM builds the map by using a lot of landmark
positions from different sensors such as LIDAR [76] and RGB-D cameras [77]. High-level
fusion indicates decisions are obtained after data processing as inputs and combined into a
final decision that is more reliable than original decisions. The decision can be a symbol,
an outcome, a selection, or a conclusion. This level is also called decision level fusion.
E.g., high-level fusion is utilized to improve the performance for DS-UWB communica-
tion systems [78], and 3D face recognition [79]. Multi-level fusion is any combination of
low, medium, and high level for inputs and outputs. E.g., autonomous vehicle is installed
with multi-sensors such as LIDARs and cameras that are able to detect obstacle positions,
and then makes a decision to bypass the obstacles or stop the vehicle immediately.
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According to the different methods, the fusion process can be classified into two cat-
egories: 1) filter-based, and 2) optimization-based. Filter-based methods obtain the es-
timation by predicting and updating based on received sensory data. Kalman filter [80],
extended Kalman filter [81], unscented Kalman filter [82], and particle filter [83] are meth-
ods belonging this category. Optimization-based methods are usually achieved by formu-
lating a problem with a cost function and constrains, and then solve it by optimization
methods. Using an optimization framework to fuse camera and IMU [84] or to fuse GNSS
and IMU [85] are good examples for this category.
2.3 Visual SLAM
As a variation of the SLAM problem [86], the visual SLAM problem is to simul-
taneously estimate robot pose and landmark positions using features from one or more
cameras. Those features, with points as the most commonly employed feature type,
are extracted from video frames using state-of-the-art feature detection methods such as
SIFT [87], SURF [88], ORB [89], etc. The landmark positions are often represented as 3D
positions of the feature points. The raw features have been through a process of selection,
filtering, and identifying correspondence with features in adjacent frames using epipolar
geometry in computer vision, and many statistics methods such as random sampling con-
sensus (RANSAC) [66]. The visual SLAM process then estimates both camera poses and
3D landmarks from 2D features by minimizing reprojection error over the chosen set of
the image frames.
To solve the visual SLAM problem, there are two dominant approaches: the filtering
approaches (e.g., [90, 91]) and the bundle adjustment (BA) approaches (e.g., [39, 92, 93]).
The former came from the traditional SLAM field of robotics research, while the latter is
a standard optimization framework in the structure from motion area in computer vision.
An analysis of the advantage of each approach can be found in [94].
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3. EXTRINSIC CALIBRATION OF A GROUND PENETRATING RADAR*
3.1 Introduction
We are interested in developing automatic scanning devices for infrastructure inspec-
tion, which requires us to combine a ground penetrating radar (GPR) with a camera to
form a multi-sensor suite that is capable of simultaneously performing both subsurface
and surface inspection. Fusing the data from different sensors is nontrivial because of their
heterogeneous sensing modality. Unlike the camera, GPR output is in a non-Euclidean co-
ordinate system because it only detects underground objects relative to road surface. When
road surface is non-planar, its output cannot be trivially mapped to a 3D Cartesian system
which is necessary for sensor fusion. Therefore, an indoor pre-calibration that estimates
GPR extrinsic parameters (i.e. rotation and translation difference in coordinate systems) is
necessary. The first step to achieve this is to perform an extrinsic calibration on the GPR.
We propose a method for the extrinsic calibration of a GPR [95]. As shown in Fig-
ure 3.1, we design an artificial planar bridge as the calibration device to ensure the GPR
output coordinate is Euclidean. Using metal balls as calibration objects, we model the
GPR imaging process and extract hyperbolas in the GPR image to recover metal ball co-
ordinates in the GPR coordinate system. Combining with direct position measurements in
the world coordinate system, we can estimate the rigid body transformation relationship
between the GPR local coordinate system and the world coordinate system. We also ana-
lyze the error propagation and present the closed form error distribution for our calibration
results. We have tested our calibration method in physical experiments and results show
that the calibrated model has an average error of 9.77 mm for testing samples. Considering
*Reprinted with permission from “Extrinsic Calibration of a Ground Penetrating Radar” by Chieh Chou,
Shu-Hao Yeh, Jingang Yi, and Dezhen Song 2016. IEEE International Conference on Automation Science
















Figure 3.1: Extrinsic calibration of a GPR. The GPR is mounted on a tri-wheel survey
cart, and placed on the calibration platform. After moving along a straight line, the GPR
registers a radargram. The radargram and the calibration patterns are inputs to the cali-
bration problem. The coordinate system mapping between the world frame {W} and the
local frame {G} is the output.
the fact that the GPR signal wave length is 18.8 cm, the result is satisfying.
3.2 Related Work
To improve the accuracy of a mechanism or a sensor, calibration is an indispensable
technique. Mechanism calibration often solves the kinematic parameters and the inertial
parameters for mechanisms with prismatic or revolute joints. Similar to the geometry
model in the GPR extrinsic calibration problem, a kinematic model builds on a 6 degrees
of freedom (DoF) rigid body transformation in a Cartesian coordinate system.
Sensor calibration consists of intrinsic calibration and extrinsic calibration. While the
extrinsic model is the similar 6-DoF rigid body transformation, the intrinsic model de-
scribes the underlying physical principles for sensing [48]. Depending on different sen-
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sors, the corresponding calibration model varies and leads to different calibration problem:
camera calibration [49], radio antenna calibration [51], LIDAR calibration [52], and cal-
ibration of different kinds of sensors [96]. Our problem belongs to extrinsic calibration
which models GPR imaging characteristics and outputs 6-DoF rigid body transformation
to describe its pose.
A GPR measures the time between echoes of electromagnetic signals to survey the ob-
jects and layers beneath the ground surface and has many important applications [97–99].
A GPR can be mounted on a robotic system for mine detection and removal [100–102].
Also, GPRs can be integrated with other non-destructive techniques for bridge deck in-
spection and evaluation [10–15, 103]. Recently, a GPR is carried by a rover combining
with additional sensors for planetary exploration [104, 105]. However, the interpretation
of a GPR image depends on the geometric relationship between the GPR and its world
coordinate system. While most studies use the GPR as the only sensing modality and do
not need to address extrinsic calibration problem, it is prudent that GPR extrinsic calibra-
tion problem should be addressed if the in-depth fusion of GPR data and other sensors are
needed.
3.3 System Design and Problem Formulation
3.3.1 Calibration System Design and Procedure
The GPR extrinsic calibration has to be conducted while guaranteeing its output is
in an Euclidean coordinate system, which means the surface has to be planar. To satisfy
the calibration requirement, we have designed an artificial planar bridge as the calibration
device (See Figure 3.2). The artificial bridge is made of wood and PVC because they
do not impede radar signals and are strong enough to support the GPR survey cart to
move on the bridge surface. Metal balls with a 1-inch (25.4 mm) diameter are chosen as
calibration objects because they are insensitive to orientations and have good reflections
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to radar signals. The bridge allows us to freely adjust metal ball positions underneath the
bridge to generate different inputs in the world coordinate system.
(a)
(b) (c)












Figure 3.2: (a) Calibration object (metal ball). (b) Calibration objects supported by a
wooden framework. (c) Calibration platform.
While the GPR moves on the platform to perform scanning, it senses metal balls under
the wooden board and generates a GPR image. Each metal ball registers a hyperbola
response in the GPR image, which serve as the input GPR measurements to the calibration
problem. The calibration procedure contains three steps:
1. estimate hyperbola vertexes for each metal ball,
2. calculate metal ball coordinates with respect to the GPR coordinate system, and
3. estimate the rotation and the translation between the world and the GPR coordinates.
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3.3.2 Problem Definition
Let us define common notations before introducing the calibration problem. All 3D
coordinate systems are right-handed coordinates as shown in Figure 3.3.
1. {W} denotes the Cartesian world coordinate system. WXi ∈ R3 represents the i-
th calibration point (located at the center of the metal ball i) with respect to {W}.
As a convention, we will use the left superscript indicates the reference coordinate
system in this paper.
2. {G} denotes a coordinate system for interpreting GPR images and describes the
GPR pose before it starts scanning, where the direction of its Y-axis is the GPR
moving direction and its Z-axis is perpendicular to the bridge surface plane.
3. xk,i ∈ R2 denotes one point in the GPR image at frame k that corresponds to the
i-th metal ball.
4. Hi = {xk,i|0 ≤ k ≤ m} denotes a hyperbola, which is a set of points in GPR image.
5. hi ∈ R+ denotes the vertical distance from WXi to the ground surface where the
GPR is located.
We assume that:
a.1 In each scan, the GPR moves along Y-axis of {G} on a planar surface during the
calibration process. The distance traveled is provided by a wheel encoder. This
guarantees {G} is Cartesian and there exists a rigid body transform between {G}
and {W}.
a.2 Each GPR scan repeats exactly the same trajectory. This is guaranteed by forcing the






































Figure 3.3: Coordinate system relationships. Top: {W}, Middle: {G} and GPR coordi-
nate systems at each frame, Bottom: a sample GPR image.
{G} is the same across different scanning trials. Hence the data can be used together
to estimate the {G} to {W} mapping.
a.3 The dielectric material is an uniform dielectric and the velocity of microwave is
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constant.
a.4 The measurement noise for metal balls and GPR readings are Gaussian distribution
with zero means.
Now we can define our calibration problem:
Definition 1. Given n metal ball coordinates WXi with their vertical distance hi, and
their correspondence hyperbolas Hi in GPR images, i = 1, 2, ..., n, determine rigid body
transformation from {W} to {G}.
3.4 Calibration Modeling
We begin with modeling how a metal ball registers a hyperbola in the GPR image.
Then we show how the metal ball positions can be recovered from the corresponding
hyperbola. With enough corresponding metal ball positions in both {G} and {W}, we can
estimate the rigid body transformation between {G} and {W}. We also analyze the error
propagation in the process.
3.4.1 Modeling GPR Imaging Process
A GPR antenna contains a transmitter (TX) and a receiver (RX) as shown in Figure 3.4
[106]. We define {Gk} as the GPR coordinate system at frame k, where its origin is the
center of TX, its Y-axis is pointing from the origin to the center of RX, and its Z-axis is
perpendicular to the plane where TX and RX are horizontally located. Let GkXkORG ∈ R3
denote the origin. We choose the GPR moving direction to the same as the Y-axis of
{Gk}. As shown in Figure 3.3, all {Gk}, k = 0, 1, 2, ... are iso-oriented and share the
same Y-axis. {G} overlaps with {G0} by design.
When a GPR senses the echoed pulse from the i-th metal ball, it records two kinds
of measurements. The first is GPR’s traveled length lk measured by its wheel encoder,






































Figure 3.4: GPR coordinate system at frame k.
traveling time from TX to object to RX. Based on assumption a.3, the traveling time can
be converted into the traveling distance. Besides, the TX-RX offset is usually a known
intrinsic and pre-compensated in GPR images. Therefore, the microwave traveling time
allows the GPR to output a half traveling distance dk,i, where dk,i is the function of the










As shown at the bottom of Figure 3.3, a GPR image uses lk as its horizontal axis
and dk,i as its vertical axis. As the GPR moves, a hyperbola is generated. Moreover, let
xvi,i = [lvi , dvi,i]
T be the vertex of the hyperbola Hi that corresponds to GXi, where vi
is the frame that generates xvi,i, and {Gvi} is the GPR coordinate system at frame vi as
shown in Figure 3.3. We know that when the GPR is located at lvi along Y-axis, dvi,i is
the shortest distance from GPR to the i−th metal ball. Therefore, if the GPR moves from
frame vi to frame k, then we have d2k,i = d
2
vi,i
+ (lk − lvi)2, which can be described in a
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hyperbola form as
x̃Tk,iQix̃k,i = 0, (3.2)




−lvi 0 l2vi + d
2
vi,i
. For a general conic equa-
tion ax2 + bxy + cy2 + dx + ey + f = 0 with 5 DoFs, the DoFs in our case decreases to
two because b = 0, e = 0, and a = −c = 1. So two parameters {lvi , dvi,i} are sufficient to
define the corresponding hyperbola.
3.4.2 Estimating Hyperbolas from GPR Images
Before estimating xvi,i = [lvi , dvi,i]
T from hyperbola Hi = {xk,i|0 ≤ k ≤ m}, we
compensate the metal ball radius r when computing dk,i (the reading from GPR image)
by denoting d̃k,i = dk,i + r as the real distance from GXi to GXkORG. When the GPR
moves to perform the scanning, k changes and generates a sequence of x̃k,i as inputs. We
model xk,i’s measurement error as a zero mean Gaussian with covariance matrix σ2k,iI.
Because r is a constant, the noise distribution of d̃k,i is the same as that of dk,i. Stacking














where Σi = diag(σ20,i, σ
2
1,i, . . . , σ
2
m,i) is a diagonal matrix. This problem can be solved by
applying the Levenberg-Marquardt (LM) algorithm or any nonlinear optimization solver.
We also analyze the error of the estimated hyperbola vertex using the error backward

















2(lvi − l0) 2dvi
...
...
2(lvi − lm) 2dvi
 .
3.4.3 Recovering Metal Ball Positions in {G}
As shown in Figure 3.3, the vertical component of the hyperbola vertex in the GPR
image represents the shortest distance from the GPR Y-axis to the metal ball in {G} during















Since GXi is a function of [xTvi,i, hi]
T, its uncertainty depends on the noise distribution
of [xTvi,i, hi]
T. The covariance matrix of xvi,i is Σvi by (3.5). Let the noise distribution of
hi be a zero mean Gaussian with variance σ2i . Because the measurement noise of xvi,i and
22












where cov(·) indicates the covariance matrix of a random vector. Applying the first-order


























GΣi characterizes the uncertainty of GXi.
3.4.4 Estimating Rigid Body Transformation from {W} to {G}
Given n correspondence points {WXi ↔ GXi|i = 1, 2...n}, where WXi is obtained
through direct measurements, we are able to estimate the rigid body transformation GWT











where GWR is the rotation matrix and
G
W t the translation vector. First, the closed-form
solutions of GWR and
G
W t are computed by Horn’s method [108]. Let the covariance matrix















W t̂, (θx, θy, θz)
is the Euler angle representation of
G

































where Σω = diag(WΣ1, · · · ,WΣn, GΣ1, · · · , GΣn) is a block-wise diagonal matrix. WΣi
is the covariance matrix of the ground truth measurement, which is a function of ruler
resolution and material deformation. GΣi can be obtained from (3.8). This problem is
then solved by LM algorithm. Lemma 1 shows how to estimate cov(ξ), the covariance
matrix of ξ.
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Lemma 1. Under the Gaussian noise assumption, the covariance matrix of ξ is
















































































































Proof. From the first order approximation of error backward propagation [107], we can
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where I3 is a 3× 3 identity matrix, and 0 is the zero matrix.





cording to Jω in (3.13) and Σ−1ω = diag(
W




Σ−11 , · · · ,
G







Through the block-wise matrix inversion, we can derive the covariance matrix of ξ
using (3.12).
3.4.5 Rigid Body Transformation Model Error
Let
G
X̂i be the model prediction of GXi, which is obtained by (12) using calibrated
parameters and ground truth measurements WXi in {W}. To verify extrinsic calibration
results, we define the Euclidean distance between
G
X̂i and GXi as the metric function for






X̂i − GXi‖. (3.15)
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Lemma 2 shows the variance of εi.















and JG = ∂f∂ GXi .
Proof. Since εi is a function of
G
X̂i and GXi, the uncertainty of εi comes from their corre-
sponding covariance matrices
G
Σ̂i and GΣi. GΣi is derived from GPR image with vertical
distance hi as shown in (3.8).
G
Σ̂i is caused by parameter uncertainty of ξ and measure-
ment errors from WXi. Because ξ is obtained from the calibrating set and WXi is obtained
separately for testing the calibration model, there is no dependence between ξ and WXi.
Therefore, by the forward propagation of error [107] under first-order approximation,
G
Σ̂i
















, cov(ξ) is the covariance matrix of ξ from
Lemma 1, and WΣi is the covariance matrix of WXi. Because
G
X̂i and GXi are indepen-
dent, the variance of εi can be obtained from (19) using the first order approximation of
error forward propagation [107].
3.5 Experiments
3.5.1 Experiment Setup
The GPR system is a GSSI SIR-3000 with 1.6 GHz antennas and is mounted on a
GSSI model 623 survey cart with a wheel encoder. The parameters are set in GPR control
unit as follows: the horizontal sample rate is 390 frames/meter, the two-way travel time
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is 8 ns, the sample rate is 1024 sample/frame, and the dielectric constant is 1. The radius
of metal balls, r, is 12.7 mm. WXi and hi are measured manually in our laboratory. We
repeat the experiment for 80 times, and each time we place one metal ball on the pegboard
in different positions WXi. Each time the GPR follows the same trajectory with the metal
ball located at different positions.
We use RADAN 7 from GSSI to export GPR images. In the pre-processing stage,
we collect the GPR image without metal balls as the background. It allows us to apply
the background subtraction to obtain clearer hyperbolas. Besides, Hi in each hyperbola
are obtained first by manually selecting a region containing the hyperbola, and then by
automatic detection through searching the peak reception for each selected frame. Overall,
we collect 80 sets and each set consists of Hi, WXi and hi.
To validate the calibration results, we divide the 80 sets into two groups: half of them
as the training set and the rest as the testing set. The training set is to estimate extrinsic
parameters of the GPR and the testing set is to verify the calibration results.
3.5.2 Calibration Results, Model Prediction Errors, and Uncertainty Analysis Results
We estimate GWR and
G
W t by using the training set. Recall that (θx, θy, θz) is the Euler
angle representation of GWR, the calibration result shows that
G
W t = [170.9, 199.5,−342.0]T,
[θx, θy, θz]
T = [−0.0153,−0.0032, 1.5589]T, and the units are in mm and rad respectively.
In order to verify the extrinsic parameters, we take the GPR images in the testing set
to compute the i-th metal ball coordinates GXi, and regard it as the ground truth. On the
other hand, we use GWR and
G
W t from the training set to compute
G
X̂i based on WXi in the
testing set using (12). As shown in Figure 3.5, the red points represent
G
X̂i and the blue
points represent GXi. The mean and the standard deviation (SD) of errors for the testing
set are 9.77 mm and 2.94 mm, respectively. Testing results are also shown in Figure 3.5


























Figure 3.5: The red points represent
G
X̂i, and the blue points represent GXi.
is satisfying.
We also evaluate if our uncertainty analysis in Section 3.4.5 can capture the prediction
error of the calibrated model. We have the error and the predicted SD from Lemma 2 for
the 40 testing samples listed in Table 3.1. More specifically, the measurement errors for
metal ball position measurements have a variance of 12 mm2 in each dimension. This is
caused by limited resolution of our ruler and structural deformation under weight. Thus
for all i, WΣi = 12I3, and σ2i = 12 for hi. Besides, the variance for the points on GPR
image is set to σ2k,i = 1. The results agree with our analysis as 70% errors fall in the 1-σ
range of the calibrated model prediction.
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Table 3.1: THE PREDICTED SD OF εi VS ITS ACTUAL VALUE
i σεi(mm) εi(mm) i σεi(mm) εi(mm)
1 9.08 6.41 21 9.56 7.81
2 8.24 3.89 22 8.46 8.34
3 12.26 9.46 23 10.33 8.53
4 7.82 7.90 24 7.60 9.96
5 8.50 8.63 25 6.87 13.77
6 29.49 9.75 26 35.68 9.22
7 26.53 9.34 27 18.36 2.41
8 23.49 7.34 28 11.79 4.17
9 47.46 9.64 29 13.16 6.53
10 42.16 14.44 30 16.56 5.53
11 24.09 12.95 31 47.49 11.89
12 28.22 10.34 32 21.05 13.22
13 22.27 10.27 33 14.01 17.32
14 26.65 8.96 34 14.75 12.38
15 25.25 10.39 35 12.06 9.84
16 20.66 11.58 36 7.10 12.34
17 19.02 9.13 37 6.78 10.82
18 13.82 11.66 38 6.04 11.15
19 12.39 12.59 39 7.32 9.40
20 10.19 11.46 40 7.21 9.79
3.6 Conclusions
We proposed system design, procedure and models for the extrinsic calibration of a
GPR. We designed an artificial planar bridge as the calibration device. Using metal balls
as calibration objects, we modeled the GPR imaging process and extracted hyperbolas in
the GPR image to recover metal ball coordinates in the GPR coordinate system. The MLE
is employed to estimate the rigid body transformation. We provided the closed form error
analysis for our calibration models. The physical experiments confirmed our results.
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4. MIRROR-ASSISTED CALIBRATION OF A MULTI-MODAL SENSING ARRAY
WITH A GROUND PENETRATING RADAR AND A CAMERA*
4.1 Introduction
Built on the previous Section, which only focuses on extrinsic calibration of a ground
penetrating radar (GPR), we further combine the GPR with a camera and address the
calibration problem of the camera and the GPR in order to develop automatic scanning
devices for infrastructure inspection that is capable of simultaneously performing both
subsurface and surface inspection. To perform sensor fusion for the camera and the GPR
is difficult because they are not only different in sensing modality but also in the field of
view (FOV). The output of a GPR cannot be directly aligned with Euclidean 3D structure
constructed from the camera since the intrinsic 3D coordinate system of the GPR is not
Euclidean when the road surface is non-planar. Besides, the FOV of the camera is facing
forward for ground surface inspection, yet the sensing direction of the GPR is downward
to the ground for underground subsurface structure inspection. Hence, the sensing regions
of the two sensors do not overlap, which makes the calibration problem more challenging.
Therefore, before fusing camera and GPR sensory data, we have to design a calibration
rig and scheme to estimate the relative pose (i.e. rotation and translation difference in
coordinate systems) between the GPR and the camera in the sensing suite.
We propose a calibration process and a method to estimate the relative pose between
a GPR and a camera [109]. As illustrated in Fig. 4.1 top, we design an artificial planar
bridge with a planar mirror as the calibration rig to ensure the GPR output coordinate is
Euclidean and both sensors can detect the calibration object simultaneously, where a metal
*Reprinted with permission from “Mirror-Assisted Calibration of a Multi-modal Sensing Array with a
Ground Penetrating Radar and a Camera” by Chieh Chou, Shu-Hao Yeh, and Dezhen Song 2017. IEEE/RSJ






















Figure 4.1: Top: The artificial planar bridge with a planar mirror is served as the calibration
platform for the camera and the GPR. Bottom left: The camera image shows the mirror
checkerboard attached on the mirror and the ball checkerboard reflected by the mirror.
Bottom right: The GPR image shows a hyperbola response which is generated by GPR
sensing the metal ball.
ball and a checkerboard have been combined as a combo calibration object. Both GPR
data, which is in the form of hyperbolas (see Fig. 4.1 bottom right) and camera images
(see Fig. 4.1 bottom left) are synchronized by the mechanical stops and guard rails on the
calibration rig. To process the calibration data, we first estimate camera and mirror poses
using checkerboards which provide an initial solution for camera extrinsic parameters.
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Second, we perform extrinsic calibration for the GPR to obtain its initial pose. The initial
solutions from both sensors are then fed into a Maximum Likelihood Estimator (MLE) for
refinement. We formulate this MLE problem and provide the closed form analysis for the
error distribution of calibration results. We have tested our calibration method in physical
experiments and results show that the calibrated model has an average error of 6.67 mm
for testing samples. Considering the GPR signal wave length is 18.75 cm, the results are
satisfying.
4.2 Related Work
Sensor calibration is important technique to improve the measurement performance. It
is an unique combination of intrinsic calibration and extrinsic calibration. The extrinsic
parameters describe the 6 degrees of freedom (DoFs) rigid body transformation, and the
intrinsic parameters model the underlying working principles for the sensing model [48].
There are a lot of sensor calibration that increases the accuracy of applications, such as
camera calibration [49,50], radio antenna calibration [51], and LIDAR calibration [52,53].
These sensors are common sensors that need to be calibrated in order to achieve good
performance. Furthermore, sensor calibration is indispensable for sensor fusion such as the
extrinsic calibration of a camera and a 2D LIDAR [71, 96, 110]. Our problem is to model
camera and GPR imaging characteristics and outputs the 6-DoF rigid body transformation
to describe their relative pose.
A GPR is able to survey the objects and layers beneath the ground surface [97–99].
There are many important applications such as archeology [111, 112], mine detection and
removal [100–102], bridge deck inspection and evaluation [10–15, 103], and planetary
exploration [104, 105]. However, the interpretation of a GPR image depends on the ge-
ometric relationship between the GPR and its world coordinate system. Thus in order to
effectively make use of GPR data or even properly combine GPR data with other sensory
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data, extrinsic calibration of a GPR is necessary [95].
To calibrate a camera and a GPR is nontrivial due to different sensing modalities and
mounting requirements. The camera has to face the object and remain a certain distance
away to ensure FOV for surface inspection while a GPR has to be downward facing and
close to the ground for subsurface inspection. Because the sensing regions of both sensors
do not overlap, we employ a planar mirror to ensure overlapping sensing region in the
calibration process. This design is inspired by many existing mirror-assisted camera pose
estimation approaches [113–119]. system during calibration process, and then combine
the results with our previous work.
4.3 System Design and Problem Formulation
Let us begin with introducing the sensing suite and calibration rig designs to facilitate
the understanding of this unique calibration problem.
4.3.1 Sensing Suite Design
To inspect infrastructure, we design a sensing suite by combining a camera and a GPR
as shown in Fig. 4.2. The camera is used to scan/inspect surface visible cracks and the
GPR is used to detect subsurface invisible cracks. Due to the coverage requirement, the
camera has to be mounted at least 1 meter above the ground. On the other hand, the
GPR needs to be placed close to the ground to ensure good radar signal penetration to
the concrete of the infrastructure. To merge the surface scanning results with subsurface
data, we need to calibrate the relative pose between the camera coordinate system and the
GPR coordinate system. However, the disjoint coverage and the different sensory modality





















Figure 4.2: The sensing suite and the calibration rig design.
4.3.2 Calibration Rig Design
To obtain the relative pose between the GPR and the camera, we design a calibra-
tion rig to cope with challenges brought by the two different modalities and their disjoint
coverages.
4.3.2.1 Ensure Euclidean property for the GPR
The first challenge arises from the fact that a GPR is a terrain following sensor which
does not necessarily output sensory data in Euclidean coordinates. If we calibrate the GPR
traveling in an arbitrary surface, we cannot obtain proper coordinate system transforma-
tion from a non-Euclidean system to the camera coordinate system. To ensure Euclidean
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sensory data, a GPR must move on a planar surface along a straight trajectory. This deter-
mines that our calibration rig must be a planar artificial bridge with two guard rails (one
for each rear wheel) to ensure that the mounting cart travels in straight line during GPR
scanning process (see Fig. 4.2).
4.3.2.2 The joint coverage and dual modality signal registration for both sensors
To obtain the relative pose, it is necessary for the two sensors to detect the collocated
calibration objects in the joint coverage space. For the collocated calibration objects, we
place a metal ball on top of a wooden checkerboard pattern because the camera and the
GPR can detect them respectively. The metal ball is insensitive to orientations and has
good reflections to radar signals. The wooden checkerboard pattern can be easily perceived
by the camera but not interfere radar signals. Also, we place only one metal ball at one
corner of the checkerboard pattern at a time to avoid GPR signal interference. We can
adjust the metal ball position for each corner to repeat experiments for more inputs. This
“ball-checkerboard” combo is the unique calibration object in our design. We place the
combo underneath the artificial bridge where the depth is close to the deck scanning depth.
To ensure joint coverage of the two sensors, we install a planar mirror in front of our
artificial bridge to create the joint coverage. Also, we attach another checkerboard on
the mirror to estimate the mirror pose. Therefore, there are two checkerboards in camera
image as shown in Fig. 4.1 bottom left. We refer to the checkerboard on the mirror as the
mirror checkerboard and the checkerboard with the metal ball as the ball checkerboard.
4.3.2.3 Ensure repeatability and data synchronization
After placing the metal ball at a corner on the ball checkerboard, we can push the sens-
ing suite to scan the calibration object. A complete scan/trial allows the GPR to generate a
hyperbola response in a GPR image (see Fig. 4.1 bottom right). We adjust the metal ball’s
position on the ball checkerboard and repeat the process for each metal ball position. We
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repeat the process for n trials for n positions of the metal ball. The repeatability of each
trial is important because we assume GPR follow the same trajectory in the same GPR
coordinates. Our guard rails are equipped with N mechanical stops to ensure the repeata-
bility for both sensors to collect data at each stop. This also means that each trial/scan
comprises of N data points, each of which includes N camera images and N points in the
GPR image. By taking a camera image and recording the GPR position in the GPR image
at each stop (see Fig. 4.1 bottom left and Fig. 4.3), these N mechanical stops guarantee
the data synchronization between the camera and the GPR.
4.3.3 Problem Definition
To focus on the calibrating the relative pose, we assume,
a.1 The camera intrinsic parameters are pre-calibrated. GPR intrinsic parameters are
also pre-calibrated by the GPR manufacturer.
a.2 The measurement noises follow Gaussian distribution with zero means.
All 3D coordinate systems are right-handed coordinates (except virtual coordinate sys-
tems in the mirror) as shown in Fig. 4.3.
Then let us define common notations before introducing the calibration problem.
1. {W} and {M} denote the world and the mirror coordinate system, respectively.
We interchangeably use “frame” and “coordinate system” throughout this paper.
WBi ∈ R3 denotes the coordinates of i-th metal ball center position with respect to
{W}, and WXi ∈ R3 denotes its corresponding point in the checkerboard. Without
loss of generality, we assume the checkerboard plane is Z = 0 in the world frame,
and thus derive WBi = WXi+[0, 0, r]T, where r is the metal ball radius. MXp ∈ R3
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Figure 4.3: An illustration of the 3D coordinate systems during a single scan
which involves N stops. Frames {C1}, ...{Ck}, ...{CN} are iso-oriented. Frames
{G1}, ...{Gk}, ...{GN} are iso-oriented.
As a convention, we will use the left superscript indicates the reference frame in this
paper.
2. {Gk} denotes the GPR frame at stop k, where its origin is at the GPR antenna
center, its Y-axis is parallel to the GPR moving direction, its Z-axis is perpendicular
to the surface plane pointing up, and its X-axis is perpendicular to the GPR moving
direction.
3. {Ck} denotes the camera frame at stop k, where its origin is at the camera optical
center, its Z-axis is coinciding with the optical axis and pointing to the forward
direction of the camera, and its X-axis and Y-axis are parallel to the horizontal and
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vertical directions of the CCD sensor plane, respectively.
4. Di denotes the GPR image which is generated by GPR scanning the i-th metal ball.
For each Di, we collect N camera images at each mechanical stop, and denote Ik,i
as the k-th camera image.
5. GkCkT denotes the rigid body transformation from {Ck} to {Gk}. Since both sensors
are fixed firmly on the sensing suite, G1C1T, ..,
Gk
Ck





T. As a convention, we use left subscript and superscript to indicate frames in the
transformation mapping, and left superscript is the final reference frame.
Now we define our calibration problem:
Definition 2. Given metal ball coordinates WBi, i = 1, 2, . . . , n, where each WBi has
a corresponding GPR image Di and N camera images Ik,i, k = 1, 2, . . . , N , and mirror
checkerboard points MXp with their corresponding feature points in Ik,i, determine the
rigid body transformation GCT.
4.4 Calibration Method
Now let us solve this calibration problem. The computation flow diagram summarizes
the calibration pipeline in Fig. 4.4, which contains three main steps: 1) camera and mirror
pose estimation, 2) GPR calibration, and 3) dual modal calibration optimization. The first
two steps provide initial solutions for the third step. And we also provide error analysis
for our calibration results.
4.4.1 Camera and Mirror Pose Estimation
As shown in Fig. 4.4, we want to find the closed-form solution for the frame mapping
from world frame to each camera frame CkWT and mirror plane in the world frame
Wπ.
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2. Extrinsic Calibration of a GPR























































Figure 4.4: Calibration computation flow diagram.
4.4.1.1 Camera pose estimation from 2D/3D points
Before estimating camera pose, we introduce the camera model. For the mirror checker-
board point MXp, the corresponding 2D image point Ik,ixp in Ik,i can be described by the
camera projection model [107] as
Ik,ixp
1




where λ is a scalar, K is the camera calibration matrix and CkMT is the rigid body transfor-
mation from {M} to {Ck}.
Similarly, for the ball checkerboard point WXi, the corresponding 2D image point
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Ik,ixi in Ik,i through the planar mirror can be described by the camera projection model as
Ik,ixi
1







WT represents the mapping from {W} to virtual camera frame {C ′k} and the apos-
trophe ′ indicates the virtual frame in the mirror. It is worth noting that the frames are
right-handed coordinates in the real world, but are left-handed in the mirrored space.
Based on the camera model and the 2D/3D corresponding points, we can estimate the
rigid body transformation between the reference frame and the camera frame by solving
the perspective-n-point (PnP) problem [120, 121]. Therefore, given MXp and Ik,ixp, we
can estimate CkMT; given
WXi and Ik,ixi, we can estimate
C′k
WT .
4.4.1.2 Mirror pose and reflection transformation estimation w.r.t. {Ck}
Let Ckπ = [CknT, Ckc]T be the parameters for the planar mirror in {Ck}, where Ckn is
the normal vector of the mirror surface and Ckc is the orthogonal distance from the camera
origin to the mirror surface. Similarly, Wπ = [WnT,W c]T represents the planar mirror in
{W}.
After receiving CkMT from 4.4.1.1, the mirror parameters
Ckπ can be obtained by the
plane equation
CknT CkX = Ckc, (4.3)




be on the plane Z = 0 in mirror frame {M}, then Ckn equals to the third column of the
rotation matrix CkMR and
Ckc = − CknT(CkMRT
Ck
Mt). Finally, the mirror reflection transfor-
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mation in {Ck} is obtained by
CkS =
I3 − 2 Ckn CknT 2 Ckc Ckn
01×3 1
 . (4.4)
4.4.1.3 Camera and mirror pose estimation w.r.t. {W}
In this section, we want to solve CkWT and
Wπ. First, according to the camera projection
model with mirror reflection transformation [113–119], C
′
k




Thus based on C
′
k
WT from 4.4.1.1 and
CkS from 4.4.1.2, we are able to obtain CkWT. To
increase the accuracy, we average CkWT over all metal ball center positions i, where i =









 be the measurements with respect to i-th metal ball. We use rota-






















is the Frobenius inner product, and C1 is a
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S = diag(1, 1,−1) if det(UVT) ≥ 0, otherwise S = I3×3 because CkWR is an improper






Second, we show how to derive Wπ. Based on the camera projection model with mirror
reflection transformation [113–119], the mirror reflection transformation in {W} is given
by
WS = CkWT
−1 CkS CkWT =
I3 − 2WnWnT 2W cWn
01×3 1
 . (4.8)
Once WS is known, Wπ can be obtained by decomposing WS. Also, to improve the
accuracy, we average WS over all metal ball center positions i and all stops k, where




 be the mirror reflection transformation we want to estimate








 be the mirror reflection transforma-
tion with respect to i-th metal ball at stop k. We decompose W tk,i into W ck,i and Wnk,i by
Wnk,i =























4.4.2 Extrinsic Calibration of a GPR
Now we focus on GPR calibration. We want to find metal ball center positions GkBi
and the frame mapping from {W} to each GPR frame GkWT. We adopt the GPR model
based on our previous work [95]. For completeness, we repeat information at high level.
For detailed information, please refer to [95].
Let us introduce the GPR imaging process before explaining the calibration process.
Given a GPR image Di = {Dj,i|j = 1, 2, · · · ,m}, which consists of m scans. Let xj,i =
[lj, dj,i]
T be a point on the hyperbola in Di, where lj is the distance GPR traveled from
first to j-th scan and dj,i is the distance between the GPR at j-th scan and the metal ball.
Let Hi = {xj,i|j = 1, 2, · · · ,m} denotes all the points on the hyperbola corresponding to
i-th metal ball, the hyperbola equation is given by
x̃Tj,iQix̃j,i = 0,∀xj,i ∈ Hi, (4.10)





−lj∗ 0 l2j∗ + d2j∗,i
, and lj∗ and dj∗,i are the parameters
of the hyperbola equation, which also indicate the hyperbola vertex xj∗,i = [lj∗ , dj∗,i]T.
To calibrate the GPR, there are three steps: 1) hyperbola vertex estimation, 2) metal
ball center position estimation, and 3) rotation and translation estimation. First, we model
xj,i’s measurement error as a zero mean Gaussian with covariance matrix σ2j,iI, and esti-













where Σi = diag(σ21,i, σ
2
2,i, . . . , σ
2
m,i). This nonlinear optimization problem can be solved
by LM algorithm.
Second, let hi be the vertical distance from i-th metal ball center position to the bridge
surface, and its noise distribution be zero mean Gaussian with variance σ2hi . Let lk be the
GPR traveled distance from {G1} to {Gk} during the scan. Given {xj∗,i, lk, hi}, we can





















)−1 is the covariance
matrix of {xj∗,i, lk}, and Jφ = ∂φ∂(xj∗,i,lk) is Jacobian matrix.
Finally, after obtaining the metal ball coordinates of {Gk} and {W}, we can compute
the closed-form solution of GkWT and refine the result by MLE.
4.4.3 Dual Modal Calibration Optimization
With the initial calibration results from both the camera and the GPR, we can formulate
an overall optimization problem to estimate GCT,
Wπ, {CkWT|k = 1, . . . , N}, {
WXi|i =
1, . . . , n}, and {WBi|i = 1, . . . , n} based on all the measurements. The relationship of
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 and let the 6-vector representation of CkWR and CkW t be ξk =
[θx,k, θy,k, θz,k, tx,k, ty,k, tz,k]
T, where (θx,k, θy,k, θz,k) is the Euler angle representation of
Ck
WR in the order of Z-Y-X, and
Ck
W t = [tx,k, ty,k, tz,k]
T. The initial value of GCT can be





−1. Let η be the 6-vector representation of GCT, where the




B̂i be the estimator of WXi and





and the GPR parameterized function according to (4.14) as
GkBi = g(η, ξk,
WBi). (4.16)
Finally, let p = [ηT, ξT,WπT,XTc ,X
T
g ]







T, . . . ,
W
X̂n
T]T, and Xg = [
W
B̂1
T, . . . ,
W
B̂n














































 is the metal











Σω = diag(Σω1 ,Σω2), Σω1 = diag(
WΣ1, . . . ,
WΣn,Σψ1 , . . . ,ΣψN ),
Σω2 = diag(
WΣ1, . . . ,
WΣn,Σρ1 , . . . ,ΣρN ), Σψk = diag(
IkΣ1, . . . ,
IkΣn),
Σρk = diag(
GkΣ1, . . . ,
GkΣn).
WΣi and IkΣi are obtained by direct measurement; GkΣi is obtained from (4.13). The
problem can be solved by LM algorithm. Lemma 3 shows the covariance of η and ξ.
Lemma 3. Under the Gaussian noise assumption, the covariance matrix of η and ξ is
given by
Ση,ξ = (A−BD−1C)−1, (4.19)
where A, B, C, D are defined in (4.21).
Proof. From the first order approximation of error backward propagation [107], we can
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To simplify the notations, we denote Σ−1ω1 =
 CΣ 0
0 ψΣ




and derive (4.21) in next page top.





























































4.4.4 Rigid Body Transformation Model Error
To verify the results, we use the Euclidean distance between
Gk
B̂i and GkBi as the






B̂i − GkBi‖, (4.22)
where
Gk
B̂i is the model prediction of GkBi.
Gk
B̂i can be obtained by calibrated param-
eters qTk = {ηT, ξTk } and ground truth measurements WBi according to (4.14). Lemma 4
shows the variance of δk,i.









where Jacobian matrices Jh1 = ∂h
∂
Gk B̂i
and Jh2 = ∂h∂ GkBi .
Proof. Since δk,i is a function of
Gk
B̂i and GkBi, the uncertainty of δk,i comes from their
corresponding covariance matrices GkΣi and
Gk
Σ̂i. GkΣi is given by (4.13);
Gk
Σ̂i is ob-
tained by the forward propagation of error [107] under first-order approximation
Gk







where Jacobian matrices Jg1 = ∂g∂qk , Jg2 =
∂g
∂WBi
, and g is defined in (4.16). WΣi is
obtained from measurement and Σqk is the covariance matrix of qk which can be extracted
by Lemma 3. Since
Gk
B̂i and GkBi have no correlation, the overall variance of δk,i in
(4.23) can be obtained by addition of their uncertainties.
4.5 Experiments
The proposed method has been validated in physical experiments. We will show the
experiment setup and the calibration results with uncertainty analysis in this section.
4.5.1 Experiment Setup
We use GSSI SIR-3000 with 1.6 GHz antennas and the parameters are given as fol-
lows: the horizontal sample rate for the wheel encoder is 390 pulses per meter, the two-way
travel time of the radar signal is 8 ns, the sample rate for the GPR control unit is 1024 sam-
ple/scan, and the dielectric constant in air is 1. To export the GPR images, we use GSSI
software RADAN 7. To distinguishing a hyperbola from the background, we apply back-
ground subtraction to segment out a foreground hyperbola by subtracting the origin GPR
image to the GPR image without a metal ball in the setup. As for camera, we choose an
industry grade 10 mega-pixel CMOS camera (DS-CFMT1000-H) with an external trigger.
The intrinsic parameters are calibrated using camera calibration toolbox for Matlab [123].
For the calibration objects, the radius of the metal ball is 19.05 mm and the vertical height
hi is 419.10 mm. The ball checkerboard is with the size of each square 101.0 mm ×101.0
mm, and mirror checkerboard is with the size of each square 128.0 mm ×128.0 mm.
The calibration data collection follows the procedure mentioned in Section 4.3.2.3. We
set n = 24 and N = 20 and we repeat the calibration data collection procedure to collect
two datasets: one for calibration and one for testing.
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4.5.2 Calibration Results
We use the calibration dataset to estimate the relative pose between the camera and the
GPR. The calibration results are shown as follows: GCt = [−10.2,−108.3, 1246.0]T mm
and [θx, θy, θz]T = [−1.9945, 0.0211, 0.0199]T rad, where (θx, θy, θz) is the Euler angle
representation of GCR.
4.5.3 Direct Approach versus Dual Modal Calibration Optimization
We compare the calibration results from a direct approach to the results from our ap-
proach with dual modal calibration optimization. The direct approach is to compute the
results by combining [95] with mirror-based camera calibration directly. In our approach,
we use the calibration dataset to estimate not only the relative pose, but also the calibration
setting, which consists of camera and mirror positions. To evaluate two approaches, we
first use Di and hi in testing set to estimate GkBi and then map it into world frame as
W
B̂i
by both methods. Next, we compute the Euclidean distance of
W
B̂i and WBi to compare
them. The results show that the mean error and standard deviation (SD) are 18.68 mm and
5.48 mm for the direct approach, respectively, while our mean error and SD are 6.67 mm
and 3.40 mm, respectively. Considering the fact that the GPR signal wave length is 18.75
cm, the results are satisfying and our approach in this paper achieves higher accuracy.
4.5.4 Model Prediction Errors and Uncertainty Analysis
In this section, we evaluate if our uncertainty analysis in Section 4.4.4 can capture the
prediction error of the calibrated model. Since we do not have the ground truth to validate
our calibration results, we use Di and hi in testing set to estimate GkBi, which is served
as ground truth. And we estimate
Gk









To obtain the average error for each metal ball center position, we compute the model





. Hence the expected value and variance of δi can be estimated by sample
mean and sample variance.
We have the error and the predicted σδi for the 24 testing samples listed in Table 4.1.
More specifically, the measurement errors for metal ball center position measurements
have a variance of 8 mm2 in each dimension. This may be caused by radar accuracy and
structural deformation under weight. Hence, WΣi = 8I3 and σ2hi = 8 for hi. Besides, the
variance for points on GPR and camera images are set to 1. The results agree with our
analysis as 66.67% errors fall in the 1-σ range of the calibrated model prediction.
Table 4.1: THE PREDICTED SD OF δi VS ITS ACTUAL VALUE
i σδi(mm) δi(mm) i σδi(mm) δi(mm)
1 6.17 3.67 13 17.33 4.41
2 7.56 3.44 14 28.45 4.15
3 6.43 7.24 15 8.52 2.23
4 6.69 5.88 16 10.94 6.42
5 14.08 3.26 17 6.53 5.65
6 5.79 3.14 18 7.61 3.45
7 8.36 8.24 19 7.30 5.06
8 9.29 9.19 20 5.66 10.33
9 13.61 14.03 21 6.90 8.82
10 38.13 2.08 22 6.08 13.27
11 5.52 8.92 23 22.59 7.69
12 6.02 8.08 24 5.83 11.46
4.6 Conclusions
We proposed a calibration system for the relative pose calibration of a GPR and a
camera. We designed an artificial planar bridge with a planar mirror as the calibration
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platform. We modeled the camera projection with mirror reflection transformation and
GPR imaging process. By using ball checkerboard and metal ball as calibration object,
we estimate camera and mirror poses from camera images and extracted hyperbolas in the
GPR image to recover metal ball coordinates in the GPR frame. The MLE was employed
to estimate the rigid body transformation between the two sensors. We provided the closed
form error analysis for our calibration models. The physical experiments confirmed our
results.
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5. ENCODER-CAMERA-GROUND PENETRATING RADAR TRI-SENSOR
MAPPING FOR SURFACE AND SUBSURFACE TRANSPORTATION
INFRASTRUCTURE INSPECTION*
5.1 Introduction
With calibration problems solved in previous Sections, we are able to perform sen-
sor fusion for the surface scanning results from a camera with subsurface data from a
ground penetrating radar (GPR), and provide a comprehensive solution for infrastructure
inspection. We report our recent development on systems and algorithms that enable
encoder-camera-GPR tri-sensor fusion for mapping in the transportation infrastructure in-
spection [61]. The inspection task can be viewed as a multi-modal mapping process, a
classic problem in robotics with a new sensor combination. We build a sensing suite con-
sisting of the aforementioned sensors (see Fig. 5.1). We also design visualization software
and a data collection scheme using artificial landmarks (ALs) to simplify the scanning pro-
cess. Moreover, ALs allow us to synchronize two types of data streams: camera images
that are temporally evenly-spaced and GPR/encoder readings that are spatially evenly-
spaced. Our algorithm takes advantage of ALs to identify moments when the camera
center, the GPR frame origin, and the intersection point between AL edge and the GPR
trajectory are vertically collinear. The moments allow us to align data streams and then
refine them in pose graph optimization with synchronization constraints.
We have implemented the algorithm and tested it under physical experiments. We have
collected two datasets including an indoor corridor scanning and an outdoor bridge deck
inspection. The results show that our system and algorithm successfully achieve our design
*Reprinted with permission from “Encoder-Camera-Ground Penetrating Radar Tri-Sensor Mapping for
Surface and Subsurface Transportation Infrastructure Inspection” by Chieh Chou, Aaron Kingery, Di Wang,
Haifeng Li, and Dezhen Song 2018. IEEE International Conference on Robotics and Automation (ICRA),
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Figure 5.1: Left: the physical configuration of our sensing suite comprises a camera and a
GPR; a GPR includes GPR control unit, wheel encoder, and GPR antenna. Right: artificial
Landmarks. Black and red colored side is the upper side while the metal side is downside
(best viewed in color).
.
goal and the overall system is able to synchronize the two types of data streams with the
improved accuracy. In one data set, our algorithm reduces the end-to-end distance error
from 7.45cm to 3.10cm.
5.2 Related Work
Our proposed system relates to the areas of bridge deck or road surface inspection,
GPR applications, visual simultaneous localization and mapping (SLAM), and sensor fu-
sion.
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Transportation infrastructure such as bridge deck and road inspection is very impor-
tant for transportation safety. Nondestructive evaluation (NDE) is one of the most popular
approach recently because it provides reliable diagnosis without significant destruction
on the transportation infrastructure [5–7]. The common sensors used by NDE techniques
include a GPR, cameras, half-cell potential (HCP), a chain drag, an impact echo (IE) me-
ter, ultrasonic surface waves (USW) measurements, electrical resistivity (ER) signals, etc.
Besides using each sensor individually, those sensors can also be applied together, or inte-
grated on an autonomous robotic system for transportation infrastructure evaluation, e.g.
robotic bridge inspection tool (RABIT) [10–15]. Inspired by existing work, our system
comprise a GPR, a camera, and a wheel encoder; and our in-depth sensor fusion algorithm
can utilize their complementary nature to achieve better 3D reconstruction results.
GPR is an accepted sensor for detecting the objects and layers underneath the ground
surface [97–99]. Therefore, there are a lot of important applications such as archeol-
ogy [111, 112], mine detection and removal [100–102], bridge deck inspection and eval-
uation [10–15], and planetary exploration [104, 105]. As an ideal sensor for scanning
subsurface structure, it is often limited to flat surface due to its inability to obtain pose
information from its wheel encoder alone. Fusing it with a camera with visual SLAM
capability can address this problem and significantly increase GPR application scope.
Visual SLAM problem is to simultaneously estimate robot pose and landmark posi-
tions using one or more cameras. In our system, we employ ORB-SLAM2 [40] as a
preprocessing step to estimate landmark positions and camera poses since it is one of the
state-of-the-art visual SLAM algorithms for a monocular camera. In fact, our algorithm is
not limited by one particular type of visual SLAM algorithms.
By take advantage of the complementary nature of different sensory modalities, sensor
fusion is able to improve sensing accuracy, increase robustness, decrease uncertainty and
reduce noises for a variety of applications [19–21, 23, 26]. Existing sensor fusion combi-
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nation includes camera-LIDAR [124, 125], WiFi-IMU [126, 127], and camera-IMU [128,
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Figure 5.2: Overall system diagram.
To enable both surface and subsurface inspection of transportation infrastructure, we
design a sensing suite comprising a camera, a LIDAR, a GPR, and a hosting laptop com-
puter. The GPR includes a GPR control unit, a wheel encoder, and a GPR antenna. It can
also interact with a GPS plugged into the laptop if needed. Fig. 5.2 illustrates how the
components are connected to each other.
5.3.1 Hardware
5.3.1.1 Sensor Choices
The camera is an industry grade 10 mega-pixel CMOS camera (DS-CFMT1000-H).
The camera is used not only for surface inspection but also for visual SLAM because it
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can provide more accurate pose and trajectory estimation than that from a GPS receiver
in local region. In addition, GPS may not always be available due to terrain or high-rise
buildings. The LIDAR can also be used for surface crack detection when cracks cannot
be distinguished from background images. The LIDAR in the system is a Hokuyo UST-
20LX with a range of 20 meters. The GPR is used for substructure inspection which is
from Geophysical Survey Systems, Inc. (GSSI) with model number SIR-3000. It is worth
noting that the wheel encoder from the GPR is also an important sensor for fusing the
data. The wheel encoder data is pre-synchronized with GPR data; and GPR readings are
triggered by the wheel encoder.
5.3.1.2 Configuration
Fig. 5.1 illustrates the physical configuration of the hardware. Due to the coverage
requirement, the camera needs to be mounted at least 1 meter above the ground to inspect
surface cracks. The LIDAR is mounted as close to the camera as possible to allow the
co-centered data registration between the two sensors.
To scan the subsurface cracks, the GPR antenna needs to be installed close to the
ground surface to ensure good radar signal penetration of the underneath concrete struc-
ture. The penetration depth of GPR is inversely proportional to the radio signal frequency,
but the resolution of GPR image is proportional to the frequency. Therefore, we choose a
1.6-GHz GPR transceiver antenna because it ensures a 2-meter penetration depth for con-
crete decks with a resolution of less than 4.7cm. All sensors are mounted on a standard
survey cart (model 623).
5.3.1.3 ALs
To facilitate the synchronization of the camera and the GPR, we design ALs that are
made of colored patterned metal plates and clearly visible to both sensors as shown in
Fig. 5.1. ALs enable us to align surface and subsurface structure from two different sensor
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modalities.
5.3.2 Software and User Interface
Our customized software visualizes all sensory data (see Fig. 5.3). It is developed
using C++ based cross-platform graphics sdk QT version 5.9 to ensure it is easy to be
ported to different platforms. It has three main components: a camera view, a GPR view,
and a world coordinate view. The top right window is camera view. The bottom right GPR
view component renders the full GPR radargram and shows the current GPR scan index.
The world coordinate view renders the camera poses, GPR poses, the GPR radargrams,
and 3D landmarks in 3D space at the left side.
Users can navigate in the world coordinate view to examine the data from all sensors.
All three views allow the user to interact with the synchronized data frame by frame. If
users choose a particular frame in any of the three views, the other views automatically
switch to the corresponding data. “Play,” “Next,” and “Previous” buttons are located at the
bottom of the interface to assist the user to navigate the multi-modal data streams.
5.3.3 Data Collection Procedure
Since camera images are taken according to a fixed interval determined by camera
internal clock and GPR scans are triggered by its wheel encoder based on a preset fixed
distance traveled, there is no inherent synchronization between the two sensors. However,
this would lead to significant issues when fusing the data streams. Therefore, we design a
data collection procedure (see Fig. 5.4) to deal with the synchronization problem by using
our ALs. We focus on the camera and the GPR data collection procedure because the
synchronization between LIDAR and camera can be easily done by triggering a circuit in
hardware.
At first, we place ALs on the survey area and make sure that those ALs are evenly
spaced out and remain fixed on the ground. The number of ALs is adjustable in our setting;
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Figure 5.3: Left: 3D map containing camera poses, GPR poses, GPR radargrams, and 3D
landmarks. Top right: camera images. Bottom right: GPR images.
but we suggest to use at least two: one at the starting point and the other at the ending
point. Next, we push the sensing suite to traverse ALs by following the preplanned survey
trajectory. During the procedure, we ensure that the sensing suite traverses the edges of
ALs on both sides along the trajectory. Fig. 5.4 shows an example of the setup. There are 4
lines {L1,L2,L3,L4} indicating 4 edges generated by both sides of 2 ALs. Therefore, the
GPR passes each edge 3 times and traverses 12 edges in the trajectory. Those edges will be
used later as synchronization references for the synchronization problem in Section 5.4.
Employing ALs makes data collection procedure more efficient and flexible if compar-
ing to a conventional approach which relies on manually painted lines or grids on the sur-
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Figure 5.4: Data collection procedure.
move along a preset linear trajectory which is very time consuming and labor intensive. In
our design, we only need to place ALs on the ground without precise positioning or strict
linear scan motion of the sensing suite.
5.4 Algorithms
Recall that camera images and GPR scans are triggered by time and by position inter-
vals, respectively. We propose an algorithm to solve the synchronization problem between
the two data streams. The resulting sensor fusion algorithm can use GPR scans to solve the
scale ambiguity and drifting issues in monocular visual SLAM and generate a 3D metric
reconstruction for both surface and subsurface inspection. The visual SLAM capability
enabled by the camera also addresses the inability to estimate poses by GPR alone. The
metric reconstruction includes camera/GPR poses, 3D landmarks, and GPR scans by sen-
sor fusion. Again, we ignore the LIDAR-camera sensor fusion problem here because it is
a well-studied area.
Fig. 5.5 illustrates the flow of our algorithm. 1) After pre-processing camera images
and GPR data, we find the coarse AL correspondence between both sensors by extracting
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AL edge scan indexes from the GPR and the corresponding AL points from the camera.
2) We perform an initial frame by frame synchronization by distance interpolation. And
3), we formulate a constrained optimization problem to recover the metric scale and the
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Figure 5.5: Algorithm block diagram.
5.4.1 Preprocessing
Camera images and GPR scans are pre-processed as follows to obtain initial recon-
struction information in its individual modality.
For camera images, we apply the popular ORB-SLAM2 [40] to estimate camera poses
and 3D landmarks at each frame. Let Ik be the camera image at time k, where k =
62
1, 2, . . . , N . Let {W} denote the 3D world coordinate system and {Ck} denote the camera
coordinate system at time k. Additionally, we define {W} to be coinciding with {C1}.
Given sequential camera images Ik, we obtain camera poses {Rk, t̃k}with respect to {W}
at time k, where Rk is the camera rotation matrix and t̃k ∈ R3 is the translation vector.
The ORB-SLAM2 algorithm also provides 3D landmark position X̃i ∈ R3, where index
i denotes the i-th 3D landmark, and i = 1, 2, . . . , n. Note that this is the outcome of the
monocular visual SLAM. All 3D information is up-to-scale. As a convention in this paper,
we use the tilde ˜ to indicate variables in 3D space that are up-to-scale. Therefore, t̃k and
X̃i are up to scale while tk and Xi are defined in the metric scale.
For GPR raw data, we use GSSI software RADAN 7 to export the GPR scans. Let
Dj be the j-th GPR scan, which is a 1024-dimension vector containing depth information,
and lj be the GPR accumulated travel length measured by wheel encoder from D1 to Dj,
where j = 1, 2, . . . ,m. In addition, all Dj form the GPR image.
As a result, we get camera readings {Rk, t̃k, X̃i} and GPR and encoder readings
{Dj, lj} after the preprocessing step. At this moment, we know wheel encoder read-
ings are synchronized with GPR data but we do not know how they correspond to camera
readings yet, which is the focus of the next step.
5.4.2 Tri-Sensor Correspondence Using ALs
In our design, the camera center is directly above the origin of the GPR coordinate
system. Therefore, the ground projection of the camera trajectory is the same as that of
the GPR. Let us define AL anchor points to be the points on the AL edges created by
the intersection between the projected camera/GPR ground trajectory and AL edges. The
three sensor synchronization moment (TSSM) established by ALs is the moment that the
camera center, GPR coordinate system origin, and AL anchor point are collinear as a line
perpendicular to the ground (see Fig. 5.6). If we can recognize this moment across all
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sensor modalities, we can establish positional reference for correspondences among all
sensors.
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Figure 5.6: ALs help us synchronize camera image stream and GPR/encoder data streams.
Four TSSMs are shown here. Camera poses represented by small triangles and GPR poses
represented by small rectangles are displayed on the top of the radargram. The poses
drawn in dashed lines are virtual poses corresponding to TSSMs (best viewed in color).
When the GPR origin is directly above AL, the metal plate generates a strong response
in the GPR readings and remains constant until GPR finish traversing the AL. This is
because the distance between the AL and the GPR does not change in this duration which
leads to a clear short horizontal bar in radargram (see Fig. 5.6). The beginning and the
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ending moments of the short horizontal bar are TSSMs in GPR readings. Let the number of
detected edges be M for all ALs in the setting, we can obtain the corresponding GPR scan
indexes {jp|p = 1, 2, . . . ,M}. For all of these scan indexes, we have their corresponding
encoder readings {ljp |, p = 1, 2, . . . ,M}. For the example in Fig. 5.4, we have M = 12
edges, and the corresponding GPR scan indexes {j1, j2, . . . , j12}.
5.4.2.2 Recognize Camera Center Positions at TSSM
For now, we only have an up-to-scale 3D reconstruction from the ORB-SLAM2 re-
sults. We need to obtain TSSM camera center positions in this coordinate system. Note
this camera pose is a virtual pose which means it does not correspond to an actual image
due to the discretized time across frames. However, this pose can help us synchronize all
sensors later. The visual poses drawn in dashed line in Fig. 5.6 give an example about the
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Figure 5.7: Left: AL edge points in a 2D camera image. Right: two skew lines L̃1 and L̃t
are used to compute camera center position t̃k+,p (best viewed in color).
Fig. 5.7 illustrates the process of identifying the camera center position for the virtual
pose. The high contrast pattern in AL allows us to recognize points on the edge (green
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points in the figure) across multiple frames. Based on the known camera poses, we can
obtain their 3D points. Let {xf ↔ X̃f |f ∈ L1} be the corresponding 2D and 3D points
where L1 is the index set containing all edge points. These 3D points X̃f allows us to
establish AL edge line L̃1 with the following parametrized equation,
X̃ = p1 + t1d1, (5.1)
where t1 is a parameter, p1 = mean(X̃f ), and d1 is the singular vector corresponding to
the largest singular value after performing SVD on normalized points [X̃1−p1, . . . , X̃f −
p1, . . . ]
T.
From images taken, we can also identify two image indexes k and k + 1 representing
two immediate camera poses before and after crossing L1. The camera center positions at
k and k + 1 are t̃k and t̃k+1, respectively. The camera trajectory between k and k + 1 can
be approximate by a line L̃t with the following parametrized equation,
X̃ = p2 + t2d2, (5.2)
where t2 is a parameter, p2 = t̃k, and d2 = t̃k − t̃k+1.
Finding the shortest line connecting L̃1 to L̃t allows us to obtain the camera center
positions at TSSM. Define t̃k+,p to be the camera center position of the virtual pose. The
combo subscripts k+, p indicate this is slightly after time k and it is corresponding to p-th
AL edge. We have
t̃k+,p = p2 +
(p1 − p2) · n1
d2 · n1
· d2, (5.3)
where p = 1, 2, . . . ,M and n1 = d1 × (d1 × d2).
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5.4.3 Initial Scale Rectification and Synchronization
5.4.3.1 Local Scale Rectification
Now we want to use this TSSM correspondence to recover the true scale in camera
poses. When the sensing suite traverses two adjacent ALs, we can identify corresponding
virtual camera poses corresponding to the leading edge of each AL. If the first edge index
is p1, then the second edge index is p1 + 2 due to the adjacency (see Fig 5.6). Say that the
corresponding camera frame indexes are k1 and k2. Then the camera center positions of
the two virtual poses are t̃k+1 ,p1 and t̃k+2 ,p1+2. The corresponding distances extracted from
encoder readings are lp1 and lp1+2, respectively. Then a local scale ratio can be obtained




||t̃k1+1 − t̃k+1 ,p1||+
∑k2
k=k1+1
||t̃k+1 − t̃k||+ ||t̃k+2 ,p1+2 − t̃k2||
, (5.4)
where || · || is l2 norm. We can use this local scale ratio to recover the scale for all camera
poses and 3D points for frame k between k1 + 1 and k2,
tk = st̃k and Xi = sX̃i. (5.5)
If we traverse all ALs, we can rectify the scale for all camera poses and 3D points after
the first virtual camera pose. For those before the first virtual camera pose or after the last
virtual pose, we can also use the closest local scale ratio to rectify them.
Note that we use local scale ratio instead of a global scale ratio established by the first
and the last ALs. This is because monocular visual SLAM may not have a uniform scale
ambiguity in its results due to scale drift. Using a local scale to correct the affected poses
and 3D landmarks can alleviate the issue. Also, this is not a precise scale recovery because
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the encoder readings may be inaccurate due to skids and the scale drift variation may be
big. We will handle it in Section 5.4.4.
5.4.3.2 Synchronizing Camera Poses to GPR/Encoder Data
With the scale rectified, we can align camera poses with the GPR/encoder data streams
through distance matching. Let t′k be GPR frame origin for the corresponding camera
center position tk. Since the camera and the GPR maintain a fixed frame mapping rela-
tionship, we know
t′k = Rextk + tex, (5.6)
where extrinsic parameters {Rex, tex} are obtained by calibration [109]. Define the dis-
tance traveled from the first edge of the first AL to the current pose kc to be d0(kc). Say
that k0 is the index of the camera frame right before the first edge, tk+0 ,1 is the camera
center of the virtual pose right above the edge line. In fact, tk+0 ,1 is the camera center of
the first virtual pose and used as the starting point of the inspection. Then we have






||t′k+1 − t′k||. (5.7)
Note that we do not have˜over variables because they are in metric space. We can compute
d0(k) for each camera pose k. For each d0(k), there exists an encoder reading ljk such that
dl(k) = ljk − l0 ∼= d0(k) (5.8)
where l0 is the encoder reading corresponding to the first virtual pose t′k+0 ,1
, and dl(k) is
the cumulative distance traveled by the sensing suite according to wheel encoder readings.
Eq. (5.8) is true because our encoder increment is around 3mm, which is much less than
the camera pose estimation error.
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5.4.4 Optimal Scale Correction and Data Alignment
Now we can further synchronize sensor readings and perform metric reconstruction us-
ing an optimization framework. We formulate a constrained optimization problem as fol-
lows. Let the estimated parameters be 3D landmarks X = {Xi|i = 1, . . . , n}, camera ori-
entationsR = {Rk|k = 1, . . . , N}, and camera center positions T = {tk|k = 1, . . . , N}.
The cost function for camera re-projection errors is given by





‖xi,k − x̂i,k‖2Σi,k , (5.9)
where Sk denotes the set containing all indexes of points visible by camera at time k, xi,k
is the image observation of Xi at time k, x̂i,k = f(Rk, tk,Xi) is the camera projection
function, Σi,k is the covariance of xi,k, and ‖·‖Σ denotes Mahalanobis distance. It is worth
noting that points xi,k are the surviving inline set from ORB-SLAM2 pose graph.
At each camera frame, we can incorporate encoder readings to capture the traveled
distance. Note that encoder error accumulates linear to the distance traveled. We ver-
ify distances traveled between adjacent camera poses and formulate the follow objective
function by considering relative error
F (X , T ) =
N∑
k=2
∥∥∥ [d0(k)− d0(k − 1)]− [ljk − ljk−1 ]
ljk − ljk−1
∥∥∥. (5.10)
We can augment (5.9) with (5.10) as penalty in optimization,
min
X ,R,T
C(X ,R, T ) + α · F (X , T ). (5.11)
where nonnegative α is a weighting scalar.
Also, virtual poses at AL edges provide more constraints to this problem that can be
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used as penalty functions in the objective function. For each rectified camera center tk+,p
for the virtual pose, we can find its corresponding virtual GPR pose at t′k+,p using (5.6).
Similar to (5.7) and (5.8), we can define travel distance function d0(p) and exact encoder
reading lp for each virtual pose, respectively. Then
G(X , T ) =
M∑
p=2
∥∥∥ [d0(p)− d0(p− 1)]− [lp − lp−1]
lp − lp−1
∥∥∥. (5.12)
We can reformulate the optimization problem as
min
X ,R,T
C(X ,R, T ) + α · F (X , T ) + β ·G(X , T ), (5.13)
where β is another nonnegative weighting scalar. In our optimization problem, F (X , T )
is a soft constraint due to potential synchronization errors; G(X , T ) is a hard constraint
because the AL correspondence at TSSM must be strictly preserved. Therefore, β has a
higher value than α. Therefore we have to adjust α and β when we solve the problem. The
optimization problem can be solved by first using a small positive weight for α and β, and
then applying any nonlinear optimization solver, e.g. LevenbergMarquardt (LM) solver.
Next, we gradually increase α and β and use the previous solution as the initial solution
to solve the optimization problem iteratively. By repeating this process, we can obtain the
solution as β is sufficiently large and the residual is converged. After estimating X ,R, T ,
we can perform the synchronization procedure in Sections 5.4.3.2 again to further remove
errors caused by scale drift, and recompute the optimization to improve accuracy.
After solving the optimization problem, we get the 3D map with a metric scale and the
aligned data across the three sensors.
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5.5 Experiments
The proposed algorithm has been validated in physical experiments. Let us begin with
the experiment setup.
5.5.1 Experiment Setup
The parameters for the control unit SIR-3000 are given as follows: the horizontal
sample rate for the wheel encoder is 390 pulses per meter, the two-way travel time of a
radar signal is 8 ns, the sample rate for the GPR control unit is 1024 samples per scan, and
the dielectric constant in air is 1. The resolution for the wheel encoder is 1785 pulses per
meter, and the distance error does not exceed ±2% under ideal conditions (e.g., smooth
surface and no skid).
We have collected two datasets at Texas A&M University for both indoor and outdoor
environments. As shown in Fig. 5.8, the indoor dataset covers a corridor on the 3rd floor
of the HRBB building and the outdoor dataset covers a bridge deck at the Ernest Langford
architecture center.
Figure 5.8: Two datasets. Left: the corridor. Right: the bridge deck.
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5.5.2 Results for Indoor and Outdoor Environments
Figs. 5.9 and 5.10 illustrate two 3D reconstruction results for the two datasets. The
green points indicate visual 3D landmarks; and blue points along the direction parallel to
X-axis indicate ALs. The camera poses are shown at the top of the 3D map while the
synchronized GPR poses are aligned at the bottom. Besides, GPR scans are attached to
GPR positions following the GPR trajectory. In both datasets, our algorithms are able to




















Figure 5.9: The 3D metric reconstruction of the corridor. It synchronizes visual features

























Figure 5.10: The 3D metric reconstruction of the bridge deck. It synchronizes visual
features and radargram (best viewed in color).
5.5.3 Accuracy Test
To validate if our algorithm can improve the accuracy for 3D reconstruction, we adopt
the end-to-end GPR travel distance error between the first and last ALs as the metric.
When collecting data, we manually measure the distance dGT that GPR traveled from the
first AL’s edge (p = 1) to the last AL’s edge (p = M ) and treat it as the ground truth. We
define the error metric as
etri =
∣∣∣‖t′k+,M − t′k+,1‖ − dGT ∣∣∣, (5.14)
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where t′k+,1 denotes the first virtual pose and t
′
k+,M denotes the last virtual pose on the
trajectory. And we also define the corresponding error metric for the wheel encoder as
ewheel =
∣∣∣[ljM − lj1 ]− dGT ∣∣∣. (5.15)
Moreover, we know that ewheel is bounded below emax = a · lm, where lm is the total
traveling distance measured by the encoder and a is the relative accuracy (in our case,
a = 2% according to GSSI manual). Finally, we use the bridge dataset to evaluate the
accuracy and list results in Table 5.1. The initial result shows that our algorithm improves
the accuracy for 3D reconstruction because its error is consistently less than that of only
using encoder. We are testing on more data set and will report more results in future
version of this paper.
Table 5.1: BEFORE AND AFTER SYNCHRONIZATION
etri ewheel emax
Error(m) 0.0310 0.0745 0.0816
Accuracy(%) 0.76 1.83 2.00
5.6 Conclusions
We combined a camera, a GPR, and a wheel encoder into a tri-sensor transportation
infrastructure inspection sensing suite. Our task was to develop a tri-sensor mapping algo-
rithm using asynchronous sensory data. Our system design included hardware configura-
tion, software interface, ALs, and a data collection scheme. We designed ALs to assist the
synchronization between two types of data streams: cameras images that are temporally
evenly-spaced and GPR/encoder data that are spatially evenly-spaced. We identified syn-
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chronization events created by ALs and use them as inputs to synchronize sensory inputs.
We used the GPR/wheel encoder readings to rectify the scale for monocular visual SLAM
and then employed pose graph optimization by considering synchronization constraints.
The results of the optimization lead to 3D metric reconstruction for synchronized data
streams that covers both surface and subsurface structure. We implemented our algorithm
and tested it in two physical experiments. In both experiments, our system and algorithm
have successfully achieved data synchronizations and metric reconstruction. Moreover,
the reconstruction accuracy was significantly improved over single modalities and the rel-
ative end-to-end error is reduced by over 50%.
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6. ON THE TUNABLE SPARSE GRAPH SOLVER FOR POSE GRAPH
OPTIMIZATION IN VISUAL SLAM PROBLEMS
6.1 Introduction
To perform sensor fusion using our sensing suite, we employ the camera not only
for surface inspection but also for visual simultaneous localization and mapping (SLAM)
which provides more accurate pose estimation than that from a GPS receiver in a local
region. But the computation cost in SLAM problems is usually high, especially in op-
timization steps. Therefore, besides sensor fusion, we also develop an tunable solver to
accelerate our system.
Visual SLAM (vSLAM) algorithms allows mobile robots or devices to precisely esti-
mate their location and establish visual scene understanding. The recent fast development
of augmented reality (AR) applications on mobile devices is essentially enabled by vS-
LAM algorithms. Despite real time requirement, vSLAM algorithms face strict power and
computation constraints when running on mobile devices.
A significant part of vSLAM computation is pose graph optimization. This step is also
known as local bundle adjustment (LBA) because it performs the optimization to refine
landmark locations and camera poses on a sliding window of adjacent frames to avoid a
large global optimization problem. It has been widely accepted as an efficient approach be-
cause landmarks only continuously exist in a short sequence of adjacent frames. The short
temporal dependence on landmarks means that the optimization problem is sparse. The
optimization problem has a graph structure with landmarks and camera poses as vertices.
To speed up the computation, we propose a tunable sparse solver that is able to solve
the graph optimization problem with faster speed and similar accuracy than that of the






















Figure 6.1: Computation savings by updating system matrix A (top left) and its companion
lower triangular matrix L (top right) in LBA problem from one iteration to next (i.e. the
new counter part Ā (bottom left) and L̄ (bottom right)) instead of regenerating the entire
matrices. The example is generated using data from dataset KITTI00. The non-zero (nz)
entries in four matrices are in blue. By using Cholesky multiple-rank update to update one
edge, we are able to only update the part located at the intersection of the red columns.
concentrate the computation on partial graph with high contribution to the cost function
and the increments. We design two algorithms to accelerate the optimization process.
First, we propose a graph pruning algorithm to reduce the original optimization problem
size by exploiting the LBA structure. We only optimize vertices with large errors and fix
the others to generate a pruned graph. Second, we apply a modified Cholesky factorization
to speed up the computation. In each iteration, we only update a sub graph and then we
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reuse the decomposition result from last iteration by using Cholesky update/downdate in
order to reduce the repeated computation (see the example in Fig. 6.1).
We have implemented our solver by revising g2o [130] which is also used as our base-
line. The results show that our solver can be twice as fast as the traditional solver for the
LBA processes in vSLAM problems, when the loss in accuracy is no more than 5% on
average.
6.2 Related Work
Our work relates to the areas of visual SLAM, optimization solver, and incremental
solver.
As a variation of the SLAM problem [86], the visual SLAM problem is to simul-
taneously estimate robot pose and landmark positions using features from one or more
cameras. Those features, with points as the most commonly employed feature type,
are extracted from video frames using state-of-the-art feature detection methods such as
SIFT [87], SURF [88], etc. The landmark positions are often represented as 3D posi-
tions of the feature points. The raw features have been through a process of selection,
filtering, and identifying correspondence with features in adjacent frames using epipo-
lar geometry in computer vision, and many statistics methods such as random sampling
consensus (RANSAC) [66]. The visual SLAM process then estimates both camera poses
and 3D landmarks from 2D features by minimizing reprojection error over the chosen
set of the image frames. To solve the visual SLAM problem, there are two dominant
approaches [94]: the filtering approaches (e.g., [90, 91]) and the bundle adjustment (BA)
approaches (e.g., [92,131]). The former comes from the traditional SLAM field of robotics
research, while the latter builds on the optimization framework introduced by the structure
from motion area in computer vision. We focus on improving the latter since it gains more
popularity.
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An optimization solver is indispensable to reduce uncertainty for SLAM problems.
After obtaining the initial solutions, the solutions can be further improved by formulating
an optimization problem in BA approaches and solving it using an optimization solver,
such as ceres-solver [132] or g2o [130]. Moreover, the pose graph optimization not only
can be applied in SLAM problems (e.g., [40, 133]), but also can be extended to other ap-
plications such as map fusion (e.g., [61, 134]). However, solving pose graph optimization
problems suffers from high computational cost. For efficiency purpose, it is common to
apply LBA [39, 93] in the front end of SLAM problems instead of using global bundle
adjustments.
Incremental solvers for SLAM problems become more and more prevalent recently
since it can reduce repeated computation by taking advantage of previous results to update
and solve the problems. Dellaert et al. propose
√
SAM [135] to incrementally solve the
problem by using a sparse direct solver. Kaess et al. further improve
√
SAM by applying
incremental QR factorization in iSAM [136] and Bayes tree in iSAM2 [137]. Polok et
al. utilize incremental block Cholesky factorization [138] to speed up the solver. Ila et al.
recover the estimation and covariance matrix in SLAM++ [139] and present an incremental
BA to update Schur complement [140]. Liu et al. further propose an incremental BA
solver for visual-inertial SLAM problems [141] Wang et al. improve iSAM and iSAM2
by incremental Cholesky factorization and min-heap based variable reordering [142].
Our work mainly focus on improve LBA speed by utilizing its structure. From the al-
gorithm aspect, we use Cholesky update and downdate algorithms in popular sparse matrix
library CHOLMOD [143–148] to solve vSLAM problems. This approach can efficiently
make use of previous results since there is no need to reconstruct the optimization iteration
equations and recompute the Cholesky factorization.
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6.3 Algorithms
6.3.1 Graph Optimization using the Classic Solver
First, we review the typical structure and background of a graph optimization problem
that can be converted to a nonlinear least squares problem [130]. Let G denotes a graph,
Vi denotes i-th vertex in G, and Eij denotes the edge connecting Vi and Vj . Let xvi be
the estimated parameter in Vi, and εij be the error term in Eij . Let x ∈ RM be the
parameter vector obtained by stacking all xvj in G, z ∈ RN be the measurement vector,
and f : RM → RN be a differentiable mapping from a parameter space to a measurement
space. Then the nonlinear least squares problem can be formulated by defining the cost
function as
F (x) = εTΣ−1ε, (6.1)
where ε = f(x)−z is the error term by stacking all εij inG and Σ is the covariance matrix




To solve the nonlinear least squares problems, the prevailing approach is to start from
a good initial solution, and then further refine it iteratively by numerical approaches such as
Gauss-Newton (GN) method or its variant such as Levenberg-Marquardt (LM) method [149].
Given an initial solution x, the goal is to find a refined solution x̄ = x + ∆x, where ∆x
is the increment such that the cost function is decreasing F (x̄) < F (x). Assuming f is
locally linear so it can be approximated by first-order Taylor expansion at x as
f(x + ∆x) ' f(x) + J∆x, (6.3)
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where J = ∂f
∂x
is the Jacobian matrix. By substituting (6.3) into (6.1), the cost function
F (x̄) cab be is approximated by
F (x + ∆x) = [f(x + ∆x)− z]TΣ−1[f(x + ∆x)− z]
' [f(x) + J∆x− z]TΣ−1[f(x) + J∆x− z]
= F (x) + 2∆xTJTΣ−1ε+ ∆xTJTΣ−1J∆x.
(6.4)
Then we take the derivative of (6.4) and derive the normal equation
A∆x = b, (6.5)
where A = JTΣ−1J is the system matrix and b = −JTΣ−1ε is the right-hand side (RHS).
Assume that the fill-reducing permutation is already applied [150, 151], we solve the nor-
mal equation by first performing Cholesky factorization on A = LDLT, where L is the
lower triangular matrix, and D is the diagonal matrix. Thus (6.5) becomes
LDLT∆x = b. (6.6)
Next, we utilize forward solve to deal with Ly = b for y, where y = DLT∆x, and then
apply backsolve for DLT∆x = y to obtain ∆x.
Finally, Alg. 6.1 summarize the approach as the classic solver. The classic solver is
to build the system {A,b} from x and G, and solve A∆x = b from scratch. ε0 is an
empirical threshold to stop optimization if the increment is negligible.
Alg. 6.1 solve the system of linear equations in (6.5). In Gauss-Newton class of opti-
mization solvers [152], this algorithm is repeatedly called to generate next search starting
point because it provides the new best solution in the form of ∆x. The whole iterative
process stops when the stopping criteria is met. The process is summarized in Alg. 6.2.
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Algorithm 6.1: (x̄,∆x̄,STOP)=ClassicSolver(x, G)
Input: x, G
Output: x̄,∆x̄,STOP
1 Build {A,b} from x and G ;
2 Decompose A = LDLT ;
3 Solve LDLT∆x = b ;
4 if ‖∆x‖ < ε0 then
5 x̄ = x ;
6 STOP = TRUE ;
7 else
8 x̄ = x + ∆x ;
9 STOP = FALSE ;
10 ∆x̄ = ∆x ;
11 return x̄,∆x̄,STOP
We name it as the original solver (ORI). We use the subindex k to indicate the frame index
in algorithms. Here xk denotes all the state variable in k-th frame before optimization, and
x̄k denotes that after optimization. As a convention, we define the symbol bar (¯) to indi-
cate that the object is modified/updated in this paper. Because Alg. 6.2 builds the system
{Ak,bk} from xk and solves Ak∆xk = bk for each iteration, it is massive computational
and time-consuming.
Algs. 6.1 and 6.2 provide a baseline starting structure for us. To improve the overall
performance, we have to speed up both.
6.3.2 Graph Pruning
Now, let us introduce our algorithm developments to accelerate the process. We have
two methods to speed up Alg. 6.1 and we begin with the first, graph pruning.
To further accelerate LBA process, we use graph pruning to reduce the original prob-
lem by spending computational efforts only on those vertices with high errors.
For each pose vertex in the given graph, we first search for all connected landmark
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Algorithm 6.2: Original Solver
Input: {xk|k = 1, 2, . . . }, {Gk|k = 1, 2, . . . }
Output: {x̄k|k = 1, 2, . . . }
1 for k =StartFrame to EndFrame do
2 for Iteration = 1 to MaxIteration do
3 (x̄k,∆x̄k,STOP)=ClassicSolver(xk, Gk) ;
4 if STOP then
5 Break ;
6 else
7 xk = x̄k ;
8 return {x̄k|k = 1, 2, . . . }
vertices, and then we keep those landmark vertices with high errors in the graph to be
optimized and fix the others. A fixed vertex still contributes to the graph by providing
constraints but a removed vertex does not. Hence, we use the original graph (see Fig. 6.3)
to generate a pruned graph (see Fig. 6.4); the corresponding system matrix A is reduced
to Ap as shown in Fig. 6.2.
Let Vp and Vl be the set containing camera pose vertices and landmark vertices, re-
spectively. Let G and Gpruned be the graph before and after pruning. Recall that Eij is the
edge connecting Vj and Vi with εij as its error. Here we denote Vj ∈ Vp and Vi ∈ Vl in our
algorithm. εχ2 is a empirical threshold to determine if a vertex should be fixed or not. We
summarize our graph pruning in Alg. 6.3.
The graph pruning can significantly sparsify the problem as shown in the example in
Fig. 6.3 and Fig. 6.4. The original graph in Fig. 6.3 is reduced to the graph in Fig. 6.4.
6.3.3 Update by Modified Cholesky Factorization
Now we introduce the second method to further improve the Alg. 6.1 by utilizing
sparse structures.




















Figure 6.2: Left: the corresponding system matrix A of the original graph in Fig. 6.3.
Right: the corresponding system matrix Ap of the pruned graph in Fig. 6.4. The number






Figure 6.3: The original graph. The traditional solver often optimizes the whole original
graph. This graph represents one LBA problem obtained by running visual SLAM in
KITTI00 dataset. The red dots on the top and bottom indicate landmark and pose vertices,






1 Gpruned = G ;
2 for Vj ∈ Vp in Gpruned do
3 for Eij do
4 if εij < εχ2 and Vi is unfixed then







Figure 6.4: The pruned graph. We first design a graph pruning algorithm to shrink the
original graph. This graph represents one LBA problem obtained by running visual SLAM
in KITTI00 dataset. The red dots on the top and bottom indicate landmark and pose
vertices, respectively. The blue edges indicate the measurement between one pose vertex
and one landmark vertex.
and solve (6.5) in multiple iterations within each LBA is often the most time consuming
part. The iteration number depends on whether the increment is lower than a preset thresh-
old, or the iteration number exceeds default value.
Let ∆xvj be the increment for vertex Vj , where ∆xvj is a member of ∆x. By observing







Figure 6.5: One sub graph of the pruned graph when applying modified Cholesky fac-
torization. This graph represents one LBA problem obtained by running visual SLAM in
KITTI00 dataset. The red dots on the top and bottom indicate landmark and pose vertices,
respectively. The blue edges indicate the measurement between one pose vertex and one
landmark vertex.
norm, while the others are negligible (see the example in Fig. 6.6). As a result, if a preset
threshold is chosen prudently, then only a small portion of ∆x needs to updated.
Therefore, when building (6.5), we only update the small portion of the increment.
Besides, we reuse the decomposition solution from previous iteration and solve (6.6) by
using Cholesky update and downdate. For the example in Fig. 6.3, the part of graph that is
actually updated is shown in Fig. 6.5.
6.3.3.1 Update x
In our framework, we first determine each vertex Vj in G to be updated or not. Given
∆x from last iteration, we update Vj by
x̄vj =

















Norm of each vertex before sorting












After sorting based on norm
Figure 6.6: ‖∆xvj‖ distribution, where j = 1 . . . 827, in one iteration within one LBA by
using dataset KITTI00. The blue dots indicate ‖∆xvj‖ in the original order, and the red
dots indicate ‖∆xvj‖ after sorting based on norm.
where x̄vj is the estimation after update, and εv is the preset threshold. This differs from
Alg. 6.1 which updates all Vj in x̄ = x + ∆x.
6.3.3.2 Update A = LDLT
After obtaining x̄, we are able to construct Ā. Instead of constructing Ā from scratch,
and then computing Ā = L̄D̄L̄T, we make use of A = LDLT by updating from last
iteration. To update x̄vj from A, we have to update all the edges connected to Vj . The
example in Fig. 6.1 shows that only a very few entries are changed when we update one
edge. Since only a small portion of x̄ is updated, the updated edges are not too many so
we can obtain {L̄, D̄} from {L,D} by using Cholesky multiple-rank update as follows
L̄D̄L̄T = LDLT + JT∆J∆, (6.8)
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is the Jacobian matrices of vertex Vj . This approach can save a lot of
computation because we only compute the updated portion and update the system from
last iteration rather than solve it from scratch. Besides, we don’t need to factorize Ā =
L̄D̄L̄T since it is done after updating. More details regarding Cholesky multiple-rank
update/downdate can be found in [143–148].
6.3.3.3 Update b






εvj , IF ‖∆xvj‖ ≥ εv,
bvj , Otherwise,
(6.9)
where Σvj is the covariance matrix for xvj , and εvj is the error term for xvj , which is the
summation of εij with all the Vi connected to Vj .
6.3.3.4 Update Solver
We summarize the update strategies in Alg. 6.4 as the update solver. Let Vmdf be the
set containing all vertices that need to be updated. The update solver takes advantage
of previous results to update {L̄, D̄, b̄} and solve L̄D̄L̄T∆x = b̄, which is able to save
computational time for rebuilding the system {Ā, b̄} and re-decomposing Ā = L̄D̄L̄T.
6.4 Tunable Sparse Graph Optimization Solver
So far we only introduce algorithms to accelerate Alg. 6.1. Now let us expand it to the
entire graph optimization solvers. We propose our tunable sparse solver (TSS) to replace
ORI in Alg. 6.2.
We propose our tunable sparse solver by Alg. 6.5. Recall that we use εv as the threshold
for all vertices in Section 6.3.3. Here we extend it to εp and εl, where εp is the threshold
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Algorithm 6.4: (x̄,∆x̄)=UpdateSolver(x,Vmdf )
Input: x,Vmdf
Output: x̄,∆x̄
1 Update x̄ by (6.7) ;
2 Update {L̄, D̄} by (6.8) ;
3 Update b̄ by (6.9) ;
4 Solve L̄D̄L̄T∆x = b̄ ;
5 ∆x̄ = ∆x ;
6 return x̄,∆x̄
for camera pose vertices and εl is the threshold for landmark vertices. And let εup be
the threshold satisfying 0 ≤ εup ≤ 1 to determine to call Alg. 6.1 or Alg. 6.4. All the
thresholds are obtained through experiments.
Alg. 6.5 consists of four main steps: 1) initial step, 2) graph pruning step, 3) pose
update step, and 4) landmark update step. In initial step, we call Alg. 6.1 at first iteration
for each frame to obtain ∆x̄k for future use. In graph pruning step, we check if the graph
has been pruned or not. If not, we run Alg. 6.3 to prune the original graph.
In pose update step, we check if any pose vertex Vj ∈ Vp needs to be updated by
comparing ‖∆xvj‖ with εp. If there is at least one pose updated, we call Alg. 6.1. The
reason why we do not call Alg. 6.4 for pose update is due to the special graph structure for
visual SLAM problems. When we update a vertex in the graph, we have to further update
all the edges connected to it. For a pose vertex, there are typically hundreds of connected
edges that also have to be updated. But for a landmark vertex, there are typically ten or
fewer edges that need to be updated. Therefore, to call Alg. 6.1 is more efficient than to
call Alg. 6.4.
In landmark update step, we first determine how many landmark vertices Vj ∈ Vl need
to be updated by comparing ‖∆xvj‖ with εl. We then decide to call Alg. 6.1, Alg. 6.4, or
exit the iteration according to the ratio |Vmdf ||Vl| , where | · | represents the cardinality of the
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Algorithm 6.5: Tunable Sparse Solver
Input: {xk|k = 1, 2, . . . }, {Gk|k = 1, 2, . . . }
Output: {x̄k|k = 1, 2, . . . }
1 for i =StartFrame to EndFrame do
2 OriginalGraph = TRUE ;
3 for Iteration = 1 to MaxIteration do
4 if Iteration == 1 then
5 (x̄k,∆x̄k,STOP)=ClassicSolver(xk, Gk); if STOP then
6 Break ;
7 else
8 xk = x̄k ;
9 else
10 if OriginalGraph then
11 Ḡk=GraphPruning(G) ;
12 OriginalGraph = FALSE ;
13 Vmdf = ∅ ;
14 for Vj ∈ Vp do
15 if ‖∆x̄vj‖ > εp then
16 Save {Vj,∆x̄vj} to Vmdf ;
17 if |Vmdf | 6= ∅ then
18 (x̄k,∆x̄k,STOP)=ClassicSolver(xk, Ḡk); if STOP then
19 Break ;
20 else
21 xk = x̄k ;
22 else
23 for Vj ∈ Vl do
24 if ‖∆x̄vj‖ > εl then
25 Save {Vj,∆x̄vj} to Vmdf ;
26 if |Vmdf ||Vl| > εup then
27 (x̄k,∆x̄k,STOP)=ClassicSolver(xk, Ḡk); if STOP then
28 Break ;
29 else
30 xk = x̄k ;
31 else if |Vmdf | = ∅ then
32 Break ;
33 else
34 (x̄k,∆x̄k)=UpdateSolver(xk,Vmdf ) ;
35 return {x̄k|k = 1, 2, . . . }
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set. If the ratio is above a high threshold εup, it means that most landmark vertices need to
be updated so we call Alg. 6.1 instead of updating them individually. On the other hand,
if there is no need to update (ratio=0), we directly exit the iteration and go to next frame.
Otherwise, we call Alg. 6.4 to update those landmark vertices with higher increment. The
benefit of this strategy is that we depend on the current condition to efficiently process
each iteration rather than blindly reconstruction or update.
It is worth noting that we design our algorithm to sometimes switch back to Alg. 6.1
because of two reasons. First, Cholesky multiple-rank update/downdate will be slower
comparing to solving the problem from scratch if there are too many updates. Second, to
partially update the system will cause accumulated error due to approximation. Hence,
using Alg. 6.1 can alleviate this problem.
6.5 Experiments
The proposed algorithms have been validated in physical experiments by using bench-
mark datasets.
6.5.1 Experiment Setup
For the optimization framework, we utilize g2o [130] as our baseline, and extend it by
adding Cholesky update and graph pruning. For the complete visual SLAM system, we ex-
ploit ORB-SLAM [40] to run all the datasets. For testing data, we use KITTI datasets [153]
to validate the results. We process all the data by using C++ on a desktop PC with an Intel
Core i7-4790 CPU at 3.6GHz with 16GB RAM.
We compare our TSS with ORI. To validate our algorithms, we first extract the initial
values of estimations (camera poses and landmark positions) with their measurements
(landmark positions in pixel coordinates) for each key frame, and then save them as g2o
files with vertices and edges before optimization. Finally, we process the g2o files by using
ORI and TSS, and compare their performance. Since we focus on comparing the LBA part
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in visual SLAM problems, the g2o files we only save the LBA part. GBA and loop closure
features are turned off because they are not part of the comparison.
It is worth noting that, due to the structure and the sparsity of visual SLAM problems, it
is sometimes more efficient to solve A∆x = b using the Schur complement method rather
than applying a direct solver. According to [130], using the Schur complement method
outperforms the direct solver when the landmark number exceeds the pose number, which
is usually the case for visual SLAM problem. Therefore, in order to have a fair comparison,
we compare our TSS with ORI using Schur complement for runtime in this Section.
6.5.2 Accuracy Comparison
We compare the accuracy by using the cost function F (x) values since F (x) values
can describe how good the optimization approaches reduce the error. Besides, we also
illustrate the initial cost value before performing optimization to show that our TSS can
achieve the similar performance to ORI but with less time. Fig. 6.7 shows the cost func-
tion F (x) values for initial cost (green), ORI (blue), and TSS (red) using KITTI00 and
KITTI02, respectively. We also define the cost gain for more detail comparison. Let CINI
be the cost function per frame for initial cost, CORI be the cost function per frame for ORI,





We show the results for cost gain C in Tab. 6.1. According to Tab. 6.1, the accuracy of
using TSS slightly decreases, but no more than 6% compared with that of ORI.
Furthermore, we also plot the trajectories of using both solver for KITTI00 and KITTI02
in Fig. 6.8 and Fig. 6.9 to demonstrate that we can still achieve an acceptable result even
with less than 5% loss on average in accuracy. The ORI and TSS trajectories are indistin-
guishable.
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KITTI00 (frame 2-474) KITTI02 (frame 2-1412)
Figure 6.7: Accuracy comparison for initial cost (green), ORI (blue), and TSS (red) using
KITTI00 and KITTI02.
Table 6.1: COMPARISON: ORIGINAL SOLVER VS TUNABLE SPARSE SOLVER
ORI TSS Gain(+/-)
KITTI Frames CINI TORI CORI TTSS CTSS S C
00 2-474 10782.0 66.4 1628.1 33.1 2247.6 2.006x -5.74%
00 475-732 11071.7 63.2 1472.7 30.4 1799.9 2.078x -2.95%
00 733-994 10514.3 61.7 1477.8 29.9 1858.3 2.063x -3.61%
00 995-1241 11413.9 71.8 1830.7 35.0 2404.7 2.051x -5.02%
02 2-1412 9774.8 63.5 1434.9 30.1 1853.6 2.109x -4.28%
02 1413-1500 14025.9 62.4 1658.5 30.5 2423.9 2.045x -5.45%
Avg. 10426 64.5 1518.8 31.0 1985.1 2.075x -4.47%
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Trajectory for KITTI00 (frame 2-474)
Figure 6.8: The trajectory of using ORI and TSS comparing with ground truth for
KITTI00. The difference is almost indistinguishable.














Trajectory for KITTI02 (frame 2-1412)
Figure 6.9: The trajectory of using ORI and TSS comparing with ground truth for
KITTI02. The difference is almost indistinguishable.
94
6.5.3 Runtime Comparison
We compare the runtime for both ORI and TSS. The unit of runtime is millisec-
ond (ms). We measure the average time processed for each frame, and define the time
speedup factor for comparison. Let TORI be the runtime per frame for ORI, and TTSS be





The time complexity of decomposing a sparse matrix A = LDLT highly depends
on the reordering result produced by fill-reducing pivoting methods [150, 151]. These
methods mostly use heuristic to solve the NP-hard minimum fill-in problem, which makes
complexity analysis difficult without looking into particular problem instances. Therefore,
we use experiments to compare solver performance statistically.
The results of runtime comparison are shown in Tab. 6.1. Tab. 6.1 indicates that our
TSS can cut the runtime in half for the LBA processes in visual SLAM problems, with
comparable accuracy.
6.5.4 Graph Pruning vs Cholesky Update
We also show the contribution of graph pruning (Alg. 6.3) and Cholesky update (Alg. 6.4).
We use KITTI00 and KITTI02 to run the experiments. Tab. 6.2 illustrates the comparison
of speedup factor (S) and cost gain (C) by using graph pruning, Cholesky update, and
their combination.
We are able to see that both graph pruning and Cholesky update can achieve at around
1.3x speedup in time with approximately 3% loss in accuracy, respectively. And the com-
bination of both techniques can achieve 2.0x speedup in time with less than 5% loss in
accuracy on average, which indicates that both algorithms are complementary to each
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other.
Table 6.2: COMPARISON: GRAPH PRUNING VS CHOLESKY UPDATE
Graph Pruning Cholesky Update Both
KITTI Frames S C S C S C
00 2-474 1.328x -4.20% 1.320x -3.44% 2.006x -5.74%
00 475-732 1.276x -2.21% 1.264x -1.70% 2.078x -2.95%
00 733-994 1.285x -2.77% 1.272x -1.89% 2.063x -3.61%
00 995-1241 1.394x -3.76% 1.305x -4.48% 2.051x -5.02%
02 2-1412 1.314x -3.10% 1.264x -3.10% 2.109x -4.28%
02 1413-1500 1.258x -3.53% 1.263x -3.59% 2.045x -5.45%
Avg. 1.316x -3.26% 1.278x -3.06% 2.075x -4.47%
6.5.5 Tunable Analysis
We illustrate the tunable capability for our proposed solver in Fig. 6.10 by using
KITTI00 dataset. The tunable capability enables us to sacrifice a little accuracy but gain
much speed. Fig. 6.10 shows the results of speedup versus cost for TSS (red) in different
setting and ORI (blue) as the baseline. The different setting depends on how we tune the
thresholds: εχ2 , εp, and εl.
As εχ2 becomes high, TSS gains the speed but loss accuracy since the pruned graph is
small. On the other hand, when εχ2 is small, the performance gets close to that of ORI.
The same principle applied to εp and εl as well. The higher εp and εl, the fewer vertices
need to be updated, which means it is faster but less accurate. However, it is worth noting
that if we set a low εl, then TSS would be slower than ORI because there are too many
vertices needing to be updated. This is why we need to design εup to switch to Alg. 6.1
instead of Alg. 6.4. εup usually depends on the problems when using Cholesky update and
downdate. In our experiments, εup = 0.1.
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Figure 6.10: The illustration of time vs cost for TSS (red) in different setting and ORI
(blue) as the baseline. The experiment is done by using KITTI00 from frame 2 to frame
474.
6.6 Conclusions and Future Work
We proposed a TSS that is able to solve graph optimization problems in visual SLAM
problems with faster speed and comparable accuracy comparing with the traditional solver.
We designed a graph pruning algorithm to reduce the original optimization problem, so we
can focus on those vertices with large errors, and ignore the others with small errors to re-
duce redundant computation. We also applied modified Cholesky factorization to update
the system of linear equations and solve the increments from one iteration of the optimiza-
tion problem to another in order to reduce the repeated computation. We validated our
algorithm in physical experiments and the results show that our TSS can cut the runtime in
half, compared to the original solver, with a loss of less than 5% in accuracy for the LBA
processes in visual SLAM problems.
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In the future, we will first improve TSS to by developing better data structure and
multi-threaded implementation. Improving parallelization and incorporating graphics pro-
cess unit (GPU) will help improve algorithm speed.
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7. CONCLUSION AND FUTURE WORK
7.1 Conclusion
Infrastructure requires periodic inspections for safety consideration. Manual inspec-
tions are labor-intensive and costly. A more viable approach is to utilize a robot mounted
with inspection sensors. Meanwhile, it is necessary to install different sensors to survey
both surface and subsurface structures and to have the ability to combine all the sensory
data to assist searching for cracks, voids, or other damages for further inspections or future
repairs.
We proposed a system for both surface and subsurface infrastructure inspection using
a multi-modal sensing suite, which contains a camera, and a GPR, a LIDAR, and a wheel
encoder. In order to perform sensor fusion properly, we deal with the extrinsic calibration
of the GPR in our first work. We designed an artificial planar bridge as the calibration de-
vice and used metal balls as calibration objects. By using the GPR sensing model, we were
able to extract hyperbolas in the GPR images to further recover metal ball coordinates with
respect to the GPR coordinate system. We applied maximum likelihood estimation (MLE)
to estimate the rigid body transformation and provided the closed form error analysis for
our calibration models.
In the second work, we developed a calibration rig with a planar mirror to estimate the
relative pose of a GPR and a camera. We modeled the camera projection with mirror re-
flection transformation and GPR imaging process. We estimated camera and mirror poses
from camera images and extracted hyperbolas in the GPR images to recover metal ball
coordinates. The MLE was employed to estimate the rigid body transformation between
the two sensors. We provided the closed-form error analysis for our calibration models.
In the third work, we designed a data collection scheme by using ALs to assist the syn-
99
chronization between camera images (temporally evenly-spaced) and GPR/encoder data
(spatially evenly-spaced). We identified synchronization events created by ALs and used
them as inputs to synchronize sensory inputs. We applied the GPR/wheel encoder readings
to rectify the scale for monocular vSLAM and then employed pose graph optimization by
considering synchronization constraints. We implemented our algorithm and tested it in
physical experiments. Our system and algorithm have successfully achieved sensor cali-
bration, data synchronizations and 3D metric reconstruction.
In the last work, we proposed a tunable sparse optimization solver that is able to solve
graph optimization problems in visual SLAM problems with faster speed and comparable
accuracy comparing with the traditional solver. We designed a graph pruning algorithm
to reduce the original optimization problem, so we can focus on those vertices with large
errors, and ignore the others with small errors to reduce redundant computation. We also
applied modified Cholesky factorization to update the system of linear equations and solve
the increments from one iteration of the optimization problem to another in order to re-
duce the repeated computation. We validated our algorithm in physical experiments and
the results show that our tunable sparse optimization solver can cut the runtime in half,
compared to the original solver, with a loss of less than 5% in accuracy for the LBA pro-
cesses in visual SLAM problems.
7.2 Future Work
The proposed system is the first step toward robotic surface and subsurface infrastruc-
ture inspections. We discuss the future work from the following perspectives.
1. Cross modality scene reconstruction. To improve the accuracy for robotic surface
and subsurface infrastructure inspections, the system can be further extend to incor-
porate with more sensors. For example, LIDARs can be used to provide depth in-
formation for related applications such as crack detection. Performing sensor fusion
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with LIDARs, our system is able to achieve more accurate results for scene recon-
struction. Besides, our tunable solver can be further extended to LIDAR SLAM for
acceleration.
2. CAD model as the prior map. We can also apply CAD model as the prior map to
further improve the localization accuracy.
3. Arbitrary trajectory inspections. The current system has to conduct the inspec-
tion tasks along a straight line because the GPR imaging process assumed that the
trajectory follows a straight line. To allow GPR to move arbitrary trajectory enables
us to perform inspection with much higher flexibility.
4. In-traffic autonomous inspections. By combining with an autonomous vehicle,
we can do in-traffic inspections. This will definitely reduce the cost and increase the
feasibility for infrastructure inspections.
5. Multi-threaded+GPU. In the future, we will first improve tunable sparse optimiza-
tion solver to by developing better data structure and multi-threaded implementation.
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