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Abstract
This paper develops a ﬂexible approach to combine forecasts of future spot rates with forecasts from
time-series models or macroeconomic variables. We ﬁnd empirical evidence that accounting for both regimes
in interest rate dynamics and combining forecasts from diﬀerent models helps improve the out-of-sample
forecasting performance for US short-term rates. Imposing restrictions from the expectations hypothesis
on the forecasting model are found to help at long forecasting horizons.
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1. Introduction
Accurate interest rate forecasts are crucial for investors’ savings and investment decisions as well as in
many monetary policy decisions. How best to model and predict the dynamics in interest rates is therefore
an issue that has long occupied researchers in ﬁnance and econometrics. Three broad approaches can be
identiﬁed. Since interest rates tend to be highly persistent, autoregressive models are commonly used to
produce benchmark forecasts. Alternatively, under the expectations hypothesis, forward rates can be expected
to provide optimal and−under additional restrictions−unbiased forecasts of future spot rates. A third class
of forecasting models expands the information set and identiﬁes macroeconomic variables as predictors.
Application of these forecasting models is made diﬃcult by evidence of complicated non-linear dynamics
in interest rates. This suggests that the relationship between spot and forward rates changes over time in a
way that can sometimes involve discrete shifts, possibly due to changes in monetary policies.1 Furthermore,
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1Ait-Sahalia (1996) ﬁnds evidence of non-linear mean reversion in interest rates. Hall, Anderson and Granger (1992) ﬁnd
that the expectations hypothesis is rejected during periods that coincide with changes in the underlying monetary policy regime.empirical ﬁndings suggest that the success of the expectations hypothesis and the ability of forward rates to
forecast future spot rates may vary across forecast horizons: forward rates appear to be unbiased predictors
of movements in future spot rates at longer horizons but perform worse at short horizons.
Building on the insight that the relative precision of diﬀerent forecasting approaches varies both over
time and across forecast horizons, we propose in this paper a ﬂexible forecast combination approach that
does not restrict the forecaster to always choose one econometric model over other alternatives. Instead,
the approach allows forecasts from diﬀerent models to be combined and lets the combination weights vary
across a set of underlying states that get identiﬁed through the joint process governing spot, forward rates
and other conditioning information. Since both the persistence of the states and the covariance between
the forecasts can vary across states, the optimal combination weights will depend both on the current state
probabilities and on the forecast horizon. In real time, as the underlying state probabilities are updated based
on the arrival of new information, the optimal forecast combination weights will also change. In summary,
our approach exploits information in short-term spot and forward rates and in a variety of macroeconomic
variables to compute combined forecasts that are optimal given the assumed (joint) data generating process.
When applied to data on 1-month US interest rates over the period 1950-2003, our analysis reveals a
number of interesting ﬁndings. Forecast combinations that incorporate information beyond spot rates are
found to produce better predictions than traditional benchmarks both at short and long forecast horizons.
Indeed, our results suggest that it is important both to combine information embedded in diﬀerent forecasts
and to allow for nonlinear (regime) dynamics in spot and forward rates. Gains in forecast precision can be
sizeable both in statistical and economic terms.
The paper’s main contributions are the following. First, our paper extends the forecast combination
literature by proposing a ﬂexible combination approach that extends earlier work in the combination literature
by Bates and Granger (1969), Diebold and Pauly (1987), Deutsch, Granger and Terasvirta (1994), Stock and
Watson (2001, 2005) and Aiolﬁ and Timmermann (2006). Our approach can also be viewed as an extension
to earlier approaches to forecast combinations under regime switching (Elliott and Timmermann (2005)).
Second, we develop a bivariate model that captures nonlinear dynamics in the joint process for spot and
forward rates. The nonlinearities appear to be well captured through a regime switching model characterized
by four states with very diﬀerent levels of volatility and long-run (unconditional) interest rates.
Third, we conduct an analysis of the out-of-sample predictability of spot rates that compares a wide
range of approaches and shows how diﬀerent sources of information−e.g., past sport rates, forward rates and
macroeconomic variables−may be helpful at both short and long forecast horizons. We show that restrictions
from the expectations hypothesis, when imposed on the forecasts, can be used to improve the out-of-sample
forecasting performance compared to models that do not make use of these restrictions. We also ﬁnd that
model combination provides a useful approach to improve forecast accuracy for interest rates.
The plan of the paper is as follows. Section 2 introduces the multivariate hidden Markov model used
in the paper and derives analytical results on optimal forecast combinations. Section 3 presents economet-
ric estimates for the US interest rate data and characterizes the optimal combination weights using these
estimates. Section 4 conducts an out-of-sample forecasting experiment and section 5 concludes.
Other papers documenting non-linearities in short-term interest rates include Hamilton (1988), Sola and Driﬃll (1994), Gray
(1996), Ang and Bekaert (2002) and Bansal, Tauchen, and Zhou (2004).
22. A Flexible Forecast Combination Model
A large literature has found empirical evidence that combining forecasts from diﬀerent models generally
leads to improved out-of-sample forecasting performance relative to a strategy of selecting the single best
forecasting model.2 The classic Bates-Granger (1969) forecast combination regression takes the form:
yt+1 = μy + a0
yˆ yt,t+1 + εt+1, (1)
where yt+1 is the predicted variable and ˆ y0
t,t+1 is a vector of forecasts of yt+1 computed using information
a v a i l a b l ea tt i m et. This regression assumes that the combination weights are stable through time. However,
it is easy to think of situations where models that, on average, generate superior forecasting performance may
be slower to adapt in some states of the world than other models that generate higher average loss. Similarly,
forecasting models that are superior at short horizons, may fail to be so at medium or long horizons. If
the parameters of the underlying data generating process are unstable and the instability is suﬃciently
idiosyncratic (model-speciﬁc), it is plausible that there can be gains from combining forecasts from diﬀerent
econometric speciﬁcations.
Our paper is concerned with forecast combinations in situations such as these. We use a multivariate
regime switching process to capture the existence of common, discrete factors driving both the stochastic
process of the variable of interest (the 1-month spot rate) and a related market variable (the 1-month forward
rate) that can be construed as a predictor of the target variable. Although the regime switching model
only provides a reduced form for the underlying joint process, it can accommodate time-varying parameters
and diﬀerences between the conditional (short-term) and unconditional (long-term) moments of the data
generating process.3
2.1. The Statistical Model
To this end consider the following joint stochastic process for zt+1 ≡ (yt+1 ˆ y0
t+1,t+2)0,w h e r eˆ y0
t+1,t+2 is a

























zt+1 = μSt+1 +
p X
j=1
Aj,St+1zt+1−j + εt+1. (2)
The discrete state variable St+1 (which is not known at time t,i . e .St+1 / ∈ Ft) takes integer values between 1
and k, μSt+1 is the intercept in state St+1, Aj,St+1 is the VAR(j) matrix in state St+1, and εt+1 ∼ N(0,ΩSt+1)
is the vector of innovations to zt+1 which has zero mean and state-speciﬁcc o v a r i a n c em a t r i xΩSt+1.T o
complete the model we assume that St+1 is driven by a ﬁrst order, homogeneous Markov process with
constant transition probability matrix P,
P[i,j]=Pr(St+1 = j|St = i)=pij,i , j =1 ,..,k. (3)
2Surveys have been provided by Diebold and Lopez (1996) and Timmermann (2006).
3Rudebusch and Wu (2004) argue that regimes may occur in term structure data as a consequence of monetary policy shifts.
3Both the realized values of the variable of interest, yt+1, and the vector of one-step-ahead forecasts, ˆ yt+1,t+2,
allow us to extract information about the unobserved (realized) states {s1,...,s t+1}. The model assumes that
the realization and predictions, aligned in time so they are adapted to a common information set, are driven
by a common state variable, St+1.
To maintain suﬃcient generality and to ensure that our approach nests methods in common use and also
is practical to implement, it is convenient to distinguish between those forecasts in ˆ yt,t+1 ≡ (ˆ y0
1,t,t+1 ˆ y0
2,t,t+1)0
that aﬀect the identiﬁcation of the regimes (labelled ˆ y1,t,t+1) and those that do not (i.e. traditional Bates-
Granger forecasting variables, ˆ y2,t,t+1). We shall assume n1 and n2 of these forecasting variables, respectively,
so n = n1+n2 is the total number of forecasts. The forecasts in ˆ y0
2,t,t+1 serve as benchmark ‘testers’, since the
last n2 elements of ˆ yt,t+1 should not matter under the assumption that the ﬁrst n1 predictions are optimal.
Using only the ﬁrst n1 variables to identify the regimes can be motivated on economic grounds − i.e. the
identiﬁed regimes are easier to interpret if based on particular variables − and further serves the purpose of
reducing the number of parameters to be estimated.
Our extension of the Bates-Granger framework can be motivated in several ways. First, it is unlikely that
the best forecasting model remains the same through time or even that a particular model has a constant bias.
By allowing for regimes with diﬀerent degrees of persistence, the ranking of the models and their usefulness
(weight) in a combined forecast will also change over time. Indeed, it seems reasonable to assign diﬀerent
weights to forecasts that embody diﬀerent sources of information in accordance with the underlying state of
the economy or the monetary policy regime. Secondly, the extension of the conditional model of Bates and
Granger to a multivariate VAR setting means that forecasts at arbitrary horizons, h ≥ 1, can be generated
through forward iteration even if the underlying forecasts use a shorter horizon than desired. Third, the
framework readily allows for combining of pure time-series forecasts (reﬂected in lagged values of y)a n d
forecasts that use information from other sources such as macroeconomic models (reﬂected in ˆ y).
Our model nests many interesting special cases. It can be viewed as a generalization of (1) which emerges
as the ﬁrst equation of (2) in the special case where p = k =1 , A∗
1 = O, and the ﬁrst element of a∗
y is zero,
i.e. when there is a single state, only the current forecast matters and past values of both the predicted
and actual variable are excluded. Furthermore, (2) provides a ﬂexible parametric representation from which
the ﬁrst and second conditional moments of zt+1 can readily be derived. The model allows for conditional
heteroskedasticity, skew and kurtosis in the forecast errors and can also facilitate persistent sources of bias.
Another interesting special case is a regime-switching, heteroskedastic version of Vasicek’s aﬃne model. To
see this, let yt+1 and ˆ yt+1,t+2 be the 1-period spot and forward rate, respectively. Setting p =1 ,a 12St+1 =0 ,
and assuming no contemporaneous correlation between shocks to the spot and forward rates, the ﬁrst equation
of (2) implies
yt+1 = μSt+1 + a11St+1yt + εy,t+1,ε y,t+1 ∼ N(0,σ2
St+1),
Hence (2) generalizes classic, linear term structure models to incorporate regime shifts and allows for a
two-factor speciﬁcation in which the short rate is also aﬀected by shocks to the forward rate.



















+ εt+1, εt+1 ∼ N(0,Ω). (4)
42.2. Forecast Combinations
Forecast combinations seek to choose the n × 1 vector of weights ωt,t+h that minimize the average expected
loss given current state probabilities, ˆ πt,E [L(et+h)|ˆ πt] — denoted Et[L(et+h)] — from h−period forecast errors
deﬁned as:
et+h ≡ yt+h − ω0,t,t+h − ω0
t,t+hˆ yt,t+h.
The constant ω0,t,t+h adjusts for possible biases in the combined forecast ω0
t,t+hˆ yt,t+h. Because of the condi-
tional regime switching dynamics, the combination weights will generally be a highly non-linear function of
past data. More general combination schemes could be considered, but we shall not do so here.
Formally the forecast combination problem takes the form:
min
ω0,t,t+h, ωt,t+h
Et[L(yt+h − ω0,t,t+h − ω0
t,t+hˆ yt,t+h)]
s.t. ωt,t+h ∈ C,
where C is an admissible region for the weights. When it can be assumed that the individual forecasts are
unbiased, it is common to restrict the combination weights to be non-negative, sum to unity and impose that





ωt,t+h[i]=1 ω0,t,t+h =0 ,
where ω[i]i st h ei-th element of ω. Such restrictions may lead to eﬃciency gains in the estimation of the
combination weights.
Throughout the paper we follow common practice and assume that loss is quadratic, i.e. L(et+h)=e2
t+h.
Thus the objective is to minimize mean squared forecast error (MSFE) loss:
Et[e2
t+h]=Va r t[yt+h]+ω0







ª2 − 2(Et[yt+h] − ω0,t,t+h)ω0
t,t+hEt[ˆ yt,t+h]. (5)
It is instructive to consider each of the elements in (5). For concreteness, assume that n1 = n2 =1 ,h=1 ,
ˆ y1,t,t+1 = ft,1, the one-month forward rate, and ˆ y2,t,t+1 = ayt (a simple random walk benchmark when a =1 ) .
Let ˆ πt = ˆ π(¨ zt−1) be the conditional state probabilities given the entire history of z, ¨ zt−1 ≡ {zt−j}t
j=1 and
deﬁne the 3 × 3m a t r i xVt,t+1 with generic element vi,j:
vi,j =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨










































e1 i = j =3
, (6)
where es denotes a column vector of suitable dimension with a 1 in the s-th position and zeros elsewhere so
ˆ π0
tPes selects the conditional probability of the s-th state at time t + 1. The relevant conditional moments,
conditioned on the state probabilities ˆ πt and denoted by Et[·|ˆ πt],Var t[·|ˆ πt]a n dCovt[·|ˆ πt], respectively (or






























































































j ≡ (ˆ π0
t ⊗ In)(Ph ⊗ In)Aj
M ≡
³
μ1 μ2 ··· μk
´0
, μ0












and, for any matrix B, Bq ≡
Qq
i=1 B and B0 = I. The matrix C
1,1
s collects variance terms from discrete
shifts in the conditional mean parameters, i.e. diﬀerences between the period t+1 regime-speciﬁc intercepts
(μs for s =1 ,...,k, the rows of M), VAR(j)c o e ﬃcients (Aj,s for s =1 ,...,k) and their predicted values at
time t +1 , μt+1 and {¯ α1
j}
p
j=1.4 Similarly, the matrix C
0,1
s collects auto-covariance terms from discrete shifts
in the conditional mean parameters.5 The diagonal matrix Dh
s attaches probability weights to possible shifts
in the mean parameters at time t + h.
















μ11(p11π1t + p21π2t)+μ12(p12π1t + p22π2t)
μ21(p11π1t + p21π2t)+μ22(p12π1t + p22π2t)
 
,
¯ αj ≡ (ˆ π
0
t⊗I2)(P ⊗ I2)Aj =
 
π1t 0 π2t 0





p11 0 p12 0
0 p11 0 p12
p21 0 p22 0










(p11π1t + p21π2t)a11,1 +( p12π1t + p22π2t)a11,2 (p11π1t + p21π2t)a12,1 +( p12π1t + p22π2t)a12,2
(p11π1t + p21π2t)a21,1 +( p12π1t + p22π2t)a21,2 (p11π1t + p21π2t)a22,1 +( p12π1t + p22π2t)a221,2
 
,
where aij,1 is the [i,j]e l e m e n to fA1,1.























6Using (7)-(8), the combination weights minimizing (5) emerge from the necessary and suﬃcient conditions
for a minimum that take the form of a linear system in three equations and three unknowns:
ˆ ω0,t,t+1 − Et[yt+1]+ˆ ω0
t,t+1Et[ˆ yt,t+1]=0 ( 9 )
ˆ ω0
t,t+1(Q0
nVt,t+1Qn) − Et[yt+1](Et[ˆ yt,t+1])0+ˆ ω0,t,t+1(Et[ˆ yt,t+1])0 + ˆ ω0
t,t+1Et[ˆ yt,t+1] − (e0
1Vt,t+1Qn)=0.
Clearly ˆ ω0,t,t+1 corrects for any biases in the combined forecast. The combination weights on ˆ y1,t,t+1 and
the tester ˆ y2,t,t+1 depend not only on the usual covariance terms, but also reﬂect the means of the forecasts




s ) as well as the current state probabilities, ˆ πt,t h es t a t e
transition probabilities, P, and diﬀerences in the covariance terms across states. Compared to the standard
forecast combination problem, this yields a richer optimization program that captures the idea of including
a forecasting model in the combination because it acts as a hedge against model misspeciﬁcation which takes
the form of discrete shifts in the data generating process.
These results are naturally generalized in two ways. First, the tester forecast, ˆ y2,t,t+1,m a yd i ﬀer from
ayt. Allowing for this, the conditional MSFE is given by (dropping the second (horizon) subscripts from ωt)
Et[e2
t+1]=e0
1Vt,t+1e1 + {Et[yt+1]}2 +( ω0,t)2 − 2ω0,tEt[yt+1] (10)
+(ω0








where Vt,t+1 generalizes (6).
When producing h-step forecasts for h ≥ 2, equation (5) still describes the conditional MSFE, but the
expression for the relevant moments are diﬀerent. Forecasts are best understood by rewriting (2) as (assuming
p>h )







and using that zt+h−j ∈ Ft for j ≥ h.O n l y zt+1,..,zt+h need to be predicted. Still, if the autoregressive
matrices are state-dependent, the recursive expressions are generally path dependent. This can most easily

















i=1 Ast+h+1−i ≡ In1+1. This expression is most easily evaluated by numerical simulation (Granger
and Terasvirta (1993)), which is not a problem since the Markovian form of the model makes it ideally suited
for this type of method.
When the matrix of VAR coeﬃcients, A, is not state dependent, the multi-step forecasts simplify consid-
erably. This is an important case to consider since the empirical analysis in the next section ﬁnds no evidence















































where Vt,t+h now has generic element vi,j deﬁned as
vi,j =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨










































e1 i = j = n1 +1=n
, (12)
and Et[zt+i−j] follows a recursive structure:
Et[zt+i−j]=
(













s matrix represents the contribution to the variance of zt+h arising from the possibility of switches in
the conditional mean parameters between periods t and t + h,w h i l e C
0,h
s collects h−step auto-covariances.













with ﬁrst order conditions
ˆ ω0,t,t+h = Et[yt+h] − ˆ ω0
t,t+hEt[ˆ yt,t+h],
0 =( Q0
n1+1Vt,t+hQn1+1)ˆ ωt,t+h − Et[yt+h]Et[ˆ yt,t+h]+ˆ ω0,t,t+hEt[ˆ yt,t+h]+
(ˆ ω0
t,t+hEt[ˆ yt,t+h])Et[ˆ yt,t+h] − Q0
n1+1Vt,t+he1. (13)
3. Application to US Interest Rates
Having introduced the regime switching model and characterized the solution to the forecast combination
problem, we next provide estimation results for this model applied to US spot and forward rates.
3.1. Data
We use the US Treasury Database from the University of Chicago Center for Research in Security Prices
(CRSP). The sample period is January 1950 - December 2003, a total of 648 monthly observations. In
addition to one-month T-bill rates, yt, we collect data on the one-month forward yields, ft,ϕ, implied by the
term structure of spot rates at time t for the period starting at time t + ϕ, ϕ =0 ,...,5,11. All rates are
extracted from the CRSP 6- and 12-month ﬁles. The continuously compounded yields and forward rates are










,w h e r ePt,1
is the average of the bid and ask prices for a one-month T-bill and τt,1 is the time to expiration in calendar
days.
Forward rates are calculated using the methodology in Fama (1984). At time t, the 1-month forward rate
from period t+ϕ to period t+ϕ+1 is computed from the ϕ+1andϕ-period spot yields, yt:t+ϕ+1 and yt:t+ϕ
as ft,ϕ =( ϕ +1 ) yt:t+ϕ+1 − ϕyt:t+ϕ.
3.2. Econometric Estimates
Following the analysis in Section 2, we set n1 = 1 and model the bivariate system composed of the current
1-month spot and forward rates, i.e. zt ≡ (yt ft,1)0. Even though theoretical term structure models can
be used to constrain equation (2) (see e.g. Sola and Driﬃll (1994)), we adopt an unconstrained estimation
strategy similar to Ang and Bekaert (2002) and instead test restrictions on the forecast combination weights.6
To select the number of states we considered values of the Schwartz and Hannan-Quinn information
criteria for a range of models with diﬀerent values for p and k. Both criteria suggested that a four-state
VAR(1) speciﬁcation is required to ﬁt the data. While the covariance matrix varies strongly across states,
the matrix of VAR(1) coeﬃcients, A, did not appear to be state-dependent. Hence we simplify the model by
imposing that As = A across regimes.
Panel A of Table 1 presents parameter estimates for the single-state VAR(1) model. Most of the estimates
are statistically signiﬁcant. Shocks to forward rates are slightly less volatile than those to spot rates and
the simultaneous correlation between these shocks is quite high (0.88). The process is highly persistent with
moduli of the eigenvalues of the estimated VAR matrix of 0.98 and 0.12.
Panel B presents maximum likelihood estimates for the four state model. The VAR(1) matrix in panel B
is similar to the one reported in panel A with a largest modulus of 0.97. The correlation between shocks to
the spot and forward rates does not seem to depend on the state and falls in the narrow interval [0.89, 0.92]
under regime switching. Volatility levels and unconditional means diﬀer greatly across the states, however,
and therefore eﬀectively identify the four regimes.7
Figure 1 plots the smoothed state probabilities. State 1 is associated with low and stable interest rates —
the implied unconditional annualized means are 2.23 and 2.21% — as appeared during the early 1950s, part
of the 1960s and, more recently, during the 2001-2003 recession. Although this stable state has an ergodic
probability of only 0.12, it has an average duration of seven months.
State 2 identiﬁes a regime with intermediate but stable interest rates: annualized means are 5.31 and
6Similarly, Diebold, Rudebusch, and Aruoba (2006) do not impose no-arbitrage restrictions. Ang and Piazzesi (2003) ﬁnd
that such restrictions at the estimation stage may improve forecasting performance.








Aj,Stzt−j + εt εt ∼ N(0,ΣSt)





where KSt is symmetric and positive deﬁnite and ∆St captures regime-dependent eﬀects of past shocks on current volatility.
Most coeﬃcients failed to be signiﬁcant and a likelihood ratio test of the restriction ∆s = ∆, s =1 ,2,3,4f a i l e dt or e j e c tt h e
null of no ARCH eﬀects.
95.14 percent, while the regime-speciﬁc (unconditional) monthly volatilities are only at three-quarters of their
average levels. This state covered long spans of time such as 1953-1960, 1975-1978 and most of the 1990s, in
total almost half (42%) of our 54-year long sample. However, the duration of this regime is only six months.
This is explained by the tendency of the economy to frequently switch between regimes 2 and 3.
State 3 is associated with higher and relatively volatile interest rates. The mean interest rate in this
state is above 10 percent and the volatility is close to its full-sample average. This regime occurs relatively
frequently, with an average duration of ﬁve and a half months and a long-run probability of 0.36. Most of the
1970s and mid-1980s are best characterized by this regime which re-appears between 1999 and 2000, when
the FED pulled the break on the US economy and interest rates gradually increased.
Finally, state four captures volatile market conditions. The unconditional mean implied by the estimated
parameters for this state is very high as is the unconditional volatility. At a ﬁrst glance, this state seems
to be mostly dominated by the 1979-1982 ‘monetarist experiment’ which is almost entirely captured by this
state. Notice, however, that state four does much more than identify two structural breaks in short-term
interest rates and is associated with short bursts of volatility in interest rates, as occurred during the Fall of
1984, during the FED contraction after October 1987, and during a few episodes in 1988 and 1989.
The last panel of Table 1 presents estimates of the transition probability matrix. All four states are mildly
persistent with probabilities of staying in each state that vary between 0.81 and 0.84. Exits from the ﬁrst
regime are mostly to the second regime. From the second state it is possible to switch to both more volatile
and higher interest rates (state 3), or back to state 1. However, the probability of a direct shift to state 4
is very small. From state 3, the economy can revert to lower and more stable interest rates (state 2) and
there is also some chance of a switch to the turbulent market conditions associated with state 4. Finally,
from state 4 the economy can only switch back to state 3. The transition matrix makes it possible for the
economy to cycle for long periods between states 3 and 4−states with above-average and volatile interest
rates−as occurred between 1978 and 1985.
Our analysis applies (2) to the level of US interest rates, rather than to their changes. This is an issue since
a unit root is not rejected for the one-month spot rate: An augmented Dickey-Fuller (ADF) test produced a
p−value of 0.14. However, the considerable persistence in interest rates may in part be due to shifts in the
conditional mean parameters which can induce more persistent behavior. To investigate if this is indeed the
case for our data, we simulated 1,000 time series of interest rates using the estimates of the four-state regime
switching model from Table 1, assuming ergodic state probabilities for the initial observation and using the
BIC for lag length selection. Figure 2 shows the histogram of the resulting p−values associated with the ADF
statistic. 46% of the simulations produced a smaller ADF statistic (i.e. a higher p−value) than that observed
in the data and hence weaker evidence against the null of a unit root. This supports our decision to model
interest rate levels by means of a persistent Markov switching process.8
8When intercepts are non-zero, a regime switching speciﬁcation for changes in interest rates implies persistent trends in the
levels of interest rates. This is unlikely to be a plausible speciﬁcation empirically. See also the discussion in Diebold and Kilian
(2000) of the importance for forecasting performance of correctly identifying the order of integration.
103.3. Combination Weights
We next turn to three diﬀerent but related issues. First, do combination weights depend on the underlying
state probabilities? Second, do combination weights depend on the forecast horizon? Third, how big is
the potential reduction in the expected loss from using forecast combinations rather than forecasts from the
individual models?
To simplify the presentation, we start by considering as the testers in ˆ y2,t,t+h either (i) a random walk,
ˆ y2,t,t+h = yt or (ii) AR(p) forecasts ˆ y2,t,t+h =ˆ a0 +
Pp
j=1 ˆ ajyt−j,w h e r et h ec o e ﬃcients {ˆ aj}
p
j=0 are estimated
by OLS. The random walk is a classical benchmark in the interest rate literature. Duﬀee (2002) shows that
this model is diﬃcult to beat even for relatively ﬂexible and widely used aﬃne models.
Using the full-sample estimates from Table 1, Figure 3 plots optimal combination weights as a function
of the forecast horizon for diﬀerent values of the initial state probability, ˆ πt. The plots assume that the
initial states are known but that future states are not and so do not correspond to any one particular point
in time in the sample. The ﬁgure assumes that ˆ y2,t,t+h is obtained from an AR(4) model (selected by the
BIC) but very similar results follow for the random walk benchmark and are omitted to save space. The
combination weights are strongly dependent both on the state probabilities and on the forecast horizon.
At short horizons the weights can be large in absolute value and can either have positive or negative signs
depending on the initial state. States for which ˆ ωt,t+h[1] >> 0 are also characterized by ˆ ωt,t+h[2] << 0, and
vice versa. Assuming a short horizon, states 1 and 3 assign large positive weights to the forward rate forecast
and a large negative weight to the random walk forecasts. In state 2 the opposite happens as the weight on
the time-series forecast is large and positive while the weight on the forward rate is negative.9 As h grows
the weight on the forward rate, ˆ ωt,t+h[1], converges to unity, while the weight on the time-series forecast,
ˆ ωt,t+h[2], goes to zero. This means that the optimal weight on the forward rate, ˆ ωt,t+h[1], is downward sloping
when starting from state 1 and 3, while it is upward sloping when starting from state 2 or 4. We conclude
from these ﬁndings that forward rates are particularly important for short-term forecasting of interest rates
in regimes 1 and 3. Conversely, more backward-looking time-series forecasts seem to perform well in states 2
and 4.
Figure 3 also plots optimal weights when the initial state probabilities are set at their ergodic values —
a scenario with high uncertainty about the current regime. At short horizons weights of 1.4 and -0.4 are
obtained for the forward rate and AR(4) forecasts, respectively. As h grows, these weights approach unity
and zero, respectively.
These ﬁndings have implications for tests of the expectations hypothesis (EH). Under the EH, long-term
spot yields are given by an arithmetic average of one-month expected spot rates and future term premia for
the diﬀerent maturities. Forward rates, corrected for a term premium, should therefore be unbiased predictors
o ft h ef u t u r es p o tr a t e .I nt h er e g r e s s i o n
yt+h = α − Th + βft+h−1,1 + γ0ˆ y2,t,t+1 + ut+h,
this implies that ˆ β = 1 (unbiasedness), ˆ γ =0( e ﬃciency), while ˆ α should provide an estimate of the risk
premium. In short, only forward rates should be able to forecast future spot rates. Our forecast combination
9Assigning a negative weight to a forecast does not make it useless but — on the contrary — makes it potentially useful for
minimizing expected loss through its covariance with other forecasts.
11results reveal that for most conﬁgurations of the initial state probabilities, the EH is strongly rejected at short
horizons since, for small h, ˆ ωt,t+h[1] 6=1a n dˆ ωt,t+h[2] 6=0 , so there are advantages from using a combination
of forward rates and time-series forecasts.10 However, as h grows the restrictions implied by the EH become
useful for forecasting purposes.
The fact that the EH is rejected at short forecast horizons is also clear from Figure 4 which compares
the (in-sample) expected loss under the optimal forecast combination against the expected loss under the
separate forecasts from the forward rate or AR(4) model. In-sample gains from using optimal forecasting
methods can be viewed as a necessary but not suﬃcient condition for potential out-of-sample forecasting
gains in the sense that if the in-sample gains are very small, we should not expect to ﬁnd out-of-sample
forecast improvements. It is therefore informative to study such in-sample loss diﬀerentials. Diﬀerences in
expected loss are quite large, especially when comparing the optimal combination to the AR(4) model. The
percentage decline in expected loss (relative to the benchmark) obtained by going from the AR(4) forecasts
to a combination of time-series and forward rate forecasts exceeds 40% when h ≥ 4, but is typically more
modest at shorter horizons. Reductions in losses are smaller−between 5 and 15%−against the forward rate
forecasts.
4. Out-of-sample Forecasting Performance
The analysis has so far demonstrated potentially large gains from forecast combinations that account for the
sensitivity of the combination weights to the underlying state. However, there is no guarantee that such gains
are empirically achievable since the results assumed that the regime switching model was correctly speciﬁed.
To tackle this issue, we next conduct an out-of-sample forecasting exercise. Both individual forecasts and
combinations of forward rates and testers are compared to a wide array of benchmarks from the literature.11
We proceed as follows. For each model, we obtain recursive parameter estimates over expanding samples
starting with 1950:01 - 1980:01, 1950:01 - 1980:02, up to 1950:01 - 2003:12-h,w h e r eh is the forecast horizon.
When h = 1, this gives a sequence of 287 sets of parameter estimates for each of the models. Only information
available at the date when the forecast is formed is used. We refer to ˆ y
(m)
t,t+h as the h−step forecasts generated
by model m and evaluate the accuracy of the forecasts through the forecast errors e
(m)
t,t+h ≡ yt+h − ˆ y
(m)
t,t+h and
the associated RMSFE and bias computed as
RMSFE
(m)
h ≡ 1200 ×























We analyze the performance of several versions of the VAR regime switching model (2) ﬁtted to the
spot and forward rates measured at time t, zt ≡ (yt ft,1)0. Therefore n1 =1a n dˆ y1,t,t+h corresponds to
some function of the (predicted) values of zt+h speciﬁed below. Three alternative tester functions are used
10Empirical ﬁndings have generally been unfavorable to the EH, see e.g., Campbell and Shiller (1991).
11See also Egorov, Hong and Li (2005) for comprehensive evidence on the out-of-sample performance of aﬃne term structure
models.
12(n2 = 1), namely the random walk (RW), ˆ y2,t,t+h = yt, a recursively estimated AR(4) model (AR), ˆ y2,t,t+h =
ˆ a0 +
P4
j=1 ˆ ajˆ y2,t,t+h−j, or forecasts from macroeconomic variables described further below (M):
1. The ﬁrst method computes forecasts by using the optimal combination weights on the tester and
the conditional forecast of the 1-period forward rate between time t + h − 1a n dt + h, Et[ft+h−1,1]:
ˆ y
(1)
t,t+h =ˆ ω0,t,t+h+ˆ ωt,t+h[1]Et[z0
t+h−1e2]+ˆ ωt,t+h[2]ˆ y2,t,t+h. Optimal combination weights are found using
forecasts from either the random walk, AR or a macroeconomic model as testers, ˆ y2,t,t+h.
2. The second method is analogous to the ﬁrst but restricts the combination weights so that ˆ ωt,t+h[1],
ˆ ωt,t+h[2] ∈ [0,1] and ˆ ω0
t,t+hι2 =1 : ˆ y
(2)
t,t+h =ˆ ω0,t,t+h + ˆ ωt,t+h[1]Et[z0
t+h−1e2]+( 1− ˆ ωt,t+h[1])ˆ y2,t,t+h.




t+h−1e2], the conditional forecast of the 1-step forward rate that will apply between time t+h−1
and t + h. This is an iterated version of the expectations hypothesis.
4. The fourth method sets ˆ y
(4)
t,t+h = Et[yt+h]=Et[z0
t+he1], i.e. the conditional forecast of the future spot
rate at t + h. This forecast ignores the direct contribution of forward rates.
5. - 8. Methods ﬁve through eight are the single-state (k = 1) VAR versions of methods 1 - 4. For instance,
method 5 combines the tester (i.e. forecasts from the random walk, AR(4) or macroeconomic model)
and the conditional forecast of the 1-period forward rate between time t + h − 1a n dt + h when zt
follows the VAR(1) in (4).
9. Method 9 adopts the ‘pure’ expectations hypothesis, i.e. a model where ft,h−1 is taken as an unbiased
and eﬃcient forecast of yt+h, ˆ y
(9)
t,t+h = ft,h−1.
10. Method 10 is a modiﬁed version of the EH which corrects for possible biases in forward rates:
yt+h = −Th + βft,h−1 + ut+h h =1 ,4,12, (14)
where Th is an h−period term premium that is assumed to be time-invariant. The model is recursively
estimated to generate ˆ y
(10)
t,t+h = −ˆ Th + ˆ βft,h−1. Since risk premia can change as a function of the horizon
(Th), we refer to this as the ‘Liquidity Preference’ model.
11. Method 11 is the random walk, ˆ y
(11)
t,t+h = yt.
12. Method 12 is a recursively estimated AR(4) speciﬁcation, ˆ y
(12)
t,t+h =ˆ a0 +
P4
j=1 ˆ ajEt[yt+h−j].
Table 2 shows results reported in annualized basis points. For example, a monthly RMSFE-value of 0.001
will be reported as an error of 120 basis point (b.p.) per year. A negative bias means that the forecasts on
average exceed the realized spot rates.
Which method is best depends on the forecast horizon. When h = 1, it is optimal not only to model
the presence of regimes in the joint distribution of spot and forward rates, but also to exploit information
on the current state to combine forward rate and time-series forecasts. Forecasts from the regime switching
model combined with an AR(4) tester generates the lowest RMSFE-value (34 annualized basis points) and
a negligible bias of -2.5 b.p. Ignoring the presence of regimes and either directly forecasting oﬀ the simpler
13VAR(1) model or computing optimal combinations assuming it is the data generating process increases the
RMSFE to 62 b.p. or higher and hence reduces the forecast accuracy. Interestingly, this deterioration in the
out-of-sample performance reﬂects both higher biases and more volatile forecast errors.12
All the proposed benchmarks fail at the short horizon. Even the best benchmark — the AR(4) model —
produces a RMSFE-value more than double the value produced by method 1 and the random walk is not a
particularly diﬃcult benchmark to beat. The EH, either in the ‘pure’ form of model 9 ((14) with ˆ T1 =0a n d
ˆ β = 1), or in the modiﬁed form of method 10, delivers disappointingr e s u l t s ,w i t hR M S F E - v a l u e si ne x c e s so f
85 b.p. and biases of almost 25 b.p. We conclude that, at short forecast horizons, imposing the EH directly
leads to imprecise and biased forecasts. Utilizing the restrictions from the EH in the context of a regime
switching model that allows forward rates to be combined with simpler time-series forecasts produces better
forecasts.
As the forecast horizon grows, information from the ﬁltered state probabilities becomes less useful. While
there is some value in combining forecasts from (2) with either the random walk or AR(4) testers, at long
horizons the minimum RMSFE is achieved by the VAR(1) regime switching model subject to the EH re-
striction (method 3). This method produces RMSFE-values between one-half and four-ﬁfths of the value
achievable through alternative methods. For instance, at h = 12, method 3 produces an RMSFE-value of
131 b.p. against the 183 b.p. of the best alternative benchmark, the AR(4) model; method 1 produces
a RMSFE-value of 197 b.p. Even at long horizons, the performance of the pure EH and of the liquidity
preference hypothesis (models 9 and 10) remains disappointing.13 Conversely, when restrictions from the EH
are applied on the forecasts from the regime switching model (method 3) or from the VAR model (method
7), forecast accuracy seems to improve. This eﬀect is particularly important at the longer horizons. At these
longer horizons, the EH restrictions on the combination weights lead to smaller biases and also reduce errors
from parameter estimation, whereas at the short horizon (h = 1), the eﬀect on the bias from ignoring the
current state probabilities is more severe and so method 1 produces the best forecasts.
It is useful to consider the separate eﬀects of combining versus allowing for regime dynamics and Table 2
allows us to do so. Comparing the combined forecast to the direct forecast of the spot rate from the single-
state VAR models (method 5 versus method 8), beneﬁts from combining mainly emerge at long horizons.
Conversely, once regimes are introduced, combining seems to improve forecast accuracy at the short but not
at the long horizons (method 1 versus method 4). Turning to the eﬀect of allowing for regimes, comparisons
of methods 1 and 5 or methods 4 and 8 suggest that the eﬀect of regimes on forecast accuracy is of ﬁrst order
at most of the horizons.
Clearly, the performance of regime switching models depends not only on the trade-oﬀ between the
ﬂexibility of the model and the eﬀect of parameter estimation error, but also on the ability of the regime
switching framework to accurately track the latent states. A well-speciﬁed model will not only accurately
identify regime shifts in the parameters governing the joint dynamics in spot and forward rates, but should
also prove useful in forecasting future spot rates when such switches occur. We therefore proceed to calculate
12Imposing restrictions on the combination weights signiﬁcantly worsens forecast accuracy at the short horizons, since the
restrictions increase the resulting biases. Such restrictions aﬀect the regime switching forecasts most adversely.
13Notice that imposing restrictions on the weights still leads to a deterioration in performance for h =4 , b u ts e e m sn o tt o
matter for h ≥ 12. This is consistent with the previous evidence since ˆ ω
1
t,t+h ≈ 1a n dˆ ω
2
t,t+h ≈ 0 at long horizons.
14the following measure of precision in regime classiﬁcation,













This measures is one minus four times the product of the two highest state probabilities estimated at time
t.14 Since maxs=1,...,k ˆ πt[s] × maxs=1,...,k{ˆ πt[s]\maxs=1,...,k ˆ πt[s]} =1 /4 when there is absolute uncertainty
about regimes, the scalar 4 acts as a normalizing constant and in this case ρ(ˆ πt) = 0. When any of the
elements of ˆ πt equals one, investors perceive being in one of the regimes with certainty and ρ(ˆ πt)=1 . Also
in this respect, the four-state model seems to do a good job at describing the dynamics of short term interest
rates, as the average value of the recursive estimates of ρ(ˆ πt) over the out-of-sample period 1980:01-2003:11
is 0.67. In 72% of the sample ρ(ˆ πt) exceeds 0.5 and in 39% of these months ρ(ˆ πt) exceeds 0.9, i.e. the regime
is inferred with great precision.15
Our framework is suﬃciently general to include information from additional testers. Following studies
such as Diebold, Rudebusch, and Aruoba (2006), Ang and Piazzesi (2003) and Dai and Philippon (2004), we
explore the role of macroeconomic variables in predicting future spot rates. Rather than including each indi-
vidual macroeconomic variable, each month during the out-of-sample period, we estimate h−step predictive
regression models
ymacro
t+h = b0,h +
7 X
j=1
bj,hxjt + γhˆ σt + θhyt + ut+h, (15)
where ˆ σt is a measure of the 12-month rolling window volatility and xjt is the jth macroeconomic variable.
We consider seven macroeconomic variables, namely the rate of growth of capacity utilization (measured as
the distance of real activity from a non-inﬂationary trend), the federal funds rate, the inﬂation rate, real
personal consumption expenditure growth, the rate of growth of the Help Wanted Index, the growth rate in
employment, and industrial production growth. All series are seasonally adjusted and available from FREDII
at the Federal Reserve Bank of St. Louis.
The models diﬀer in terms of which macroeconomic variables they include as we recursively estimate
models by imposing a variety of zero coeﬃcient restrictions. Each month the best h−period forecasting model
is selected from a total of 29 models (all possible combinations of the regressors in (15)) by minimizing the SIC
criterion. This criterion selects very parsimonious models and tends to include only capacity utilization, the
federal funds rate, the inﬂation rate and volatility for most of the out-of-sample period. To keep the forecasting
model as parsimonious as possible, we combine these h-step recursive forecasts from the macroeconomic model
with the yield-based forecasts by taking the macro forecasts as given (i.e. not as part of model (2)) and then
minimizing the RMSFE, using the variances and covariance between the forecast errors from the macro and
yield models.
Macroeconomic spot rate forecasts generated from (15) were incorporated under methods 1 and 5 by
setting ˆ y2,t,t+h =ˆ ymacro
t+h so that these additional testers do not inﬂuence the deﬁnition of the underlying
regimes. Table 2 shows that combining iterated forward rate forecasts with macro-based predictions generates
14The operator maxs=1,...,k{ˆ πt[s]\maxs=1,...,k ˆ πt[s]} picks the second highest probability over s =1 ,...,k.
15We also calculated correlations between the squares of the recursive, h−step forecast errors from a variety of regime switching
models, starting from the one combining forward rate forecasts with AR(4) forecasts and the indicator variable I{ρ(ˆ πt)>0.9}.T h i s
generated correlations of -0.22 for h = 1 and -0.17 for h = 4 and 12 (all values are highly signiﬁcant). Hence, the forecasting
performance of the switching combination model is particularly good when the regime is well identiﬁed.
15out-of-sample RMSFE-values that are slightly higher than when the simple AR(4) or random walk testers
were used (e.g. 93 vs. 90 b.p. at h =4 ) . 16
4.1. Statistical Signiﬁcance
To address whether the out-of-sample performances are suﬃciently diﬀerent to allow us to draw any con-
clusions on the relative precision of the various forecasting methods, we implement the forecast accuracy
comparison test proposed by Diebold and Mariano (1995). Deﬁne the diﬀerential loss of model m relative to















































Tables 3 and 4 provide pair-wise test statistics when h =1o rh = 12. Each cell below the main diagonal
reports the value of DM
(m,n)
h for the models in row (m)a n dc o l u m n( n). Negative (positive) numbers indicate
that the row model out- (under-) perform the column model.
Unsurprisingly, the sharpest conclusions on the relative performance of our methods can be reached for
h = 1. At this horizon, method 1 outperforms all other methods at a statistically signiﬁcant margin, except
for method 3. The forecast comparison oﬀers less clear-cut results (higher p-values) for h =1 2m o n t h s .E v e n
so, both the pure EH and the Liquidity Hypothesis are systematically outperformed by all other models.
We address possible departures of the small-sample distribution of (16) from normality by block-bootstrapping
the distribution of DM
(m,n)
h for all pairs of models and h =1 ,12 months. The resulting bootstrapped p−values
(using 50,000 trials) are reported above the main diagonal in Tables 3 and 4. At the 1-month horizon Table
3 indicates that forecast combinations based on regime switching models outperform single-state models by a
statistically signiﬁcant margin, with the majority of the p-values between 0.01 and 0.05. The only exception
i st h ep a i r w i s ec o m p a r i s o nw i t ht h eA R ( 4 )m o d e l . A l t hough the regime-switching combination lowers the





are suﬃciently volatile that the bootstrapped p-values exceed 0.25. Single-state forecasts (both combinations
and spot and forward predictions) are dominated by the regime switching equivalents. Table 4 conﬁrms the
earlier impression that diﬀerences are less clear-cut at longer forecast horizons.
16We separately investigated the predictive accuracy of models based on the macroeconomic variables. In general, they perform
quite poorly for h ≤ 12 with RMSFE-values between 100 and 250 basis points. Furthermore, the bias associated with these models
is large. At the long horizon (h = 24), the performance of the two macro-based models is similar to other benchmarks, although
these models remain inferior to the best among the regime switching models. Macroeconomic forecasts are also dominated by
the VAR forecast at the shorter horizons up to 12 months.
164.2. A Parametric Bootstrap
Caution should be exercised when interpreting these results. The small sample distribution of the statistic
in (16) can show large departures from normality, thus complicating the task of conducting inferences on




t,t+h are generated from models whose parameters are
estimated recursively, the test must be based on estimated values, using forecast errors ˆ e
(m)
t,t+h and ˆ e
(n)
t,t+h,a n d
this can aﬀect the sampling distribution of the test. Clark and McCracken (2001) also show that the test
depends on whether the forecasting models are nested or non-nested.
A partial solution to the fact that a number of the comparisons in Tables 3 and 4 involved models that
are nested is to adopt the parametric bootstrap approach proposed by Kilian (1999). Consider the following
VAR(4) representation of (spot and forward) interest rates and the macroeconomic variables that encompasses
a number of the earlier forecasting models:
qt+1 = μq +
4 X
j=1
Φjqt+1−j + ut+1, (17)
where qt ≡ (z0
t x0
t)0, xt is a vector of macroeconomic factors and ut+1 ∼ IIN(0,Σ). The ﬁrst equation in (17)
is just an extension of (15) to the case where four lags of the macroeconomic variables forecast future spot
rates, while the last equations pick up dynamics in xt. Such a process is ﬂexible enough to provide a good
description of the data at hand. The parametric bootstrap algorithm proceeds in four steps:
1. Estimate the parameters μq, {Φj}4
j=1, and Σ in (17) over the full-sample 1954:01 - 2003:12. This yields
the vector of residuals {ˆ ut}2003:12
t=1954:05.
2. Based on these estimates, generate a sequence of pseudo observations {qb
t}2003:12
t=1954:05 from (17). We
initialize the process at the unconditional means of qt and discard the ﬁrst 1,000 transients. The
pseudo innovation terms {ˆ ub
t}2003:12
t=1954:05 are drawn randomly with replacement from the set of observed
residuals {ˆ ut}2003:12
t=1954:05. We repeat this step B times.
3. For each of the B bootstrap replications {qb
t}2003:12
t=1954:05 generated in the previous step, recursively estimate
models 1, 3-5, 7-8, and 11-14 over the expanding periods 1950:01 - 1980:01 up to 1950:01 - 2003:12-h,
where h is the forecast horizon.17 This gives a sequence of h-step interest rate forecasts for each of
the models. Compute the forecast errors e
(m)
t,t+h ≡ yt+h − ˆ y
(m)
t,t+h and proceed to obtain B bootstrap




4. Using the small-sample simulated distribution, { d DM
(m,n)
h,b }B
b=1, the p-values for two-sided tests of the
null of zero diﬀerential predictive accuracy is given by the percentage of bootstrapped simulations such
that | d DM
(m,n)
h,b | > |DM
(m,n)
h |, where DM
(m,n)
h is the sample statistic reported in Tables 3 and 4.
Table 5 reports the results in the form of (signed) bootstrap p-values for h = 1 (below the main diagonal)
and h = 12 (above the main diagonal). The values of DM
(m,n)
h are identical to those appearing in Tables 3
17Models 2 and 6 were dropped because of our earlier ﬁnding that restricting the combination weights fails to improve the fore-
cast performance. Models 9 and 10 cannot be simulated because they involve forward rates and hence would imply bootstrapping
the overall dynamics of the term structure of interest rates, which is beyond the scope of our paper.
17and 4. Consistent with Tables 3 and 4, p-values inherit the sign of the corresponding DM
(m,n)
h statistic, so
that a negative p-value indicates that a row model outperforms the column model; p-values that are less than
or equal to 0.05 are boldfaced. At h = 1 results remain favorable to the regime switching forecasts, which
are found to signiﬁcantly outperform most of the other models. The dominance of regime switching models
over single-state models is unchanged. VAR(1) forecasts prove superior to either the random walk or to the
simple use of macroeconomic variables. At the 12-month horizon, pairwise comparisons between single- and
multi-state models show that the latter outperform the former.
5. Conclusion
This paper proposed a four-state model to capture thed y n a m i c si nU Ss p o ta n df o r w a r dr a t e s .W ep r o p o s e d
a ﬂexible approach that combines forecasts of future spot rates with other ‘testers’ that can be viewed as
forecasts obtained from alternative model speciﬁcations. In an out-of-sample forecasting exercise we found
evidence that, particularly at short horizons, combining regime switching forecasts with simpler, univariate
time-series forecasts can help reduce the root mean squared forecast error. At longer horizons, we found that
imposing theoretical restrictions from the expectations hypothesis linking future spot rates to forward rates
helps improve forecasting accuracy. Although the expectations hypothesis is rejected using in-sample tests,
it may still be helpful in improving out-of-sample prediction accuracy.
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Table 1 
Estimates of a Four-State VAR(1) Regime Switching Model 
The table shows estimation results for the two-state vector autoregressive regime switching model: 
1 1 1 + + + + =
+ t t S t t ε Az μ z  
where  ]'   [ 1 , 1 1 t t t f y + + = z ,  1 , t f  is the one-month forward rate. 
1 + t S μ  is the intercept vector in state St+1, A  is a matrix of 
autoregressive coefficients,  ) , (   ~ ]'   [
1 1 2 1 1 1 + Ω = + + + t S t t t N 0 ε ε ε . The unobserved state variable St+1 is governed by a first-
order Markov chain that can assume four values. The first panel reports estimates for the single-state case k = 1. Asterisks 
on correlation coefficients refer to covariance estimates. For mean coefficients and transition probabilities, standard errors 
are reported in parentheses. Data is expressed as percentages (basis points). The sample period is 1950:01 – 2003:12. 
  Panel A – Single State Model 
  Spot rate  Forward rate 
1. Intercept  0.0097 (0.0041) 0.0059  (0.0033) 
2. VAR(1) Matrix    
Spot rate  0.291 (0.081) 0.717 (0.085) 
Forward rate  0.169 (0.067) 0.809 (0.070) 
3. Correlations/Volatilities    
Spot rate  0.0501***  
Forward rate  0.8771*** 0.0422*** 
  Panel B – Four State Model 
  Spot rate  Forward rate 
1. Intercept    
State 1 (Low/Stable)  0.0008 (0.0017) 0.0003  (0.0015) 
State 2  0.0098 (0.0025)  0.0007 (0.0031) 
State 3  0.0141 (0.0066)  0.0027 (0.0090) 
State 4 (High Volatility)  0.0416 (0.0204)  0.0077 (0.0116) 
2. VAR(1) Matrix    
Spot rate  0.1653 (0.0715)  0.8002 (0.0729) 
Forward rate  0.0980 (0.0622)  0.9008 (0.0623) 
3. Correlations/Volatilities    
State 1 (Low/Stable):    
Spot rate  0.0078***  
Forward rate  0.9237*** 0.0063** 
State 2:    
Spot rate  0.0213***  
Forward rate  0.8993*** 0.0170*** 
State 3:    
Spot rate  0.0483***  
Forward rate  0.8928*** 0.0381** 
State 4 (High Volatility):    
Spot rate  0.1257***  
Forward rate  0.9017*** 0.1095*** 
4. Transition probabilities  State 1  State 2  State 3  State 4 
State 1 (Low/Stable)  0.843  0.153  0.004  0.000 
State 2  0.044  0.830  0.110  0.016 
State 3  0.000  0.149  0.818  0.033 
State 4 (High Volatility)  0.000  0.000  0.190  0.810 
* denotes significance at the 10%, ** significance at the 5%, *** significance at the 1% level.   22
Table 2 
Out-of-Sample Forecasting Performance 
The table reports summary statistics for h-step-ahead recursive forecasts of spot rates under a variety of methods and 
testers such as random walk (RW), autoregressive (AR) and macro (M) forecasts. Bias and root mean squared forecast 




(annual basis points) 
Bias  
(annual basis points) 
   h=1 h=4  h=12 h=24 h  =1  h=4  h=12  h=24
  Regime Switching Models 
RW  34.15 91.20  197.50 291.58 -2.46  -28.26  -76.35  -150.71
AR  34.14  90.03 197.41 291.39 -2.47 -28.25 -76.41 -150.71 1. Switching VAR(1) 
Combination 
M 68.18 93.48 197.29 291.30 -2.24  -23.84 -75.64 -150.06
RW  68.29 103.44 197.50 291.58 -22.46 -38.26 -76.37 -150.71
AR  68.28 103.44 197.48 291.53 -22.52 -38.25 -76.36 -150.69
2. Restricted Switching 
VAR(1) Combination 
M 73.80 119.65 224.69 341.33 -2.77 -24.28  -79.40  -160.34
3. Switching VAR(1) 
Forward Forecast  ⎯  34.95  52.41 130.99 208.59 4.55  -11.56 -50.05 -124.87
4. Switching VAR(1) 
Spot Forecast  ⎯  66.81 104.50 198.37 292.61 -23.11 -39.32 -77.47 -152.21
  Single-State VAR(1) Models 
RW  70.80 96.12  298.92 654.23 -21.72 -119.5  -172.5 -258.7 
AR  70.74 95.16  299.52 653.16 -21.76 -119.3  -172.2 -258.8  5. VAR(1) Combination 
M  78.82 99.94  376.09 809.15 -23.43 -124.4  -196.9  -271.7
RW  73.18 97.44  302.88 662.37 -21.59 -119.4  -172.1 -259.9 
AR  71.97 95.98  299.99 657.63 -21.78 -119.2  -172.2 -259.3 
6. Restricted VAR(1) 
Combination 
M 76.56 118.75 358.99 685.92 -25.22 -152.9  -217.8 -280.5 
7. VAR(1) Forward 
Forecast  ⎯  62.43 86.52  270.24 595.32 4.64 -49.96  -164.6  -246.7 
8. VAR(1) Spot 
 Forecast  ⎯  67.20 121.58 390.12 749.04 -21.83 -194.7 -272.5 -355.8 
 Benchmarks 
9. Pure EH  ⎯  85.07 150.53 395.42 NA  29.37 47.78 128.20  NA 
10. Liquidity preference 
Hypothesis  ⎯  115.59 161.70 299.16 NA  -24.12 -47.41 -84.48  NA 
11. Random Walk  ⎯  80.43 105.69 184.98 267.37 -26.19 -39.49 -69.04 -128.53
12. AR(4)  ⎯  70.55 107.89 182.94 239.72 -26.68 -38.69 -64.51 -113.71
   23
Table 3 
Comparison of Predictive Accuracy – 1 Month Horizon 
The table reports Diebold-Mariano statistics for comparisons of the MSFE produced by different forecasting methods. The test is applied pairwise to forecast errors 
from recursive, 1-step forecasts of spot interest rates using a variety of univariate models and two possible tester forecasts, the random walk (RW) and an AR(4) 
univariate model for the spot rate. Statistics illustrate the comparative forecasting performance of the model in the row vs. the model in the column. Negative 
(positive) values indicate that the row model out- (under-) performs the column model. Diebold-Mariano statistics are shown below the main diagonal while p-values 











































































































(3) (4) (7) (8) (9) (10) (11) (12)
RW AR RW AR RW AR
RW 0.845 0.546 0.142 0.991 0.048 0.029 0.028 0.053 0.030 0.008 0.001 0.049 0.284
AR -0.37 0.546 0.843 0.546 0.049 0.021 0.018 0.049 0.031 0.044 0.001 0.045 0.274
RW 1.20 0.79 0.345 0.579 0.105 0.276 0.305 0.914 0.856 0.001 0.001 0.050 0.271
AR 1.96 0.38 1.20 0.044 0.100 0.299 0.279 0.900 0.861 0.051 0.001 0.021 0.270
Switching VAR(1) Forward 
Forecast
(3) 0.07 1.06 -0.55 -2.07 0.154 0.015 0.014 0.018 0.012 0.020 0.007 0.010 0.304
Switching VAR(1) Spot 
Forecast
(4) -2.27 -2.24 -2.07 -2.02 -1.72 0.040 0.038 0.037 0.035 0.039 0.001 0.041 0.542
RW 2.98 2.97 1.20 1.20 3.12 2.76 0.820 0.098 0.905 0.004 0.001 0.015 0.985
AR 2.97 2.99 1.18 1.19 3.08 2.75 -0.16 0.100 0.785 0.004 0.000 0.013 0.984
VAR(1) Forward Forecast (7) 2.11 2.14 -0.06 -0.05 2.86 2.55 -1.72 -1.72 0.279 0.006 0.000 0.020 0.712
VAR(1) Spot Forecast (8) 2.86 2.89 -0.24 -0.22 3.30 2.71 0.34 0.41 -0.82 0.008 0.002 0.024 0.904
Pure EH (9) -8.43 -8.44 -8.39 -8.44 -4.90 -7.06 -5.38 -5.41 -4.88 -4.46 0.005 0.652 0.198
Liquidity Preference 
Hypothesis
(10) -9.88 -9.86 -9.88 -9.85 -9.42 -9.88 -7.05 -7.12 -8.03 -5.65 9.85 0.002 0.003
Random Walk (11) -2.86 -2.88 -2.87 -2.82 -3.39 -3.06 -3.85 -3.88 -3.33 -3.05 -1.15 -9.86 0.027
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Table 4 
Comparison of Predictive Accuracy – 12 Month Horizon 
The table reports Diebold-Mariano statistics for comparisons of the MSFE produced by different forecasting methods. The test is applied pairwise to forecast errors 
from recursive, 1-step forecasts of spot interest rates using a variety of univariate models and two possible tester forecasts, the random walk (RW) and an AR(4) 
univariate model for the spot rate. Statistics illustrate the comparative forecasting performance of the model in the row vs. the model in the column. Negative 
(positive) values indicate that the row model out- (under-) performs the column model. Diebold-Mariano statistics are shown below the main diagonal while p-values 











































































































(3) (4) (7) (8) (9) (10) (11) (12)
RW AR RW AR RW AR
RW 0.402 0.570 0.683 0.095 0.925 0.105 0.101 0.184 0.045 0.011 0.042 0.161 0.121
AR -0.53 0.489 0.440 0.093 0.894 0.084 0.085 0.170 0.036 0.013 0.043 0.274 0.145
RW 0.99 1.26 0.347 0.090 0.989 0.064 0.078 0.176 0.028 0.013 0.042 0.277 0.132
AR -0.46 1.51 -1.02 0.079 0.861 0.069 0.074 0.008 0.039 0.023 0.042 0.121 0.149
Switching VAR(1) Forward 
Forecast
(3) -1.93 -1.91 -1.96 -1.93 0.096 0.041 0.039 0.106 0.008 0.027 0.044 0.332 0.105
Switching VAR(1) Spot 
Forecast
(4) -0.17 -0.29 -0.03 -0.16 -1.90 0.298 0.308 0.300 0.096 0.010 0.039 0.154 0.124
RW 1.98 2.00 2.06 2.05 2.71 1.31 0.986 0.410 0.324 0.002 0.988 0.014 0.078
AR 1.97 1.96 2.01 2.02 2.72 1.33 -0.03 0.354 0.319 0.001 0.965 0.013 0.069
VAR(1) Forward Forecast (7) 1.66 1.69 1.79 1.80 2.98 1.28 -0.98 -1.05 0.117 0.006 0.210 0.009 0.093
VAR(1) Spot Forecast (8) 2.45 2.51 2.58 2.57 3.59 1.98 -1.05 -1.10 -1.69 0.699 0.077 0.005 0.018
Pure EH (9) -3.58 -3.52 -3.55 -3.62 -3.66 -3.58 -5.38 -5.41 -4.88 -0.56 0.033 0.001 0.019
Liquidity Preference 
Hypothesis
(10) -2.50 -2.49 -2.50 -2.49 -2.44 -2.47 -0.03 -0.09 -1.33 2.06 -3.54 0.023 0.041
Random Walk (11) 1.06 1.02 1.13 1.08 -1.22 1.07 3.85 3.88 3.33 4.06 -3.50 -2.95 0.349
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Table 5 
Predictive Accuracy Comparison Tests – Parametric Bootstrap P-Values 
The table reports p-values for the Diebold-Mariano test based on pairwise comparisons of the MSFE produced by different forecasting methods. The test is applied 
to forecast errors from recursive, 1 and 12-step forecasts of spot rates using a variety of univariate models and three possible tester forecasts, the random walk (RW), 
an AR(4) univariate model for the spot rate, and macro forecasts (M). P-values are computed by computing the Diebold-Mariano statistic on recursive forecast errors 
when the data are simulated from a VAR(4) model for spot and forward interests rates extended to include macroeconomic predictor variables. Innovations are 
drawn from a bivariate regime switching model and the regression model with macroeconomic factors. The bootstrap uses 1,000 independent trials. Statistics 
illustrate the comparative forecasting performance of the model in the row vs. the model in the column: a negative (positive) value indicates that the row model out- 
(under-) performs the column model. Below the main diagonal we present results for 1-month forecasts; above the main diagonal, results are for 12-month forecasts. 
P-values inherit the sign of the corresponding DM statistic, so that a negative p-value indicates that a row model outperforms the column model. P-values that are 





















(3) (4) (7) (8) (11) (12)
RW AR M RW AR M
RW 0.787 0.680 0.079 0.785 -0.112 -0.056 -0.100 -0.192 -0.032 -0.205 -0.178
AR -0.954 0.579 0.085 0.750 -0.049 -0.052 -0.086 -0.199 -0.003 -0.066 -0.069
M 0.351 0.279 0.073 0.698 -0.039 -0.072 -0.048 -0.140 -0.011 -0.077 -0.076
Switching VAR Forward (3) 0.659 0.675 -0.079 0.085 -0.006 -0.012 -0.020 -0.035 -0.001 0.084 0.078
Switching VAR Spot (4) -0.265 -0.204 -0.340 -0.785 -0.252 -0.300 -0.450 -0.249 -0.100 -0.055 -0.115
RW 0.039 0.033 0.020 0.035 0.052  0.919 -0.749 0.346 0.332 -0.007 -0.096
AR 0.033 0.024 0.022 0.014 0.048 -0.816  -0.799 0.333 0.332 -0.017 -0.071
M 0.043 0.038 0.021 0.028 0.045 0.759 0.800 0.258 0.210 -0.041 -0.082
VAR Forward (7) 0.038 0.063 0.050 0.016 0.060 -0.115 -0.051 -0.089 0.079 -0.013 -0.070
VAR Spot Forecast (8) 0.037 0.044 0.011 0.045 0.043 0.896 0.812 0.658 -0.275   -0.019 -0.009
Random Walk (11) -0.035 -0.029 -0.037 -0.035 -0.003 -0.031 -0.049 -0.033 -0.030 -0.030 0.569
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Figure 1 
Smoothed State Probabilities for the Four-State VAR(1) Regime Switching Model  
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Figure 2 
Simulated Distribution for Augmented Dickey-Fuller Test P-values 
The graph displays the simulated distribution (over 1,000 trials) of the p-values obtained in ADF tests of the null of a 
unit root in the 1-month US T-bill rate. 648-month long time series are simulated from the bivariate four-state regime 
switching model after discarding 100 transients. The ADF test includes a constant while the number of lags is selected 
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Figure 3 
Optimal Forecast Combination Weights as a Function of State Probabilities  
– AR(4) Benchmark 
The graphs plot the values of ω1 (the weight assigned to the forward rate forecasts) and ω2 (the weight assigned to the 
AR(4) forecasts) that minimize the MSFE of the combined forecast as a function of the forecast horizon (h). Results 
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Figure 4 
Improvement in forecast Precision Due to Combining Forecasts 
The graphs show the percentage decline in root mean squared forecast error obtained by combining forward rates and 
AR(4) forecasts vs. pure forward forecasts (ω0 = ω2 = 0 and ω1 = 1) and AR(4) forecasts under a number of assumptions 
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