Abstract. Let D k j (x) denote the Cesàro sums of order k of the Walsh functions. The estimates of D k j (x) given by Fine back in 1949 are extended to the case k > 2. As a corollary, the following properties are established for the rectangular partial sums of those double Walsh series whose coefficients satisfy conditions of bounded variation of order (p, 0), (0, p), and (p, p) for some p ≥ 1: (a) regular convergence; (b) uniform convergence; (c) L r -integrability and L rmetric convergence for 0 < r < 1/p; and (d) Parseval's formula. Extensions to those with coefficients of generalized bounded variation are also derived.
Introduction
Let I ≡ [0, 1). Denote by {ω n (t)} the Paley-Walsh orthonormal system defined on I. Consider the double Walsh series If the c jk are the Walsh-Fourier coefficients of some f ∈ L 1 (I 2 ), we shall write s mn (f ; x, y) and σ mn (f ; x, y) instead of s mn (x, y) and σ mn (x, y), respectively.
Let Ω ⊆ I 2 . As in [CH] , we say that s mn converges uniformly on Ω to f in the unrestricted sense (or briefly, converges uniformly on Ω to f ) if s mn converges uniformly on Ω to f as min{m, n} → ∞. In contrast, s mn is said to converge uniformly on Ω to f in the restricted sense if for all 0 < a < b < ∞, We also say that s mn (x 0 , y 0 ) converges unrestrictedly (or restrictedly) to f (x 0 , y 0 ) if s mn converges uniformly on Ω to f in the unrestricted (or restricted) sense, where Ω = {(x 0 , y 0 )}. The above definitions will apply to other sequences of functions, such as σ mn . Conventionally we say that series (0.1) has the mentioned property whenever s mn does. If series (0.1) converges unrestrictedly to f (x, y), the row series ∞ j=0 c jk ω j (x)ω k (y) converges for each fixed k, and the column series ∞ k=0 c jk ω j (x)ω k (y) converges for each fixed j, then we shall say that series (0.1) converges regularly to f (x, y), (cf. [H] ). Set Note that · r r defines a metric for 0 < r < 1, and · r is a norm for r ≥ 1. In this paper, we are concerned with the following convergence problems for suitable r:
(0.7) where s mn (x, y) converges uniformly to f (x, y), (0.8) where s mn (x, y) converges regularly to f (x, y), (0.9) whether f ∈ L r (I 2 ) and s mn − f r → 0 as min{m, n} → ∞.
We also investigate the validity of the following Parseval's formula for suitable φ and Ω δ :
These problems were investigated by many mathematicians, including Balašov [B] , Fine [F] , Móricz [M1] , , Rubinštein [R] ,Šneider [S] , Yano [Y] for the one-dimensional case, and Chen [C2] , [C3] , [C4] , [C5], Móricz [M2] , [M3] , , for higher dimensions. They were thoroughly discussed in [C5] for those series of type (0.1) whose coefficients c jk satisfy conditions of bounded variation of order (p, 0), (0, p), and (p, p) with the weight (jk) p−1 , whereξ ≡ max{ξ, 1}. The purpose of this paper is to relax these weight conditions to (0.2)-(0.5) or to more generalized conditions. Details on these are stated below. The first main result reads as follows.
Theorem 0.1. Assume that conditions (0.2)-(0.5) are satisfied for some p ≥ 1. Then series (0.1) converges regularly to some measurable function f (x, y) for all x, y ∈ I \ E p , and the convergence is uniform on any compact subset Ω of (I \ E p )
2 , where E p is a suitable countable set of dyadic rationals. Moreover, the following statements are true.
(i) For all 0 < r < 1/p, we have f ∈ L r (I 2 ) and s mn −f r → 0 as min{m, n} → ∞.
(ii) Let {Ω δ : 0 < , δ < 1} be a decreasing family of compact subsets of (j, k) , and the condition
is satisfied. Then formula (0.10) holds.
The set E p and the Cesàro sums D k j (x) will be defined in §1. We say that {Ω δ : 0 < , δ < 1} is a decreasing family of subsets of I 2 if whenever 1 ≤ 2 and δ 1 ≤ δ 2 , we have Ω 1δ1 ⊇ Ω 2δ2 . For Ω and Ω δ , a wider class is allowed in a more general setting. This will be proved in §2. In [C4] , [C5], the Parseval's formula involved there corresponds to the case Ω δ = [ , 1) × [δ, 1). Theorem 0.1 and its extension generalize [C5, Theorems 2.1 & 4.1], [F, Theorem X] , [M2, Theorems 1 & 2] , [R] , and [S] . For regular convergence and mean convergence, the cases p = 1 and 2 of Theorem 0.1 were proved in [M2] . Those proofs were based on suitable estimates for the Walsh-Dirichlet kernels D 1 j (x) and the Walsh-Fejér kernels K j (x). These estimates were given by Fine in [F] . The obstacle to extending the results of Móricz [M2] to p > 2 is that an analogous estimate for D k j (x) with k > 2 has not been found yet. We shall set up such a result in §1.
Obviously, condition (0.5) implies any of the following conditions:
Conditions (0.12) and (0.13) have appeared in many places. They were originally taken into consideration in the development of pointwise convergence of double trigonometric series, (cf. [C1] , [CH] , [CMW] ). The second main result of this paper is the following.
Theorem 0.2. Assume that conditions (0.2)-(0.4) and (0.12)-(0.13) are satisfied for some p ≥ 1. Then the following statements are true.
Theorem 0.2 generalizes [M3, Theorems 1 & 1 ] . The particular case Ω = {(x 0 , y 0 )} of Theorem 0.2 (i) reduces to a pointwise convergence property. Let C W (I 2 ) be the collection of all uniformly W -continuous functions f :
is the uniform closure of the double Walsh polynomials (cf. [SSW, ). As proved in [M3, Lemma 4] , σ mn (f ; x, y) converges uniformly on I 2 to f (x, y) for all f ∈ C W (I 2 ). Given n ∈ N and x ∈ I, let J n (x) denote the dyadic interval of length 2 −n which contains x. Set
As for f ∈ L 1 (I 2 ), the Riemann-Lebesgue lemma ensures (0.2). By the Hölder inequality and the two-dimensional extension of [M] , we find that
where 0 < r < 1/p. Using these, we obtain the following result, which generalizes 
It is clear that Theorem 0.2 and Corollary 0.3 will apply to the following case:
c jk = a j b k (j, k ≥ 0), a j = 0 except perhaps for a finite number of j, and {b k : k ≥ 0} is a null sequence satisfying the property stated below for some positive integer p:
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The differences ∆ p b k are defined in a way similar to those for ∆ pq c jk . A special example of {a j } is as follows: a 0 = 1 and a j = 0 for all j > 0. This particular case of Corollary 0.3 generalizes [M1, Theorems 1 & 2] .
The definition of restricted convergence given in (0.6) means that s mn (x, y) converges uniformly on Ω to f (x, y) as both m and n tend to infinity in such a way that a ≤ m/n ≤ b. For restricted convergence, we need the following concept of restricted limit superior, introduced in [CH] :
( sup a≤j/k≤b j≥m,k≥n
where {d jk : j, k ≥ 0} is a double sequence of extended real numbers. In the sequel, we drop "m, n → ∞" under the sign "lim sup". Instead of (0.3)-(0.4) and (0.12)-(0.13), we consider the following weaker conditions:
where 0 < a < b < ∞. We have Theorem 0.4. Assume that conditions (0.2) and (0.14)-(0.17) are satisfied for some p ≥ 1 and for all 0 < a < b < ∞. Then the following statements hold.
(i) Let Ω be a compact subset of (I \ E p ) 2 . If σ mn (x, y) converges uniformly on Ω in the restricted sense to f (x, y), then so does s mn (x, y).
(ii) If σ mn − f r → 0 restrictedly for some r with 0 < r < 1/p, then s mn − f r converges restrictedly to 0.
Recently, Weisz [W2] proved that σ mn (f ; x, y) converges almost everywhere to f (x, y) in the restricted sense for any f ∈ L 1 (I 2 ). As explained in the paragraphs before Corollary 0.3, the following is a consequence of Theorem 0.4, which generalizes Corollary 0.3 for restricted convergence.
Corollary 0.5. Let c jk be the Walsh-Fourier coefficients of f ∈ L 1 (I 2 ). Assume that conditions (0.14)-(0.17) are satisfied for some p ≥ 1 and for all 0 < a < b < ∞. Then the following statements remain true.
, then for all 0 < r < 1/p, s mn (f ) − f r converges restrictedly to 0.
Throughout this paper C and C p denote constants, which are not necessarily the same at each occurrence.
Magnitude of the Cesàro sums
denote the Cesàro sums of order k of the sequence {D 0 j (x)} (cf. [Z] for this terminology). Then
For the sake of convenience, we also define D Lemma A. Let j = p · 2 n + q with p ≥ 0 and 0 ≤ q < 2 n . Then for all x, we have
Lemma B.
Let n ≥ 1. Then for all j and for x ∈ (2 −n , 2 −n+1 ), we have
In [C5], the first author used the estimate for |D 1 j (x)| to derive the inequality
where x ∈ I, j ≥ 0, and k ≥ 1. The purpose of this section is to get an estimate like the second one given in Lemma B, which is better than (1.1) for use. To do so, we first extend Lemma A from k = 1 to the general k. Define the numbers A k j by the recursive formulas
As shown in [Z, p.77] , we have
Moreover,
Based on these, the following extension of Lemma A can easily be derived.
Then for all k ≥ 1 and for all x ∈ I, we have
Proof of Lemma 1.1. The proof will be carried out by induction on k. Lemma A guarantees the case k = 1. We have
If this lemma holds for k, then for all 0 ≤ r ≤ p − 1 and 0 ≤ t ≤ 2 n − 1,
Summing (1.3) and (1.4) with respect to r and t results in
Thus, the desired result follows by induction on k.
To extend Lemma B, we introduce the sequence
Then the interval I(n 1 , · · · , n k ) can be obtained in the following way. Divide the open interval (0, 1) into the open subintervals I(1), I(2), I(3), · · · , with the partition points 1/2, 1/4, 1/8, · · ·, where
Take the interval I(n k ). Then I(n k ) = (2 −n k , 2 −n k +1 ). Divide the interval I(n k ) into the open subintervals I(1, n k ), I(2, n k ), I(3, n k ), · · · , with the partition points 2
and so on. We have |I(1,
where | · | denotes the length of the interval. Continue this process for I(n k−1 , n k ), I(n k−2 , n k−1 , n k ), · · · . After k steps, we get I(n 1 , · · · , n k ). Set E 0 = φ and E 1 = {0}. For k ≥ 2, let E k be the set consisting of 0 and those partition points to get all I(n 1 , · · · , n k−1 ), where n 1 , · · · , n k−1 ≥ 1. Then E k is a countable subset of I and
where the union is disjoint and runs over all positive integers n 1 , · · · , n k−1 . Moreover, the following properties can easily be derived:
where n 1 , · · · , n k−1 run over all possibilities of positive integers. The numbers ρ k are defined by the recursive formulas: ρ 0 = 1, ρ 1 = 2, and for k ≥ 2,
By (1.6) and (1.7), we easily prove that
where k ≥ 2, x ∈ I(n 1 , · · · , n k−1 ), and n = n k−1 . Moreover, we have Lemma 1.2. Let k ≥ 0 and 0 < r < 1/k. Then
Proof of Lemma 1.2. The cases k = 0 and k = 1 are trivial. Assume that k ≥ 2.
We have 1 − kr > 0, and so the definition of Q k (x) gives
and so the inequality (1.11) holds for almost all x ∈ I. Moreover, for 0 < r < 1/k and for all j,
Proof of Theorem 1.3. We first prove (1.11). The case k = 0 follows from the fact that |D 0 j (x)| = |ω j (x)| = 1. For general k, we use induction on k. Lemma B ensures the case k = 1. Assume that (1.11) holds for any positive integer ≤ k − 1, where k ≥ 2. For x ∈ I \ E k , we have x ∈ I(n 1 , · · · , n k−1 ) for some positive integers n 1 , · · · , n k−1 . Write j = p · 2 n + q with p ≥ 0 and 0 ≤ q < 2 n , where n = n k−1 . By Lemma 1.1, we obtain
We have x ∈ (2 −n , 2 −n+1 ). Paley's lemma says D 1 2 n −1 (x) = 0. On the other hand, λ k αβ (2 n , q) = 0 for all α + β > k + 1. Hence,
Let α < k, β ≥ 2, and α + β ≤ k + 1. By (1.2), we get
(1.14)
We have
(1.15)
The induction hypothesis, (1.7), and (1.10) together imply
It is clear that
so (1.13)-(1.16) together yield
The same argument as (1.15) also implies
From here, we get
which concludes (1.11). Combining (1.11) with Lemma 1.2 results in (1.12). This finishes the proof.
Generalizations of main results and proofs
Let Ω be a subset of (I \ E p ) 2 . Denote by d j (Ω) the shortest distance from Ω j ∩ I(n 1 , · · · , n p−1 ) to the left endpoint of I(n 1 , · · · , n p−1 ) for all n 1 , · · · , n p−1 ≥ 1, where Ω 1 and Ω 2 are the projections of Ω to the x-axis and to the y-axis, respectively. Set d(Ω) = min{d 1 (Ω), d 2 (Ω)}. Notice that for p = 1, d j (Ω) is defined as the distance from Ω j to 0. Obviously, if Ω is compact, then Ω 1 and Ω 2 are compact subsets of I \ E p . For p = 1, we have d(Ω) > 0. As for p ≥ 2, {I(n 1 , · · · , n p−1 ) : n 1 , · · · , n p−1 ≥ 1} is an open cover of Ω 1 and of Ω 2 , so a finite number of I(n 1 , · · · , n p−1 ) will cover both Ω 1 and Ω 2 . For this case, we also have d(Ω) > 0. Hence, the following result generalizes Theorem 0. 
o t h e r w i s e .
Since det M = 1, there exist α 0 , α 1 , · · · , α N , depending on p and N only, such that
This guarantees the existence of β 1 , · · · , β p , depending on p and N only, such that for all j, k ≥ 0,
Thus, by (0.3 ) and (0.5), we obtain
This verifies (0.3 ). Similarly, (0.4) and (0.5) together imply (0.4 ):
The summation by parts yields
Assume that x, y ∈ I \ E p . Then (1.6) implies that x, y ∈ I \ E k for all 0 ≤ k ≤ p. By Theorem 1.3, we get 
(2.5) Putting (0.2)-(0.5) and (2.1)-(2.5) together, we infer that s mn (x, y) converges unrestrictedly to some measurable function f (x, y) for x, y ∈ I \ E p . Summation by parts gives
A similar argument says that ∞ j=0 c jk ω j (x)ω k (y) converges for each fixed k. The same conclusion also holds for each column series. Thus, series (0.1) converges regularly to f (x, y) for x, y ∈ I \ E p . Let Ω be any subset of (I \ E p ) 2 with d(Ω) > 0. Denote by Ω 1 and Ω 2 the projections of Ω to the x-axis and to the y-axis, respectively. By (1.6),
By (0.2)-(0.5) and (2.1)-(2.5), we confirm that (0.1) converges uniformly on Ω to f (x, y). Indeed, the same argument also verifies that
Let 0 < r < 1/p. Then Lemma 1.2 tells us that
By (0.5), (2.2), and (2.6), we infer that It remains to prove (ii). Set
Then condition (0.11) is same as
and so (0.11) is equivalent to the existence of constant C such that
We haveφ * Ω (j, k) = lim ,δ↓0 Φ 00 jk ( , δ), andφ * Ω (j, k) exists for all (j, k). Therefore, the limit ζ st jk ≡ lim ,δ↓0 Φ st jk ( , δ) exists for all s, t, j, k, and (2.9) implies that
We have assumed that φ is locally bounded in (0, 1] × (0, 1], so it follows from (2.6), with Ω δ in place of Ω, that as min{m, n} → ∞,
Putting (0.5) and (2.9)-(2.11) together, we infer that
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The above limit of the double integral exists, and the double series on the right is absolutely convergent. For m, n ≥ 0, we have
It follows from (2.1) that
As mentioned before, the series Hence, as min{m, n} → ∞, λ mn tends to
jk . This gives (0.10), and the proof is complete.
With the help of Theorem 1.3, we get
, then (0.11) holds. Moreover, from the inequality |φ(x, y)|ρ 
where f is the limit function of the series (0.1).
Proof of Corollary 2.2. It follows from (2.6) and Theorem 1.3 that
. Choose a decreasing family {Ω : 0 < < 1} of compact subsets of (I \ E p ) 2 with
Then, by applying the Lebesgue dominated convergence theorem, we find that φ * Ω (j, k) =φ(j, k) for all j, k ≥ 0. Therefore, Theorem 2.1 gives us
which is the desired result.
To prove Theorem 0.2, we introduce the following three sums for λ > 1:
They involve those c jk ω j (x)ω k (y) with (j, k) lying between the two rectangles
The coefficients corresponding to the terms c jk ω j (x)ω k (y) have absolute value not greater than 1. As indicated in [CMW, p. 639], we have (2.14)
By (2.12) and (2.14), we easily prove 
Here the limit superior of a double sequence {d jk : j, k ≥ 0} of extended real numbers is defined as lim sup
We shall use (i) of Theorem 2.3 to establish (i) of Theorem 0.2. For (ii) of Theorem 0.2, the range of r is different from that in (ii) of Theorem 2.3, so we shall prove it by a different method. It is unknown whether the conclusion (ii) of Theorem 2.3 holds for 0 < r < 1.
Proof of Theorem 2.3. With the help of (2.14), we find that (2.15) implies For (x, y) ∈ Ω, summation by parts yields
2 (m, n; x, y) + I 3 (m, n; x, y) + I λ 4 (m, n; x, y) + I λ 5 (m, n; x, y) + I 6 (m, n; x, y), say.
Similarly, we also have If σ mn − f r → 0 restrictedly, then s mn − f r converges restrictedly to 0. Theorem 2.6. Assume that conditions (0.2) and (0.14)-(0.17) are satisfied for some p ≥ 1 and for all 0 < a < b < ∞. Then the following statements hold.
(i) Let Ω be any subset of (I \ E p ) 2 with d(Ω) > 0. If σ mn (x, y) converges uniformly on Ω in the restricted sense to f (x, y), then so does s mn (x, y).
