We show that cointegration among times series paradoxically makes it more likely that a unit test will reject the unit root null hypothesis on the individual series. If one time series is cointegrated with another, then it can be written as the sum of two processes, one with a unit root and one stationary. It follows that the series cannot be represented as a finite-order autoregressive process. Unit root tests use an autoregressive model to account for autocorrelation, so they perform poorly in this setting, even if standard methods are used to choose the number of lags. This finding implies that univariate unit root tests are of questionable use in cointegration analysis.
INTRODUCTION
Standard practice when estimating relationships among time series variables is to first test the individual series for nonstationarity. If the individual series are concluded to have unit roots, one then tests for cointegration. This advice was first dispensed in Engle and Granger's (1987) seminal cointegration paper and has been repeated numerous times since.
1 This paper demonstrates that this practice is paradoxical. When data are cointegrated, unit root tests are unreliable.
The paradox arises because cointegration generates a moving average (MA) component in the univariate representation of a time series. It is well known that two variables that are cointegrated can be rewritten as a linear combination of two series, one of which has a unit root and the other of which is stationary. Granger and Morris (1976) showed that such linear combinations typically have a moving average component even if the individual series have no MA structure. It is also well known that MA dependence causes over-rejection in unit root tests (Ng and Perron, 2001 ). The time series literature has not previously connected these results to unit root testing when data are cointegrated. That is the contribution of this paper.
The most common unit root tests are of the augmented Dickey-Fuller (ADF) type. Elliott, Rothenberg and Stock (1996) show that, if generalized least squares is used to detrend the time series, then the ADF test has desirable asymptotic power properties. 2 This result gives rise to the DF-GLS test. In this paper, we focus on lag selection so we exclude deterministic components from the model. Thus, we analyse the standard ADF test without a constant or trend. Elliott, Rothenberg and Stock (1996) write that the asymptotic power of this test "virtually equals the (upper) bound when power is one-half and is never far below." Said and Dickey (1984) demonstrate that ADF testing will still be valid if enough lags are included in the ADF specification. Towards this end, several information criteria (IC) have been proposed to select the appropriate number of lags, including the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC). However, Ng and Perron (2001) demonstrated that these criteria select too few lags. Instead, they propose the Modified Akaike Information Criterion (MAIC) and argue that it has good size and power properties. An alternative approach is to determine lag length using hypothesis testing, e.g., use only those lags with statistically significant coefficients. Our paper demonstrates that neither hypothesis testing nor any of the three IC are sufficient to eliminate size distortions when data are cointegrated. We show rejection rates that substantially exceed their nominal significance levels under realistic conditions.
The paper proceeds as follows. In Section 2, we illustrate the size distortion problem using a two variable model. In Section 3, we analyse a general formulation of the problem. In Section 4, we conclude and offer recommendations.
EXAMPLE: A TRIANGULAR MODEL
The triangular model is the prototypical example model in the time series literature (e.g., Phillips 1991). Consider a pair of cointegrated random variables, yt and xt, defined such that 
The number of autoregressive lags required to fit this process will be large if θ is large. Because θ is increasing in ϕ, a large ϕ implies that ϕ is close to 1. (1 )
. Now ut is an MA (1) rates that result when the number of lags is chosen by three IC (AIC, BIC, MAIC) or by hypothesis testing. Our hypothesis testing procedure starts with 10 lags and repeatedly drops the last lag until it is statistically significant (details in figure notes).
There is a clear rank order to the different IC: MAIC is better than AIC, and AIC is better than BIC. The t-test procedure performs similarly to AIC for T=500 and slightly better than AIC for T=100. However, the ADF test is oversized in all four cases. The worst size distortion occurs for mid to high values of ϕ, i.e., when the cointegration is relatively weak. 4 Recall from (2) that θ is increasing in ϕ and from (3) that the number of autoregressive lags required to fit this process will be large if θ is large. These facts indicate that all lag selection methods choose too few lags to control for the MA term.
There is no size distortion when there is no cointegration (ϕ=1), which demonstrates that cointegration is the source of the problem. Cointegration causes the size distortion.
THE GENERAL CASE
Consider the 1 n × vector Xt, which follows the cointegrated vector autoregression
where
is jt E ε ε = for each i,j=1,2,…, n and all s≠t.
Cointegration implies
for some 0<d<n, where | | 1 Figure A1 in the online appendix plots sample time series.
where We illustrate with a two variable system that has a single lag. This case preserves clarity, but each one extends readily to cases with more lags or variables. We write the model in error correction form as The relationship between {θ1, θ2} and φ is multi-dimensional; it depends on all four parameters (α1, α2, ρ, and σ), so it cannot be displayed on a single graph. Panels There are only two settings in which ( ) 0 θ σ φ − =. First, if ρ=1, there always exists a σ such that there is no size distortion. This case implies that the two variables are linear combinations of each other because the errors have correlation equal to one. This is not an empirically interesting case -no-one would estimate a cointegrating relationship between a price measured in dollars and the same price measured in cents. The second case is when α2=0, i.e., when x2t does not respond to deviations from the cointegrating relationship. In this case, it is possible to find a value of σ such that there would be no size distortion. If σ were to take any other value, the size distortion would be present.
CONCLUSION AND RECOMMENDATIONS
Our analysis demonstrates that unit root tests are unreliable in the presence of cointegration. In general, when series are cointegrated, an MA term is introduced into the univariate time series
representations. Although it is theoretically possible to eliminate the associated size distortion by including sufficient lags in the ADF test specification, conventional information criteria will select too few lags. The resulting size distortions can be quite substantial for realistic cases.
Our analysis leads us to two recommendations. First, we suggest that researchers dispense with univariate unit root pre-tests. If a researcher aims to fit a model of multiple time series in the presence of potential cointegration, there is no need to pre-test the data. One should directly test for cointegration. Second, if a researcher feels compelled to conduct unit root pre-tests, and if there is reason to believe that the data are cointegrated, we recommend using Ng and Perron's . The MA terms in both equations cancel only if the red and blue lines cross zero at the same point. Panels (a)-(d) generated analytically. For Panels (e) and (f), we first solved for the σ that sets θ1= θ2. Call this θ(σ). We then plot θ(σ)-ϕ against ϕ for various ρ and two different α1. The MA terms cancel only when the lines cross zero.
ONLINE APPENDIX -NOT FOR PUBLICATION
Derivations for the General Case in Section 3.
We write the model in error correction form as ε and the cointegration parameter to one without loss of generality. The determinant of the lag polynomial matrix is ( )
From above, cointegration implies 
which implies that we can write the model in (A1) as Notes: Sample data generated from (1) with ϕ=0.5. We use the same realization of the shocks for each panel to enable easy comparison. These are examples of the time series in Figure 1 of the manuscript.
