In this paper we show a family of iterative schemes for solving nonlinear equations with order of convergence 2 n , by using n + 1 functional evaluations per step, so these methods are optimal in the sense of the Kung-Traub's conjecture. The family is obtained by composing n Newton's steps and approximating the derivative by using Hermite's interpolation polynomial.
Introduction
Finding iterative methods for solving nonlinear equations is an important area of research in numerical analysis and it has interesting applications in different branches of Science and Engineering. In this study, we analyze new iterative schemes to find a simple root α of a nonlinear equation f (x) = 0, where f : I ⊆ R −→ R is a scalar function on an open interval I.
In this case, one tries to obtain high convergence speed at the lowest possible computational cost. Convergence speed is measured by the convergence order and the computational cost by the number of functional evaluations per iteration. In order to compare different methods, Ostrowski, [1] , introduced the efficiency index, defined as I = p 1/d , where p is the order of convergence and d is the total number of functional evaluations. In [2] , Kung and Traub conjectured that an iterative method, without memory, that uses n + 1 functional evaluations per iteration can have at most conver-gence order p = 2 n . If this bound is reached, the method is said to be optimal. Thus, the optimal order for methods with four or five functional evaluations per step would be eight or sixteen, respectively.
In recent years, different optimal iterative methods have been published, trying to increase the order of convergence. For instance, for n = 3, optimal eighth order methods can be found in [3, 4, 5, 6, 7, 8] . For n = 4, optimal sixteenth order methods have been published in [9] .
General procedures to obtain families of optimal multipoint iterative methods for every n were given in [2, 10] . Here we introduce a new procedure and compare it with the previous one, showing that the new family is competitive in terms of simplicity of the computations and convergence speed.
The outline of the paper is as follows. In Section 2 we describe the procedure to generate the new family of optimal iterative schemes of arbitrary order 2 n , giving an explicit expression for the iterates. In Section 3 we establish the convergence order showing its optimality. Finally, in Section 4, different numerical tests confirm the theoretical results and allow us to compare our optimal iterative methods with a classical family introduced in [2] .
The design of the family
The best known iterative method for solving a nonlinear equation f (x) = 0 is Newton's method which is optimal, because it only needs 2 functional evaluations per step and has order of convergence two, under some conditions. The composition of n Newton's steps
produces a method x k+1 = y n = y n (x k ) of order 2 n , (see [12] , Theorem 2.4), but it is not optimal because uses 2n instead of n + 1 functional evaluations.
In order to get optimality, the value of f ′ (y i ), i = 1, . . . , n − 1 is approximated by the derivative h ′ i (y i ) of a polynomial that is obtained using already computed function values, namely, the Hermite's interpolation polynomial h i (t) of degree i + 1, for i = 1, . . . , n − 1, satisfying the following conditions:
where y 0 = x k . Writing this polynomial as
1 . We will obtain this value from the following linear system, with i + 2 equations and i + 2 unknowns.
The last equation of (1) gives the value of a
and so, the system (1) can be written as
The coefficient a
1 can be obtained applying Cramer's rule
where,
and
Both determinants can be explicitly expressed in terms of the points y j and of already computed values of f in these points. The first determinant is easily computed:
where V (y 0 , y 1 , . . . , y i−1 ) stands for the Vandermonde determinant. The other determinant can be computed by cofactors of its first column,
It is not difficult to see that
is the Vandermonde determinant of the list of arguments where y u is missing. Then, we have defined a new family of methods, M 2 n , n = 1, 2, . . . , that starting from an initial approximation x 0 perform the iterations
and h ′ i is obtained from (2). In each of the steps, i = 1, . . . , n − 1, we only compute one functional value f (y i (x)) and use it and the previous functional values to obtain the polynomial h i (t), what gives a total of n + 1 functional evaluations, so that the method will be optimal if we show that its convergence order is 2 n .
Convergence results
Theorem 1 Let α ∈ I be a simple zero of a sufficiently differentiable function f : I ⊆ R −→ R in an open interval I. If x 0 is sufficiently close to α, then the method M 2 n defined by (4) (5) has optimal convergence order 2 n .
Proof:
The expression for the error of the Hermite interpolation polinomial (see [12] , p.244) gives us:
for i = 1, 2, . . . , n, where ξ(t) ∈ I. Assuming ξ(t) differentiable and setting t = y i , we have
We proceed by induction on n. First of all, we prove that M 2 2 is an optimal method of order 2 2 .
Let ǫ m,k be the error in x k , that is ǫ m,k = y m (x k ) − α, m = 1, 2, . . . , n; k = 0, 1, . . . Then, by the assumption in the iterative method we have:
Thus, for obtaining the approximation h
the polynomial is of degree 2 and the error equation (6) is:
by substituting (7) here one gets
and so, the order of M 2 2 can be established by:
.
By using (8), we have
Now, by dividing the Taylor's expansions of f (y 1 ) and f ′ (y 1 ) in x k = α, we obtain
with
By substituting (10) in (9) and using that Newton's method has quadratic convergence we get
and, finally, method M 16 has as last step y 1 , y 2 , y 3 ) , where
0 + 2y 1 y 3 + y 1 y 2 + y 3 y 2 − y 0 (3y 1 + 3y 3 + 2y 2 )))).
To test the different iterative methods, we use the following examples:
f) Let us consider Kepler's equation f (x) = x − e sin(x) − M ; where 0 ≤ e < 1 and 0 ≤ M ≤ π. A numerical study, for different values of M and e has been performed in [14] . We take values M = 0.01 and e = 0.9995. In this case the solution is α ≈ 0.3899777749463621.
Numerical computations have been carried out using variable precision arithmetic in MATLAB R2010b with 10000 significant digits. The iterations stop when the difference between two consecutive iterates is less than 1e − 200.
The convergence order is estimated without using the solution value according to this formula, [13] ,
The behavior of the methods is summarized in Table 1 . For each test equation we compare the methods of the same order of Kung-Traub an ours. The values shown in the table correspond to the increment in the last iteration before convergence, the estimated convergence order and the number of iterations.
In the order 2 case, both methods coincide with Newton's method. The results are given for comparison with higher order methods.
Observe that the estimated convergence order agrees very well with its theoretical value. The number of iterations required by our methods to reach convergence is always less than or equal to that of the reference methods. When both families perform the same number of iterations, our methods have lesser increments. Then, our methods show a good performance, comparable to that of Kung-Traub's family. 
Conclusion
We have design and study a family of optimal order iterative methods for solving nonlinear equations, alternative to the family described by Kung and Traub in [2] , proving a convergence result that shows the optimality of the methods. We have also derived an explicit formula for the computation of the approximated derivative that avoids the solution of linear systems in each step of the iteration. The numerical results show that the new family has a slightly better performance than the classical one, so it can be competitive.
