In this paper, we consider the single machine earliness/tardiness scheduling problem with di erent release dates and no unforced idle time. The problem is decomposed into weighted earliness and weighted tardiness subproblems. Lower bounding procedures are proposed for each of these subproblems, and the lower bound for the original problem is the sum of the lower bounds for the two subproblems. The lower bounds and several versions of a branch-and-bound algorithm are then tested on a set of randomly generated problems, and instances with up to 30 jobs are solved to optimality. To the best of our knowledge, this is the ÿrst exact approach for the early/tardy scheduling problem with release dates and no unforced idle time. ?
Introduction
In this paper, we consider a single-machine scheduling problem with early and tardy costs, di erent release dates and no unforced machine idle time. Scheduling models with both earliness and tardiness costs are compatible with the philosophy of just-in-time production, which emphasizes producing goods only when they are needed, since jobs are scheduled to complete as close as possible to their due dates. It is assumed that no unforced machine idle time is allowed, and therefore the machine is only idle when no jobs are available for processing. This assumption represents a type of production environment where the machine idleness cost is higher than the cost incurred by completing a job early, or the machine is heavily loaded, so it must be kept running in order to satisfy the demand. Korman [1] and Landis [2] give some speciÿc examples of production settings with these characteristics. The existence of di erent release dates is compatible with the assumption of no unforced idle time, as long as the forced idle time caused by the distinct release dates is inexistent or quite small. If that is not the case, the assumption becomes unrealistic, since the machine capacity is then clearly not limited when compared with the demand and it is unlikely that the cost of the machine being kept idle is higher than the early cost.
Formally, the problem considered in this paper can be stated as follows. A set of n independent jobs {J 1 ; J 2 ; : : : ; J n } has to be scheduled without preemptions on a single machine that can handle only one job at a time. The machine is assumed to be continuously available from time zero onwards. Job J j , j = 1; 2; : : : ; n, becomes available for processing at its release date r j , requires a processing time p j and should ideally be completed on its due date d j . Given a schedule, the earliness of J j is deÿned as E j = max{0; d j − C j }, while the tardiness of J j can be deÿned as T j = max{0; C j − d j }, where C j is the completion time of J j . The objective is then to ÿnd a schedule that minimises the sum of weighted earliness and weighted tardiness n j=1 (h j E j + w j T j ) subject to the constraint that no unforced machine idle time is allowed, where h j and w j are the earliness and tardiness penalties of job J j .
The problem is strongly NP-hard, since it is a generalization of weighted tardiness scheduling [3] . To the best of our knowledge, the only work on this problem is due to Valente and Alves [4] . They analyse the performance of several dispatch rules, a greedy procedure and a decision theory local search heuristic. The early/tardy problem with equal release dates and no idle time, however, has been considered by several authors. Abdul-Razaq and Potts [5] , Li [6] and Liaw [7] developed branch-and-bound algorithms. Ow and Morton [8] proposed several dispatch rules and a ÿltered beam search procedure. An additional dispatch rule and a greedy algorithm were presented by Valente and Alves [9] . A neighbourhood search heuristic was also presented by Li [6] . The weighted tardiness problem with release dates has also been considered by Akturk and Ozdemir [10, 11] . In [10] they develop a dominance rule that is used to improve the performance of several heuristics, while in [11] they present some new dominance rules and lower bounding procedures that are incorporated in a branch-and-bound algorithm.
In this paper, we present a branch-and-bound algorithm based on a decomposition of the problem into weighted earliness and weighted tardiness subproblems. We propose lower bound procedures for each of these subproblems, and the lower bound for the original problem is then the sum of the lower bounds for the two subproblems. We also propose using dominance rules originally derived for the problem with equal release dates in order to eliminate dominated nodes from the search tree. Several versions of the branch-and-bound algorithm are then tested on a set of randomly generated problems with up to 30 jobs. This paper is organized as follows. In Section 2 we describe the decomposition of the problem and the derivation of the lower bound procedures. The dominance rules are presented in Section 3. Section 4 describes the implementation details of the branch-and-bound algorithm. The computational results are presented in Section 5. Finally, some concluding remarks are given in Section 6.
Decomposition of the problem and derivation of the lower bounds
In this section, we ÿrst formulate the problem and decompose it into two subproblems with a simpler structure. This decomposition is similar to the one presented by Li [6] for the early/tardy problem with equal release dates. We then present two general lower bound procedures for each of the subproblems. Finally, we describe the speciÿc procedures used to obtain the lower bound.
Decomposition of the problem
The early/tardy scheduling problem (P) can be formulated as
E j ¿ 0; j = 1; : : : ; n;
E j ¿ d j − C j ; j = 1; : : : ; n;
T j ¿ 0; j = 1; : : : ; n;
T j ¿ C j − d j ; j = 1; : : : ; n;
r j 6 C j − p j ; j = 1; : : : ; n;
machine capacity constraints;
where constraints (1)-(4) re ect the deÿnitions of job earliness and tardiness, and constraint (5) speciÿes that no job can start before its release date. If we consider only the earliness costs or the tardiness costs in the objective function, it is possible to decompose problem (P) into two subproblems (P 1 ) and (P 2 ) with objective functions V 1 = min n j=1 h j E j and V 2 = min n j=1 w j T j , respectively. Constraints (1) and (2) are only relevant to subproblem (P 1 ), while constraints (3) and (4) are needed only in (P 2 ).
The motivation for this decomposition is twofold. On the one hand, subproblems (P 1 ) and (P 2 ) have a simpler structure than the original problem. On the other hand, subproblem (P 2 ) is the weighted tardiness problem with release dates, for which a lower bounding procedure already exists. Given that unforced idle time is not allowed, subproblem (P 1 ) is symmetrical in structure to (P 2 ), so lower bounding procedures similar to those for (P 2 ) may be used. Nevertheless, (P 2 ) is NP-hard, since it is a generalization of weighted tardiness scheduling with equal release dates. Therefore, subproblem (P 1 ) can also be considered as NP-hard, given its symmetry to (P 2 ). Even if this were not the case, solving (P 1 ) and (P 2 ) would not yield a direct solution to (P). So instead of directly solving the two subproblems, we will develop e cient lower bounding procedures for (P 1 ) and (P 2 ) in order to obtain a lower bound for (P).
and V * are the minimum objective function values of (P 1 ), (P 2 ) and (P), respectively.
Proof. Similar to the proof of Theorem 3.1 in [6] .
Theorem 2. If L 1 and L 2 are lower bounds for problems (P 1 ) and (P 2 ), respectively, then L 1 + L 2 is a lower bound for problem (P).
Proof. Similar to the proof of Lemma 3.1 in [6] .
Lower bound procedures for subproblem (P 1 )
We will now present two lower bounding procedures for subproblem (P 1 ). The ÿrst procedure relaxes the assumption that a job cannot be scheduled before its release date and calculates a lower bound for a problem with equal release dates. The second procedure uses a lower bound for the weighted completion time problem with release dates.
Let S be a partial schedule (possibly empty) for problem (P 1 ) and U be the set of yet unscheduled jobs. Our objective is to obtain a lower bound on the minimum cost of scheduling the jobs in U after the partial schedule S. Let C U max be the time at which the last job in U to be scheduled will be completed (since no unforced idle time is allowed, this time is sequence-independent) and (V 1 ) * denote the optimal objective function value of problem (P 1 ) on set U . Finally, let s Proposition 3. Given a problem (P 1 ) on the set of unscheduled jobs U , let (P 1 ) be a new problem in which the release dates of all jobs in U are set equal to s 1 U . The following relation holds: lb e 1 6 (V 1 ) * 6 (V 1 ) * , where (V 1 ) * is the optimal objective function value of (P 1 ) and lb e 1 is any lower bound for that problem.
Proof. Any permutation of the jobs in U that is feasible for (P 1 ) is also feasible for (P 1 ). Also, the completion time of any job in such a permutation cannot be lower in (P 1 ) than it is in (P 1 ). Therefore, the weighted earliness of each job cannot then be higher in (P 1 ) than it is in (P 1 ), and thus (V 1 ) * 6 (V 1 ) * . 
Proof. Clearly, (V 1 ) * ¿ 0 and h j d j − h j C j 6 h j E j . Let ( h j C j ) * and ( (−h j )C j ) * denote the optimum objective function values of the problems 1|r j |max h j C j and 1|r
which concludes the proof.
Lower bound procedures for subproblem (P 2 )
For subproblem (P 2 ) we use two lower bounding procedures that were proposed in [11] . The ÿrst procedure relaxes the assumption that a job cannot be scheduled before its release date and calculates a lower bound for the problem with equal release dates, while the second uses a lower bound for the weighted completion time problem with release dates.
Let S be a partial schedule (possibly empty) for problem (P 2 ) and U be the set of yet unscheduled jobs. Our objective is to obtain a lower bound on the minimum cost of scheduling the jobs in U after the partial schedule S. Let s U = max(C S max ; r U min ) denote the time at which the next job to be scheduled will start, where C S max is the completion time of the last job in S (C S max = 0 if S = ∅) and r U min = min{r j : J j ∈ U }. Also let (V 2 ) * denote the optimal objective function value of problem (P 2 ) on set U . The following propositions provide two lower bounds for (P 2 ).
Proposition 5 (Akturk and Ozdemir [11] ): Given a problem (P 2 ) on the set of unscheduled jobs U , let (P 2 ) be a new problem in which the release dates of all jobs in U are set equal to s U . The following relation holds: lb t 1 6 (V 2 ) * 6 (V 2 ) * , where (V 2 ) * is the optimal objective function value of (P 2 ) and lb t 1 is any lower bound for that problem.
Proposition 6 (Akturk and Ozdemir [11] ): Given a problem (P 2 ) on the set of unscheduled jobs U , let lb( w j C j ) be a lower bound for the weighted completion time problem with release dates 1|r j | w j C j on set U and starting at time s U . The following relation holds: lb t 2 6 (V 2 ) * , where lb t 2 = max(lb( w j C j ) − w j d j ; 0).
Lower bound procedures for problem (P)
The lower bound methods presented in the previous two subsections are general procedures. Lower bounds lb e 1 and lb t 1 can use any lower bound for the weighted earliness and weighted tardiness problems, respectively, while lower bounds lb e 2 and lb t 2 can use any lower bound for the weighted completion time problem with release dates. The lower bounds presented by Li [6] were used to calculate lb e 1 and lb t 1 . Hariri and Potts [12] and Belouadah et al. [13] presented lower bounding procedures for the weighted completion time problem with release dates. We chose the latter lower bound, since preliminary tests indicated its computation time was lower and it provided better or equal results for nearly all of our test instances. The preliminary tests also indicated that the lower bounds for the problem with identical release dates usually provided better results than their weighted completion time problem counterparts. Based on these results, we decided to test four lower bounding procedures, denoted as E2T 2, E1T 1, E2T 1 and E1T 2. These lower bounds are calculated as follows: E2T 2 = max(lb Proof. If t ¿ r max , all unscheduled jobs are already available, and lb is the completion time of job j when the jobs are scheduled in weighted shortest processing time order (see [13] for details concerning lb t 2 ). Lower bound lb t 1 (see [6] for details) is obtained by solving the following problem:
; j = 1; : : : ; n; 0 6 j 6 w j ; j = 1; : : : ; n:
Since
Dominance rules
In this section, we present the dominance rules that were used to reduce the number of nodes in the search tree. These rules were developed for the problem with identical release dates, but can still be used when the release dates are allowed to be di erent, provided care is taken to avoid making unfeasible job swaps. Ow and Morton [8] proved that in an optimal schedule all adjacent pairs of jobs J i and J j , with J i preceding J j , must satisfy the following condition:
with xy deÿned as where s x = d x − t − p x is the slack of job J x and t is the sum of the processing times of all jobs preceding J i . Liaw [7] demonstrated that all non-adjacent pairs of jobs J i and J j , with p i = p j and J i preceding J j , must satisfy the following condition in an optimal schedule:
where is the sum of the processing times of all jobs between J i and J j and xy is deÿned as where s x and t are deÿned as before.
When di erent release dates are allowed, the previous conditions must still be satisÿed whenever r j 6 t. When this is the case, J i and J j can be feasibly swapped, and the above rules must still apply.
Implementation of the branch-and-bound algorithm
In this section, we discuss the implementation of the branch-and-bound algorithm. We ÿrst calculate an upper bound on the optimum schedule cost using the best of the procedures presented in [4] . The decision theory local search heuristic (denoted as DTS) is ÿrst used to generate an initial sequence, and the dominance rules described in the previous section are then applied to improve this sequence (see [4] for details). The upper bound value is updated whenever a feasible schedule with a lower cost is found during the branching process.
We use a forward-sequencing branching rule, where a node at level l of the search tree corresponds to a sequence with l jobs ÿxed in the ÿrst l positions. The depth-ÿrst strategy is used to search the tree, and ties are broken by selecting the node with the smallest value of the associated partial schedule cost plus the associated lower bound for the unscheduled jobs. We also use some tests to decide whether a node should be discarded or not. In one version of the branch-and-bound algorithm, three tests are used. In the ÿrst test, the adjacent rule of Ow and Morton is applied to the two jobs most recently added to the node's partial schedule. In the second test, Liaw's non-adjacent rule is applied. During the initialization, the algorithm checks if at least two jobs have identical processing times and this second test is skipped when all p j s are di erent. Finally, if the node is not eliminated by the two previous tests, a lower bound is calculated for that node. If the lower bound plus the cost of the associated partial schedule is larger than or equal to the current upper bound, the node is discarded. The non-adjacent rule is of more limited applicability, since it applies only to jobs with identical processing times, and the di erent release dates can further limit its use. Therefore, we decided to test another version of the branch-and-bound algorithm that does not use the non-adjacent rule and only applies the other two tests. The branch-and-bound algorithms will be identiÿed by the lower bound used, followed by "+N" when the non-adjacent rule test is applied.
Computational results
In this section, we present the results from the computational tests. A set of problems with 15, 20, 25, 30, 40, 50, 75, 100, 250, 500 and 1000 jobs was randomly generated as follows. For each job J j an integer processing time p j , an integer earliness penalty h j and an integer tardiness penalty w j were generated from one of the two uniform distributions [1; 10] and [1; 100], to create low and high variability, respectively. For each job J j , an integer release date r j was generated from the uniform distribution [0; n j=1 p j ], where was set at 0.25, 0.50 and 0.75. The maximum value of the range of release dates was chosen so that the forced idle time would be small or inexistent. Preliminary tests showed that = 1:00 would lead to excessive amounts of forced idle time, which would be incompatible with the assumption that no unforced idle time may be inserted in a schedule. Instead of determining due dates directly, we generated slack times between a job's due date and its earliest possible completion time. For each job J j , an integer due date slack s d j was generated from the uniform distribution [0; ÿ n j=1 p j ], where the due date slack range ÿ was set at 0.10, 0.25 and 0.50. The due date d j of J j was then set equal to d j = (r j + p j ) + s d j . For each combination of instance size n, processing time and penalty variability (var), and ÿ, 20 instances were randomly generated. Therefore, 180 instances were generated for each (var, n) combination. All the algorithms were coded in Visual C++ 6.0 and executed on a Pentium IV-1500 Mhz personal computer. The lower bounds were calculated for all test instances, while the branch-and-bound algorithm was used to solve to optimality the instances with up to 30 jobs. Throughout this section, and in order to avoid excessively large tables, we will sometimes present results only for some representative cases.
In Table 1 we present the average value of the lower bounds (avg) and the relative improvement (%imp) over the E1T 1 lower bound, calculated as (LB − E1T 1)=E1T 1 × 100, where LB and E1T 1 represent the average value of the appropriate lower bound and the E1T 1 lower bound, respectively. These results are averaged over all the 180 instances that correspond to each combination of instance size and processing time and penalty variability. Procedures E2T 2 and E1T 2 provide a noticeable increase in the lower bound value over E1T 1 for the smaller instances, but that increase is negligible for larger problems. The improvement provided by the weighted completion time lower bound is usually higher for the tardiness subproblem, as can be seen from the results for lower bounds E1T 2 and E2T 1. The relative improvement over E1T 1 decreases with the instance size and with the processing time and penalty variability.
In Table 2 we present the average of the relative deviations from the optimum, calculated as (O − LB)=O × 100, where O and LB represent the optimum objective function value and the lower bound value, respectively. The and ÿ e ect on the relative deviation from the optimum for the E2T 2 lower bound is given in Table 3 . The lower bounds performance is poor, since on average they are 50-60% below the optimum. The performance is better when the processing time and penalty variability is low, and it improves as the instance size increases. The lower bounds performance is adequate when and ÿ are both at their lowest value, and it deteriorates considerably as and ÿ increase (the only exception being the ( = 0:75; ÿ = 0:50) parameter combination). This result is to be expected, since the early/tardy problem lower bounds, which usually provide better results than Table 2 Relative deviation from the optimum Table 3 Lower bound E2T 2 relative deviation from the optimum their weighted completion time problem counterparts, should be more accurate for problems with small release date and due date ranges. The early/tardy lower bound was developed for the problem with identical release dates, so its performance is better when the release dates are only slightly scattered. Also, most jobs will likely be tardy when ÿ is low, and as ÿ increases there will be a greater balance between the number of early and tardy jobs. Previous research on the problem with identical release dates has shown that the early/tardy lower bounds perform better when most jobs are indeed tardy (or early). When the number of tardy and early jobs is similar, the problem is much harder, and the lower bounds become more inaccurate. In Table 4 we present the average of the upper bound relative deviation from the optimum (%dev), calculated as (UB − O)=O × 100, where UB and O represent the upper bound and the optimum objective function values, respectively. The number of times the upper bound procedure generates an optimal solution (n o opt) is also given. The average performance of the upper bound is quite good, since it provides results that are 1-2% above the optimum. The upper bound procedure also generates an optimal schedule for about two-thirds of the 15 and 20 job instances, and one-third of the instances with 25 and 30 jobs. Table 5 Branch-and-bound runtimes (s) In Table 5 we give the branch-and-bound average computation times (in seconds). In Table 6 we present the e ect of and ÿ on the branch-and-bound runtimes for the 30 job instances and the E1T 1+N and E1T 1 versions. The E1T 1+N algorithm provides the best results. It can be seen that the increased accuracy of the lower bounding procedures that use the weighted completion time lower bounds is more than o set by their higher computational requirements. The non-adjacent rule should be used, as it usually leads to lower runtimes, even for instances with high processing time and penalty variability (though the reduction in computation time is much lower in this case). For the larger instances, the computation time is higher when the variability is high. The branch-and-bound runtimes also increase signiÿcantly with and ÿ. In Table 7 we present the average number of nodes generated by the branch-and-bound algorithm (NG), as well as the average percentage of these nodes that were eliminated by the three fathoming tests (%EL). We also give some data on the relative importance of these tests, namely the average percentage of nodes eliminated by the lower bound (%LB), the adjacent rule (%A) and, when appropriate, the non-adjacent rule (%NA). In Table 8 we present the and ÿ e ect on the average number of nodes generated and the average percentage of nodes eliminated by the lower bound test for the 30 job instances when the E1T 1+N algorithm is used.
The data in Table 7 once again shows that the improvement provided by the weighted completion time lower bound is higher for the tardiness subproblem. The results given by algorithms that only di er in the use of the weighted completion time bound for the earliness subproblem are in fact nearly identical (although the branch-and-bound tree is not the same, the di erences in the results would only become visible with additional decimal places). Only a very small percentage of nodes is eliminated by the non-adjacent rule. This result is most likely somewhat in uenced by the order in which the two rules are applied, since the adjacent rule can eliminate nodes that would otherwise be fathomed by the non-adjacent dominance condition. The adjacent dominance rule, however, requires a much lower computational e ort, and it's therefore more e cient to apply it before checking the non-adjacent rule. The proportion of nodes fathomed by the non-adjacent rule decreases with the variability of the processing times and increases with the instance size. This result is to be expected, since it's more likely to ÿnd two jobs with the same processing time when the number of jobs is high and the processing time variability is low. As the instance size and the processing time and penalty variability increase, the percentage of nodes fathomed by the adjacent rule tends to increase, and the e ectiveness of the lower bound test correspondingly decreases. For the larger instances, the number of nodes generated is much higher when the variability is high. The number of nodes also tends to increase with and ÿ. The proportion of nodes eliminated by the lower bound test usually decreases as and ÿ increase, and the importance of the adjacent rule becomes correspondingly higher, since even when the non-adjacent rule is used, it only has a marginal e ect.
The number of nodes generated, and correspondingly the runtimes, increase with the release date and due date ranges, as well as with the processing time and penalty variability. Therefore, the problem becomes much harder to solve with a branch-and-bound algorithm as and ÿ increase, and instances with a higher variability are also more di cult. As we previously remarked, there is a greater balance between the number of early and tardy jobs as ÿ increases, so the problem should indeed be harder. An increase in the range of release dates, on the other hand, reduces the number of feasible schedules. This reduction is not very substantial, however, since we have restricted the value of in order to avoid unforced idle time, and is more than compensated by the deterioration in the lower bound performance. As we can see from Tables 7 and 8 , the relative importance of the lower bound elimination test decreases as both and ÿ increase, and is also lower for instances with a high variability.
Conclusion
In this paper, we considered the single-machine earliness/tardiness scheduling problem with different release dates and no unforced idle time. We decomposed this problem into weighted earliness and weighted tardiness subproblems, and presented lower bounding procedures for each of these subproblems. A lower bound for the original problem is then obtained by simply adding the lower bounds for the two subproblems. We also proposed using two dominance rules originally derived for the problem with equal release dates in order to eliminate dominated nodes from the search tree. These rules can still be used in the presence of release dates provided a slight adjustment is made. The lower bounds and several versions of a branch-and-bound algorithm were tested on a set of randomly generated problems. The lower bounds were far below the optimum value, but the branch-and-bound algorithm was still able to ÿnd optimal solutions, in a reasonable computation time, for problems with up to 30 jobs. The use of the non-adjacent dominance rule, despite its more limited applicability, is also recommended, since it allowed a decrease in the average computation time, particularly when the processing time and penalty variability is low. To the best of our knowledge, this is the ÿrst exact approach for the single machine early/tardy problem with release dates and no unforced idle time.
