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Abstract
In this thesis I have studied several factors influencing the time average at-
mospheric circulation. The study introduced changes to the thermal and oro-
graphic forcing by altering and removing the heat sources and topography.
The particular focus has been on Europe and the North Atlantic, to under-
stand better what determines Europe’s wintertime climate.
The model used in my work is the NCAR CAM3 model, in default and
slab ocean model (SOM) mode. I did one control run and five modified runs,
checking for the climatic effect of both the ocean and atmosphere. In the
first modified run, I removed the surface temperature signature due to the
ocean surface currents, and in the next run I removed the topography of the
northern hemisphere. I then conducted two more runs similar to these two:
one with zonal SST’s, but with extended sea-ice cover, and another with
altered topography in North America. Finally, the model was run in SOM
mode and the ocean heat transport was shut-off.
The orientation of the isotherms of sea surface temperature SST, and
the presence of topography have only a weak effect on the temperature of
Europe. Sea-ice proved to have a dramatic cooling effect and the oceanic
heat transport keeps the Nordic Seas ice free. This means that although
OHT only accounts for about one fifth of the total heat transport, it is
crucial for European climate.
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Chapter 1
Introduction
The major goal of this thesis is to gain a better understanding of the relative
importance of topographic and thermal forcing on the general circulation of
the atmosphere. In particular we wish to know how important is the ocean
in general to the climate of Europe? What makes Northern Europes’ winters
so mild? And why is Scandinavia so much warmer than Alaska?
The existence of the Gulf Stream and its supposed effect on Europe, have
been known for centuries. Following the European exploration of the New
World, the existence of the Gulf Stream became well known. ’By 1519 the
Gulf Stream was well known to the ships’ masters who sailed between Spain
and America. On the outgoing voyage, they sailed with the Trade Winds
in the North Equatorial Current; on their return, they passed through the
Straits of Florida and followed the Gulf Stream up about as far as the latit-
ude of Cape Hatteras, and then sailed for Spain with the prevailing wester-
lies.’ (Brown et al.) The explanations for its existence and the ameliorating
influence it appeared to have on the European climate fascinated natural
philosophers and others for centuries. For a long time it was widely believed
that the Gulf Stream was the reason for the mild winters of Europe.
In the late 1940’ and the 1950’s, oceanographers such as Sverdrup, Stommel
and Munk were able to give a mathematical explanation for the existence of
the Gulf Stream. About the same time, progress in computer science allowed
scientists to run numerical models of the atmosphere. Among the pioneers
were Charney and Eliassen, who reproduced the longitudinal variation of the
500hPa geopotenial field by using the topographic Rossby model to explain
the stationary atmospheric waves.
In 1964 Bjerknes published his famous paper on the air-sea interaction. He
suggested SST anomalies were caused by two mechanisms. The interannual
variations seemed to be induced by the wind and changes in heat fluxes,
implying an atmospheric forcing. The interdecadal variations however, were
primarily due to changes in the ocean circulation.
In 1983 Held published an extensive paper on how topographic and thermal
sources set up stationary Rossby waves. He examined their meridional and
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vertical propagation and the relative importance of topographic and thermal
forcing. Based on model results, thermal effects are dominant near the sur-
face.
Following Bjerknes and Held, there has been much research on air-sea in-
teraction and the roles of topography and heat sources. Kushnir (1994) for
example found that the inter-annual variation of SST was forced by the atmo-
sphere. This is the same as Bjerknes proposed, and seems to be a tendency
in studies. Also the atmospheric response to extra-tropical SST anomalies
have been studied extensively, both in general and spesific case-studies (Held
and Kushnir (1996), Losada et al. (2007) among others). Wheras the effect
of SST’s is clear in the tropics, the extra-tropical interaction seem to be mor
complex and the studies have produced diverse results.
In the early 1970’s observation/research estimated an almost equal (40:60)
partitioning of the pole-ward heat transport by the ocean and the atmosphere
(for example Haar and Oort (1973)). As satellite-derived data increased, the
numbers suggested the atmosphere is doing the greatest share of the heat
transport. Trenberth and Caron (2001) showed that the atmosphere to ocean
heat transport ratio is about 4:1.
Thus one may ask: is the ocean heat transport (OHT) irrelevant to the
climate of Europe? This question was posed in a well known paper by Seager
et al. (2002). They claim that atmospheric heat transport is more important
than oceanic heat transport, and that the seasonal release of stored heat is
also more important than oceanic heat transport. Their conclusion is the
Rockies being the main reason for Europes’ mild winters.
We ask: What is the relative importance of the ocean and the atmosphere
on the European climate? And how important is the OHT to the climate of
Europe? In an attempt to find answers to this and the role of the ocean, we
ran several experiments using the CAM3 model.
In the next chapter I will start by giving a description of the oceanic and
atmospheric circulation. I will also describe the fluxes and transport between
the two, and sea-ice. Finally, I will provide a theoretical explanation for the
generation of stationary planetary waves. In chapter 3 I give a description
of the computer model I have been using. I also give a description of the
different runs I have done. In chapter 4 I present and discuss the results of
the different runs. First I will give a thorough description of the control run,
which is in effect also a general description of the atmospheric circulation and
climate. I then compare the modified runs to the control run, and discuss
the similarities and changes that we see. To get an indication of the changes,
I primarily focus on the psl, the geopotential and the temperature fields.
Finally, in chapter 5 I will present a summary and a conclusion of the work.
Chapter 2
Theory
2.1 The General Circulation of the Ocean
The world oceans cover roughly 70 percent of the planets’ surface area. Prop-
erties of water include a low albedo and a large heat capacity. The low albedo
makes the oceans an excellent absorber of solar radiation, while the heat
capacity enables it to store huge amounts of heat. This heat is primarily
absorbed and stored in summer, and released into the atmosphere in winter.
This seasonal storage and release of heat, reduces the seasonal variations in
temperature. This is particularly seen in maritime areas, where the seasonal
temperature range is considerable less than in the interior (continental) areas
of the same latitude. Also greatly affecting the temperature and climate is
(the horizontal) advection of heat from ocean currents. In my thesis I will
look into the role of North Atlantic currents and its effect on Europe’s cli-
mate. To get a better understanding of how these currents work, I begin by
describing the driving forces of the ocean circulation. We often distinguish
between two kinds of ocean circulations; wind driven and density driven.
2.1.1 The Thermohaline Circulation
The Thermohaline Circulation (THC) is driven by a change in density. Dens-
ity is determined by its salinity and temperature. Density increases with an
increase in salinity, but also by a decrease in temperature. Associated with
the THC is an increase in density in the upper ocean. This is either directly
due to an open water surface cooling, or indirectly from salt being ejected
from under the sea-ice when water freezes, causing the water below to in-
crease its salinity. The open water cooling is mostly taking place in the North
Atlantic, whereas increase in salinity near the sea-ice is most common in the
Antarctic (Pickard).
When warm, saline water is transported from the North Atlantic into the
Norwegian Sea as part of the meridional overturning, it gradually cools
down. This dense water will sink to mid depth and form deep water which
flows south, between Greenland and Scotland, into the North Atlantic. The
5
6 CHAPTER 2. THEORY
primary deep water production takes place in the boundary currents off Nor-
way. No production takes place in the Indian or Pacific Oceans. The dense
water formation near the sea-ice in the South Atlantic (Antarctica) sinks and
becomes the bottom water. This water flows northward and underneath the
North Atlantic deep water.
The THC flows along the bottom in the deep ocean, spreading into the other
ocean basins. Through an upward diffusion of about 0,5 cm/day, the circu-
lation is completed by warm water flowing northward again at the surface,
to the area where sinking takes place. The THC is shown schematically in
figure 2.1.
Figure 2.1: The thermohaline circulation ’conveyor belt’. Purple arrows
indicate cold, deep ocean currents. Red arrows show shallow, warm water
circulation patterns. (Source: www.clivar.org, after W.Broecker, modified
by E.Maier-Reimer)
2.1.2 The Wind-Driven Circulation
The wind-driven circulation is principally in the upper few hundreds of meters
and therefore is primarily a horizontal circulation in contrast to the thermo-
haline one (Pickard). It is caused by transfer of momentum by the winds
to the ocean surface, causing it to move horizontally. This is the driving
force for the surface currents, and I will look at their positions and role later.
First, let’s look at how the Coriolis is affecting the surface waters.
Theory
Due to the rotation of Earth, vertically-integrated wind driven transport
of water in the surface layer of the ocean is 90◦ to the right of the wind
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stress in the Northern Hemisphere and 90◦ to the left in the Southern Hemi-
sphere (Hartman). This is called the Ekman transport, after Ekman who
first noticed the phenomenon on one of his expeditions. Conservation of
mass requires that this transport of surface waters be ’replaced’. This can
be achieved by down-welling or up-welling. For example, if the wind is blow-
ing in a direction that is causing a transport of waters away from the coast,
up-welling of subsurface waters will occur along the coast. This up-welling is
often associated with an anomalous cold SST. This is typical where we have
eastern boundary currents. Likewise, we get down-welling if we have a pile
up of water.
The wind driven currents are arranged into large circulation patterns, so-
called gyres. In the North Atlantic and North Pacific Oceans there are
strong intense western boundary currents flowing northward. The return
flow on the eastern side of the ocean is often broader and more gradual. This
intensification of western boundary currents is also explained by the Cori-
olis effect, and is due to how the Coriolis force changes with latitude. This
intensification is also found in the Southern Hemisphere boundary currents.
These western boundary currents carry warm water from the tropics into the
mid-latitudes and can be quite strong, reaching about 1 m/s. In the North
Atlantic the heat transport northward is carried out by the Gulf Stream, and
further north in the North Atlantic Current and the Norwegian Current.
Figure 2.2 shows the most important surface currents in the North Atlantic.
In some of my model runs I will modify these currents and I will therefore
give a description of these currents and their role in the North Atlantic.
Figure 2.2: The surface currents in the North Atlantic. (Source: Tol-
mazin(1985)
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The Surface Currents of the North Atlantic
Starting off with the North Equatorial Current, this current is driven by the
trade winds from the east. Closer to the American continent it joins up with
the South Equatorial Current, partially splits, and eventually merges as the
Florida Current flowing north along the coast of Florida. Off Cape Hatteras
it departs from the shore as the Gulf Stream.
Originating in the tropics, the current is now transporting warm waters
northward, flowing north-east towards to the Grand Banks off Newfound-
land. From here it flows east as the North Atlantic Current, before it splits,
one component continuing north as the Norwegian Current and one south-
bound component, flowing south to complete the North Atlantic gyre. As
mentioned earlier this return flow takes place over a broader area and is not
as concentrated as the western or the continuing north-flowing currents.
The Gulf Stream and the North Atlantic Current are fast currents and are
associated with strong temperature gradients; cold on the north-western side,
warm on the south-eastern. Eventually, the remaining warm waters flow into
the Norwegian Sea and further north into Greenland Sea, where they are
cooled substantially.
All along the way this flow of warm waters releases heat, warming the over-
laying atmosphere, which in turn advects warm air eastward and warming
the surrounding land areas of Europe. The northward flow of warm water
raises the SST’s of the northern sea areas. This in turn contributes to cre-
ating the huge temperature asymmetry we find across the North Atlantic,
both in water and on land. The temperature in Europe greatly exceeds the
temperature we find on the American continent of the same latitude. This
will be discussed further throughout the thesis.
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2.2 The General Circulation of the Atmosphere
In this section, I will begin by describing some simple theory and factors
affecting the atmospheric circulation and the climate. Then I will give a
description of the general atmospheric winter circulation. The area of most
interest is once again in and around the North-Atlantic.
Geography
When studying the atmospheric circulation it is useful to keep in mind the
general geography and its variation in longitude and latitude. The most obvi-
ous difference between the southern and northern hemispheres is the uneven
distribution of land masses. The northern hemisphere has large continents
divided by oceans, whereas most of the area in the southern hemisphere is
in fact oceans. This uneven distribution of ocean and continents will have
a thermal impact on the two hemispheres. Particularly in winter when land
masses cool substantially, while the great heat capacity of water prevents the
extreme temperatures changes in the oceans. (This will turn the oceans into
great heat sources in the wintertime).
Not only does the northern hemisphere have most of the continents, it also has
a larger and more significant topography (fig 3.3). The Himalayas, Greenland
and the Rockies are particularly important. A similar distinctive topography
like this is not found in the southern hemisphere. True, the Andes are high,
but they do not have the same width as their northern counterparts. The
most significant topography in the SH is found in the Antarctica, which is
quite isolated from a circulation point of view.
In the northern hemisphere we have the North American and the Eurasian
continent, both with significant topography. The two continents are separ-
ated from each other by the North Pacific and the North Atlantic oceans. It
is worth noticing the difference between the two. The North Pacific is a lot
larger; wider stretch between the continents than the North Atlantic. The
Pacific is bounded in the north by Alaska at 60◦N. The Atlantic however,
stretches a lot further north and is only bounded to the north by the sea-ice
at about 75◦N latitude (or depending on the sea-ice extent). This difference
is important to keep in mind when discussing the differences in climate of
the two oceans and their surrounding territories.
Temperature Advection
Starting out with the equation for the total derivative in temperature:
DT
Dt
=
∂T
∂t
+U · ∇T (2.1)
The local temperature change given at one location is found by rearranging
equation 2.1:
∂T
∂t
=
DT
Dt
−U · ∇T (2.2)
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where T is temperature, t is time andU = iu+jv+kw is the velocity vector for
the wind. −U ·∇T is the temperature advection. Wind blowing from a cold
area towards a warm area, will cause a temperature drop in the warm area;
cold air advection. The opposite is true for a warm air advection. Advection
of this kind is frequently carried out by the westerlies at mid-latitudes.
2.2.1 Description of the Atmospheric Circulation
To describe the circulation I will be looking at the sea level pressure which
is shown in figure 2.3. The large scale pattern reveals a high pressure zone
around 30-40◦N and S. Low pressure systems are occupying mid to high lat-
itude oceans in both hemispheres. A more thorough description of the geo-
potential and temperature field from the model control run will be discussed
in chapter 4.1.
Figure 2.3: Mean sea level pressure during the winter period December-
February (DJF) of 1978-1993. Contour interval is 4hPa (Source: NCEP
reanalysis, http://www.cdc.noaa.gov/cgi-bin/Composites/)
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The Southern Hemisphere
Around 40◦S in the southern hemisphere summer we find three high pressure
systems, one in each of the three large oceans basins. All around the latitude
of 70◦S we have a strong low pressure belt. The pressure pattern in the
Southern Ocean is generally very zonal and symmetric.
Asia and The North Pacific
The most distinctive high pressure system is found over east Asia and is as-
sociated with the major topography of the Himalayas. The center is reaching
a pressure of more than 1032 hPa, which is clearly a lot higher than any of
the other systems of both hemispheres. West of the high we find a distinctive
trough, over Japan and the western North Pacific.
In the northern hemisphere we find a low pressure system in each of the
oceans separating the continents. In the North Pacific the low is located
over the Aleutian Islands around 50◦N. This is the Aleutian Low and is
found downstream the Himalayas. We now find a wave pattern of the psl
with a ridge over the Himalayas and a trough in the western North Pacific.
Outside of California and over the North American continent, we find a new
high pressure system. This high is associated with the topography of the
Rockies and causes a trough east of the North American continent in the
North Atlantic. Once again we find a wave pattern of the psl with a ridge
over the Rockies and a trough in the western North Atlantic.
The North Atlantic
In the vicinity of Greenland and Iceland we find a low pressure system. This
is the Icelandic Low (IL) and it is centred around 60◦N. However, it is wide
and stretches far north-east, following the open waters of the North Atlantic.
The low has a distinctive north-east tilt to it, from Newfoundland to the
Barents Sea. The position of the Icelandic Low is likely to be influenced by
several factors; standing waves formed over the Rockies, cold air advection
off Greenland and warm SST’s in the North Atlantic. The positioning of
the IL contributes to warm air advection over Europe and cold air advection
west of Greenland. This also causes a temperature asymmetry across the
North Atlantic. The IL is considerably more significant in the winter than in
the summer. This is probably caused by the more energetic dynamics that
we find in the wintertime, and the strong temperature contrast between land
and open waters.
Further south, in the vicinity to the Azores Islands, we find yet another area
of high pressure, the Azores High (AH). It is most evident in summer, and
moves slightly east in the winter.
To better understand what we have seen so far, I will in section 2.4 de-
scribe the theory behind how topography and also heat sources can set up
stationary, planetary waves.
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2.3 Fluxes and Transports between Ocean, At-
mosphere and Sea-ice
In this section I will have a look at estimates of the meridional heat transport
and the heat fluxes between the ocean and atmosphere. Sea ice can also
greatly influence these fluxes and its’ effect will be explained.
2.3.1 Estimates of Meridional Heat Transport
Radiation contributes to the uneven heating at low latitudes and a cooling
at higher latitudes. This imbalance is reduced by a pole-ward heat transport
(PHT) by both the atmosphere and the ocean. The relative contributions of
the ocean and the atmospheric heat transports have been a continuous source
of research. In the 70s the atmosphere and ocean were thought to transport
about the same amount of heat. After radiation fluxes were derived from
satellite data, calculations suggested the atmosphere is doing a far greater
share of the pole-ward heat transport than what was earlier believed.
Figure 2.4: The required total heat transport from the TOA radiation RT
is compared with the derived estimate of the adjusted ocean heat transport
OT (dashed) and implied atmospheric transport AT from NCEP reanalyses
(PW) (Source: Trenberth and Caron (2001))
Trenberth and Caron (2001) estimated the meridional heat transport by de-
riving the transport from atmospheric energy budget, using NCEP reanalysis
and top-of-the-atmosphere (TOA) radiation. Their results showed that the
ocean transport peaks at 2 PW around 15◦N, and then decreases rapidly mov-
ing north. The atmospheric transport peaks at 5 PW around 40◦N. At 35◦N
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where we find the maximum pole-ward transport, the atmospheric transport
accounts for 78% of the total. Their results are shown in figure 2.4. From
this, one might conclude that the oceanic heat transport is unimportant.
This is the conclusion of Seager et al. (2002).
In addition to the heat received by meridional transport, waters of the high
latitude have a seasonal storage of heat. During the Nordic summer season
the waters absorb and store large amounts of heat. This is shown in figure
2.5 based on the work by daSilva et al. (1994) and presented by Rhines and
Häkkinen (2003). Indeed, the seasonal storage is an important heat source,
but is emptied by December. From this point on, it relies on heat transported
from lower latitudes, and this clearly shows the importance of PHT to the
high latitude winters. The heat exchange between the atmosphere and ocean
will be discussed in the next section, 2.3.2.
Figure 2.5: Using COADS air-sea heat flux reanalyzed by da Silva et al.
1994, (black bars) we integrate forward in time (red bars). When the integral
returns to zero, the local, seasonal heating has been removed by autumnal
cooling. On average, by early December the local heat source is exhausted
and for the remainder of the winter oceanic warming of the atmosphere relies
on heat imported by the ocean circulation. (Source: Rhines and Häkkinen
(2003))
2.3.2 Heat Exchange between Ocean and Atmosphere
The primary source of heating to the ocean comes from the incoming ra-
diation. Some of this heat is again transferred from the ocean to the at-
mosphere, warming the overlaying atmosphere. The heat exchange between
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the ocean and the atmosphere can be calculated by using the conventional
formulas:
Ql = ρLCE(qs − qa)U¯ (2.3)
Qs = ρcpCH(Ts − Ta)U¯ (2.4)
Adding the two terms of 2.3 and 2.4:
Qa = Ql +Qs (2.5)
gives the total heat transfer Qa from the ocean to the atmosphere. Ql and
Qs are the latent and sensible heat fluxes. ρ is the air density and L is the
latent heat of vaporation. CE and CH are the stability and height dependent
transfer coefficients for latent and sensible heat. cp is the specific heat ca-
pacity of air at constant pressure. qs is specific humidity at sea surface and
Ts is sea surface temperature. (qs is computed from the saturation humidity
qsat for pure water at Ts.) qa and Ta is the air humidity and air temperature
near the sea surface, while U¯ is the average value of the wind speed above
the surface. Observation level of air temperature and vapor pressure is often
taken to be 10 m.
According to 2.4 and 2.3, the heat exchange is very dependent on the velo-
city of the wind, and the temperature difference between the ocean surface
and the overlaying atmosphere. These factors are particularly large in the
winter, with strong winds and cold air blowing over warm waters. Condi-
tions like this are typical over the Gulf Stream region. The heat transfer can
also go the other way, but is seldom and is generally smaller. The estimates
of the fluxes have gradually improved in accuracy due to satellite-derived
data/observations. Some satellite-derived estimates use more advanced for-
mulae for calculating the fluxes, for example Yu et al. (2004).
2.3.3 Sea-ice
Albedo
The most important factor for sea-ice with regards to the atmosphere is its
large negative feedback on the energy/radiation balance. Whereas the ocean
surface absorbs about 90% or more of the incoming solar radiation, snow
covered sea-ice will reflect an average of 75% of the incoming radiation, thus
considerable lowering the energy absorbed by the earth surface. Depending
on the sea-ice surface, its age and snow cover, its albedo varies between 30
and 90 percent.
Whether an ocean area is ice covered or is open water will therefore have a
huge influence on the albedo of an area. An ice cover will cause a negative
feedback and an increasingly cold environment.
2.3. FLUXES AND TRANSPORTS BETWEEN OCEAN, ATMOSPHERE AND SEA-ICE15
Heat Exchange between Ocean, Sea-Ice and Atmosphere
Ice covering an ocean area will lower the amount of energy absorbed, causing
a cooling of the area and more ice formation. This causes additional cool-
ing. The ice cover acts as an effective lid for the ocean by greatly reducing
the ocean to atmosphere heat fluxes and subsequently causes the overlaying
atmosphere to cool significantly. This loop can result in a fast growing ice
cover.
However, the opposite situation is just as likely. More open water absorbs
more energy, thereby heating the surrounding area and melting the ice or
preventing an ice cover in developing.
The sea-ice greatly influences the fluxes between the ocean and the atmo-
sphere, and this can eventually alter the atmospheric circulation. This effect
is studied in section 4.6 based on the SOM model run.
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2.4 Stationary Rossby Waves in the Atmosphere
The wave type that is of most importance to large-scale meteorological pro-
cesses is the planetary wave, also called a Rossby wave. This wave owes
its existence to the variation of the Coriolis parameter with latitude, the
so called β-effect (Holton (2004)). Stationary Rossby waves may be caused
by topographic or thermal forcing. I will look at the theory describing how
these waves are set up. However, first I will give a description of free Rossby
waves by using a barotropic model. Then I will use the barotropic model to
describe topographic forced waves. Finally, I will describe thermally forced
waves which are best described using a baroclinic model.
2.4.1 Free Rossby Waves
Here I consider a 1-layer model using the hydrostatic approximation, and
assuming a constant density ρ. I am starting out with the barotropic Rossby
potential vorticity equation:
Qt + v · ∇Q = 0 (2.6)
where Q = (ζ + f)/h, is the potential vorticity. ζ is approximated by the
geostrophic vorticity ζg. Assuming a purely horizontal flow (w=0), as for
barotropic flow of constant depth, we obtain the barotropic vorticity equa-
tion:
Dh(ζg + f)
Dt
= 0 (2.7)
If the horizontal motion is non-divergent(∇ · v = 0), the flow field can be
represented by a stream-function ψ(x, y), where ζ = ∇2ψ and vψ ≡ k×∇ψ
This can be written:
∂
∂t
∇2ψ + vψ · ∇(∇
2ψ + f) = 0 (2.8)
Applying the equation on a mid-latitude β-plane, and assuming a basic zonal
state plus a small perturbation velocity and stream-function, we get:
(
∂
∂t
+ U
∂
∂x
)∇2ψ′ + β
∂ψ′
∂x
= 0 (2.9)
This is the equation of a free Rossby wave. We can represent the perturba-
tions of the stream-function by:
ψ′ = Asin(kx+ ly − νt) (2.10)
K2 = (k2 + l2) is the total horizontal wave number squared and ν is the
frequency. Substituting for 2.10 in 2.9 we eventually find that the zonal
phase speed relative to the mean wind is:
c− U = −β/K2 (2.11)
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This means that the wave propagation will be westward relative to the mean
zonal flow. The wave phase speed is dependent of K and the waves are
therefore dispersive, meaning different wavelengths travel at different speeds.
From 2.11 the wave solution becomes stationary (cx = 0) when:
K2 =
β
U
≡ K2s (2.12)
2.4.2 Forced Topographic Rossby Waves
For the simplest model of topographic Rossby waves, we use the barotropic
potential vorticity equation for a homogenous fluid of variable depth:
Dh
Dt
(
ζg + f
h
) = 0 (2.13)
the upper boundary is fixed at height H, and we describe the bottom topo-
graphy by hT (x,y). Including the constraints given by the quasi-geostrophic
approximation, 2.13 can be approximated as:
H(
∂
∂t
+ vψ · ∇)(∇
2ψ + f)− f0vψ · ∇hT = 0 (2.14)
In a barotropic atmosphere model, topography is representing sources and
sinks of vorticity through the effect of divergence (last term left hand side).
An air column moving up a slope is being compressed vertically and expand-
ing horizontally, thus gaining an anticyclonic spin. The reversed is happening
moving down a slope (Iversen (2007)).
Seeking stationary solutions for a non-linear movement to equation 2.14,
we apply the β-plane approximation and introduce a basic zonal state and
a perturbation to the velocity and stream-function. We also assume that
hT = hT (x). Linearizing and 2.14 becomes:
U∇2ψ′x + βψ
′
x = −
f0
H
U
∂hT
∂x
(2.15)
Let the topography to have the form:
hT (x, y) = Re[h0exp(ikx)]cosly (2.16)
and represent the geostrophic wind and vorticity by the perturbation stream-
function:
ψ = Re[ψ0exp(ikx)]cosly (2.17)
2.15 will have a steady-state solution with complex amplitude:
ψ0 = f0h0/[H(K
2 −K2s )] (2.18)
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If K < Ks, we have long mountain waves and the β-effect will balance the
source:
βψ′x = −
f0
H
∂hT
∂x
(2.19)
According to 2.19 this implies that ψ′ have the opposite phase of the moun-
tain, resulting in a trough over the mountain. In the case that K > Ks,
we will have short external waves and a ridge over the mountain. The to-
pographic wave solution 2.18, has a singularity when the wave number is
exactly the same as the critical wave number; K2 = K2s = β/U . In this
situation the amplitude goes to infinity and is clearly not a realistic solution.
From 2.12 this happens when the zonal wind speed is such that the Rossby
wave becomes stationary and may be thought of as a resonant response of
the barotropic system (Holton (2004)).
The resonance singularity can be removed by adding friction. In their pi-
oneering work, Charney and Eliassen (1949) removed the singularity by in-
cluding boundary layer drag in the form of Ekman pumping. They assumed
a linear damping of the relative vorticity with time. Equation 2.15 then
becomes:
U∇2ψx + βψx + r∇
2ψ = −
f0
H
∂hT
∂x
(2.20)
where r = τ−1e is the inverse of the barotropic spin-down time. For steady
flow, 2.20 has a solution with complex amplitude:
ψ0 = f0h0/[H(K
2 −K2s − iǫ)] (2.21)
where ǫ = rK2(kU)−1 Thus boundary layer drag removes the singularity
problem by a shifting in phase. The amplitude is still a maximum ofK = Ks,
and the shift in phase places the trough 1/4 of a wavelength downstream the
mountain crest. This is in good agreement with observations (Holton (2004)).
This very simple model on a β-plane and was first used by Charney and
Eliassen to explain the winter mean longitudinal distribution of 500-hPa
heights in Northern hemisphere mid-latitudes. The model gave surprisingly
good agreement with observations, but possibly not for all the right reasons.
However, the model only has one degree of freedom; all the energy is dispersed
in a purely zonal direction. Also the topography has no meridional limit, thus
forcing all the flow over the mountain barriers. It was therefore necessary
to use too strong of a drag, causing the spin-down time to be as short as 5
days. Otherwise, it might produce too great of a resonance between the two
topographies.
Meridional Dispersion of Rossby Waves
To obtain a more realistic model, it is necessary to use spherical coordinates.
This way we will obtain a realistic topography with a limitation in the me-
ridional direction. It will also allow for meridional energy dispersion by the
waves. It also includes a meridional shear in the zonal mean wind, such that
2.4. STATIONARY ROSSBY WAVES IN THE ATMOSPHERE 19
U is a function of latitude: U(y). This changes the background PV gradient
(the effective β-effect), and will be added to the equation similar to 2.20 in
the β-effect term.
The modified equation can be solved numerically. In work done by Held
(1983) results showed that there is a very small chance of resonance/interaction
between the two topographies, even with a spin-down time of 20 days. This is
largely due to the meridional dispersion of the waves. The stream-function re-
sponse seems to be dominated by two wave-trains propagating south-westwards
emanating from the two topographies. However, under certain circumstances,
waves can be ’trapped’ along latitude and we may have the possibility of res-
onance. This has been suggested as a basis for wintertime ’blocking’.
Vertical Propagation of Rossby Waves
So far, we have assumed that the density is constant throughout the tropo-
sphere and we have been using the barotropic model to describe the waves. To
get an adequate understanding of the vertical propagation of Rossby waves,
it is necessary to modify the model a little. We will use a baroclinic model on
a β-plane by allowing for the density to change in the vertical. I will follow
the approach of Held (1983). Starting off with the quasi-geostrophic ther-
modynamic energy equation with no diabatic heating and Z = −Hlnp/ps as
vertical coordinate:
(
∂
∂t
+ vg · ∇)
∂ψ
∂Z
= −
N2
f0
W (2.22)
where W = DZ
dt
= −H
p
ω,ψ = φ
f0
and N2 = RT
H
∂lnθ
∂Z
= p
2
H2
σ. p is the pres-
sure, ω = Dp
dt
, vg is the horizontal geostrophic wind vector, f0 is the Coriolis
parameter, H is the scale height, θ is the potential temperature, T is temper-
ature and φ is the potential. The quasi-geostrophic vorticity equation can be
written:
(
∂
∂t
+ vg · ∇)(∇
2ψ + f) =
f0
ρ0
∂
∂Z
(ρ0W ) (2.23)
Combining equation 2.22 and 2.23, yields the pseudo-potential vorticity equa-
tion:
∂q
∂t
+ J(ψ, q) = O (2.24)
where J is the Jacobian, and ρ0 ≡ exp(−Z/H) and
q ≡ ∇2ψ + βy +
f 2
0
ρ0
∂
∂Z
(
ρ0
N2
∂ψ
∂Z
) (2.25)
To these equations we apply the lower boundary conditions and linearize
about the mean wind U, dependent only on z. We seek stationary solutions
of the form:
ψ′ = Re[Ψ(z)exp(ikx)]sin(ly) (2.26)
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where Ψ is a change in variable with height. k and l are the respective zonal
and meridional wave numbers. We assume a simple case of U and N2 being
constant, no surface drag and l = 0; no meridional dispersion. Substituting
2.26 in 2.24 and 2.25 eventually results in the relation:
∂2Ψ
∂Z2
+m2Ψ = 0 (2.27)
where:
m2 =
N2
f 2
0
[
β
U
−K2 − γ2] (2.28)
and γ ≡ fo/(2NH). This gives us two possibilities for m
2.
The first, m2<0 is the external wave solution of the form: Ψ = Ψ0exp(−µz),
where µ ≡ N
f0
[K2 − γ2 − β
U
]
1
2 and is valid for K2 > (K2 − γ2). This solu-
tion represents trapped waves. Employing boundary conditions gives the
amplitude constant:
Ψ0 = −
N2hT
f0
[−µ+
1
2H
]−1 (2.29)
From 2.29 one sees a resonance occurring if µ = (2H)−1, corresponding to
K2=K2s = β/U . This means that the resonance response is in fact an external
Rossby wave. However, it undergoes no vertical variation of amplitude or
phase.
For K2>K2s , the forced wave solution decays away from the surface, with
no phase variation with topography, similar to an external wave in a baro-
tropic/incompressible fluid.
For (K2s − γ
2)<K2<K2s , which is still an external wave, but with a wave
number lower that of resonance, the solution is still equivalent barotropic,
but 180◦ out of phase with topography.
The ratio of vertical to zonal group velocity shows that waves propagates
through the troposphere while moving only 10◦ and 30◦ downstream. This is
because the external waves are trapped and dissipated, or destroyed by con-
structive interference as they travel downstream. Only the external Rossby
wave will be able to travel further downstream and dominate the far field.
The second possibility, m2>0 is the internal wave solution of the form:
Ψ = Ψ0exp(imz) (2.30)
m2>0, yields one negative and one positive solution for m. m being positive is
for upward propagating waves and corresponds to the solution we are seeking.
This means the solution has a sinusoidal variation with height, similar to
vertically-propagating internal gravity waves. The internal wave limit is set
for long waves with a small wave number K2<(K2s − γ
2). It has a westward
phase shift with height and the surface response lags the topography by an
amount between 90◦ and 180◦, depending on K. Once again we see a similar
response to internal gravity waves in a barotropic fluid.
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If we use typical mid-latitude values for the parameters, the structure is
similar to that obtained in the barotropic channel model. (The phase changes
vary with K and are shown relative to the external and internal wave limits
in figure 6.13 in Held (1983)) We may conclude that the vertical propagation
of waves to topography is showing an equivalent barotropic response, and for
this reason it suffices to use the previous theoretical barotropic model.
The derivations above were a simple model based on constant U and N. Using
a more realistic vertical profile of N and U, shows similar response except
for at the very longest internal waves which shows less of a phase shift than
before. (figure 6.14 and 6.16 in Held (1983)). This shows that the sensitivity
to changing parameters, has only little effect in the external mode, but a
possible phase shift for the very longest waves. Wave number 3 has a phase
shift of 90◦, which fits well with observations.
From 2.28 we may also derive a Rossby critical wind velocity Uc, which the
wind can not exceed in order to remain stationary; 0<U<Uc. Keeping in
mind that the real wind field increases with height only the longest waves
will be stationary higher up in the troposphere. Since density decreases with
height, the perturbations and amplitude will increase with height. (When
the amplitude is increasing with height, it will reach a point/level when the
assumption of linearity it is no longer valid. The waves will dissipate in a
’surf zone’).
If we have strong damping, wave response is localized at mountains, we
may think of the response in terms of Green’s functions. Therefore, if the
external Rossby wave does not dominate the far field, the response in most
regions should have the structure of the external mode, and ray-tracing in
the horizontal can be performed using local values of U, N and ∂[q]/∂y.
2.4.3 Thermal Rossby Waves
Heat Sources, Local Response and Teleconnections
In my thesis, I am looking at the atmospheric response to ocean heat sources.
Unlike the waves forced by topography where the response tends to be baro-
tropic, thermally forced Rossby waves tend to show a more baroclinic re-
sponse. The study of thermally forced waves is somewhat similar to the
case with the vertical propagating Rossby waves. I will now follow the ap-
proach of Hoskins and Karoly (1981) and Held (1983). Starting out with the
quasi-geostrophic potential vorticity equation (QGPV) 2.23 and the quasi-
geostrophic thermodynamic equation (QGTD), which is the same as 2.22
plus a heat source.
I’m seeking stationary solutions of the QGPV (2.23) and the QGTD equa-
tion, linearized about a zonal basic state with westward flowing wind U, in
the x-direction. Letting ψ be the stream function of the geostrophic wind
perturbations, the two equations reduces to:
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The quasi-geostrophic thermo-dynamic equation.
U
∂
∂Z
ψx + ψx
∂
∂Z
U +
N2
f0
W =
R
f0Hcp
J = Q (2.31)
And the quasi-geostrophic potential vorticity equation:
U∇2ψx − ψxβˆ =
f0
ρ0
∂
∂Z
(ρ0W ) (2.32)
where βˆ = β − Uyy, and Z, W, ψ, N
2, vg, f0, p, T , ω, θ were defined in
section 2.4.2. Q is heat, J is added heat per time and mass unit. R is the gas
constant for dry air, H is the scale height and cp is the specific heat capacity.
A general solution of 2.31 and 2.32 can be written as the sum of a regular
and a particular solution:
ψ = ψp + ψh,W = Wp +Wh (2.33)
The complete solution must of course satisfy the boundary conditions at
surface. The particular solution ψp of the inhomogeneous equations represent
the local response in the area where (Q 6= 0).
We often distinguish between tropical and extra-tropical heat sources. I will
focus on the latter, and only give a brief comment of the response to tropical
heat sources.
In the tropics, heat sources are balanced by adiabatic expansion and vertical
advection. The two first terms in equation 2.31 are small, and the result is
deep convection. The teleconnections can be studied by following the path
of the free Rossby waves originating at the heat source. This dispersion of
Rossby waves from the tropics will only take place if the wind is blowing
from the west(ENSO-event), which is contrary to the normal trade winds,
blowing to the west.
In the extra tropics the heat source is balanced by horizontal advection, and
the third term in 2.31 can be omitted. If zonal advection is dominant the
first term in 2.31 will balance the heating, and we will have the relation:
v′ = QHQ/U . When meridional advection of temperature is dominant we
will have a balance between the heating and the second term, and we get
the relation: v′ = QHU/U . HQ = Q/QZ and HU = U/UZ are the height
scales of the heat source and zonal velocity. Assuming that the mechanism
requiring the smallest v’ will dominate, the heating seems to be balanced
by the horizontal component dominating according to whether HU or HQ is
smaller.
If HU is less than HQ, meridional advection of cooler air from polar regions
will dominate. This will result in a trough to the east of the heat source.
HU is typically of the size 3km. If K < Ks, we are looking at wavelengths
greater than 3000 km. Then the β-term must balance the right hand side
in equation 2.32, thus causing a vortex shrinking, and a sinking above the
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heat source. This again will result in a trough to the right of the heat source
higher up in the atmosphere at about 3km, causing a distinctive and rapid
westward tilt with height.
If HU is close to equal HQ, as in the case of a very shallow heat source, the
heat source is partially balanced by zonal advection with the zonal wind U.
Also here do we get a trough east of the heat source and a westward tilt with
height.
The teleconnections are found from the homogenous solutions, and the far
field response to the heat sources can be studied in the troposphere above
2-3 km. This can be is done by introducing an equivalent topography, heq,
and treating the response of the long waves as if they were generated by this
topography. The equivalent topography is introduced to the homogenous
solution by letting:
Wh = U
∂hq
∂x
(2.34)
We are studying long waves of a planetary scale and heq must therefore be
set up to have troughs over the ’ridges’; which are located upstream of the
heat source. All of this is shown in figure 2.6.
Figure 2.6: The shape of the equivalent topography heq relative to the heat
source W and the generated Rossby waves.
As ψp dominates within the heated region, it will gradually be replaced by
the homogenous solution ψh as z increases. For the long propagating waves
we are looking at, this implies a rapid westward phase shift with height that
is distinct from the westward phase shift seen in the homogenous solution
itself. The homogenous solution ψh which is dominating the field away from
the heat source, are having precisely the same characteristics as the long
waves forced by topography discussed in previous sections (Held (1983)).
The far field response once again shows an equivalent barotropic response by
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being ’dominated by equivalent barotropic external Rossby waves with the
appropriate local stationary wavelength’ (Held (1983)).
On the large scale, what makes the thermally forced stationary Rossby waves
differ from the topographic forced ones, is exactly this distinctive westward
tilt with height in the lower troposphere of the thermally forced compon-
ent, whereas the topographic component shows a more equivalent-barotropic
response throughout the troposphere. (Iversen (2007)).
These two components determine the stationary, planetary wave field. To
examine the relative importance of thermal and topographic forcing, we can
run a global circulation model, with and without topography. This has been
done by a number of researchers (Manabe and Terpstra (1974), Held (1983),
Seager et al. (2002) among others). The response is split into a thermally and
a topographically forced component, the total field being the sum of these
two.
Chapter 3
Data and Methods
3.1 General Description of CAM3
In my experiments I am using the NCAR Community Atmosphere Model
(CAM3). This model is the atmospheric component of the Community Cli-
mate System Model (CCSM). It can be run as a part of the complete CCSM
model, or as a stand-alone atmospheric model. CAM3 is run with a time
step of 20 minutes and the model output files are monthly means. It has a
T42 resolution, with a horizontal grid of 128x64, and 26 vertical levels. The
model uses hybrid coordinates (combination of sigma and pressure coordin-
ates), and is shown in figure 3.1. Most output variables are therefore given
at a vertical level and not at pressure levels.
Figure 3.1: Hybrid vertical coordinate used in CAM3. (Source:
http://www.ccsm.ucar.edu/models/atm-cam/docs/usersguide-chapter3.5)
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CAM3 is run with a default prescribed SST’s and ice cover. The standard
SST dataset is a climatological dataset containing 12 monthly time samples.
It can also be run with a multi year SST dataset of 50 years starting in
1949, with varying SST from year to year. The data model simply reads and
interpolates SST data. It does not allow any feedback with the ocean.
The model can be run in the default mode described above, or it can be run
with a slab ocean model (SOM), which allows for ocean-atmosphere feed-
backs. SOM is run with a mixed ocean layer depth and an ocean-atmosphere
flux. Instead of having a prescribed SST and ice fraction, a mixed layer
temperature and ice fraction is predicted in SOM as output variables by the
model. A complete description of the model can be found on at: http://
www.ccsm.ucar.edu/models/atm-cam/docs/description/.
To show the results, I have been using the plotting program IDL. To calculate
the winter, summer and annual means, I have been using NCO.
3.2 Model Runs
I ran several modified runs in addition to a control run. In the following
subsections I will describe the different runs, and how they were modified
and created. I will also discuss some difficulties associated with the different
modified runs. The control run and most of the modified runs were run
using the default model with the climatological SST’s. The slab ocean model
(SOM) was only used in the ’Q run’ and is described at the end of this chapter
in section 3.2.6.
I started my default model runs in September of 1974 and ran most of them
for 19 successive years. I allowed the model four years equilibrium time, and
then I used the last 15 years to calculate the mean. The SOM model was
run for 49 years.
3.2.1 CR
First, I performed a control run (CR) running the model with no modific-
ations. I actually did two control runs. One using the climatological mean
SST’s, the other using the year to year SST data set. The two runs produced
only small differences when averaged over 15 years. As I am not interested
in the year to year variations, but merely the large scale long time overall
picture, I decided to simply use the climatological mean SST dataset. This is
the dataset I am using throughout all my runs. The model produces monthly
mean output files. I averaged the output files for a 15 year period of the three
winter months of December, January and February (DJF) starting in Decem-
ber of 78’. For the summer months of June, July and August (JJA), I started
in June 79’.
The model uses an SST input file, which has temperature values at every
grid point. Running the model, it checks if the grid is land or ocean fraction.
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If it is ocean, it uses the SST in the input file, if it is land the value is
ignored. The model output variable SST only gives the surface temperature
of water, and no value for land. However, the model output TS, which is
the model surface temperature, is identical to the SST over water, but also
contains the calculated model values for land areas. The surface temperature
is a radiation based temperature and is different from the air temperature of
the lowest level of the model. However, the temperatures are in fact almost
everywhere identical, with the exception of areas close to waters (ocean,
lakes, and bays). Presenting the SST’s, I will use TS as it makes for better
representation on plots. The output variable TS shows the SST’s in the ocean
and the surface temperature over land. Therefore, using the TS of waters is
in fact the exact same as the SST variable. The top figure in 3.2 shows the
TS distribution for DJF of the 15 year mean
Figure 3.2: Surface temperature TS (land) and SST (ocean) for December-
February for the 15 period of the control run (top figure) and z run (bottom
figure). Contour intervals are 4◦C. (Larger color plot of the top figure will
be used in section 4.1.)
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3.2.2 Z run
In my first modified run (Z run) I wanted to reproduce similar results as those
in an earlier master thesis by Mathisen (2000). Although the approach is a
little different, the purpose is to erase the surface ocean currents. The cur-
rents are seen as the distinctive north east tilt of the SST’s. By eliminating
this tilt, we will erase the effect of ocean currents on the overlaying atmo-
sphere. Taking the average of the SST at every latitude of the North Atlantic
and the North pacific separately, gives us a zonal SST distribution. This can
be done in two ways; either by altering some of the model programming code
dealing with the SST’s, or averaging the SST data in the model input file
directly. Only the lager sea areas are averaged, not semi-enclosed basins like
the Baltic sea and the Mediterranean. As Mathisen (2000) altered the model
code, I chose to average the model input file. The results are similar. I aver-
aged the SST’s of each latitude, but left the sea ice fraction unchanged. The
result from the model output TS is shown in figure 3.2.
In a later run, I made a few more alterations to the input SST file. Using
the averaged input file, I then lowered the SST’s and also expanded the ice
cover in the North Atlantic. This is discussed in section 3.2.5.
3.2.3 M run
In this run I removed the topography in the northern hemisphere. Similar
experiments have previously been done by a number of researchers (Man-
abe and Terpstra (1974), Held (1983), Seager et al. (2002) among others). I
removed the topography by altering the model topographic input file. The
result of this is shown in figure 3.3. I only removed the topography of the
northern hemisphere. I may have removed the topography all together, but
decided not to as I am primarily studying the northern hemisphere. Most of
the major topography is found in the northern hemisphere, with the excep-
tion of the Antarctic - which in fact is far from my area of emphasis. Also
shown in figure 3.3 is the original topography of the control run.
3.2.4 East run
Removing the topography, gives us some indication of the role of the moun-
tains on the atmospheric circulation. But how would different topography
affect the circulation and the climate? How important is the position of the
Rockies on the Icelandic Low and the climate of Europe? What would the
effect on Europe be if the position of the Rockies had been different? What
if we had topography on the east coast of North America?
To answer some of these questions and understand the relative importance of
the Rockies on the position of the Icelandic low and the European climate I
ran an additional experiment. I removed the topography of the Rockies and
instead enhanced the topography of eastern North America (the Appalachi-
ans and Labrador) by 6x its model values. This is the East run. This change
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Figure 3.3: Topography for the control run (top figure). M run (middle
figure), with no topography in the Northern Hemisphere. East run (bottom
figure), with no Rockies but mountains on the east coast of North America.
Contour intervals are 1000m.
30 CHAPTER 3. DATA AND METHODS
was introduced to the model by altering the topographic input file. All other
model input data was left unchanged. Unlike the other runs, this one was
only run for 9 years, with a 5 year average. The new topography is shown in
the bottom figure of 3.3 and the plot is based on the model output variables.
To my knowledge, I do not know of anyone who has done a similar experi-
ment, and I therefore have no comparisons.
3.2.5 Ice run
In this run I covered the northern most areas of the North Atlantic with
sea-ice. This was done in an attempt to erase the large land-sea contrast in
the North Atlantic and to achieve a geography more like that in the North
Pacific.
The approach is similar to the Z run. I used the same averaged zonal SST’s.
In addition, I lowered the SST in the area north of Iceland to below ocean
freezing temperature. However, this produced few changes from the Z run.
The area had no new ice and it was still open water. The ice fraction was
unchanged, and no new sea ice had developed. I realized in order to get an
ice cover, I also had to change the sea ice fraction in the SST model input
file.
I then did another run where I lowered the temperature and changed the
sea-ice fraction to cover the area north of Iceland with sea ice. No changes
were made in the Pacific. The ice cover from this run is shown in figure 3.4
and is from the model output variable.
Figure 3.4: The winter mean (DJF) sea ice cover of the ICE run. The figure
is showing ice fraction of 10% or more. Ice fraction of 50% or more has been
introduced north of Iceland. No changes were made in the Southern Ocean.
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3.2.6 Q run
All the previous runs have a fixed SST and ice-cover. In the previous run, we
covered the Nordic Seas with sea-ice. However, this is unrealistic as we have
specified the lower boundary conditions. We need a more realistic model
with ice feedback, where we can study the effect of the ocean heat transport
(OHT). To examine this, we do the Q run using the SOM model.
I did not have the opportunity to run the SOM model of CAM3. Instead, I
will use the results from a model run previously done by Jens Debernard at
the Norwegian Meteorological Institute. His run was just what I had wanted
to do if I had the opportunity to run the SOM model.
The qflux used in the SOM model is the total ocean to atmosphere heat flux,
and is based on the heat fluxes from a control run of the default model. The
qflux was set to zero and the ice fraction was allowed to vary. Zero qflux will
in essence ’remove’ the effect of ocean heat transport. However, the model
does allow for seasonal storage and release of heat. With the zero qflux, no
heat is transported northward by the ocean. We find, as a result, that the ice
cover expands southwards. In the start the ice cover grows rapidly, but after
20 years it slows down and is starting to reach an equilibrium. However, after
49 years, which is how long the model was run, the ice edge is still growing,
although very slowly. This only shows how long it takes model to reach an
equilibrium when we allow for ice feedback. The winter mean ice-cover at
the end of the run is shown in figure 3.5.
Figure 3.5: The ice-cover for the last 5 years of the 49 years long run of the
SOM model with zero qflux. The figure is showing ice fraction of 50% or
more.
Running the SOM model and allowing for the ice-cover to expand gives an
indication of how important the ocean currents and its heat transport can
be. Keep in mind the minor contribution of the heat transport done by the
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ocean. In the model the atmosphere is still allowed to transport just as much
and even more heat northward as before.
How well does CAM3 model sea ice? Is the constant expanding and growth
of the ice cover in the model realistic? Different models have different ways
of treating sea ice, as shown by Winton (2003). He used a several models to
study the response to the changes in the ocean currents. Some show unstable
ice growth, often due to snow cover on ice that did not melt. The effect of
currents is hard to estimate as long as models do not have a good ice inter-
pretation. However, his results indicated an ice growth when the currents are
reduced by 50%. Similarly, ice is reduced when the ocean currents increase
by 50%. We also know from paleoclimatic reconstructions that the ice cover
has in some time period extended more south. It is therefore plausible that
the ice cover can grow south when the OHT is shut off. Also, my goal is not
to analyze model representation of sea ice, but to study the impact of sea
ice on the atmospheric circulation. I will present some results from this run,
and argue how this emphasizes the importance of the ocean heat transport.
Chapter 4
Results and Discussion
I will now discuss the results from my model runs. First, I will study the
control run. Then, I will look at the modified runs and compare these results
with the control run. In the analysis I will primarily focus on the winter
circulation, as is traditionally done, due to the stonger dynamics of the winter
time.
To gain an understanding of the circulation, I focus on the sea level pres-
sure, the geopotential and the temperature fields. I start by examining the
results from the control run, which conforms to our general expectations
for the mean atmospheric circulation. I will look at the variables and their
anomalies from the zonal mean. First I consider the psl, then the geopoten-
tial at different pressure levels throughout the troposphere. Finally I look
at the temperature distribution at sea level and at different pressure levels
througout the troposphere.
I then compare the modified runs to the control run. At the start of every
new run I give a brief summary, the results in terms of similarites and changes
relative to the control run. I then study the different variables in detail and
examine the changes compared to the control run.
The figures of the geopotential anomaly at 700 hPa around 30◦N may be
a bit confusing. The topography of Antarctica and the Himalayas are still
existent at 700 hPa, and the anomaly values around this latitude is better to
just be ignored.
To make the comparisons easier, the colors showing the temperature differ-
ence are the same in every run, with a set color range. Values outside this
range are white, and represent large negative or positive changes.
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4.1 Control Run
4.1.1 SST
Figure 4.1: TS; surface temperature over land and SST over waters for
December-February of the 15 year period for the control run. Temperat-
ure is shown in Celsius and the contour intervals are 4◦C.
The TS of the control run (CR) is shown in figure 4.1. The most striking
feature is of course the warm waters of the North Atlantic which results in ice
free waters stretching as far north as 70 and 80◦N. Throughout the northern
hemisphere, sea-ice is normally bounded to the south by land areas around
70◦N. Around Canada and the Pacific sea-ice expands as far south as 60
and 50◦N. Keep in mind, this is the winter mean of December through to
February, whereas maximum ice extent is normally March/April. None the
less, the open waters of the North Atlantic enables large ocean to atmosphere
fluxes, heating the overlying atmosphere and surrounding area.
The TS also shows large land-ocean temperature contrasts which is typical
for Northern Hemisphere winters. This contrast is particularly large on the
western side of the North Atlantic. Studying the isotherms of SST in the
North Atlantic, it clearly shows a distinctive north-east tilt, from Florida
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through to Iceland, Norway and Svalbard. This is the imprint of the Gulf
Stream and the North Atlantic Drift. Off Spain and North Africa, the water
is cooler than what we find on the western boundary of the North Atlantic.
This is the Canary Current which is cooler due to an up-welling in this area.
The same pattern is also seen in the North Pacific with warm waters around
Japan and cooler waters off California. Although I will primarily focus on
the Northern Hemisphere, it is also worth noticing the colder surface waters
found on the eastern boundaries oceans; off the coast of southwest Africa
and South-America.
4.1.2 Sea Level Pressure and its Anomaly
The sea level pressure is shown in the top figure of figure 4.2. The pressure
locations and the large scale structures are easily recognized. The highs
are dominating the continents at lower to mid latitudes. The Aleutian and
Icelandic lows are stretching over most of the North Atlantic and North
Pacific Ocean basins. The center of the IL is located immediately after the
Labrador area where we find very strong temperature gradients. This is seen
by comparing figure 4.1 with figure 4.2.
Shown in bottom figure 4.2 is the anomaly of zonal mean psl. The high
over Asia, the Aleutian Low and particularly the Icelandic low are clearly
seen in the anomaly pattern. Anomalies of this magnitude are not found
in the southern hemisphere. Both the highs over North America and the
Azores seem to almost vanish in the zonal anomaly. This is primarily due to
the much stronger signal of the high over Asia due to the Himalayas. The
anomaly of the IL stretches across the North Atlantic closely following the
tilt of the isotherms. The vertical structure created by the pressure pattern
at sea level will be studied by looking at the geopotential. This will be
examined in the next section.
Comparing the control run with observations from NCEP reanalysis (figure
2.3) for the same time area, show a similar large scale pattern. However,
there are some small discrepancies. The model simulation shows slightly
higher pressure of the Azores High than the reanalysis. The model also over-
estimates the strength of the Icelandic Low, which is also stretching too far
east for the model run. However, the model simulation and the reanalysis
use different SST data. The model is using a climatological mean, whereas
the reanalysis are using year to year SST data. As I am only interested in the
response to changes done to/in the model, and not comparisons with observa-
tion, the difference between model and reanalysis is not of great importance
to my comparisons.
4.1.3 Geopotential and its Anomaly
To gain further understanding of the response to topography and heat sources,
let us look at the geopotential. Shown in figure 4.3 is the geopotential field
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Figure 4.2: Sea level pressure (top figure) and its zonal mean anomaly (bot-
tom figure) for December-February for the 15 year period of the control run.
Pressure is shown in hPa and contour intervals are 4hPa in both figures.
4.1. CONTROL RUN 37
Figure 4.3: Geopotential height in meters at 500 hPa for December-February
for the 15 year period of the control run (CR). Contour intervals are 100m.
of 500 hPa. We still recognize the troughs and ridges that we saw for the
sea level pressure in figure 4.2. The standing wave pattern is evidently still
present at this level, indicating that the waves propagate in the vertical. We
recognize the troughs after the Eastern Mediterranean and the Asian and
American continents, indicating a planetary wave number of 3. This is in
good agreement with observations and theory supporting the possibility of
such planetary waves (wave number). The sources for these waves are the
topographies of the Himalayas and the Rockies, and the heat source of the
North Atlantic. This is exactly as was explained in sections 2.4.2 and 2.4.3.
There are no distinctive wave patterns in the southern hemisphere summer
geopotential (figure in AppendixA). The geopotential contours are quite
zonal, similar to what we saw for the sea level pressure. There are no large
topographic features to set up waves, nor any distinctive heat sources due to
an even distribution of SST’s around the Antarctica. This shows the distinc-
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tion between the two hemispheres. Now, let us examine how the anomaly
pattern extends through different levels in the vertical. The geopotential
zonal mean anomaly at 700, 500 and 300 hPa are shown in figure 4.4.
Looking at the northern hemisphere 700 hPa anomaly we see two distinctive
negative anomalies and three positive. The positive and negative anomalies
correspond to the high and low pressure areas. However, the patterns do
not exactly match the psl anomaly patterns. The location of the high over
Asia corresponds well with the positive anomaly over Asia. (Only slightly
shifted to the west at 500hPa). The same goes for the positive anomaly over
North America and the Azores, and these are somewhat more distinctive for
the geopotential than psl. The locations of the two negative geopotential
anomalies however, do not correspond to the Aleutian Low anomaly, and
certainly not to the location of the Icelandic Low anomaly.
From 700 hPa and higher in the troposphere, the anomaly patterns show just
a tiny phase shift with height. The reason for this may stem from the fact that
waves forced by topography show an equivalent barotropic response in the
vertical. Waves forced by thermal heat sources show a distinctive baroclinic
response in the lower troposphere. The negative anomaly west of Greenland
may therefore partially be the baroclinic response to the IL, showing a dis-
tinctive westward tilt with height in the lowest part of the troposphere. This
was described in section 2.4.3. Higher up in the troposphere, the response
to a heat sources is more or less equivalent barotropic. This is also what we
see in figure 4.4, which shows little phase shift in anomaly above 700 hPa.
However, the strong negative anomaly is not only due to the low pressure sys-
tems. Then we would expect the negative anomaly over North America to be
stronger than the one after Asia. This is not the case as the negative anomaly
west of Asia is more significant than the one over eastern North America.
This must be due to the more significant topography of the Himalayas. It
might therefore seem as though the responses to mountains and heat sources
coincide above the lower troposphere, enforcing the signal somewhat.
The anomalies tend to show some intensification in amplitude with height,
and this corresponds with what I explained in section 2.4.2.
4.1.4 Air Temperature and its Anomaly
Figure 4.5 shows the air temperature distributions for the bottom layer of
the model. Similar to the isotherms of the SST in the North Atlantic (fig-
ure 4.1), the air temperature is also showing a distinct north-east tilt of its
isotherms. The air temperature follows the warm waters and shows a large
temperature gradient bordering the ice-edge in the northern Atlantic. This
makes sense considering how the ice cover acts to hinder the heat exchange
to the atmosphere. Moving away from the ocean the air temperature drops
significantly over land. There are also strong temperature gradients off the
eastern side of the continents in the northern hemisphere with cold air masses
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Figure 4.4: Geopotential zonal mean anomaly at 700hPa (top), 500hPa
(middle) and 300hPa (bottom) for December-February for the 15 year period
of the control run (CR). Contour intervals are 50m. White areas are large
values omitted due to topography at 700hPa.
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Figure 4.5: Air temperature for December-February of the 15 year period of
the Control Run. Temperature is shown in Celsius and the contour intervals
are 4◦C
intruding south. This cold air advection is a result of the troughs created
downstream of topography.
Figure 4.6 shows the zonal mean air temperature anomalies at different levels
in the troposphere. The top figure shows the anomaly of the model bottom
layer temperature shown in figure 4.5. It shows warm anomalies over the
North Atlantic and Pacific, and cold anomalies over the continents, partic-
ularly in association with topography. This illustrates the great land sea
contrast we find in the winter, hence the continental and maritime climates.
The most striking anomaly is the warm anomaly over the North Atlantic
stretching far into the Greenland and Barents Seas. At the most, the an-
omaly is more than 20◦C warmer than the zonal average at 70◦N. A warm
anomaly is also found in the North Pacific close to the coast of Alaska. How-
ever, its magnitude is far from what we find in the Atlantic, but it is located
further south, bounded by Alaska to the north. The comparable anomaly at
this latitude in the Atlantic is still a few degrees higher. The west coasts are
considerably warmer than the east coasts at the same latitude. This tem-
perature contrast is particularly large across the North Atlantic, and less,
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Figure 4.6: Air temperature anomaly at model bottom layer (top), 850hPa
(middle) and 300hPa (bottom) for December-February of the 15 year period
of the Control Run. Contour intervals are 4◦C in the top two figures and 2◦C
in the bottom figure.
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but clearly apparent, in the North Pacific. However, we notice the obvious
difference in geography between the two ocean basins which allows for open
water far north in the Atlantic, but creates a natural northern limit in the
Pacific.
The warm air anomalies closely resembles the warm water anomalies of the
SST (found in AppendixA), indicating a strong interaction between the ocean
and the overlying atmosphere. We find cold air anomalies downstream moun-
tains and a transition to warm anomalies where we have troughs in the pres-
sure and geopotential wave field. This shows that we have a cold air advection
to the south and warm air advection to the north, flowing closely parallel to
the isotherms of the SST.
The vertical temperature field seen in figure 4.6 shows that the heat sources
decrease rapidly with height. Already at 850 hPa, the temperature anomaly
over the North Atlantic and Western Europe is reduced by more than half. So
is the temperature anomaly over eastern North America. The temperature
difference across the North Atlantic is also lowered. However, the anomalies
are not so concentrated anymore, and seem to cover over a broader area. At
300 hPa the anomalies in the northern hemisphere have almost vanished. The
rapid decay of the temperature anomalies, in particular the positive anomaly
over the North Atlantic only show that heat sources are shallow, and have
the greatest effect near the surface.
(The top figure is at the model bottom layer, not a pressure level. The
bottom two figures are at pressure levels. However, the levels in the model
that approximately correspond to the pressure levels, show the same pattern.)
Heat Fluxes, Air Temperature and SST’s
The top figure of 4.7 is a close-up of the North Atlantic showing the air
temperature shown in figure 4.5 on top of the SST’s shown in figure 4.1.
Here we see how closely the SST’s and air temperature isotherms follow each
other in the North Atlantic. On average, the air temperature is about 4◦C
colder than the SST’s across the Atlantic. The difference is greater along the
east coast in the Gulf Stream region. According to theory in chapter 2.3.2
this means an ocean to atmosphere heat flux. This can be calculated and
discussed in terms of the sensible- and latent heat flux. The sum of these
two fluxes is shown in the bottom figure of 4.7. The heat flux is particularly
large over the Gulf Stream region with fluxes exceeding 350 W/m2 and with
fluxes of 200 W/m2 as far north as Svalbard. The largest heat fluxes are
clearly happening over the oceanic currents of the Gulf Stream, the North
Atlantic- and Norwegian Current, showing how the warm waters are heating
the overlying atmosphere. There are also medium large heat fluxes over
the Labrador Sea, although this is particularly due to very cold air and not
necessarily so warm waters.
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Figure 4.7: Top figure: Air temperature and SST in the North Atlantic for
December-February of the 15 year period of the Control Run. Temperature
is shown in Celsius, contour intervals are 4◦C. Only positive values of SST
are shown. Bottom figure: Heat fluxes in the North Atlantic for the same
time period. Fluxes are shown in W/m2, contour intervals are 50 W/m2.
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4.2 Z run
Summary
In this run I averaged the SST’s latitudinally to produce zonal SST’s. By
removing the surface signature of the ocean currents, we can test if the SST
has a steering effect on the winds. We can also get an indication of the
impact of ocean currents on the European climate. The result showed little
change in the large scale circulation. However, we did see a small relocation
of the Icelandic Low towards the south-west, to a position just off the tip
of Greenland. The temperature showed a small cooling of up to 2◦C over
Europe, also stretching into most of northern Asia.
The results are studied in detail below, with particular emphasis on the North
Atlantic region.
4.2.1 Sea Level Pressure and its Anomaly
Figure 4.8 shows the pressure pattern of the Z run. The large-scale pressure
pattern of the Z run is similar to the control run. We recognize all the same
highs and lows. There are only small differences.
Figure 4.8: Sea level pressure for December-February for the 15 year period
of Z run. Pressure is shown in hPa and contour intervals are 4hPa.
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The changes of the Z run can be seen by looking at the difference in pls
between the Z run and the control run, shown in figure bottom figure of
4.9. Generally, we see an increase in psl north of 60◦N over Scandinavia and
Siberia. South of 60◦N in the North Atlantic, there is a tendency of reduced
pressure. The most significant pressure reduction is found off Newfoundland,
and this is most likely directly due to the relocation of the IL. The center
of the Icelandic Low has moved a little south and west, just off the tip of
Greenland. It is also more concentrated to this region and the intensity of it
is just slightly higher (lower pressure) than in the control run.
As a result, the pressure increases slightly over Scandinavia, and the high
over Asia seems to strengthen slightly in both intensity and in extent over
Siberia. The relocation of the Icelandic Low, however small, reduces the
western part of the Azores High, thus causing a slight pressure drop in this
area as well. However, the trough over the Eastern Mediterranean is a little
more pronounced.
The anomaly from the zonal mean pressure is shown in the upper panel of
figure 4.9. At first glance the large scale anomaly pattern is similar to that of
the control run. We only see small diffrences. The positive anomaly over Asia
has increased in extent. The negative anomaly associated with the Icelandic
Low show a little change in pattern in the area west and south of Greenland.
Also the anomaly does not stretch as far south and north as in the control
run, and is slightly less asymmetric.
In the Pacific region, there is a weak pressure reduction, and is probably due
to the changes in SST. The anomalies over the Pacific and North America
show little or no change. There is a slight increase in the positive anomaly
over the Rockies compared to that in the control run.
The tropics and the southern hemisphere show no or insignificant changes in
sea level pressure and anomaly. Thus the changes seem to be mostly confined
to the northern hemisphere where the forcing is.
4.2.2 Geopotential and its Anomaly
Top figure of fig 4.10 shows the anomaly pattern of the geopotential at 500
hPa. It shows a very similar large scale anomaly pattern as the control run,
and we recognize all the same positive and negative anomalies.
Once again there are only small differences. The most extreme anomalies
however, are somewhat reduced. The positive anomaly over Russia is stretch-
ing further north than in the control run. This is probably due to the weak-
ening of the IL to the east. However, this anomaly is more separated from
the anomaly to the west. This reduces the anomaly in eastern Europe, thus
causing a little bit more distinctive standing wave pattern with its positive
and negative anomalies wrapping around 50◦N latitude. The positive anom-
aly over Western Europe is slightly reduced which is probably also due to
the weakening of the AH in this area. The negative anomaly associated with
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Figure 4.9: psl zonal mean anomaly (top figure) for December-February for
the 15 year period of Z run. The difference in psl (bottom figure) between Z
run and the control run for the same period. Pressure is shown in hPa and
contour intervals are 4hPa for the anomaly and 2hPa for the difference.
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the IL is a little strengthened, whereas the anomaly associated with the AL
is slightly reduced.
Bottom figure of fig 4.10 shows the difference at 500 hPa geopotential between
the Z run and the control run. The pattern closely resembles that of the
difference in psl. A reduction in the geopotential is found over the central
parts of Europe and the North Atlantic, with a difference exceeding 20 m.
There is also a negative difference west of North America.
There is a positive difference in the geopotential stretching from the North
Atlantic and all over Asia north of 65◦N, of up to 40 m. This difference was
also seen in the pressure at sea level, and is probably a result of cooler waters
in the Barents Sea area, thus reducing the effect of the IL and increasing the
pressure in the northern areas. Aside from this there are small or insignificant
changes in the two hemispheres. The southern hemisphere shows little or no
changes in the anomaly pattern as well.
The changes seen in the geopotential at 500 hPa show that SST anomalies
have an influence higher in the troposphere. Once again the changes are
primarily localized to where the forcing takes place.
4.2.3 Air Temperature and its Anomaly
The bottom figure of 4.11 shows the difference in air temperature from the
control run. The air temperature clearly shows the imprints of the SST anom-
alies (figure in AppendixA). In Z run we have warmer waters off Africa, Cali-
fornia and particularly Labrador than in the control run. This is areas where
cold surface waters have been latitudinally averaged out with the warmer
waters of the North Atlantic currents. A cooling of the SST’s is found in the
North Atlantic off Northern Europe. The difference in SST is clearly reflected
in the air temperature. However, we see an immediate temperature differ-
ence not only over the SST anomalies. The effect of the SST’s is stretching
far eastward over the continents. This is similar to what Held and Kushnir
(1996) found; SST anomalies causing a warming/cooling of the atmosphere
over and to the east of the SST anomaly center.
The most significant cooling of almost 3◦C is found over most of Eurasia.
This cooling is probably a result of the relocation of the IL, and a reduction
the atmospheric temperature advection with the westerlies.
There is also a small local cooling in air temperature west of British Columbia
and a warming off California. These differences over waters are directly due
to the averaging of SST’s in the North Pacific.
The large scale anomaly pattern of Z run is shown in the top figure of 4.11
and is also similar to that of the control run. However, the air temperature
show the signature of the zonal SST’s underneath. Across the North Atlantic
latitude of 45-50◦N, there is a reduction in temperature asymmetry of about
6◦C. South and north of this, the reduction in temperature asymmetry is a
little less. Once again, we see little or insignificant changes at lower latitudes
and in the southern hemisphere
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Figure 4.10: Geopotential anomaly at 500 hPa (top figure) for December-
February for the 15 year period of Z run. The difference in geopotential
(bottom figure) between Z run and the control run for the same period. Geo-
potential is shown in meters and contour intervals are 50m for the anomaly
and 20m for the difference.
4.2. Z RUN 49
Figure 4.11: Air temperature anomaly (top figure) for December-February
for the 15 year period of Z run. The difference in air temperature (bottom
figure) between Z run and the control run for the same period. Temperature
is shown in C and contour intervals are 4◦C for the anomaly and 2◦C for the
difference.
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Air Temperature and SST
When starting the thesis, one of our first hypotheses was to find out if the
SST was steering the overlaying wind. For example, Spall (2007) showed that
on small scales the wind has a tendency to line up with the SST’s. Would
a more zonal SST give a more zonal flow over the North Atlantic? To some
extent it does, but far from as much as we had expected.
However, as seen in figure 4.12, the air temperature seems to somewhat line
up with the SST’s. This is particularly clear outside of North Africa and
Spain. However, I suspect the flow coming off the continent is so cold that
an immediate line-up is impossible due to a too great temperature difference.
It would be exiting to see what would happen if the North Atlantic was a
basin stretching farther to the east.
Figure 4.12: Air temperature and SST in the North Atlantic for December-
February of the 15 year period of Z run. Temperature is shown in Celsius
and the contour intervals are 4◦C. Only positive values of SST are shown
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4.3 M run
Summary
In this run I removed the topography in the northern hemisphere. This was
done to study the effect of the Rockies on the climate of Europe. The pressure
field shows all the same highs and lows, but is more zonal and symmetric.
Also, there is a significant drop in pressure world wide, particularly at high
latitudes. The Icelandic Low undergoes a large intensification of more than
30 hPa and a relocation of its center to the north-east. The result is a
small warming of Europe of about 2◦C, and a small cooling in the North
Atlantic in the vicinity of the Icelandic Low of about 2◦C. The mountains
have a cooling effect in North America of about 6◦C. This is the same as
Seager et al. (2002) found in their studies using a specified q-flux. However,
their studies also showed the mountains have a warming effect of about 3◦C
over Europe. This is the opposite of what we found in our model run. The
geopotential at 500hPa still shows a standing wave pattern even without
topography. However the amplitude is reduced roughly by half.
The results are studied in detail below, with particular emphasis on the North
Atlantic region.
4.3.1 Sea Level Pressure and its Anomaly
Figure 4.13 shows the sea level pressure when I run the model with no topo-
graphy in the northern hemisphere. The large scale pressure is more zonal in
the northern hemisphere and there is an overall drop in pressure over both
land and ocean in both hemispheres compared to the control run. This is
interesting considering that only the topography in the northern hemisphere
was removed. However, as seen in figure 3.3, most of the significant to-
pography is in the northern hemisphere, with the exception of Antarctica.
The large influence of northern hemisphere topography on pressure in the
southern hemisphere certainly indicates teleconnection interacting across the
hemispheres. There is a drop of more than 20 hPa over the otherwise isolated
continent of Antarctica.
Although the pressure pattern is more zonal, we still have the same distinctive
highs and lows in both hemispheres. In the northern hemisphere, we still have
the three mid-latitude highs, although reduced in pressure. The reduction
is particularly large over Asia, which shows a drop of around 20hPa. The
highs over the Azores and California experience a drop of a little more than
10 hPa. The most noticeable change however, is the intensification of the
Icelandic Low, reaching a pressure around 960 hPa, compared to 994 hPa in
the CR. The position is also relocated further to the east. This shows how
the position of the Icelandic Low is influenced by the topography of both
the Rockies and Greenland. ( We know that the psl without topography on
Greenland show a more symmetric IL and is shown in AppendixA.) The
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Figure 4.13: Sea level pressure for December-February for the 15 year period
of M run. Pressure is shown in hPa and contour intervals are 4hPa.
Aleutian Low is a little weakened with mountains removed. This is also in
agreement with what Held (1983) found.
The difference between this run and the control run, can be seen in figure
4.14. Throughout the middle and lower latitudes of both hemispheres there
is an overall drop of at least 10 hPa. There is no pressure increase due to the
removal of the mountains, which also makes sense. Throughout the entire mid
to high latitudes of the northern hemisphere, there is a substantial pressure
drop when the mountains are removed. The largest drop is over the Nordic
Seas, stretching into Siberia. This is due to the Icelandic Low being relocated
to the east, while at the same time, the high over the continent is greatly
reduced due to the removal of topography. These results emphasize the
influence of mountains on the pressure field, the distribution and particularly
the intensity of it.
The tof figure of 4.14 shows the pressure anomaly from the zonal mean. Once
again, the most striking feature is in the North Atlantic, with a strong negat-
ive pressure anomaly. However, the anomaly is only a little stronger than the
anomaly of the CR, although the shape and location of the anomaly are now
different. While the anomaly in the control run is clearly asymmetric, with
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the strongest anomaly south of Iceland, the M run anomaly is very symmet-
ric with a broad area stretching the entire Nordic Seas, with its center east
of Iceland. The anomalies over the Asian and American continents are not
particularly strong; less than 10 hPa, but cover a broad area. Remembering,
the CR had quite a strong anomaly over the Himalayas due to its topography.
The anomaly usually associated with the Aleutian Low has now pretty much
vanished. This does not mean that the low does not exist anymore. It merely
shows that it is weaker and is substantially lower compared to the Icelandic
Low.
Despite an overall pressure reduction, the anomalies of the southern hemi-
sphere are similar to those of the control run.
4.3.2 Geopotential and its Anomaly
Figure 4.15 shows the 500hPa geopotential anomaly. Comparing the anomaly
pattern to that of the control run we see that the large scale pattern of
both hemispheres is similar, with alternating positive and negative anomalies,
resembling a standing wave pattern. However, the amplitude in the M run,
is about one third less than that of the control run.
Earlier I explained how mountains can create waves, and how these propagate
from its source, not only horizontally, but also vertically. We also saw that
waves generated by mountains had an equivalent barotropic response in the
troposphere and amplitude increasing with height. This is also the response
in the run without mountains. Although the amplitude is weaker, the signal
increases with height. (Geopotential of 300hPa and 700hPa can be found
in AppendixA). Thus, waves seem to be generated from the flow over land
(lack of heat source) not unlike topography itself. This is an interesting
result, as the response in the troposphere shows a similar pattern with or
without mountains.
However, the size of the anomalies and the difference between the positive
and negative anomalies are clearly reduced. The negative anomaly over Lab-
rador is relocated a little further east than in the control run, whereas the
positive anomaly over Asia is reduced and relocated northward. The negat-
ive anomaly over Japan shows the largest change, by an anomaly reduction
of about half of that in the control run. This large change in amplitude is
due to the massive topography of the Himalayas.
To summarize the changes in geopotential anomaly, we may say that the
locations are similar, but the amplitude is reduced without the topography.
Bottom figure of 4.15 shows the difference in geopotential height. We see
an overall reduction in both hemispheres. This correlates well with what we
saw for the difference of sea level pressure. There is a significant reduction
in geopotential by almost 320 meters in the North Atlantic. This is most
certainly due to the very strong pressure reduction around the Icelandic Low.
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Figure 4.14: psl zonal mean anomaly (top figure) for December-February for
the 15 year period of M run. The difference in psl (bottom figure) between
M run and the control run for the same period. Pressure is shown in hPa
and contour intervals are 4hPa for the anomaly and the difference.
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Figure 4.15: Geopotential anomaly at 500 hPa (top figure) for December-
February for the 15 year period of M run. The difference in geopotential
(bottom figure) between M run and the control run for the same period.
Geopotential is shown in m and contour intervals are 40m in both figures.
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4.3.3 Air Temperature and its Anomaly
Of most interest is how the removal of topography will affect the climate. I
will primarily focus on the effect of Europe by looking at the air temperature.
Keeping in mind how much the pressure changed, could we expect a similar
large change in the temperature field as well? Figure 4.16 shows the air
temperature anomaly, and its pattern is remarkable similar to that of the
control run. Particularly in and around areas close to the oceans. It is only
over land with large topography we see the greatest changes; less cold with
no topography, which also makes sense. The figure shows a strong positive
anomaly in the North Atlantic north of 60◦N, and a cold anomaly over the
continents.
Bottom figure 4.16 shows the control run subtracted from the no mountain
run, thus representing the effect of the mountains. Examining the actual dif-
ference between the two runs shows that the changes are surprisingly small,
except in mountainous areas. Without topography, we see a small cooling
of about 2◦C or so around Iceland. The rest of Europe actually experi-
ence a small warming of about 1-2◦C when we remove the topography. This
warming is gradually increasing as one is moving away from the coast and
over Eurasia. Towards the Himalayas (now not existing) it continues to in-
crease, but this change is probably directly due to no topography, whereas
the warming over Europe may result from a stronger temperature advection
over land. The increase in temperature advection is probably because the
Icelandic Low is relocated and is more intense now than it was with topo-
graphy. There is a cooling in Baffin Bay of about 4◦C, which is probably
caused by the relocation and intensification of the IL as well.
The results also show a lower temperature in the Antarctica as well when
topography is removed in the northern hemisphere. Once again, indicating
a teleconnection between the two hemispheres.
So, what do the results tell us? Although the atmosphere is doing a far
greater share of the meridional heat transport, the ocean surface currents
seem to have a greater influence on the temperature of the European winters.
There were a greater cooling over Europe when the ocean currents were
removed, compared with removing the mountains. In fact the mountains
have a cooling effect over continental Europe, but a warming effect over
Iceland. This makes sense, as the conservation of potential vorticity over
the Rockies will steer the flow from north-east across the North Atlantic,
bringing with it warm air from the south, and picking up heat as it moves
northeast. With the more zonal flow, this is not happening. To sum it up; the
mountains heat up the North Atlantic around Iceland by 2◦C, but cools down
Europe. However, the temperature asymmetry across the North Atlantic is
reduced in the no mountain model run, which also agrees with Seager et al.
(2002).
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Figure 4.16: Air temperature anomaly (top figure) for December-February
for the 15 year period of the M run and the difference in air temperature
(bottom figure) between M run and the control run, with color range: -6◦C
to +6◦C. Temperature is shown in C and contour intervals are 4◦C for the
anomaly and 2◦C for the difference. Contour intervals in white areas are 5◦.
White areas show large values outside the color range.
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Figure 4.17: Air temperature and SST in the North Atlantic for December-
February of the 15 year period of M run. Temperature is shown in Celsius
and the contour intervals are 4◦C. Only positive values of SST are shown
Air Temperature and SST
Figure 4.17 shows the SST and the overlying air temperature. It clearly
shows the same pattern as the previous runs did. The isotherms of the
air temperature closely follow those of the SST’s. We also see the distinctive
north-east tilt in the isotherms of the air temperature. This tilt exists without
the topography induced north-eastward flow. It clearly shows the signature
of the SST’s, and shows how crucial the bottom boundary is on the air
temperature. Also, notice how the isotherms are more zonal over Europe
and land due to absence of topography.
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4.4 East run
Summary
In this run I removed the Rockies entirely and enlarged the topography of
eastern North America. The result showed only small changes in the large
scale circulation pattern. Although there is a weak intensification of the
Icelandic Low, the temperature shows hardly any change over Europe and
the North Atlantic. The largest temperature changes are found in North
America and are the direct and local result of changed topography.
The results are studied below, with particular emphasis on the North Atlantic
region.
4.4.1 Sea Level Pressure and its Anomaly
Figure 4.18: Sea level pressure for December-February for the 5 year period
of the East run. Pressure is shown in hPa and contour intervals are 4hPa.
Figure 4.18 shows the new sea level pressure. The large scale pattern is
similar to the control run. The most noticeable change is of the high over
North America. This again causes an eastward expansion of the Icelandic
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Low. The Icelandic Low also shows a small intensification at its center. We
also see a stronger tilt of the isobars across the North Atlantic up to the
Barents Sea area. Also, the trough over Eastern Europe is less distinct and
is probably due to the eastward expansion of the Icelandic Low.
From figure 4.19, we examine the actual difference between the two runs.
There is a pressure drop across the entire northern hemisphere north of 70◦N,
which is be due to the change in the Icelandic Low. The difference plot
clearly shows the changes in the highs over North America and Europe,
as commented. The pressure over Asia and the North Pacific are almost
unchanged. Once again we see a pressure drop over Antarctica, of up to 10
hPa. The low latitudes show little or no changes.
The bottom figure of 4.19 shows the psl anomaly field. The large scale an-
omaly pattern is remarkable similar to that of control run, and the relocation
of the mountains only seem to have a small and very local effect on the pres-
sure anomaly pattern. Once again, we notice the very asymmetric anomaly
across the North Atlantic. It differs a little from the control run anomaly by
a larger north south stretch. The weak positive anomaly we had over western
North America in the control run is now reduced and relocated over the new
mountains to the east. All in all, the large scale pattern is still very similar
to that of the control run.
4.4.2 Geopotential and its Anomaly
The large scale pattern of the geopotential is quite similar to that of the
control run, and are shown in figure 4.20. There are rather small changes,
except for a local difference directly due to the relocation of topography. We
also see some changes at high latitudes in both hemispheres, which correlates
well with the drop in pressure we saw at sea level. There are small or no
changes in geopotential throughout the low and mid latitudes.
The pattern of the geopotential anomaly shows some changes which also
correlates with the changes seen in pressure at sea level. The positive anomaly
over North America is a bit weakened due to the removal of the Rockies. The
negative anomaly over the Labrador area is relocated just a bit to the east and
shows some interruption in pattern, which is probably due to the presence of
the new topography. This again causes a small strengthening of the positive
anomaly over Europe, which correlates with the positive change in psl. Low
latitudes and the southern hemisphere show no or only small changes. The
effect or relocating the topography shows mostly local changes.
4.4.3 Air Temperature and its Anomaly
The bottom figure of 4.21 shows the difference in temperature between the
east run and the control run. Overall, there are little changes. Europe is
experiencing little or no change in temperature at all. The changes seen over
North America are primarily due to the direct and local effect of a change
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Figure 4.19: psl zonal mean anomaly (top figure) for December-February for
the 5 year period of East run. The difference in psl (bottom figure) between
East run and the control run for the two time periods. Pressure is shown
in hPa and contour intervals are 4hPa for the anomaly and 2hPa for the
difference.
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Figure 4.20: Geopotential anomaly at 500 hPa (top figure) for December-
February for the 5 year period of the East run. The difference in geopoten-
tial (bottom figure) between East run and the control run for the two time
periods. Geopotential is shown in m and contour intervals are 40m for the
anomaly and 20m for the difference.
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Figure 4.21: Air temperature anomaly (top figure) for December-February
for the 5 year period of the east run. The difference in air temperature
(bottom figure) between M run and the control run with color range: -6◦C
to +6◦C. Temperature is shown in C and contour intervals are 4◦C for the
anomaly and 2◦C for the difference. Contour intervals in white areas are 5◦C.
White areas show large values outside the color range
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in topography. In addition to a small cooling east of Europe and in the
Antarctica, there are little or no significant changes in the air temperature.
Immediately off North America, over the Gulf Stream region, we see a tem-
perature increase. This is probably due to the lack of cold air advection over
this area. This will probably result in a decrease in the heat flux. (Figure
shown in AppendixA).
The temperature anomaly pattern is very similar to that of the control run.
The changes are small and found over eastern North America. Once again, a
local effect due to the relocation of topography. The anomaly over the North
Atlantic shows no significant change.
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4.5 Ice run
Summary
In this run we test the importance of the oceanic to atmosphere heat fluxes
from the Nordic Seas on the European climate. This is done by covering the
region in the North Atlantic north of Iceland with sea-ice. Outside this area,
the SST’s have the same zonal distribution as in the Z run. The resulting
large scale pressure pattern shows a relocation of the Icelandic Low south-
west, now with its center south of Greenland. However, there is a huge drop
in temperature over the new sea-ice and the surrounding area. This run
differs distinctly from the other runs I’ve done so far by showing a significant
cooling over Northern Europe. This clearly shows how important the ocean
to atmosphere heat flux and the sea-ice are to the climate of high latitude
areas.
4.5.1 Sea Level Pressure and its Anomaly
Figure 4.22: Sea level pressure for December-February for the 15 year period
of the ice run. Pressure is shown in hPa and contour intervals are 4hPa.
.
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Figure 4.22 shows the sea level pressure of the ice run. The large scale
pressure pattern is similar to that of the Z run. In both runs, the center of
the Icelandic Low is relocated south and west. Both runs have zonal SST’s,
but in addition to this, the Ice run has a new ice cover which results in a
stronger pressure drop in the Nordic Seas. This pressure drop also stretches
into northern Asia.
Figure 4.23 shows the difference of the sea level pressure comparing the Ice
run with the control run. The result a difference that is restricted to the
highest latitudes. Naturally, the pressure over the new sea ice is higher now
than it was in the control run with open waters. We see a small drop of 2hPa
in pressure over northern Canada and in the Labrador Sea which is probably
due to the relocation of the IL. The largest pressure change is in the area
over and around the new sea-ice.
Studying the pressure anomaly of figure 4.23 shows a similar large scale
anomaly pattern as the control run. However, the anomaly over the North
Atlantic is a little more condensed and does not stretch as far north as it
did in the control run. This is directly due to the new sea-ice cover which
causes an increase in pressure over the sea-ice. Aside from this, there are
small changes in the pressure anomaly.
4.5.2 Geopotential and its Anomaly
Top figure of 4.24 shows the 500 hPa geopotential anomaly. The large scale
pattern is quite similar to the control run and the differences are small. The
amplitude of both the positive anomaly over the Azores and the negative
anomaly over Japan, are slightly reduced and probably linked together. Also,
there is a stronger distinction between the two positive anomalies over the
Azores and Asia.
Studying the bottom figure of 4.24, we see a reduction in geopotential over
the British Isles and the North Sea. This difference is due to a more zonal
flow over the ice, thus reducing the tilt we saw in the control run. A small
and positive difference is seen over Northern Siberia and is also due to a more
zonal flow. Beside form this, there are only small and negligible changes.
4.5.3 Air Temperature and its Anomaly
The bottom figure of 4.25 shows the difference in air temperature between
the control run and the ice run. Over the new sea-ice north of Iceland, we
see a large temperature drop of more than 15◦C. This is directly caused by
the ice cover which is restricting the heat exchange between the ocean and
the atmosphere. There is a small increase in temperature off Labrador and
Africa, and is due to the more zonal SST’s, as explained in Z run. Northern
Europe experiences a significant cooling, whereas southern Europe shows no
or insignificant cooling. There is also a large increase in temperature of more
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Figure 4.23: psl zonal mean anomaly (top figure) for December-February for
the 15 year period of Ice run. The difference in psl (bottom figure) between
Ice run and the control run for the same period. Pressure is shown in hPa
and contour intervals are 4hPa for the anomaly and 2hPa for the difference.
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Figure 4.24: Geopotential anomaly at 500 hPa (top figure) for December-
February for the 15 year period of Ice run. The difference in geopotential
(bottom figure) between Ice run and the control run for the same period.
Geopotential is shown in m and contour intervals are 50m for the anomaly
and 20m for the difference.
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Figure 4.25: Air temperature anomaly (top figure) for December-February
for the 15 year period of the Ice run. The difference in air temperature
(bottom figure) between Ice run and the control run with color range: -6◦C
to +6◦C. Temperature is shown in C and contour intervals are 4◦C for the
anomaly and 2◦C for the difference. Contour intervals in white areas are 5◦.
White areas show large values outside the color range.
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than 6◦C at high latitudes north of Asia and North America. This is due to
a more zonal distribution of the temperature field.
The temperature anomaly is shown in the top figure of 4.25. The large scale
pattern is similar, except for at high latitudes. The positive anomaly over
the North Atlantic shows a reduction in both size and extent. North of
Iceland, the anomaly is reduced by half or more. Also, there is a significant
reduction of the difference in temperature anomalies between the Pacific and
Atlantic north of 65◦N. North of 70◦N, there are only small or no temperature
anomalies, which indicates an even-out of the temperatures at high latitudes.
Air Temperature and SST
Figure 4.26: Air temperature and SST in the North Atlantic for December-
February of the 15 year period of Ice run. Temperature is shown in Celsius
and the contour intervals are 4◦C. Only positive values of SST are shown
Shown in figure 4.26 are the zonal SST’s and the overlying air temperature.
Notice the strong gradient in temperature across the ice-edge. The air tem-
perature quickly drops from 0◦C to less than −15◦C, over only 5◦ latitude.
The temperature isotherms along and over the sea-ice are remarkable zonal.
South of this we see the effect of the topography on the air temperature
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over the North-Atlantic (and the North Pacific, full world figure shown in
AppendixA). As soon as we reach the ice edge, the temperature isotherms
along and over the sea-ice become remarkable zonal. This shows that the sea
ice has a stronger forcing on the surface temperature field than topography
does.
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4.6 Q run
Of all my modified runs, only Ice run showed significant cooling over Europe.
This was achieved by eliminating the land-sea temperature contrast in the
Nordic Seas by specifying an ice cover in this area. In this run, we use a slab
ocean model (SOM) to demonstrate that a similar type of ice cover occurs
if the ocean heat transport is shut off. This results in a growth of the sea
ice extending far south into the mid-latitudes, causing large changes to the
atmospheric circulation.
The most significant changes in pressure are found at high latitudes, partic-
ularly in the area of the new sea-ice. The temperature shows a huge drop
over the North Atlantic, and the isotherms show a more zonal and symmetric
distribution. This implies that the ocean is important at keeping the ice at
bay, and therefore maintains the warm European winter temperatures. The
temperature asymmetry across the North-Atlantic is greatly reduced, and
the mountains do not seem to have the same effect as previously on steering
the temperature distribution.
In the section below, the results are studied in detail for both the pressure
and temperature distributions. Geopotential fields were not available for this
run.
4.6.1 Sea Level Pressure and its Anomaly
Figure 3.5 showed the sea-ice cover of the winter mean for the last 5 years
of the Q run. Figure 4.27 clearly shows how the new sea-ice has influenced
the pressure distribution. The pressure gradients are significantly reduced,
the flow is weakened and also appears to be more zonal. However, we still
recognize the zone of high pressure systems, although with weaker intensities.
We see less of a wave pattern associated with the highs over Eurasia. There
is no distinctive trough to the east of the Azores High and the high seems to
merge with the high over the Himalayas. The Aleutian Low, and particularly
the Icelandic Low are significantly weakened as the result of a large increase
in pressure over the sea-ice. The most distinctive low is now over Greenland.
The weakening of the two lows is probably also the reason for the changes in
the highs and the lack of trough east of Europe.
The southern hemisphere is also experiencing sea-ice growth, but does not
show the same large change in pressure.
Figure 4.28 shows the pressure anomaly, and its pattern is clearly different
from that of the control run and the other runs. There is a strong negative
anomaly over Greenland, and a weak one in the North Atlantic which is
further south and very much weaker than what we have seen in the previous
runs. We still find the positive anomalies over the continents, but the strength
of the anomaly over the Himalayas is almost cut in half. We recognize less
of a standing wave pattern, as seen in the previous runs. The results show
that the sea-ice has a large impact on the atmospheric pressure distribution.
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Figure 4.27: Sea level pressure for December-February for the last 5 years of
the Q run. Pressure is shown in hPa and contour intervals are 4hPa.
4.6.2 Air Temperature and its Anomaly
Figure 4.29 shows the air temperature distribution. The pattern in the north-
ern hemisphere is distinctively different from the control run or the other
runs. (Although it more resembles that of the ice run, than any of the other
as it is just a more extreme case of the ice run.) The isotherms are quite
zonal and show none of the north-east tilt previously seen across the North
Atlantic in the open water cases. This again emphasize the air temperatures
dependence on the boundary layer and its temperature. Another striking
difference is the actual temperature, which has been greatly reduced, not
only in the North Atlantic, but in both hemispheres.
Figure 4.30 shows the temperature anomaly, and this is quite different from
the control run. It is the regions outside the ice-cover that show a positive
anomaly. This could be related to the fact that warmer air is advected
with the westerlies. The temperature anomalies and the asymmetry are
significantly reduced compared to those of the control run.
The difference in air temperature between the Q run and the CR can be
seen in figure 4.30. The difference gives some indication of the heating effect
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Figure 4.28: psl zonal mean anomaly (top figure) for December-February for
the last 5 year period of Q run. The difference in psl (bottom figure) between
the Q run and the control run. Pressure is shown in hPa and contour intervals
are 4hPa for the anomaly and 2hPa for the difference.
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Figure 4.29: Air temperature for December-February for the last 5 year
period of Q run. Temperature is shown in C and contour intervals are 4◦C
resulting from the ocean heat transport. The air temperatures in the North
Atlantic north of 60◦N are significantly cooled without the ocean heat trans-
port, by as much as 50◦C. North of 50◦N, by 20◦C or more. Aside this, we
notice that both hemispheres experience a cooling without the ocean heat
transport.
From the size of the differences in temperature and sea level pressure, this
run clearly shows the importance of ocean heat transport and sea-ice on the
climate.
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Figure 4.30: Air temperature anomaly (top figure) for December-February
for the last 5 year period of Q run. The difference in air temperature (bottom
figure) between Q run and the control run. Temperature is shown in C and
contour intervals are 4◦C for the anomaly and 5◦C for the difference.
Chapter 5
Summary and Conclusion
I have studied several factors influencing the atmospheric circulation and
the climate. The study introduced changes to the thermal and topographic
forcing by altering and removing the heat sources and topography. The
particular focus has been on Europe and the North Atlantic, to understand
better what determines Europe’s climate.
Seager et al. (2002) studied the effect of topography and ocean heat transport
to determine the reason for Europe’s mild winters, and concluded that:
• the Rockies is the main reason for Europe’s mild winters,
• atmospheric heat transport is more important than oceanic heat trans-
port in supplying heat to Europe, and
• the seasonal release of stored heat is more important than oceanic heat
transport.
We have tested their results and conducted several modified runs checking
for the climatic effect of both the ocean and atmosphere. We used the NCAR
CAM3 model in default and SOM mode. This work focuses on one control
run and five modified runs. In the first modified run I removed the surface
temperature signature due to the ocean surface currents, and in the next run
I removed the topography of the northern hemisphere. I then conducted two
more runs similar to these two. One with zonal SST’s, but with a larger sea-
ice cover. The other with an altered topography in North America. Finally,
the model was run in SOM mode and the ocean heat transport was shut-off.
This is what we found:
• Erasing the ocean surface currents causes a weak cooling of Europe and
Northern Asia.
• Removing the topography causes a weak warming of Europe and a
weak cooling in the North Atlantic.
• Relocating the topography of North America induces little change in
temperature over Europe and the North Atlantic.
77
78 CHAPTER 5. SUMMARY AND CONCLUSION
• Introducing a sea ice cover in the Nordic Seas causes a large cooling
over Northern Europe and Scandinavia.
• Shutting off the ocean heat transport results in an even larger ice-
cover. This changes the atmospheric circulation pattern and causes a
huge cooling over the North Atlantic and Europe.
Based on the results from our model runs we can conclude that:
• Topography has a large influence on the sea level pressure and the
geopotential fields. It has a lesser impact on surface temperature.
• Ocean heat sources have a profound effect on the surface temperature.
• The mild European winter is the result of having an ice-free Nordic
Seas.
• Oceanic heat transport keeps the Nordic Seas ice free. This means
that although OHT only accounts for about one fifth of the total heat
transport, it is most crucial for European climate.
Additional Comments
• Although Seager et al. (2002) did not carry out a comprehensive study
of the differences in temperature between the Atlantic coast of Europe
and the Pacific coast of North America, they provided us with an
explanation for the difference. In their GCM, they found that the
asymmetry/difference remains in both the experiments with no OHT
and no mountains. They say: ’The more fundamental reason must be
the different geographies of the two basins. The open ocean stretch-
ing north-east north of 60◦N in the Atlantic means that the Icelandic
Low is placed further north than the Aleutian Low (..) favors warming
south-westerlies winds that sweep across the maritime areas north-west
Europe.’ I also believe the differences in geography are a plausible ex-
planation for the difference between the two coasts.
• It should be noted that Seager et al. (2002) used a different model in
their experiments. In my M run, I use the CAM3 with prescribed SST’s.
Seager et al. (2002) uses the same SOM model they use on their OHT
run. Also, I am studying the winter mean, whereas Seager et al. (2002)
study only January. This may be the reason for the minor differences
in European temperature between our run and that of Seager et al.
(2002).
• How well does the CAM3 in the SOMmode model the ice growth? Rep-
resenting the thermodynamics and the mechanics of sea-ice has shown
large discrepancies between different models, and compared with ob-
servations. Sea-ice is one of those parameters that are hard to model
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correctly. The NCAR SOM model is not fully comprehensive in de-
scribing sea-ice, nor is the model used by Seager et al. (2002). However,
Winton (2003) has used different models and finds that the strength of
the ocean currents dictates the position of the ice edge.
• Nonetheless, the greatest difference between the experiment of Seager
et al. (2002) and ours, is the treatment of sea-ice. In a SOM model,
the SST’s and the ice fraction can vary as a response to forcing in the
model. However, by not allowing the sea-ice to vary, ocean will remain
open water. The difference of a sea-ice covered surface and open waters
were discussed in a previous section, and we know it makes a crucial
difference.
The results of Seager et al. (2002) showed surprisingly little effect when
the OHT is shut off. This is primarily the result that they kept the sea-
ice fraction unchanged. In doing so, Seager et al. (2002) are creating
an artificial heat source, and thus an unrealistic climatic response.
• When removing the topography of the northern hemisphere, the Icelandic
Low is relocated east and north and intensified significantly. Removing
the topography of just Greenland, the Icelandic Low relocates north
and east, and shows a small intensification. This shows that the topo-
graphy of Greenland is also important for the location of the Icelandic
Low.
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Appendix A
Extra Figures
Figure A.1: Geopotential at 500 hPa for December-February for the 15 year
period of the control run (CR). Contour intervals are 100m.
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Figure A.2: TS anomaly (top figure) and ice cover (bottom figure) for
December-February for the 15 year period of the control run (CR). 10% or
more icefraction is shown. Temperature is shown in C and contour intervals
are 4◦C.
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Figure A.3: Top figure: SST difference (anomaly) between the Zrun and CR.
Temperature is shown in C and contour intervals are 2◦C. Bottom figure:
PSL of the 5 year period of the G run. (No topography on Greenland).
Pressure is shown in hPa and contour intervals are 4hPa.
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Figure A.4: Geopotential anomaly at 700hPa (top figure) and 300hPa (bot-
tom figure) for December-February for the 15 year period of the M run.
Anomaly is shown in m, and countor intervals are 40m.
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Figure A.5: Top figure: Heat flux in the North Atlantic region for December-
February of the 5 year period of the East run. Flux is shown in W/m2
and contour intervals are 50 W/m2. Bottom figure: Air temperature for
December-February for the 15 year period of the Ice run. Temperature is
shown in C and contour intervals are 4◦.
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Figure A.6: Sea level pressure (top figure) and air temperature (bottom fig-
ure) for June-August for the 15 year period of the control run (CR). Pressure
is shown in hPa and contour intervals are 4hPa. Temperature is shown in C
and contour intervals are 4◦.
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