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Re´sume´
La re´solution de contraintes sur les nombres a` vir-
gule flottante soule`ve des proble`mes critiques dans de
nombreuses applications, notamment en ve´rification de
programmes. Jusqu’a` maintenant, les algorithmes de fil-
trage sur les nombres a` virgule flottante ont e´te´ limite´s
a` la 2B–consistance et ses de´rive´es. Bien que ces fil-
trages soient conservatifs des solutions, ils souffrent des
proble`mes bien connus des consistances locales, e.g., leur
incapacite´ a` traiter efficacement les occurrences multi-
ples de variables. Leurs limitations proviennent aussi de
la pauvrete´ des proprie´te´s de l’arithme´tique des nombres
a` virgule flottante. Afin de pallier a` ces limitations, nous
proposons dans cet article un nouvel algorithme de fil-
trage de contraintes sur les flottants qui repose sur des
relaxations successives sur les re´els du proble`me initial
sur les flottants. Des bornes conservatives des domaines
sont obtenues a` l’aide d’un solveur de programme line´aire
mixte (MILP) applique´es a` des line´arisations conserva-
tives de ces relaxations. Les re´sultats pre´liminaires sont
prometteurs et montrent que cette approche peut effec-
tivement acce´le´rer les filtrages par consistances locales.
Abstract
Solving constraints over floating-point numbers is a
critical issue in numerous applications notably in pro-
gram verification. Capabilities of filtering algorithms over
the floating-point numbers have been so far limited to
2b-consistency and its derivatives. Though safe, such
filtering techniques suffer from the well known patho-
logical problems of local consistencies, e.g., inability
to efficiently handle multiple occurrences of the vari-
ables. These limitations also take roots in the strongly
restricted floating-point arithmetic. To circumvent the
poor properties of floating-point arithmetic, we propose
in this paper a new filtering algorithm which relies on
various relaxations over the reals of the problem over
the floats. Safe bounds of the domains are computed
with a mixed integer linear programming solver (MILP)
on safe linearizations of these relaxations. Preliminary
experiments on a relevant set of benchmarks are very
promising and show that this approach can be very ef-
fective for boosting local consistency algorithms over the
floats.
1 Introduction
Les logiciels critiques s’appuient de plus en plus sur
le calcul en virgule flottante. Par exemple, les syste`mes
embarque´s sont controˆle´s par des logiciels qui utilisent
des mesures et des donne´es de leur environnement e´val-
ue´es par des nombres flottants. Les calculs effectue´s
sur ces nombres font l’objet d’erreurs d’arrondi. Ces
erreurs d’arrondi peuvent avoir des conse´quences im-
portantes et meˆme, modifier le flot de controˆle du pro-
gramme. Ainsi, la ve´rification de programmes qui ef-
fectuent des calculs sur les nombres flottants est un
proble`me clef dans le processus de de´veloppement de
syste`mes critiques.
Les me´thodes de ve´rification de programmes
nume´riques sont principalement issues des me´thodes
classiques de ve´rification de programmes. La ve´rifica-
tion borne´e de mode`les (BMC) a largement e´te´ util-
ise´e pour de´tecter des bugs lors de la conception de
processeurs [3] ou de logiciels [10]. Les solveurs SMT
sont aujourd’hui pre´sents dans la plupart des out-
ils de BMC pour manipuler directement des formules
de haut niveau [2, 8, 10]. L’outil CBMC de ve´rifica-
tion borne´e de mode`les code chacune des ope´rations
sur les flottants comme une fonction logique sur des
vecteurs de bits. Cet encodage ne´cessite l’introduc-
tion de milliers de variables additionnelles et rend sou-
vent le proble`me insoluble [6]. D’autres outils base´s sur
l’interpre´tation abstraite [9, 20] peuvent montrer l’ab-
sence d’erreurs d’exe´cution (e.g., la division par ze´ro)
dans des programmes nume´riques. Graˆce a` une sur-
approximation du calcul sur les flottants, ces outils
sont conservatifs de l’ensemble des solutions. Cepen-
dant, cette sur-approximation peut eˆtre tre`s large et,
par conse´quent, ces outils rejettent un nombre signi-
ficatif de programmes valides. La programmation par
contraintes (CP) a aussi e´te´ utilise´e pour la ge´ne´ra-
tion de cas de tests [12, 13] et la ve´rification de pro-
grammes [7]. La CP offre de multiples be´ne´fices tels
que la capacite´ de de´duire des informations de prob-
le`mes partiellement instancie´s ou de fournir des contre-
exemples. La programmation par contraintes est dote´e
d’un cadre tre`s flexible qui facilite l’inte´gration de nou-
veau solveurs sur des domaines spe´cifiques comme les
solveurs sur les flottants. Notons que les solveurs sur
les re´els ne sont pas capable de traiter correctement
l’arithme´tique sur les flottants. Des solveurs de´die´s
et corrects sont donc requis par les outils de pro-
grammation par contraintes et de ve´rification borne´e
de mode`les pour tester ou ve´rifier des programmes
nume´riques 1.
Les techniques existantes de re´solution de con-
traintes sur les flottants sont base´es sur une adapta-
tion des consistances locales sur les re´els (e.g. box-
consistance, 2B-consistance) [19, 18, 5]. Toutefois, ces
solveurs peinent a` passer a` l’e´chelle. C’est pourquoi
nous introduisons ici une nouvelle me´thode qui s’ap-
puie sur des solveurs sur les re´els pour filtrer des con-
traintes sur les nombres a` virgule flottante. L’ide´e prin-
cipale est de construire des relaxations fines et con-
servatives sur les re´els pour des contraintes sur les
flottants. Afin d’obtenir des relaxations fines, chaque
ope´ration sur les flottants est approxime´e selon le
mode d’arrondi. Par exemple, supposons que x et y
sont des nombres flottants positifs normalise´s 2, alors
le produit x ⊗ y, pour un mode d’arrondi vers −∞,
sera borne´ par :
α× (x× y) < x⊗ y ≤ x× y
ou` α = 1/(1 + 2−p+1) et p est la taille de la man-
tisse. Nous avons aussi de´fini des approximations fines
pour les autres cas tels que l’addition avec un mode
d’arrondi au plus pre`s ou la multiplication par une
constante.
A` l’aide de ces relaxations, le proble`me initial
sur les nombres flottants est tout d’abord trans-
forme´ en un ensemble de contraintes non-line´aires
1. voir, par exemple, FPSE (http ://www.irisa.fr/celtique/
carlier/fpse.html), un solveur de contraintes sur les flottants is-
sue de programmes C.
2. Un nombre flottant x est de´termine´ par un triplet (s, e,m)
ou` s est son signe, e son exposant et m sa mantisse. Sa valeur
est donne´e par (−1)s × 1.m × 2e. r et p spe´cifient le nombre
de bits de son exposant et de sa mantisse. Dans la norme IEEE
754, les simples sont de´finis par (r, p) = (8, 23) et les doubles
par (r, p) = (11, 52).
sur les re´els. Une line´arisation des contraintes non-
line´aires est ensuite effectue´e afin d’obtenir un prob-
le`me line´aire mixte (MILP) sur les re´els. Lors de ce
processus, des variables binaires permettent de traiter
les parties concaves tout en e´vitant l’utilisation de
sur-approximations trop laˆches. Ce dernier ensemble
de contraintes peut directement eˆtre re´solu par les
solveurs MILP disponibles sur les re´els qui, eux, ne
sont par limite´s par l’arithme´tique des nombres flot-
tants. Les solveurs MILP efficaces utilisent des cal-
culs en virgule flottante et peuvent donc perdre des
solutions. Afin d’obtenir un comportement correct de
tel solveurs, des proce´dures d’arrondi correct sont ap-
plique´es aux coefficients des relaxations [17, 4] et la
me´thode de´crite dans [21] est utilise´e pour calculer un
minimum correct a` partir du re´sultat incorrect fourni
par un solveur MILP. Les re´sultats pre´liminaires sont
tre`s prometteurs et montrent que la technique intro-
duite ici peut faciliter le passage a` l’e´chelle des outils
ne´cessitant un solveur de contraintes sur les flottants.
Notre me´thode repose sur une repre´sentation de
haut niveau des ope´rations sur les flottants et ne souf-
fre donc pas des meˆmes limitations que celle reposant
sur un encodage en vecteur de bits. Cet encodage
utilise´ par CBMC ge´ne`re des milliers de variables bi-
naires additionnelles pour chacune des ope´rations sur
les flottants du programme. Par exemple, une addi-
tion de deux variables flottantes code´es sur 32 bits
demande 2554 variables binaires [6]. L’approximation
mixte propose´e dans [6] re´duit notablement le nombre
de ces variables. Mais le syste`me re´sultant reste en-
core couˆteux en me´moire. Notons qu’une simple addi-
tion avec seulement 5 bits de pre´cision ne´cessite encore
1035 variables additionnelles. Notre me´thode ge´ne`re
aussi des variables additionnelles : des variables inter-
me´diaires sont ajouter afin de de´composer les expres-
sions complexes en en ope´rations e´le´mentaires sur les
flottants et quelques variables binaires permettent de
ge´rer les diffe´rents cas de nos relaxations. Cependant,
la quantite´ de variables additionnelles ainsi ge´ne´re´es
reste ne´gligeable en comparaison de celle requise par
le mode`le a` base de vecteurs de bits.
1.1 Un exemple illustratif
Avant de de´tailler notre me´thode, illustrons notre
approche sur un exemple tre`s simple. Conside´rons la
contrainte suivante :
z = x+ y − x (1)
ou` x, y et z sont des variables de type flottant sur
32 bits. Sur les nombres re´els, cette expression peut
e´videmment eˆtre re´duite a` z = y. Ce n’est pas le
cas pour les nombres flottants. Par exemple, sur les
flottants et avec un mode d’arrondi au plus proche
10.0 + 10−8 − 10.0 n’est pas e´gal a` 10−8 mais a` 0.
Ce phe´nome`ne d’absorption montre bien pourquoi les
expressions sur les flottants ne peuvent pas eˆtre sim-
plifie´es de la meˆme manie`re que les expressions sur les
re´els.
Supposons que x ∈ [0.0, 10.0], y ∈ [0.0, 10.0] et z ∈
[0.0, 10.08]. FP2B, un algorithme de 2B-consistance
[15] adapte´ aux flottants [5], propage les domaines de
x et y vers le domaine de z en utilisant l’arithme´tique
des intervalles. La propagation inverse n’e´tant d’au-
cune utilite´ ici, le processus de filtrage donne :
x ∈ [0.0, 10.0], y ∈ [0.0, 10.0], z ∈ [0.0, 20.0]
Ce re´sultat souligne les difficulte´s des algorithmes
de filtrages classiques a` traiter les occurrences mul-
tiples. Une consistance plus forte comme la 3B-
consistance [15] peut re´duire le domaine de z
a` [0.0, 10.01835250854492188]. Par contre, la 3B-
consistance ne re´ussit pas a` re´duire le domaine de z
lorsque x et y ont tous les deux plus de deux occur-
rences comme dans la contrainte z = x+ y − x− y +
x+ y − x.
L’algorithme introduit dans cet article construit
d’abord une relaxation conservative non line´aire sur
les re´els du proble`me initial sur les flottants. Applique´





(1−2−p) )(x+ y) ≤ tmp1





(1−2−p) )(tmp1− x) ≤ tmp2




ou` p est la taille de la mantisse de la variable flottante.
tmp1 approxime le re´sultat de l’ope´ration x⊕y a` l’aide
de deux plans sur les re´els qui capturent les re´sultats
de l’addition sur les flottants. tmp2 fait la meˆme chose
pour la soustraction. Certaines relaxations, comme la
multiplication, contiennent des termes non-line´aires.
Dans ce cas la`, un processus de line´arisation des termes
non-line´aires est applique´ afin d’obtenir un programme
line´aire. Une fois le syste`me comple`tement line´aire, un
solveur MILP re´duit le domaine de chaque variable en
en calculant successivement le minimum et le maxi-
mum.
FPLP (Floating-point linear programming) est un
outil qui imple´mente l’algorithme pre´ce´demment es-
quisse´. Un appel a` FPLP sur la contrainte (1) donne
le re´sultat suivant :
x ∈ [0, 10], y ∈ [0, 10], z ∈ [0, 10.0000023841859]
qui est beaucoup plus pre´cis que celui de FP2B. Con-
trairement a` la 3B-consistance, FPLP donne le meˆme
re´sultat avec z = x+ y − x− y + x+ y − x.
1.2 Organisation de l’article
La suite de cet article est organise´e comme suit : la
section suivante introduit les relaxations non-line´aires
sur les re´els des contraintes sur les flottants. Le proces-
sus de line´arisation des relaxations est ensuite de´crit
avant de de´tailler l’algorithme de filtrage. Les re´sul-
tats expe´rimentaux sont pre´sente´s dans la section qui
pre´ce`de la conclusion.
2 Relaxation des contraintes sur les flot-
tants
Cette section introduit les relaxations sur les re´els
des contraintes sur les flottants issues du proble`me ini-
tial. Ces relaxations sont la pierre angulaire du proces-
sus de filtrage de´crit dans cet article. Elles doivent non
seulement eˆtre correctes, i.e., pre´server l’ensemble des
solutions du proble`me initial, mais aussi fines, i.e., in-
clure le moins possible de flottants non solution.
La construction de ces relaxations repose sur deux
techniques : l’erreur relative et les ope´rations cor-
rectement arrondies. La premie`re de ces techniques
est commune´ment utilise´e pour analyser la pre´cision
du calcul. La seconde proprie´te´ est garantie par toute
imple´mentation conforme au standard IEEE 754 de
l’arithme´tique des flottants : une ope´ration correcte-
ment arrondie est une ope´ration dont le re´sultat sur
les flottants est e´gal a` l’arrondi du re´sultat de l’ope´ra-
tion e´quivalente sur les re´els. En d’autre terme : soit
x et y deux nombres flottants, ⊙ et ·, respective-
ment, une ope´ration sur les flottants et son e´quiva-
lent sur les re´els, si ⊙ est correctement arrondie alors,
x⊙ y = round(x · y).
La suite de cette section de´taille d’abord la construc-
tion de ces relaxations pour un cas particulier avant de
la ge´ne´raliser aux autres cas. Nous montrons ensuite
comment les diffe´rents cas peuvent eˆtre simplifie´s.
2.1 Un cas particulier
Afin d’expliquer comment obtenir ces relaxations,
conside´rons d’abord le cas ou` le mode d’arrondi est
vers −∞ et le re´sultat de l’ope´ration est un nom-
bre flottant positif et normalise´. Un telle ope´ration,
de´note´e ⊙, peut eˆtre n’importe laquelle des quatre
ope´rations de base de l’arithme´tique des flottants.
Toutes les ope´randes sont suppose´es eˆtre du meˆme
type, i.e., float, double ou long double. On a alors la
proprie´te´ suivante :
Proposition 1. Soient x et y, des nombres flottants
dont la mantisse posse`de p bits. Supposons que le mode
d’arrondi soit fixe´ −∞ et que le re´sultat de x⊙ y soit
un nombre positif normalise´ strictement infe´rieur a`
maxfloat, le plus grand des flottants, alors on a
1
1 + 2−p+1
(x · y) < x⊙ y ≤ (x · y)
ou` ⊙ une ope´ration basique sur les nombres flottants
et · est l’ope´ration e´quivalente sur les nombres re´els.
De´monstration. Selon la norme IEEE 754, les ope´ra-
tions sont correctement arrondies et le mode d’arrondi
est fixe´ a` −∞. On a donc :
x⊙ y ≤ x · y < (x⊙ y)+ < maxfloat (2)
(x⊙ y)+, le successeur de (x⊙ y) dans l’ensemble des
nombres a` virgule flottante, peut eˆtre calcule´ par
(x⊙ y)+ = (x⊙ y) + ulp(x⊙ y)
puisque, par de´finition, ulp(x) = x+−x. Il re´sulte donc
de (2) que
x⊙ y ≤ x · y < (x⊙ y) + ulp(x⊙ y)
La seconde ine´quation peut eˆtre re´e´crite comme suit :
1




En multipliant les deux parties de l’ine´quation par x⊙
y – qui est un nombre positif – on obtient :
x⊙ y




En multipliant chaque partie de l’ine´quation pre´ce´-







x⊙ y + ulp(x⊙ y)
=
ulp(x⊙ y)
x⊙ y + ulp(x⊙ y)
(3)
Conside´rons maintenant ǫ, l’erreur relative de´finie par
ǫ =
∣∣∣∣real value− float valuereal value
∣∣∣∣
ǫ est la valeur absolue de la diffe´rence entre le re´sultat
sur les re´els et le re´sultat sur les flottants divise´ par
le re´sultat sur les re´els. Dans notre cas, le re´sultat de
x ⊙ y e´tant un flottant positif normalise´, et sachant
que x · y ≥ x⊙ y, l’erreur relative est donne´e par :
0 ≤ ǫ =





Donc, graˆce a` (3), on a
0 ≤ ǫ <
ulp(x⊙ y)
x⊙ y + ulp(x⊙ y)
z, le re´sultat de l’ope´ration x ⊙ y, est un nombre
flottant binaire positif et normalise´ qui peut s’e´crire
z = 1.mz2
ez , ou` mz, sa mantisse, a p bits. Par ailleurs,
ulp(z) = 2−p+12ez . On a donc,






La valeur de la mantisse pour un nombre flottant
normalise´ appartient a` l’intervalle [1.0, 2.0[. La borne
supe´rieure de l’erreur relative ǫ est donne´e par le min-
imum de mz + 2
−p qui est atteint lorsque mz = 1.
Donc















0 ≤ x · y − x⊙ y < (x · y)
2−p+1
1 + 2−p+1
En multipliant chaque partie par −1 et en ajoutant
x · y, on obtient finalement
1
1 + 2−p+1
(x · y) < x⊙ y ≤ x · y
2.2 Ge´ne´ralisation
Le tableau 1 donne les relaxations pour les diffe´rents
modes d’arrondi et les diffe´rent cas, i.e., les nombres
flottants positifs ou ne´gatifs, normalise´s ou non. A`
chaque cas est associe´e une approximation correcte et
fine obtenue de fac¸on similaire a` celle de´taille´e dans la
section pre´ce´dente.
Notez que certains cas particuliers permettent
d’ame´liorer la pre´cision des relaxations. Par exemple,
l’addition avec un mode d’arrondi vers ±∞ peut eˆtre
le´ge`rement ame´liore´e. La structure du proble`me offre
aussi des possibilite´s d’ame´lioration des approxima-
tions. Par exemple, 2 ⊗ x e´tant calcule´ exactement 3,
cette expression peut directement eˆtre e´value´e sur les
re´els.
3. S’il n’y a pas de de´passement de capacite´.
Mode d’ Ne´gatif Ne´gatif Positif Positif
arrondi normalise´ de´normalise´ de´normalise´ normalise´













[zr −minf , zr] [zr, zr +minf ] [
1
(1+2−p+1)zr, zr]
au plus pre`s [(1 + 2
−p
(1+2−p) )zr, [zr −
minf







(1−2−p) )zr] zr +
minf
2 ] zr +
minf
2 ] (1 +
2−p
(1+2−p) )zr]
Table 1 – Relaxations de x⊙ y pour chaque mode d’arrondi, avec zr = x · y.
2.3 Simplification des relaxations
Le principal proble`me des relaxations pre´ce´dentes
est que le processus de re´solution doit traiter les dif-
fe´rents cas. Ainsi, pour n ope´rations e´le´mentaires, le
solveur devra potentiellement traiter 4n combinaisons
de relaxations. Afin de diminuer substantiellement
cette complexite´, nous de´crivons ici une combinaison
des quatre cas lie´s a` chaque arrondi en une unique re-
laxation.
Conside´rons d’abord le cas ou` le mode d’arrondi est
fixe´ a` −∞ :
Proposition 2. Soient x et y deux nombres flottants
dont la taille de la mantisse est p. Supposons que le
mode d’arrondi est fixe´ −∞ et que le re´sultat de x⊙ y
est tel que −maxfloat < x ⊙ y < maxfloat. Alors, on
a :
zr − 2
−p+1|zr| −minf ≤ x⊙ y ≤ zr
ou` minf est le plus petit nombre flottant positif, ⊙ et
· sont, respectivement, une ope´ration arithme´tique de
base sur les flottants et son e´quivalent sur les re´els, et
zr = x · y.
De´monstration. La premie`re e´tape consiste a` com-
biner les approximations des nombres normalise´s et
de´normalise´s. Si zr > 0 alors
1
1+2−p+1 zr < zr. Donc,
1
1 + 2−p+1








Il s’en suit que :
1
1 + 2−p+1
zr −minf < x⊙ y ≤ zr, zr ≥ 0
De la meˆme manie`re, lorsque zr ≤ 0, on a :
(1 + 2−p+1)zr −minf < x⊙ y ≤ zr, zr ≤ 0
Mode d’arrondi Approximation de x⊙ y
vers −∞ [zr − 2
−p+1|zr| −minf , zr]


















Table 2 – Les relaxations simplifie´es de x ⊙ y pour
chaque mode d’arrondi.(avec zr = x · y).




1+2−p+1 zr −minf < x⊙ y ≤ zr, zr ≥ 0
zr + 2
−p+1zr −minf < x⊙ y ≤ zr, zr ≤ 0
Pour combiner les approximations des cas positifs et
ne´gatifs, on utilise la valeur absolue :{
zr −
2−p+1
1+2−p+1 |zr| −minf < x⊙ y ≤ zr, zr ≥ 0
zr − 2




−p+1} = 2−p+1, on a
zr − 2
−p+1|zr| −minf ≤ x⊙ y ≤ zr
Le meˆme raisonnement s’applique aux autres cas. Le
tableau 2 donne les relaxations simplifie´es pour chaque
mode d’arrondi. Notez que ces approximations de´finis-
sent un espace concave.
3 Line´arisation des relaxations
Les relaxations introduites dans les sections pre´ce´-
dentes contiennent des termes non-line´aires qui ne peu-
vent pas eˆtre directement manipule´s par un solveur
MILP. Cette section de´crit comment ces termes sont
approxime´s par un ensemble de contraintes line´aires.
3.1 Line´arisation de la valeur absolue
Les relaxations simplifie´es pre´ce´dentes contiennent
des valeurs absolues. Elles peuvent eˆtre soit grossie`re-
ment approxime´es par trois ine´galite´s ou imple´mente´es
graˆc¸e a` une de´composition classique plus fine base´e sur
une re´e´criture utilisant des “big M” :

z = zp − zn
|z| = zp + zn
0 ≤ zp ≤M × b
0 ≤ zn ≤M × (1− b)
ou` b est une variable boole´enne, zp et zn sont des vari-
ables re´elles positives, et M est un grand nombre flot-
tant tel que M ≥ max{|z|, |z|}. La me´thode se´pare
zp, les valeurs positives de z, de zn, ses valeurs ne´ga-
tives. Lorsque b = 1, z prend ses valeurs positives avec
z = zp = |z|. Si b = 0, z prend ses valeurs ne´gatives
avec z = −zn et |z| = zn.
Lorsque le solveur MILP permet l’utilisation de con-
traintes d’indicateur, les deux dernie`res contraintes
peuvent alors eˆtre remplace´ par :{
b = 0→ zp = 0
b = 1→ zn = 0
3.2 Line´arisation des ope´rations non-line´aires
La line´arisation du produit, du carre´e, et de la divi-
sion sont base´es sur les techniques standard propose´es
par Sahinidis et al [22]. Elles ont aussi e´te´ utilise´es dans
la Quad [14] pour re´soudre des contraintes sur les re´els.
x× y est line´arise´ selon Mc Cormick [16] comme suit :
Supposons que x ∈ [x, x] et y ∈ [y, y], alors

L1 : z − xy − yx+ xy ≥ 0
L2 : −z + xy + yx− xy ≥ 0
L3 : −z + xy + yx− xy ≥ 0
L4 : z − xy − yx+ xy ≥ 0
Ces line´arisations ont e´te´ prouve´es optimales par Al-
Khayyal et Falk [1].
Lorsque x = y, i.e., dans le cas ou` z = x ⊗ x, la
line´arisation peut eˆtre ame´liore´e : l’espace convexe de
x2 est sous-estime´ par l’ensemble des tangentes a` la
courbe de x2 entre x et x, et sur-estime´ par la ligne qui
joint (x, x2) a` (x, x2). Un bon compromis est obtenu
en ne prenant que les deux tangentes correspondant
aux bornes de x. La line´arisation de x2 donne donc :

L1 : z + x2 − 2xx ≥ 0
L2 : z + x2 − 2xx ≥ 0
L3 : (x+ x)x− z − xx ≥ 0
L4 : z ≥ 0
La division peut be´ne´ficier des proprie´te´s de l’arith-
me´tique sur les re´els : observons simplement que z =
x/y est e´quivalent a` x = z×y. Les line´arisations de Mc
Cormick [16] s’appliquent donc aussi a` ce cas. Elles ne´-
cessitent cependant les bornes de z qui sont calculables
a` l’aide de l’arithme´tique par intervalles :
[z, z] = [∇(min(x/y, x/y, x/y, x/y)),
∆(max(x/y, x/y, x/y, x/y))]
ou` ∇ et ∆ sont respectivement les modes d’arrondis
vers −∞ et +∞.
4 Algorithme de filtrage
L’algorithme de filtrage propose´ s’appuie sur les
line´arisations des relaxations sur les re´els du proble`me
initial sur les flottants pour tenter de re´duire les do-
maines des variables au moyen d’un solveur MILP.
L’algorithme 1 de´taille les e´tapes de ce processus de
filtrage.
Initialement, les contraintes sur les flottants sont re-
laxe´es vers des contraintes non-line´aires sur les re´els.
Puis, les termes non-line´aires de ces relaxations sont
line´arise´s afin d’obtenir un programme line´aire mixte.
Algorithm 1 FPLP
1: Function FPLP (V,D, C, ǫ)
2: % V : Variables flottantes
3: % D : Domaines des variables
4: % C : Contraintes sur les flottants
5: % ǫ : Re´duction minimale entre deux ite´rations
6: C′ ← Approximate (C) ;
7: C′′ ← Linearise (C′,D) ;
8: reduction← 0 ;
9: repeat
10: D′ ← FP2B(V,D, C, ǫ) ;
11: C′′ ← UpdateLinearisations(C′′,D′) ;
12: oldReduction← reduction ;
13: for all x ∈ V do







((xD − xD)− (xD′ − xD′)) ;
17: D ← D′
18: until reduction ≤ ǫ× oldReduction ;
19: return D ;
Le processus de filtrage commence par un appel a`
FP2B, un filtrage qui s’appuie sur une adaptation de
la 2B-consistance aux contraintes sur les flottants, qui
fait une premie`re tentative de re´duction des bornes
des variables. FP2B permet aussi la propagation des
bornes des variables aux variables interme´diaires. Le
couˆt de ce filtrage est relative le´ger (w est fixe´ a` 10%).
La re´duction des bornes ope´re´es par FP2B facilite le
travail du solveur MILP.
Apre`s cela, le solveur MILP est utilise´ afin de cal-
culer la borne supe´rieure et la borne infe´rieure du do-
maine de chacune des variables.
Ce processus est re´pe´te´ jusqu’a` ce que le pourcent-
age de re´duction des domaines des variables soit in-
fe´rieur a` un ǫ donne´.
4.1 Correction du solveur MILP
L’utilisation d’un solveur efficace MILP tel que
CPLEX pour filtrer les domaines des variables soule`ve
deux proble`mes importants lie´s a` l’usage de calculs sur
les flottants.
Premie`rement, les coefficients des line´arisations sont
calcule´s en utilisant l’arithme´tique des nombres a` vir-
gule flottante et sont donc sujet a` des erreurs d’arrondi.
Par conse´quent, afin d’e´viter la perte de solutions, ces
calculs doivent reposer sur des directions d’arrondi cor-
rectement choisies. Par exemple, conside´rons la line´ari-
sation de x2 avec x ≥ x ≥ 0, on a alors


L1 : y +∆(x2)−∆(2x)x ≥ 0
L2 : y +∆(x2)−∆(2x)x ≥ 0
L3 : ∆(x+ x)x− y −∇(xx) ≥ 0
L4 : y ≥ 0
Ces directions correctes d’arrondi nous assure que
l’ensemble des solutions est pre´serve´. Le calcul de coef-
ficients corrects est plus largement de´taille´ dans [17, 4].
Deuxie`mement, les solveurs MILP efficaces utilisent
l’arithme´tique sur les nombres flottants. Donc, le min-
imum qu’ils calculent peut eˆtre errone´. Le solveur
MILP incorrect est rendu correct graˆce a` la proce´-
dure de correction introduite dans [21]. Elle consiste
en un calcul d’une borne infe´rieure correcte du mini-
mum global.
5 Expe´rimentations
Cette section compare les re´sultats de diffe´rentes
techniques de filtrage de contraintes sur les nombres
flottants avec la me´thode introduite dans cet article.
Les expe´rimentations ont e´te´ faites sur un PC portable
e´quipe´ d’un processeur Intel Duo Core 2.8Ghz, de 4Go
de me´moire et dans un environnement Linux.
Nos expe´rimentations sont base´es sur l’ensemble de
des programmes suivants :
– Absorb 1 de´tecte si x absorbe y lors d’une simple
addition ; Absorb 2 ve´rifie si y absorbe x.
– Fluctuat1 est un chemin dans un programme ex-
trait d’un article qui pre´sente l’outil Fluctuat [11].
Fluctuat2 est un autre chemin du meˆme pro-
gramme Fluctuat.
– MeanValue est un programme qui retourne vrai si
un intervalle contient une solution en utilisant le
the´ore`me des accroissement finis.
– Cosine est un programme qui calcule la fonction
cos() avec une formule de Taylor.
– SqrtV1 calcule la racine carre´e d’un nombre dans
l’intervalle [0.5, 2.5] en utilisant une me´thode
ite´rative a` deux variables.
– SqrtV2 calcule la racine carre´e en utilisant les
se´ries de Taylor.
La tableau 3 pre´sente les re´sultats des expe´rimenta-
tions faites avec les me´thodes de filtrage suivantes :
FP2B, une adaptation de l’algorithme de la 2B-
consistance aux contraintes sur les flottants, FP3B,
une adaptation de l’algorithme de la 3B-consistance
aux contraintes sur les flottants, FPLP(without 2B),
une imple´mentation de l’algorithme 1 sans appel in-
terme´diaire a` FP2B, et, FPLP, une imple´mentation de
l’algorithme 1. La premie`re colonne du tableau 3 donne
le nom du programme, la deuxie`me, le nombre de
variables du proble`me initial, et la troisie`me, le nom-
bre de variables interme´diaires utilise´es pour de´com-
poser les contraintes initiales complexes en ope´rations
e´le´mentaires. La quatrie`me colonne donne le nombre
de variables binaires utilise´es par FPLP. Pour chaque
algorithme de filtrage, le tableau 3 donne le temps
ne´cessaire au filtrage des contraintes (colonnes t(ms)).
Pour tout les algorithmes de filtrage – a` l’exception de
FP2B – le tableau 3 donne le pourcentage de re´duc-
tion obtenu par rapport a` celle obtenue en utilisant la
FP2B (colonne %(FP2B)). Notez qu’une limite de 2
minutes pour terminer le filtrage est impose´e dans ces
expe´rimentations.
Les re´sultat obtenus dans le tableau 3 montrent que
FPLP effectue de meilleures re´ductions des domaines
en moins de temps que les me´thodes de filtrage locales.
Ce phe´nome`ne est particulie`rement accentue´ sur les
exemples Absorb1 et SqrtV1. Dans ces deux exemples,
FP2B souffre du proble`me des occurrences multiples
de variables. FPLP pre´sente de manie`re consistante
de meilleurs performances que FP3B : il fourni presque
toujours des domaines plus petits et ne´cessite toujours
moins de temps.
Une comparaison entre FPLP sans et avec appel
a` FP2B montre l’inte´reˆt d’une coope´ration entre ces
deux me´thodes de filtrage qui peut re´duire consid-
e´rablement le temps de calcul sans modifier les capac-
ite´s de filtrage.
FP2B FP3B FPLP (without 2B) FPLP
Programme n nT nB t(ms) t(ms) %(FP2B) t(ms) %(FP2B) t(ms) %(FP2B)
Absorb1 2 1 1 TO TO - 3 98.91 5 98.91
Absorb2 2 1 1 1 24 0.00 3 100.00 4 100.00
Fluctuat1 3 12 2 4 156 99.00 264 99.00 172 99.00
Fluctuat2 3 10 2 1 4 0.00 29 0.00 21 0.00
MeanValue 4 28 6 3 82 97.45 530 97.46 78 97.46
Cosine 5 33 7 5 153 33.60 104 33.61 43 33.61
SqrtV1 11 140 29 9 27198 99.63 1924 100.00 1187 100.00
SqrtV2 21 80 17 7 TO - 6081 100.00 1321 100.00
Table 3 – Expe´rimentations
6 Conclusion
Dans cet article, nous avons introduit un nouvel al-
gorithme de filtrage pour les contraintes sur les nom-
bres flottants. Graˆce aux line´arisations des relaxations
non-line´aires sur les re´els des contraintes initiales sur
les flottants, cet algorithme peut re´duire les domaines
des variables avec un solveur MILP. Les expe´rimenta-
tions montrent que FPLP ame´liore significativement le
processus de filtrage, en particulier, lorsqu’il est asso-
cie´ a` un algorithme de filtrage de type FP2B. La pro-
gramme line´aire mixte be´ne´ficie d’une vue plus globale
du proble`me que les filtrage locaux et peut ainsi ap-
porter une solution au proble`me des occurrences mul-
tiples de variables.
Plus d’expe´rimentations sont cependant ne´cessaire
afin d’ame´liorer notre compre´hension des interactions
entre les deux algorithmes ainsi que leur performances.
Par exemple, il n’est pas encore certain qu’un appel
syste´matique a` FPLP a` chaque nœud de l’arbre de
recherche soit requis.
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