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Введение 
Одной из общих задач искусственного интеллекта является построение электронной психо-
логической копии человека. Еще в восьмидесятых годах ХХ века профессор Городского универ-
ситета Нью-Йорка (США) А. Болонкин ввел, на наш взгляд, удачный термин «Е-существо» [1, 2], 
определяющий эту копию. Одной из особенностей Е-существа является способность частично 
забывать ранее полученную информацию. Результаты исследований, посвященных памяти  
Е-существа, а по сути робота – психологического аналога человека, опубликованы, например,  
в работах [3–5].  
Одним из результатов этих исследований является тот факт, что роботы с неабсолютной па-
мятью не могут накапливать информацию, большую определенного численного значения.  
Пусть is  – порция информации, которую не забывает робот во время непрерывного инфор-
мационного потока, направленного на робота, i  – порядковый номер этой порции, названной 
номером информационного такта [6]. 
В работах [7, 8] приведено соотношение, позволяющее вычислять накопленную таким робо-
том информацию, 
1i i i iS s S    ,                      (1) 
где iS  – накопленная информация роботом в течение i  непрерывных тактов, 0 0S  ; i  – коэф-
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Приводятся формулы, определяющие накопление информации роботами, обладающими 
неабсолютной памятью и являющимися психологическими аналогами человека. Показано, 
что при постоянных коэффициентах информационной памяти таких роботов накопленная ин-
формация ограничена. Приведены формулы, позволяющие при этих условиях определять ве-
личины накопленной информации роботом к заданному моменту времени, названного ин-
формационным тактом, и предельную величину накапливаемой информации. Введено опре-
деление аномальной накопленной информации, соответствующей бесконечному накоплению 
информации роботом. Доказаны теоремы, описывающие свойства накопленной информации 
и позволяющие для некоторых видов переменных коэффициентов информационной памяти 
устранять ограничение на объем накапливаемой информации при одновременном ее частич-
ном забывании. Приводится пример функции, описывающей изменение коэффициентов ин-
формационной памяти при одновременном бесконечном росте накапливаемой информации. 
Введена безразмерная характеристика накапливаемой информации, позволяющая определять 
скорость накапливаемой роботом аномальной информации к конкретному моменту времени. 
Для иллюстрации поведения функции информационных коэффициентов памяти и накаплива-
ния информации приведены соответствующие графические зависимости. Предложены пути 
использования теории роботов с неабсолютной памятью в функционировании роботов-
операторов call-центров. Предложены алгоритм накапливания информации о клиентах робо-
том-оператором call-центра, обеспечивающий индивидуальный подход к каждому клиенту, и 
способ, позволяющий регулировать поведение безразмерной характеристики накапливаемой 
информации о клиенте. 
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фициент кратковременной информационной памяти [8], характеризующий долю предыдущей 
информации, которую помнит робот к моменту начала такта i ,  0,1i    , 0 1, const     . 
Предположим, что const, 0, consti is s s       . Легко видеть, что в рамках этих допу-
щений соотношение (1) представляет собой сумму членов геометрической прогрессии, которая 








Очевидно, что согласно законам геометрической прогрессии накопленная роботом информа-







Рассмотрим вопрос, касающийся изучения неограниченного накопления информации робо-
том при условии сохранения основного психологического свойства человека, связанного с забы-
ванием информации и задаваемого неравенством: 1, 1,i i    . 
 
1. Математическая модель неограниченного накопления информации 
Введем следующие определения. 
Определение. Аномальным накоплением информации iS  роботом назовем последователь-
ность вида (1), для которой справедливо равенство lim ii
S

  , где i  – порядковый номер инфор-
мационного такта; iS  – накопленная информация, полученная роботом в конце информационного 
такта i ; is  – порция информации в конце такта i , причем справедливы соотношения 0 1i   . 
Сформулируем и докажем следующие теоремы. 




    , lim 1ii





Согласно равенству (1) справедлива формула 
1i i i is S S   .                      (2) 
Переходя в соотношении (2) к пределу и учитывая условия теоремы 1, получим последова-
тельность формул  
1lim lim lim lim 1 0i i i ii i i i
s S S A A
   
      . 
Что требовалось доказать. 
Теорема 2.  
Для робота при выполнении условий lim 1ii
  , 1i i   , constis s   накопленная инфор-
мация аномальная. 
Доказательство. 
Сформулируем теорему несколько иначе: если 0, 1,is s i     и lim 1ii
  , то lim ii
S





  . Согласно теореме 1 справедливо равенство lim 0ii
s





Поэтому 0s  , что противоречит условию теоремы 2: 0s  . Поэтому последовательность iS  
расходится. 
Нетрудно заметить, что при выполнении условия 0, 1,is s i     соотношение (1) прини-
мает вид  
1 1 2 1 2 2 1(1 ... ... )i i i i i i i i i i iS s sD                      .           (3) 
Так как последовательность iS  расходится, то в силу соотношения (3) расходится последова-
тельность  
1 1 2 1 2 2 11 ... ...i i i i i i i i i iD                      . 
Отметим справедливость неравенства 0iD  . 
Докажем, что последовательность iD  монотонно возрастающая. 
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Справедливо равенство 
1 1 1 2 1 2 3 1 2 2 1( ) ( ) ( ) ... ... ( ).i i i i i i i i i i i i i iD D                                   (4) 
В силу условия теоремы 2 справедливы неравенства 1i i   , 1,i   , а поэтому, согласно 
соотношению (4), 1 0i iD D    или 1i iD D  . А значит, согласно свойству расходящейся моно-
тонно возрастающей последовательности lim ii
D

  . 
С учетом последнего равенства и соотношения (3) справедлива цепочка формул: 
lim limi ii i
S s D
 
   . 
Таким образом, робот обладает накопленной аномальной информацией. 
Теорема 3.  
Если 0is s   и lim 1ii
  , 1i i    то накопленная роботом информация аномальна. 
Доказательство. 
Записав равенство (1) в развернутой форме и учитывая условие 0is s  , получим следую-
щую цепочку соотношений: 
1 1 1 2 1 2 3 1 2 2 1 0lim lim( ) lim( ... )i i i i i i i i i i i i i i i i ii i i
S s S s s s s s        
  
                     
1 1 3 1 3 2 1lim[ (1 ... ... )]i i i i i i i i ii
s     

                   .  
Что требовалось доказать. 
 
2. Описание применения модели роботом-оператором call-центра 
В настоящее время в телекоммуникационных компаниях всего мира происходит замена опе-
раторов на роботов [9]. Для комфортного восприятия роботов клиентами call-центров необходи-
мо, чтобы клиенты компаний не ощущали того, что они общаются с неживой электронно-
вычислительной машиной. Для этого требуется запрограммировать роботов-операторов таким 
образом, чтобы передать им психологические черты человека. Одной из таких черт является не-
абсолютная память, то есть, способность робота и человека забывать ранее полученную инфор-
мацию. 
Сформулированные и доказанные в настоящей статье теоремы позволяют наделять робота в 
call-центрах дополнительными качествами при сохранении неабсолютной памяти.  
Теоремы 2 и 3 можно, например, использовать в том случае, когда клиент очень часто звонит 
в call-центр.  
Алгоритм общения робота с этим клиентом может быть следующим: от каждого предыдуще-
го общения клиента с роботом к последующему общению коэффициент информационной памяти 
робота, отвечающий за звонки клиента, автоматически увеличивается. Согласно приведенным 
выше теоремам при этом запоминается большая информация, связанная с запросами клиента. 
Это позволяет роботу с течением времени более адекватно общаться с клиентом, учитывая, на-
пример, психологические особенности клиента. Если клиент звонит не часто, то информация о 
его предыдущих звонках забывается.  
Предлагаемый алгоритм позволяет экономно расходовать электронную память робота в за-
висимости от активности общений робота call-центра с клиентом. 
В качестве примера изменения коэффициента информационной памяти i  можно использо-
вать соотношение  
11i i
   ,                       (5) 
где i  – порядковый номер обращения клиента в call-центр. Так как справедливы равенства 
lim 1ii
   и 1i i   , то согласно теореме 3 при условии автоматического запоминания инфор-
мации о клиенте хотя бы больше нескольких байт верно соотношение lim ii
S

  , которое обес-
печивает неограниченный рост запоминаемой накопленной информации о клиенте при увеличе-
нии количества его обращений в телекоммуникационную компанию. 
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Легко видеть, что при выполнении условия const, 1,is s i     безразмерной характери-





  и представимая в виде 
11i i iZ Z    ,                      (6) 
где 0 0Z  . 
На рис. 1 изображен график изменения коэффициентов памяти i  согласно соотношению (5), 
на рис. 2 приведен график изменения характеристики iZ  накапливаемой информации, удовле-




Рис. 1. Изменение коэффициентов памяти робота 
 
 
Рис. 2. Изменение характеристики накапливаемой информации 
 
Отметим, что, меняя зависимость, описывающую величину i  при соблюдении условий тео-
ремы 3, можно изменять характеристику накапливаемой информации iZ , а значит, и всю накоп-
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Заключение 
Таким образом, в статье приведена математически обоснованная модель неограниченного 
накопления информации роботом при одновременном сохранении роботом такой психологиче-
ской черты, присущей человеку, как частичное забывание полученной информации и поэтому 
позволяющей создавать робота – психологического аналога человека. Модель можно использо-
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Formulas are given that determine the accumulation of information by robots that have non-
absolute memory and are psychological analogues of man. It is shown that, with constant infor-
mation memory coefficients of such robots, the accumulated information is limited. The formulas al-
lowing under these conditions to determine the values of the accumulated information by the robot to 
a given time point, called the information cycle, and the maximum value of the accumulated infor-
mation are given. The definition of anomalous accumulated information corresponding to the infinite 
accumulation of information by a robot is introduced. Theorems describing the properties of accu-
mulated information and allowing for some types of variable information memory coefficients to 
eliminate the restriction on the amount of accumulated information with simultaneous partial forget-
ting are proved. An example of a function describing the change in the coefficients of information 
memory with simultaneous infinite growth of accumulated information is given. A dimensionless 
characteristic of the accumulated information is introduced, allowing to determine the speed of  
the anomalous information accumulated by the robot at a specific moment in time. To illustrate  
the behavior of the function of information memory coefficients and the accumulation of infor-
mation, the corresponding graphical dependencies are given. The ways of using robot theory with 
non-absolute memory in the functioning of call-center robots are proposed. An algorithm for accu-
mulating information about clients by a call center robot operator providing an individual approach 
to each client is proposed, and a method that allows to regulate the behavior of the dimensionless 
characteristic of the accumulated information about the client. 
Keywords: mathematical model, robot, forgetting information, robot memory, call-center, in-
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