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Abstract
A counter-example is constructed that shows that neither higher inverse limits of pro-groups nor
strong homology of topological spaces are additive. The previous counter-example by S. Mardes˘ic´
and A. Prasolov depended on the Continuum Hypothesis. The approach developed in this paper is
applied also to that example in order to calculate the cardinality of the corresponding strong homol-
ogy groups. It appeared that the above cardinality depends essentially on a set-theoretic model: it
is hypercontinuum under a weaker version of the Continuum Hypothesis, and zero under the Proper
Forcing Axiom.
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0. Introduction
The purpose of this paper is to prove that the strong homology Hp(X,G) is not additive.
This result was announced by the author quite long ago, but the proof existed only in the
form of a preprint [19]. In the meantime the author has succeeded to simplify the proof.
Moreover, the machinery developed in this paper helped to simplify the proof of the main
result in [18].
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[14]. The “old” example was a finite-dimensional metric space while the “new” one is
paracompact but not metrizable. However, that old counter-example depended on the Con-
tinuum Hypothesis, while the new one is valid in any model of ZFC (Zermelo–Fraenkel
axioms plus the Axiom of Choice). The corresponding pro-group is also more complicated
than the pro-group Pω(Z) (see Definition 3.2) from the old example.
In order to accomplish the purpose, one needs to prove that the higher inverse limit
functors lim1 and lim2 are not additive in the category pro-AB of Abelian pro-groups.
Remark 0.1. Inverse limit functor lim is additive, see Proposition 2.3.
Remark 0.2. The ˘Cech homology Hˇ is additive, see Proposition 2.2.
It was proven in [14] under the Continuum Hypothesis assumption that strong homol-
ogy Hp(X,Z) is not additive. One of the obstructions to the additivity appeared to be
lim1Pω(Z) for a certain pro-group Pω(Z). The obstruction was proven to be non-trivial
under the above assumption. Later in [3] it was shown that lim1Pω(Z) is not zero under a
weaker “d = ℵ1” assumption, and that lim1Pω(Z) could be zero in some other set-theoretic
models. The author in [17] investigated the problem of additivity for Hp(X,G) in the case
of an arbitrary group G. Under the “d = ℵ1” assumption he estimated the cardinality of
lim1Pω(G):
|G|ℵ0  ∣∣lim1Pω(G)∣∣ |G|ℵ1
[17, Theorem 3]. However, in other set-theoretic models
lim1Pω(G) = 0
for any finite or countable group G [17, Theorem 4]. In [18] the above cardinality estimate
was significantly improved:∣∣lim1Pω(G)∣∣= |G|ℵ1 .
In this paper we are also giving a simplified proof of that equality.
0.1. Preliminaries
We consider only Abelian groups in this paper, and therefore “group” will mean
“Abelian group” and “pro-group” will mean “Abelian pro-group”, i.e., an object of the
pro-category pro-AB. We will follow the modern tradition of using symbols
lim, colim, limn, colimn
instead of
lim←−, lim−→, lim←−n, lim−→n
for inverse (direct) limits and their right (left) derived functors.
Strong homology groups Hp(X,A;G), p  0, for arbitrary pairs of topological spaces
(X,A), were constructed by Yu.T. Lisica and S. Mardešic´ (see [11, Ch. 19], and the original
A.V. Prasolov / Topology and its Applications 153 (2005) 493–527 495papers [6,7,5,8]). These groups have many desired properties. They satisfy, in particular,
all Eilenberg–Steenrod axioms for pairs (X,A) where X is paracompact, and A is closed in
X (more generally, for all normal pairs, see [11, Ch. 19.1–19.2]). The groups Hp(X,A;G)
are strong shape invariants ([5] and [11, Ch. 19.1]), and are trivial provided p is greater than
the shape dimension sdX [11, Ch. 19.4]. Moreover, those strong homologies satisfy the
strong excision axiom ([2] and [11, Ch. 19.2]) for normal pairs, and the cluster axiom for
arbitrary spaces (see [22] for paracompact and [2] or [11, Ch. 19.3] for arbitrary spaces).
Following J. Milnor [12], we shall call a homology theory h∗ additive iff for any family of
topological spaces (Xα: α ∈ A) the canonical embeddings
jα :Xα →
∐
α∈A
Xα
induce isomorphisms⊕
α∈A
hp(X
α) → hp
(∐
α∈A
Xα
)
(here ⊔ means the topological coproduct of spaces).
We use in the paper Miminoshvili’s version ([13] and [11, Ch. 17]) of strong homologies
that allows groups Hp with negative p, and coincides with the homologies from [6,7,5] for
p > 0. Let us define an obstruction to the additivity homomorphism for strong homology
by:
Sp,X,A,G := coker
(
ϕp,X,A,G :
⊕
α∈A
Hp(X
α,G) → Hp
(∐
α∈A
Xα,G
))
where (Xα: α ∈ A) is the family consisting of A copies of a space X. The obstruction to
the corresponding homomorphism for pro-groups will be denoted by:
Lp,C,A := coker
(
ψp,C,A :
⊕
α∈A
limpCα → limp
(⊕
α∈A
Cα
))
where (Cα;α ∈ A) is the family consisting of A copies of a pro-group C.
Remark 0.3. Both ϕ and ψ are always injective, see Theorem 2.1.
Remark 0.4. ψ0,C,A are bijective for any C and A, see Proposition 2.3.
Let Y(k) be the old counter-example (see Section 3). It was proven in [14] that
Sk−1,Y (k),ω,Z = 0
if the Continuum Hypothesis is assumed. It happens, however, that it is provable, assuming
the Proper Forcing Axiom (PFA), that the group Sk−1,Y (k),ω,Z is trivial [3]. It is proven in
this paper (Theorem 2.5) that for any non-trivial countable Abelian group G the statement
Sk−1,Y (k),ω,G = 0
is independent of the ZFC.
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From now on “countable set” will mean “infinite countable set”.
The symbols
ω = ω0,ℵ0,ω1,ℵ1,ω2,ℵ2
and so on will mean “the first infinite ordinal (cardinal)”, “the first uncountable ordinal
(cardinal)”, “the second uncountable ordinal (cardinal)” respectively. Thus the statement
c = ℵ1 is nothing else but the Continuum Hypothesis. It is popular to construct ordinals
α,β, . . . in such a way that the following conditions are equivalent:
α < β ⇐⇒ α ∈ β ⇐⇒ α ⊂ β.
The last condition α ⊂ β will always mean
(α ⊆ β) & (α = β).
If the ordinals are constructed that way, then an ordinal α coincides with the interval
[0, α〉 = {β: 0 β < α}.
We denote as usual the cardinality of the set S by card(S), or simply by |S|.
Call a monotone map f :Λ → Λ′ between two partially ordered sets cofinal if f (Λ) is
cofinal in Λ′, that is
(∀λ′ ∈ Λ′)(∃λ ∈ Λ)(f (λ) λ′).
By cofinality of the ordinal α we shall mean the least ordinal β possessing a cofinal map-
ping f : [0, β〉 → [0, α〉.
In [21] two cardinals b (bounding number), and d (dominating number) have been
defined. Let [0,ω〉[0,ω〉 be the set of all maps [0,ω〉 → [0,ω〉 with the componentwise
ordering, and let  be a new ordering on [0,ω〉[0,ω〉 defined as follows:
α  β ⇐⇒ (∃n0 <ω)(∀n n0)
(
α(n) β(n)
)
.
We denote by Λ′ the pre-ordered set ([0,ω〉[0,ω〉,). Let λ1 be its unbounded subset of
minimal cardinality and λ2 be its cofinal subset of minimal cardinality. The cardinals b and
d are defined as follows:
b = card(λ1) and d = card(λ2).
It is known [21, §3] that
ℵ1  b d  c.
Moreover, for any integers 1  p  l  m there exists a model of ZFC, in which the
following is true:
(b = ℵp)&(d = ℵl)&(c = ℵm).
It means that the statement above is consistent with the axioms ZFC (see [21, §5]).
For a category C, let |C| denote its class of objects. Given
X,Y ∈ |C|,
let C(X,Y ) denote the set of morphisms X → Y in C.
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system will be a triple
X = (Xλ,pλµ,Λ), λ,µ ∈ Λ,
where Xλ are objects of C and
pλµ :Xµ → Xλ, λ µ,
is a family of morphisms in C with
pλµ ◦ pµv = pλµ, pλλ = IdXλ
for any λ µ ν. In the case C = AB (the category of Abelian groups) or C = TOP (the
category of topological spaces) we shall speak of inverse systems of Abelian groups and
topological spaces respectively. Let CΛ (for example ABΛ or TOPΛ) denote the category
of Λ-indexed inverse systems in C.
Given a category C, let Pro-C denote the corresponding pro-category [1]. Objects of
this new category are inverse systems
A = (Aλ,pλµ,Λ)
where Λ is a directed partially ordered set. Given two such systems
A = (Aλ,pλµ,Λ) and B = (Bλ, qλµ,Λ′),
define
Pro-C(A,B) := lim
λ′∈Λ′
colim
λ∈Λ C(Aλ,Bλ
′).
If A = (Aλ,pλµ,Λ) is an inverse system in the category C, then we shall denote by the
same symbol A the corresponding pro-object in Pro-C, and by limsA the sth right derived
functor of the inverse limit functor lim [4]. Thus lim0 = lim, and we set for convenience
lims = 0 for s < 0. It is well-known that the groups limsA do not depend on the above
representation of A by an inverse system. It follows, e.g., from [20, Theorem 2.1.10] (see
also [23]).
A sequence
A = (A0 p←− A1 p←− A2 p←− · · ·)
of objects and morphisms in the category C will be called a tower. If A is a tower of
Abelian groups, then limsA = 0 for s > 1, and lim1A = 0 provided all p’s are surjective
[4, §2].
1. Main results
In this section we state the four main results (actually, two pairs of results) of the paper.
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Theorem 1. For any non-trivial group G there exist pro-groups A(G) and C(G) such that
the natural maps⊕
i<ω
lim2A(G) → lim2
(⊕
i<ω
A(G)
)
,
⊕
i<ω
lim1C(G) → lim1
(⊕
i<ω
C(G)
)
are injective, but not surjective.
See Section 6.1 for the proof.
Theorem 2. There exists a paracompact space X such that for any non-trivial group G
and any p −2 the natural map⊕
i<ω
Hp(X,G) → Hp
(∐
i<ω
X,G
)
is injective but not surjective.
See Section 7.1 for the proof.
1.2. The old counter-example
Let P(G) be the pro-group from Definition 3.2.
Theorem 3. Let
cp(G) := Lp,P(G),ω := coker
(
ψp,P(G),ω :
⊕
α<ω
limpP(G) → limp(Pω(G))).
Assume d = ℵ1. Then∣∣c1(G)∣∣= |G|ℵ1 .
See Section 5 for the proof.
According to Theorem 2.4(a) and Proposition 4.10 (see also Definition 3.1),
cn(G) = cn(0,G) = cn(1,G) = · · · = cn(k,G) = Sk−n,Y (k),ω,G
= coker
(
ϕk−n,Y (k),ω,G :
⊕
α<ω
Hk−n
(
Y(k),G
)→ Hk−n
(∐
α<ω
Y (k),G
))
.
It was shown in [14], assuming the Continuum Hypothesis, that the statement
Sk−1,Y (k),ω,Z = 0
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d = ℵ1. In the theorem below it is proven that under the last assumption the cardinality of
Sk−1,Y (k),ω,G is large enough:
Theorem 4. Assume d = ℵ1 and k  0. Then
|Sk−1,Y (k),ω,G| = |G|ℵ1 .
Therefore the cardinality of the group Sk−1,Y (k),ω,G, one of the obstructions to the additiv-
ity, is at least hypercontinuum for G = 0.
See Section 5 for the proof.
2. Other results
Theorem 2.1. Both ϕp,X,A,G and ψp,C,A are monomorphisms for all p,X,A,G, and C.
See Section 4.1 for the proof.
Proposition 2.2. The homomorphisms⊕
α∈A
Hˇp(X
α,G) → Hˇp
(∐
α∈A
Xα,G
)
are isomorphisms for all p and all families of topological spaces.
Proof. See [14, Theorem 9]. 
Proposition 2.3. ψ0,C,A are isomorphisms for all X, A, and C.
Proof. Analogous to the proof of the above theorem. Actually, in the proof of [14,
Theorem 9], the statement of Proposition 2.3 and Theorem 4.5 below were implicitly
proven. 
Theorem 2.4. Let
cn(k,G) := Sk−n,Y (k),ω,G
= coker
(
ϕk−n,Y (k),ω,G :
⊕
α<ω
Hk−n
(
Y(k),G
)→ Hk−n
(∐
α<ω
Y (k),G
))
.
Then:
(a) The groups cn(k,G) do not depend on k;
(b) cn(k,G) = 0 for n 0;
(c) Each group cn(k,G) is either trivial or infinitely generated.
500 A.V. Prasolov / Topology and its Applications 153 (2005) 493–527See Section 4.2 for the proof.
It is proven in [3] that the statement c1(Z) = 0 is consistent with the axioms ZFC. Thus
it follows from [14] and [3] that the statement c1(Z) = 0 does not depend on the axioms
ZFC. The theorem below is a generalization of that fact:
Theorem 2.5. Let G be a countable or finite non-trivial Abelian group. Then the statement
c1(G) = 0
does not depend on the axioms ZFC.
See Section 4.3 for the proof.
3. Constructions
Fix an integer k  0. Let Y(k) denote the k-dimensional “Hawaiian ear-ring”, that is the
wedge (or compact bouquet, or cluster) of countably many copies of the k-sphere Sk . One
can consider Y(k) as a subspace of Rk+1 of the form
Y(k) =
⋃
i<ω
Ski
where Ski is the sphere with the radius 1/i and the center at the point(
1
i
,0,0, . . . ,0
)
∈ Rk+1.
Let Y(k)ω be the topological sum (coproduct) of countably many copies of the space Y(k):
Y(k)ω =
∐
i<ω
Y (k).
The space Y(k)ω can also be represented as a subspace of Rk+1 consisting of subspaces
which are homeomorphic to the space Y(k).
The sequence of embeddings of Y(k) into the topological coproduct Y(k)ω induce ho-
momorphisms (n ∈ Z):
ϕk−n,Y (k),ω,G :
⊕
i<ω
Hk−n
(
Y(k),G
)→ Hk−n(Y(k)ω,G).
The kernels of these homomorphisms are trivial (see Theorem 2.1), while the cokernels
serve as “obstructions” to the additivity axiom.
Definition 3.1. Let cn(k,G) := cokerϕk−n,Y (k),ω,G.
Definition 3.2. Let P(G) be the tower of groups
P(G) := (0 ←− G ←− G×G ←− G×G×G ←− · · ·);
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Pω(G) :=
⊕
i<ω
P(G).
4. Higher limits and strong homology
A topological space X can be considered as a constant inverse system (Xλ = X, pλµ =
IdX). Let X = (Xλ,pλµ,Λ) be an inverse system of spaces.
Definition 4.1. A morphism q :X → X is called a strong expansion ([9] and [11, Ch. 7.1])
if q is a strong shape equivalence between pro-spaces (see [20, Definition 2.3.5]).
Definition 4.2. A strong expansion q :X → X is called a strong ANR-expansion if all Xλ
are ANRs.
Let X =(Xλ,pλµ,Λ) be an inverse system of topological spaces. Then
C.(X,G) = (C.(Xλ,G), (pλµ)∗,Λ)
will be an inverse system of chain complexes. Here C.(Xλ,G) = C.(Xλ)⊗G, and C.(Xλ)
is the singular chain complex for Xλ. Let
Hn(X,G) :=
∞
Hn
(
C.(X,G)
) := Hn(Tot(C.(X,G)))
be the strong homology of the inverse system C.(X,G) in the sense of Z. Miminoshvili
[13]. Following S. Mardes˘ic´ and Yu.T. Lisica, define strong homology of a space X as
Hn(X,G) = Hn(X,G)
where q :X → X is some strong ANR-expansion of X. It has been shown in [6,7,5] and [9]
(see also [11, Ch. 19]) that this definition does not depend on the choice of the expansion q .
Remark 4.3. As was shown by Sibe Mardes˘ic´, it does not matter if strong homotopy
and strong homology are defined using ANR-expansions, polyhedral expansions, or even
P-expansions where P is the class of spaces having homotopy type of an ANR. In this
paper we will freely use all three types of these expansions.
The following theorem is proven in [16]:
Theorem 4.4. (a) There exists a spectral sequence with the E2 term
Est2 = limsλH−t (Xλ,G);
(b) This sequence converges strongly to H−s−t (X,G) = H−s−t (X,G) provided
lim1r Estr = 0 for each s, t .
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in the pro-category pro-AB:
pro-Hn(X,G) := Hn(X,G) :=
(
Hn(Xλ,G),Hn(pλµ),Λ
)
, n < ω,
which do not depend on the choice of the expansion X. The above groups Hn(Xλ,G) are
singular homology groups of the polyhedra Xλ. Let X be the topological coproduct of the
spaces Xα , α ∈ A. Inclusions iα :Xα → X induce homomorphisms
in :
⊕
α∈A
pro-Hn(Xα,G) → pro-Hn(X,G)
where the symbol ⊕ on the left side of the above formula means coproduct in the category
pro-AB of Abelian pro-groups.
Theorem 4.5. The homomorphisms in are isomorphisms in the category pro-AB.
Proof. Choose for each α ∈ A a strong polyhedral expansion
qα :Xα → Xα = (Xαλ ,pαλµ,Λα).
Let Λ =∏α∈A Λα be a product in the category of partially ordered sets, that is
Λ =
{
λ :A →
⋃
α∈A
Λα: (∀α ∈ A)(λ(α) ∈ Λα)}
with the following partial ordering:
λ µ ⇐⇒ (∀α ∈ A)(λ(α) µ(α)).
For λ ∈ Λ denote
Xλ =
∐
α∈A
Xαλ(α)
and for λ  µ define a mapping pλµ :Xµ → Xλ which for every α coincides with the
mapping pαλ(α),µ(α), being restricted to X
α
µ(α). Let us finally define a morphism
q :X → X = (Xλ,pλµ,Λ)
of inverse systems in such a way that for each α, the maps qλ :X → Xλ restricted to Xα ,
coincide with the mappings
qαλ(α) :X
α → Xαλ(α). 
Lemma 4.6. q :X → X is a strong polyhedral expansion.
Proof. The above pro-space X is in fact the coproduct of the pro-spaces Xα (compare with
[20, proof of Proposition 2.4.1]). Apply [20, Corollary 2.4.6]. 
Let us construct effectively the direct sum (coproduct) in the category of Abelian pro-
groups pro-AB. See also [20, proof of Proposition 2.4.1]. Let (Gα: α ∈ A) be a family of
Abelian pro-groups such that each Gα is represented by an inverse system
Gα = (Gα,pα ,Λα).λ λµ
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G =
⊕
α∈A
Gα = (Gλ,pλµ,Λ)
where
Λ =
∏
α∈A
Λα; Gλ =
⊕
α∈A
Gαλ(α), λ ∈ Λ,
and the homomorphisms pλµ are induced by the homomorphisms pλ(α),µ(α), α ∈ A.
Lemma 4.7. The pro-group G is a coproduct of the pro-groups Gα in the category pro-AB.
Proof. It follows from [20, proof of Proposition 2.4.1]. Let us give an alternative proof.
The projections
πα :Λ → Λα (πα(λ) = λ(α))
are cofinal for each α ∈ A, and therefore, the pro-group Hα , where
Hα = (Gαπα(λ),pαπα(λ)πα(µ),Λ),
is isomorphic to Gα . Moreover, each group Gαπα(λ) = Gαλ(α) is embedded canonically into
the direct sum Gλ =⊕α∈A Gαλ(α), which in turn defines a morphism Hα → G of pro-
groups and a corresponding morphism
iα: Gα ≈ Hα → G
in the category pro-AB. It is easy to check that for any pro-group B the natural homomor-
phism
ξ : Hompro-AB(G,B) →
∏
α∈A
Hompro-AB(Gα,B)
is bijective, and thus
G ≈
⊕
α∈A
Gα
in pro-AB. 
To finish the proof of the theorem, compare the two constructions of coproducts in the
categories pro-TOP and pro-AB, respectively, and use additivity of the singular homology.
4.1. Proof of Theorem 2.1
First consider the case of a finite index set A.
Proposition 4.8. Let A be finite. Then for an arbitrary family
(Xα: α ∈ A)
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α∈A
Hp(X
α,G) → Hp
(∐
α∈A
Xα,G
)
and ⊕
α∈A
limpCα → limp
(⊕
α∈A
Cα
)
are isomorphisms.
Proof. The first statement follows from the Eilenberg–Steenrod axioms for strong homol-
ogy.
The category pro-AB is additive, and even Abelian, and therefore finite coproducts in
pro-AB coincide with finite products. Higher inverse limits, being right derived functors,
commute with products, thus implying the second statement. 
Theorem 2.1 now follows from a more general
Proposition 4.9. Let
iα :X
α → X =
∐
β∈A
Xβ
be a canonical imbedding of the αth summand into the topological sum. Then the mapping
ϕ =
⊕
α∈A
(iα)∗ :
⊕
α∈A
Hn(X
α,G) → Hn(X,G)
is a monomorphism for all n ∈ Z where (iα)∗ = Hn(iα,G).
Proof. Let fα :X → Xα {x0} be a map which coincides with i−1α on the subset iα(Xα) ⊆
X, and maps X − iα(Xα) onto the point x0, and let πα be the composition
H(X,G) → H (Xα  {x0},G)≈ H(Xα,G)⊕H ({x0},G)→ Hn(Xα,G)
of mappings, the first one being Hn(fα,G) and the other one being the canonical projec-
tion of the direct sum onto the first summand. It easy to see that
πα ◦ (iβ)∗ =
{
Id if α = β,
0 if α = β.
It follows therefore that the composition⊕
α∈A
Hn(X
α,G)
ϕ−→ Hn(X,G) ψ−→
∏
α∈A
Hn(X
α,G),
where ψ =∏α∈A πα , coincides with the canonical imbedding of the direct sum into the
direct product, and thus ϕ is a monomorphism. 
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Using the spectral sequence from Theorem 4.4, we shall compute strong homology of
the spaces Y(k) and Y(k)ω . We first choose a strong ANR-expansion q(k) :Y(k) → Y(k)
for Y(k). Let Λ = [0,ω〉, and for n < ω let Y(k)n be the wedge of n copies of the k-
sphere Sk :
Y(k)n =
n∨
Sk.
For m n define mappings
pmn :Y(k)n → Y(k)m
which map the first m spheres of the first wedge identically onto the corresponding spheres
of the second one, and maps the other n−m spheres to the base point. Let
Y(k) = (Y(k)m,pmn,ω) ∈ pro-TOP.
The mappings q(k)n :Y(k) → Y(k)n, n < ω, are defined analogously (all spheres but the
first n, are mapped to the base point), and give rise to a mapping
q(k) :Y(k) → Y(k)
from the trivial pro-space Y(k) to the pro-space Y(k). It is easy to see that the mapping
lim
(
q(k)
)
:Y(k) → lim(Y(k))
is a homeomorphism, and therefore q is a strong expansion, because all Y(k)m are compact
metric spaces. We calculate, using the strong expansion q , the pro-homology of Y (k):
pro-Hn(Y (k),G) =
{P(G), n = k,
G, n = 0 = k,
0 otherwise
where P(G) is the pro-group given by the following tower:
P(G) = (0 ← G ← G×G ← G×G×G ← ·· ·).
Furthermore, limsP(G) = 0 for s  1 because the tower P(G) consists of epimorphisms,
and therefore the spectral sequence Estr degenerates, and we get:
Hn
(
Y(k),G
)= Hˇn(Y(k),G)=
{∏
i<ω G, n = k,
G, n = 0 = k,
0 otherwise
where Hˇ∗ is the ˘Cech homology. In fact, the above formula follows also from the cluster
axiom for strong homology.
Let us calculate now the pro-groups pro-Hn(Y (k)ω,G) and the strong homology groups
Hn(Y (k)
ω,G).
It follows from Theorem 4.5 that
pro-Hn
(
Y(k)ω,G
)=
{Pω(G) =⊕i<ω P(G), n = k,⊕
i<ω G, n = 0 = k,
0 otherwise
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partially ordered set Λ is the set [0,ω〉[0,ω〉 of functions [0,ω〉 → [0,ω〉 with the com-
ponentwise ordering:
λ µ ⇐⇒ (∀i < ω)(λ(i) µ(i)).
We set further for λ ∈ Λ:
Pωλ =
⊕
i<ω
( ⊕
0jλ(i)
G
)
=
⊕
Uλ
G
where
Uλ =
{
(i, j) < ω ×ω: j  λ(i)}.
Let pλµ :Pωµ → Pωλ , λ µ, be the projections induced by the inclusions Uλ ⊆ Uµ.
Proposition 4.10. The strong homology of Y(k)ω is given by the following formula:
Hn
(
Y(k)ω,G
)=


lim(Pω(G)) ≈⊕i<ω(∏j<ω G), n = k,
limk−nPω(G), 0 = n < k,
0, n > k,
limkPω(G)⊕ (⊕i<ω G), n = 0 = k.
Proof. Consider the spectral sequence of Theorem 4.4 for the space Y(k)ω . In the case
k = 0 the spectral sequence degenerates because
Est2 =
{
lims Pω(G), t = 0,
0, t = 0,
and it follows that
Hn
(
Y(0)ω,G
)≈ E−n,0∞ ≈ E−n,02 .
In the case k = 0 the non-zero elements of the spectral sequence lie on the line s = −k and
at the point (0,0). Theorem 4.4 gives us the desired isomorphisms
Hn
(
Y(k)ω,G
)≈ Ek−n,−k∞ ≈ Ek−n,−k2 ≈ limk−nPω(G)
for n = 0,1, and an exact sequence
0 → Ek,−k2 → H 0
(
Y(k)ω,G
) ψ→ E0,02 → Ek+1,−k2 → H−1(Y(k)ω,G)→ 0.
However, ψ is a splitting epimorphism with the left inverse ϕ0,Y (k),ω,G from Section 1
(ψ ◦ ϕ = Id), and thus,
H 0(X
(k),G) ≈ Ek,−k2 ⊕E0,02 ≈ limk Pω(G)⊕
(⊕
i<ω
G
)
,
H−1(X(k),G) ≈ Ek+1,−k2 ≈ limk+1 Pω(G)
as desired. 
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cn(k,G) = cokerϕk−n,Y (k),ω,G ≈
{
limnPω(G), n > 0,
0, n 0,
which proves (a) and (b) of Theorem 2.4. In order to prove (c), it is sufficient to construct
morphisms
ϕi,ψi : Pω(G) → Pω(G), i < ω,
such that
ψi ◦ ϕj = δij Id : Pω(G) → Pω(G).
Then the composition
A =
⊕
i<ω
limsPω(G)
⊕
lims (ϕi )−→ limsPω(G)
∏
lims (ψj )−→
∏
i<ω
limsPω(G)
will coincide with the canonical inclusion of the direct sum into the direct product. Suppose
that limsPω(G) is a non-trivial and finitely generated Abelian group. The group A, being
an infinite direct sum of non-trivial groups, cannot be finitely generated. At the same time
A can be included into the finitely generated group limsPω(G), and therefore is finitely
generated as well. This contradiction reduces the proof of (c) to the existence of morphisms
ϕi,ψj above.
Let ξ : [0,ω〉 × [0,ω〉 → [0,ω〉 be any 1–1 correspondence. We fix a t < ω. If λ ∈ Λ,
that is λ : [0,ω〉 → [0,ω〉, then
Bλ = Pω(G)λ =
⊕
(i,j)∈Uλ
G = {f :Uλ → G: almost all f (i, j) equal zero}
(“almost all” means “all but finitely many”). Let us define ϕt (λ),ψt (λ) :Bλ → Bλ by the
following:[
ϕt (λ)(f )
]
(i, j) = f (ξ(t, i), j),
[
ψt(λ)(f )
]
(i, j) =
{
f (k, j), i = ξ(t, k),
0, otherwise.
It follows that
[(
ψs(λ) ◦ ϕt (λ)
)
(f )
]
(i, j) = [ϕt (λ)(f )](ξ(s, i), j)=
{
f (i, j), s = t,
0, s = t.
Therefore ψs(λ) ◦ ϕt (λ) = δst IdBλ , where δst is the Kronecker symbol, and the systems
(ϕs(λ),ψs(λ): λ ∈ Λ) determine the desired morphisms ϕs,ψs : Pω(G) → Pω(G).
4.3. Proof of Theorem 2.5
In the case G = Z, a model of ZFC was constructed in [3], in which the statement
S(G) = “G[0,ω〉×[0,ω〉 → lim(R(G)) is onto”
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c1(G) = 0. Let DSV denote the model above. Note, however, that the definitions of
lim(R(G)) and the mapping G[0,ω〉×[0,ω〉 → lim(R(G)) do not depend on the group struc-
ture on G. Thus in the model DSV the statement S(G) is true for an arbitrary infinite
countable group G. Let G be a non-trivial finite or infinite countable Abelian group. Let
further “d = ℵ1” denote a model of ZFC, in which d = ℵ1 is true. It follows from Theo-
rem 4 that the group c1(G) has at least the cardinality of hypercontinuum in that model.
There exists, however, a pair (i,p) of homomorphisms GG× Z such that p ◦ i = IdG.
It follows from the diagram
i∗ : c1(G) c1(G× Z) :p∗
that p∗ ◦ i∗ = Idc1(G), that is c1(G) is isomorphic to a direct summand of c1(G× Z). The
last group is trivial in the model DSV, because G×Z is an infinite countable group. Finally
c1(G) = 0 in the model DSV and c1(G) = 0 in the model “d = ℵ1”. Thus the statement
S(G) does not depend on the ZFC axioms, as desired.
5. Proof of Theorems 3 and 4
Let us consider a more general situation. Given an ordinal α, let Pα(G) be the following
pro-group:
Pα(G) =
(
Pα(G)β,pβγ , [0, α〉
)
where
Pα(G)β =
⊕
δ∈[0,β〉
G
and
pβγ : Pα(G)γ =
⊕
δ∈[0,γ 〉
G → Pα(G)β =
⊕
δ∈[0,β〉
G
for β < γ are natural projections induced by inclusions [0, β〉 ⊆ [0, γ 〉. Let further S be an
arbitrary set. Define Λ = [0, α〉S with the componentwise ordering, and let
Pα(G)S =
⊕
i∈S
Pα(G) =
((
Pα(G)S
)
λ
,pλµ,Λ
)
be the coproduct of S copies of Pα(G). A more detailed description follows:(
Pα(G)S
)
λ
=
⊕
i∈S
( ⊕
δ∈[0,λ(i)〉
G
)
=
⊕
(i,δ)∈Uλ
G
where
Uλ =
{
(i, δ) ∈ S × [0, α〉: δ < λ(i)}.
The homomorphisms pλµ are natural projections induced by inclusions Uλ ⊆ Uµ.
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QSα(G) = (Qλ,p′λµ,Λ), RSα(G) = (Rλ,p′′λµ,Λ)
by the following:
Qλ =
∏
(i,δ)∈Uλ
G, RSα(G) = QSα(G)/Pα(G)S,
and p′λµ are natural projections.
Proposition 5.1.
limsPα(G)S ≈ lims−1RSα(G), s  2;
lim1Pα(G)S ≈ coker
(
lim
(QSα(G))→ lim(RSα(G)))
≈ coker(GS×[0,α〉 → lim(RSα(G))).
Proof. Consider the long exact sequence [4]
0 → lim(Pα(G)S)→ lim(QSα(G))→ lim(RSα(G))
→ lim1Pα(G)S → lim1QSα(G) → ·· ·
→ lims−1RSα(G) → limsPα(G)S → ·· ·
which follows from the short exact sequence
0 → Pα(G)S → QSα(G) → RSα(G) → 0
of inverse systems. The formulae for limsPα(G)S follow immediately from that long exact
sequence and Lemma 5.2 below. 
Lemma 5.2. limsQSα(G) = 0 for s  1, and lim(QSα(G)) ≈ GS×[0,α〉.
Proof. The group limsQSα(G) is isomorphic [4, Theorem 4.1] to the sth cohomology group
of the following cochain complex C·:
Cn =
∏
λ=(λ0λ1···λn)
Qλ0 ≈
∏
λ
∏
i∈S
( ∏
δ<λ0(i)
G
)
≈
∏
(i,δ)∈S×[0,α〉
En(i, δ)
where
En(i, δ) =
∏
λ0···λn
δ<λ0(i)
G.
The coboundary operator d on C· induces a coboundary operator on E· such that E·(i, δ)
will be cochain complexes for all i, δ, and the cochain complex C· is isomorphic to the
product of the cochain complexes E·(i, δ). Clearly
limsQSα(G) ≈ Hs(C·) ≈
∏
i∈S
H s
(
E·(i, δ)
)
.δ<α
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which consists of all λ ∈ [0, α〉S satisfying 0  δ < λ(i). Let Eiδ(G) be the constant
Γ (i, δ)-indexed inverse system Eiδ(G) ≡ G. It follows from [4, Theorem 4.1] that
limsEiδ(G) ≈ Hs
(
E·(i, δ)
)
.
The pro-group Eiδ(G), however, is isomorphic to the constant pro-group G, and thus
limsEiδ(G) = 0 for s  1, and lim(Eiδ(G)) ≈ G. Now the desired formulae for
limsQSα(G) can easily be obtained. 
The description of the inverse system RSα(G) and Proposition 5.1 allow us to give the
following description of lim1Pα(G)S . We say that two functions
f :U → G and g :V → G
almost agree iff the set{
u ∈ U ∩ V : f (u) = g(u)}
is finite. The elements of lim(RSα(G)) can be represented as families of almost agreeing
functions
fλ :Uλ → G, λ ∈ [0, α〉S.
We shall say that (fλ) ≡ (gλ) if for all λ ∈ [0, α〉S the functions fλ and gλ almost agree.
A family (fλ: λ ∈ Λ) will be called trivial if there exists a function f :S × [0, α〉 → G
such that for every λ ∈ Λ the functions f and fλ almost agree. The statement below follows
from Proposition 5.1.
Corollary 5.3. lim1Pα(G)S is isomorphic to the quotient group of “equivalent classes of
families of almost agreeing functions” modulo “the group of trivial families”.
Remark 5.4. In the above Corollary one can easily substitute “equivalent classes of fam-
ilies of almost agreeing functions” by “families of almost agreeing functions”. Indeed, if
(fλ) ≡ (gλ), then the constant function 0 almost agrees with (fλ − gλ), and therefore that
latter family is trivial.
Let Λ′ be a partially ordered set ([0,ω〉[0,ω〉,) where  is the pre-ordering introduced
in Section 0.2. Let further π :Λ → Λ′ be a monotonic map which is identical on [0,ω〉[0,ω〉.
Definition 5.5. Let
R(G) := Rωω(G).
Since R(G) does not “distinguish” the elements λ ∈ [0,ω〉[0,ω〉 which are equivalent rela-
tive to the pre-ordering , the inverse system for R(G) can be represented as R(G) = S◦π
where S is a Λ′-indexed inverse system. The mapping π is cofinal, and therefore
limsR(G) ≈ limsS, s  0.
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ordinal of cardinality d . Let further T denote the δ-indexed system S ◦ g. Similarly we
have
limsR(G) ≈ limsS ≈ limsT, s  0.
5.1. “Modulo finite” arithmetic
Let us fix an infinite set Z. Introduce the following binary relations on the set of all
subsets of Z:
U  V ⇐⇒ card(U − V ) < ∞;
U ∼ V ⇐⇒ (U  V )&(V  U);
U  V ⇐⇒ (U  V )&(U  V )
⇐⇒ (card(U − V ) < ∞)&(card(V −U) = ∞);
U ⊥ V ⇐⇒ card(U ∩ V ) < ∞;
U ⊥ (Vα: α ∈ A) ⇐⇒ (∀α ∈ A)(U ⊥ Vα);
(Uα: α ∈ A) ⊥ (Vβ : β ∈ B) ⇐⇒ (∀α ∈ A)(∀β ∈ B)(Uα ⊥ Vβ);
U  (Vα: α ∈ A) ⇐⇒
(
(∀k < ω)(card(Yk) < ∞)
)
where
Yk =
{
α ∈ A: card(U ∩ Vα) k
}
.
In the case U  (Vα: α ∈ A) we shall say that the set U intersects uniformly the family
(Vα: α ∈ A).
Let us state some easy properties of the introduced relations:
Lemma 5.6. (i) If U  U ′ and U intersects uniformly the family (Vα: α ∈ A) then the set
U ′ intersects uniformly the family (Vα: α ∈ A) as well;
(ii) If U intersects uniformly (Vα: α ∈ A) and V ′α ⊇ Vα −S for some finite set S and for
all α ∈ A then U intersects uniformly (V ′α: α ∈ A);
(iii) (U  (Vα: α ∈ A))&(A′  A) ⇒ (U  (Vα: α ∈ A′)).
Proof. (i) Let card(U −U ′) = m and let k < ω. Then
card(U ′ ∩ Vα) card(U ∩ Vα)−m
for all α ∈ A, and
Yk =
{
α ∈ A: card(U ′ ∩ Vα) k
}⊆ {α ∈ A: card(U ∩ Vα) k +m}.
The latter set is finite, and therefore Yk is finite as well, and U ′  (Vα: α ∈ A).
(ii) Let us denote card(S) by m. Then
card(U ∩ V ′α) card(U ∩ Vα)−m
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(iii) Let card(A′ −A) = m and let k < ω. Then
card(Yk) = card
({
α ∈ A′: card(U ∩ Vα) k
})
 card
({
α ∈ A: card(U ∩ Vα) k
})+m< ∞. 
Lemma 5.7. Let (Vi : i ∈ I ) be a countable collection of subsets of a set Z. Let(
(gi :Vi → Y): i ∈ I
)
be a collection of almost agreeing mappings, and let for some V ⊆ Z
(∀i ∈ I )(Vi  V ).
Then there exists a mapping
g :V → Y
almost agreeing with all the mappings gi .
Proof. Let ϕ : [0,ω〉 → I be a bijection, and let Wn be the following sets:
Wn =
(
Vϕ(n) −
n−1⋃
k=0
Vϕ(k)
)
∩ V.
Let further
W−1 =
(
Z −
∞⋃
k=0
Vϕ(k)
)
∩ V.
Clearly (Wn: −1 n < ∞) is a disjoint family of subsets of V , and
∞⋃
k=−1
Wk = V.
Choose an element y0 ∈ Y , and define g :V → Y as follows:
g(x) =
{
gn(x) if x ∈ Wn, n 0,
y0 if x ∈ W−1.
We need only to check that g is the desired “global” function, that is, g almost agrees with
all the mappings gi . Let i ∈ I , and choose n such that i = ϕ(n). It follows that the set
{
x ∈ Vϕ(n): g(x) = gn(x)
}⊆ n−1⋃
k=0
{
x ∈ Vϕ(n) ∩ Vϕ(k): gn(x) = gk(x)
}
is finite, and g almost agrees with all gi ’s. 
Lemma 5.8. Let (An: n < ω) and (Bn: n < ω) be two countable families of infinite subsets
of Z such that for some subset T of Z and for all m,n < ω,
An ⊥ Bm and
n⋃
(Ak ∪Bk) T .
k=0
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A ⊥ B, A∪B  T ,
Am  A and Bm  B for every m<ω.
Proof. For each n < ω the set
T −
n⋃
k=0
(An ∪Bn)
is infinite, and we can choose a subset
Rn ⊆ T −
n⋃
k=0
(An ∪Bn)
satisfying card(Rn) = n. Define a set
R =
∞⋃
n=0
Rn.
Clearly R ⊆ T , and R is countable. Remember that “countable” always means “infinite
countable”. We claim that
R ⊥ (Am ∪Bn)
for all m,n < ω. Indeed, there exists an N <ω such that N max(m,n). Now
Rk ∩ (Am ∪Bn) = ∅
for all k N , and
∣∣R ∩ (Am ∪Bn)∣∣
∣∣∣∣∣
N−1⋃
k=0
Rk
∣∣∣∣∣< ∞.
Let
Vmn =
{
An if m = 0,
Bn if m = 1,
and
gmn :Vmn → {0,1,2,3,4}
defined by gmn(x) = m, m = 0,1. Represent R as a disjoint union of three countable sub-
sets:
R = S2 ∪ S3 ∪ S4.
Define in addition a mapping
hi :Si  → i ∈ {2,3,4} ⊆ {0,1,2,3,4}.
It follows from Lemma 5.7 that there exists a “global” function g :T → {0,1,2,3,4} al-
most agreeing with the three hi and all gmn. Clearly the sets
A := g−1({0,2}), B := g−1({1,3})
are the desired ones. 
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(Vα: α < ω1)
be a family of countable subsets of a (not necessarily countable) set V , and let
F = (fα :Vα → G: α < ω1)
be a family of almost agreeing functions. Assume in addition that there exist some g = h in
G such that for any α < ω1
(fα)
−1(g)
(
(fβ)
−1(h): β < α
)
.
Then the family F is not trivial.
Proof. Suppose on the contrary that the family is trivial. Let
f :V → G
be a global function almost agreeing with the family F . The family(
card
(
Wα :=
{
x ∈ Vα: f (x) = fα(x)
})
: α < ω1
)
has uncountable number of members, and therefore there exists an uncountable subfamily
of identical integers:
∃N(BN := {α: card(Wα) = N} is uncountable).
The subset BN possesses an infinite monotone subsequence
(β0 < β1 < β2 < · · · , βi ∈ BN).
Since BN is uncountable, there exists an α ∈ BN such that
α  lim
n→∞βn.
Let
U = (fα)−1(g) and Vβ = (fβ)−1(h).
It follows that
U ∩ Vβi ⊆ Wα ∪Wβi ,
and therefore,
card(U ∩ Vβi) card(Wα)+ card(Wβi ) = 2N.
We have found an infinite number of indexes with card(U ∩ Vβi) 2N . This contradicts
the condition
(fα)
−1(g)
(
(fβ)
−1(h): β < α
)
. 
Proposition 5.10 (Induction lemma). Let Z be a set, let T ⊆ Z, let α < ω1 and let
U = (Uβ : β < α), V = (Vβ : β < α)
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W = (Wβ : β < α)
be families of countable subsets of Z, indexed by the set [0, α〉 and such that U ⊥W ,
(∀β)((β < α) ⇒ (Vβ ⊆ Wβ)&(Uβ ∪Wβ  T )),
and
(∀β0, β1)
(
(β0 < β1 < α) ⇒ (Uβ0 Uβ1)&(Vβ0  Vβ1)&(Wβ0 Wβ1)).
Assume in addition that for each β < α the set Uβ intersects uniformly the family
(Vγ : γ < β).
Then there exists a countable subset U ⊆ Z such that U  T , U ⊥W , U  V , and
(∀β)((β < α) ⇒ (Uβ U)).
Proof. Case 1. α = α0 + 1. Then the set
S = T − (Uα0 ∪Wα0)
is infinite, and we can choose countable subsets
R0, R1 ⊆ S, R0 ∩R1 = ∅.
Set U = Uα0 ∪R0. It follows from Lemma 5.6 that U satisfies the conditions of the Induc-
tion lemma.
Case 2. α is a limit ordinal,
α = lim
n→ωαn
where (αn: n < ω) is a strictly increasing sequence of ordinals. Apply Lemma 5.8 to the
families
(Uβ : β < α)
and
(Wβ : β < α).
There exist sets
U,W ⊆ T , U ⊥ W, U ∪W  T
such that
(∀β < α)((Uβ U)&(Wβ W)).
Let
R ⊆ T − (U ∪W)
be a countable subset. We shall construct inductively a sequence
U −R =: S =: S0 ⊆ S1 ⊆ S2 ⊆ · · · ⊆ T −R  T
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(∀k < ω)[(Sk ⊥ W)&(Sk  (Vα′ : α′ ∈ Bk))]
where
Bk =
{
α′ ∈ [0, α〉: card(S ∩ Vα′) k
}
.
If B = Bk −Bk−1 is finite, then we set Sk+1 = Sk . Otherwise B is cofinal in [0, α〉 and has
the ordinal type ω. Indeed,
S ! Uβ 
(
Vα′ : α
′ ∈ B ∩ [0, β〉)
for every β < α, and therefore B ∩ [0, β〉 is finite. Let b : [0,ω〉 → B be a monotone bijec-
tion, let
c : [0,ω〉 → [0, α〉
be some bijection, and let
B ′n =
{
c(k) : (k  n)&
(
c(k) < b(n)
)}
for n < ω. Now the sets
V ′n =
(
Vb(n) −
⋃
{Wb: b ∈ B ′n}
)
are infinite for all n < ω, because Vb(n) −Wb are infinite for b < b(n). The sets
Tn = (T −R)∩ V ′n
are also infinite, because Vb  T − R for all b < α. We shall choose now a subset Pn in
every set Tn such that card(Pn) = n, and let P be the union
P =
⋃
{Pn: n < ω}.
Clearly,
P  (Vα′ : α′ ∈ B),
since for any b(n) ∈ B
card(P ∩ Vb(n)) card(Pn) = n
and
lim
n→∞ card(P ∩ Vb(n)) = ∞.
Moreover
P ⊥ (Wα′ : α′ < α).
Indeed, for any n < ω there exists an m < ω with b(m) > c(n). Let k = max(m,n). Rl ∩
Wc(n) = ∅, for all l  k, because Rl ⊆ V ′n. Thus,
card(R ∩Wc(n)) < ∞,
as desired. We set simply Sk+1 = Sk ∪R. Apply again Lemma 5.8 to the families
S = S0 ⊆ S1 ⊆ S2 ⊆ · · ·
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and obtain a set U ⊆ T −R with all the desired properties. 
Proposition 5.11. Let (Vα: α < ω1) be an ω1-indexed family of infinite subsets of Z such
that
(∀α,β)((α < β < ω1) ⇒ Vα  Vβ).
Then there exists a family((
σα :Vα → [0, α] ⊆ [0,ω1〉
)
: α < ω1
)
of mappings satisfying the following conditions:
(a) The family is almost agreeing;
(b) (∀α < ω1)(∀β  α)(card(σ−1α {β}) = ∞);
(c) (∀β < ω1)(∀α1  β)(∀α2 > α1)(σ−1α1 (β) σ−1α2 (β));
(d) (∀α < ω1)(∀β,0 < β  α)(σ−1α (0) (σ−1α′ (β): β  α′ < α)).
Proof. It suffices to prove that there exists a family of subsets
(Aβα: β  α < ω1)
such that
Aβα ∩Aγα = ∅ for all β = γ,⋃
βα
Aβα = Vα,
and
(a) ⋃β =γ (Aβα ∩Aγα′) is finite for all α′ < α < ω1;
(b) All the sets Aβα are infinite;
(c) Aβα1 Aβα2 for all triples β  α1 < α2;
(d) The set A0α intersects uniformly the family (Aβα′ : α′ ∈ [β,α〉) for all pairs 0 < β <
α < ω1.
Then the functions
σα :Vα → [0, α],
defined by
σα|Aβα = β,
for β  α, satisfy the requirements of Proposition 5.11.
We shall construct the family Aβα using transfinite induction relative to α.
Step α = 0. Set A00 = V0.
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Choose β,0 < β < α. Set T = Vα ,
U = (A0γ : γ < α < ω1), V = (Aβγ : β  γ < α < ω1)
and
W = (Wγ := Vγ −A0γ : γ < α < ω1),
and apply the Induction lemma. The lemma gives us a subset (which will be denoted by
Sβ ) of Vα with the properties:
(∀γ < α)(A0γ  Sβ);
Sβ ⊥ (Vγ −A0γ : γ < α);
Sβ  (Aβγ : β  γ < α < ω1).
Now apply the Induction lemma to all β , 0 < β < α, and obtain the sets Sβ with the above
properties. Apply now Lemma 5.8 to the (countable!) families (Sβ : 0 < β < α) and W ,
and get subsets A0α and W of Vα with the following properties:
A0α ⊥ W ;
(∀β < α)((A0β A0α)(Wβ W));
A0α ∪W  Vα;(∀γ ∈ [1, α〉)A0α  (Aγβ : γ  β < α).
Let
Q = Vα − (A0α ∪W),
which is a (infinite!) countable set. Now consider following family of sets:
{A0α} ∪ {Q} ∪ (Vβ : β < α)
and following family of mappings:
g0 :A0α  → 0 ∈ [0, α],
gα :Q  → α ∈ [0, α],
σβ :Vβ  → 0 ∈ [0, α].
The family of mappings is clearly almost agreeing, and we can apply Lemma 5.7 and get
the desired mapping
σα :Vα → [0, α]. 
Now we are ready to prove Theorems 3 and 4. Using the condition d = ℵ1 one can
easily construct a family
J = (λα ∈ [0,ω〉[0,ω〉: α < ω1),
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tion that the inequality λα  λβ is strict for all pairs α < β . Let us define for each α < ω1
Vα = Uλα =
{
(i, j) ∈ [0,ω〉 × [0,ω〉: j  λα(i)
}
.
The family (Vα: α < ω1) satisfies the conditions of Proposition 5.11 for Z = [0,ω〉 ×
[0,ω〉, and therefore there exists a family((
σα :Vα → [0, α] ⊆ [0,ω1〉
)
: α < ω1
)
satisfying (a)–(d) from Proposition 5.11. Let ϕ : [1,ω〉 → G be a mapping. We shall define
a family of functions
Γϕ = (gϕα :Vα → G)
where
gϕα(x) =
{
ϕ(σα(x)) if σα(x) = 0,
0 if σα(x) = 0.
The family Γϕ corresponds to an element from lim(R(G)), and therefore to an element
hϕ ∈ coker
(
G[0,ω〉×[0,ω〉 → lim(R(G)))≈ lim1Pω(G) ≈ c1(G)
(see Corollary 5.3). The mapping ϕ  → hϕ from G[1,ω〉 to c1(G) is clearly a group homo-
morphism, and we shall prove that it is a monomorphism. Suppose on the contrary that
there exists a function
0 = ϕ : [1,ω1〉 → G
such that hϕ = 0. Let h = ϕ(α) = 0, and g = 0.
Apply the non-triviality lemma (Proposition 5.9) to the family
F = (fα = ϕ ◦ σα :Vα → G: α < ω1)
of almost agreeing functions. The non-triviality lemma implies that the family F is not
trivial. This contradiction shows that the homomorphism G[1,ω1〉 → c1(G) is injective, and
thus
card
(
c1(G)
)

(
card(G)
)ℵ1 .
At the same time∣∣c1(G)∣∣ ∣∣lim R(G)∣∣ |G|ℵ×ℵ1 = |G|ℵ1
and therefore |c1(G)| = |G|ℵ1 as desired.
Theorems 3 and 4 have been proven.
6. Higher limits are not additive
Given a group G, let A(G) be the following pro-group:
A(G) =
(
A(G)α =
⊕
G: α < ω1
)
β∈[α,ω1〉
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pα2α1 : A(G)α1 ↪→ A(G)α2 , α2 < α1,
induced by inclusions [α1,ω1〉 ⊆ [α2,ω1〉.
Consider the direct sum
Aω(G) =
⊕
i<ω
A(G)
in the category pro-AB. Let
Λ := [0,ω1〉[0,ω〉 :=
{
λ : [0,ω〉 → [0,ω1〉
}
with the componentwise ordering. Then the pro-group Aω(G) can be described as follows
(see Lemma 4.7):
Aω(G) =
(
Aω(G)λ =
⊕
i<ω
( ⊕
βλ(i)
G
)
: λ ∈ Λ
)
with the evident natural embeddings. However, the constant functions λ(i) ≡ α < ω1 form
a cofinal subset of Λ. Choose a monotone embedding (automatically cofinal)
γ : [0,ω1〉 → [0,ω1〉
such that for all α0 < α1 < ω1 the set [γ (α0), γ (α1)] is infinite (countable!). Assume for
convenience that [0, γ (0)] is also infinite. Now the pro-group Aω(G) admits the following
description up to isomorphism:
Aω(G) =
(
Aω(G)α =
⊕
i<ω
( ⊕
βγ (α)
G
)
: α < ω1
)
with the natural embeddings
pα2α1 : Aω(G)α1 ↪→ Aω(G)α2 , α2 < α1.
Let B(G) be the constant pro-group:
B(G) =
(
B(G)α =
⊕
β<ω1
G: α < ω1
)
and let C(G) be the factorgroup B(G)/A(G). Define analogously
Bω(G) =
⊕
i<ω
B(G), Cω(G) =
⊕
i<ω
C(G).
It is easy to see that up to isomorphism
C(G) =
(
C(G)α =
⊕
β<α
G: α < ω1
)
≈
(
C(G)α =
⊕
β<γ (α)
G: α < ω1
)
,
Cω(G) =
(
Cω(G)α =
⊕
i<ω
⊕
β<α
G: α < ω1
)
≈
(
Cω(G)α =
⊕( ⊕
G
)
: α < ω1
)
,i<ω β<γ (α)
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Bω(G) =
(
Bω(G)α =
⊕
i<ω
⊕
β<ω1
G: α < ω1
)
,
and Cω(G) is isomorphic to the factorgroup Bω(G)/Aω(G).
Proposition 6.1. (a)
limnB(G) = limnBω(G) = 0
for n 1;
(b)
limnA(G) = limnAω(G) = limnC(G) = limnCω(G) = 0
for n 3;
(c)
lim2C(G) = lim2Cω(G) = lim1A(G)
= lim1Aω(G) = lim A(G) = lim Aω(G) = 0;
(d)
lim2A(G) ≈ lim1C(G) = 0; lim2Aω(G) ≈ lim1Cω(G) = 0.
Proof. (a) Both pro-groups B(G) and Bω(G) are constant;
(b) The index set ω1 has cardinality ℵ1, and therefore limn = 0 for n 3 (see [15]);
(c) The long exact sequences arising from the two short exact sequences
0 → A → B → C → 0,
0 → Aω → Bω → Cω → 0
give lim2C(G) = lim3A(G) = 0 and lim2Cω(G) = lim3Aω(G) = 0.
(d) From the above exact sequences it follows also that lim2A(G) ≈ lim1C(G) and
lim2Aω(G) ≈ lim1Cω(G). That those groups are non-trivial, will be proven in Section 6.1.
Moreover,
lim1A(G) ≈ coker
(⊕
i<ω1
G = lim B(G) → lim(C(G))=⊕
i∈ω1
G
)
= 0,
lim A(G) ≈ ker
(⊕
i∈ω1
G = lim B(G) → lim C(G) =
⊕
i∈ω1
G
)
= 0,
lim1Aω(G) ≈ coker
(⊕
i∈ω
⊕
i∈ω1
G = lim Bω(G) → lim C(G) =
⊕
i∈ω
⊕
i∈ω1
G
)
= 0,
lim Aω(G) ≈ ker
(⊕
i∈ω
⊕
i∈ω1
G = lim Bω(G) → lim Cω(G) =
⊕
i∈ω
⊕
i∈ω1
G
)
= 0. 
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Let us define the following pro-groups:
D(G) =
(
D(G)α =
∏
β<α
G: α < ω1
)
,
Dω(G) =
(
Dω(G)α =
∏
i∈ω
∏
β<α
G: α < ω1
)
with natural projections as bonding homomorphisms. The pro-groups C(G) and Cω(G)
are naturally included in D(G) and Dω(G) respectively, and let us define
E(G) = D(G)/C(G); Eω(G) = Dω(G)/Cω(G).
Proposition 6.2. (a)
lim1C(G) ≈ coker(Gω1 = lim D(G) → lim E(G));
(b)
lim1Cω(G) ≈ coker(Gω×ω1 = lim Dω(G) → lim Eω(G)).
Proof. (a) Set S = {0}, α = ω1, and apply Proposition 5.1:
lim1Pα(G)S ≈ coker
(
GS×[0,α〉 → lim(RSα(G)))
where
QSα(G) ≈ D(G), RSα(G) ≈ E(G), Pα(G)S ≈ C(G).
(b) Set S = [0,ω〉, α = ω1, and again apply Proposition 5.1:
lim1Pα(G)S ≈ coker
(
GS×[0,α〉 → lim(RSα(G)))
where
QSα(G) ≈ Dω(G), RSα(G) ≈ Eω(G), Pα(G)S ≈ Cω(G). 
Using the above proposition and the monotone mapping
γ : [0,ω1〉 → [0,ω1〉,
we can describe the elements of lim1C(G) (respectively lim1Cω(G)), analogously to Sec-
tion 5 as equivalence classes of families(
fα :
{
β: β < γ (α)
}→ G: α < ω1),
respectively(
fα : [0,ω〉 ×
{
β: β < γ (α)
}→ G: α < ω1)
of “almost agreeing” functions. The latter means that fα = fβ on the intersection of their
domains except for a finite number of points. Two such collections (fα) and (gα) are
equivalent iff there exists a “global” function
h : [0,ω1〉 → G
(
respectively h : [0,ω〉 × [0,ω1〉 → G
)
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fα − gα ≡ h|Dα
(≡ means “almost agree”) where Dα is the definition domain for fα and gα .
In Section 6.2 we will construct a certain element ξ ∈ lim1Cω(G), represented by a
family(
fα : [0,ω〉 ×
[
0, γ (α)
〉→ G: α < ω1)
of almost agreeing functions. Choose a non-zero element g ∈ G. The functions fα will
have values in the set {0, g}, and therefore, they will give rise to a family of subsets
U := (Uiα ⊆ Vα = [0,ω〉 × [0, γ (α)〉: i ∈ {0,1}, α < ω1)
where
U0α = (fα)−1(0), U1α = (fα)−1(g).
The sets Uiα will have the following properties:
U0α ∪U1α = Vα, U0α ∩U1α = ∅;
(∀β)((β < α) ⇒ (Vβ  Vα)),
and
(∀i < ω)(∀β0, β1)
(
(β0 < β1 < α)
⇒ (U0β0 ∩Li U0β1 ∩Li)&(U1β0 ∩Li U1β1 ∩Li)),
(∀α < ω1)(∀i < ω)
(
U0α  (U1β ∩Li : β < α)
)
where
Li = {i} × [0,ω1〉
(see the definitions from Section 5.1).
Proposition 6.3. Let
(pi)
∗ : lim1Cω(G) → lim1C(G), i < ω,
be the homomorphism induced by the ith natural projection
pi : Cω(G) =
⊕
i<ω
C(G) → C(G).
Then (pi)∗(ξ) = 0 for all i < ω.
Proof. The element
(pi)
∗(ξ) ∈ lim1C(G)
is represented by the family
Fi :=
(
fiα = fα ◦ ji :
[
0, γ (α)
〉→ G: α < ω1)
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ji(β) := i × β.
The properties of the family U imply that the family Fi satisfies the conditions of the
non-triviality lemma (Proposition 5.9), and therefore the family Fi is not trivial, and
0 = (pi)∗(ξ) ∈ lim1C(G). 
Corollary 6.4. lim1C(G) = 0. 
Corollary 6.5. ξ does not lie in the image of
ϕ :
⊕
i<ω
lim1C(G) → lim1
(⊕
i<ω
C(G)
)
,
and therefore ϕ is not an isomorphism.
Proof. If, on the contrary, ξ does lie in the image of ϕ, then only a finite number of pro-
jections (pi)∗(ξ) are non-zero, which is a contradiction. 
Theorem 1 has been proved!
6.2. The construction of ξ by transfinite induction on α
Step α = 0. Represent the countable set [0, γ (α)〉 as a disjoint union of two countable
sets [
0, γ (α)
〉= P ∪Q.
Define
U0α := [0,ω〉 × P ; U1α := [0,ω〉 ×Q,
and we are done.
Step (< α) ⇒ α.
Case α = α0 + 1. Represent the countable set [γ (α0), γ (α)〉 as a disjoint union of two
countable sets[
γ (α0), γ (α)
〉= P ∪Q.
Define
U0α := U0α0 ∪ [0,ω〉 × P, U1α := U1α0 ∪ [0,ω〉 ×Q,
and we are done.
Case α is a limit ordinal.
Fix i < ω, set T = Z = Vα ,
U = (Uβ := U0β : β < α), Vi = (Vβ := U1β ∩Li : β < α)
and
W = (Wβ := U1β : β < α).
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there exists a countable subset Si ⊆ Vα such that Si  Vα , Si ⊥W , Si  Vi , and
(∀β)((β < α) ⇒ (U0β  Si)).
Let now i vary, and apply Lemma 5.8 to the (countable!) families (Si : i < ω) and
(Wβ : β < α) of subsets of
T := Z := Vα,
and get sets A,B ⊆ Vα , such that, for all i,
Si A, A ⊆ Vα, A ⊆ A∪B  Vα.
The set U0α := A has all the desired properties. Set finally U1α := Vα − U0α , and the
induction step is done.
7. Strong homology is not additive
Consider the space
Xm = X(m,0,ω1), m 0,
from [10]. As a set, Xm is a wedge
Xm =
∨
α<ω1
Bm
of m-dimensional balls equipped with some special paracompact topology. Let
Xωm =
∐
i<ω
Xm
be the topological coproduct of countably many copies of Xm. In [10], a polyhedral res-
olution for Xm was constructed, and the pro-homology groups were calculated. Those
formulae for pro-Hn(Xm,Z) can be easily re-established for pro-Hn(Xm,G):
Proposition 7.1 (Compare [10, Theorems 3 and 6]).
pro-Hn(Xm,G) =
{
G if n = 0 = m,
A(G) if n = m,
0 otherwise.
Corollary 7.2.
pro-Hn(Xωm,G) =
{
G if n = 0 = m,
Aω(G) if n = m,
0 otherwise.
Proof. Use additivity of pro-homology. 
The following proposition gives full description of strong homology of Xm and Xωm:
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Hp(Xm,G) =


G if p = 0 and m = 2,
G⊕ lim2A(G) ≈ G⊕ lim1C(G) if p = 0 and m = 2,
lim2A(G) ≈ lim1C(G) if p = m− 2 and m = 2,
0 otherwise.
(b)
Hp(X
ω
m,G) =


⊕
i∈ω G if p = 0 and m = 2,
(
⊕
i∈ω G)⊕ lim2Aω(G)
≈ (⊕i∈ω G)⊕ lim1Cω(G) if p = 0 and m = 2,
lim2Aω(G) ≈ lim1Cω(G) if p = m− 2 and m = 2,
0 otherwise.
Proof. (a) Consider the spectral sequence from Theorem 4.4:
Est2 = lims pro-H−t (X,G) ⇒ H−s−t (X,G).
In the case X = Xm the sequence degenerates:
Est2 =


⊕
i∈ω G if s = t = 0,
lim2A(G) ≈ lim1C(G) if s = 2 and t = −m,
0 otherwise,
and it is quite easy to make the necessary calculations;
(b) Analogously:
Est2 =


⊕
i<ω
⊕
α<ω1
G if s = t = 0,
lim2Aω(G) ≈ lim1Cω(G) if s = 2 and t = −m,
0 otherwise,
and calculations are again easy. 
Using Theorem 1 one now obtains the following result:
Corollary 7.4. For any p −2 the homomorphism⊕
i<ω
Hp(Xp+2,G) → Hp
(∐
i<ω
Xp+2,G
)
is injective but not surjective.
7.1. Proof of Theorem 2
Take X =∐p−2 Xp+2. It follows from Corollary 7.4 that⊕
i<ω
Hp(X,G) → Hp
(∐
i<ω
X,G
)
is injective but not surjective for any p −2.
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