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ABSTPACT
The problem of using all-digital control for regulating the
fluid temperature of a floated inertial guidance platform is
investigated. The distributed fluid-thermal dynamics inside
the platform are modelled using the method of orthogonal col-
location, and are shown to introduce only a negligible lag in-
to the system. The use of a simple, low-order, lumped-
parameter, thermal model is justified to simulate the plant
dynamics for the controller design.
A delta-modulator A-D converter is proposed to sample the
thermistor sensor in the floatation fluid. A typical design
is discussed and the quantization and frequency response of
the device are evaluated. To provide the means for control, a
three-phase induction motor pump is proposed to adjust the
flow rate through an external heat exchanger to vary the ther-
mal conductivity to the coolant. A novel method of motor
speed control is proposed, which varies the volt-time proper-
ties of a set of digital excitation waveforms, to maximize
peak motor torque and efficiency over the required speed range.
Two modern control schemes are proposed to reduce the re-
sponse time to thermal transients. The first varies the dc
gain of the classical digital compensation to minimize the ex-
pected value of a quadratic cost functional over a fixed tran-
sient time interval. The second is a two-state control tech-
nique, which uses state estimates from a low-order
Kalman filter model to pick the pump speed which minimizes the
expected value of future temperature errors over a fixed time
interval. The second technique is far superior, featuring low
limit cycle variations as well as fast response, which makes
it the highlight of this research.
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CHAPTER 1
INTRODUCTION
The accuracy of precision instrumentation is often limited
by the thermal variations in its environment. Thermally sensi-
tive mechanical parameters like fluid density and elastic strain
can often limit the accuracy of a mechanical measurement system.
If signal processing errors are negligible, thermal effects can
introduce significant errors, requiring that precision tempera-
ture regulation be included in the design of the system.
This research focuses on the design of a high-speed, all
digital, computer-controlled, temperature regulator for a floated
inertial platform. An inertial platform is an accurate, electro-
mechanical, device used for navigational purposes to maintain a
fixed inertial reference for the accelerometers inside it. Tem-
perature regulation is important here to ensure that the mechan-
ical properties of the instruments are invariant. In particular,
a well regulated coolant system is required for a floated plat-
form system to reduce variations in fluid density and viscosity
to minimize unfloated mass effects and thermal gradients.
The floatation fluid temperature is the controlled ther-
mal parameter in the coolant system. Typical specifications re-
quire that the floatation fluid temperature be regulated to with-
in 0.050 F of the set point temperature. Because significant
thermal transients occur in the system, primarily in the form
of coolant transients, this is a stringent requirement. Further-
more, the decay time for an error during a transient must be
less than 40 seconds. This is a more formidable design con-
straint since the present analog temperature regulator for this
coolant system has shown a decay time of approximately 3 minutes
for a typical step change in coolant temperature.
An all-digital control scheme makes three significant im-
provements over the existing analog hardware. First, the elec-
tronics parts count is reduced since the control computation is
done in software rather than in analog integrated circuits.
Also, the digital hardware and software eliminate the offset
problems involved in implementing precision, low-bandwidth ana-
log compensators. And finally, the flexibility of computer soft-
ware allows for the design of an "intelligent" controller capable of
responding more quickly to system transients. However, because
the temperature controller is only one small part of the naviga-
tion system, the computer storage and computation used for con-
trol has to be minimized.
The objective of this research is then to design and test
a fast response, digital, temperature regulator conforming to
both the thermal and software specifications. The thesis covers
all aspects of the design and implementation of this control sys-
tem and is composed of three sections.
-14-
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The first part develops a low-order lumped parameter
dynamic model of a typical coolant system that includes the
effects of possible thermal transport phenomena inside the
platform. The primary emphasis is on obtaining an accurate
mathematical model in a form useable by a controls engineer.
The second section covers the digital hardware considerations
involved in actually implementing this system. The final sec-
tion discusses the software aspects of the design and in parti-
cular presents the analytical development of three digital con-
trol laws and a comparison of their performance in actual tests
on a typical system.
The remainder of the introduction presents the reader with
an overview of the thermal and electronic aspects of the basic
coolant system under consideration, and motivates the need for
more sophisticated control techniques to satisfy the system
specifications.
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1.1 The Thermal System
The proposed coolant system employs a unique variable-
conductance, external heat exchanger to regulate the tempera-
ture of the floatation fluid. Figure 1-1 shows the basic ther-
mal system layout for a typical collant system.
As can be seen, the platform and floatation fluid are
enclosed in a thin metal shell. A turbopump inside the plat-
form, or "ball", pumps the floatation fluid through a set of
valves for torquing on the exterior edge of the platform. By
adjusting the flow through the valves, the platform can be posi-
tioned and rotated within the shell. The flow in the inlet and
outlet ports also directly cools the electronics in the interior
of the ball. A set of coolant pipes is wound around the metal
shell to -carry the refrigerated fluid that cools the entire
platform system. A circulator motor pumps fluid under and
around the heat exchanger tubing to conduct heat between the
metal shell and the coolant fluid. By varying the flow rate in
the circulator, the thermal conductance between the metal shell
and the coolant can be varied to adjust the temperature of the
floatation fluid. Figure 1-2 shows a simple thermal model of
the system to show how this is done.
In steady state, with no net heat flow into the fluid, we
find that,
(1- 1)
TFF Tc + Q Rfc
TC
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If we incrementally change Rfc by ARfc we obtain a correspond-
ing incremental temperature change,
ATFF = Q ARfcB (1-2)
The variable conductance controller is desirable for two
reasons. First, it responds quickly to inputs since flow changes
can be made almost instantaneously compared to thermal time con-
stants. In addition, the thermal gradient between the ball and
the coolant is maintained by just changing the flow rate which
doesn't require a substantial amount of power. A more conven-
tional approach would fix the thermal conductivity and place
heating elements in the ball. Large variations in coolant tem-
perature and electronic power would require corresponding changes
in heater power. This inefficiency would be an undesirable
feature from a systems point of view. The variable-conductance
approach is thus a fast and more efficient way of controlling a
wide range of thermal variations.
With this brief description of the thermal system compo-
nents and with the technical justification for the variable-
conductance approach, we can proceed to introduce the problem
of incorporating an all-digital feedback loop into the thermal
system.
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1.2 The DigitalControl System
The structure of the digital control system is shown in
fig. 1-3. The system has 4 basic components - the thermal sys-
tem, the sampler, the digital computer, and the motor speed con-
trol electronics.
The thermal system, in particular, has many inputs. The
most important are the coolant temperature, Tc, heat sources, Q
due to electronic and motor inefficiencies, and the thermal con-
ductivity, Rfca The first two inputs may be considered stable
quantities which might possess random offsets and low frequency
drift components. As discussed earlier, Rfc, is the control in-
put. The output of the thermal system, which is the floatation
fluid temperature, is sensed by a thermistor and converted to a
digital signal by the sampler circuitry. The temperature word
is fed into the computer where the information is incorporated
into a control algorithm of the general form of Equation (1-3).
un+l = f(uTn'n) (1-3)
where
un = u(nAt)
un = T(nAt)
and
At = sampling interval
THERMAL
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ELECTRONICS EXCITATION FREQUENCY ELECTRONICS
L
1 TO 4 BIT
SPEED
COMMAND
I)
o = HEAT LOADS
IN SYSTEM
TC = COOLANT
TEMPERATURE
Rfc = THERMAL RESISTANCE
BETWEEN FLOT. FLUID
AND COOLANT
Block Diagram of the Digital Control SystemFigure 1-3
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Here f( ) is a function (possibly non-linear) of the previous
control signals and temperature errors.
The motor speed control electronics takes the control wor
from the computer and selects a drive frequency and a 2 state-
waveform as the excitation for each phase of the motor. The
motor speed determines the flow rate in the circulator and henc
the thermal resistance, Rtc in the external heat exchanger. ItIc
is important to note here that there is no D-A conversion cir-
cuitry necessary in this system. All operations in the control
ler are completely digital after the thermistor is sampled.
The accuracy of this controller is largely determined by
the limit cycle errors introduced by the quantization in the
sampler and the motor speed-control electronics. Chapter 3
discusses the design of these two important components and in-
cludes a discussion of the significance of the quantization
error involved in both.
The dynamic response of the loop is determined by the
digital control law implemented in the computer software to-
gether with the thermal system dynamics. Fast response to
transients is the most important ingredient in an "optimal"
control law for this system. Unfortunately, because of the
sluggishness of the thermal system, a change in coolant temper-
ature might take 7 to 10 seconds to be clearly distinguished at
the output. The classical integral, lead-lag compensation used
-23-
in the analog controller for this system responds much too
slowly to this type of transient. The typical response is
shown in fig. 1-4.
Clearly if the maximum error is to be reduced, more con-
trol effort must be expended in the initial stages of the tran-
sient. This can not be done in a classical sense withoutmaking
the system unstable during normal operation. With the added
flexibility of a computer, modern control techniques can be
used to effectively increase the controller bandwidth during
transients.
Two control schemes, proposed in Chapter 4, are designed
to reduce the response time of the loop. The first is a vari-
able gain controller that senses a transient condition, and in
an open loop fashion, changes the gain of the classical control
law to temporarily increase the bandwidth. The second method
utilizes a novel bang-bang type controller that uses Kalman
filter temperature estimates to choose the circulator speed
that minimizes the expected value of predicted errors.
1TO2*
~.11F
................m in2 n1min15 sac
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CHAPTER 2
MODELLING THE THERMAL SYSTEM
Knowledge of the dynamic structure of the thermal cool-
ant system is a requirement for optimization of the control
hardware and software. Careful modelling must be done to
determine the bandwidth limitations on the system and to sug-
gest thermal design improvements for the next generation tem-
perature regulator. In addition, accurate dynamic models are
needed so that the controller design can be meaningfully opti-
mized and simulated off-line. A good analytical representation
of a fluid-thermal system like this might require a high-order
finite difference model. However, the focus of this chapter
is on the development of a low-order lumped parameter model
that possesses all of the important dynamic characteristics of
the thermal system that are relevant to the control problem at
hand.
2.1 Linearized Lumped Parameter Model of the Thermal Coolant
System
The generalized heat flow equations in a lossless, con-
tinuous, medium are defined by the partial differential equa-
tion:
Pc T = KV2 T(2-1)
p dt
-26-
where
dT 3T+
T- =-dt + V (VT)
and where
cp = Heat capacity/mass
p = Density.
T = Temperature
K = Diffusion constant
q = Heat flow from internal sources or across
boundaries, etc.
V = velocity of the medium
The closed form solution of Equation (2-1) is impossible
to obtain for any complex system with many components. Finite
difference or finite element approximations must then be used
to approximate the solution to these equations at discrete
points in the medium and along the boundary. It would require
the solution of a large number of equations to obtain high re-
solution thermal distributions in each element. Our primary
interest in solving Equation (2-1) is to determine the charac-
teristic input-output response of the system so that the con-
troller design can be optimised and so that thermal transient
responses can be anticipated. Even a low-order finite differ-
ence model is intractible for these purposes. Since high
-27-
resolution is not a requirement, we are justified in seeking
a low-order lumped-parameter model that approximates the solu-
tion of Equation (2-1) for our system.
The infinite dimensional partial differential equation
in Equation (2-1) can be replaced by a linear differential equa-
tion describing the heat flow into each discrete element of
the system. The lumped model admittedly neglects thermal
delays due to thermal transport phenomena and diffusion. However
for high thermal conductivity and high speed flows, these delays
can be neglected for low frequency analysis. The diagram in
fig. 2-1 shows the form of the simple model.
The values of the lumped thermal resistances must be
determined experimentally by calculating the heat transfer co-
efficients across the fluid-solid boundaries. In general, the
heat flow equation occurring at such a boundary is defined by
Equation (2-2).
q sf = hA(T - Tf)_-
where,
q sf = The total heat/sec being transferred from the
solid to the fluid, and
h = Heat transfer film coefficient
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T = Wall temperature of the solid
T = Mean fluid temperature
A = Area of the fluid-solid interface
The thermal resistance thus becomes
R =1
The lumped thermal capacitance of each element can be calculated
by integrating the heat capacity of the material over the volume
to obtain
C = c V
p
The heat flow equations using these assumptions can be easily
derived as in Table 2-1. The conductivity input ,
which allows for control of the floatation fluid temperature
must be included to complete the formulation of this simple
model. Since the equations in Table 2-1 invlove the product
of element temperatures and the variable thermal conductivity,
they must be linearized with respect to the nominal circulator
speed. Then the linear response to incremental changes in
total conductivity, between the floatation fluid and the cool-
ant, 6K, can be obtained. Appendix A shows how the linear-
ized equations are developed for this model and placed in the
standard form,
x = A x + B u
-30-
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LUMPED PARAMETER EQUATIONS
*
T is the thermistor time constant
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where
THE
TCF 6K
TMS C
X = FUF= T(2-3)
-- TFF QT
TP QP
TT
This form is easily derived and extremely useful for
state space analysis and for simulation studies. However, it
provides little intuitive insight for approximating thermal
response or determining the dynamic compensation required to
control the loop. Section 2.3 of this chapter utilizes a com-
mon matrix transformation technique to express Equation (2-3)
in the frequency domain where we can get some insight into the
dynamic behavior of the system.
2.2 Dynamic Analysis of the Thermal Transport Phenomenon in
the Platform
So far it has been assumed that the only thermal lag be-
tween the floatation fluid and the thermistor is the first-order
sensor lag. Prior to this analysis, estimates of this time
constant ranged from 1 to 5 seconds. The sensor lag was hard
to determine because the thermistor bead was enclosed in a
thin metal shell inside the turbopump cavity. The heat trans-
fer in the sensing unit was highly diffusion dependent, so that
-32-
a good estimate of the time constant could not be obtained
easily. The issue was further clouded by the fact that de-
signers felt there was a three second transport lag* between
the exterior floatation fluid and the fluid in the turbopump
chamber. The large gain and phase roll-off experimentally
observed in the transfer function TT (s)/6K(s) was thus felt to
be caused, in part, by a combination of these two effects.
The careful dynamic analysis that follows is necessary
to show that there is negligible transport delay between the
exterior floatation fluid at the turbopump chamber, and that
a single first order thermistor time constant of between 3 and
5 seconds adequately models the dynamic behavior observed ex-
perimentally. This section proves the validity of the 6th
order dynamic model already derived, and in addition suggests
that the thermistor be redesigned so that the controller band-
width can be increased.
The lumped parameter model considers the floatation fluid
as a single thermal element, which conducts heat between the
platform and metal shell by two thermal resistances. The mo-
del neglects the fact that some of the floatation fluid trans-
ports heat away from the platform interior by way of the inlet
and outlet channels. The entire process should correctly be
*
This is approximately the time it takes for all the fluid to
cycle through the pump.
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modelled as a cycle as shown in fig. 2-2. The heat transfer
cycle for the floatation fluid consists of 4 parts.
1. Heat transfer from the surface of the platform, and
to the metal shell
2. Heat transferred from the platform in the 8 inlet
channels
3. Heat transferred from the turbopump chamber
4. Heat transferred from the platform in the 6 outlet
parts.
To a good approximation, it can be assumed that both the
external floatation fluid and the fluid in the turbopump cham-
ber are thoroughly mixed so that the temperature distribution
in each can be considered uniform. The heat flow equations
for the two elements can be easily obtained by elemntary thermo-
dynamics. The general thermal dynamics of incompressible bulk
flow in a two port system is obtained by conserving the energy
flow to give,
M cp Q + IN ~- OUT
where
M = mass of fluid in the element
cp = thermal capacitance/mass
Q = heat transferred into the element
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IN rate of thermal energy entering the element
eOUT = rate of thermal energy leaving the element
T = temperature of the element
In addition, the energy in an incompressible fluid is
6=ffiCP T
where i is the mass rate of flow through the element.
Since the mass flow rate is the same at both the inlet
and outlet, Equation (2-4) becomes,
M c TQ+rhc (TIN-TOUT) (2-5)
Using the perfect mixing assumption, the outlet temperature
must be the same as the bulk temperature so,
TOUT
Then,
M c T=Q + A c (T -T)
p p IN
or
(2-6)(TIN T)
M cP" (M/h)
For the floatation fluid,
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TIN = Temperature at the outlet port = T4 (L)
and,
QFF =Pl - QiS
= h1 A P(TpLATFORM-Tl) + h2 A2 (Tms-T)
where h is the flim coefficient between the platform surface
and the fluid, and h2 is the film coefficient between the fluid
and the metal shell surface. In reality these coefficients are
nearly identical as are the areas A and A2 . So to first order
we have
QFF = h A (TP-2T1+TS) (2-7)
For the turbopump chamber, the heat load, QT' is approxi-
mately equal to the power losses in the pump motor, while the
temperature, TIN, is simply the fluid temperature at the end
of the inlet channel, T1 (L).
Obtaining similar linear, differential equations to
describe the heat transfer along the input and output channels
is more difficult because the governing equation is defined by
Equation (2-1). However, since the flow in the channels is
uni-directional, Equation (2-1) can be simplified to
dT(x) q a 2
paCp x2
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or
2
DT (x)=qv 3 (T) x +KK T(x)
PC 33t p x3x + xK
for 0 < x < L and v is the velocity of the flow.
The heating term, q, is defined as the heat transferred
fr-om the channel surface to the fluid, per unit volume along
the channel. It is defined by, the relation,
h C
q = c (T - T(x))c A p
C
where
C = cross-sectional ciicumference
A = cross-sectional area
c
h = heat transfer coefficient between the channel walls
C
and the fluid
Because the fluid transport time is so much faster than
the thermal diffusion time, the conductivity term in Equation
(2-8) can be eliminated. A first order partial differential
equation in x and t remains and is of the form,
aT(x) - C (T - T(x)) - v
at AC pCp p x ax (.2-9)
with the boundary conditions, T2 (0) = TV, in the inlet channels
and T4 (0) = T3 in the outlet channels.
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Since a closed form time domain solution does not exist,
a finite difference approach is used to obtain a set of first
order, ordinary differential equations that approximates Equa-
tion (2-8) along the channel.
The method of orthogonal collocation, (see [8],[9J,[10],
[25]) is utilized to make an nth order approximation to Equa-
tion (2-9). In general, collocation is a classical approach
for solving boundary value problems of the form
L (y) = 0 in V
with the boundary conditions
LS(y) = 0 on S . (2-10)
L and LS are linear or non-linear differential operators. The
method requires a solution function, y(n), that satisfies
Equation (2-16) at n points in V. Orthogonal collocation
places these points at the zeroes of the nth order polynomial
in a specified set of orthogonal polynomials. As shown in [25],
this implies that the error in the solution must be orthog-
onal to the first n trial functions in that set of orthogonal
polynomials. By way of the orthogonal projection theorem, it
can then be shown that a weighted integral of squared error is
then minimized in V and along S. The form of this weighting
function, w, is determined by the set of orthogonal polynomi-
nals that is used.
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For our application we require a solution, T (n), which
satisfies Equation (2-9) over the interval (0,L), where L is
the channel length. If we let 4 = X/L Equation (2-9) becomes
h C v3T(C)h_ c (x 3TU) 2-11)
at Ac p Cp p L(T-
over the closed interval [0,1] with the appropriate boundary
equations as defined earlier.
In this application we use the nth order shifted Legendre
polynomial, pn(,), to determine the collocation points along the
interval [0,1]. Legendre polynomials are used here since they
arise when the weighting function, w, is unity- along the inter-
val. Because the boundary point is at 4=0, it is convenient to
add a collocation point there. We then define the polynomial,
F(C), by
F(C) = pn()
whose zeros are the collocatior\ points along [0,1] . Using the
interpolation formula developed 4n [9] and [25],, the relation-
ship between the temperature at an arbitrary C and those at
the collocation points is defined by,
N
T(C) = F(C) T R )
j (-0) F'(C
j=0
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N
= 2 f(c) T(C) (2-12)
j=0
In other words, the temperature along the channel is approxi-
mated by a weighted sum of the temperatures at the collocation
points.
To obtain the derivative or integral of T(C,t) we get
aT,t) - T (,t) (2-13)
j=0
and
N 1
=Tdt) dC : fj(C) dC T(C ,t) (2-14)
o j=0 o
Our task is now finished because Equation (2-11) can be
expressed in the form of n first order linear differential
equations at the collocation points. For example at =C% we get
h c N
T)A. pCp (T iT())- Ic T() (2-15)
C j=0
To obtain the temperature at C=l, (required for the heat
flow equations in both the turbopump region and in the exterior
floatation fluid), Equation (2-12) gives,
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N
T(1) = E f (1) T(c ) (2-16)
j=0
Appendix B discusses the practical calculations required
to insert this set of equations (for n=2) into the previously
derived linear model.
Transient tests were simulated in the computer using a
truncated model that included only the platform, external
floatation fluid, turbopump cavity and the inlet and outlet
channels inside the ball. In this simulation, a 1'F step
change (not a realizable change but adequate for evaluating
delays, etc) was imposed on the metal shell to compare the
temperature response at the external floatation fluid, with
that in the turbopump chamber and in the valves in the outlet
ports. The results are shown for three specific flow rates
in fig. 2-3, 2-4, and 2-5. Because the capacitance of the
platform is so large, the rate of temperature change, t, limits
after about 6 seconds so that the total response is not shown.
Close analysis shows that the external floatation fluid
temperature response is relatively insensitive to flow rate
and hence to the fluid transport process. In addition, the
temperature change in the turbopump region (where the thermis-
ter is located) is just a delayed and slightly attenuated ver-
sion of the response of the external floatation fluid, with
T 0.2 SEC
2 4.-3
TTURBO PUMP
TVALVE OUTLET
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5
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Figure 2-3 Floatation Fluid Response to a l Step Increase in Metal
Shell Temperature (7 = 4 gallons/min)
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the delay time T defined approximately as the transport time
for the fluid to move a distance L from the inlet port to the
pump chamber. For a flow rate of 5 gallons/minute, this re-
sults in a pure lag of 0.16 seconds. Even for a controller
crossover frequency at 0.1 Hz, the measurement lag results in
a decrease in phase margin of only 40.
The transport lag has been shown to be a negligible dy-
namic factor in the present thermal configuration. Because
the rest of the dynamics has been carefully modelled, it is
justifiable to assume that the thermistor causes the extra lag
observed in the system and is at least in part responsible for
the low controller bandwidth. These results are even more
apparent when the model response is evaluated in the frequency
domain in the next section.
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2.3 Frequency Domain Description of the Thermal Model
The previous state-space analysis puts the model equations
in the standard form,
x = A x + B u
y = Cx(2-17)
By taking the Laplace transform of Equation (2-17), we
obtain the transfer function between the output Y(s) and the
inputs u(s) as
-l
Y(s) = C (sI-A) B u(s) (2-18)
Appendix D shows a particularly simple method for num-
erically calculating the transfer functions, Y(s). The
general method was developed by Silverman in [23] and gives the
most stable numerical results of any of the methods utilized. It
must be noted, however, that some care is required to numerically
evaluate Equation (2-18) for this application. The large
eigenvalue range, which varies over 5 orders of magnitude for
the transport lag model, causes severe numerical difficulties
even when using double precision in the computer. The so-called
"stiffness" problem occurs because we are trying to model fast
transport dynamics in a system which has some relatively
sluggish thermal elements. The large platform capacitance
in particular dominates the dynamic behavior at
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low frequencies, but plays almost no role at high frequencies.
The Large capacitance and comparitively small platform heat
load ensure that the temperature changes are small for all but
the lowest frequencies. In the frequency range of interest,
the platform appears as a source of temperature rather than
heat.
Tp
Cp Tp
LOW FREQUENCY HIGH FREQUENCY
Figure 2-6. Model of the Platform Dynamics at
High Frequencies
Removing the capacitor reduces the eigenvalue range in
the dynamic equations so that stable numerical results can be
obtained. By using the simple thermal model for low frequencies
and the transport lag model at high frequencies we can thus get
meaningful transfer functions valid over the entire spectrum of
interest.
-48-
Figures 2-7, 2-8, 2-9, and 2-10 plot the transfer func-
tions between several of the important thermal elements and
the coolant fluid. The distributed nature of the thermal sys-
tem shows up quite clearly in these graphs. Notice the differ-
ence in gain rool-off between the floatation fluid and circu-
lator fluid. Although the curves are similar for frequencies
less than 0.01 Hz, the floatation fluid "gain rolls off as
s-3.8at 0.1 Hz while the circulator fluid rolls off as s-2.
This infers that the circulator fluid reacts much faster to
coolant variations than does the floatation fluid. In parti-
cular, this means that under a step change in coolant, rela-
tively large changes in circulator fluid and even the metal
shell temperature go "unnoticed" by the thermistor sensor,
which must "wait" for the transient to propagate through the
system. This fact alone makes the coolant change a difficult
disturbance to control.
Figure 2-11 shows how the transfer function T(s)/ K(s)
changes with position along the fluid channels in the platform.
For frequencies less than 0.02 Hz, there is little difference
between the gain and phase of the transfer functions. For
higher frequencies there is a slight gain (at most 2 dB) dif-
ference between the external floatation fluid, the tarbopump
cavity and the vlave ports. The phase difference between these
signals becomes significant for frequencies greater than 0.08 Hz/
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Our time domain simulations suggest that this phase difference
is due to the fluid. transport delay. Table 2-2 presents a com-
parison between the effective time delay implied by three num-
erical results and that calculated assuming a pure transport
delay. For the numerical results, we define the phase shift
at a distance x along the channel, A$ , as
Acx =d- x EXTERNAL FLOATATION FLUID
The implied transport delay, T, is
2Trf
In Table 2-2 we compare T calculated at f = 0.1771 Hz and
f = 0.5 Hz with the calculated transport delay Tc defined
by
X x <L
C v 1
_ L + x-L + TM L <x<2L.
2 4
Here,
V2 is the fluid velocity in the inlet channels
V4 is the fluid velocity in the outlet channels
TM is the fluid mixing time in the turbopump chamber
-55-
defined by
P1
Turbopump Chamber
For a 5 gallon/minute flow rate,
TM = 0.038 sec .
P 
T
L (Turbo-7L 2L (Outlet
f 0.78 L Pump) 1 Port)
0.1771 Hz 0.094 0.156 0.235 0.250
0.5 Hz 0.094 0.161 0.233 0.250
Calculated 0.098 0.158 0.233 0.247
c
Average 4% 1.2% 0.4% 0.1%
Error %
TABLE 2-2
FREQUENCY DOMAIN VERIFICATION OF THE
PURE TIME DELAY MODEL
To within 4%, the frequency response shows that the phase
shift difference is due to a pure transport delay ir the system.
So, as expected, the time and frequency domain behavior concur
exactly. We have thus been able to accurately model
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the transport lag process and without assuming beforehand, we
have shown that it can be modelled as a small time delay in the
overall control loop.
The thermistor sensor dynamics must then be the cause of
the added lag observed in the experimental engineering model.
Figure 2-12 shows how the transfer function T(S)/6K(S) is af-
fected by the thermistor time constantTT. This transfer func-
tion is used to design the classical compensation for the con-
trol loop in Chapter 4. Since integral control, is being used,
the frequency at which the transfer function T(S)/6K(S) has
-90 0 of phase shift has special significance, since this is
the frequency at which a pure integral controller without lead
would oscillate. Figure 2-12 shows that for a typical time
constant, T, between 2 and 5 seconds, that this frequency is
almost half what it is assuming no lag. If the thermistor time
constant is lowered, it is conceivable that the controller band-
width could be improved at least by a factor of 2 or 3, since
extra lead lag compensation could then add significant amounts
of phase margin at much higher frequencies.
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2.4 Model Verification
Experimental verification of the thermal model is diffi-
cult for several reasons. The first is that the low frequency
disturbances in the system, caused by coolant and power varia-
tions, make simple frequency response tests difficult to per-
form even with the best spectral analyzing equipment. Further-
more, few of the inputs can be varied independently. The cool-
ant, for instance, is tied into a sluggish refrigeration unit
that cannot be adjusted quickly or easily. Although the cir-
culator speed can be considered a controllable input, large
changes here introduce a non-linear change in the thermal dy-
namics. This section proposes several experimental techniques
that may be used to solve these problems. The first infers the
gain and phase measurements of the transfer functions by measuring
how the closed loop resonant frequency varies with feedback
compensation. The second method uses classical cross correla-
tion techniques to statistically determine transfer functions,
while the third method uses maximum likelihood identification
to optimize model parameters within the framework of a given
model structure.
The first method requires little work and yet still yields
accurate information about the dynamics. We use the fact that
for large loop gain, the resonant frequency of a feedback con-
trol system is the frequency at which there is -1800 phase
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shift around the loop. By varying the known feedback compensa-
tion, the amount of phase shift in the system can be easily
calculated over a wide range of frequencies. Similarly for a
linear system, the magnitude of the transfer function can be
found by determining the minimum dc gain in the compensation
to induce oscillations in the system. Since phase information
is most important here in order to detect delays, etc., the
gain determination experiments are not dicussed here.
Phase measurements are extremely simple to perform using
a digital controller since the compensation can be easily var-
ied, and large amounts of phase shift can be introduced into
the loop by sampling delays. Large loop gain can be simply
realized by placing a comparator in the loop that forces the
system into a bang-bang mode.
To illustrate the method, we use the compensation derived
in Chapter 4 which in analog form is just
H(s) = K 50s +1 .(2-19)
s 2s + 1
We reduce H(s) to a recursive relation in discrete time and
further restrict the circulator to run at only two speeds. For
a sampling rate of 0.5 Hz we find a resonant frequency of
0.0357 Hz. Decreasing the sampling rate to 0.0714 Hz, we os-
cillate at 0.025 Hz. Finally by removing the compensation al-
toghther and sampling at 1 Hz, we find resonance at 0.056 Hz.
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By adding the phase shift due to the compensation, and the
sample and hold, we approximate the phase shift, $, of T(s)/
6K(s) at those frequencies by the relation
= - 1 8 0 O + (2-20)
where $ is the phase shift due to the compensation and sampling
delay. Doing the calculations gives
= -1 2 3 0 at 0.025 Hz
= -1 4 7 0 at 0.036 Hz
= -1 7 0 O at 0.056 Hz
Figure 2-13 shows that these estimates of the phase are bounded
by the phase curves corresponding to a tharrilster time conE ianL of
between 3 and 5 seconcts. By changing the foim of the compensa-
tion in the computer, we can easily make phase measurements
over the entire frequency range of interest. This is a power-
ful technique, which in this case verifies that our simple
sixth order model is extremely accurate over the frequency
range of interest.
2.4.1 Cross-Correlation Techniques
The simplest cross-correlation test is the standard fre-
quency response test for linear systems. Here a sinusoidal in-
put signal is correlated with the corresponding sinusoidal out-
put signal to obtain the gain and phaseof the transfer function
as shown in fig. 2-14.
-61-
-90
r= 3 SEC
-135
r5SEC
TT(S)
6 K(S)
-180
A = PHASE MEASUREMENTS
0.01 0.025 0.0367 0.056 0.1
f (Hz)
Figure 2-13 Comparison of the Experimentally Calculated
Phase Shift with the Analytically Predicted
Phase Shift for TT = 3, 5 sec
-62-
x(t) = ejWt H(s)y = H(jw)Iej(Wt+L(H(jW))
Figure 2-14. Standard Frequency Response Test
Serious problems are involved in implementing this method
to determine the transfer function T(s)/6K(s). The most signi-
ficant problem is of course the fact that when the circulator
speed is determinstially varied (6K is varied) the system is
run in an open loop fashion, so that the output is subject to
low frequency drifts that can alias the results. Also most
spectral correlators have trouble resolving frequencies less
than 0.001 Hz so that accurate measurements can be very expen-
sive to obtain. Finally, there is the problem of waiting long
periods of time to make accurate low frequency measurements.
Clearly, this method does not represent an efficient or accurate
method of system identification.
Statistical cross-correlation represents a much more de-
sirable way of calculating the transfer function in a noise
dominated system like this one. The basic theory of this method
can be found in [4], (12], and [14].
Before outlining the approach, the notion of the expecta-
tion operator, E(-), and white noise must be explained. First,
the expectation of a quantity is just its mean value so that
-63-
we define,
E(x) = J x p(x) dx (2-21)
where x is a scalar, (x) denotes the probability density of x,
and where
Jp(x) dx = 1
In addition, we define a stationary,(time-invariant)white noise
process in continuous time as any function, w(t), which has an
auto-correlation function, $(T), defined by,
$(r) = E [w(t) w(t+T)] = Q 6([) (2-22)
where 6 (T) denotes the Dirac delta function. Physically, this
means that a white noise process is uncorrelated in time. Taking
the Laplace transform of the auto-correlation function, gives
the power spectral density function, Gww, defined by the rela-
tion,
G (w) = f ww(T) eJWT dT (2-23)ww T
The power in a white noise signal then is distributed evenly
over all frequencies. If white noise is the input to a linear
system with a transfer function H(s) we find that the auto-
correlation of the output signal, y(t), is
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G () = H(jW) 12 G(M) = H (jw)2(2-24)
Similarity, we can obtain the cross-spectral density function,
G (jo), defined by
G=O) =- f c() e dT (2-25)
where
y(T) = E [w(t) y(t+r)]
For a white noise input,
G (jw) = 2 H(jw) . (2-26)WYT
By using fast Fourier transform techniques, GWY(jw) can be ob-
tained so that H(jw) can be easily calculated.
For a single data record of TR seconds and with a dis-
crete sampling time of TS seconds, the transfer function is
valid over the frequency range 1/ 2 TR to 1/2T5 . This technique
is more efficient than the standard frequency response method
where each data record specifies the transfer function at only
one frequency.
A white noise circulator speed command word is required
to implement this technique on our system. A white noise
source can be approximated over a specific frequency range by
-65-
using either of the following two processes. The first uses
the computer to randomly select a circulator speed (over a
specified range) every TS seconds. It can be shown that the
auto-correlation function of this process (see [4]) appears
"white" for all frequencies less than f max, where
0.3
fmax 2r TS
The second method uses the computer to switch between two cir-
*
culator speeds at a average rate of A transitions/second.
Then, the process appears "white" for frequencies less than
f mxwhere
f 0.3 A
max
By correlating the thermistor signal, TT(t) with 6K(t)
(where 6K(t) is white) we can then obtain the transfer function
TT (jw)/6K(jw). We can also determine how much the signal
TT (jw) is corrupted by other noise signals. The expressions
in Equation (2-24) to (2-26) assume that w(t) is the only input.
We then define
IG(i )I
P(w) = /G(jw) (2-27)
/Gyy (io)
*
This is known as a poisson process. See [4].
-66-
which is unity for a single input system. It can be shown that
p(w) < 1 for systems with multiple noise inputs. The magnitude
of p(w) then is a measure of how good our estimate of H(jw)
actually is.
Although this approach has not been implemented, some
work has been done to analyze the spectrum of thermocouple sig-
nals from several of the thermal elements for constant circula-
tor speeds to determine the nature of the thermal disturbances
in the system.
Figure 2-15, 2-16, and 2-17 show the power spectral den-
sity G (jw) taken from thermocouple readings on the heat ex-
*
changer tubes, metal shell, and circulator fluid. The break
frequencies for all these elements can be clearly seen. Note
the 1/x roll-off seen in the heat exchanger tube power spectrum
implies a 1/s roll-off in the normal frequency domain, which
is characteristic of diffusion-related thermal processes.
Similarly, the metal shell spectrum rolls of as 1/slP35
1.5
circulator fluid noise content rolls of as 1/s in the nor-
mal frequency domain. These particular plots are of little
use for modelling purposes since there are many thermal noise
sources in the system, and the effect of each cannot be
*
The power spectral density is in itself a random function over
each data record. Averaging the data from several records is
required to lower the "noise" level in the results.
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isolated. However the figures dc illustrate the type of in-
sight that might be gotten from such techniques. As shown,
they provide an accurate means of resolving corner frequencies
and estimating the general form of system transfer functions.
2.4.2 Maximum Likelihood Identification
Maximum likelihood identification represents the most
sophisticated modelling technique. This method makes a signi-
ficant improvement over the previous ones because model param-
eters can be optimally estimated from data records so that
accurate analytical models can be constructed. The reader is
referred to [22] and [19] for extensive treatments of the sub-
ject.
Basically, the proposed method assumes a discrete-time
stochastic model of the system of the form,
x K(xcvK) x+ Gw + Bu
-K+l =-_ K- -K.+ - :--K - -'K (2-28)
and with measurements of the form,
K= H(K) EK + yK
Here t is a time-varying, possibly non-linear transition
matrix dependent on a (the set of undetermined model parameters),
WK is a white noise vector sequence, and UK is a deterministic
input vector. Without loss of generality, WK and VK are as-
sumed to be zero mean, independent random vector sequences.
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The method, simply attempts to find the set of parameters
a, that maximizes the likelihood (probability) of obtaining a
set of measurements, Z where
-:-N
Z
-n
z2
- n
-n
Mathematically, the maximum likelihood estimates, a*, satisfy
the relationship,
(2-29)
where p ( N:a) denotes the probability obtaining ZN' given a
particular set of parameters, and a* denotes the optimal set
of model parameters.
If we assume that x (0) , w , and v are Gaussian distri-
*
buted random variables, it is convenient to maximize the log
likelihool function.
((N:ca) = ln [p (-N:a)] . (2-30
*
This can usually be shown to be a reasonable assumption even
if they are not.
p(KN : ct * )( cc)
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Given an initial parameter set a0 each set of measure-
ments Z can be processed by performing the iteration,
= ~ + K. ( (N:a)
-i+l -i+(gic aa (2-31)
to ultimately find a local minimum of E(N:a)and hence to deter-
mine a*. In the iteration scheme,K. are gains determined to
speed convergence.
Dtermination of the gradient in Equation (2-31) may be
difficult but may be accomplished by hill-climbing techniques,
etc. (See [22]. The iterative scheme allows us to optimally
adjust the system parameters within the framework of our model.
The value of E4N:a*) specifies the degree to which these param-
eters fit the measurements. Thus hypothesis tests on C(N:a*)
can be done to isolate areas of the model structure that prob-
abalistically do not fit the measurement data.
This method can be easily applied to our experimental
thermal system which has many thermocouples to measure the
temperature of important elements. The parameter set can be
chosen as the set of resistors and capacitors in our model.
A-D conversion equipment can then be used to sample the data
and send it to a computer where it can be processed in real
time to produce the required parameter estimates, a*.
2.5 Conclusions
A simple, sixth-order lumped parameter model has been
developed. By using the method of orthogonal collocation, the
transport dynamics in the platform interior were accurately
modelled and shown to be of negligible importance thus suggest-
ing the need for design improvements on the sluggish thermistor
sensor. These results verify that the sixth order model is
adequate over the frequency range of interest. The model was
further experimentally verified by variable computer compensa-
tion techniques. Finally cross-correlation and maximum likeli-
hood identification techniques were proposed as future aids in
identifying the dynamic behavior of thermal elements in complex
systems.
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CHAPTER 3
DESIGN OF THE DIGITAL HARDWARE
This chapter discusses the design of the sampler and the
circulator motor speed control electronics that form the digi-
tal interface between the computer and the thermal system. The
first section describes the theory and design of the delta mod-
ulator used to sample the thermistor temperature. The second
part discusses a novel method of controlling the speed and effi-
ciency of a three-phase induction motor and shows how the idea
is implemented in the circulator speed control electronics.
Since detailed circuit descriptions are not relevant to the
work, the primary emphasis is placed on developing functional
block diagrams of the important circuit elements.
3.1 Design of the Delta Modulator
A delta modulator is an A-D converter that uses an analog
integrator as memory to feed back truncation errors, thus null-
ing the time-averaged output offset. This feature gives the
delta modulator a sizeable advantage for use in control systems,
since smaller digital word lengths can be used to yield the
same rms error as would be achievable in more finely quantized,
non-integrating converters.
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Figure 3-1 shows a simplified schematic of the delta modulat-
tor proposed to digitize the thermistor signal. The circuit can
be subdivided into a current switching stage and a decoder stage.
In normal operation, the negative feedback in the switching
stage forces the time averaged current into The integrator, ic'
to be zero. Neglecting offset currents in the op-amp, the aver-
age current over the interval, T, is simply
- 1 V+(3-1)
c TLRT R2I R1LON]=
where tON is the total time that the switch is closed during the
interval.
By solving Equation (3-1), we get
t -ON ( 1 R (3-2)
T (R 2 RT ) 1
The clock signal into the flip-flop quantizes the current
into the integrator so that tON can be calculated by simply
counting reset pulses to the switch over the sampling period T.
So we have,
tON = NAtc
T = NMAXcAt
JlntrL
V+ CLOCK SAMPLE COMMAND
ET
BINARY
COUNTER
MT ENABLE
V.
[CODIR
RESI
C CURRENT SWITCHING STAGE
I RT CLK
COMPARATOR
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CLK
R2 -
F LIP-F LOP
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SWITCH + DRIVER c
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Figure 3-1 Simplified Schematic of the Proposed Delta-Modulator
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INTERFACE
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where,
Atc= period of the clock frequency, fc
N = counter output
NMAX maximum counter output
Solving for we getRT ""
1 + N 1
2MAX 1
The sensitivity Tis calculated in Appendix D and can be
shown to be
aT ___T_1_*F (3-3)
NN RT R TRCOUNT
NX
(RT )R T
The typical sensitivity for the proposed system at a 2 Hz
sample rate is calculated in Appendix D to be
aT 0.01680 F
N MX ICOUNT
For a signal bandwidth of less than one-tenth of the sampling
frequency, the sampling error can be at most one count which im-
plies a maximum quantization of 0.0168*F. As stated before how-
ever, the integration ensures that there is no average steady
state error for a constant input. Appendix D also shows that if
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the op-amp operating voltages and the clock frequencies are
stable, the accuracy of the circuit is determined only by the
tolerances on the resistors R1 , R2 , and RT; the on-off
properties of the switch, and the offset current in the op-amp.
Assuming R1 and R2 are stable to within 1%, that the switch is
ideal, and that there is a maximum offset current of 1 nA, we
find a maximum error in measuring absolute temperature of only
0.59*F. Because dynamic rather than static errors are of most
importance, this error can be neglected. Precision measure-
ments thus require tight tolerances on only two resistors rather
than on complicated ladder networks as in most D-A converters.
Thus, the delta modulator has a simple circuit structure that
can still provide a stable and accurate digital measurement of
the thermistor temperature signal.
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3.2 Three-Phase Induction Motor Control Electronics
The control system requires a circulator pump motor capa-
ble of operating over a range of 10,000 to 18,000 rpm. Several
different types of motors could be used to meet these require-
ments. In the past, a two-phFse brushless dc motor was used.
However, the commutation electronics required to sense rotor
angle and to direct current into the two phase windings composed
almost 60% of the entire temperature control hardware. A three
phase induction motor is now being proposed to reduce the parts
count, digitize the control functions, and simplify the circuitry.
3.2.1 Induction Motor Operation
An induction motor uses a rotating field in the stator
windings to induce eddy currents along the exterior of the rotor.
The attraction between the field and eddy currents produces the
torque to turn the rotor. At zero load, it rotates synchronously
with the stator field and no eddy currents are generated. When
a torque is applied, the rotor turns slower than the synchronous
speed so that the rotating field can generate currents to pro-
vide a counteracting torque. This non-synchronous speed is
called the slip speed defined by the relation
NR = (l-s) N5
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where
NS = stator field speed in rpm
NR = rotor sliD speed in rpm
s = percentage slip
The stator field frequency is determined by the number of poles,
P, in the motor and the excitation frequency, f, of the current
into the windings by Equation (3-4).
N -=
S 772 (3-4)
The characteristic torque-speed curve of fig. 3-2 illus-
trates the relation between rotor slip and torque. A typical
efficiency curve for the motor and a typical hydraulic load line
for the pump are superimposed on the graph to introduce the
speed control problem.
3.2.2 Induction Motor Speed Control
Changing the excitation frequency into the stator windings
is perhaps the easiest way of varying the rotor speed. However,
to maintain motor efficiency for a reduced frequency, the ampli-
tude of the excitation must also be reduced. To see this, sup-
pose that the maximum loading on the motor occurs at the oper-
ating point shown in fig. 3-2. To reduce the speed by 30% we
could correspondingly reduce the excitation frequency, but we
would also change the characteristics of the torque-speed curve.
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Under the assumptions of constant voltage and linear mag-
netic operation, the magnetizing current in the stator windings
and in the rotor is roughly inversely proportional to the exci-
tation frequency. Since motor torque is proportional to the
product of these terms, we find that the peak motor torque, Qm
varies inversely with the square of excitation frequency.
Q a (3-5)
f
The peak torque then roughly doubles for a 30% reduction in fre-
quency,if the waveform shape and amplitude are maintained. Since
the pump load in this speed range requires much less torque than
before, the motor operates close to its synchronous speed. The
general shape illustrated by fig. 3-2 shows that the efficiency
near synchronous speed is far less than that found at higher
slip, so that motor efficiency could be reduced by as much as
20% at the new operating point. In addition, the integral of the
excitation, which determines the rotor magnetization, increases
inversely with frequency. Saturation of the rotor magnetics
could then occur, and further reduce the efficiency of the motor.
The fundamental frequency content of the excitation must
be reduced for lower speeds to improve performance. This can be
easily done in digital hardware by storing a set of two-state
waveforms in a ROM (read only memory) and individually accessing
them for use over specific speed ranges. The solution to the
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speed control problem is then to find a set of waveforms to vary
the amplitude of the fundamental in such a way to maximize effi-
ciency and prevent magnetic saturation over the entire range of
motot excitation frequencies.
The type of motor under consideration has a "wye" con-
nected, three phase, configurationso that the periodic voltage
waveforms in each phase A, B, C must be shifted 1200 with re-
spect to each other. We let VA' VB, and VC represent and line-
to-ground voltages into each phase, while letting VABF VAC, and
VBC represent the line-to-line voltage, or the voltage differ-
ence between each phase. Figure 3-3 illustrates the stator con-
figuration and the voltage definitions.
In order to optimize efficiency, the line-to-line wave-
forms should have little harmonic content. Because of the three
phase design, there is automatically no third-harmonic in the
line-to-line waveform. If we let 13 be the third harmonic of
the voltage, VAB, and assume an excitation frequency, f, we find
that
Z 2 f A(t) e-j6rft dt = VA(t) e-j6rft dt
= VA(t-) e-jft dt
.o0
0
TIf we let p = t - T, we get,
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T 2T
93 =2 f VA(t) e-6 rft at - p3VA(p) e -6Trft dp = 0
0 T
This result is not true for the second harmonic unless the wave-
form is halfwave symmetric, that is, VA(t) = VA(t+_). For half-
wave symmetry, the second harmonic of VA' a2 , is defined by
a 2 VA -j4rrft dt = J VA ej4 Wft dt2= =t=-VAt 
- T dt
0 0
TfTe- j41Tf t
fa VA(t+-)ft
TIf we let p = t + 1 in the second integral, we get
T
a2 f2 VA -j2nft d - f VA e-j2 fp p = 0 .
0 0
Since VA has no second harmonic, VAB also has none. Halfwave
symmetry similarly implies that the fourth harmonic of excita-
tion is zero. The first high frequency component of line-to-
line voltage then occurs at 5 times the fundamental frequency.
For a square wave input, the relationship between the fifth har-
monic of line voltage a5 , and the first a1 is a5 /a1 = 1/5
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Assuming the inductance of the motor dominates the input im-
pedance, the current decreases linearly with frequency. The
ratio of 5th harmcnic to first harmonic power is then
( 5 ) 2 = ( ( a 5 '1 21P)2 5 a 625
Relative losses due to the 5th harmonic currents are roughly
0.16%. Since the losses due to higher harmonics are similarly
reduced, the waveforms need only be constrained to be halfwave-
symmetric to minimize harmonic power losses. For convenience
of analysis, we consider only the set of quarter period sym-
metric waveforms.
We now consider the volt-time properties of a square wave
excitation to further develop the criteria for optimal waveform
selection.
Figure 3-4 shows the line-to-ground and line-to-line volt-
ages for a square wave drive.
The peak-to-peak, line-to-line, volt-time integral, IP-P,
is shown in the shaded box. It is shown in Appendix E, that for
a given frequency, this waveform yields the maximum volt-time
product (integral). Appendix E further shows that IP_ for an
arbitrary, quaterwave-symmetric, two-state waveform of given
period T must satisfy the relation,
I < 2T-1  (3-6)p-p - 3 p-p square wave
II
I
I
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1
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1
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f or
VA(t) = +1
Since there are N clock intervals along the interval T,
the quarterwave symmetry* restriction implies (See Appendix E)
that the volt-time integral may be reduced only by discrete
steps of 4T/N volt-second, which results in a minimum percent-
age reduction increment of,
AI
I-p6(3-7)
I squarewave N
p-p
For tight control over the volt-time integral, N must be large.
In our application N=60 is used which implies a minimum percent-
age volt-time reduction of 10%.
It is apparent that the volt-time product can be control-
led. However, our ultimate objective is to maximize motor effi-
ciency as well as control the volt-time integral. It has been
determined experimentally, using a sine wave drive, that maxi-
mizing efficiency over the speed range is most easily achieved
by maximizing the fundamental rotor torque for each step reduc-
tion in volt-time integral. We use this criteria to design the
"optimal" two-state excitation waveforms.
To date only quarterwave symmetrical waveforms have been
studied. Finer harmonic control could be realized without
this assumption.
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An exhaustive procedure was used to find a set of wave-
forms that satisfied these criteria. For this application,
each possible quarterwave symmetric waveform was tested for
the cases of N=48 and N=60. The volt-time integral (product)
was calculated for each waveform by using the closed form
expression developed in Appendix E. The algorithm stored the
*
waveform if the value of the line-to-ground fundamental
exceeded the previously attained maximum value for that
particular amount of volt-time reduction. In the end, a
set of waveforms was left that possessed the maximum first
harmonic content for each possible volt-time reduction. The
results for N=48 and for N=60 are shown in Table 3-1 and 3-2
and fig. 3-5 and 3-6.
*
The percentage reduction in line fundamental is the
same as the reduction in line-to-line fundamental.
If 11is the fundamental component of V then we see
that,
1 2fVe(t) i-j2rft dt
0
T T
S=VAB(t) e-J2 ft dt -VA(t-4) -J2e ft dt
0 0.2-n0
= 1 1 - e ]
Ai Aa
P-p 1 1 2 3 4 5 6 7 8 9 10 11 12
p-p max 1
0 % 0% 1 1 1 1 1 1 1 1 1 1 1 1
12.5% 14.5% 1 1 1 1 -1 1 1 1 1 1 1 1
25% 23.4% 1 1 1 1 1 1 1 1 -1 1 1 1
37.5% 38.0% 1 1 1 1 -1 1 i 1 -1 1 1 1
50% 48.2% 1 -1 1 1 1 1 -1 1 -1 1 1 1
TABLE 3-1
QUARTER PERIOD LINE TO GROUND WAVEFORMS FOR N = 48
I
Ai Aa 1  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
p-p max 1 max
0 0 111111111 1 1 1 1 1 1
10 11.4 1111 1 -li1 1 1 1 1 1 1 1
20 18.7 -1 1 1 1 1 1 1 1 1 -1 1 1 1 1 1
30 30.0 -1 1 1 1 1 -1 1 1 1 -1 1 1 1 1 1
40 38.2 -1 1 1 1 1 1 1 1 1 -1 1 -1 1 1 1
50 49.6 -1 1 1 1 1 -1 1 1 1 -1 1 -1 1 1 1
TABLE 3-2
QUARTER PERIOD LINE TO GROUND WAVEFORMS FOR N = 60
'3
H'
% REDUCTION
f Vdt
0% 0%
12.5% 14.5%
25% 23.4%
37.5% 38%
50% 48.2%
Line-to-Line Waveforms (Half-Period) for N=48Figure 3--5
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The results reveal two interesting properties. The first
is that the fundamental reduction, (compared to the square wave
drive) in percent, is roughly equivalent to the reduction in
volt-time product. In addition, the number of transitions in
the line-to-line waveform for each successive reduction in volt-
time product is the same regardless of N. It is true that a
larger N requires faster power transistors to switch current
into the motor. However, since the efficiency of the drive
electronics is related to the number of switchings per period,
the electronics for N=60 operates at the same efficiency as
for N=48 and still allows for finer control of the volt-time
product which is a significant result.
3.2.3 Implementation of the Waveform Control Concept into
Digital Hardware
Optimizing the frequency interval,over which a given wave-
form type is used,is an iterative process that depends heavily
on the pump load-line characteristics. Because the load line
may not be well defined until late in the design process, flex-
ibility must be designed into the digital hardware so that the
design changes can be made easily.
Figure 3-7 shows the basic block diagram of the digital
motor control electronics. An n-bit speed command word (pres-
ently n=l to 5) from the computer sets the modulus of a counter
to vary the excitation frequency. The carry bit out of the
counter acts as the clock signal for the 1 to 30 (half-period)
CLOCK. fc
VARIABLE
MODULUS CARRY
COUNTER
J -- K
FLIP-FLOP
1K1
COUNTER
ADDRESS
BITS
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WAVEFORM
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Block Diagram of the Digital Motor Control Electronics
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Figure 3-7
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counter which indexes the time control address bits in the ROM,
The waveform selection logic uses the same n-bit command to in-
dex the ROM location for a given waveform. The 3 bit output
word accessed. by the time and waveform address bits contains
the logic outputs to generate the excitation for each of the
three phases of the motor. After the 1 to 30 counter has cycled,
the output is inverted for the remaining 30 counting intervals
in the period to preserve halfwave symmetry. The three phase
information out of the ROM is used to switch power transistors
in three "I" switches to provide the voltage excitation for the
motor.
Two features of the digital circuitry are particularly
important. The 1024 bit ROM has 256 4-bit register locations
that allows storage of 8 half-period waveforms yielding a 70%
range in volt-time and harmonic control. In addition, the wave-
form selection logic can be altered to optimize the speed ranges
over which each waveform is used. The digital logic in this
block can be easily changed during the design phase to compen-
sate for unexpected load-line characteristics or to accomodate
changes in voltage excitation levels.
3.2.4 Speed Quantization in the Induction Motor
As noted before, the rotor speed of an induction motor
slips with respect to the stator electrical frequency. This
means that the speed quantization in the motor is not determined
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by the quantization in synchronous speed alone. The waveform
excitation and load line also are critical factors.
Figure 3-8 shows the actual torque speed curves for 6 ex-
citation waveforms at 12 synchronous speeds ranging from 10,000
to 18,000 rpm. A simulated hydraulic load line for the circu-
lator pump is also shown.
As can be seen, the speed increments between each excita-
tion are not constant nor do they predictably increase or de-
crease with frequency. Simple gain compensation in the com-
puter can do little to equalize the speed increments. So, the
main design question is whether the maximum observed discrete
speed change of 1,000 rpm can cause any serious deterioration
in the overall closed loop performance of the thermal system.
3.3 Limit Cycle Errors Due to Sampler and Pump Speed
Quantization
Prior to the design and construction of the delta modula-
tor and circulator speed control electronics, testing was done
to observe the variations in the limit cycle amplitude of the
floatation final temperature as a function of sampling rate
and motor speed quantization. The previous digital sampling
circuitry and the dc motor circulator were used in conjunction
with a PDP 11 minicomputer which performed the control calcula-
tions. A standard D-A converter was used to convert a 1 to 5
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Figure 3-8 Torque Speed Curves at 12 Synchronous Speeds
using Waveform Control
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bit speed command word into a dc voltage for the circulator
motor. The quantization in temperature sensing was held con-
stant at 0.0370 F, while the control speeds were equally spaced
over a range of 7400 to 13000 rpm. The control law in the
computer was the digital equivalent of the previous analog,
integral, lead-lag compensation. Figure 3-9 shows the
results for sampling rates of 2 Hz and 0.144 Hz.
The amplitude of the limit cycle oscillation for both sam-
ple rates shows similar characteristic functional behavior
with respect to motor speed quantization. For fine quantization,
several motor speeds are required to control the thermal dis-
turbances in the system. This behavior is reflected in the
sharp rise in limit cycle amplitude as the speed increments
are increased. When the speed increments get large enough , the
controller switches between only two circulator speeds, so
that the signal quantization errors and thermal variations be-
come less important. The limit cycle amplitude thus increases
less rapidly for coarse speed quantization.
Figure 3-9 shows that even for slow sampling rates and
coarse measurements, a speed increment of 1000 rpm causes
a peak-to-peak limit cycle of less than 0.050F which easily meets
the thermal specifications. It must be noted that the digital
sampling error in the proposed delta modulator is of the order
-100-
0.13
0.14
0.11
0.10
0.09
.- 0.08
o 0.07 -
Ic
cc
LU
-1 0.06 - -
U
0.05 - X--2Hz
-j-0 
0.144Hz
0.04
a..
0.03
0.02
0.01
0
0 560 1120 1680 2240 2800 3360 3920 4480 5040 5600
ARPM
Figure 3-9 Limit Cycle Amplitude of Floatation Fluid Tem-
perature at Sample Rates of 2 Hz and .143 Hz
for Various Circulator Speed Quantization
-101-
0.0160F which is more than a factor of two less than the quan-
tization used in these tests. We can then be assured that the
proposed digital interface circuitry meets the system specifi-
cations and at the same time eliminates offset problems in the
analog compensation, requires significantly fewer parts, and
makes the system much simpler than the analog system that pre-
ceded it.
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CHAPTER 4
DESIGN OF A HIGH-SPEED DIGITAL TEMPERATURE REGULATOR
USING STATE-SPACE TECHNIQUES
This chapter discusses the design of two modern control
laws to increase the bandwidth of the present analog tempera-
ture regulator. The first design involves determination of
an open-loop gain variation for the classical digital compen-
sationto minimize the expected value of a quadratic cost
functional over a fixed transient time interval. The second
design involves a novel two-state control technique which uses
state estimates from a low-order Kalman filter model to pick
the circulator flow rate that minimizes the expected value of
future temperature errors over a fixed prediction interval.
The chapter starts with a discussion of the classical design
techniques and shows test results that prove the feasibility
of digital temperature control for this application.
4.1 Design of the Classical Controller
Given the linearized transfer function, TT (s) /6 K (s) , the
classical control problem is reduced to determining the com-
pensation, H(s), that stabilizes the closed loop system and
maximizes the bandwidth. Figure 4-1 shows a block diagram of
the linearized controller. Note that 6K/u is a physical quan-
tity that is not part of the compensation. Conductivity
speed curves show that it is dependent on the operating speed
Figure 4-i Block Diagram of the Linearized Classical Controller
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T
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of the motor, and may vary between one-half to two times the
nominal gain over the entire speed range.
The basic structure of H(s) is determined by the stability
and steady state error requirements imposed by the system spec-
ifications, as well as by the form of the transfer function
TT (s)/6K(s) (shown previously in fig. 2-12). The two most
important requirements are that the system be integrally con-
trolled to null the steady state error, Te, and that there be
at least 500 of phase margin over the entire circulator speed
range. Integral, lead-lag compensation has been chosen for
the analog system to satisfy these criteria. The best compen-
sation was experimentally determined to be
=s 21850s+1 RPM
s(2s+1) oF
Figure 4-2 shows the loop gain, GH(s) for this compensa-
tion. As can be seen, crossover occurs at approximately 0.01 Hz.
There is approximately 750 of phase margin and 16 dB of gain
margin, so that stability is relatively insensitive to opera-
ting point changes.
It should be noted here that an attempt has been made to
extend the bandwidth using extra lead-lag compensation.
Although the crossover frequency was increased by a factor of
2 or 3, it was found that there was much less gain margin than
before and there was negligible improvement in transient
I liii! I lilt -90~
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Plot of Loop Gain GH(S) for the Classical ControllerFigure 4-2
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response. The phase shift and gain rolloff induced by the
sensing lag and the distributed nature of the thermal elements
in the system presents a formidable barrier in the way of large
bandwidth improvements.
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4.2 Design of the Classical Digital Controller
Although there is little that can be done to improve the
controller performance by using classical digital compensation7
it does provide a basis for studying the effects quantization,
and sampling rate on the digital controller performance in gen-
eral. Studying the behavior of the dynamics with this form of
digital compensation then is useful in applying the more sophis-
ticated time domain techniques described at the end of the
chapter, as well as establishing the feasibility of digital
control.
4.2.1 Computer Software Implementation
There is no need to redesign the classical compensation
because the proposed digital sampling delay introduces negli-
gible phase shift at the crossover frequency. Recursiv3 con-
trol laws with the same basic response as H(s) can be derived
using standard Z-transform or state-space techniques as shown
in Appendix F and G. Figure 4-3 shows the input-output struc-
ture of the digital compensator.
The computer control law defined by the digital transfer
functions H(z), relates the digital error signal T (z)to U(z).
Appendix F, shows that the Z-transform method yields a
recursive relation of the form
uK = Kl1uK-l + K2 uK2 + K3 TeK + K TeK-1-1)
COMUTER CONTROL HLA)
H(Z)'=)
INPUT SAMPLE Te - HLPUT TSAMPLE AND OLI
AND HOLD
T, (Z)-T )--s
s s
l_ _ _ _ _ _ -_. _JL - + - - - - -
.1
)
Block Diagram of the Digital CompensationFigure 4-3
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where K1 , K2 , K3 , and K 4 are parameters defined by the compen-
sation time constants and the sampling time T. The method re-
quires 9 storage locations, 4 multiplications and 3 additions
in the computer.
The state variable approach, applicable to low bandwidth
systems, requires a two step recursive relation of the form,
1k k-1 ek-1
x2k =K x2k-1 + K2 Tek-l (4-2)
uk x lk + x2k
where K1and K2 are different constants.
This technique requires 7 storage locations, 3 additions
and 3 multiplications.
It should be remembered that it is of utmost importance
to minimize computation and storage since temperature regula-
tion has to be considered a necessary but relatively unimpor-
tant task in this inertial navigation system. In terms of
storage and computation time, the state space approach is more
efficient than the Z-transform method.
There are several other important software considerations.
The first deals with the method of quantizing, uk. An n-bit
computer command word, implies 2n possible circulation speeds.
By scaling uk over an interval from 0 to 2 n-1, the integer part
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of uk can be output as the command word. uk could also be
rounded off to the nearest integer value, which would tend to
reduce limit cycling, but results in more computation than the
simple truncation technique.
In addition care must be taken to avoid "windup" problems
always associated with integral control. The value of uk should
be artificially limited so that the integration of error signals
can not get too large. The circulator speed range itself is
limited, so it does not make sense to allow the error signal
integration to increase or decrease without bound since this
causes longer transient response times for large disturbances
or for large step changes in commanded temperature.
Finally, an error check should be made in the software
to prevent integration of large errors due to bad data trans-
mission. Integration of such errors results in a step change
in circulator speed that introduces an unwanted transient into
the system.
A block diagram of the computer software required to
implement the Z-transform control law is shown in fig. 4-4.
4.2.2 Hardware Implementation for Test
The test configuration was somewhat different than the
all-digital system being proposed because neither the delta-
modulator nor the induction motor were ready in time. The
basic test configuration is shown in fig. 4-5.
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The quantization in the sampler for these tests was
.0370 F. The PDP-1l computerused for the digital compensation,
performed arithmetic operations slowly, so that the delay
between input and output, using a program analogous to that
in fig.4-4, was approximately 120 msec. This delay imposed
a maximum sampling rate of 2 Hz in order that computational de-
lays wouldn't seriously affect the results. A one to five
bit speed command word was used to control the voltage into the
the brushless dc motor. The command was processed in a current-
sinking D-A converter, and bias electronics were added so that
the range of motor operation could be arbitrarily varied. For
these tests, the motor speed range was fixed between 7400 to
13000 rpm.
4.2.3 Steady State Test Results*
Figure 4-6 shows the steady state performance of the
previous analog controller to provide comparison with fig. 4-7
to 4-16, which show recordings of the limit cycling due to
speed quantization at sampling rates of 2 Hz and 0.14 Hz.
The analog temperature output shown in these figures represents
the average of an almost continuous digital sample of thermis-
tor temperature. The digital error signal sent to the computer
is sampled only once (at the sampling instant) and appears to
show a larger variation in temperature error which is due to
measurement noise and truncation errors.
*
The results here have been summarized in fig. 3-9 (Section 3.3).
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The most significant result is that there is little dif-
ference in static performance between the analog controller and
a digital controller sampled at 2 Hz using a 4 or 5 bit control
signal. The proposed baseline digital system can easily meet
the static control specifications and is indeed a feasible de-
sign. However, the problem of minimizing response time and peak
errors during power and coolant transients does not appear solu-
able,in a classical sensedue to the severe bandwidth limita-
tions. The discussion in the remainder of the chapter is aimed
primarily at using modern control theory to make order of magni-
tude improvements in dynamic performance.
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4.3 Design of the Time-Varying Feedback Gain that Minimizes
Transient Errors
It seems likely that the controller response time can be
reduced by temporarily increasing the gain of the classical
control law during the initial stages of a thermal disturbance.
This section presents one method for optimally designing this
open loop variation and evaluates the transient performance
of one design in actual system tests.
4.3.1 The Sub-Optimal Linear Regulator Problem
We consider the problem of finding the optimal scaL r
gain (t) that minimizes (in some sense) the quadratic cost
*
functional,
T
T T 2
J(x ,t,u(-)) = x(T) F x(T) + (x_ Q(t) _ + u r(t)) dt
t
0
(4-3)
for the linear system defined by
(t) = A(t) x(t) + b u
y =CTx (4-4)
*
Note that the superscript, T, denotes the matrix transpose
operation.
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using the scalar output feedback law,
u = - f(t) y .
Here x is the state vector, y is the scalar output,
Q and F are time-varying positive semi-definite weighting
*
matrices, and r is a positive scalar.
Before attempting to directly solve this problem, we
first consider the optimal linear regulator problem which min-
imizes Equation (4-3) using full-state feedback.
u = -L(t) x(t) (4-5)
By studying the properties of this unconstrained optimization
problem, we can better understand how to proceed with our more
restricted case. The approach shown here roughly parallels the
discussion in [2].
We start by evaluating the deterministic cost-to-go
defined by,
J(x,t,u(-)) = xT (T) F x(T) + (xT ) x + r (a) u ) d
t
(4-6)
Using Equation (4-5) and defining *L(t, ) to be the tran-
sition matrix for the closed-loop system,
x = [A(t) - b L(t)] x = A (t) x
*
A positive semi-definite matrix is any matrix, M, which satisfie
the relation, x M x 0 for any x
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Equation (4-6) becomes
J(x,t,u(-)
u=-LCt)
= xT (t) (T,t) F F L(Tt) x(t)
- L -L
T
+ x_ (t) [ LCGt) Qu
LT t
+ L a) r (a) L (a) L ( t d
or simplifying*
J(x,t,u())U=-L(t) S T t) p(T t) F L(Tt)
T
t t) [Q(y)
+ LT (a) r (a) _L (cr)] (L(c,.t) da x (t)
If V(t) is defined as the expression in the brackets
J(x,t,u())
u (t)=-L (t) x (t)
T
=X Vt
*
Note from now on, matrices and vector arrays will not be
underlined to simplify the notation.
(4-7)
(4-8)
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To make the form of Equation (4-8) more convenient we differen-
tiate V(t) by t and obtain the matrix differential equation
shown in Appendix H to be
- T
V(t) = - V(t) AL(t) - AL(t) V(t) - Q(t) - LT(t) r L(t)
(4-9)
with V(T) = F
The optimal control* which minimizes J(X0,t ,u(-)) over
the set of all possible controls is of the form,
u* = - L*(t) x(t) = - b V*(t) x(t)r
where V*(t) is the solution to the matrix Riccati equation
* =-A T(t) - V*(t) AL(t) - Q(t) + V*(t) b(t) b (t) V*(t)/r
L( )
(4-10)
with V*(T) = F
The important result here is that the optimal control
uses a full state feedback gain matrix which is independent of
-o
*
[3] and [5] have excellent treatments of the optimal linear
regulator problem and its solution.
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The optimal control minimizes the cost functional, J,
over the set of all possible controls u(-). We seek instead
the suboptimal feedback law that minimizes the cost functional
over the restricted set of scalar control laws of the form in
Equation (4-4). Unfortunately, by confining the control space,
the optimal feedback gain Z*(t) that minimizes, J(x0, t0,u('-))
is a function of x0 , which of course is not the case for the
unconstrained linear regulator problem.
Athans and Kleinman in [2] and [15] propose a suboptimal
approach that approximates the minimization of Equation (4-3)
by a minimization of J(x0O,t0 ,u(.)) where
J(x,t0,u(-)) = E[J(x0,t,u(.))] . (4-11)
E( ) denotes the expectation operator as defined in Chapter 3.
*
Using the relation,
T T
x0  V(0) x =tr 0 x0 V(t0 ))
*
The trace operator, tr(-), is linear and is defined as the
sum of the diagonal elements of a square matrix. The trace
has the property that
tr(ABC) = tr(CAB) = tr(BCA) .
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and by interchanging the order of the trace and expectation
operations, we obtain
TJ(x,t0 ,u(-)) = E [tr(x x v(t ))]
= tr(E% V(t)) (4-12)
where
TL = E(x x ) = initial error covariance.0 0 0
Using the new minimization functional, Athans and Kleinman
proceed to find the optimal full-state feedback matrix, L*, cf
the form
L*(t) = D* g(t) (4-13)
where D* is the constant matrix to be determined, and g(t) is a
time function picked by the designer. By finding the expression
for 3J/3D they then find the optimal matrix D* by finding the
matrix D which satisfies Equation (4-14).
D 0. (4-14)
This author has utilized the same basic technique to deter-
mine the optimal scalar gain, R(t), which is an interpolated
time function of n gainslat n discrete times7 along the interval
[t ,T]. The gain function is then of the form,
-132-
n
L(t) = j fj(t) z (t.) = f (t) (t.) (4-15)
n1 -n -n 1
i=l
*
where fi(t) are interpolation gains. The gain, n(t), is found
by determining the vector of interpolation gains which satisfies,
n t) = 0 for i=l,n . (4-16)
-tn (ti)
The proposed interpolation approach offers two signifi-
cant advantages over the method discussed by Athans and Kleinman.
First it circumvents the problem of determing a specific scalar
function, g(t), as required for Equation (4-15). An nth order
interpolation in effect allows for any arbitrary (n-1) th order
polynomial time function, n (t). This makes the form- of the
solutiop function much more flexible. In addition, by evalua-
ting the cost, J, the expected transient response improvements
for increased n can be compared with the added software require-
ments for implementing the more complex gain function.
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4.3.2 Solution to the Suboptimal Linear Regulator Problem
The necessary (but not sufficient) condition to find a
local minimum of J is to find Z (t.) which satisfies Equation
-n 1
(4-16). The problem solution thus requires that the gradient
matrix, 3J/39(t.) be determined. Although tedious, the proce-
dure is straight forward.
By the chain rule of differentiation, we obtain the rela-
tion,
AJ= AtnA(t ) + e+ at(t A(tn)
a4(t1) n 1 n tn)
or in matrix form
AJ=(43)( zn ti az9 n(t) nt n AZn (t1 )
AZn(t2
A (t )
. n n .
The matrix aJ/3 is then defined to be
JJLA ai 
__._ 
_
T =on t an a (t2)a '''a(tan
To obtain an analytical expression for M3/39,n, we
(4-17)
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basically follow the procedure outlined in [2] and [15], except
that as stated before, we define the control as an interpolation
function over time, rather than as an explicitly defined time
function.
First, we define the interpolated feedback gain matrix,
L(t), to be
T T
L(t) = f (t) A (t) c (4-18)
-n -n
where f n(t) is defined by the interpolation coefficients in
n
Equation (4-15) and c is the output coefficent vector de-
fined by the relation in Equation (4-4).
In this case, y is the output of the dynamic compensation.
We define x as the augmented state vector which combines the
-c
system state variables with two dummy variables to model
the integral, lead-lag, compensation. This means that the
plant dynamics must also be, augmented to include the compensa-
tion. The new system is of the form,
x = A x + b u
-c -c -c -c
A .0
Ac ~A(4-19)
b
bC )
-N /
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u = 6K
x =
where A , A , and v define the aumented system.
-ci -c 2 -c
The closed loop system is of the form
' =(A - b _(t)CT)x = LL(t) xL
whith the corresponding transition matrix 0-L (tto) defined by
L (tto) = L(t) (L (tto)
(4-20)tt 0,t ).= I .
To determine 3J/aZn (t.) we take the limit,
i"- =lim
-n At -+0
n
AJ AJ
At (t 1 ) ' 0At n(t)
*
For the sake of convenience, we shall drop the time notation
on the matrix S,(t2). As before matrix algebra is assumed so
that matrix quantities are not underlined.
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In order to explicitly evaluate the limit, we define,
L (t) = L(t) + E AL(t)
Then,
= fT(t) [Z + c A cT n n n
S(0) - J(O) = tr [E 0 (V (0) - V(0))]
(4-21)
(4-22)
But by substituting the equations for V (0), and V(Q) into
Equation (4-22) it can be shown (see [21) that,
T
v (0) - V(0) = f (t,Q) [2 ALT AL r - E ALT (bT V -rL)
0
- e(b V-rL) T AL] tJ(D(t,0) dt
c
(4-23)
where ( (t,0) is the closed loop transition matrix using L (t).
E
By taking only first order terms in s, Equation (4-23)
becomes,
T
AVE(0) V (0) - V(0) = - E (t,0) [ALT (bTV- rL)
0
+ (b TV-rL) T AL] P(t,0) dt . (4-24)
Then,
AJ = J (0) - J(O) = tr [E AV (0)]
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Since Eo, V8 are symmetric, the trace is the same if we let,
T
AVE = - T(t,*) (bTV-rL)T AL
0
4. (tr0) dt
By using the property that tr(ABC) = tr(CAB) and by substituting
AL = f (t) AZ c ,
n n
we get
T
AJ = - 2E tr cT %(tO) x{(t,O)
(bTV-rL)T fT(t) dt At
n n (4-26)
It can be shown in general that (see [1]),
-tr(NX)=NT
Incrementally this means that
A(tr(Nx)) =NT Ax=NT ANx Ax
ax
Since this result is in the general form of Equation (4-26),
then,
(4-25)
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T
S T T Tl1m =(D-2 L (t,0) E 0(DL (tr0) .
E+*0 
-n 
-n0
(b V-rL) T Tt) dt (4-27)
n
The necessary condition* to find a local minimum of J
-n
By using an iterative hill-climbing technicqae of the form,
niJ
L |j = kn. -6a(4-28)n j+1 -n j E
-n j
*
can be easily found. Note that a practical solution to the
-n
problem requires use of Equation (4-9) to obtain V(t) along
(0,T), and integration of the expression in Equation (4-27).
4.3.3 Practical Implementation of the Technique
Practical implementation requires determination of the
terminal time, T, and a reasonable set of weighting matrices
Q,R,F, and E , for the quadratic cost functional, J(O), that
reflects our specific control requirements during a transient.
Much care must be taken to insure that these parameters are
The sufficiency condition has not been met. By manually vary-
*
ing the gains would n, it should be easy in this scaler case
to determine if a local minimum has been found.
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picked correctly, or else the entire minimization procedure is
meaningless.
The interval length, T, is perhaps the easiest parameter
to pick. Since we are seeking decay times on the order of 30
to 40 seconds, it is not unreasonable to choose, T=30 seconds.
To determine Q and R, and F, we must develop a relation-
ship which equates the "cost" of a given temperature error to
that of a given change in conductivity. Since we are trying
to develop a precision regulator, we can not be too concerned
about using large conductivity changes for control of the out-
put temperature. However, we must bear in mind that we have
developed a linearized model which is only a good dynamic
approximation near the nominal operating point. In addition,
relatively small values of r imply large feedback gains which
makes the controller more sensitive to noise. These criterion
should be reflected in the quadratic cost functional so that r
must not be unreasonably small.
In this work, the cost associated with a 0.050 error in
floatation fluid temperature has been equated to a conductivity
change of 0.5 watts/*F. This means that if r=l, the correspond-
ing weighting factor on the squared output error is qFF=0
By similarly developing cost relationships between other errors
in the system, Appendix I calculates the remaining terms in Q
and F.
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E 0,the mean squared initial error, plays a very im-
portant role in the minimization scheme. E should be chosen
to reflect the fact that the temperature errors in the system
are much more likely to occur in the circulator fluid tempera-
ture and heat exchanger tubes rather than in the floatation
fluid, which is the controlled variable. E has been chosen
to be a diagonal matrix which assumes unit covariance on the
heat exchanger tubes and circulator fluid error, one half that
on the metal shell, and no initial error in the other thermal
elements.
In order to check the validity of the cost functional
developed here, it is convenient to compare the zeroth order
*
gain, Z0(t) (which is a constant) with the dc gain of the clas-
sical compensation, Z . Since the steady state characteris-
ss
tics of the classical controller are desireable in terms of
accuracy and stability, it seems reasonable that 0 (t) should
be approximately equal to Zss. Using a set of physically rea-
sonable weighting matrices for which this is true guarantees
that the higher order gain functions minimize the same cost
functional that the steady state gain does. In effect, this
conservative procedure can be used to calibrate the cost func-
tional to yield a gain that is "optimal" at steady state. The
designer can then be confident that the time varying gains for
increased n are also close to "optimal" if the same cost func-
tional is used.
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*
Using E, Q, r, and F as derived, Z was calculated and
found to be,
*
k = 1.05 .
o ss
This verifies that the cost functional developed is"reasonable".
Figure 4-17 shows the results for the first, second and third
order interpolated gains, using the same cost functional with
the added restriction that,
*
n(T) ss
so that a gain transient is not introduced into the system at
*
the terminal time. The optimal solution 9n (t), for large n,
appears to have a large initial value that decreases rapidly
to the nominal steady state value within 10 to 15 seconds. The
cost decrease for each approximation is shown in fig. 4-17 and
the results are far from dramatic. The increased complexity
in the third-order approximation represents a cost decrease of
only 9% from the zero-order case. This analysis predicts that
little improvement can be expected by using a variable gain
controller.
4.3.4 Transient Performance Using a Time-Varying Feedback Gain
The "optimal" third order gain function was implemented
in software and the transient response was tested on 50 watt
step changes in turbopump power.
I 
- - a.
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Because the computer was relatively slow, the gain func-
tion was simplified to be of the form
t
P.(t) = Z(0) + 1s (Q(T)-Q(0)) for t < 10
10 sec
9(t) = 9(T) for 10 < t <_ T (4-29)
where 9(3) was varied in an attempt to find a true optimum value.
A simple transient detection scheme was designed to trigger the
system into the "disturbance" mode. The average of the two most
recently sampled temperature errors was calculated, and the con-
troller was switched into the transient mode if the absolute
value exceeded 0.03'F, and if the last "disturbance" condition
occurred more than 30 seconds earlier.
In these tests, a sampling rate of 1 Hz was used and the
sampling quantization was reduced to 0.01*F. Five bits of con-
trol were used over a circulator speed range of 7,400 to 13,000
rpm. The typical transient response due to 50 watt power tran-
sients were recorded and are shown in fig. 4-18, 4-19, and 4-20.
Figure 4-18 shows the transient response without a gain varia-
tion while fig. 4-19 and 4-20, show the response using a gain
function as shown in Equation (4-29) with Z(0)/Z9s equal to 9
and 5 respectively. As can be seen, the constant gain controller
has the best performance for this type of transient. Although
the peak error of 0.09*F is larger than the others, there is
no overshoot as the error decays to zero. The "optimal" variable
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gain responds poorly with a peak overshoot error (0.10F) larger
than the initial peak of 0.050 F. Note here that the control
signal saturates for almost 14 seconds. By dropping the ini-
tial gain to 5, we get an improvement in performance with a
peak error of 0.060 f and an overshoot of 0.040 F. Note that the
control signal remains saturated for only 8 seconds using this
reduced gain.
The transient response of the variable gain controller
is more oscillatory for this type of disturbance. Better
response might be obtained for slower disturbances, like
changes in coolant temperature, since the error distribution
in the initial stages of this type of transient more closely
resembles that which we have specified in our sub-optimal
control problem. However, the basic dynamic response should
be independent of the type of thermal disturbance present,
so this feature of the variable gain control is undesirable.
In addition, the variable gain system is sensitive to noise
in the sampled signal. It is possible that the system
can switch to the transient mode without a real disturbance
occuring,as seen in fig. 4-19 and 4-20. Under certain cond-
itions, this can lead to controller oscillations which have
a period T, the duration of the open loop gain variation.
Thus the variable gain scheme requires not only an extra
gain computation, but also a hypothesis test to accurately
determine, to within some confidence interval, whether there
actually is a disturbance present in the system.
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Even though only one type of variable gain controller,
has been implemented, the analytical and experimental results
show that little improvement in dynamic response can be expected.
Since we are looking for "order of magnitude" improvements in
transient response characteristics, it does not appear that the
variable gain approach represents a real solution to the con-
trol problem.
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4.4 Design of an Accurate Bang-Bang Controller
If the set of admissable controls is bounded, it can be
shown that in most cases the solution to the minimum time opti-
mal control problem, u*(t), is a waveform that switches between
the upper and lower bounds on the control. This bang-bang type
of control features fast response to transients, since the
maximum amount of control effort is always used to minimize
errors. However, the time-optimal solution has the undesirable
feature that the switching times are determined in a usually
complicated way, on the position of the state variables in the
system's phase plane. For this reason, the optimal control is
difficult to implement on complex systems like the one we con-
sider here.
This section develops a suboptimal control technique that
reduces computer storage and computation by using the state
estimates from a low-order Kalman filter model of the system to
pick the control that minimizes a simple quadratic cost func-
tion of temperature error over a fixed prediction interval.
An "intelligent" controller of this form features fast
response and still minimizes the amplitude of the limit cycle
variations that plague many sub-optimal bang-bang systems.
Consider for instance a discrete-time control law of the form
(4-30)uK = - SGN(y K)
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where uK is the control over the Kth time interval, yK is the
sampled output error, and where the function SGN(yK) is defined
by
SGN(yK) =+1
K yKJ
The problems involved in implementing this sub-optimal scheme
are readily apparent in fig. 4-21 which shows the steady
state operation of the thermal control loop using this form
of compensation. A large peak-to-peak limit cycle amplitude of
.10F developes with an oscillation period of between 17 to
18 seconds. A control scheme that predicts future errors should
make a significant improvement over this simple controller since
the control signal transitions can be made more frequently to
beat down this fundamental oscillation and thus reduce the amp-
litude of the limit cycle error.
4.4.1 Problem Formulation
. We consider a linear, single input, single output,
n-dimensional, discrete time system of the form,
(i) (i)
x = *x +b u + w + d
-K+ 1 -- K - K -K -
cT (4-31)
yK 2-K + VK
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where,
xK = x(KAt) ( t = sample period)
wK = w(Kst) etc.
*
and WK and VK are zero-mean, white noise sequences with
covariance Q and r respectively, and d is a random bias vector
with covariance D. Here, i denotes the mode of the controller,
which is either in the low state (i=O) or in the high state
(i=1). b~') is the mode dependent gain matrix for the de-
terministic control input, u , which is conveniently defined as,
u = -1
uW = +1.
Given the set of measurements, YK =[yr 2  . *y , the
control objective is to minimize the quadratic cost function,
JK, over the prediction interval, N, where,
N
K= E> (ayK+j2)> K) (4-32)
j=1
*
A stationary white noise sequence, WK is any sequence for which
E[-k+jwkT] 
= Q 6 kj
where kj is the Kronecker delta function, i.e.,
6 . = 1 for k = j
kj
6 j =O for k= j
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Here a. is a scalar weighting factor and the conditional ex-
J
pectation operator E[.IY K is defined simply as the expecta-
tion function conditioned over (given) the set of measurements,
Y K In other words, for an arbitrary random variable z,
-KO
E[zIYK] A f z p(zIYK) dz . (4-33)
For a more thorough treatment of conditional expectation see
[12] or [14] or any book or stochastic processes.
The sub-optimal technique proposed here calculates the
* * * *
optimal open-loop sequence, UK = [uK uK,...,uK+N-l], which
minimizes JK, and then uses only the first control uK. At the
*
next time interval, a new control sequence, U is calculated,
K+l
since unforeseen disturbances might require a change in the
control sequence to minimize JK+1. This approach is typically
known as an open-loop, feedback optimal control technique which
uses measurements to update the optimal, open-loop, control
sequence.
4.4.2 Problem Solution
The theoretical solution to our minimization problem is
simple using just the simplest aspects of linear stochastic
filtering theory. Two important quantities need to be defined
first before proceeding directly to the problem solution.
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First, the state estimate, K+jIK is defined by
:kA E[x *Y ]
-K+j|K = -K+j K
The error covariance, E is defined by
-xK+jIK
= E[(x .
-K+j
T
RK+IV (xK+. - T)]
-K+ | -K+ XK+iIK ]aK
For linear systems of the form in Equation (4-31), it is
well known that the Kalman filter is the optimal estimator which
minimizes the mean squared estimation error in the state esti-
mate SZ for all j>O. The filter equations are listed in
-K+j K
Appendix J but are not derived there. (Readers unfamiliar with
Kalman filtering are referred to [12], [14] or [22] for excel-
lent treatments of the subject.)
Using the filtered estimates of the state, the optimal
estimate of the output, yK+j is
E[yK+jIK K+jlK =2 K+jIK (4-36)
with a covariance of
K+jI K
= E[ (yK+j-9K+jiK)2 K x =T XK+jlK C
So, JK is simply a function of 2K 'K K+jjKr xK+j|K
sequence U-K
and the control
(4-34)
-xK+j IK
(4-35)
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For the scalar case with N=l,
JK = a1 E[yK+l2 2 K].(4-37)
But by Equation (4-31),
yK+1 c xK+l + TK+l =C[xK + b M UK + WK + vK+1
So
2 12 2 2 (i) 2U(i) 2 2 (2) (i)yK -=C [~ xK +b uK +wK + 2 0b xK uKKlKK K 
(i) (b)(i)
+ 2 Dx K WK + 2b UK WK + 2 c vK+1 K + b
+WK ]+ vK+12 2(4-38)
By definition
Ex2 2
E[xK2 YK KK ZKIK + 2xKIK
E[xKIUKIK = XKIK UK
Due to the properties of independent white noise sequences,
E(xK WK) =E(uK WK = E(wK VK) = E(vK XK)
= E(vK u K)=0.
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Then Equation (4-37) becomes
K = C2 a 1D[2 rK K + b 2 + Q + 2b(i) xK II UK + r
(4-39)
For i=0
J 2 (2 (0) + b 2R K IKb + +(0) + r+Q+2~b XKIKUK
Similarly for L=1
J = c2_ 2 K+2DK a KjK' + 24 b xK (K1) r
sutrctn (0) (1) (0)_(1
By subtracting J K from JK and noting that u = -i, u =1
we get
(1) (0) 2 2
+ 2 xKlK (b(1 )+b(0 )]
This is an important result. The difference in the per-
(1) (0)formance index, JK ~ K , is independent of the driving and
measurement noise covariances. Given the estimate xKlK the
optimal control uK which minimizes Equation (4-39) is just,
* (1) (0)
u K=- SGN (J - J )
= - SGN [b 2 - b 2 + 24 xKIK (b + b(0 )] (4-40)
which is a simple result.
-b0)2
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Determination of a similar result for a general n dimen-
sional system is much more difficult, since multiplication by
4 introduces a significant amount of computation and storage.
4.4,3 Implementation Subject to Computational and Storage
Limitations
Implementation of the technique,as it now standsrequires
n2 storage locations for $_, and more importantly requires n3
multiplications and additions each time (_ is multiplied by a
square matrix. Both problems can be easily solved if we put
the discrete-time system in Equation (4-31) into standard ob-
servable form. Mehra shows in [17] that any observable system
of the form of Equation (4-31), can be transformed to,
*
b1
0 1 0 0
0 0 1 0 b2
* * . * *
-K+l x + u + w + d (4-41)
-K+ . , -K . K -K -
-)1-)2 _0
*
b
n
* * *
yK=(10 ..... O)xK + vK
by using the transformation,
*
XK =Tx
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T is defined by
cT
cT
T A c T02
cn-L
= Observability matrix for the system
R c T)
*
The coefficients on the bottom row of () define the character-
istic equation of the discrete time system,
N + n-i
N + .B. .J) = 0.
The relations between the two systems are as follows:
4 *T 4)T
*
b = T b
(4-42)
v K vK
! = T !
*
d = T d
where T~ is the matrix inverse of T. T is the observability
matrix for the system which has an inverse if the system is
observable. Assuming that our system is observable (it is)
we have tremedously simplified our problem. Since multiplication
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by c* is comparable to a simple shifting operation in the digi-
tal domain. Dropping the asterisks, we get, for j<n
y (+1)+ -i (i) u(i)
K+ = jK bg-m+l) U K+m-1 (j -m+l, K+l-1
Lm=l (4-43)-
+ vK+j
where the bracketed subscripts denote the position of the vari-
able in the vector array.
Then the expectation, E(y4+2IYK) reduces to
Ey2 = i) i )2 M WKI
E[YK+jYK (j+l)K + 2 (j-m+l)u K+(j+ KK
m=1
2
+b -)+u (Kml) +q(j-m+)
(m=l m=l
(4-44)
which is the general form displayed by the scalar case in Equa-
tion (4-38). The transformation technique reduces the computer
storage since only n storage locations are required for 4. In
addition, it ensures that the control law is no more complex
than for the scalar case. And, finally, only n multiplications
and 2(n-1) additions are required to perform the state update
(state propagation) equation.
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x K l K = x K + b u K (.)(4-45)
-K+ 1|K - -K IK - K
which is required for the Kalman filter estimates. For simple
second or third order models, this control technique requires
almost as little computation and storage as the classical com-
pensation.
The computation and storage required to minimize the qua-
dratic performance index in Equation (4-32) is significant for
N>2 or 3. A large reduction can be made here if we instead con-
sider the problem of minimizing errors at the terminal time for
which j=N. Then,
J = 2E[y  Y .(4-46)
K EK+NIK
Since only the terms involving the deterministic controls
vary, we redefine the performance index to be, JK' were
K = (N-m+)i+m-l (N+l) KIK
m=l
b(i) u (4-47)(j-m+l) K+m-l
(M=1
Examination of Equation (4-47) shows that for N < n, computation
N
of JK requires 2(2N) storage locations to store each possible
permutation of the summation, and its squared value. In addi-
tion, 2N multiplications and additions must be performed to
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evaluate the cost index for each permutation of the control
sequence U However, for N=l, the control law, simplifies to
uK - SGN(JK -K )(4-48)
Since only two possible sequences are possible for this
case, the computation and storage can be compressed so that
only two storage locations, one multiplication and one addition
are required for each control calculation.
The storage and computation needed to implement the N-
step predictor minimization scheme can be further reduced if
we restrict the set of admissible controls over the prediction
interval so that the cost is minimized assuming a constant
control over the prediction interval, such that,
u .= uK for j <N . (4-49)
We thus consider the control sequence which is either
"high" or "low" for the entire prediction interval. The
amount of storage and computation then is the same as the case
for N=l. Note that the open-loop feedback optimal approach is
still used, so that in reality the control can switch at each
step if required.
The savings in computer software required for this form
of controller implementation can be significant. On the slow
computer used for test purposes, calculation time had to be
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minimized. For N=2 we save 3 multiplications and additions
and reduce the number of storage locations (to evaluate the
control)* from 8 to 2, by implementing the constant control
approach. The actual flight computer might be so large and
fast that these considerations may not apply. In this case, the sim-
plification required for test purposes need not be made and the
unconstrained sequence of controls that minimizes the perform-
ance index in Equation (4-47) can and should be calculated.
4.4.4 Practical Implementation
Two problems remain before we can practically implement
this technique into the controller software. First, the order
of the stochastic model must be reduced to minimize control
computation and storage. In addition, the controller perform-
ance must be simulated to determine a reasonable set of Kalman
filter gains, that makes the filter insensitive to model inac-
curacies and measurement noise.
4.4.4.1 Model Reduction
Assuming that the platform is incrementally grounded at
the nominal switching frequency of the controller, only the
transfer function between the floatation fluid and the heat
load flowing directly into the floatation fluid needs to be
*
More storage and computation are needed to implement the filter
equations.
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considered. Using the technique shown in Appendix C we get
the nominal 5 th order transfer function,
T (S)_R(1+32s+285s2+729s3
Q(s) ( Ts+l) (4.Qls+l) (6.94s+l) (13,95s+l) (1.33,72s+l)
(4-50)
where
R = 0.072*F/watt
T = thermistor time-constant 3 seconds
TT = the thermistor output temperature.
This transfer function must be evaluated at both the high
and low states of the controller. To first order, conductivity
changes only affect the gain of the transfer function. Defining
T as the steady state temperature for each control, ui, and
using the relatior s
T. = Q(R.-R) = QAR = AT11 1
and, Q(s) = Q u. (s)
we get
ATT(s) AT . (1+32s+285s2+729s3
u (s) (3s+l) (4.Ols+l) (6.94s+l) (13,95s+l) (133,62s+l)
(4-51)
where u. is our control.1
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ifn order to reduce the computation and storage in the
computer, this 5 th order incremental model- should be reduced to
a third order one that closely resembles it dynamically in the
frequency range considered here. We basically use the method
of fitting the mements of the impulse response of B(s) to the
moments of the impulse response of a low order approximation,
th,
BL(s), (see [13]). Here we define the n ^ moment of b(t) (the
impulse response of B(s)) as
M = tn b(t) dt
n bt
0
Assuming
AT.(gs1B (s)1=((4-+1)BL ((s)Ts (l)++( 1) (4-52)
the first 4 moments of the two impulse responses should be
matched to uniquely determine the 4 free parameters 1T3'
and T 4. Since AT. is known and should be the same for both B(s)
and BL (s), we can neglect it for the momentand concentrate on
the dynamic portion of the transfer functions.
To determine the impulse response, b(t), we take the
inverse Laplace transform of B(s) to get
5
b(t) = ,C(j) e-t/T
j=l
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where
C(j) = residue (B(s) s = - lT.
then
5
Mnf= tn b(t) dt = n! EJ C(j) T.n+l (4-53)
o j=l
The form of the transfer function implies that
CO
M f b(t) dt = B(s) = 1
0
which means that the zeroth order moments must be equal for
both models regardless of the choice of time constants in the
low order model.
To ensure that the shapes of the two impulses responses
are closely matched, the higher moments should be referenced
with respect to the mean time, M1 . We then define the disper-
sive moments, Tn, by
00
T = f (t-M1 )n b(t) dt
0
For n=2, 3 we get
T2 =M2 M
T3= M3 -3M 2 M1 + 2M 3 . (4-54)
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The moments for the low order model can be derived by
the relation
dn B.(s)=
d= 
( 1)n
dsn S=O
tn b(t) dt
0
or
M tn b(t) dt = (-1 )n dn B(S)
f dsn s=o
0
It can be shown that the moments for the proposed form
of B (s) are
M T + T2 + T T4
2 2 2
T2 1 l+ 2 + 3
2
133 3
T 3 =2(T 3 + T 2 + T 3
3
T4 )-5 T 2 T3
Unfortunately, a simple closed form for T 4 couldn't be
obtained because the derivatives were simply unmanageable. To
provide an extra equation to fix the fourth parameter, we
specify that the maximum of b(t) and b L (t) occur simultaneously
at the time, tm This time can be easily calculated using the
Newton-Raphson technique to find the maximum of the function,
b(t). Then the 4 th equation is
(4-55)
-167-
I , 3 -t /T
b(tm) =0 = - Cji) -t/T (4-56)L MT j=i .
where CL (j) is the residue of BL (s) at s = - l/T.
Equating the first three dispersive moments of b(t) and
bL (t), in conjunction with Equation (4-56) results in 4 simul-
taneous equations for the undetermined parameters. The Newton-
Raphson technique was used to obtain the "best" third order
approximation (exact to 1%),
B (S) = (30.61s+l)
L (l.82s+1) (23.96s+l) (l33.82s+l) (457)
The impulse response of BL (s) is compared to that of
B(s) in fig. 4-22 and 4-23. The response is also plotted as-
suming that the pole and zero cancel in BL (s) to form
B()= 1 (4-58).
BL s=1.82s+l) (133.82s+l)
As can be seen the third order model approximates the
fifth order impulse response to within 10%. We can thus ex-
pect the dynamic behavior of the filter model to closely approx-
imate the fifth order plant, and hence the real thermal system
itself. Although the second order approximation appears to
yield rather poor results, it is possible that the feedback in
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the Kalman filter could lower the controller sensitivity to
model errors so that it could be acceptable. We use the third
order model however for the subsequent simulations and actual
system tests.
4.4.4.2 Simulation Studies
Before this form of control can be seriously implemented,
the filter performance should be simulated and optimized so
that the effects of transients, modelling errors, and measure-
ment quantization can be predicted beforehand.
The most important quantity to obtain here is the steady
state Kalman filter gain vectorK.. As shown in Appendix J the
Kalman filter gain is defined by the relation
K E C [C E C +r] (4-59)
-- K -KIK-l - -:-4(IK-l -
Supposing that the third order model is in the form of Equation
(4-41) then,
0 1 0
T
c = (10 0) and 5 0 0 1
-1 -2 ~3
so,
T
-:-KjIK-l 1' 1 KjK-l
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Then since
--K K-1 - -K-ilK-1- -
Equation (4-59) becomes
KK = [$ EKlKl + Q] 1KK K-11K-1 + Q ,)+C 1+ r
(0) (,2K-1|K-1 1
(4-60)
Assuming that meaningful values for Q and r, can be obtained,
a steady state value for K can be found.
The scalar noise covariance, r, can be determined easily
if the noise is due to quantization alone. For a small quanti-
zation Av, the probability function for vK can be approximated
as uniform over the interval, -Av/2 to Av/2. Then performing
the integration gives the well known result,
1 2
r Av (4-60)
The driving noise covariance, Q, is difficult to deter-
mine accurately because it includes not only real noise terms,
but also model inaccuracies as well. Using several reasonable
choices for Q, the optimal steady state gain, K, was deter-
mined to be approximately of the form,
K*
K = 2K* where K* varies from 0.6 to 1.
3K*
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All that is important is the range of values for K*. The
gain vector has a reasonably special structure so that during
system tests, various values of K* can be evaluated to find the
best one. The structure of K has a special significance how-
ever. Heuristically, the filter gains can be thought of as the
ratio of the uncertainty in the estimate to the uncertainty
in the measurement. In the undriven case, x(2) and 'X3) are
really the one and two step predicted estimates of the output.
The fact that the "optimal" gains increase linearly, means that
the uncertainty in these estimates does the same. Whether any
deterioration in performance will result can only be determined
by simulation and system tests.
4.4.4.2.2 Simulations of the Uncontrolled System
The 6th order system numerically defined in Appendix A
is used to simulate the thermal plant, to provide a test to
see how well the Kalman filter estimates can track the output
of the high order system. In these simulations, a 0.02'F ini-
tial offset is placed on all the system elements and the errors
are left to decay. The filter is started with initial state
estimates Ax =0.
The filter performance with no measurement noise is shown
in fig. 4-24 and 4.25 for K*=l.0, 0.8.
As can be seen, the estimate of the temperature offset
x (1)K|K has a pleasing transient behavior for both gains.
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0.01--
X( - PLANT TEMP. Y K
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Figure 4.24 Transient Response of the Filter Estimates for K* = 1.0
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Note in particular that for the case of K*=1, we get,
x 'KIXK 1 )KjK-1 +K KIK-1
yK (1)K
For no measurement noiseyK has the exact value of the output,
x (1)K, which is why the state estimate is exact for K*=l.O. The
one and two -step predictor estimates display severe transient
behavior (this is expected) for both cases but appear to track
the output for t>4. The case for K*=0.8 appears to hold an
edge in performance because the peak overshoot is less and the
predicted estimates track more accurately for t>8 seconds.
4.4.4.2.1 Simulations of the Closed Loop Bang-Bang Controller
The interaction between the estimater and the controller
is important in any stochastic control system. The separation
principle for linear stochastic systems allows the designer to
completely separate the estimation and control problems, so that
the optimal feedback control law is that which uses the optimal
state estimates obtained from the Kalman filter in conjunction
with the optimal feedback gains calculated for the determinis-
tic case. Unfortunately, since this control system is non-
linear, the separation theorem no longer holds. For that rea-
son, it is imperative that the controller be severely tested
in simulations to ensure that the state estimator and controller
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do not interact in such a way that could cause a serious dete-
rioration in performance.
A bang-bang controller model is developed for which
ATi=+5*. This temperature difference is much larger than can
be expected in the real system because it assumes a larger
variation in the thermal resistance between the metal shell
and the coolant tubes than is possible for the range of circu-
lator flow rates being considered. In effect, the large change
in conductivity between the two control states implies a signi-
ficant difference in the characteristic response in the two
modes. In the low state, the increased conductivity results
in much quicker response since the fundamental system time con-
stants are lowered. The filter model,of course, assumes only a
gain change when the controller switches states so that a signi-
ficant modelling error has been introduced. Although the model
mismatch will not be as large in the real system, it provides a
good test to determine the sensitivity of the low order model
to moderate parameter changes.
Figures 4-26 and 4-27 show the simulated performance of
the one and two step predictor (constant control) control laws
assuming measurement quantization of 0.015*F. For sake of
comparison, the performance of the simple control law of the
form
UK = - SGN(y
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is also represented in these figures. Note that as stated
earlier, the control signal switches more often for the pre-
dictor approach than for the simple controller and this clearly
reduces the limit cycle amplitude. Using K*=O.8 definitely im-
proves performance, since there appears to be no bias introduced
by the fact that the temperature decreases faster than it in-
creases. Contrast this to the case of K*=l.O which is stable
but maintains a steady-state offset of approximately 0.02'F.
The final simulation in fig. 4-28 shows the thermal re-
sponse to a 21F drop in coolant temperature for the case of
K*=0.8. The transient can hardly be detected here. There is
an offset of about 0.015"F butthere clearly is no change in the
magnitude or behavior of the limit cycle variations. The tran-
sient has little apparent effect on the output of the system
which is a key feature of this approach.
We have proven in these simulations that the low order
Kalman filter model is capable of tracking the output of the
thermal system and in fact is insensitive to model inaccuracies.
In addition, the closed-loop estimator-controller reduces limit
cycle errors and is stable. We can now proceed to determine
the feasibility of the method on actual system tests.
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Tests Results on the Performance of the Bang-Bang
Controller
The Kalman filter as used in the simulations was imple-
mented into computer software as shown in Equation (4-62)
0 1 0
0 0 1 X iK-1 + b~' u i).
9KK-l1 0 K-ljK-l + b uK-i(0.55 -2.07 2.53)
K*
-K K K KIK-1 + 2K*( (K - (1)KK-l) (4-62)
(i)*
b was experimentally calculated by observing the steady state
temperature offset induced by the high (13,000 rpm) and the low
(7,400 rpm) circulator speeds due to the heat load into the
floatation fluid alone. For these experiments we find that
T)= 0.810F
(2) = - 0.89 0F
and
0.0018 0.0020
b = 0.00421 b 0  - 0.0047
0.0056/ \0.0062/
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In all, the control scheme requires 18 storage locations,
1 subtraction, 7 additions, and 7 multiplications.*
Figure 4-29 is a recording of the steady state perform-
ance of the controller for K*=1.0 at a sample rate of 1 Hz.
Remember that this Kalman gain performed poorly in simulations
and was sensitive to modelling inaccuracies. As can be seen,
the controller fails to hold the set point temperature and
drifts off continually. In the end, the control signal switches
at every sample implying that the measurement noise introduces
an unstable oscillation into the filter. We can expect the performance
to improve by lowering K* and thus attenuating the input noise.
Figure 4-30 records the case of the one step predictor con-
troller for K*=O.8. There is a marked improvement here since
the controller tracks the set point temperature. Unfortunately,
large oscillations with a peak-to-peak amplitude of 0.12'F
develop periodically. For small periods of time (=40 sec) the
controller performs extremely well by reducing oscillations to
0.04*F p-p. The results are promising.
The one step predictor performance for K0=0.6 is shown
in fig. 4-31. As can be seen, the limit cycle has been reduced
to 0.05'F p-p, and is still stable. Figure 4-32 shows the
steady state performance of the two step predictor for K0=0.6.
Note that only 3 multiplications and 3 additions are required
to obtain the state estimates required for the control algorithm
itself.
T ("4F/5 div)
SF-- -----
YL
QNTHCL SIGNAL
13000 - .
RPM
7400 _a-_ n 0.mf Ij L_1v .u HSI
0 100
t (1 sec/div)
Figure 4-29 Actual Steady State Performance of the One Step Predictor
Controller Using K* = 1.0
13000 7
RPM
7400
0
11RIp.p
T (.04 0 F/5 div)
CcNTW SIGMAL
illU'ipR
100
*~ll~U J
-ODa
t (1 sec/div)
Figure 4-30 Actual Steady State Performance of the One-Step Predictor
Controller using K* = .8
i i i i , Mi i Hi i i H"; MH . i , 4- 11 U4--- --- A---- -, - i Ll I I I II rl I
OF--
T (.04 /5 div)
0 OF-
flll~n Finn
0
ll~-I
i -
M i -I -7-1
-Wf
ONROL SIGN AL
100
t (1 sec/div)
Figure 4-31 Actual Steady State Performance of the One-Step Predictor
Controller using K* = .6
13000
RPM
7400
K
Ic
ii|---i i i N N I L4 I-iV--i H- --
0 OF=m
13000
RPM
7400
0
III
r- -( 04-0  F/ 5 d iv )
-- l
QONTICL SIGAL
'Ii IfiiBBBHU[a I Bill
Ed
ififiR Hfl
III ulIilipipi- J i~ll444-14-1 ---W 4411W 4-WL Illl--l IJ-LJ 51 MI 1- U -]1 41 1-I411 !-lt ---l-l-4141---lW-4--41 111-1-!- WI-I -1111111
100
h~U IiJL1iL]- U II
00
t (1 sec/div)
Figure 4-32 Actual Steady State Performance of the Two-Step Predictor
Controller using K* = .6
F-F I, F F11111F 11"ItT-WITUF"1r1FJ-v-"IvI 1-1 JIFIT 1111 [fill It"I I" -ur F. II
w
-187-
Although the maximum peak-to-peak error is about the same, the
rms error has been reduced significantly. For relatively long
periods of time ( 100 sec) the maximum limit cycle amplitude
can be maintained to less than .030 F,
The transient response to a 50 watt change in turbopump
power is shown for the one and two step predictor-controller
*
(K =.6) in fig. 4-33 and 4-34. An offset clearly develops
and the limit cycle oscilations get larger for both methods.
The change is so dramatic because the heat load disturbance in-
troduces a bias into the thermal plant. Without a bias term
in the filter, the controller can not compensate for this change
so that the performance deteriorates.
Future work has to be done to include a generalized
bias term that can account for coolant and heat load offsets.
Integrating this into the filter equations is a simple task.
The system defined in Equation (4-31) can be augmented to be
of the form,
((K+)uk0i)K+(4-63)
d ~ - -_ _ 0u
-K+1 0 0 1 1 K4
where d is a scalar bias term introduced into the characteris-
tic equation of the discrete time system. The simple filter
relations for the bias follow directly. We get,
dKIK-1 = dK-l1K-1
Sflsesdu.eto transient T (.040 F/5di
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and
KIK= dK-lK-1 + Kd K 
-(2)K-1K-
Here Kd is the scalar Kalman gain needed to update the bias
estimate. The bias introduces no complexity into the filter
structure and at the same time should improve transient per-
formance considerably.
The bang-bang controller represents a feasible method of
controlling the thermal system. Its main feature is fast re-
sponse, but as shown here it can be used to significantly re-
duce limit cycling and has the capability of swamping out the
effect of thermal transients in the system.
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Conclusions
Two modern control schemes have been proposed to reduce
the response time of the digital temperature regulator to ther-
mal disturbances. The variable gain approach failed to make
significant improvements in transient response and in addition
was found to be susceptible to measurement noise and oscilla-
tory behavior. The bang-bang controller, while featuring fast
response, showed excellent long-term stability. It in partic-
ular is the highlight of this research and if its potential is
verified in future tests, itshould provide a fast and simple
way of controlling temperature in the inertial platform system.
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CHAPTER 5
SUMMARY
The objective of this research was to design and test
a fast-response, all-digital, temperature regulator conform-
ing to a strict set of thermal and software specifications.
In pursuing this objective, accurate, low-order thermal models
were developed and verified on actual system tests,and the
bandwidth limitations due to the large thermistor sensor time
constant were revealed. Digital hardware was developed to
sample the thermistor temperature and to control the speed
of the circulator induction motor pump. Finally, the feasi-
bility of digital control was verified using classical
digital compensation. In addition, two modern control
schemes were designed to increase the apparent "bandwidth" of
the system, to minimize the effects of thermal disturbances.
The variable gain controller was largely ineffective and hard
to implement. The superior, two-state controller was shown
in tests to respond quickly to transients in addition to
maintaining a stable temperature output.
In the future, work should be done to reduce the time
constant of the thermistor, so that new attempts can be
made to increase the controller bandwidth by using classical
digital compensation. In addition, a stochastic bias term
-193-
should be added to the Kalman filter equations in the two-
state controller to see if the previous steady state errors,
due to thermal disturbances, can be reduced. Research
should continue in developing more effective cost functions
to improve the performance and computational efficiency of
the two-state control law. If future tests are successful,
some additional work should be done to determine the hardware
simplifications that can be made by using two-state control.
In conclusion, a digital temperature controller is not
only feasible but is far superior to the previous analog
regulators. In general, the technique minimizes hardware
implementation, and at the same time allows for considerable
control complexity in the computer software to meet the
stringent transient response requirements for this floated
inertial platform system.
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Appendix A
Linearization of the Lumped-Parameter Model
about a Nominal Circulator Speed
This section linearizes the heat flow equations in
Table 2.1 to allow for an incremental conductivity input,
6K.
We linearize only those equations affected by changes
in the thermal resistances, R2 1 and R3 2 . We define the con-
ductivities,
K Al
21 R221
K 32
32
The equations to be linearized are then,
T c THE
HE C R + K21 CF HE)
HEL 10
' 1
T -= (TH - T ) + K3 (T~ -T )I (A l)
CF CCF[ 21 HE CF 3 MS CF j
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a r1Tff TMS)MS C (T32(CF TMS) + R
MS 4
The basic linearization procedure determines the first
two terms of the Taylor series of the non-linear expression
about a nominal operating point. So we approximate the non-
linear function, f(x, u) by
3 f 3 ff (x, u) f (x0 , u0 ) + 7 I (x - x) + u
0
(u - U)
+ 0 ((x - x )2 +0 (u0-u) 2
where x and u are the nominal values of the parameters.0 0
Linearizing the non-linear expressions in Equations
A.1, gives
THE L THE) K 2 1HE cHE R10 CF HE
+ K2 1 (TCF-TCFI0THE+THE
+ (TCF 
-THE)o 6K21]
S C 0HE + 211 (TCF - THE)
(A.2)
+
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(TCF HE) 6K2 1
T 1F
c CF SK2 1 (THE TCF) K32
+(THE -TCF)j
r
c ms K3 2  lTC
(Tff MS
6K21 MS
F -TMS +(TCF
(TMS - TCF)
- TCF) 6K(32j
-Tms
MS
6K2 1 = (K 2 1 - K 21
and
6K32 = (K 3 2 - K32 L
It is much more convenient to express the incremental
conductivity changes in terms of the total incremental con-
ductivity change, 6K, since most experimental data is in this
form.
First, we should note that,
Here
0
T ms
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K21 =h21 21
K32 =h32 32
In fact, the film coefficients h21 and h32 are approximately
equal since the fluid speed over each surface is the same.
Thus,
K21 6K21 A21
K 3 =6K3 A-32 K32 A32
(A.3)
Since at steady state, no heat flows into the thermal capaci-
tances, the nominal steady state temperature difference between
elements are,
(TCF 
- THE)
(TC CF
(T~ -
K21
K3 21
Then, since
6K32 _ K21
K32 K21
.0
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the incremental conductivity terms in the circulator fluid
equations cancel each other.
The total conductivity between the flotation fluid and
the coolant tubes, is
(R1 0 + R21 + R3 2 + R4 3
Then,
1
3R21 R 2 j
3 K
3R32l0 
= 2-
6K- IL R
6K = 3K 6R + 3K
aR2 1j 21 3R32
= - -4 [6R21 + 6R3 2]
6R3 2
But
= - R 2 12 10
So
6R 21 6K 21
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and,
= - 3 2 6K
3 1
6K A2 121 A3 2
Then substituting gives
R2 A
6K = !21 1 + :]6K21
so that
R2I0 1
6K21 2 1 [+ A2+ 6K
.. 
A21321
and similarly
6K - R2 o 1 6K
632 R 2 A 3232 -0 1'7i2[1 +
We now can put this system of equations into the standard
form,
x = Ax+Bu
where
6R
= 
-21 21
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THE
TCF
TFF
T
T
6K
and u = Tc
QT
QP
A and B can be easily calculated by accumulating the
effect of each thermal input and element temperature on the
differential equation for that element. Then using,
R l= .012*F/watt
R21 0- .0264 *F/watt
R32 0 = .0216 *F/watt
R = .012 *F/watt43
R4 = .0219 *F/watt
C =1170 watt-sec
HE OF
CCF =720 watt-sec
C =805 watt-sec
C = 1018 watt-sec
FF OF
C = 13500 watt-secP0
T T= 3 sec
gives the set of first-order, linear differential equations
as shown in Table A.l.
THE .028 .071
TCF 0 0
T -.052 0
T FF 0
Tp 0 0
T 0 0
x +
0
0
0
001
0
0
0
0
0
7.4.10-
B
5K
TC
QT
QF
TH
TCF
T
TNS
TFF
T T
U
Table A.1
Linearized Heat Flow EquatiOns in Standard Form
-.105
.055
0
0
0
0
H-
-.034
-.122
.060
0
0
0
0
.067
-.164
.082
0
0
0
0
.104
-.278
.015
.333
0
0
0
.196
-.015
0
0
0
0
0
0
.333
I)
oQ
0,
x A
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Appendix B
Integration of the Collocation Equations
into the Lumped Parameter Model
Equation 2.18 states that the temperature along a chan-
nel can be approximated as a weighted sum of the temperature
at each interpolation point ;.. The general form is
J
N
T(C) = F(C)
j=0 -j) F' (C;)
T(lj).
-i
We define
A.C)$
=
F(r;)
(C - 0 ) F' (Cr;)
Then
N df. (C)dT ,) dC )T(r
dr;j=0 a;T
and
1
0
N
T(r) dC =
j=0 0
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Equation 2.17 can be evaluated at each collocation
point, so that
dT(ry) _ hcC
A = n- (T -T(1)) -
dt- P
ctp
v h tN
- f ( ) ) T(C )
Lj=0
The heat taken away from the platform in each channel
is
Qp /channel = h c CL
1
J (TU) - T )dC
0
N 1
= hcCL Z( f () dc) T(C) - T]
Where CL is the total area in each channel.
Finally, the outlet temperature in each channel is
N
T(l) = f.(l) T(%)
J=
L.
6
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Theoretically,. the problem is solved since the resulting
equations just require the solution of a set of linear, ordi-
nary differential equations at the collocation points. Tables
df. 1
B.l and B.2 show the values of f., - , and So f. usingj dr'J
Legendre polynomial interpolation so that the equations can be
practically implemented.
Equations B.1, B.2, and B.3 can be used with the heat
flow equations for the turbopump chamber and exterior
floatation fluid to augment the lumped parameter model equa-
tion defined in Figure A.l.
f Rf 1)df Rdf d
l2 d 1 aC3 2 lofjc
0 0 0 0 1 -3.46410 3.46410 0
1 .21132 1.0 0 -1.73201 3.0000 -6.46411 .5
2 .78868 0 1.0 +1.73201 .46410 3.00000 .5
Table B.l: Legendre Polynomial Interpolatim Coefficients for N=2.
I)
~( fR3  f(1) !K dr !L-2 ) atR3  .Jf()23 j2 j j12 df3
0 0 0 0 0 -1 -6.0 3.0 -6.0 0
1 .11270 1 0 0 1.66667 5.0 -5.7274 10.1630 .27704
2 .5 0 1 0 -1.3333 1.16395 2.0 -9.1630 .4444
3 .8873 0 0 1 1.6666 -. 16395 .7274 5.0 .27777
Legendre Polynomial Interpolati Coefficients for N=3.Table B. 2:
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Appendix C
Method of Evaluating the Transfer Function
of a Single Input Linear System*
We consider the time invariant, n dimensional linear
system
x A x + b u
y =C x
where u is a scalar control, and y is a m-vector. In general,
if we use the transformation,
z = T x
where T is square and invertible, we can obtain the transformed
system,
z=T A T-1 z + T b u
- -ly= CT z
The new system (A, b, C) is defined by
^ -1A TAT
A -
b =T b
and C= C T
*The me described here was first described in [23] by
eonard Silverman in April, 1966.
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If we can pick T such that (A, b) is in standard con-
trollable form, then,
0
0
A =
-a0
1 0 0 0 0
0 1 0 0 0
-a1 .a . -an-
K-
and
(0
0
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The characteristic equation, a(s), for this system is
simply
a(s) = (a I 1)
1
2
5
=0
The numerator polynomial
so that
C(S)=
is defined by the coefficients of C,
1
2
sn-l
The transfer function of the output vector is then
H(s) = C(s)/a(s).
Silverman shows that for a controllable system, T may be
found by evaluating,
A -lT=Q Q
where
-211-
Q = Controllability Matrix for (A, b)
A t b b A2 In-1i
IndIher
and where
A
Q=Controllability Matrix for
0
0
0
0
0
1
0
0
0
0
ci
0
0
0
1
cl
0
1
Cl
Cl
(A, b).
1
l
c n-2
cn-1
where cK =
k=l
1=0 n-i K-i-i
K=, 2, n;
For this formulation, we require knowledge of a. Silverman
shows that a can be determined without calculating Q
0=1
.0
. .0
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by evaluating the following expression,
a = Q An b.
He further shows that
-a2  -a3
2 33 a
-a3  -a4
^-1=
Q = a
-an1
n
1
. a
n
. 1
1 0
. 0
Since,
-1 ^-l
T =Q Q
then
C = C Q Q
The method thus requires only one inversion to obtain
the characteristic equation and just simple multiplications
AA
to determine the numerator coefficient matrix, C, since Q
does not require an inversion.
1
0
0
0
0 I
.
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Appendix D
A Discussion of the Delta-Modulator Accuracy
This section outlines the calculations to determine the
sensitivity - of the delta modulator circuit shown in Fig-
ure 3.1 and evaluates the effect of the dominant error sources
in the device.
D.l Calculation of 3T
We start with Equation 3.2 which states that
l l1+N 1
RT R 2  NMA R
Taking the derivative with respect to temperature gives,
1 3aT R1 3N
RINMAX
Since the resistance charge per unit temperature is usually
given as a percentage, we let
K 1 RT
T RT 9T
3T .
Solving for - gives,
aT _ % 1
S- R1N K .1 MAX T
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For a clock rate of 3.2 kHz, and a sampling rate of 2 Hz,
the maximum counter output is,
NMAX 
= 1600.
Then with a typical KT of -0,.02/*F,
3T T
-RT (.0312) *F/COUNT
3N R1
We assume that the range of the delta modulator is specified
as +10*F around the set point temperature. For a typical
thermistor this implies that,
6.5 KM < RT < 10 KQ
From Equation 3.2, we get
R R I_ N
RT R2 NMANMAX
From T=TMIN',we want N/NMAX O.
This implies that
R2 MAX
= 10 KQ.
For T = TMAX, N/NMAX 1, so
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R2 9~I
R1  = MINR R 2 
-RTMI
= 18.6 K Q
We then have,
DTx
3N TMAX
aT
3i TMIN
6.5 K Q
18.6K Q (0.0312)*F/COUNT = .0109
0 F/COUNT
18.6KO (0e.0 312')*F/COUNT = .0168 *F/COUNT
or,
0.0109 < - <_ 0.0168 .
-N
The computer is required to gain compensate the signal
at different points in the temperature range to maintain a
constant measurement sensitivity.
D.2 Sampling Error in the Delta Modulator
The quantization error is determined by the oscillation
frequency of the current switching stage. This should corres-
pond to the frequency at which there is -180* of phase shift
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around the loop. To first order, there are only two dynamic
elements that must be considered. -The integrator introduces
90* of phase shift at all frequencies. The flip-flop acts as
a sample and hold which has a linear phase relationship,
f(D = -180 *o .
c
Adding the phase-shift of both elements and solving for the
frequency which gives -180*, we get,
f
f = c
In this so-called one-one mode for the device, we can
be assured that the maximum charge in the capacitor at the
sampling instant is at most the nominal current-time product
induced by one clock pulse. Since the capacitor charge is
incorrectly assumed to be zero (qc = 0) at the sampling
time our counter output can then be in error by one count
over the interval.
If other delays are present in the switching stage, the
device might latch into a 2-2 role where the oscillation fre-
quency is
f
f c
4
The sampling error is then doubled for this mode.
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D.3 Frequency Response of the Device
Equation 3.1 is obtained assuming RT(t) is constant over
the sampling interval. In reality, of course, the thermistor
temperature is constantly changing. If we allow for a time
varying signal, we revise Equation 3.1 to get,
I-- = 0 = --v dt
+ + tON
R R T2 1
Solving gives
r T
tON= 1 1 1f
R1T IT If RT(t)t R2
If we define the conductivity of the thermistor as
Y (t) = 1
T RT (t)
we have
t ON [Y(t)dt-+]
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Subtracting nominal values from both sides, we get
6 ON = L
R1T TJ
1 0
SY T(t) dtI,
where 6 means an incremental difference.
At the sampling time T, the true value of the incremental
thermistor conductance, 6YT' is just 6Y(T). Then the estimate
of 6YT(T) is just 6YT(T), where
A I tN
6yT(T) =6tON
R1T
Then
6YT (T) =
If we let 6Y(t)
SY (T) =
T
6Y (t) dt
- Aest, then,
[es T - 1] YT)T
sTT
so that
A
6yT(T) 
_ 
-esT
6 YT(T) sT
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This is simply the transfer function for a zero-order hold.
For sampling rates less than 0.1 f5 , there is negligible
attenuation and phase shift in this transfer function. This
implies that signal bandwidth of 0.1 Hz, requires a sampling
rate of at least 1 Hz.
D.4 Errors Due to Non-Ideal Circuit Elements and Parameter
Uncertainties
Most A-D converters require precision resistor ladders
to achieve high accuracy. Excluding the previously mentioned
errors, the accuracy of the delta modulator depends on the
precision of the current-time product into the integrator.
This is, of course, a function of the stability of the clock
signals and operating voltages as well as the tolerances
on R 1and R2 , the properties of the switch and 
the offset cur-
rents in the op-amp. The timing circuits and line voltages
can be considered stable over the sampling , and thus
induce negligible errors. The FET switch may be considered
ideal.
TO see how the resistor tolerances affect the error, we
use Equation 3.2 to get
(1
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Then
AR +3N
2
AR2 'AN =0
R
where R 1 and R2 are the nominal resistance values of R and
R12.
Applying the derivatives gives,
AN = -(4-T NMAX AR1 +R NX 1 ARi MAXR7
AR =+eRS ,
and
AR2 +,R2 '
then,
AN = (- R) N MAXR 1 (+: + R 1N MX2:
If
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If
R = 8.5K
NMAX = 1600
R = 18.6K
R2=10K
then
AN=MAX e3501.
For typical resistor tolerances,
e = 1%
which means that,
ANMAX = 35.01'.
In other words, the uncertainty in resistor values im-
plies a maximum bias error of,
AT -=aTI AN
MAX N IMAX MAX
= .580F.
Op amp bias currents could similarly introduce sampling errors.
Assuming a bias current, ib, Equation 3.2 becomcs,
TON N =MAX R -- + - + - .
T N MX 1 .R 2 RT V
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Subtracting nominal values from both sides gives
AN b
N R
MAX V
or
ib
AN = N R bMAX 1 y+*
With V+ = 6,2V and ib = 50 nA, we get
AN = .24 ,
which implies a negligible temperature bias of
AT = .004*F .
It should be noted that the value of the integrator
capacitor may vary over a wide range without affecting the
normal operation of the circuit. To prevent saturation in
the op-amp, the capacitance, C, must clearly be greater than
C MIN where
i t
C =cMX 
c
MIN Vcc
and Vcc = supply voltage in the op amp.
To insure that signal-to-noise ration in the integrator
is greater than at least 5, we get
t
MIN c
5VN
where vN is the rms noise voltage.
V
cc
= 15V and i
c MIN
Then for vN = 20 mV,
i |AXwe get
SMAX
cMAX 10cM = 150.
CMIN
Clearly, the capacitor tolerance is unimportant.
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MAX
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Appendix E
Derivation of a Closed Form Expression for the
Line-to-Line Volt-Time Integral of a
Quarterwave-Symmetric Digital Waveform
We consider an arbitrary, quarterwave-symmetric, two state
excitation, VA (t), with N* equidistant clock internals, At,
over a period T, such that
VA (t) = AVA (n t) , where (n-1) At<nAt.
The total volt-time integral, I, of the line-to-line voltage,
V ABis defined as,
T4 T
=fC+ TCY+ cy+T
I = y V A(t)dt =4 VA t)dtC- VA(t - )dt
where VA = +1, and where a/T is the phase shift line-to-line
waveform with respect to the line-to-ground waveform.
.Wt
For an arbitrary excitation XA = el , then
jw(t--)
X =e jwt _e 3AB
= eJt 1 - e-3
1
*N must be divisible by 4 (quarterwave symmetry) and by 3 so
N
that a 120 shift may be measured as an integer shift of N time
intervals.
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But since T = 27r
X A = X [1- e~3
3xA[3-1
=XA 12- 3
'T
So,
T
Then,
5T 5T
1212
I= f VA(t)dt - VA(t - T)dt . (El)
T T
-12 12
Note that I is the total volt-time integral over one-half
of a cycle. What we are most interested in for motor con-
trol is the peak-to-peak integral, which is the absolute value
of the maximum difference in volt time integral over the half-
period, T/2. Figure 3.5 and 3.6 show that some of the "op-
timal" line-to-line have negative pulses at the beginning
of the cycle. These pulses shall not be counted for .
correct evaluation of the peak-to-peak integral, I p'. So
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we let,
5T 
- jAt
I=1
p-p J
T
12 + jAt
5T .
V A(t)dt-f.
AT
2 +jAt
V (t - -)dt (E.2)A 3
where j is picked so that the peak-to-peak integral can be
correctly evaluated.
T- tBy substituting t'! t - in to Equation E.2, we get
5T 
-jAt
Ip p = J 12
T
-no + jAt
.-.2
f- 'At
VA (t)dt - 1
A 5 + jAt
Then, dropping the primes, and subtracting equivalent integrals gives
5T jAt
T
+ 12 j At
T.
V (t)dt f - + jt
5T
-25 + jAt
By breaking up the integrals and noting that VA(t) = - VA-t),
5T iAt
I = P 2 f -12 t p-p f
- jAt
V (t)dt
VA (t)dt'
VA(t)dt (E.3)
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5T 
- jAt
= 2f
T jAt
12 Jt
VA(tdt + 2
+ jAt
I VA(t)dt
T .
12- jAt
By using quarter wave symmetry and noting that the limits of
T
the first integral are symmetrical about t - T, we get
T
I 4
pp 
+4jT+ jAt
The maximum for I
p-p
I
pp
T + jAtf12+
V A(t)dt + 2 VA(t)dt (E.4)
- jAt
can eas ily be shown to be
2T
3
2TSince I for the square wave excitation is also - we have
p-p 3
the important result that
I
PPSquare Wave
= Ip-p max
The minimum decrease in volt-time integral, AIpp can be
achieved by a decrease in the second integral. The value of
this integral can only decrease in increments 4At if a switcned
waveform of unit amplitude minimum pulse width, At, is assumed. Since
At =TNt=
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this implies that
AI
PPmin
4T
N
so that
AI AI M4T
p-p min _ p-p min _ N _ 6T
i 2T NI max pp Square Wave 2-
pp 3
Since clocked digital waveforms are being considered, Equation
E.4 can be written as a discrete sum of the form,
N +
N/4 12
I = 4At L VA (nAt) + 2At EVA(fnAt) (E.5)
n N +. n N +.
12= n= +-
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Appendix F
Derivation of the Z-Transform Equivalent
to the Analog Compensation, H (s)
Using the block diagram in Figure 4.3, u(z)/T (z) can be
determined by taking the Z-transform of the quantity, H' (s),
where
1e ST 1_e-sT T1s+1
H'(s) = H(s) = K 2e 1
s 2 T 2S+l
s 2
Assuming K = 1, the z-transform of H' (s) is
2.
H(z) = =
e J=l
There are just
(z (1e-AT )T 1 A+l
res (z- TTA+l (F.1)1 Ame T x(l-e T2 l)I
A=s.
J
two residues 
-s = 0, s2
At A1 = 0, the residue is, r1 , where
dL2
rl =- zAT
(1-e AT) (Tr1+l)
A 
=
(r1 d+l) __-e_
r = 2dA+l d \Z-eXT
s=O
Tzr Z-l
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The residual at A2 = - -1is r2 defined by,
2
- T
AT)(z-e ) A
A+1)
2
T2 -1
r21 T
( T 2(z-eT2
Letting
T
Ko =( 2 1(-r I-T 2
and T
=e
2
we get
Tz
H(z)=
K0z
+ 0
So,
(F.2)
A
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(T+K + K) -(Te2 + K )z-1
H(z) = (T-2+-F
1 - (1 +e 2 ) z' +e 2 z -
Since H (z) - (z) , we getT e(Z)
e
1-- (1+e2) z + e2z-2  U (z) (T+K 2-+K( ) - + e z-2 T (z) (F. 4)
Taking the inverse z-transform so that z- U(z)- uk-n1 Equ-
ation F.4 becomes a recursive relation of the form,
uk=Kuk1+K 2 uk- 2 +1K3 Tek + K4T (F.5)
where
.T
K = 1 + e
T
K2 e2
K = T + K3
T
"2
= -(TK 4 (Te +K0
-232-
This recursive relation requires 4 multiplications,
3 additions, and 8 storage locations in the computer.
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Appendix G
Derivation of a Recursive Control Law
from a State Space Formulation
The block diagram in Figure 4.3 suggests a discrete-
time state-space approach since we are interested in the in-
put and output only at the sample times. If we use the dummy
variables x1 and x2 , we find that the transfer function be-
tween u and T in Equation G.1 is the same as H(s).
ae
x 10 0 x 1 1
=(+ T (G.1)
x 2 0 2 2
v = (1 l)(
V 
2)
This can easily be seen if we let x = x estand
st
x2  x 2 es, so that
x= sX 1
x = sx*2
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Solving G.1 gives,
T
X1 T=
48T
2 2s+1
so,
U(s) = (1+ 48 T s 50s+l T (G.2)
xs 2s+1, e s (2s+l)/ e(G2
which is the desired form of compensation.
To put Equation G.1 in to a discrete-time formulation,
we use the convolution theorem which states that for a linear
system of the type in G.1, that
x ((n+l)T) =4)(T, o) x(nT) +f t+T 4dt+T, a) T (c)da (G.3)
t (\24 e
where '? is the state transition matrix for the undriven system
and T is the sampling interval. The sample and hold at the
input requires that
Te(t) = T (nT) for nT < t < (n+l)T.
So, Equation G.3 becomes,
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x((n+1) T) = p CT, o) x(nT) + (T-a ) 24do T (nT) 1
Since A is in a simple form, c (T, o) can be easily shown to
be 1 0
TI
1*
e
Performing the integration in Equation 6.4 and separating the
equations gives
x1 ((n+1) T)
x2 (n+i) T)
= x1 (nT) + T Te (nT)
T
= 2 X2 (t) + 48 (1
T
-e ) Te (nT)
and u((n+l) T)
Then, letting
x, ((n+l) T)
X2 (n+i)
. ((n+l) T)
Sx ((n+l)T)
(G.4)
+ x 2 (n+l) T
=-x 1n+l
- x2
2n+1
= Un+l
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and,
Te(nT) 
= T
n
then
x = x + T T
1n+l 1 en
T T
X 2 2n+l+48(l-e) T (nT) (G.5)
un+1  = x1n+l + X 2 n+l
The method requires three multiplications, three addi-
tions and seven storage locations for implementation.
It must be noted that this type of method should be used
with care. The output un+ 1 should be the output of the sys-
tem at the next sample time. Since the output u ,n+lis used
as the control for the entire sampling period before that time,
some phase lead is introduced into the system. If the sam-
pling rate is fast with respect to the loop bandwidth, the
effect should be small. Over the frequency range of interest,
the transfer function of this system can be shown to be nearly
identical to H (S) .
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Appendix H
Derivation of the Differential Equation for V(t)
We are given an integral equation as in Equation H.l,,
V(t) = D T,(T t) F L (T, t)L L
+f T (, t) [Q (a) + LT (o) r (a) L (c)cty(o, t) dt
t L (H.l)
Noting tha.
_A_ L (T, t) = - IT (2, t) AL (t)
dtLL
and that by Liebnitz rule,
T
dj f
t
r d
f(ta) da = -f(t, t) + p T (f(t,o))dv
t
Then we get
0 mT T DTV(t) = -AL L (T, t)FcbL(T, t) - L (T, t) F%(T, t)AL
-Q(t) - L (t) r(t) L(t)
+AL(t) fT[f(t a)]da + fT [f(t.o) ]dTALc(t)
t t
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Then simplifying gives,
="T TV = -AL [V(t)] - [V(t)]A - Q(t) - L (t)r(t)L(t) (H.2)L L
At t = T the integral equation H.1 gives the boundary
condition at the terminal time,
V(T) = F.
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Appendix I
Determination of the Weighting Matrices Q, F, and r
for the Quadratic Performance Index J
The most important cost equivalence has been stated in
the text. The result is that
r = 1 and q =FF 100.
If we consider Q to be diagonal, the rest of the ele-
ments of the matrix can be easily obtained.
First of all, to minimize the heat flow into the flota-
tion fluid, the temperature error in the platform and the metal
shell must be kept small. Thus, it is reasonable to pick
=MS 100 P 100
Temperature errors in elements"further away"from the flotation
fluid are less important so that the weighting factors can be
scaled down from qFF. So it is reasonable that,
q CF = 50 q HE= 10
No weighting factor is required on the dummy variables that
model the compensation since their sum, 6K, already has a unit
weighting factor defined by r.
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The terminal quadratic cost, F, really must consist of
two terms. The first, F1 , is the weighting required on the
quadratic error at the terminal time. We consider the case
where the cost on the terminal error is comparable to the
total cost due to the integrated error between [0, TI. It is
not unreasonable to require that,
F = QT .
-l
Since T = 30 sec
F = 30 Q
-l -_
F2 weights the derivative of the error at the terminal
time. A reasonable cost, C, due to derivative errors is then
F0T
C = (x F X) f
T T
C (x ATF A x) f
where f is a scalar factor to weight the relative importance
of the derivative term.
So,
F = f(AT FA)
-2C -1 -C
We pick f = .2 so that derivative errors are weighted
roughly half as much as the absolute terminal errors themselves.
So,
TF = .2 (A F A
-2 -C -1-c
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Then,
T
j=g1  +LF = + .2A
- - 1 - 2 /
F1 AC)
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Appendix J
The Kalman Filter Equations
The discrete-time Kalman filter is simply a data pro-
cessing algorithm which determines the minimum mean squared
state estimates of the linear stochastic system defined in
Equation J.1, from noisy measurements at the output.
-k+l 0(k) k + B Ilk + w-k
x =Hk x + B +(Jw1)
-k - -k -k
Here Wk and Vk are zero mean, independent, white noise
sequences such that
E 
-(k -k+j =R 6 kj
E vk vk+jI 
= 
6 kj
E [vk w-k+1J
The initial state has a known mean and covariance defined by
E(x ) =X0
-O -olIo
and
T0,
E ( x )=
--ojlo
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Mathematically, this means that the filter estimate xklk-j*
minimizes the expression,
0%.PT S^
J = E (x-kkI ) T ( -. ) k-j(J.2)
where S is any positive semi-definite matrix. By the ortho-
gonal projection theorem, it can be shown that a necessary
and sufficient condition for J to be minimized is that the
residual(error between the actual value of the state vector
and the estimate) should be orthogonal (in a probabalistic
sense) to the state estimate itself. In other words
E F(k klk-j ATk- I = _ (J.3)
for any positive j.
Because of the properties of the white noise sequences,
it can be shown that for (j = 1)
klk-l/Eklk-l =0_(J.4)
Thus, the measurement residual is orthogonal to the pre-
vious estimate. It seems reasonable that the optimal state
estimate should be a weighted sum of the estimate before the
*This notation refers to the estimate of 2k given the first
A A
k-j measurements at the output; x kIk = E(xk lYk-j)
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measurement, ik+l|k, and the measurement residual - the "new"
information obtained from the measurement. In fact, it can be
shown that
-kIk -klk-1 + -k k - kk-_) (J.5)
-
3 kjk-1 + -k k
where Kk is the matrix for which Equation J.2 is satisfied,
and Vk is the residual at the kth time step. Kk can be shown
to be
K=
-k 
-x X 
-
Xk k Vk k
Here
E[(kk-l k
SE [xk -2 kk- (H k + vk - Hk1k-l
=-z HT
--kk-i
and
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= E[H (k kk-l) + ((x - kjk-1) k)
kk- 1 H + R
k =rHT H _ H T + R i
-k k k-1 -- k1k-i -
(J.6)
The only remaining task is determining Akkk1 and 2 k
Ek I --- k Ik-1
It can be shown that the state propagation equation,
A
which defines xrkjk-J is
E (x 41k-i -rl I k-l +--Ic
Similarly, the covariance propagation equation is
A A 
T
E ( 
-=kIk-1 Q2k 
-SkJk-TJ
= klkF kik -+Q
kI k-1 k-l k-1
zk~
So
(J.7)
(J.8)
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Finally, the error covariance of the state estimate, kfk
which determines the "uncertainty" in the estimate after the
measurement is
[ A A T]E Lrk -rklk) k - kk
- k k-1 + Ek H k-k - - I Ik-1 J9
It is not necessary for the casual reader of this paper
to understand the intricacies of the actual Kalman filter al-
gorithm. The important idea here is that the Kalman filter
processes noisy measurements in a linear system by orthogon-
alizing the data at each step with respect to the state es-
timates derived from all the previous information and measure-
ments.
The optimal estimate at each time is then a weighted
sum of the residual and the previous estimate. The weighting
factor - the Kalman filter gain - is simply proportional to
the ratio of the uncertainty in the estimate (E ) to the
uncertainty in the measurement, S.Vkk-l
-k k
