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After the discovery of semiconducting organic materials1, 2 and new classes of synthetic organic 
dyes these materials have made progress towards an extensive commercial use in opto-
electronic devices like organic light emitting diodes3, organic solar cells4-8 and dye sensitized 
solar cells9, 10. The aim of using molecules rather than standard inorganic semiconductors arises 
from several market-driven advantages: The first one is the very low cost and low power 
consumption of producing organic materials.11, 12 Furthermore, thin organic films have new 
possibilities in producing flexible products like OLED displays and organic solar cells.12, 13 Also the 
possibility of upscaling to mass production using e.g. roll to roll techniques, having a huge 
throughput and giving low prices per unit, is given.12At the end, enabled by the enormous 
toolbox of organic synthesis,14 a huge number of different organic molecules and especially dyes 
were synthesized for every possible use in organic opto-electronic devices.15, 16  
Within the field of possible applications the focus of this work is set on materials used for 
organic photovoltaics and dye sensitized solar cells. Most of the sun’s light is distributed over the 
red to near infrared (NIR) spectral region.17 Hence, one main focus for the development of new 
materials is the expansion of the absorption to the red and NIR.15, 18, 19 This is usually done by 
creating molecules with an intramolecular charge transfer state, which can be populated by 
absorbing low energy photons. This can either be achieved using noble-metal complexes15 
having a metal to ligand charge transfer state20, 21 or by implementing electron donor and 
electron acceptor units in fully organic dyes. This leads to an intramolecular charge transfer 
state, which is usually red shifted in comparison to π π* transitions22. All organic dyes share 
the advantage that no rare material like ruthenium or iridium are needed and that the molecular 
design options of new dyes are nearly unlimited by using the framework of organic synthesis.15 
Most of the fully organic dyes follow the basic design principle of donor-π-bridge-acceptor or 
donor-(weak)acceptor-π-bridge-acceptor.19  
The LUMO of most of the dyes or donor-molecules is localized on the acceptor or electron 
pulling part of the molecule. Hence there is a need to bring this part of the molecule close to the 
accepting metal oxide to optimize the charge separation process.23 For DSSC dyes the electron 
pulling and anchoring group determines the efficiency of the charge extraction process. Most of 
the dyes are anchored using an carboxylic acid or thiocyanate moiety for the attachment to the 
electron accepting oxide.15 The most common combination of the anchoring part of the 
molecule with a suitable electron pulling moiety in metal free organic sensitizers is the α cyano 
carboxylic acid or cyanoacrylic acid group.15, 19 The electron pushing moiety might be made of 
coumarine, indoline or tri-phenylamin units.15, 24 The tri-phenylamine group is one of the most 
commonly used ones yielding high power conversion efficiencies above 8% and good photo-
chemical stability.15, 19, 24 The π-bridge typically consist of different moieties like thiophene or 
phenylenerings in different combination. As weak acceptor e.g. thiazoles can be used.19 The 
length of the π-bridge is one major factor determining the efficiency of charge separation and 
recombination.25  
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In most applications of organic dyes, like organic light emitting diodes (OLEDs)3, and dye 
sensitized solar cells (DSSCs) 82, molecules in solid state thin films or densely packed on the TiO2 
surface, are used. Hence, the local morphology, aggregation, or, in other words, the different 
intermolecular arrangements formed in the solid state are one of the main factors determining 
efficiency of the device.19, 26, 27 In the example case of dye sensitized solar cells, aggregation can 
be very beneficial for a few dyes,28, 29 but for many dyes the formation of aggregates can strongly 
reduce the power conversion efficiency.30, 31   
In most of the studies the structure of the given aggregates or dimers is not under investigation. 
The try and error method using different dyes and additives to optimize efficiency is, from an 
application point of view, where the given efficiency and stability are the most important 
parameters, a feasible option. But from a scientific point of view and to enable systematic 
improvement of device performance, the knowledge of aggregate structure-function relation is a 
more interesting and constructive way to achieve improvements. However, because 
determination of the supramolecular structure within working devices is challenging, only few 
reports on supramolecular control of optoelectronic device function exists. In the field of DSSCs 
dyes some theory papers exist, which aim to predict the aggregate structure on a TiO2 surface 
and their influence on the electronic structure and photophysics. Here Pastore et al.32 used a 
dimer of two different indoline dyes. These where placed on a TiO2 surface and optimized in 
their geometry. Afterwards the absorption spectra and charge differences density were 
calculated for the dimer, while the TiO2 surface was removed. With this model they claimed for 
the given molecules that the aggregation leads to a situation, where the intermolecular charge 
transfer is competing with the charge injection to the TiO2 electrode. The aggregation of DSSC 
dyes validated with experimental data is very much underrepresented in the literature. One 
example is the work on merocyanines from Nüesch et al. where they found H-aggregation for a 
merocyanine dyes in solution and on colloids made of TiO2 and Al2O3.33 Using the same material 
also J-aggregation could be observed on Al2O3.34 Within the found literature, where aggregation 
in DSSCs is discussed, the main focus was set on the prevention of aggregation with co-
adsorbents35-38 or sterically demanding side groups19, 39-43. For non-DSSC dyes the published work 
about aggregation and their effect on opto-electronical properties is much more evolved. Here 
Frank Würthner et al.44 has published a nice review about J-aggregates made of different dyes, 
e.g. amphiphilic cyanine dyes, porphyrins, giving a nice overview about structure and optical 
properties. Therefore in this work the focus is set to the less investigated understanding of how 
aggregates of especially DSSC dyes may be arranged and how this influences their optical and 
electronical properties.  
The already established models to explain the effects of aggregation on the electro-optical 
properties of the aggregated dipolar molecules were first observed independently by Scheibe et 
al.45 and Jelley et al.46 Here new absorption bands and later emission bands in the visible spectral 
range could be observed. The Jelly or simply J-aggregate shows a narrow red-shifted absorption 
band, while the hypsochromic or H-aggregate shows a blue-shifted broad absorption peak with a 
complicated vibrational structure.47  
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Figure 1 Simplified overview of the Energy levels in monomers, dimers and H- and J-aggregates drawn like in 
Würthner et al.44 The LUMO of the H and J aggregates is plotted over the angle of the transition dipole moments (α) 
between two adjacent single molecules. The definition of α is illustrated in the top left corner. The straight line 
resembles final state of the allowed optical transition, while the dotted line resembles the final state of the forbidden 
one. Here the range of α were the J-aggregate is the allowed transition is colored in red, while the range of α for H-
aggregates is colored in blue.  
The origin of both bands is the splitting of the lowest unoccupied molecular orbital (LUMO) into 
a lower and higher lying LUMO at the transition between monomer and dimer48 (See Figure 1). 
These split molecular orbitals corresponds to the new S1 and S2 states. This is caused by the 
overlap of the LUMOs of the respective single molecule. Whether H- or J-aggregates can be 
observed depends on the intermolecular arrangement. If the transition dipole moments of the 
monomers forming the aggregate are aligned parallel, the transition from the ground state to 
the energetically lower lying S1 is forbidden. Hence, the first bright transition happens from the 
S0 to the S2 and is thus blue-shifted for an H-aggregate, as compared to the monomer. If the 
transition dipole moments are in-line, the transition from the S0 to the S1 becomes bright and 
hence a red shifted absorption is observed, which is the J-aggregate feature.44 Despite the 
arising of new absorption bands the photo-physics in the aggregates are drastically changing. A 
first hint towards this can be found for the emission of the respective aggregates. While J-
aggregates usually show a very narrow and bright emission with a very small Stokes shift,44, 49 H-
aggregates are typically non-emissive44. Only in very few cases broad red shifted emission could 
be observed.44, 50 The driving forces for the creation of dimeric structures are mainly dipole-
dipole interactions51, van der Waals forces,52 hydrogen bonds53 or hydrophilic and hydrophobic 
interactions.53 The formation of different aggregates is always determined by the structure of 
the given molecule. This means that e.g. different very flat molecules usually tend to build 
aggregates in solution due to ππ-stacking or dipol-dipol interaction. As example the molecule 
class of cyanine dyes, squarines, porphyrines or perylenes can efficiently form aggregates, 
depending on the functionalization, that was applied to facilitate the formation of aggregates. 44 
A more detailed overview on the driving forces of aggregation and dimers formation can be 
found in the Appendix.  
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Despite the changes in absorption and emission, aggregation can have a huge impact on the 
electronic properties of a solid film.54 The electronic coupling between adjacent molecules can 
be enhanced, facilitating charge separation between adjacent molecules over charge transfer to 
the electron accepting TiO2. 32 Also more states within the band gap between S0 and S1 can be 
created. This might be caused due to fluctuations in the molecular orbital energies due to 
disorder, as known for amorphous semiconductors, leading to tail states.55 Also localized states 
within the gap can be created, which are usually effective recombination sites, as it is well 
known for amorphous semiconductors.56, 57  
Hence, the effect of aggregation on the electro optical parameters of thin films made of organic 
dyes has to be understood in detail, to further improve devices made of this kind of thin film. 
Furthermore, photoactive molecules like DSSC dyes can show photo aggregation58 or photo 
dimerization59, when they are placed in close proximity and illuminated with light. The 
dimerization might be a photo-driven non-covalent aggregation or the formation of photo-
dimers by means of the formation of new covalent bonds. The published knowledge about 
photo-aggregation and -dimerization, especially for dyes used in dye sensitized solar cells, has to 
be improved, since I could not find any relevant publication addressing these topics via 
numerous literature searches using e.g. the web of knowledge and the cited papers within 
several papers addressing aggregation of dyes. Also the aggregation of DSSC relevant dyes 
already in solution was not found to be investigated in detail. Hence, these topics will be 
addressed in the present work. Also the effect of different morphology on the recombination 
kinetics after photo-excitation will be investigated. This will be done to understand, how 
different supra molecular structures create recombination sites or stable intermolecular excited 
states. For all these questions firstly thin films with a tunable morphology have to be created to 
differentiate between single molecule processes and processes in different aggregated thin 
films.  
 
Figure 2 Alignment of DSSC dyes on the water surface of an LB trough in comparison with a possible alignment on the 
TiO2 surface of a DSSC. Here one of the molecules investigated in this thesis was used as model dye.  
 
This can be done using the Langmuir-Blodgett-technique.60 This technique uses the 
amphiphilicity of molecules to align them at the air water interface, as shown in the left part of 
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Figure 2.61, 62 After the molecules have aligned themselves on the water surface, a compression 
is started to force the molecules into different aggregate orientations. In general the more 
pressure is put on the molecules, the more crystalline the obtained films will get.63 To determine 
crystallinity or surface coverage on the water surface the surface pressure is used as a measure. 
The surface pressure at the transfer process from the water surface to the solid state sample is 
kept constant and determines the thin film morphology. Using the Langmuir-Blodgett-technique 
enables us to control aggregation within every single monolayer, also the layer stack thickness 
and the layered sequence.60, 63 Within this method the aim is to build samples with a tunable 
morphology to further investigate the effects of morphology on the electronic structure and 
optical features on thin solid films. Previous works using the Langmuir-Blodgett–technique to 
produce thin solid films have shown the capabilities of the LB-technique to produce samples 
with a defined and tunable aggregate structure and their impact on the optical and electronical 
properties.64-66 Different dyes like the amphiphilic coumarines were used to create thin films 
with a tunable degree of J-aggregation.67 As shown by Hamanaka et al.68 J-aggregates made of 
merocyanine dyes in arachidic acid matrices could be prepared by spin coating and the 
Langmuir-Blodgett-technique. Within this study it was found that the use of the Langmuir-
Blodgett-technique was successful in preparing large J-aggregates, especially in comparison with 
the much smaller aggregates found for spin coated samples. Also the formation of J-aggregates 
by using UV-light as post processing was demonstrated using merocyanine dyes.69, 70  
In the present work dipolar merocyanines, which vary in the length and chemical nature of their 
π-bridge between donor and acceptor moieties, to tune the balance between charge transfer 
and π-π* characters of the S0 to S1 electronic transition, are used. Thus, supramolecular 
structure formation will be varied by both, the weight of dipole-dipole interaction on the total 
intermolecular interactions as well as the molecular shape, which changes with increasing π-
bridge length. These merocyanine dyes consist of tri-penylamine moiety as electron pushing 
unit. As electron pulling group the common cyanoacrylic acid is used.15 The π-bridge consists of 
thiophene units and 4-hydroxy thiazole units.71 Despite the change in internal charge transfer a 
prolonged π-bridge can also promote aggregation or dimerization via π- π stacking. Furthermore 
the amphiphilisity, which is inherent for almost every organic dye sensitized solar cell dye,23 is 
suggesting the use of water air interfaces to align the molecules properly.  
 
With the possibility to produce defined and amorphous morphologies we could derive the 
effects of different aggregation on the optical parameters. To get a deeper understanding on the 
effects of aggregation, also the kinetics after photoexcitation have to be investigated. In this 
manner the first step is the measurement of emission spectra and fluorescence quantum yields. 
To understand the processes right after photoexcitation transient absorption measurements in 
the femto to nanosecond time regime are applied. This was fairly often demonstrated for 
solutions and relatively thick solid state films.72 But also for the much more challenging thin 
Langmuir-Blodgett-films some experimental results are reported in the literature.73 Hence, the 
transient absorption measurements can be applied to optically thin solid films, but not in a 
straight forward manner. Additionally, aggregation will be controlled due to incorporation of the 
dyes into solid matrices. We investigate the supramolecular structures formed by means of UV-
vis absorption and fluorescence spectroscopy, dynamic light scattering techniques, atomic force 
microscopy and quantum chemical calculations. As photoreactions and photo-aggregation might 
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appear, this has to be investigated in detail. This will be done using illumination dependent UV-
vis absorption and dynamic light scattering measurements.  
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2.1 Materials 
 Dyes 
The dyes used in this work contain a α-cyano carboxylic acid groups as electron acceptors (A) 
and tri-arylamine groups as donors (D)74 as shown in Figure 3. If we consider one of these aryl 
groups as first part of the π-bridge between D and A substance D2A might be viewed as 
containing a bridge consisting of two thiophene rings. The π-bridges of D3A and D4A are 
successively extended by one more aromatic ring. However, D3A is distinctly different from D2A 
since the thiophene of the triaryl moiety is replaced by a 4-methoxy-5-phenylene-thiazole 
moiety.71 Finally, D4A combines both motives, the 4-methoxy-5-phenylene-thiazole and the 
bithiophene moieties, in its bridge.71 The used molecules D3A and D4A where obtained from the 
Beckert group and synthesized according to literature.71 D2A was synthesized by the group of 
Professor Würthner from the University of Würzburg. 
 Additives, matrix materials and solvents 
Desoxicholic acid (DOA), poly(methyl methacrylate) (PMMA), toluene sulfonic acid (TSA) and 
Tetramethylguanidine (TMG) were obtained from Sigma Aldrich and used as received. All 
solvents are of HPLC or spectroscopic grade, which is highly recommended for fluorescence 
measurements75 and Langmuir-Blodgett film formation.63 
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2 Materials and Experimental Methods
Materials and Experimental Methods 
8 
 
Figure 3: Lewis structures of the merocyanines D2A, D3A, D4A. The red shaded area represents 
the electron acceptin moiety, the green parts are the electron bridge and the blue shaded areas 
are the electron donating moieties. 
FORMELABSCHNITT (NÄCHSTER) 
2.2 Thin film preparation 
 Drop casting and spin coating 
Thin films were prepared using three different methods to obtain films with quite different 
morphologies. The simplest way to create thin films is drop casting (DC) were solutions of the 
molecule were simply dropped on the cleaned substrate. As the solvent slowly evaporates a thin 
inhomogeneous film will be formed on the substrate. More homogeneous films could be 
produced using spin coating (SC). Here a solution is dropped on the substrate and afterwards the 
substrate is rotated at high rotation frequencies. The rotation speeds usually vary between 600 
and 6000 rounds per minute (rpm).76 To get smooth films with a homogeneous film thickness, it 
is necessary to spread the solution all over the substrate before starting the rotation. 
Furthermore, one should take care to have a solution with high concentration and without any 
particles. As solvent one should choose one that dissolves the molecule in high concentrations. 
Usually the concentration should reach approximately 10 to 20 mg/ml.76 Furthermore, to the 
solvent shall evaporate relatively slow and should wet the whole surface of the substrate. The 
later can be achieved by using a proper surface treatment and cleaning. For obtaining a 
hydrophilic surface, we usually clean the samples 3x15 minutes within an ultrasonic bath in 
acetone and subsequently 3x15 minutes in isopropylic alcohol. After this treatment the 
substrates has to be stored in isopropylic alcohol for at least 12 hours. As solvent, usually 
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toluene or chlorobenzene are used to produce good SC films. M-xylene is another alternative 
known from the use in casting organic solar cells77. Those two preparation methods will usually 
give relatively disordered films with a low crystallinity.27 The crystallinity of the thin films 
prepared by SC can be adjusted using additives78 or post-processing like annealing. 27  
 Langmuir-Blodgett technique 
To get control over the aggregation and hence morphology of thin films the Langmuir-Blodgett 
(LB) technique can be used. The basic concept is the self-assembly of monomolecular layers of 
amphiphilic molecules on a water surface. This basic concept was developed in the early 20th 
century by Irvine Langmuir,61 who was able to transfer one single monolayer to a solid substrate. 
The transfer of several monolayers to solid substrates was then developed by Katharina 
Blodgett79, 80 in the 1930s. When the impact of molecular structure ordering for 
optoelectronics81-83 and molecular electronics was recognized, the LB-technique gained 
increased interest in the field of academic research beginning in the middle of 1980s.63 
Especially, materials for non-linear optics were in the focus of research.84-86 Despite some 
drawbacks regarding reproducibility and scalability, the Langmuir-Blodgett technique is still an 
elegant and useful method to design well defined layered structures with monolayer 
precission.60, 63 But some of these drawbacks can be overcome using e.g. roll to roll LB-devices65, 
87 and sufficient experimental experience. By using the LB-technique we gain a distinct control 
over morphology/crystallinity of each monolayer.  
The basic principle of the LB-technique can be described in the following way. The LB-trough 
itself is usually a Teflon trough, which is filled with ultraclean water. The surface area of the 
water can be adjusted and reduced using one or two sliding barriers, which are usually also 
made of Teflon. Teflon is used to improve the clean-ability of the LB-trough.63 The molecules or 
particles used are spread on the water surface by using a low concentrated solution in a solvent, 
which is not miscible in water. In our case, we used chloroform or toluene. The used molecules 
should be amphiphilic, meaning that they possess a hydrophilic part, which anchors the 
molecule in the water sub-phase and a hydrophobic part, which avoids the dissolution in water. 
The hydrophobic part is needed to prevent the molecules from dissolving in the water. Hence 
the hydrophobic part is mandatory for the use of a material on the LB-trough, while the 
hydrophilic part gives advances in the anchoring. This anchoring can facilitate a more 
controllable and reproducible orientation of the molecules at the air water interface. Polymeric 
materials used for the LB-technique usually have no anchoring groups, therefore polymeric 
Langmuir-films tend to build clusters on the water surface rather than flat monolayers.88-90  
After the solution was spread and the solvent has evaporated, which usually takes only some 
seconds to some minutes, the molecules are very dilute on the water surface, as shown in the 
left part of Figure 5. This state is in analogy to the phase of matter called a two-dimensional gas 
phase. Here the molecules are separated from each other and do not interact notably. The 
interaction or packing of the molecules on the water surface is determined measuring the 
surface pressure. The surface pressure Π  is defined as the difference between the surface 
tension of a clean water surface σ0 and the measured surface tension of the Langmuir film on 
the water surface (σ). FORMEL-KAPITEL 2 ABSCHNITT 2 
 0σ σΠ = −   (1.1) 
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The surface tension of a clean water surface σ0 was determined to be 72mN/m at 25°C.63 
 
Figure 4 Schematic picture of a Wilhelmy balance. The sensitive balance consists of a long spring, where the platinum 
plate is attached to and a laser deflection measurement unit (Laser + PSD). The meniscus of a pristine water surface is 
drawn in dark blue, while the meniscus reduced by the Langmuir film (green) is drawn in light blue. The difference in 
the menisci is drawn in red.  
The surface pressure is measured using a Wilhelmy balance.91, 92 The working principle of the 
balance is shown in Figure 4. These devices consist of a highly sensitive balance and a platinum 
plate. The highly sensitive balance is made of a long linear spring, where the platinum plate is 
attached to. This spring bends by the weight of the platinum plate and the water meniscus. The 
bending is than measured using a laser deflection measurement unit. The deflection 
measurement is done by focusing a laser onto the spring and detecting the position of the 
reflected beam by a position sensitive device (PSD). With this balance the weight difference of 
the meniscus on the platinum plate, which is placed at the air water surface, is determined. 
Since the contact angle of the water at the meniscus is reduced by the molecules on the water 
surface, also the weight measured by the Wilhelmy balance is reduced. 
The behavior of a Langmuir film on the water surface is usually shown in an isothermal curve, 
where the surface pressure is plotted on the y-axis and the available area per molecule is plotted 
on the x-axis. The basic processes are shown in Figure 5. By starting the compression cycle the 
available area for the molecules is successively reduced by the sliding barriers. At a certain point 
the surface pressure starts to rise. This point is denoted as the phase transition to the two-
dimensional liquid phase. This means that the molecules are still separated, but start to interact 
with each other due to the higher surface density at the water air interface.  
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Figure 5 Langmuir film formation on a water surface. The isothermal curve is plotted exemplary to illustrate the basic 
processes determined. The black part of the isotherm represents the gas phase, the green one the liquid phase and 
the blue one the solid phase.  
By further compression the surface pressure will steeply rise. Here the molecules reach the first 
solid state phase. In this phase the molecules build crystalline structures to minimize the needed 
area per molecule. Hence, crystalline structures are forced to be built. With a further 
compression, the molecules tend either to align in a bilayer system or create a different solid 
phase with lower requirement of area per molecule. To transfer thin films on solid substrates 
the molecules are compressed on the trough to a defined surface pressure, which is then hold 
constant by a control circle between the Wilhelmy balance and the sliding barriers. The transfer 
of the films is then done by dipping the substrate through the water surface. By using the KSV-
Nima alternate LB-trough with three separated compartments, where one is a blank water 
surface and the other two are independently controllable Langmuir troughs, it is possible to do 
the dipping in different ways. As shown in Figure 6 different molecules have different transfer 
modes of the Langmuir-film to the substrate. Depending on the surface of the substrate being 
hydrophilic or hydrophobic and the adhesion of the used molecule one could get either X-, Y- or 
Z-type transfer as illustrated in Figure 6.  
Using our KSV-Nima Alternate LB-trough with two different compartments, it is also possible to 
produce samples with layer stacks of different materials or with different crystallinity in a single 
dipping run. To get significant optical absorption from the prepared samples, the transfer was 
done ten times for each sample. This means that we have five up and five down strokes to 
transfer the Langmuir film onto the substrate. Since in case of the molecules used in this thesis 
only the upstroke gives reasonable good transfer ratios, the samples should have a thickness of 
approx. five monolayers.  
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Figure 6 Transfer modes of Langmuir-Blodgett films. The orange squares represent the hydrophilic substrates, while 
the green one represents the hydrophobic one. The schematically drawn molecules have a red hydrophilic group and 
a green to blue hydrophobic chromophore. The colors have been chosen to maintain a constant colorcode for the 
here used molecules.  
2.3 Spectroscopy 
 UV-vis Transmission 
Transmission spectroscopy is used to determine the optical properties of molecules in solution 
and in thin films. In most cases the extinction or absorbance is determined in solution. From this 
value one can calculate the extinction coefficient using the Lambert-Beers law 
 E c d ε= ⋅ ⋅   (1.2) 
with the extinction E, the concentration c in mol/L, the path length of the cuvette d in cm and 
the extinction coefficient ε in L/(mol cm). The extinction itself is measured using the reduction 
of transmitted intensity of the sample in comparison with the transmitted intensity of a cuvette 
with pristine solvent. One has to keep in mind that the absorption, e.g. the ratio of absorbed 
photons of a sample versus a blank sample, is usually not the same as the extinction or 
absorbance. Based on the Lambert Beer’s law the absorption can be calculated using: 
   1  10   (1.3)
Applying a first order Taylor-expansion one could get that the standard approximation that 
absorption is approx. the same as the absorbance for small absorbances. From the experimental 
point of view most standard UV-vis spectrometers determine the transmission, which is the 
intensity of the probe beam divided by the intensity of the reference beam.  
Within this thesis UV-vis spectra where recorded with a Varian CARY 5000 spectrometer using 
quartz glass cuvettes with a beam path of 1, 4, or 10 mm. Illumination experiments where 
measured on a JASCO 530 UV-vis spectrometer with an additional LED port for illumination of 
the samples. The illumination was performed with a 455 nm high power LED obtained from 
Thorlabs. The LED was controlled using a Thorlabs DC4100 LED driver. The JASCO spectrometer 
and the LED driver were controlled using a self-written Labview program for an automatic 
measurement with constant illumination times and intensities. Since Labview VIs were only 
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available for the LED-driver, the spectrometer had to be controlled using the RS-232 protocol, 
which was kindly provided by the support of JASCO. The single commands were send using 
National Instruments Virtual Instrument Software Architecture (VISA). Here the commands can 
directly be transferred to the spectrometer and also the answer of the spectrometer can be read 
from the RS-232 buffer. It has to be noted that the RS-232 communication parameters have to 
be set manually to the correct values needed by the spectrometer. For example the baud rate 
had to be set to 4800 and the Flow control to Xon/Xoff.93  
 Data analysis for illumination dependent UV-vis measurements  
The derived 2D-datasets were plotted as spectral or kinetic traces. The kinetic traces could be 
fitted using different models explained in Chapter 3. Additionally a singular-value decomposition 
(SVD) analysis was performed, which is a common method for the data analysis of hyperspectral 
images.94 This method splits the 2D matrix of absorbance values (A-matrix) into a spectral 
component (U-matrix) and a specific kinetic trace for every component (V-matrix). This is 
coupled by the diagonal S matrix, which gives a weighting of the single component. The diagonal 
values are usually merged into a vector S in descending order.  
 TA U S V= ⋅ ⋅   (1.4) 
To determine the significant components only those components are chosen, which have a 
reasonable high value in the corresponding element of the S vector. The SVD analysis was 
performed using the respective tool in the Labview math package. For a better data handling the 
program was written in a way that it is able to directly import the output files from the 
automatic illumination experiments performed on the JASCO 530 UV-vis spectrometer. Only 
data for wavelengths above 270nm were used for the SVD analysis, due to the absorbance of the 
solvents in the near UV spectral region. The here gained kinetics were afterwards fitted using 
different models.95  
For a better comparison of the kinetic traces all kinetics were multiplied by the corresponding 
value of the S-vector. This is needed to compare the impact of a given spectral component to the 
overall kinetics. This normalization was chosen because the spectra found in the U-matrix were 
more or less normalized with respect to each other. One example of the determined spectra and 
kinetics for D2A in CF is shown in Figure A 6.  
 Fluorescence Spectroscopy 
Emission spectra were recorded on a home built setup. This setup was designed and optimized 
to measure even smallest emission intensities of solutions and thin films. The basic emission 
setup is shown in Figure 7. The overall measured fluorescence intensity Fx with a fluorescence 
spectrometer is determined by 
 0x x x SpecF I A M= ⋅ ⋅ Φ ⋅   (1.5) 
Were I0 is the intensity of the excitation light, XΦ  is the fluorescence quantum yield and MSpec 
is the sensitivity curve of the emission spectrometer at all measured emission wavelength. Ax is 
the absorption calculated by  
 , ,
,
1 10 x s x sc dx sA
ε⋅ ⋅
= −   (1.6) 
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The quantum yield for fluorescence depends on the difference of rates of depopulation of the 
excited state of the molecule. Here we discriminate between a fluorescent Γ  and a dark kNF 
recombination rate, while the latter one is usually a combination of different processes and 
rates. The overall quantum yield can be calculated by 
 
NFk
ΓΦ =
Γ +
 . (1.7) 
As seen from the first equation it is essential to maximize Mspec(λ) , which basically gives the 
quantum efficiency of the complete emission setup for the desired emission wavelength range 
to measure even smallest emission intensities. The Mspec sensitivity basically describes how many 
photons from the sample at a given wavelength actually lead to an electronical measurable 
signal. In the case of the usually used CCD cameras or photomultiplier tube detectors the signal 
efficiency measure is the number of counts detected for a given number of incident photons.  
 
Figure 7 Experimental setup for emission spectroscopy. As excitation source 4 fiber coupled laserdiodes with 5mW 
power and wavelengths of 405, 450, 532 and 635nm are used.  
The emission spectrometer built for this thesis is shown in Figure 7 consists of an Isoplane SCT 
320 spectrograph from Princeton Instruments and a Pixis 400 eXcelon CCD camera also from 
Princeton Instruments. The spectrograph is equipped with silver mirrors to reduce reflection 
losses in comparison to the normally used aluminum mirrors. This is very favorable by means of 
a higher overall sensitivity, but has the drawback of completely losing the possibility of 
measuring emission below approximately 400 nm. To further enhance sensitivity in the NIR 
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region a second grating was added to normally used UV-vis grating with 1200 lines per 
millimeter and a blaze wavelength of 500 nm. This NIR-grating is blazed at 1000 nm with only 
600 lines per millimeter. The blazing at 1000 nm enhances the overall sensitivity in a region were 
the quantum efficiency of the silicon CCD camera drops, with the drawback of a reduced 
wavelength range to be measured. The range is reduced from 400-1050 nm to 600-1050 nm, for 
the vis and the NIR grating, respectively. For measuring space-resolved emission an additional 
silver mirror was placed on the grating tower. The coupling of the emitted light to the 
spectrometer is done by collimating the light by an achromatic lens couple with a focal length of 
50 mm. The collimated light is guided through a magnetic mounted long pass optical filter with 
low inherent fluorescence obtained from ITOS. This is needed to reduce the intensity of 
scattered excitation light. Furthermore, it is possible to mount a broad band polarizer right after 
the long pass filter. The light is then focused with an off-axis parabolic mirror with a matched 
aperture ratio of four to the entrance slit of the spectrograph. The excitation can be done in two 
different ways. The common source consists of four different laser diodes with a power output 
of approximately 5mW. The light is then coupled into a special fiber package with four single 
ports to input the laser light. On the other end, all fibers are fused to get one output. The light is 
then collimated with an achromatic fiber port obtained from Thorlabs. As second excitation light 
source a broadband source obtained from LOT-Quantum design was used. This source consists 
of a 260 mm monochromator which is directly coupled to a 450 W Xe lamp. The monochromatic 
light is then coupled into a glass fiber bundle made of 68 single fibers with a fitted numerical 
aperture of 0.22. The light is finally collimated at the end of the fiber to illuminate the sample.  
To accommodate a wide range of samples to be measured two sample chambers were 
constructed. The first one is made to hold standard cuvettes with 12x12 mm² external 
dimensions (See Solution Mode in Figure 7) and thin films on substrates with a width of five to 
ten mm and a thickness of up to 1 mm. The angle between excitation and emission is set to 90°. 
The angle between excitation and the sample normal of the solid substrate can be adjusted in a 
range of 30° to 60°. This holder is installed by easily replacing the cuvette holder in the Solution 
Mode shown in Figure 7. The second measuring chamber (See Thin Film Variable Emission Angle 
Mode in Figure 7) was designed to measure solid state samples and solutions angle dependent 
emission. This is done by holding the angle and distance between excitation and sample 
constant, but changing the angle between sample and emission spectrometer. Changing the 
angle between sample normal and spectrometer entrance can be done automatically using a 
software controllable step motor obtained from Thorlabs. Furthermore, polarizers can be added 
to the excitation and the emission pathway. At last it is also possible to measure fluorescence 
directly on the water surface of our Langmuir-Blodgett trough, as shown in the Langmuir Mode 
in Figure 7.  
After all optimization steps the exclusion of any stray light had to be done. This was achieved 
using a black metal housing, which was further improved by using black out foil wherever stray 
light came into the housing. Furthermore, scattered light with a wavelength of 940 nm from the 
laser diodes, included in the Wilhelmy balances of the Langmuir-Blodgett trough, had to be 
blocked. 
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Figure 8 Setup sensitivity curve for our fluorescence setup (top) and a comparison of the raw data with either the 
calibrated data (removed cosmic rays and sensitivity corrected) or the calibrated date were the residual fluorescence 
from the laser filter is also subtracted. The parameters used here are: grating: 1200 l/mm, 500 nm blaze; slit width 
500 µm; step and glue mode with 4 nm minimal overlap. 
The collected emission spectra had to be corrected for the overall setup sensitivity curve and 
cosmic rays had to be removed. One example of the raw and corrected data is shown in the 
lower panel of Figure 8. Here the black curve is the raw emission spectrum obtained from the 
setup, the orange curve represents the data with removed cosmic rays and corrected for the 
setup sensitivity curve shown in the upper panel of Figure 8. The final green curve is obtained by 
also subtracting the residual filter fluorescence of the long pass filter used to block scattered 
excitation light. Furthermore, for very low emission intensities, the residual fluorescence from 
the long pass filters had to be removed. All these tasks were done using a self-written Labview 
program. To obtain the setup sensitivity curve a 100 W halogen lamp was used as reference75. 
The intensity of this kind of lamps is very well described by a black-body radiation with a 
temperature of 3100 K using the following formula: 
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with h, c, k being the Planck constant, speed of light and Boltzmann constant, respectively. The 
determination of absolute fluorescence intensities depends on numerous factors beginning with 
the intensity of the excitation source and ending with geometrical uncertainties, e.g. sample 
positioning or slightly fluctuations in the setup geometries. Hence, it is common to correct the 
measured spectra with the spectral sensitivity curve obtained by getting the quotient of the 
measured spectra of the halogen lamp and the known spectral shape of the black body 
radiation. This gives us the correct spectral shape with an unknown constant pre-factor. This 
pre-factor is afterwards determined by normalizing the integrated fluorescence to the 
integrated fluorescence of a standard with known quantum yield measured under the same 
experimental conditions96. To address the possibly high differences in the quantum yield of 
standard and molecule under investigation, the integration time should be the only parameter 
that has to be adjusted. This is done to prevent any deviations due to possible changes in the 
sensitivity curve of the whole setup, like e.g. an altered optical resolution having different slit 
width. The overall spectral sensitivity curve of the used setup is given in the upper panel of 
Figure 8.  
Using fluorescence standards suited for every excitation wavelength also omits the need to 
exactly determining the excitation intensity. The quantum yield is calculated using the formula97 
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With the unknown quantum yield XΦ , the quantum yield of the standard SΦ  and the 
absorption of standard and sample, As and Ax, respectively. The indices of refraction of the 
sample and standard are nx and ns. For our setup, mainly two standards are used. Perylene for 
the excitation wavelength of 405nm and Rhodamin B for 532 nm, each dissolved in ethanol. The 
literature known fluorescence quantum yields are 0.92 and 0.5 for Perylene and Rhodamine B 
dissolved in ethanol, respectively96. The spectra of the filters were measured using a blank glass 
slide to reflect a small portion of the excitation light through the longpass filter in front of the 
spectrometer.  
 Femtosecond Transient Absorption Spectroscopy 
To get a deeper insight into the processes right after photoexcitation transient absorption 
spectroscopy (TA) is used. With this pump-probe technique processes on the time scale of 
several hundreds of femtoseconds to several nanoseconds can be observed.98 Time dependent 
transient absorption spectroscopy is typically done in two time regimes with different 
experimental techniques. For slower processes systems with nanosecond time resolution are 
used. These systems measure the transmission directly after a pump pulse was send to the 
sample. The pump pulses have a typical temporal resolution of a few nanoseconds. A continuous 
wave probe light is used and a detector with a high readout speed. As detectors photomultiplier 
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tubes or avalanche detectors with a typical read out frequency of approx. one GHz are applied. 
Hence the minimal time resolution available is approx. one ns for a GHz detector read out. 98  
Processes like energy or charge transfer in organic dyes for optoelectronic devices usually occur 
in the time regime of several hundred femtoseconds to a few nanoseconds.99-101 Hence, a 
different technique has to be applied. Here the femtosecond transient absorption spectroscopy 
is the tool of choice. This technique is based on a controlled time delay between an ultrashort 
pump and probe pulse hitting the sample of interest. The time delay is set by varying the path 
length of either pump or probe pulse by a mechanical delay line. A typical delay line has the 
length of 30 cm giving a maximum difference in path length of 60 cm. This gives an upper limit of 
the observable delay time window of approx. two ns. The lower limit is usually given by the 
temporal width of the pump and probe pulse. For the here used setup this is approx. 100 fs.  
The basic setup is shown in Figure 9. The control box, shutter, diodes, data collection, and 
evaluation software were built by Pascher Instruments AB.  
The setup consists of a pump laser (Legend-Elite or Libra from Coherent Inc.), which delivers IR 
pulses with a wavelength of approx. 800 nm and a pulse length of approx. 100 fs. The pulses are 
generated with a frequency of 1 kHz. The output beam of this laser is first split into a pump 
pathway (95% intensity) and a probe pathway (5% intensity). The pump pathway consists either 
of a TOPAS Optical Parametric Amplifier (OPA) from Light Conversion or a BBO crystal to create 
the second harmonic at round about 400 nm. The pump beam is then modulated by a chopper, 
which is set to 500 Hz to remove every second pulse. For this work the pump beam is then 
guided to the delay line from PI to set the time delay between the pump and probe pulses. At 
the end the pump beam is focused and guided through a hole in the probe focusing concave 
mirror to the sample. Afterwards the pump beam is guided through the hole in the second 
concave mirror to a beam dump.  
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Figure 9 Used fs-TA setup. The setup consists of a pump laser, which delivers IR pulses with a wavelength of approx. 
800 nm. These fundamental pulses split to create a pump pulse in an OPA and a white light continuum probe pulse in 
either CaF2 or sapphire. The delay between pump and probe is set using a delay line giving a defined temporal delay in 
the range of 2 ns with approx. ten femtoseconds resolution.  
The probe pathway consists of a sapphire or CaF2 plate102 in which the 800 nm beam is focused 
to create a white light continuum. The white light continuum is collimated and split by a 50/50 
beam splitter into a reference and a probe beam. The reference beam is then directly guided to 
the spectrograph with a beam height that matches the lower diode array attached to the 
spectrograph. The probe beam is guided to the sample by a concave mirror, which focuses the 
beam on the sample. After passing the sample, the sample beam is collimated by the second 
concave mirror and guided to the spectrograph. The beam height is set to match the upper 
diode array attached to the spectrograph. Additionally, two filters are put into the probe 
pathway. The first longpass filter is set to the sample pathway in front of the spectrograph to 
remove scattered pump light. Furthermore, a filter to remove excess intensity of the 800 nm 
laser is set directly in front of the spectrograph into sample and reference pathway. This is 
needed since a big part of the 800 nm fundamental is not converted into white light continuum. 
This intensity usually oversaturates the diode array in the spectral range of 700-800 nm. By using 
this filter the available spectral range is limited to approx. 780 nm.  
The TA signal is determined by calculating the differences of the absorbance for a pulse were the 
pump is blocked by the chopper with one where the pump is not blocked.  
Materials and Experimental Methods 
20 
 
e elg( / ) lg( / )pump blocked r f probe pump r f probe blockedAbs Abs Abs I I I I∆ = − = −   (1.10) 
Usually 400 probe pulse pairs are used to determine one data point, which means one TA 
spectrum at a given delay time. To reduce the effect of pump intensity fluctuations five to ten 
complete delay time scans are averaged for one measurement. Using white light as probe light 
has the advantage of getting a complete TA spectrum with one shot, but has the drawback of a 
relative high noise level of approx. 0.5 mOD for 400 pulse pairs. This limit can be crucial for thin 
films with low optical density, like e.g. Langmuir-Blodgett films used in this work.  
The data analysis for fs-TA data is usually done by using a fitting software from Pascher 
Instruments. Within this software the measured data are first corrected for the chirp, which is 
caused by the dispersion of the index of refraction of all optical elements within the pathway of 
the white probe light. This chirp can be identified by fitting the temporal position coherent 
artifact103 for each measured wavelength. After this artifact is fitted the data array is corrected 
by shifting the signals of a given delay time and wavelength in a way that the delay time is given 
as a difference to the measured coherent artifact. Furthermore the artifact region is removed for 
the later data fitting. The fitting is done by using a multi-exponential decay function with a pre-
factor which is a function of the wavelength.104, 105  
 ( , ) ( ) Nk tN
N
Abs t A eλ λ −∆ = ⋅   (1.11) 
With ∆Abs being the measured transient absorption data, N being the number of used 
exponential decay functions, k being the decay rates, A being the decay associated spectra and t 
the decay time. For a better fit it is also possible to implement an infinity component to describe 
decay components which have time constants above the maximum delay time measurable.  
Since this model is hardly able to account for shifts in observed excited state absorption (ESA) 
features an alternative fitting program was developed. This Labview program imports the chirp 
corrected fs-TA data and changes first the wavelength axis to a photon energy axis. This is 
needed since the broadening of peaks should be symmetric in energy and is hence strongly 
asymmetric on a wavelength scale. With these data ΔAbs spectra for every single decay time are 
fitted with up to three Gaussian peaks with a Levenberg–Marquardt algorithm. The starting 
parameters are set and fitted separately for the very first delay time. Afterwards these 
parameters are used as first guess for the spectrum of the next delay time. With the gained 
parameters one could follow the peak shifts, which will give the cooling kinetics separately from 
the decay.  
 
2.4 Aggregate characterization in solution 
 
Aggregates in solution were investigated using a commercially available dynamic light scattering 
setup (DLS) from ELV (ALV Laser CGS3 Goniometer). This method is a standard technique to 
determine micelle or aggregate size distributions in solution or dispersions106. The used setup 
uses a HeNe-Laser with a wavelength of 633 nm as light source. Dynamic light scattering is based 
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on the observation of speckle patterns107 formed by the interaction of coherent light with mater. 
In this case the speckle patterns are created by the random scattering of laser light by particles 
within dispersions. In the case of DLS the speckle patterns are not measured in a special domain, 
but rather in the time domain using a single detector. The measured signal is the intensity 
fluctuations of the scattered light due to the Brownian motion of the particles. The measured 
intensities are analyzed using an auto correlator to determine the autocorrelation function. With 
given temperature and viscosity of the dispersion media the autocorrelation function can be 
fitted to get information about the particle size distribution108.  
On the date recording the scattered light intensity measured by the detector can have different 
signal strengths, meaning that the number of detected counts varies. Hence as more scattering 
particles are present in the dispersion, the attenuation of the system has to be reduced. It has to 
be noted that the signal strength in DLS gives only a rough estimate on the particle density and 
strongly depends on the experimental parameters. Hence only large differences can be used as a 
hind to approximate the relative particle concentration.  
2.5 Morphological Characterization 
 
Large scale thin film homogeneities were assessed by means of standard optical microscopy. 
AFM measurements were performed on the atomic force microscope (AFM) DI dimension 3100 
in tapping mode. Silicon cantilevers with silicon oxide tip surfaces where used. These can be 
assumed to be OH-terminated and, hence, have a hydrophilic surface due to their being stored 
at ambient conditions. The tip radius is approximately 10 nm. The collected data were 
afterwards processed by using the open source program Gwyddion109. A mean plain correction 
and the removal of scars was performed to obtain significantly better AFM pictures. Beside the 
surface height profiles also phase images were recorded. These phase images usually give 
information about the local environment and the interaction between surface and tip.  
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For dyes which are finally applied as thin solid films, such as in optical layers60, 86, 110, active layers 
in organic4-8, dyes sensitized43, 111, 112, or hybrid solar cells113-115, sensors116, 117 as well as organic 
light emitting diodes60, 118-120 their supramolecular structure essentially determines the thin 
film’s121-125 and device’ properties126. While the molecular interactions between many dyes with 
extended π-systems are governed by dispersion interactions127, 128, dipol-dipol interactions129 are 
essential for highly dipolar merocyanine dyes.130, 131 However, the dipole-moment of push-pull 
dyes can typically be further enhanced upon charge transfer (CT) excitations19, 43, 132, 133, thus 
possibly causing the formation of different supramolecular structures as compared to the dark. 
Consequently, it appears to be essential to determine the influence of light on supramolecular 
structure formation, which was recently reported for cyanine dyes58, and to discriminate it from 
photodegradation134 for the development of photoactive materials.  
 
Figure 10 Overview of the two ways of (H-) aggregate formation in solution described in this chapter. On the left hand 
side the aggregate formation via higher concentrations is shown, which is caused by the ground state characteristics 
and geometry of the molecules. On the right hand side the faster photo-aggregation is shown, which is facilitated by 
the characteristics in the excited state of the molecules. 
In this chapter we use dipolar merocyanines shown in Figure 3, which vary in the length and 
chemical nature of their π-bridge between donor (D) and acceptor (A) moieties, to tune the 
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balance between CT and π-π* characters of the S0→S1 electronic transition. Thus, 
supramolecular structure formation will be varied by both, the weight of dipole-dipole 
interaction on the total intermolecular interactions as well as the molecular shape, which 
changes with increasing π-bridge length. We investigate the supramolecular structures formed 
by means of UV-vis absorption, fluorescence spectroscopy and dynamic light scattering 
techniques (DLS). The obtained data were afterwards correlated with already established kinetic 
models. The origin of the aggregate formation processes was investigated using quantum 
chemical calculations. With these results, we could show that this kind of DSSCs tends to build 
aggregates in solution by increasing the concentration. Furthermore, these molecules can create 
aggregates upon using illumination to act like a catalyzer in a photo-annealing process.  
 
3.1 Electronic Structure of Individual Merocyanines  
 
The three derivatives D2A, D3A and D4A feature an intense absorption band at ~520 nm; with 
increasing the π-system the maximum of the absorption shifts slightly to shorter wavelengths 
(D2A, D3A, D4A: 530, 520, 493 nm), cf. the results of Menzel et al.71 for D3A and D4A. In each 
case the electronic transition features a rather weak CT, but a considerable π-π* character 
according our time dependent functional theory (TD-DFT) calculations performed by Torsten 
Sachse. This character of the electronic transitions is visualized by means of charge difference 
density135-138 plots in Figure 11, which show the change in total electron density upon 
photoexcitation into the S1-states. The centers of charge depletion are mainly localized at the 
triphenylamines, while charge accumulation predominantly happens at the α-cyano carboxylic 
acid groups, and pronounced π-π* excitations are observed at all hetero-cycles. However, with 
increasing the length of the π-bridge the CT character of the S0→S1 transitions increases as 
reflected in the charge difference density plots in Figure 11 and also depicted by the S1 excited 
state dipole moments μ (μS1(D2A, D3A, D4A)=21.8, 29.8, 26.3 D) as compared to the S0 
electronic ground states (μS0(D2A, D3A, D4A)=9.1, 9.1, 10.5 D) derived by TD-DFT. 
The experimentally observed adjacent energetically higher absorption peaks are located at 348, 
370, and 410 nm for D2A, D3A, and D4A, respectively, as shown in Figure 11. The corresponding 
TD-DFT stick-spectra shown in Figure 11 resemble the low-energy absorption peaks of D3A quite 
well, while in case of D4A the assignment of the S0→S2 transition to an experimental peak is 
challenging. The above mentioned experimental D4A-peak at 410 nm might be due to this S0→S2 
transition or due to H-aggregate formation (see below), which might appear even at low dye 
concentrations139. In the case of D2A the uniformly applied energetic shift (280 meV) of the TD-
DFT-derived energies is too small to match the experimentally determined energies, presumably 
due to the different CT/π-π* ratio of the energetically lowest transitions of D2A as compared to 
D3A and D4A. Taking possible further shifts of the TD-DFT-derived transition energies into 
account, the experimentally observed D2A-peak at 348 nm can be assigned to the S0→S2 
transition.  
All dyes show spectrally broad fluorescence ranging far to the IR, i.e. displaying a significant 
Stokes shift. The Stokes shift gets larger upon increasing the π-bridges and is determined to 420, 
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640 and 790 meV, for D2A, D3A and D4A, respectively. This Stokes shift increase indicates a 
stronger geometric change in the S1-states with increasing π-bridge length. 
 
 
Figure 11: Experimental molar extinction and fluorescence spectra of all molecules in chloroform solution in 
comparison to the stick spectra derived from theory. All theoretically derived absorption energies where shifted by 
280 meV to lower values to facilitate comparison to the experimental results. The volumetric data plotted on the 
molecular structures represent photo-induced changes in the electron density distribution at the Franck-Condon point 
of the S0→S1 transition (orange: electron depletion, blue: electron accumulation; accounted for chloroform solvation 
by means of COSMO). 
3.2 Aggregate Formation  
 
After having characterized the basic absorption features of the merocyanines in solution, 
changes in the absorption spectra due to aggregate formation are discussed in the present 
section. The aggregate formation is induced in two different ways: Either by increasing the dye 
concentration while keeping the sample in the dark, i.e. ground state aggregation, or by 
Aggregation and Photoaggregation of Merocyanines in Solution 
25 
irradiating a given solution, i.e. excited state- or photo-aggregation. These two different 
procedures give rise to markedly different changes in the absorption spectra as shown in Figure 
12. Therefore, we assume that concentration-increase and irradiation lead to different 
supramolecular structures with distinct absorption spectroscopic properties as discussed in 
more detail in the following. 
 
Figure 12: Experimental extinction coefficient and absorption spectra of D2A, D4A in chloroform and D3A in THF at 
systematically varied concentrations (top), irradiation times (middle: absorbance and significant components C1, C2, 
C3 together with their kinetics (see inset) as revealed by a singular-value decomposition - SVD) and derived from time-
dependent density functional theory calculations for different dimers (bottom). The extinction coefficient of D2A was 
divided by a factor of two to facilitate comparison.  
 Ground State Aggregation 
Increasing the concentrations of D2A, D3A and D4A causes small absorption decreases 
accompanied by minute blue-shifts of the S0→S1 absorption peaks while the ones assigned to 
the S0→S2 transitions are rather unaffected by concentration changes as shown in Figure 12. 
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These absorption changes are slightly weaker, but in the range of the values reported for 
merocyanines that form H-aggregates to compensate their molecular dipole moments.129, 130, 139 
In our case the extinction coefficient and hence the monomer concentration, decreases by 
approx. 30% by increasing the concentration by almost two orders of magnitude in the case of 
D3A and D4A, while the extinction coefficient is decreasing by up to approx. 70% for 
merocyanines described by Würthner et al.129 In the latter case typical spectral series of 
aggregate formation show the rise of a blue shifted dimer peak at the cost of a low-energy 
monomer peak, involving an isosbestic point. In contrast, the concentration-induced aggregation 
observed in this work appears to follow a different aggregation-mechanism than the typical 
dipole-dipole compensation mechanism. Consequently, the total intermolecular interactions 
need to be considered to understand the mechanism of formation of D2A, D3A and D4A 
aggregates.  
As mentioned above, London dispersion interactions are expected to significantly contribute to 
the intermolecular interactions.127 Their weight is expected to grow with increasing length of the 
π-bridge from D2A, D3A, to D4A. Additionally, the heteroatoms in the π-bridges of D3A and D4A 
induce polarity to the π-bridges as shown by the electrostatic potentials at the van der Waals 
surfaces in Figure 13. Furthermore, the α-cyano-carboxylic acid moiety might be involved in 
hydrogen bonding by means of the acid140, 141 and the cyano group.142, 143 Moreover, both, 
hydrogen bonds144 as well as π-stacks145-148, can give rise to step-growth to larger aggregates. 
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Figure 13: Electrostatic potential at the van der Waals surface of the investigated merocyanines in the S0 state 
together with the S0 and S1 dipole moments µS0 and µS1, respectively (in vacuum relaxed geometries). The blue and 
red arrow represents the dipole vector of the S0 and S1 state, respectively. 
Because of interplay between the before mentioned different intermolecular interactions the 
aggregate formation is highly complex. Therefore, energetically favorable dimer structures were 
identified by systematic grid-based scanning of dimer geometries, using the recently introduced 
molecular modelling tool EnergyScan149, rather than by chemical intuition-guided manual dimer 
creation. With EnergyScan all dimer geometries with a binding or dimerization energy up to 
25 meV above the global minimum energy were identified and the 20 most distinct geometries 
were automatically detected. Out of the twenty dimers identified this way the ones with the 
most distinct absorption spectra are shown in Figure 12 and can be assigned to either of the 
following archetype binding motifs (see Figure 14 for the dimer geometries, Figure A 1 of the 
appendix for electrostatic potentials at the van der Waals surface of the dimers; selected 
geometric parameters of the dimers can be found in Table 5 of the appendix):  
AA: Double hydrogen bond between the two carboxylic acids (abbrev. AA); limited 
to dimerization, allows no further aggregate growth 
AN: Double hydrogen bond between a carboxylic acid and the nitrile together with 
its neighboring β-hydrogen (abbrev. AN); not limited to dimerization, allows for 
further aggregate growth 
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ANπ: AN-binding motif, but rotation around the C(OOH)C(CN)-bond enables ππ-
interactions (abbrev. ANπ); not limited to dimerization, allows for further aggregate 
growth 
Aπ: Interaction between the α-cyano carboxylic acid and the π-bridge (abbrev. Aπ); 
presumably not limited to dimerization, allows for further aggregate growth 
 
Table 1: Dimerization energies Edim, dipole moments of the ground and S1 excited states (µdim-GS, µdim-S1, respectively) 
of merocyanine dimers and angles between the individual molecular groundstate dipole moments within the 
identified archetype dimers 
  Dimer 
Type 
AA AN ANπ Aπ 
Edim
min [kJ/mol] D2A 108.1 56.9 63.7 39.6 
  D3A 94.6 54.6 74.3 39.6 
  D4A 109.0 73.3 101.4 42.5 
µdim-GS [D] D2A 0.42 2.99 13.05 1.62 
  D3A 0.53 6.12 15.38 5.49 
  D4A 0.35 11.69 1.44 6.36 
µdim-S1 [D] D2A 0.44 9.35 26.99 0.85 
  D3A 1.39 17.63 36.93 14.84 
  D4A 1.80 30.22 14.70 15.19 
α(µ1,µ2) [°] D2A 175 8 25 164 
  D3A 177 155 21 134 
  D4A 170 105 11 161 
Step- 
Growth 
  no yes yes pos-
sibly 
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Figure 14: Structures of all dimers discussed. 
 
According the DFT-derived dimerization energies (Table 1 and Figure 14) AA-type interactions 
are energetically favorable in vacuum and presumably in very non-polar media as compared to 
the other investigated interactions mentioned above. In the rather polar solvents used in this 
study we expect a considerable screening of the surface charges at the acid groups150. Thus, we 
presume decreased binding energies, particularly for the AA and AN binding motifs. 
Furthermore, for all binding motifs except AA polymerization is possible, i.e. the product of 
aggregation is still a reactive species, thus increasing the probability of finding these other 
binding motifs rather than AA. Note that, irrespective of the binding energies, the dimers shown 
in Table 1 and Figure 14 just indicate binding motifs that can be expected to be present in 
solution to some extent. However, to determine the prevalent species in the experiment, we 
compare the TD-DFT and the experimentally derived absorption peak shifts upon aggregate 
formation, see Figure 12, as detailed in the following.  
In case of D2A virtually no aggregation-induced shift of the S0→ S1 absorption energy can be 
observed experimentally, but slight-blue shifts are present in case of D3A (505 → 480 nm) and 
D4A (510 → 490 nm), respectively (see Figure 12, top). In contrast, the TD-DFT calculations yield 
red-shifted S0→ S1 absorptions for AA-dimerization for all of the merocyanines (see Figure 12, 
bottom). Thus, the AA-binding motif appears not to be dominating in ground-state aggregate 
formation. In case of D3A, AN-binding involves a slight red-shift, too, what is again not in 
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accordance with the experimental blue shift. For the other two merocyanines AN-binding causes 
no spectral change, what fits the experimental observation exactly just in case of D2A. 
Finally, the experimentally observed slight blue-shift of the S0→ S1 absorption peak in case of 
D3A and D4A can just be reproduced when the π-bridge is involved in dimerization, i.e. in ANπ- 
and Aπ-type dimers. This S0→ S1 absorption peak of the dimer does not shift further to the blue 
upon successive aggregate growth in case of ANπ-type binding, as shown by the comparison of 
the TD-DFT-derived absorption spectra of a D3A-hexamer with the dimer in Figure A 2 and 
Figure A 3 in the appendix. After the AA-binding motif, the ANπ-binding motif is energetically 
most favorable for all investigated merocyanines and the binding energy scales with the π-bridge 
lengths (D2A: 0.66 eV, D3A: 0.77 eV, D4A: 1.05 eV). However, the number of geometrical 
realizations of this binding motif is rather limited due to distinct interactions between the polar 
heads, while a larger number of realizations can be expected for the energetically little less 
favorable Aπ-dimers.  
Since the position of the absorption peak is not affected by concentration changes of D2A, the 
blue-shifted ANπ- and Aπ-type dimers are not expected to dominate in case of D2A since the 
spectral changes due to their formation would need to be balanced by formation of AA-dimers. 
However, in case of D2A the rather concentration-independent S0→ S1 absorption energy can be 
reproduced by various linear combinations of all the above discussed binding motifs. 
Since all but the AA-type dimers allow for successive growth of aggregates, analysis of the 
aggregate size might further support the above deduced importance of ANπ- and Aπ-binding in 
case of D3A and D4A. Such analysis of partical sizes, as investigated by means of dynamic light 
scattering (DLS) studies, reveal that D4A forms large aggregates in chloroform (1.5 mM) with a 
mean diameter of 70 nm as shown in Figure A 4 in the appendix. Also in case of D3A the particle 
size systematically increases from 1.5 nm (monomers) to 1.9 nm (dimers) to 2.0 nm (dimers and 
higher aggregates) at raising concentrations (0.2, 1, 2 mM, respectively) as revealed by the DLS-
results shown in Figure 15. Additionally, the DLS-results indicate the presence of aggregate sizes 
between 6 and 8 nm, which we assign to a different principal axis of the before-mentioned 
aggregates rather than to an independent distribution. These aggregates grow further with time 
and finally formed a gel within few days from THF- and chlorobenzene-solutions of D3A, as 
shown by the photograph in Figure 15. To ensure the van der Waals nature of the formed 
aggregates their dissolution was investigate by means of DLS as well. The DLS-data in Figure 5 of 
the SI show dissolution of aggregates (solid state powder) by a polar and protic solvent, such as 
methanole. Polar and protic solvents are generally expected to efficiently suppress aggregate 
formation upon interaction with the polar sites of the merocyanines. 
Finally, the analysis of our quantum chemical results, the experimental absorption spectra and 
DLS data reveal that the molecular shape determines the ground-state aggregation in the dark. 
While for D3A and D4A the ANπ and Aπ binding motifs, which allow for successive aggregation, 
prevail, a dominant binding motif could not be unambiguously determined for D2A, where 
either AN dominates or many differently bound dimers are formed, which do not cause a net 
spectral absorption shift. 
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Figure 15: Particle size distributions at different concentrations of D3A in tetrahydrofuran as determined by means of 
dynamic light scattering measurements. Since spherical particles are usually assumed the particle size is the diameter 
of the single particles. In the inset a jelly worm made from D3A in THF-d6 is shown.  
 
 Excited State Aggregation 
In stark contrast to the changes in absorption spectra upon increasing the dye concentration, 
irradiating the solutions of all investigated merocyanines causes strong changes in the 
absorption spectra: The S0→S1 absorption peaks vanish, while peaks close to those assigned 
above to S0→S2 transitions evolve and give rise to isosbestic points in each case, as shown in 
Figure 12. This type of absorption change is known for the formation of H-aggregates in non-
polar media, where aggregation is driven by the energetically favorable compensation of dipole 
moments130, 139. However, such ground-state aggregation might be hampered due to the bulky 
substituents129, 130 that are present in the here investigated merocyanines.  
To understand why the typical H-aggregation absorption changes are observed when irradiating 
the solutions but not when increasing the merocyanine’s concentration, we consider the (TD)-
DFT-derived molecular dipole moments of ground and excited states in the following. According 
to these (TD)-DFT calculations, the S1 exited states have significantly larger dipole moments μ 
(μS1(D2A, D3A, D4A)=21.8, 29.8, 26.3 D) as compared to the S0 electronic ground states (μS0(D2A, 
D3A, D4A)=9.1, 9.1, 10.5 D). Thus, the driving force for compensation of the dipole moments 
due to dimerization if significantly enhanced upon photoexcitation for a given solvent and 
presumably causes geometry adaptions to overcome steric hindrances of the triaryl-amines.  
Naturally, most of the energetically favorable dimers feature S0 dipole moments smaller than the 
ones of the individual monomers, as shown in Table 1. The latter are on average best 
compensated in AA, followed by Aπ, AN, ANπ binding motifs, if all three merocyanine derivatives 
are considered. This trend in dipole moment compensation is reflected in the angles between 
the dipole moments of the dimer-composing monomers (see Table 1). These angles are deduced 
from the molecular orientations presuming the dipole-moments fixed to the molecular 
coordinates.  
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Importantly, the dimer dipole moment is small at photo-excitation (µdim-S1) just for the AA-
binding motif, while large dipole moments (up to 37 D as shown in Table 1) are obtained for the 
other binding motives, particularly the ones allowing for step-growth of aggregates. 
Consequently, in case aggregates other than AA-bound types, including those having step-grown 
to larger sizes, molecular reorientation or aggregate dissociation might occur upon 
photoexcitation to compensate the large dipole moments in the excited states. This assumption 
is supported by the DLS-data shown in Figure A 4 of the appendix, which show a decrease in 
aggregate size upon irradiation. 
Furthermore, the presences of the isosbestic points in the absorption spectra series detected 
with bias illumination, cf. Figure 12, indicates formation of distinct dimers. These dimers do not 
grow to large aggregates upon further irradiation because of compensating dipole moments. 
Consequently, this dimer formation mechanism and the resulting structures are entirely 
different from the above ground-state aggregation for all investigated merocyanines.  
 
 Kinetics of Excited State Aggregation 
Changes in absorption spectra of dyes due to illumination might generally be caused by photo-
degradation. To discriminate between photo-aggregation and -degradation we analyzed the 
kinetics of the absorption changes. While in case of photo-degradation basically a 1st-order 
kinetics would be expected, a 2nd order kinetics shall be found for dimerization. Plotting our data 
according to these orders (1st-order function f1=ln(E(t0)/E(t))=kt, 2nd-order function f2=1/E(t) - 
1/E(t0)=kt; see Figure A 7in the appendix) reveals that the photo-induced changes in absorption 
spectra do clearly not follow a 1st order kinetics, i.e. degradation can be excluded as reason for 
the observed absorption changes as already indicated by the presence of isosbestic points in 
Figure 12, but a 2nd order kinetics also does not describe our data accurately in case of D2A, 
D3A, D4A. Here E(t) is the extinction after an illumination time of t, E(t0) is the extinction before 
starting the illumination experiment and k is a constant. For the example of D4A we tested for 
the order of the reaction by comparing reaction rates r for different starting concentrations and 
evaluated the extinctions E according r = (E(t) - E(t0))/t (see Appendix Figure A 8). When 
increasing the concentration from 7.7 mM to 30.8 mM corresponding to a factor of 4, the 
reaction rate increases by a factor of 12 for short illumination times and decrease to approx. 6 
for long times, thus, again neither fitting to 1st or 2nd order kinetics. 
Instead of simple 1st or 2nd order models, a stretched exponential model with the free monomer 
concentration decreasing exponentially as a power of time, cf. the work of Pasternack et al.151 
and Petrenko et al.58, fits our data sufficiently for all investigated merocyanines as shown in 
Figure 16. In the applied stretched exponential function  
 ( ) ( ) ( ) ( )( ) ( )0 0 1 nktE t E t E t E t e−∞  = + − ⋅ −     (1.12) 
E(t), E(t0), E(t∞) are the extinctions at a given wavelength at the variable time t, at the start t0 and 
the end t∞ of the experiment, respectively. k is the reaction rate constant, and n accounts for 
possible further growth of merocyanine assemblies as a power function of time. The fit was 
applied to the extinction spectra and to the significant component C2, which was determined by 
singular-value decomposition (SVD, see supporting information for details) and describes the 
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temporal spectral change. The kinetic parameter resulting from fitting the stretched exponential 
model to the C2-data derived from the SVD are in qualitative agreement to those obtain from 
fitting the model directly to the temporal evolution of the extinction coefficient spectra and are 
not discussed separately in the following. 
In the stretched exponential model shown above, the exponent n describes if the aggregation 
occurs upon formation of aggregates from single molecules or small cluster (n<1) or if the 
aggregation happens by fusing bigger aggregates (n>1)152; cf. the initial work of Leyvraz153 and 
the more recent papers of Pasternack et al.151 and Petrenko and Dimitriev58. The rather small n-
values reported in Table 1, indicate aggregation prevailingly proceeds through combination of 
monomers rather than larger aggregates. This is in line with the above discussed model of 
photo-induced dimerization without further aggregate growth. 
While the rate constants k are similar for D2A and D3A, see Table 2, the rate constant for D4A is 
significantly greater. The larger rate constant of D4A as compared to D2A and D3A is attributed 
to the long π-bridge of D4A that enables ππ-binding for many different mutual molecular 
orientations and positions. Since additionally the sterically demanding aryl-amine moiety has a 
smaller geometric intra-molecular weight, the probability for low-energy barrier aggregation 
shall be higher in case of D4A as compared to D2A and D3A. The value of the parameter n is 
smaller than unity for all datasets, what indicates aggregation starting from single molecules152, 
thus supporting the above proposed photo-induced dimerization mechanism. 
 
Table 2: Paramaters obtained by fitting the stretched exponential model to the decay of monomer extinctions E (low-
energy maximum as detailed in Figure 16) and to the C2-component, which describes the temporal spectral change 
and was derived from a singular-value decomposition (SVD). Additionally, the significance, as represented by the 
values in the S-vector of the SVD, of the three significant components (C1, C2, C3) determined for all merocyanine 
derivatives are given. 
Molecule c c S (C1,C2,C3) Snorm (C1,C2,C3) k(C2), k(E) n(C2), n(E) 
 (mg/ml) (mM)   (min-1)  
D2A 10 23.4 31.6, 11.0, 1.0 1.00, 0.35, 0.03 0.082, 0.073 0.89, 0.87 
D3A 10 16.8 27.6, 4.8, 0.2 1.00, 0.17, 0.01 0.059, 0.062 0.95, 0.78 
D4A 20 30.8 63.8, 7.5, 2.8 1.00, 0.12, 0.04 0.278, 0.332 0.68, 0.84 
D4A 5 7.7 8.7, 1.6, 0.3 1.00, 0.18, 0.03 0.114, 0.139 0.91, 0.92 
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Figure 16: Changes of the extinction E with illumination time for the three merocyanines D2A, D3A, D4A (top to 
bottom) in chloroform (c=20 µg/ml) and line fits according the stretched exponential model. 
 
3.3 Discussion on Reversibility and possible Degradation 
 
However, when discussing photo-induced changes of absorption spectra or organic dyes, the 
possibility of photodegradation needs to be considered. Even if the presence of the isosbestic 
points in (virtually perfect for D3A, approximate for D2A and D4A) indicate single reaction 
products, i.e. the dimers, we tested for the reversibility of dimerization as well as checked for 
photo-induced absorption changes when aggregation is hampered. 
The used solutions also show a change in absorption by storing the solutions in the dark, but on 
this can only be observed on timescales of several weeks to month. However, it turned out that 
the spectra change is much faster by treating them with high intensity irradiation. Since the final 
spectra of an illumination experiment shows a very similar spectral shape as found for solid state 
films further discussed in Chapter 4. Hence, we suspect to see a photo-dimerization or –
aggregation. Furthermore, the extinction coefficient from the freshly prepared solutions changes 
with increasing concentration in a similar way as it does after illuminating the solution. A simple 
degradation or disassembly of the used dye molecules is also a possible explanation for the 
change in spectral shape. To distinguish between those two possible processes, we analyzed the 
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effect of concentration on the rates of the changes in the absorption spectra. We assume that a 
simple disassembly of the dye molecules should not depend on the concentration, if the number 
of absorbed photons is considered in the data analysis. The missing reversibility can also be a 
hind towards hydrogen bonded aggregates having a rather large binding energy as found from 
the DFT calculation (see Table 1).  
 
 
Figure 17: Particle size distributions at different concentrations of D3A in THF as determined by means of dynamic 
light scattering measurements. Particle size distribution of D4A in chloroform determined with DLS using a 
concentration of 0.5 mg/ml before and after illuminating the solution with a 532 nm laser.  
 Effects of environment on the photo aggregation 
To further investigate the process of photo aggregation we altered the environment of the 
molecules. Our first idea was to change the acidity or basicity of the solution. Since we could not 
use water as solvent, we had to use acids and bases which are soluble in organic solvents. In this 
case, we used tetramethylguanidin(TMG) as a strong organic base and toluenesulfonic acid (TSA) 
to increase acidity. Furthermore we had to change the solvent from CF to dichloromethane to 
prevent the unwanted Reimer–Tiemann14 reaction of CF with TMG, which could lead to the 
creation of the highly reactive dichlorocarbene.  
By changing the acidity two distinct features changed in the observed absorption spectra. 
Beginning with the freshly prepared solutions, we found that the addition of TSA gives a red shift 
of the lowest energy transition. Furthermore, it raises the extinction coefficient of this transition 
in comparison to the pristine solution. By deprotonating of D4A with TMG we found a slight blue 
shift of the lowest energy transition and also the extinction coefficient of this transition is raised. 
The lowest energy transition alters its peak position from basic over neutral to acidic condition 
from 481 nm, 488 nm to 525 nm, respectively. From the absorbance of the pristine solution we 
also saw that in DCM and also slightly in CF that the first absorption peak is asymmetric. This 
implies that in pristine DCM not only one species is present. Rather a mixture of different 
monomers, dimers or different protonation states could be found which have slightly different 
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absorption wavelength. Since DCM is not a very good solvent for the used merocyanine dyes, 
most probably monomers and different dimers are found, which indeed fits very well to the 
differences in the calculated dimer absorptions in Figure 12. By illuminating the samples for 
30 minutes we found that the deprotonated molecule monomer signal was completely gone, 
while the monomer signal in pristine DCM was not completely quenched. The protonated form 
was found to be the most stable monomer. This could be understood by means of the blocking 
of sights for hydrogen bonded dimers. 
 
Figure 18 Effect of protonation and deprotonation on the aggregation of D4A in DCM. By protonating the molecule 
prior illumination we found that the photo-kinetics to be reduced.  
Since aggregation is a very common issue for DSSCs31, 32, 39, 42 limiting the performance of the 
solar cells, aggregation inhibitors57, 71, 154 could be used to prevent aggregation. Desoxycholic acid 
is one of this aggregation inhibitors and its structure is shown in the left panel of Figure 19.  
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Figure 19 Effect of deoxycholic acid (DOA, shown in the right panel) on the Photoreaction of D4A drop casted on glass. 
DOA was implemented 1:1 by weight and shows a very good stabilization of the drop casted film of D4A. As DOA is 
commonly used as an aggregation inhibitor, we conclude that the reaction we see in solution and in thin films is due 
to aggregation rather than a degradation of the molecules.  
Thin films produced by drop casting using D4A blended with DOA in a 1:1 mass ratio shows a 
significant stabilization upon illumination as shown in Figure 19. Here the absorbance spectra of 
the DOA blended D4A drop casted film is stable upon illumination, while the DC film of pristine 
D4A shows a significant reduction of the monomeric peak. What is also visible is the general 
decrease in absorption of the low energy peak by going from solution to solid state films. This is 
a further hind towards the formation of aggregates rather than simple disassembly of molecules 
upon photoexcitation.  
To conclude this, there seem to be a ground state aggregation in solution and furthermore a 
much faster aggregation by illuminating the samples. The ground state aggregation leads to a 
decrease in the extinction of the S0S1 transition of the respective molecules of approx. 20 % 
and less, while the photo-aggregation leads to a decrease of the respective extinction by more 
than 80 %. The photo dimerization seems to be non-reversible. Hence the photo generated 
dimers have a very high binding energy. This can be due to strong hydrogen bonding also found 
by theory. These dimers have binding energies exceeding 50 kJ/mol (0.6 eV) and are once build 
hard to break. Another possibility, which could not completely be excluded, is the building of 
new covalent bonds between two molecules. Also a disassembly of single molecules on an 
unknown route, which most probably needs two adjacent molecules, is possible. 
3.4 Conclusion of Aggregation and Photoaggregation of 
Merocyanines in Solution 
 
We have investigated the aggregation of three different merocyanines D2A, D3A, D4A that vary 
in the nature and length of their π-bridge. While the photonic properties and the aggregates of 
these derivatives are rather similar, the aggregation mechanism drastically changes when 
illuminating the merocyanine solutions. 
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In the dark, dimer structures are governed by interactions between the α-cyano carboxylic acid 
moieties and between the π-bridges. However, with increasing length of the π-bridge from D2A 
to D4A π-stacked aggregates become energetically more relevant. In contrast to dimers linked 
via the α-cyano carboxylic acid moieties, the π-stacked aggregates can continuously grow and 
finally prevail in the dark, as revealed by comparing experimental with TD-DFT-derived 
absorption spectra of specific dimer geometries.  
While the absorption spectra of the considered dimers differ little, drastic changes in the 
absorption spectra, as known from H-aggregation, are observed when illuminating the 
merocyanine solutions. Because this systematic absorption changes feature isosbestic points we 
deduce that basically two distinct species are involved in photo-induced aggregation, which we 
assigned to monomer and dimer species. Since further growth of the dimers seems to be 
hampered, photo-aggregation apparently yields dimer structures that are distinctly different 
from those formed in the dark. The calculation of dipole moments of electronic ground and 
excited states reveal that the driving force for formation of dimers with compensating molecular 
dipole moments is drastically enhanced upon photo-excitation, thus presumably overcoming 
steric restrictions present in the ground state. Since the net-dipole moment of these dimers is 
close to zero, further growth according this photo-induced mechanism is not possible.  
For sterically less hindered merocyanines concentration-induced dimer-formation due to 
compensation of dipole moments involving strong absorption changes with isosbestic points, 
very similar to the here reported photo-induced absorption changes, is well-known even for dark 
conditions. Consequently, the substitution pattern of the here investigated merocyanines are 
sufficient to avoid anti-parallel arrangement in the dark, what still can be provoked upon 
irradiation. In summary, our results show, that at processing of merocyanines with the here 
shown pattern or related chromophores the illumination needs to be carefully controlled to 
target supramolecular structures. 
  
Aggregation of Merocyanine dyes in thin films 
39 
FORMELABSCHNITT (NÄCHSTER) 
 
For the functionality of OPV and OLEDs, the intermolecular arrangement and morphology are 
one of the characteristics, which have a significant impact on all electronical and optical 
parameters of a device.155, 156 The morphology mainly determines the position of energy 
levels157, charge generation and recombination kinetics158, 159 and therefore also the charge 
conductivity. The aim of this thesis is an in-depth investigation of model structures with 
controllable morphology, which were made by using the LB-technique. Those were obtained by 
using the Langmuir Blodgett technique60. To compare the results of the model structures with 
the commonly used films with isotropic or amorphous morphologies, drop(DC) and spin (SC) 
casting were used. These SC and DC-films were also post-treated by annealing to investigate 
whether similar structures as found by the LB-technique can be obtained. Using the findings of 
Chapter 3, it is possible to investigate the optical properties of the here-used merocyanines 
starting with single molecule over small aggregates in solution to highly ordered Langmuir-
Blodgett thin films. To visualize the morphology, atomic force microscopy (AFM) was used and 
the absorption was measured using UV-vis transmission spectroscopy.  
 
4.1 Langmuir Monolayer Characteristics at the Air-Water 
Interface 
 
The here-used molecules shown in Figure 3 all have a hydrophobic chromophore and a 
hydrophilic carboxylate anchor group. Since the anchor group is relatively small in comparison to 
the hydrophobic chromophore, the molecules should not dissolve in water and should also 
assemble at the water-air interface of an LB-trough.  
 
The LB-isotherms for D4A and D3A were measured on purified water with a pH value of 
approximately 5.5. In the case of D2A, a citric acid buffer was used to prevent deprotonation. 
Preliminary experiments revealed that the deprotonation causes an increased solubility of the 
molecule in water. The curves, shown in Figure 20, clearly show that both, D4A and D3A build up 
very stable monolayers while compressing them at the water surface. This can be concluded 
from the high surface presure that can be reached and the lack of a collapse point of the first 
monolayer. A surface pressure as high as 50 mN/m can be reached with only a slight change in 
curvature being visible at high surface pressures. Such a change in curvature can usually be 
considered to be an indication for a change in morphology160. A collapse of the first monolayer 
could only be observed in the case of D2A around a surface pressure of 20 mN/m. The space 
occupied by one molecule is smallest for D4A (A0= 38 Å²), followed by D2A (A0= 48 Å²) and 
D3A(approx. 50 Å²). This was determined by extrapolating the linear region of the isothermal 
curve to a surface pressure of 0 mN/m. The fact that D4A has a significantly lower A0 was 
somehow not expected. It seems that for this molecule some aggregation occurs right in 
solution.   
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Figure 20 Isothermal curves on purified water of different pH values (see text) for the three dyes used in this study. 
4.2 Morphologies of Thin Films 
 
As proposed for the LB-technique60, 63, smooth monolayer films can be obtained at low 
deposition surface pressures. In the case of layers made of D4A, these smooth layers were only 
found for low surface presures like 10 mN/m, but not for surface presures of 20 mN/m and 
above, as shown in Figure 3. In the upper pannel, the sample made with a surface presure of 
10 mN/m is shown and there the phase image reveals large areas with a positive phase and 
roundish parts with a lower phase. Taking this into account, we see in the heigth image that the 
roundish parts are holes within the large flat area of the LB-film. These holes have a depth of 
approx. 2 nm, which is in the range of the length of the respective molecule. For higher surface 
pressures, a build-up of fibre-like structures could be observed. These fibres grow larger in size, 
length and diameter, and appear in a higher quantity, if the surface pressure is increased at the 
transfer process. All structures show a phase angle which is positive, indicating that the 
molecules are similarly aligned having the same part of the molecule on the surface. The 
relativeley long π bridge seems to promote centrosymetric round 2D structures, which tend to 
stack linearily in the third dimension. This fits to the ANπ type of aggregates described in 
Chapter 3. Hence, the round structure is caused by either the amphiphilisity of the molecule or 
the stable hydrogen bonds of adjacent molecules. The growth in the third dimension could also 
be caused by π-π stacking of different molecular dimers. The phase image reveals that only one 
moiety, most probably the lipophilic one, is on the surface of all structures. These assumptiones 
are based on the tendency of polar carboxylic hydrophobic head groups to bind to either other 
carboxylic groups via hydrogen bonding or to bind other polar moieties to reduce the repuslive 
lipophilic-hydrophilic interaction 161  
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Figure 21 AFM height profiles (left) and phase images (right) of LB-films made of substance D4A at rising surface 
pressures (lowest to highest: top to bottom) and, hence assuming, rising crystallinity. The used surface pressures were 
10, 20 and 40 mN/m, top to bottom, respectively. The scalling of the X-axisis is from 0 to 5µm for all pictures and 
graphs.  
Since the effect of different morphologies is investigated in this thesis, fairly different 
morphologies were addressed in contrast to the ordered structures created by using the LB-
technique. Therefore, thin films made by spin coating were prepared and investigated. Using this 
very common method to create thin solid films, we expect to see disordered amorphous 
structures and eventually small aggregates.162 Furthermore, the samples could be post-treated 
by annealing to alter the morphology, which is a very common procedure in the production of 
organic solar cells. 27, 76, 163 By annealing, the thin film is heated to introduce vibrational energy 
into the system, which will give the possibility to escape local energetical minima in the given 
morphology. The needed temperature can either be the melting temperature or lower 
temperatures like the glass temperature, which enables polymers to reorganize their 
morphology. The film can then rearrange in a different, maybe more crystalline, way. By cooling 
the sample the new morphology is frozen.  
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Figure 22 AFM height profiles (left) and phase images (right) of thin films made of substance D4A made by means of 
spin coating annealed at different temperatures. The temperatures are RT, 125°C and 245°C from top to bottom, 
respectively. 
The surface morphologies of films made by spin coating using D4A on quarz glass show different 
morphologies, in comparrison to the films made by the LB-technique, as shown in Figure 22. A 
fine web-like structure can be seen for the as-cast film and the film that was annealed at a 
relativley low temperature of 125°C. Furthermore, few fibres can be seen which are also present 
in the LB films shown in Figure 21. For the highest used annealing temperature, i.e., 245°C, a 
change in the morphology towards a flat smeared structure was observed. This can be attributed 
to a melting of the film.  
From these morphology studies, we could assume that the local aggregate structure and hence 
the electronic properties should show more clearly pronounced features in the LB films rather 
than in spin-cast (SC) films. While there are more defined and similar structures found on one 
LB-film, the structures of the SC-films look more diverse and amorphous. But despite these 
differences, it turned out that the formation of fibre-like structures is found both for LB and SC 
films. Hence these structures are promoted by the structure of the molecule itself. 
The morphologies of LB-films made of D3A is very different from the aforementioned D4A, while 
the molecule is very similar. This can be seen in Figure 23. In contrast to D4A this molecule tends 
to build flat structures for all surface pressures used. At the edges of these flat structures, we 
found terraces which have the height of approximately 4 nm. This height is approximately twice 
the length of a single molecule or the length of a hydrogen bonded head-to-head dimer like the 
AA one predicted in Chapter 3. Hence, the bilayer formation seems to be favorable, which might 
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be due to the high binding energy of the hydrogen bonded dimers. Also the energetical gain of 
π-π stacking should be reduced, due to a shorter π bridge in comparison to D4A.  
 
 
Figure 23 AFM height profiles (left) and phase images (right) of D3A deposited at different surface pressures. The used 
surface pressures were 10, 20 and 25 mN/m, top to bottom, respectively.  
Especially in the sample dipped at a surface pressure of 20 mN/m the bilayer flake structure can 
be observed. Here every step of the multiple flakes on the substrate has a height of 4 nm. Using 
an even higher surface pressure like 25 mN/m the overall structure has no more flakes, but a flat 
surface built from round particles. These findings clearly illustrate that only minor changes to the 
molecule or the processing conditions drastically change the aggregation pattern of the 
molecule and hence the morphology of thin films. The phase image shows only small 
differences, hence just one side of the molecules is present on the surface, in the case of D3A 
and D4A this should be the lipophilic part. This attribution is based on the assumption that the 
silicon dioxide covered silicon AFM tip is usually OH-terminated and hence hydrophilic. The OH-
termination is caused by the humidity of the air in which the tips are stored. 
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Figure 24 AFM images of D2A Langmuir-Blodgett films transferred at different surface pressures. The used surface 
pressures are 10, 15 and 20 mN/m, from top to bottom, respectively.  
 
Height and phase images of D2A for different surface pressures are shown in Figure 24. For low 
surface pressures, i.e., such pressures, which are below the collapse point of the first monolayer 
of approximately 20 mN/m, we obtained flat films with small clusters (30 nm in diameter and 4 
or 8 nm in height). For surface pressures above the collapse point, D2A tends to form films with 
holes, which are approx. 12 nm deep. This corresponds to the height of six monolayers (ML), 
while from the transfer ratios only five would be expected for five up and five down strokes. 
Moreover, the high contrast in the phase image indicates that different moieties of D2A point 
upwards, resulting in two distinctly different tip sample interactions strengths. This is indeed 
surprising since we have expected a transfer of structures having either the hydrophilic or 
hydrophobic moiety on the surface, like it was found for D3A and D4A.  
Hence, D2A seems to have a much-too-short hydrophobic chromophore to be stabilized at the 
water air interface. This can be concluded from the low collapse pressure of the isothermal 
curve shown in Figure 20, where a distinct kink can be seen at round about 20 mN/m. Using 
surface pressures close to the collapse point of the isothermal curve for the transfer to the solid 
substrate, several local morphologies can be obtained on the water surface. Hence, it is 
expected that the optical features obtained for LB-films of D2A made with a high surface 
pressure should be more similar to disordered amorphous films.  
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With these very similar molecules we could obtain fairly different morphologies in thin LB- and 
SC-films. It could also be shown that the morphology can be tuned by using different surface 
pressures during the LB transfer. With the LB-technique, it was possible to obtain distinctly 
different morphologies using the same molecule, but different surface pressures during the thin 
film transfer. Hence, the tuning of morphology by altering the transfer parameters of the LB-
technique could be demonstrated for the here-used molecules. The range of available 
morphologies extends from needle-like structures of D4A to roundish flat structures of D3A and 
partially amorphous disordered structures for D2A. Since the obtained morphologies are very 
diverse, it is also expected that the absorption features should be different for samples 
produced with the LB-technique at different surface pressures. To investigate the absorption 
features, UV-vis absorption was measured on the thin film samples. 
 
4.3 UV-vis Absorption of Thin Films 
 
To get an insight into effects of different morphologies on the electro-optical properties of the 
molecules, first the optical absorption was measured with a standard UV-vis setup. The change 
in morphology or local crystallinity is often accompanied by changes in the absorption6, 164, 165 or 
emission spectrum123, 166, 167. The most-discussed models are the J- and H-aggregates, which lead 
to either sharp bathochromically shifted (J-)45, 168 or a relatively broad hypsochromically (H-) 
shifted peaks. A general overview about J- and H-aggregates with several examples can be found 
in the reviews of Würthner et al. 44, 169.  
Using the cyanine dyes D2A, D3A and D4A, the picture of simple H- or J-Aggregation might not 
be applicable, since even the aggregation in solution does not show simple H- and J-aggregation 
features, like already shown in Chapter 3. From the solution experiments and dimer search by 
theory, it seems that especially hydrogen bonds play a major role for the intermolecular 
interaction. Thin films of organic dyes and polymers usually show a much more diverse inter-
molecular arrangement within one sample. This is usually summarized in the term 
morphology170. In the following section the influence of the different morphologies on the UV-vis 
absorption of thin films is shown.  
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Figure 25 Comparison of the normalized absorption of LB-films and annealed spin-cast films for D4A. This material 
shows a significant effect of the compression on the absorption curve. The 500 nm peak almost completely vanishes 
for surface pressures above 10 mN/m. A similar behavior is found for spin-cast (SC) films. However, even after 
annealing, the 500 nm peak did not vanish completely and the spectral features are much broader. 
The absorption spectra of the LB-films transferred at different surface pressures are shown in 
the upper panel of Figure 25. With increased surface pressure, the 500 nm monomer peak is 
firstly reduced to a shoulder at 10 mN/m and nearly vanishes above 15 mN/m. The second peak 
at around 400nm slightly shifts to the blue by around 150 meV. In the absorption spectra of CF 
solution of D4A, we find three prominent peaks at 500, 400 and 300 nm and a shoulder at 
around 290 nm. Since small peak shifts can be caused by e.g. protonation or deprotonation it 
was evaluated if that might be the reason in this case. Menzel et al.71 reported a blue-shift due 
to deprotonation that amounts to approximately 300 meV and only affects the peak centered at 
around 500 nm, which is in contrast to our finding for the peak shift of 150 meV. In THF 
solutions, we see enhanced absorption at 400 nm and decreased absorption at 500 nm as 
compared to the measurements performed by Menzel et al.71 We assign the low-energy peak at 
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500 nm to monomers and the 400nm peak to aggregated molecules, as already discussed in 
Chapter 3.  
 
Figure 26 Comparison of normalized LB-thin film absorption and absorbance measured for a solution with CF of D3A. 
The thin films show a shift of the relative peak intensities from the lower energy transitions to the transitions with 
higher photon energy. Furthermore, there are slight shifts in the peak positions. 
For molecule D3A, the lowest energy transition decreases in intensity by changing from solution 
to the solid state. For D3A the oscillator strength is transferred from the second absorption peak 
around 360 nm to the lowest energy peak at 520 nm. In contrast to the behavior of D4A the 
intensity transfer is not rising with rising surface pressure. Comparing with the local morphology 
of D3A obtained by AFM, we could conclude that some bilayer and flat structures seem to 
correspond to local intramolecular structures that have a lower intensity of the monomeric 
transition at 520 nm. By increasing the surface pressure at the deposition of our samples, the 
local structure seems to be similar, but more amorphous regions were created. These 
amorphous local structures show absorption features, which are more like the transitions 
observed in monomers in solution.  
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Figure 27 Comparison of LB-thin film absorption and absorbance measured for a solution of D2A in CF. All thin films 
show the same absorption features with a monotonous increment of the absorption peak around 520 nm with higher 
compressions. 
For the short molecule D2A, only one significant difference of the absorption spectrum between 
solution and highly ordered LB-films could be observed. The spectral feature, which is mainly 
influenced by the morphology, is the low energy absorption peak at round about 520 nm. In 
comparison to the solution case this peak shows a much lower absorption in comparison to the 
peaks at 300 nm and 350 nm, respectively. Furthermore, this peak slightly shifts to the blue for 
films transferred at low surface pressures. . In contrast to the behavior found for D4A, but 
similar to D3A, the lowest energy transition gains oscillator strength with higher surface 
pressures. This correlates to the microscopic picture obtained using AFM as seen in Figure 24. 
For the samples transferred at low surface pressure, we saw flat films and small round particles, 
which should all have some kind of crystalline structure. Deposition of D2A at 20mN/m results in 
films with different local morphologies and also disordered amorphous regions. This was 
expected due to the breakdown of the first monolayer on the water surface at this surface 
pressure (vide supra). Hence, the molecules have less electronical interaction for samples 
transferred at very high surface pressures as compared to the low surface pressure samples 
mentioned above. This assumption is supported by an optical absorption, which is more similar 
to the monomeric or solution case, than that of the more ordered LB-films transferred at 
medium surface pressures.  
For all investigated molecules, the lowest energy transition is strongly affected by the transition 
from the solution case to the solid state. Furthermore, the different forced morphologies give 
very different changes in the optical absorption. In general, the loss in absorption at the low 
energy transition is a major drawback for the use of these molecules in organic solar cells as well 
as for DSSCs, since this obviously strongly limits the maximum photocurrent generated in the 
device.  
Despite the loss of absorption in the green to red spectral region, aggregation also heavily 
influences the photo-physical processes33, 171 and charge conductivity172. In particular an 
increased number and density of different recombination channels can further decrease the 
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efficiency of DSSCs and organic solar cells. On the other hand a higher electronic coupling 
between adjacent molecules can increase the conductivity and hence the overall organic solar 
cell efficiency173. To get a deeper insight into these processes, we performed fluorescence and 
femtosecond transient absorption spectroscopy. This will be discussed in the following chapter. 
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As shown in the previous chapter we see a distinct variation of the optical absorption by 
changing the local morphology from single molecules in solution to aggregates in solution, and 
finally ending with highly ordered LB-films. To get deeper insight into the processes right after 
photo-excitation of the molecules and how these processes change in dependence of the 
aggregation, we performed fluorescence and femtosecond transient absorption measurements. 
To get a basic idea about the part of excited molecules that undergo fast recombination, 
fluorescence spectroscopy and the calculation of fluorescence quantum yields (Φ) are used. The 
latter will allow estimation on how fast deactivations processes are in comparison to the 
emission. Since fluorescence usually has time constants in the range of approx. 1 ns to a few 
nanoseconds, the ultrafast recombination can only be measured in the femtosecond to few 
nanoseconds time regime. Consequently fs-TA spectroscopy was applied to further investigate 
the ultrafast kinetics right after photoexcitation.  
In this chapter the shortest molecule will not be considered in depth, due to the very much 
limited amount of substance available for this work. The fluorescence is already shown in Figure 
11, while the transient absorption data and their description can be found in the appendix. 
5.1 Fluorescence and Fluorescence Quantum Yields 
 
As has previously been reported in the literature, both D4A and D3A show very weak 
fluorescence in chloroform (CF), which, in fact, could not be measured using the standard 
fluorescence spectrometer in the organic chemistry group, where the dyes were sysnthesized.71 
Fluorescence in CF shows a huge Stokes shift as illustrated in Figure 11. The Stokes shift is 
increasing with an increasing length of the π-bridge and amounts to 420 meV (3388 cm-1), 
640 meV (5162 cm-1) and 790 meV (6372 cm-1) for D2A, D3A and D4A, respectively. This 
indicates a strong geometrical relaxation after photoexcitation. Since a change in the molar 
extinction coefficient upon increasing the concentration was already observed, the changes in 
fluorescence spectra and fluorescence quantum yield (Φ) of D3A and D4A in CF solution were 
also investigated in dependence on the concentration. The fluorescence intensity normalized to 
the absorbed photon flux is shown in Figure 29. Here it can be seen that the spectra only slightly 
change upon increasing the concentration. While the overall intensity drops, there is a minor 
shift in the emission maximum to the red. This concentration dependent shift is less pronounced 
for D4A for both excitation wavelengths. For D3A the shift is weak, if the molecule is excited to 
the S1 state at 532 nm, but it is rather strong if the molecule is excited at 405 nm. By using these 
spectra the fluorescence quantum yield Φ was calculated by integrating the corrected and 
normalized fluorescence spectra from 550 to 1000 nm. These corrected spectra were than used 
to calculate Φ applying formula 2.9 from Chapter 2.3.97 
From the determined Φ values, shown in Figure 28, we were able to extract two facts. Firstly the 
Φ drops drastically by increasing the concentration. To calculate if the reabsorption has a 
significant effect on the Φ one could simply use the following formula: 
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Where IF is the measured fluorescence intensity, E is the extinction and 10-E is the transmission 
from the excitation spot to the end of the cuvette. Φ is the relative fluorescence quantum yield 
with ΔΦ being the difference in quantum yield due to reabsorption. The case were the 
reabsorption has the highest impact is the highest concentration of the molecule with the lowest 
stokes shift, e.g. D3A with 10 mg/ml. Using this formula for this case, it was found that the 
relative change in the determined fluorescent quantum yield (
∆Φ
Φ
) is approx. 0.39%, which is 
clearly negligible.  
 
Figure 28 Fluorescence quantum efficiencies (Φ) of D3A and D4A in CF determined at different excitation wavelengths 
and concentrations 
Secondly Φ differs by a factor of two by changing the excitation from 532 nm to 405 nm in the 
case of D4A and further by a factor of ten in the case of D3A as shown in Figure 28. This means 
that a big part of excited molecules relaxes to the ground state via efficient dark recombination 
channels. These might be introduced by concentration due to self-quenching75 or much lower 
fluorescence yield in dimers or aggregates174, 175. If we address higher excited state or dimeric 
state by choosing 405 nm as excitation wavelength, we also observe a drastic drop in quantum 
yield. This means that there is an ultrafast deactivation channel between the S2/D1 state and the 
fluorescing S1 state. Here S1 and S2 are the first and second excited singlet state, while D1 is the 
first excited dimeric or aggregate state. This channel somehow is able to compete with, or is 
even more probable in the case of D3A, the internal conversion from S2/D1 to S1. The energetic 
difference between S1 and S2/D1 is fairly different between D3A and D4A. For D4A this 
energetically difference is approx. 0.7 eV, on contrast to approx. 1.15 eV in the case of D3A. 
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Figure 29 Concentration dependent fluorescence spectra of D3A (right column) and D4A (left column) measured in CF. 
The top row represents the spectra measured with an excitation wavelength of 405nm and the lower row is measured 
using 532nm as excitation. The emission is normalized with respect to the number of absorbed photons, hence the 
area is proportional to the fluorescence quantu7m yield. 
Despite energetically lower lying dimeric states, different geometries of the different excited 
singlet states could also be a reason for the hindered transition from higher excited states to the 
fluorescing S1 state176. The overall very low quantum efficiency indicates very fast non-
fluorescent recombination channels. In order to verify or falsify the existence of such ultrafast 
recombination channels, transient absorption measurements were performed. To evaluate the 
nature of the emissive state, we performed time-dependent measurements on D4A in CF, which 
reveal the fluorescence-character of the luminescence with double exponential decay of τ=0.6 
and τ=2.5 ns in CF, respectively (see Appendix Figure A 14).  
By changing from solution to solid state films we were not able to measure any fluorescence 
from solid state thin film samples, meaning that in solid state all excited molecules non-
radiatively decay to the ground state via most probably fast recombination channels36. These 
channels will be introduced by a high number of available electronic states in close proximity in 
an aggregate.177 With the high number of energetically similar states, the excitation in an 
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aggregate can use several small energy steps to reach the ground state, which is possible by 
emitting phonons or vibrations. These recombination pathways are much faster than emitting 
one big portion of energy by e.g. a photon via fluorescence.75 The recombination in via states 
located within the band gap of organic semiconductors is well established. The recombination is 
usually referred to tail states, where the density of energy levels in a disordered organic 
semiconductor is exponentially distributed below the band gap.136, 178-180 With a higher number 
of efficient non-radiative decay channels not only fluorescence is quenched, the overall 
efficiency of DSSCs or organic solar cells should also decrease. This is in line with the reduced 
efficiency for DSSCs made with and w/o an aggregation inhibitor mentioned by Menzel et al.71  
5.2 Excited State Dynamics of Solution and Thin Films 
 
Transient absorption spectroscopy will now give the oportunity to take a closer look into the 
early processes after photoexcitation. These meassurements were performed first in solution 
and afterwards in solid state samples to quantifiy the differences in the ultrafast processes due 
to the presence of solvent molecules or different aggregates. In this study the aim is to 
understand the effects of aggregation on the ultrafast processes in the here used molecules and 
their effect on the efficiency of charge generation and recombination of dyes attached to the 
TiOx surface181-183. In this work the focus will be on the difference between the kinetics of 
molecules in solution and in different solid states.  
As solid states samples we used films with increasing aggregation or crystalinity, namely for spin 
casted, drop casted and LB-films, respectivley. For a comparison of the data spectral traces and 
kinetics are shown in the following figures, the decay associated spectra can be found in the 
appendix. For a better discrimination and classification of the ultrafast processes of D3A and 
D4A molecule in solution, we used DMSO and CF, which have a fairly different polarity. Due to 
the higher polarity of DMSO it should stabilize intramolecular charge transfer right after 
photoexcitation75 of this donor-acceptor type molecules. Transient absorption (TA) spectra were 
recorded at two different excitation wavelengths. We chose 530 nm and 404 nm to pump the 
first, i.e., the low-energy transitions and the second transitions, respectively. These two 
wavelengths were also chosen, because we used the same to determine the fluorescence 
quantum yields. Hence we can directly observe the kinetics, which lead to the dark 
recombination found by changing the excitation wavelength in the previous section. 
For some spectra a SVD analysis was used to find components, which do not solely show an 
exponential decay. This might especially be useful for transient absorption data, where many 
spectrally overlapping components seem to be present, which show fairly difficult kinetics.184 For 
some spectral features a peak fit by a self-written Labview program was performed. This gives 
the possibility to clearly distinguish between spectral shift and decay of specific features in the 
spectra. 
In general, we would assume to see three different features in the TA-data: Ground state bleach 
(GSB), stimulated emission (SE) and excited state absorption (ESA)104. The GSB is caused by the 
reduction of the number of molecules in the ground state upon photo-excitation 
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 Stability of the Molecules during the Transient Absorption Measurements 
As it was found that the molecules show a significant change in their absorbance upon 
illumination, it had first to be checked if the data obtained with fs-TA spectroscopy are 
completely valid. In this respect it was found that, if the absorbance changes, the fs-TA spectral 
and kinetic traces significantly change. The comparison of the spectral and kinetic traces of a 
measurement of D4A in CF, before and after photo-aggregation is shown in Figure 30. To 
compare the transient absorption spectra with and without photo-aggregation we should focus 
on different transient absorption features: The GSB region of the monomer and aggregate at 
approx. 500 nm and approx. 400 nm, respectively and the ESA features at 575 and 730 nm. For 
the fresh solution we see a significant GSB signal at 500 nm, which is decaying slowly within the 
first few hundreds of ps. In contrast to this the photo-aggregated solution only shows a weak 
GSB signal at 500 nm which decays within approx. 1 ps. The ESA feature at 575 nm is present in 
both solutions but more pronounced in the photo-aggregated solution and also shows similar 
kinetics. The ESA feature at approx. 650nm is visible as shoulder in the fresh solution but as 
dominating ESA feature in the photo-aggregated solution. The respective kinetic traces at 650 
and 700 nm are also similar in both cases, despite a much less pronounced buildup of TA signal 
in the photo-aggregated case in contrast to the fresh solution.  
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Figure 30 Spectral (left) and kinetic (right) traces of a photo-aggregated (top) and a freshly prepared (bottom) solution 
of D4A in CF. While the measurement in the upper panel shows drastically changes of the absorbance during the 
measurements, especially seen in the GSB region around 500 nm. The older measurement shown in the lower panel 
shows other features and a GSB which corresponds clearly to the absorbance measured for a fresh solution.  
Especially the GSB region is drastically altered for the photo-aggregated samples. Here we can 
see that especially the GSB of the photo dimerized solution does not anymore correspond to the 
absorbance of the fresh solution. Hence, I would draw the conclusion that, as long as the GSB 
does not alter from the ground state absorbance we could use the measured fs-TA data for 
further analysis. Furthermore, the comparison of the transient spectra of D4A in CF shown in 
Figure 30 reveal that the ESAs located at 575 nm and 650 nm can be attributed to the photo 
dimer state, while the ESA at 730 nm can be attributed to single molecule.  
 Transient Kinetics of D3A 
D3A, as shown by the huge differences in the fluorescence quantum yield, should show clear 
differences for the observed kinetics in solution upon changing the pump wavelength. As D3A 
also shows very interesting supramolecular structures in LB-films, it is also interesting to 
investigate how these structures alter the kinetics after photoexcitation. Since aggregation in CF 
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is present in even low concenctrations we also used DMSO as second solvent, which should 
show no or a very low number of aggregates within the solution. With DMSO as second 
solvent,also the effect of solvent polarity can be investigated. To determine the effect of 
aggregation on the transient kinetics of D3A either solutions made with two different solvents 
(DMSO and CF) or solid thin films with different morphology made by drop casting, spin casting 
and the LB-technique were used.  
 
 
Figure 31 Comparison of the transient absorption spectra of D3A in CF and DMSO. DAS are shown in the left column, 
spectral traces in the middle column, while the kinetic traces are shown in the right column. The excitation of CF 
solutions was done with 530 nm for the upper and 404 nm for the lower row, while the data for DMSO excited at 
404 nm is shown in the lower pannel. 
Pumping the lowest energy transition at 530 nm, we get the transient kinetics and spectral 
traces shown in upper row of Figure 31, corresponding most probably to the S0 to S1 monomer 
transition, we find a build-up of excited-state absorption around 650 nm and above the 
detectable wavelength range. From the TA-spectra measured at an excitation wavelength of 
404 nm shown in in the middle row of Figure 31, it can be concluded, that the ESA signals above 
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the measurable range are located roughly at 730 nm. The same conclusion can be made by 
taking a look onto the fs-TA data measured on the second batch of D3A shown in Figure A 17 in 
the appendix and in the DAS of the measurements of the new batch D3A shown in Figure 33. 
The build-up of the ESA at 695 nm is done within ten ps and can be assigned to the 
hypsochromic shift of this 730 nm ESA that happens upon vibrational cooling.185 In addition, 
there is a GSB centered round 530 nm, which is not clearly visible since the signal is overlapped 
by scattered excitation light. The GSB and the excited-state absorption decay to the ground state 
with a time constant of roughly 70 ps, which was obtained by the multi-exponential fit routine.  
Exciting at 404 nm, which is right in-between the S1 to S2 and the first dimeric transition, D3A in 
CF behaves differently in comparison to the case where only the monomeric S1 state is excited. 
The spectral traces can be seen in the lower left panel in Figure 31. A decrease in signal to noise 
ratio caused by an overall lower signal, as compared to the measurement at λex=530 nm, can be 
observed. Despite this an increase in the available spectral probe range was found due to the 
implementation of a CaF2 white light and the implementation of a short pass filter cutting out 
residual intensity of the fundamental laser light. Furthermore some changes in the spectral form 
can be identified:  the ESA peak centered at around 650 nm can be clearly seen in the 
measurement using λex =404 nm in contrast to the first measurement using λex =530 nm. For the 
peak centered at round about 730 nm, we can see an interesting kinetic (See lower right panel in 
Figure 31). During the first ps this peak decays fast, while it is increasing in intensity from 1 ps 
until approx. 10 ps. Within the same timeframe the peak at 730 nm shifts to the blue by approx. 
15 nm, as found by the peak fitting program. The fit results are shown in. This peak shift can be 
assigned to a vibrational cooling or the planarization of the molecule as found for oligo-
thiophene molecules.186 Afterwards the ESA signal at 730 nm decays to zero within approx. 
200 ps. Using the DAS spectra (see Figure 33) obtained by the multi-exponential fit routine gave 
a time constant of approx. 70 ps, like in the experiment using 530 nm excitation wavelength. 
Taking into account that the TA data of the 530 nm excitation experiment have a reduced 
spectral range, the remaining transient kinetics are almost identical. Hence, the transient 
kinetics does not give any evidence, why the fluorescence quantum yields are that much 
different upon using 405 nm and 532 nm as excitation wavelength. In general the overall decay 
times of the excited state are fairly short and do not change significantly upon changing the 
excitation wavelength. Hence, the further investigation of the transient kinetics of D3A in 
solution and in thin films will only be discussed for the excitation wavelength of 404 nm.  
The TA spectra of D3A pumped at 404 nm in DMSO in comparison to the kinetics measured in CF 
are shown in the lower row of Figure 31. The spectral features taken from the spectral traces are 
a GSB centered at 490 nm and an ESA at 650 nm, which shifts to the blue within the first ten ps. 
By using the Labview fit software to describe this peak we get the kinetic of the peak position 
which is shown in Figure 32. Here we see that the peak shift is completed after approx. one ps. 
The later can be attributed to cooling of the first exited state. Furthermore, there is either a dip 
at approx. 720 nm or a second ESA peak above the spectral window of the used setup. A dip 
would perfectly fit to the emission peak in DMSO which is centered at approx. 710 nm. The 
kinetics can be divided into three different parts. The first 10 to 20 ps show only slightly changes 
in the GSB and ESA spectral regions. Hence while the cooling process occurs the recombination 
to the ground state is somehow hindered. Right after the cooling in the delay time range of 20 to 
approx. 100 ps the GSB and ESA decay has a steeper slope. This indicates a second process of 
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recombination starting once the relaxed most probably S1 state is reached. For delay times 
above 100 ps the signal is again nearly constant with low signal strength until the maximum 
delay measurable with the given setup. Hence we have one long living state where only very few 
exited molecules end up. The results of the fit procedure gave time constants of 12, 65 and 
600 ps plus an infinity component. In this manner the simple use of decay associated spectra 
(DAS) might not be the best choice, since the multi-exponential fitting routine is not very well 
suited to describe shifts of spectral features.  
 
Figure 32 Position of the longest wavelength peak in the fs-TA data measured for D3A in either CF or DMSO and fitted 
by the Labview fit program. The left panel show the fit results on a linear timescale, while the right one is plotted on a 
logarithmic scaling. The pump wavelength of the data was 404 nm in each case.  
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Figure 33 DAS of D3A in CF (left) and DMSO (right). The upper row represents the data for pumping at 404 nm and the 
lower row shows the data for a pump wavelength of 530 nm. The rather short time constants of 1 to 10 ps somehow 
represent vibrational cooling and structural re-organizations of the molecules in the excited state. These DAS are hard 
to be interpreted since, in this case, they have to represent the shifts in the ESA signals. These shifts are generally not 
well described by the multi-exponential fit with DAS.  
The following time constants were not determined from the DAS, but by a simple estimation of 
the delay times between the reached maximum of the ESA peak at 650 nm (DMSO) and 730 nm 
(CF) and the decay to 1/e of this maximum. To simplify the data interpretation, the decay of the 
first ESA peak will be used for comparison of the effect of solvent and morphology in thin films 
for the following datasets. This gives a mean recombination time of the given excited states and 
allows using one number to compare the deactivation of the excited state in all solvents and 
solid state morphologies. This is especially useful, because in the solution case we have several 
processes like peak shifts and overlapping signals, which both are hard to handle by the fitting 
procedures used to calculate the DAS. Despite the decay of the signals, we see from the fit of the 
peak position, drawn in Figure 32 that the cooling process is much fast in DMSO in comparison 
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to CF: While the shift of the NIR peak is done within less than 1 ps in DMSO the peak shift in CF 
occurs within approx. 3 ps. The peak shifts by 100 cm-1 and 720 cm-1, for CF and DMSO, 
respectively. Hence, in the more polar DMSO the polar ground and even more polar excited 
state is energetically better stabilized in comparison to the less polar CF. This indicates an 
energetically lowered excited state and hence an increased energy difference to the higher 
excited states. The faster cooling in DMSO can also be explained by the lower solvent dephasing 
times in comparison to CF as it was already published for Coumarin 153.187  
 
Figure 34 Schematic graph of the potential surfaces of D3A in either CF and DMSO drawn in comparison to Scheme 5 
in the work of Ishow et al.188 On the x-axis the reaction coordinate and on the y-axis the energy is drawn. The 
potential surfaces of the S0 and S1 states are simplified as parabolas having a different equilibrium displacement and 
energy for CF and DMSO, respectively.  
The enhanced recombination, which seems to be counterintuitive for a more stabilized excited 
state, can be explained by an increased geometrical reorganization in the more polar DMSO as it 
is shown in Figure 34. This leads to a bigger displacement of the relaxed S1 potential surface 
giving a much lower S1/S0 energy gap and potentially potential surfaces in very close proximity. 
This facilitates a fast internal conversion from S1 to S0 and hence a faster recombination.188 
Comparing these time constants of the recombination between 10 and 100 ps we find that the 
recombination of D3A in DMSO is faster (40 ps) than in CF (85 ps). This is in line with the lower 
fluorescence quantum yield in DMSO in comparison to CF. Furthermore, in the more polar 
DMSO the recombination is faster, which is very common for molecules were the final excited 
state has a strong ICT character.188, 189  
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 Transient Kinetics in Thin Solid Films Made of D3A with Different Morphology 
Changing from the solution to a fairly disordered thin film morphology obtained by simple drop 
casting (DC) we find significant differences between the TA spectra of the solutions and of the 
DC-films shown in Figure 35. In contrast to the solution TA-data, the data obtained for the DC 
film, shown in Figure 35, no peak shifts are observed. Furthermore, the kinetics shows a 
monotonously decreasing signal. The ground state bleach for the lowest energy S0 to S1 
transition is only visible as dip at around 570 nm. This is due to the superposition of a much 
stronger ESA ranging from 450 to above 770 nm giving a positive signal with the weaker negative 
signal of the GSB. To analyze the kinetic traces in more detail, DAS were calculated using the 
multi-exponential fit routine. The fit giving the DAS are not disturbed by significant peak shifts in 
case of the DC-films, in contrast to the solution cases. The DAS are shown in the middle panel of 
Figure 35. This fit gives decay time constants of 2, 22 and 260 ps plus an infinity component. The 
1/e value determined at 750 nm, representing a median decay time constant, is 52 ps. Hence the 
recombination at early times is more efficient than in the CF solution, but less efficient than in 
DMSO. Furthermore, there is an infinity component, which was not found for either of the 
solution measurements. These long living ESA indicates the population of a state which is very 
stable. As long living states triplet states are candidates. The spectral signatures of these are 
often found right below the band gap, as it was observed for different merocyanine dyes.190, 191 
Because no evidence for the formation of a long living triplet state was found in the solution 
experiments, this explanation seems to be less probable. Hence, intermolecular states should be 
taken into account, which is somehow self-evident for molecules packed in a solid-state film. 
Delocalized excitonic or charge separated states are very common in solid state films of e.g. 
different thiophene dyes.186 These states are also known to be relatively long living with lifetimes 
ranging up to the µs time regime. 186, 192 Also their kinetics should strongly depend on the 
intermolecular arrangement, which will be discussed in detail in comparison with the thin films 
made by LB-technique and spin casting (SC). 
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Figure 35 Comparison of the transient absorption spectra of D3A thin films. The DAS are shown in the left column, 
spectral traces in the middle column and the kinetic traces are shown in the right column. The samples were either LB-
films transferred at 25mN/m (top row), drop casted (middle row) or spin casted (lower row). For the LB- and SC film 
smoothed lines are drawn as a guide to the eye, while the raw data are shown slightly opaque. The excitation was 
done with 404 nm. 
Spin casted film show a different morphology in contrast to the drop casted ones, which was 
already shown exemplarily for D4A by AFM images in the previous Chapter. The major 
difference in the film formation is that in case of SC films the film formation and solvent 
evaporation are usually very fast. This leads to SC-morphologies that are far from 
thermodynamic equilibrium.27, 193 The TA spectra of the SC-films show significant differences to 
the DC ones. Firstly, the signal-to-noise ratio is worse due to the low optical density as seen in 
the spectral trace in Figure 35.  
The differences in the spectral features in comparison to the DC-films are the more visible GSB 
around 550 nm that is, at least less, masked by an ESA feature. Furthermore, we see similar ESA 
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signals around 480 and above 620 nm. The kinetics derived by the DAS reveals decay time 
constants of 2, 20 and 360 ps plus a long living infinity component. The 1/e time delay was 
determined at 720 nm to approx. 100 ps. Hence, the, in comparison to the DC –films more 
disordered, SC -film shows similar early stage process time constants. The slower processes 
above 100 ps shows a longer delay time. In comparison to the DC film the delay time is increased 
from 260 to 360 ps.  
For the most ordered thin films made by the LB-technique and transferred at a surface pressure 
of 25 mN/m the kinetics and spectral traces are shown in Figure 35. Despite the low optical 
density of the used sample, we could get fairly enough signal to fit the data using a mono-
exponential decay kinetics with a very short time constant of 11 ps and 1/e delay time of 6ps. 
Hence, this film with a high degree of order has the most efficient and fast excited state 
deactivation channel. The estimated decay times are in comparison with the more disordered 
SC- and DC- thin films and also with the molecules in solution at least one order of magnitude 
shorter. This very fast recombination is indeed the reason for the not measurable fluorescence 
and will also lead to reduced solar cell performance in DSSCs.  
Comparing the 1/e values for solution and thin films we found the trend illustrated in Table 3. In 
solution we find that the decay time constants decrease by using the more polar DMSO in 
comparison to CF, when pumping the energetically lowest excited state (S1). This acceleration of 
S1 deactivation upon increased solvent polarity implies a polar nature of the S1 state, as already 
discussed in Chapter 3. This was concluded from the charge difference densities obtained by the 
TD-DFT calculations, which also show a strong ICT character of the first bright excitation (see 
Figure 11). This means that we observe an internal charge transfer (ICT) state as final excited 
state and no long living triplet state.189 This also fits to the charge difference densities obtained 
by the TD-DFT calculations, which also show a strong ICT character of the first bright excitation 
(see Figure 11). For the solid state films with different intermolecular orientation and degree of 
ordering it was found that for samples with a somehow amorphous character (SC and DC films) a 
long living, most probably intermolecular charge separated, state was formed. Furthermore, the 
recombination rate is increased, when the molecules have more time for film formation and 
hence getting closer to a thermodynamically favorable, more crystalline structure. At even 
higher molecular order, as induced in the LB-technique, a drastically increased deactivation rate 
is obtained and the intermolecular charge separated long living state could not be observed 
anymore. Hence, a parallel orientation, which should be promoted by the LB technique, is not 
able to stabilize a charge separated state. Because a very similar intermolecular orientation will 
usually be found by sensitizing TiOx in DSSCs the increased recombination rate will decrease the 
device performance. Hence, for this molecule the use of aggregation inhibitors is strongly 
recommended and will, as shown by Menzel et al.,71 increase efficiency of DSSCs made by D3A 
by a reduced recombination rate.  
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Table 3 Decay time constants for the NIR peak around 700 nm for D3A in solution and different thin films pumped at 
404 nm. The time constants were determined by using the time were the ESA peak decays to 1/e of the maximum 
value. 
Sample from D3A CF solution DMSO 
solution 
SC thin 
film 
DC thin film LB thin 
film 
1
e
 delay time (ps) 85 40 100 52 6 
 Transient Kinetics of D4A 
The longest molecule, investigated in this work D4A, dissolved in CF, shows distinctly different 
behavior when pumped at one of the two lowest energy transition at around λex =530 nm and 
λex =404 nm, respectively. The transient kinetics and spectral traces of the transient absorption 
measured with a pump wavelength of 530 nm in CF are shown in Figure 36. Using 530 nm as 
pump wavelength the lowest energy transition is excited, which is most likely the monomeric S0 
to S1 transition. Here the ground-state bleach (GSB) is found to be centered at 550 nm. 
Furthermore, an unstructured excited-state absorption ranging from 600 nm to above 700 nm 
could be seen in the same measurements. The ESA has a build-up time-constant of around 4 ps 
and a decay time of 140 ps. This seems to be very similar to the findings for D3A in CF pumped at 
530 nm. In the case of D3A also a build-up of an ESA that was done within a few ps was 
observed. Afterwards this ESA decays to the ground state with a time constant of approx. 70 ps, 
which is shorter than in the case of D4A. The build-up of the ESA seen for D4A in CF is a 
combination of the vibrational cooling of an ESA peak centered right outside the observation 
window plus and stimulated emission centered at round about 600 nm. The first can be seen in 
the TA data shown for an excitation wavelength of 404 nm in Figure 37. The last can be 
concluded from the negative signals in the spectral region red shifted to the steady state 
absorption peak at very early times, which cannot be assigned to the longer living GSB. This can 
be attributed to a stimulated emission which decays within one ps. Furthermore, the signal is 
blue shifted in comparison to the normal steady state emission, hence we can clearly assign this 
to stimulated emission.  
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Figure 36 Spectral and kinetic traces of D4A in CF excited at 530 nm. The negative molar 
extinction coefficient is plotted in grey. 
 
 
Figure 37 Transient absorption spectra of D4A in CF. Spectral traces are shown in the left panel while the kinetic traces 
are shown in the right panel. The excitation was done with 404 nm. 
By exciting near the second absorption peak at 404 nm, which can be attributed to the dimeric 
transition, as discussed in Chapter 3, fairly different transient absorption features can be 
observed in comparison to the TA data observed for the pump wavelength of 530 nm. The 
kinetic and spectral traces of the measurement using 404 nm as excitation wavelength can be 
found in Figure 37. In general the here observed transient data have shown to be far away from 
a straight forward interpretation.  
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Here we see an ESA peak centered at 575nm, which decays within the first 5ps. This decay was 
fitted using a mono-exponential decay with time constant of 2.4 ps. This can either be the S2 
*pipi  state which is fast depopulated by an internal conversion to the S1 ICT state. The other 
possibility would be a state localized on a dimer, which is then depopulated to the monomeric S1 
ICT state. For both processes the time constant of 2.4 ps is in the range observed for other 
triphenylamin dyes shown e.g. by Ishow et al.188 This assignment can be further supported by 
taking into account the fs-TA spectra of the photo aggregated solution of D4A shown in Figure 
30. Here the GSB of the monomer is very weak, while that of the photo dimer dominates. The 
short lived component centered at 575nm was shown to be the most prominent ESA feature of 
the photo dimer.  
Within the decay time of this peak a shoulder is build up at 650 nm and the ESA peak at 750 nm 
shifts to the blue. The peak shift of the ESA at 750 nm can be assigned to a cooling process. This 
shift was specified by using the Labview fitting program and the results are shown in Figure 38. 
Here we see that the peak shift assigned to the cooling takes approx. 8 ps in CF. The overall shift 
is larger in comparison to D3A with approx. 560 cm-1. Also the time needed for shifting and 
hence cooling is much larger for D4A with 8 ps in comparison to 3 ps for the D3A case. This 
indicates a more stable ICT state for D4A, which shows a higher structural reorganization in 
comparison to the very similar D3A. 
The 1/e delay time for the decay at 730 nm is approx. 400 ps. This decay time is rather large in 
comparison to the 85 ps determined for D3A in CF. Furthermore, 400 ps is very close to time 
constant found in the transient emission measurement for D4A shown in Figure A 14. Hence, the 
final state from where the recombination to the ground state occurs is also the fluorescing state. 
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Figure 38 Peak position of the NIR fs-TA peak of D4A in CF and DMSO by using an excitation wavelength of 404 nm.  
Hence, we have a GSB from different states with weak electronic coupling. This was also 
concluded from the difference in the fluorescence quantum yield shown in Figure 28 and can be 
attributed to the model, that the absorption peak at 400 nm is more likely a feature of dimer or 
higher aggregates, rather than the S0 to S2 transition. This is also explaining the completely 
different data of the transient kinetics and fluorescence obtained for the different excitation 
wavelength used. 
 
Figure 39 Transient absorption spectra of D4A in DMSO. The spectral traces are shown in the left panel while the 
kinetic traces are shown in the right panel. The excitation was done with 404 nm. 
To get a deeper insight into the processes and to further determine the character of the states 
involved, we used the more polar solvent DMSO, like it was already done for D3A. By using the 
more polar DMSO and pumping at 404 nm, we excite the dimer or S2 peak, which is DMSO only 
visible as a shoulder, as it can be seen in the grey area in the left panel of Figure 39, which 
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represents the absorbance of the used solution. The TA spectra reveal a very much different 
kinetic in comparison to the experiments in CF. The GSB does not completely correspond to the 
steady state absorption, because the shoulder at 400 nm is clearly visible as peak at very early 
delay times and vanishes within approx. 30 ps. The kinetics of this peak represented by the 
wavelength of 380 nm and that of the S0 to S1 transition represented by 470 nm reveal that the 
dimer state is monotonously depopulated over the whole available delay times, while the GSB 
corresponding to the S1 is populated between one and 100 ps.  
The ESA peak at 575 nm has a very different kinetic in comparison to that in the CF solution. 
Here the decay is fast for the first approx. 10 ps, but then the peak shows a much slower decay 
until the maximum delay time, where still some signal is left. Hence it seems that we have a 
state, which is only a short lived intermediate in less polar solvents like CF, which is stabilized by 
the more polar solvent DMSO. The cooling process in DMSO, indicated by the shift of the ESA 
peak above 700 nm, has a fairly different kinetic. At delay times smaller than one ps it is faster 
and for delay times above that it shows a kinetic similar to the measurement in CF. Furthermore 
the total energy shift of this peak is much higher. It is approx. 1800 cm-1 for DMSO in comparison 
to 560 cm-1 for CF. This means that D4A has a larger structural reorganization and most probably 
solvent shell reorganization, in contrast to D3A, to stabilize the highly polar excited state, found 
by the TD-DFT calculation ins Chapter 1.95  
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Figure 40 DAS of D4A in either CF (top) or DMSO (bottom) pumped at 404 nm. The high number 
of needed exponential curves to fit the data is mainly caused by peak shifts, which are fairly 
improper represented by the multi-exponential decay fit. 
Using the DAS obtained by the multi-exponential fit procedure, shown in Figure 38, for 
interpretation is in this case not rational, due to the large shifts in the ESA peaks. This is 
especially obvious in the case of D4A in DMSO as illustrated in the lower panel of Figure 38, 
where six components were necessary to fully describe the measured data. The data obtained 
for the CF solution still need four components to be fitted. Hence, the interpretation of the 
transient absorption data of D4A in solution could not be merged into a conclusive model. This 
might be caused by the fairly difficult ultrafast processes occurring between single molecules 
and aggregates addressed by pumping at 404 nm. What can be concluded from the TA data of 
D4A in CF is that the complete decay to the ground state via the fluorescing final excited state is 
found by exciting the monomer S0 to S1 transition at 530 nm. By exciting the aggregate peak at 
404 nm one always ends up in a long living state with intermediate states, which are fairly hard 
to be interpreted from the TA data. Comparing the solution transient absorption data obtained 
for D4A in DMSO, CF and photo aggregated D4A in CF the ESA signal centered at approx. 575 nm 
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can hardly be understood. What is obvious from the data is that the state correlated to this 
signature is a very short lived intermediate state. This state is depopulated within approx. 1.5, 
2.4 and 3 ps for CF, DMSO and photo-aggregated D4A in CF, respectively. These time constants 
are extrapolated from the DAS in Figure 45. The depopulation seems to go to a long living state 
represented by a broad ESA feature centered at round about 650 nm. In case of the solution in 
DMSO and also slightly for the fresh CF solution there is a slight increase or a reduced 
depopulation of the single molecules S0 to S1 GSB signal at approx. 500 nm. This is more visible in 
the kinetic trace at 470 nm in DMSO (See Figure 39) and the kinetic trace at 500 nm in CF (See 
Figure 37). This transfer of energy from the unknown, most probably dimeric, state to the 
normal single molecule GSB is somehow only possible for molecules and photo dimers in close 
proximity. By going beyond (photo) aggregates in solution towards molecules densely packed 
into thin films by e.g. drop casting we suppose to see very different features in our transient 
absorption data, which was also seen for the shorter molecule D3A. 
 Transient Absorption of Thin Films made of D4A 
As first step the strongly disordered thin films made by drop casting (DC) are under investigation. 
Here we do not have one distinct type of intermolecular arrangement, but a rather diverse 
morphology. This can be seen by the only slightly suppressed S0 to S1 transition in comparison to 
the solution case.  
t  
Figure 41 Transient absorption spectra of D4A drop casted films. The spectral traces are shown in the left panel while 
the kinetic traces are shown in the right panel. The excitation was done with 404 nm. 
The TA spectra of the drop cast film reveals for the excitation at 530 nm only a mono-
exponential decay with a time constant of 29 ps plus an additional infinity component shown in 
the DAS in Figure 44 The kinetics and spectral traces are shown in the appendix. By exciting the 
dimer at 404 nm, we found a significant different behavior illustrated in Figure 41. There is a 
negative signal below 430 nm, which fits to the dimeric absorption peak at round about 400nm 
and can hence, can be assigned to the GSB. Interestingly a GSB from the monomeric transition at 
around 500nm is not visible and the GSB is rather constant over within the timeframe of the 
experiment. Furthermore, there are three ESA peaks at 475, 575 and 700 nm. The peak at 
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475 nm corresponds to an ESA, which is build up within 1 ps. Afterwards this ESA decays to zero 
within approx. 50 ps with a 1/e delay time of 8 ps. The ESA peak at 575 nm shows no build up 
and decays slower than the ESA at 475nm. Since this feature is part of the fitted DAS 
corresponding to the time constants of 0.2, 1.4, 14 and 206 ps, shown in Figure 44, one could 
only state that parts of the signal are fairly long living, while 1/e decay time is rather slow with 
approx. 5 ps. The peak at 700 nm corresponds to the longest living species and has a1/e delay 
time of approx. 10 ps. Overall the kinetic traces reveal that we have several processes with fairly 
different time constants, which can be derived from the kinetic traces on the right panel of 
Figure 45, which do not show different regions with rather linear regions. For fitting the data 
four time constants and an infinity component were needed. The time constants gained are 0.2, 
1.4, 14 and 206 ps and the DAS spectra are shown in Figure 44. The need for this high number of 
components might be caused by the highly diverse energetically landscape. The difference of the 
kinetics upon changing the excitation wavelength from 530 nm to 404 nm of the very 
amorphous DC-film reveals that there is a weak electronic coupling between the states that are 
populated. E.g., in the DC-film we do not observe a GSB signal from the monomer if we excite at 
the dimer transition and vice versa, which is fairly different from the transient data measured in 
solution. This is very much different from the behavior found for D4A dissolved in either CF or 
DMSO. In the DC-film we do not observe a GSB signal from the monomer if we excite at the 
dimer transition and vice versa, which means that we most probably start from different regions 
having not the same ground state.  
The highly ordered Langmuir-Blodgett (LB) film made of D4A has been deposited at a very high 
surface pressure of 40 mN/m. It shows distinctly different behavior in TA-measurements 
depending on whether the aggregate main-absorption (Exc. 404 nm see Figure 43) or the 
suppressed monomeric transition (Exc. 530 nm see Figure 42) is pumped. Pumping the 
suppressed monomer peak at approx. 520 nm, we found a broad GSB similar to the monomeric 
transition and the blue tail of an ESA which starts right at the edge of the spectral range and is 
similar to the ESA of the DC film. The DAS shows a bi-exponential decay with time constants of 
1.4 and 20 ps. Hence the recombination is much more efficient as compared to solution and 
drop cast films.  
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Figure 42 Transient absorption spectra of a D4A LB-film transferred at 40 mN/m. The spectral traces are shown in the 
left panel while the kinetic traces are shown in the right panel. The excitation was done with 530 nm. 
Pumping the aggregate transition at 404 nm we got a complete different picture than by using 
λex =530 nm . As shown in Figure 43, we see the tail of the GSB of the transition centered at 
400nm, but no GSB signal at the monomeric transition, which was found for the experiment with 
λex =530 nm. The ESA is dominated by a peak at approx. 500 nm and a broad structure that 
extends from 550nm to the end of the spectral window of the given experiment. The transient 
absorption data could be fitted by using two components having time constants of 4.3 and 170 
ps. The corresponding DAS can be found in Figure 44. Comparing the time constants with those 
determined for a pump wavelength of 530nm, we find an increase of a factor 4 to 10. Hence, the 
recombination is still fast, but the recombination of the here pumped dimer state has a different 
pathway.  
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Figure 43 Transient absorption spectra of a D4A LB-film transferred at 40 mN/m. The spectral traces are shown in the 
left panel while the kinetic traces are shown in the right panel. The excitation was done with 404 nm. 
The fs-transient absorption measurements reveal several differences in the kinetics of the dyes 
when dissolved in CF or DMSO as compared to thin films. Surprisingly, we also found the 
transient behavior to change drastically upon a change of the pump wavelength. This indicates 
that the electronic transitions are either localized on spatially separated units or that they are 
electronically decoupled due to forbidden transitions between the excited states176. This 
conclusion can also be drawn from the differences in fluorescence quantum efficiencies shown 
in Figure 28, because for all molecules investigated in this study the deactivation time-constants 
reduce from solutions to thin films. In more detail, this observation means that molecules in 
close proximity to each other, i.e., aggregates in thin films, exhibit faster recombination channels 
for non-radiative deactivation than molecules that are far apart from each other, i.e., solutions 
of low concentration. 
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Figure 44 DAS of D4A of a drop cast film (top) and a LB- film (bottom). The absorption of the respective sample is 
shaded in grey. In case of the highly compressed LB-film the CF-solution absorbance is plotted in light red to visualize 
the position of the suppressed S0 to S1 transition. 
 
 Discussion 
For different merocyanine dyes, it has been reported that excited-state absorption around 
700nm can be assigned to the formation of different triplet states that are usually located right 
below the bandgap.190, 191 The fast build-up time of about 2 ps for D4A and D3A corresponds to 
what has been reported by Lenz et al190 and, hence, might be due to fast intersystem crossing in 
the presence of sulfur.194 This explanation is contradicted by our measurements, which show a 
build-up time smaller than 200 fs in thin films, i.e., the time-resolution of our setup. 
Furthermore, we were not able to determine phosphorescence in time dependent emission 
experiments. By exciting at the S0 to S1 transition we were also not able to measure any long 
living state, which could be assigned to a triplet state. Thus, the formation of triplet states is 
unlikely. A more likely explanation for fast the build-up is a planarization of the first excited state 
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geometry. Time constants as low as 5ps for the planarization process have been reported by 
Lanzani et al.186 for oligothiophenes in solution.  
Table 4 Decay time constants for the NIR peak around 700nm for D4A in solution and different thin films pumped at 
404nm. The time constants were determined by using the time were the ESA peak decays to 1/e of the maximum 
value. 
Sample from D4A CF 
solution 
DMSO 
solution 
SC thin film LB thin film 
1
e
.delay time 
(ps) 
400 7 10 7 
 
The ESA peak at roughly 730 nm might be attributed to the positively charged triphenylamine 
moiety of the molecule. The spectral position and shape is in good agreement with a work from 
Roland et al.195 Since the molecule has a relatively long π-electron bridge and a strong charge 
transfer character for the lowest transition, it is likely to see similar signatures as found for the 
positively charged donor moiety right after photoexcitation. This signature of the charged 
triphenylamine moiety would also explain the very fast build-up of this ESA feature, which takes 
approx. 300 fs. Furthermore, the reduced lifetime by changing from CF to the more polar DMSO 
is very common for strongly charge separated (ICT) states189. Furthermore, signals in the 700 nm 
region are also found for the cation of very similar DSSC dyes101 and in the ESA spectrum of other 
triphenylamine containing molecules196.  
In the solution we could generally see that D4A has always an infinity component with a lifetime 
of more than 2 ns, while D3A is completely relaxes to the ground state within less than 2 ns. This 
difference might be caused by the longer π- bridge which allows a more stable intramolecular 
charge separated state (ICT) for D4A in comparison to D3A. Another possible explanation is the 
formation of dimeric intermolecular charge separated states, which finally lead to photo-dimers 
already described in Chapter 3. This would also explain the higher rate of photo-dimerization of 
D4A in comparison to D3A, which should be facilitated by the longer lifetime of the 
intermolecular charge separated state.  
Changing the intermolecular arrangement of D3A in solid state films we find that with increased 
ordering or aggregation, in this case from spin coated to highly ordered LB-Films, the creation of 
very efficient and fast recombination channels to the ground state. Especially for the parallel 
inter-molecular arrangement obtained from the LB-technique a very fast recombination was 
found. This conformation is very similar to the conformation one would assume for dyes and 
dye-aggregates attached to the TiOx of DSSCs. Hence the recombination of the pristine dye on 
the electron accepting oxide will drastically be increased with increased density of molecules.  
For D4A the deactivation is also faster with increased aggregation, but it seems that the 
recombination has a different pathway, which includes the dimeric state that absorbs at approx. 
400 nm. Additional sample series, which includes LB-films transferred at different surface 
pressures with tuned aggregation, were prepared several times, but it turned out that it was 
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impossible to get a decent TA signal from most of the measured LB-films. This clearly is due to 
the very low optical density of approx. 0.03 or less for LB-films.  
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The supramolecular structure essentially determines properties and function of organic solar 
cells and other organic optoelectronic devices. Aggregation in organic bulk heterojunction (BHJ) 
solar cells is usually beneficial and a lack of aggregation is one of the main factors limiting the 
efficiency.170, 197-201 In contrast to BHJ solar cells, aggregation in dye sensitized solar cells (DSSCs) 
usually reduces the efficiency.31, 32 The research on morphology and aggregate structure of 
molecules used in BHJ solar cells is here just briefly mentioned, due to the numerous articles 
published on this topic.6, 157, 162, 202-205 By a simple search for “morphology” and the most 
investigated polymer used in BHJ solar cells, which is “P3HT”, more than 2700 papers can be 
found via the “web of knowledge”. In the field of DSSCs, the research on aggregates and 
intermolecular structures is much less developed. The focus here is set on a possible decrease of 
the efficiency of DSSCs by aggregation of the dyes41, 206, 207 and how it could be prevented by 
different aggregation inhibitors35, 37, 57. To enhance the knowledge about aggregation of dyes and 
their effect on electro optical parameters, it is very useful to have a model system of similar 
molecules, which can be forced into different intermolecular arrangements in thin films. With 
these model systems, it is possible to investigate the influence of different aggregate structures 
on the optical absorption, emission and recombination kinetics. Another point that turned out to 
be crucial is, that especially dipolar molecules tend to build dimers, micelles etc. in solution. 
Furthermore, it turned out that the dimerization can be enhanced by the illumination with 
light.95  
For investigating the influence of different aggregate structures, the structure of the aggregates 
should be varied in a controllable manner. This tuning can either be done by changing process 
parameters at film formation27, 76 or by changing side groups of the molecules173 as established in 
tuning morphologies of BHJ solar cells. All these parameter changes will facilitate the formation 
of aggregate structures, which are formed by getting the molecules into different arrangements 
by e.g. spin coating and post-annealing. This will result in mixed local aggregate structures, 
which are made of highly crystalline parts and more amorphous regions.6, 158, 208 
As a complementary technique to drop and spin casting the Langmuir-Blodgett (LB) technique60 
was applied here to get model systems made of thin films with tunable supramolecular 
structure. The LB technique itself has the advantage of controlling the intermolecular 
arrangement at the transfer from the water surface to the solid state substrate. The LB-
technique is predestined for the use of amphiphilic molecules. As most of the organic dyes used 
in DSSCs already feature this amphiphilicity due to the hydrophilic acid group needed for binding 
to the TiOx and a usually hydrophobic chromophore. Molecules of this class are promising 
candidates for the use in the LB-technique. Therefore, two different DSSC dyes synthesized by 
Menzel et al.71 were used. Additionally, a very similar DSSC dye with a shorter chromophore 
from the Würthner group was investigated. All dyes have a common donor-π-bridge-acceptor 
design.43 The difference in the π-bridge length and nature allows investigating the influence of 
the π-bridge length on the aggregation and their effect on the optical and electronical 
properties. The effect of aggregation of DSSC relevant dyes, like that one used here, was 
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investigated mainly by focusing on the effect of aggregation on DSSC device performance like it 
was done for H-aggregates made of Merocyanine 540.209 Similar experiments were made for the 
here used thiazole-containing dyes by comparing only the device efficiency with and without 
using an aggregation inhibitor.71 A detailed analysis of the structure of aggregates made of DSSC 
relevant dyes in thin films and attached on TiOx is still missing.  
In this thesis the effect of aggregate structures is investigated, firstly the optical properties of 
single molecules in solution had to be determined, as reference. Here, the extinction coefficient 
and fluorescence were the major observables. It turned out that in most of the used solvents, 
like THF and chloroform, the extinction coefficient depends on the concentration of the 
molecules. This indicates the presence of aggregates in solution for concentrations in the range 
of 10 mM.44, 95 In the literature mainly two types of aggregates are described, namely H- and J-
aggregates.44, 47 While J-aggregates show a very narrow red shifted absorption, H-aggregates 
have a blue shifted absorption in comparison to the monomeric transition.210 For the here 
investigated molecules only a decrease in the absorption of the monomeric peak was found, 
while the increase of the aggregate peak is much weaker. The increase in aggregate absorption 
is usually more pronounced in the literature.49, 129, 139 The formation of different aggregates is 
always determined by the structure of the given molecule. This means that e.g. different very 
flat molecules usually tend to build aggregates in solution due to ππ-stacking or dipol-dipol 
interaction. As example the molecule class of cyanine dyes, squarines, porphyrines or perylenes 
can efficiently form aggregates, depending on the functionalization, that was applied to facilitate 
the formation of aggregates. 44 But the aggregation of DSSC relevant dyes already in solution was 
not found to be investigated in detail.  
To get a deeper understanding of the altered optical transitions we used TD-DFT calculations to 
determine the nature of the optical excitations. For all used molecules the lowest energy S0 to S1 
transition has a strong intra-molecular charge transfer character. Also elongation of the π-bridge 
is promoting a higher degree of charge transfer character.  
Despite the change of the extinction coefficient by an increased concentration in solutions, we 
found that illumination of the samples with light alters the spectra upon irradiation in a very 
similar, but more efficient way. To quantify the changes upon illumination, a Labview software 
to automatically measure illumination dependent-UV-vis absorption spectra was programmed 
from scratch. This enables the data acquisition with constant illumination times and large 
illumination time dependent absorbance data sets to enhance the reproducibility. The change of 
the spectra in general might have two possible origins: light driven aggregation or degradation of 
the used molecules. Photo-aggregation and the closely related photo-dimerization are a rarely 
investigated process. While photo-aggregation upon the creation of J- and H-aggregates has 
been found for a merocyanine dye by Petrenko et al.58 and Chibisov et al.152, 211. The formation of 
photo-dimers by creating new covalent bindings has been demonstrated for different dyes, 
especially if they have been forced into close proximity before starting the photoreaction.59 
Photodegradation has also to be taking into account, because it was already observed for 
different merocyanine dyes, having an elongated poly-methine bridge.212 But for molecules that 
are more similar to the here used dyes no detailed study on either photo-aggregation, 
dimerization or degradation was found.  
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In this thesis the discrimination of both models turned out to be challenging, especially if the 
amount of available material is limited. First, model kinetics of 1st and 2nd order were fitted to 
the illumination-time –dependent absorption spectra to test for degradation that should happen 
according 1st order kinetics. While the reaction to dimers containing two molecules should show 
2nd order kinetics. An investigation of the linearization of the 1st order kinetic, which does not 
give a straight line, makes the explanation of simple degradation of the molecules less probable. 
Also the linearization of the 2nd order kinetics model does not give a straight line, hence this 
simple model of dimerization does also not explain our data. Since a step growth model was 
already applied for similar photo aggregation processes58, this model was fitted to the data. The 
fit shows an excellent reproduction of the experimental data. By varying the concentration we 
found that the photo-driven process is much faster with a higher concentration. This behavior 
could be assumed for a photo-driven aggregation or any other reaction needing more than one 
molecule to occur, but not for a simple disassembly of the molecules. Despite the simple use of 
the absorbance of one wavelength to determine the concentration and kinetics the 2D-matrix of 
absorbance over wavelength and illumination was put into a singular value decomposition (SVD) 
analysis. This analysis yields the significant spectral components of the change of the absorbance 
and the kinetics of the respective component.94 This analysis gives basically three significant 
components (C1, C2 and C3), where the first one resembles the constant final spectra, the 
second one the main changes during the illumination and the third one gives some early time 
intermediate with low impact at the beginning of the experiment and no impact for larger 
illumination times. Hence the kinetic of C2 was used to fit the step growth model also applied to 
the simple absorbance at a particular wavelength. This fit gives very similar parameters as by 
using a single wavelength and hence the step growth model seems to apply.  
A further hint towards a photo-aggregation was found by measuring particle sizes by dynamic 
light scattering (DLS). Here we observe that the number of particles is rising after illumination, 
while the mean particle size is decreasing slightly. Once the photoreaction is done, it was not 
possible to regain the monomeric species by e.g. more polar solvents or elevated temperature. 
Hence the created species have to have a high binding energy. This would also include dimers 
being covalently bonded. 213  
To find possible aggregate structures we identified thermodynamically favorable aggregates by 
using the program EnergyScan214, which allows for identifying geometrical diverse aggregate 
structures. The dimers with the highest binding energy show a strong hydrogen bond between 
the carboxylic acid groups or between the carboxylic acid and the cyano group of the α cyano 
carboxylic acid moiety. The calculated binding energies were in the range of 400 to 1100 meV 
and hence far above the thermal energy at room temperature. Hence these dimers once 
formed, will hardly disassemble in solutions once they are formed. This fits pretty well to the 
missing reversibility that was observed. Also these kinds of dimers could act as a precursor for 
covalent bonds at the electron accepting α-cyano carboxylic acid moiety.59 
Focusing on the solid state films different preparation methods were applied to identify the 
effect of different morphologies on the optical parameters. As reference, two different 
preparation methods to obtain more amorphous structures were used, drop- and spin-coating. 
With these methods mixed disordered morphologies were obtained having quite different 
optical properties as determined by UV-vis spectroscopy. The differences in morphology were 
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determined with atomic force microscopy. To get tunable morphologies the Langmuir-Blodgett 
(LB) technique was applied. Here it was found that many of the fully organic DSSCs dyes have a 
molecular structure, which is well suited for the use in the LB-technique. They show an 
amphiphilicity due to the hydrophilic cyano-carboxylic acid group at one end and the 
hydrophobic chromophore on the other side. Hence, these molecular structures together with 
the LB-technique enabled the investigation of different aggregate structures, which are fairly 
similar, but tunable, to the self-assembled structures at the TiOx interface. With this method 
diverse morphologies were created. The achievable morphologies vary significantly with the 
used molecules and the applied transfer parameters. The variation of the process parameters of 
the films made by the LB-technique also strongly alters the optical absorption. For all molecules 
it was found that the lowest energy optical transition shows a decrease in absorption upon going 
from solution to solid state LB-films, in comparison to the second absorption found in the blue 
spectral region. This is also very similar to the effect found in the photo-aggregated molecules in 
solution.95 This was one of the first indications for photo-aggregation rather than photo-
degradation.  
The influence on the optical properties of the varied surface pressure at which the LB-films were 
transferred is rather different for the three used molecules. The shortest molecule D2A shows 
the lowest absorption in the low energy transition for small surface pressures and an increase in 
this absorption for higher surface pressures as compared to D3A and D4A. This seems to be 
counterintuitive, since an increased crystallinity was suspected for higher surface pressures, but, 
by taking a closer look onto the morphology determined by AFM, one could clearly see that for 
higher surface pressures the disorder is increased. This is due to a partial collapse of the first 
monolayer on the LB-trough before transferring the monolayer onto the substrate. This collapse 
point was found in the isothermal curve and is only a few mN/m above the used surface 
pressure at the film-transfer. For the longer molecule D3A the trend of the absorption of the 
lowest energy transition is similar to D2A, while the formed morphologies are much more 
diverse. All LB-films made of D3A and D4A are transferred far below the collapse point of the 
isothermal curve. The LB-films are relatively flat but show additionall roundish particles for low 
and very high surface pressures. For the medium high surface pressure structures made of 
several sheets with a thickness of two molecule length (~2x2.5 nm=5 nm) are found. This 
indicates a structure like AN or AA, introduced in Chapter 3.2, having a hydrogen bond either 
between the carboxylic acid groups or in between the carboxylic acid and amine moieties of 
adjacent molecules. Despite this it also looks like a very small picture made by Picasso. For D4A, 
the molecules with the longest π-bridge, the effect of aggregation on the optical absorption is 
most pronounced. It could be clearly shown that the lowest energy transition nearly vanishes 
upon increased surface pressure at the LB-film transfer. Here the dominant morphology consists 
of fiber-like structures, which grow in size with increased surface pressure at the film transfer.  
To study the influence of supramolecular structure on the processes right after photoexcitation 
steady state fluorescence measurements were performed. To measure even smallest 
fluorescence signals from solutions and thin films, a versatile and highly sensitive fluorescence 
setup was build and optimized. With this setup it is possible to measure even weakest emissions 
from thin films,215 solutions,216 vesicles217 and even Langmuir monolayers on a water surface.166 
The determined fluorescence quantum yields revealed a strong influence of concentration and 
the used excitation wavelength in solution. For thin LB-films a complete quenching of 
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fluorescence in was found. By changing from solution to the solid state, it turned out that 
basically no fluorescence could be measured. Hence the aggregation causes new and efficient 
recombination channels.  
Those recombination channels have been investigated using transient absorption spectroscopy 
in the femtosecond to nanosecond time regime. From the solution experiments in chloroforme 
and the more polar DMSO we found that the excited state has a strong intramolecular charge 
transfer (ICT) character. Starting from the relatively large shifts in the excited state absorptions 
(ESA) peaks, the transient absorption data cannot be described well by fitting with the normally 
used multi-exponential fit routine. Furthermore, a large number of different species and kinetics 
was found to describe the transient absorption data, especially by exciting at the dimeric 
transitions. A spectral and temporal overlap of different transient absorption features like 
ground state bleach (GSB), stimulated emission (SE) and ESA was also complicating the data 
analysis. While the structures of the molecules D3A and D4A are very similar, their photo-
induced kinetics in solution are fairly different. While for D3A in solution the recombination to 
the ground state (GS) is completed within roughly 300 ps, the longer D4A shows a long living 
component with lifetimes above 2 ns. The observation of a long living excited state in D4A is 
most probably caused by an inter-molecular charge transfer or dimer state, which acts as a 
precursor for the photo-dimerization or aggregation found in the first Chapter. This would also 
explain the higher rate constant for photo-aggregation of D4A in comparison to D3A discussed in 
Chapter 3. At very short delay times we find a cooling process, which leads to small ESA peak 
shifts for D3A, while the shifts are much more pronounced in the case of D4A. This means that 
the intramolecular charge transfer state (ICT), which was concluded from the theory and the 
faster recombination in the more polar DMSO, is much better stabilized for the longer D4A in 
comparison to D3A.  
Furthermore, some short lived intermediates were found for D3A and more pronounced for 
D4A, which are by now not fully understood. Because the effect of different morphologies on 
the kinetics after photoexcitation is a crucial part to understand the effect of aggregation on the 
device performance, the focus was set on the comparison of kinetics in solution and on different 
solid state morphologies. Here we find that thin films with different morphologies give fairly 
different recombination kinetics. Hence, the energetical landscape is significantly changed upon 
supramolecular structure variation. In contrast to the recombination in the less polar 
chloroforme the recombination is fast for D3A and D4A as found by the 1/e-decay time of the 
NIR ESA feature. Especially for D3A are significantly influenced by the morphology. Here the 
general trend is that the recombination is faster, if the molecules are more ordered. Especially if 
they are forced into a parallel arrangement by the Langmuir-Blodgett technique a drastical 
decrease of the lifetime of the excited state was found. For the disordered thin films also a more 
pronounced long living state was found, indicated by an infinity component in the fit and 
residual signal for the longest possible delay time. Hence, in this disordered morphology 
intermolecular charge separated states are populated after photoexcitation.  
For a deeper insight into the processes of photo-aggregation different measurements in 
matrices or aggregation inhibitors has to be performed in a follow-up work. Also the exciton 
dissociation and recombination on TiOx or within a bilayer system with an acceptor molecule like 
PC60BM should be researched to fully determine the impact of aggregation on device 
Summary and Outlook 
82 
performance in photovoltaic cells. Since the photo-aggregation or degradation processes of this 
kind of molecules is still not completely proven more work has to be done to get a proof for the 
exact reaction pathway.  
Finally, in the thesis at hand I could highlight the impact of supramolecular structure on 
absorption and emission spectra as well as on the excited state kinetics. For this research we 
have focused on merocyanine dyes, which were well investigated in solution, but lacking a 
comprehensive understanding on how to broadly tuning the the supramolecular structure and 
their influence on optical and electronical properties as well as excited state dinyamics. We 
found that theformationextended 2D-layers was only possible with the medium sized 
merocyanine D3A and all of these dyes strongly tend to 3D-self aggregation. Nevertheless, we 
succeeded for D3A to systematically tune the supramolecular structure towards H-aggregates by 
means of depositing Langmuir layers at increasing surface pressures. The accompanied increase 
in supramolecular order leads to creation of efficient dark deactivation channels, what explains 
the lower power conversion efficiency by dye aggregation in a DSSC device.  
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Aggregation und Intermolekulare Wechselwirkungen spielen eine wesentliche Rolle in den 
grundlegenden Prozessen in organischen Solarzellen und anderen opto-elektronischen Bauteilen 
aus organischen Molekülen. Aggregation ist in organischen Bulk-Heterojunction (BHJ) Solarzellen 
normalerweise förderlich für eine hohe Effizienz. Fehlende Aggregation oder unvorteilhafte 
Anordnung von Molekülen im Bauelement sind einer der wesentlichen limitierenden Faktoren 
für effiziente Solarzellen. 170, 197-201 Im Gegensatz dazu ist Aggregation zwischen Molekülen bei 
Farbstoffsolarzellen (DSSCs) einer der Hauptursachen für schlechte Solarzelleffizienz.31, 32 Die 
Forschung auf dem Gebiet der Morphologie und Aggregation von Molekülen für BHJ Solarzellen 
sind bereits sehr weit fortgeschritten, was an der großen Auswahl an Veröffentlichungen zu 
diesem Thema abzulesen ist. Selbst bei einer einfache Suche nach den Schlagworten 
„Morphology“ und dem am besten Untersuchten Donorpolymer für BHJ Solarzellen, „P3HT“ 
(Poly(3-hexylthiophen)), wurden über „Web of Knowledge“ bereits mehr als 2700 Artikel 
gefunden. Für Farbstoffe, welche in Farbstoffsolarzellen eingesetzt werden ist die Anzahl an 
Veröffentlichungen zum Thema Aggregation und intermolekularen Wechselwirkungen deutlich 
kleiner. Der Fokus wurde in den bekannten Veröffentlichung im Wesentlichen auf die 
Effizienzverringerung durch Aggregation gelegt41, 206, 207 und wie man diese durch z.B. geeignete 
Aggregationsinhibitoren unterdrücken kann.35, 37, 57 Um den Effekt der gebildetten Aggregate auf 
die optoelektronischen Eigenschaften von Farbstoffen näher zu untersuchen bietet es sich an 
Modellsysteme aus ähnlichen Molekülen herzustellen und deren Eigenschaften mit denen von 
einzelnen Molekülen in Lösung zu vergleichen. Diese Modellsystem bestehen aus dünnen 
Filmen, in denen, durch geeigente Probenpräparation, die Moleküle in unterschiedlichen 
intermolekularen Anordnungen gezwungen werden. Mit diesen Modellsystemen ist es möglich 
die Auswirkung der verschiedenen Aggregatstrukturen auf Absorption, Emission und 
Rekombinationskinetiken zu untersuchen.  
Um die Aggregatstrukturen und Morphologie zu kontrollieren, werden typischerweise die 
Prozessparamter bei der Dünnfilmherstellung via Dropcasting (DC) oder Spincasting (SC) 
variiert.27, 76 Alternativ kann über die Einführung von verschiedenen Seitenketten an den 
Molekülen auch die Morphologie, inbesonder bei BHJ Solarzellen, gesteuert werden.173 Mit 
diesen Methoden werden Aggregatstrukturen hergestellt, welche über nicht 
Gleichgewichtsthermodynamik beim Trocknen aus der Lösung erreicht werden. Das Ergebnis 
davon sind typischerweise stark heterogene lokale Aggregatstrukturen, welche z.B. aus 
kristallinen und amorphen Regionen in unterschiedlichen Verteilungen und Größen bestehen.6, 
158, 208 Als komplementäre Technik zu DC und SC wird die Langmuir-Blodgett Technik60 
verwendet, welche es ermöglicht definierte und variable supramolekulare Strukturen 
herzustellen. Dies wird ermöglicht indem man die Parameter der Monolage der Moleküle auf 
der Wasseroberfläche des LB-Trogs beim Transfer auf das feste Substrat variiert. Für die LB-
Technik eignen sich insbesondere amphiphile Moleküle. Diese wird bei organischen Farbstoffen, 
die für die Anwendung in DSSCs synthetisiert wurden, über das meist hydrophobe Chromophor 
in Verbindung mit einer hydrophilen Ankergruppe realisiert. Die Ankergruppe besteht 
typischerweise aus Carbonsäuren, welche sehr gut an TiOx binden.43 Deshalb eignen sich gerade 
diese DSSC Farbstoffe für die LB-Technik. Des Weiteren werden über die LB-Technik auch gerade 
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die supramolekularen Strukturen erzeugt bei denen die Moleküle ähnlich wie bei DSSCs 
ausgerichtet sind, also jeweils die hydrophilen und hydrophoben Teile nebeneinander sind. Das 
entspricht dann auch der Ausrichtung, die in DSSCs zu erwarten ist, bei denen die Ankergruppen 
jeweils auf dem TiOx gebunden sind. In dieser Arbeit wurden deshalb die DSSC Farbstoffe D3A 
und D4A verwendet, welche in der AG Beckert synthetisiert wurden. 71 Des Weiteren wurde ein 
ähnlicher Farbstoff mit einem kürzeren Chromophor verwendet, welche von der Würthner 
Gruppe bezogen wurde. Alle hier verwendeten Farbstoffe sind nach dem weit verbreiteten 
Donor-π-Brücke-Akzeptor Prinzip aufgebaut.43 Der Vergleich der Farbstoffe zeigt, dass im 
Wesentlichen die π-Brückenlänge und in geringerem Maße deren Aufbau, variiert wird. Die 
Akzeptor- und Ankergruppe ist gleich und die Donorgruppe ist ähnlich. Deshalb eignen sich diese 
Moleküle, um den Einfluss der π-Brückenlänge und dessen Aufbau auf Aggregation und dessen 
Einfluss auf die optischen und elektronischen Eigenschaften zu untersuchen. Der Effekt der 
Aggregatbildung von DSSC relevanten Farbstoffen wurde bisher hauptsächlich in Bezug auf 
Solarzelleffizienz untersucht, wie z.B. bei Merocyanin 540. 209 Für die hier verwendeten Moleküle 
D3A und D4A wurden bereits der Effekt von Aggregationshemmern auf die Solarzelleffizienz 
untersucht.71 Detailierte Studien über die Struktur von Aggregaten aus DSSC-relevanten 
Farbstoffen sind jedoch kaum zu finden.30  
Um den Einfluss der Aggregation auf die optischen Eigenschaften von Molekülen zu untersuchen 
wurden zunächst die Eigenschaften von einzelnen Molekülen in Lösung als Referenz untersucht. 
Als nächster Schritt wurden, wie in vielen anderen Arbeiten über Aggregatebildung auch,44, 130 
konzentrationsabhängige Extinktionskoeffizienten und Fluoreszenzquantenausbeuten bestimmt. 
In den hier genutzten Lösungsmitteln Chloroform und Tetrahydrofuran (THF) sind sowohl der 
Extinktionskoeffizient als auch die Fluoreszenzquantenausbeute, bereits im mM Bereich, 
konzentrationsabhängig sind. Dies sind starke Indizien für Aggregate in Lösung.44 Ausgehend von 
der Literatur sind typischerweise zwei Arten von Aggregaten beschrieben: H- und J-Aggregate.44, 
47 Wärend J-Aggregate, benannt nach E.E. Jelley46, eine schmallbandige rot verschobene 
Absorptionsbande zeigen ist die Absorption von H-Aggregaten, abgeleitet von hypsochrom 
(blau) gegenüber der Monomerabsorption verschoben.210 Für die hier untersuchten Moleküle ist 
die Zuordnung nicht so trivial, weil im Wesentlichen die Monomerabsorption bei steigender 
Konzentration Intensität verliert, während die Aggregatabsorption nur wenig an Intensität 
gewinnt. Insbesondere im Vergleich zur Literatur ist die Zunahme der Aggregatabsorption im 
Vergleich zur Abnahme der Monomerabsorption schwach ausgeprägt.49, 129, 139 Die Neigung zur 
Aggregatbildung von Molekülen, insbesondere von Farbstoffen, ist stets bedingt durch die 
Struktur dieser. Das heißt, dass gerade flache Moleküle dazu neigen Aggregate über ππ-stacking 
oder Dipol-Dipol-Wechselwirkung zu bilden.44, 139, 218 Dies wurde bereits für verschiedene 
Moleküle wie Cyaninfarbstoffe, Squarine, Porphyrine oder Perylene gezeigt, wobei neben der 
Grundstruktur auch die jeweilige Funktionalisierung einen wesentlichen Einfluss auf die 
Aggregatbildung gezeigt haben.44 Aber gerade für die DSSC relevanten Farbstoffe wurde eine 
bereits in Lösung vorhandenen Aggregation bisher nicht untersucht, was dementsprechend auch 
für die hier verwendeten Farbstoffe gilt.  
Neben der hier bestimmten Konzentrationsabhängigkeit der Extinktionskoeffizienten zeigte sich 
im späteren Verlauf der Experimente, dass die Beleuchtung der Lösungen mit Licht hohe 
Intensität die Extinktion der Lösung in einer ähnlichen Weise verändert. Diese Veränderung der 
Extinktion mittels Beleuchtung war aber deutlich effizienter als eine reine 
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Konzentrationserhöhung. Um diesen Effekt zu quantifizieren wurde zunächst eine 
Automatisierungsroutine für die UV-vis Transmissionsmessungen mittels Labview geschrieben. 
Dieses Programm übernimmt die komplette Steuerung des Spektrometers und der LED-
Beleuchtungseinheit und ermöglich damit reproduzierbare Messungen mit exakt gleichen 
Beleuchtungs- und Messintervallen. Da nur für die Beleuchtungseinheit Labview Treiber 
vorhanden waren, musste das Spektrometer direkt über Hardwarebefehle gesteuert und die 
Daten ausgelesen werden, was die Softwareentwicklung deutlich komplexer machte. Mit dem 
hier generierten 2D-Datensatz aus Absorbanzspektren nach unterschiedlicher Beleuchtungszeit 
wurden die weiteren Kinetikanalysen durchgeführt. Grundsätzlich können die hier gemessenen 
Veränderungen der Absorbanz zwei Ursachen haben: Zum einen könnte es sich um eine 
photoinduzierte Aggregation oder eine Degradation der Farbstoffe handeln. Beispiele für 
Photoaggregation und die Ausbildung von H- und J-Aggregaten unter Bestrahlung mit Licht 
wurden von Petrenko et al.58 und Chibisov et al.152, 211 bereits für Merocyanin-Farbstoffe gezeigt. 
Neben der Ausbildung von schwach gebundenen Aggregaten wurde auch eine photoinduzierte 
Ausbildung von kovalent gebundenen Aggregaten beobachtet. 59 Diese ist insbesondere dann 
stark ausgeprägt, wenn die Moleküle bereits vor der Bestrahlung dicht gepackt waren.59 Aber 
auch eine Photodegradation wurde für Merocyanin-Farbstoffe bereits gezeigt, wobei 
typischerweise die Polymethinbrücke als Schwachpunkt identifiziert wurde.212 Für Moleküle die 
einen ähnlichen Aufbau wie die hier verwendeten haben, wurden bisher keine 
Veröffentlichungen gefunden, die einen der vorher genannten Prozess beschreiben. In 
Verbindung mit einer sehr limitierten Menge an Ausgangsmaterial gestaltet sich die 
Differenzierung zwischen den möglichen Prozessen als Herausforderung. Zunächst wurden 
versucht die Datensätze aus den beleuchtungszeitabhängigen Extinktionen mit einem Modell für 
Reaktionen erster und zweiter Ordnung zu beschrieben. Es ist hier zu erwarten, dass eine 
einfache Degradation einer Reaktion erster Ordnung folgt und eine Dimerbildung einer Reaktion 
zweiten Ordnung. Ein erster Test, bei dem die Extinktion bei der Wellenlänge des Maximums der 
S0 zu S1 Monomer Absorptionsbande über der Beleuchtungszeit gegenüber erster und zweiter 
Reaktionsordnung linearisiert wurde, zeigte weder für erste noch für zweite Ordnung eine gute 
Übereinstimmung. Dementsprechend scheint sowohl eine Degradation als auch eine einfache 
Dimerbildung unwahrscheinlich. Die Daten lassen sich aber sehr gut mit einer gestreckten 
Exponentialfunktion beschreiben, welche bereits in der Literatur für ein Stufenwachstum von 
Photoaggregaten genutzt wurde.58 Durch eine Erhöhung der Konzentration in Lösung konnte 
eine Steigerung der Reaktionsgeschwindigkeit erreicht werden, was wiederum auf eine 
Dimerisierung oder andere dimolekulare Reaktion schließen lässt. Zur besseren Beschreibung 
der beleuchtungszeitabzhängigen Extinktionen wurde der 2D-Datensatz mittels einer 
Singulärwertzerlegung (SVD) analysiert.94 Damit konnte der Datensatz in drei Wesentliche 
spektrale Komponenten, C1,C2 und C3 und deren Kinetiken zerlegt werden. Wobei sich zeigte, 
dass die Kinetik im Wesentlichen zeitlich Konstant war und die spektrale Form von C1 im 
Wesentlichen das Startspektrum darstellt. Die Komponente C2 liefert hier nahezu vollständig die 
Änderung der Spektren und die dazugehörige Kinetik lässt sich mit der gleichen gestreckten 
Exponentialfunktion beschreiben, wie die Kinetiken bei Verwendung einer Wellenlänge.  
Neben der Kinetik der Extinktionsänderungen wurden auch Partikelgrößenmessungen zum 
Nachweis der Photoaggregationsthese durchgeführt. Diese zeigten, dass sich für D4A in 
Chloroform die Partikelanzahl unter Bestrahlung erhöhte, während sich die Größe der Partikel 
Zusammenfassung 
86 
leicht verringerte. Nachdem die Photoaggregation abgeschlossen ist, war es nicht möglich die 
gebildeten Strukturen wieder in Monomere zu zersetzen. Weder durch sehr polare Lösemittel 
noch durch Temperaturerhöhung konnte eine Reversibilität der Photoreaktion gezeigt werden. 
Die hier erzeugten Aggregate müssen also eine sehr hohe Bindungsenergie haben, was explizit 
auch kovalent gebundene Dimere mit einschließt.213  
Um mögliche, energetisch vorteilhafte, Aggregatstrukturen zu finden wurde das Programm 
EnergyScan214 verwendet. Dieses ermöglicht unter der Eingabe der Startgeometrie von 
Molekülen eine Vielzahl von unterschiedlichen, energetisch vorteilhaften Dimergeometrien zu 
berechnen. Die Dimere mit hoher Bindungsenergie, die mittels EnergyScan gefunden wurden, 
zeigen alle eine Wasserstoffbrückenbindung zwischen den einzelnen Carbonsäuregruppen oder 
zwischen der Carbonsäuregruppe und der Cyanogruppe des α-Cyanocarbonsäureeinheit. Die 
berechneten Bindungsenergien sind dabei typischerweise im Bereich von 400 bis 1100 meV und 
damit deutlich größer als die thermische Energie bei Raumtemperatur (25 meV). 
Dementsprechend sollten diese Dimere, wenn sie den einmal gebildet wurden, schwer zu 
trennen sein. Dies würde auch die fehlende Reversibilität der Photaggregation erklären. Des 
Weiteren könnten solche Dimere auch als Vorstufe zu kovalenten Bindungen zwischen den α 
Cyanocarbonsäureeinheiten dienen, was bereits für die α-Cyano-4-hydroxyzimtsäure gezeigt 
wurde.59  
Beim Übergang von Molekülen und kleinen Aggregaten in Lösung zu Festkörpern und im 
Speziellen zu dünnen Filmen, spielen intermolekulare Strukturen eine wesentliche Rolle für die 
elektronischen und optischen Eigenschaften. Zur Untersuchung der Effekte der lokalen 
intermolekularen Strukturen wurden verschiedene Präparationsmethoden verwendet. Um 
amorphe, ungeordnete Referenzstrukturen zu erhalten, wurden Schleuderbeschichtung 
(Spincasting-SC) und Dropcasting (DC) verwendet. Die optischen Eigenschaften dieser zeigten 
bereits mittels Absorptionsspektroskopie deutliche Unterschiede zu den Lösungsspektren und 
auch zwischen DC- und SC-Filmen. Die Morphologie wurde standardmäßig mittels 
Atomkraftmikroskopie (AFM) untersucht. Um Filme mit einer steuerbaren Morphologie zu 
erhalten, wurde die Langmuir-Blodgett (LB) Technik verwendet.60 Dabei hat sich herausgestellt, 
dass gerade die organischen Farbstoffe für Farbstoffsolarzellen (DSSCs) sich sehr gut für die LB-
Technik eignen. Die für die LB-Technik notwendige Wasserunlösslichkeit wird durch das 
hydrophobe Chromophor gewährleistet, während die hydrophile Ankergruppe aus Cyano-
Carbonsäure für eine bessere Morphologiekontrolle durch eine eingeführte Amphiphilie sorgt. 
Durch die Amphiphilie werden die möglichen Aggregatstrukturen eingegrenzt, sodass sich die 
Moleküle auf der Wasseroberfläche des LB-Trogs jetzt nur parallel ausrichten können. Dies 
entspricht auch der wahrscheinlichen Ausrichtung der Moleküle auf der TiOx-Oberfläche einer 
Farbstoffsolarzelle. Durch die Variation der Komprimierung der Moleküle auf dem LB-Trog 
konnten im Anschluss dünne Filme mit verschiedenen Morphologien erzeugt werden, die sich 
deutlich von den amorphen SC- und DC-Filmen unterscheiden. Die optischen Eigenschaften, in 
diesem Fall die Absorption, der LB-Filme konnten dabei deutlich durch den gewählten 
Oberflächendruck variiert werden. Es hat sich gezeigt, dass bei allen hier untersuchten 
Molekülen die Absorption im Bereich des S0 zu S1 Übergangs für hoch geordnete Filme verringert 
wird und dafür die Absorption in der nächst höherenergetischen Absorptionsbande erhöht wird. 
Diese Umverteilung von Absorption aus dem S0 zu S1 Übergang zum nächsten blau verschobenen 
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Übergang ist ähnlich der für photoaggregierte Lösungen.95 Dies ist ein weiteres Indiz, dass es sich 
eher um Photoaggregation als um Photodegradation der Moleküle handelt.  
Durch Variation des Oberflächendrucks beim Transfer der Langmuir-Filme auf die festen 
Substrate konnten, in Abhängigkeit der verschiedenen hier verwendeten Moleküle, sehr 
unterschiedliche Effekte auf die Absorption der LB-Filme beobachtet werden. Für das kleinste 
Molekül D2A wurde für kleine Oberflächendrücke eine deutliche Reduzierung der Absorption in 
der S0 zu S1 Bande gefunden. Bei einer Erhöhung des Oberflächendrucks bei der Abscheidung zu 
Werten nahe dem Kollapspunkt erhöhte sich jedoch die Absorption dieser Bande. Dies konnte 
durch den Vergleich der AFM Bilder auf eine sehr vielfältige Morphologie, bestehend aus 
unterschiedlichen lokalen Strukturen, zurückgeführt werden. Dies wird durch einen partiellen 
Kollaps der ersten Monolage beim Transfer auf das Substrat verursacht. Da für die längeren 
Moleküle D3A und D4A deutlich höhere Oberflächendrücke erreicht werden, konnten alle 
Proben deutlich unterhalb des Kollapspunktes übertragen werden. Dies sollte zu 
gleichmäßigeren Morphologien der Filme nach dem Transfer auf das Substrat führen. Für das 
etwas längere Molekül D3A ist der Trend der S0 zu S1 Absorptionsbande mit steigendem 
Oberflächendruck ähnlich wie bei D2A, aber die AFM-Messungen zeigen deutlichere 
Unterschiede der lokalen Morphologien. Diese variiert von relativ glatten Filmen, bestehend aus 
kleinen runden Bereichen, bei niedrigen und hohen Oberflächendrücken zu Schichtstrukturen, 
welche die Dicke von zwei Moleküllängen haben (~2x2,5 nm=5 nm), bei mittleren 
Oberflächendrücken. Diese Doppellage würde gerade auf die in Kapitel 3.2 mittels Theorie 
gefundenen Dimerstrukturen AN oder AA hinweisen, welche sich durch eine 
Wasserstoffbrückenbindung zwischen den Carbonsäuregruppen auszeichnen. Gerade diese 
Morphologie liefert auch ein AFM Bild, welches auch aus der Hand von Picasso stammen könnte, 
nur in sehr viel kleinerem Maßstab. Für das Molekül mit der längsten π-Brücke D4A ist der 
Einfluss der Morphologie auf die optische Absorption am größten. Hier konnte, ähnlich wie für 
den Fall der Photoaggregation in Kapitel 3, ein nahezu vollständiges Verschwinden der S0 zu S1 
Absorption beobachtet werden. Die Morphologie, welche mittels AFM bestimmt wurde, besteht 
hier im Wesentlichen aus faserartigen Strukturen, welche in ihrer Größe mit höherem 
Oberflächendruck zunehmen. Diese Strukturen könnten, im Vergleich zu Kapitel 3, zum Beispiel 
aus ANπ Dimeren bestehen, welche ein Kettenwachstum zulassen. Ein Beispiel aus sechs D3A 
Molekülen ist im Anhang in Figure A 2 abgebildet, wobei D4A sich, ausgerichtet durch die 
Wasserstoffbrückenbindung zwischen Cyano- und Carbonsäuregruppe, ähnlich anordnen sollte. 
Gerade für D4A hat sich auch gezeigt, dass verschiedene Morphologien auch über klassische 
Beschichtungsverfahren wie z.B. Spincoating erzeugen lassen. Des Weiteren konnte auch ein 
höherer Grad an Ordnung, zu sehen am graduellen verschwinden der S0 zu S1 Absorptionsbande, 
durch eine thermische Nachbehandlung erzielt werden.  
Neben dem Einfluss der Morphologie auf die Absorption wurde auch der Effekt auf die Prozesse 
nach der Photoanregung untersucht. Als erster Schritt wurde die Fluoreszenz mittels eines dafür 
selbst konzipiert, aufgebaut und auf maximale Sensitivität optimierten Fluoreszenzmessplatzes 
gemessen. Mit diesem Aufbau ist es möglich auch kleinste Emissionen von dünnen Filmen,215, 219 
Lösungen,216 Vesikeln217 und Langmuir-Monolagen auf der Wasseroberfläche166 zu messen. Aus 
der Messung der Fluoreszenz von Lösungen in Abhängigkeit von der Konzentration und der 
Anregungswellenlänge (405 nm und 532 nm) wurden die Fluoreszenzquantenausbeuten 
berechnet. Dabei hat sich gezeigt, dass zum einen mit steigender Konzentration die 
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Quantenausbeute sinkt und zum anderen die Quantenausbeute bei Anregung der S0 zu S1 
Absorptionsbande mit 532 nm um ein Vielfaches höher ist als bei Anregung der Aggregatbande 
mit 405 nm. Beim Übergang zu LB-Filmen zeigt sich dann, dass die Fluoreszenz vollständig 
gelöscht wird. Beim Übergang zum hochgeordneten Festkörper werden also neue effiziente und 
dunkle Rekombinationskanäle eröffnet, welche eine schnelle Deaktivierung zum Grundzustand 
ermöglichen. Eine andere Erklärung wäre die Formation von intermolekularen 
ladungsgetrennten Zuständen (CT-States), welche zwar langlebig sind, aber keine Fluoreszenz 
zeigen.  
Da die Kinetiken nach Photoanregung typischerweise im Femto- bis Nanosekunden Zeitfenster 
ablaufen, wurde die entsprechende ultraschnelle transiente Absorptionsspektroskopie (fs-TA) 
eingesetzt. Auch für die fs-TA Spektroskopie wurden zunächst Lösungen vermessen, um die 
Eigenschaften von einzelnen Molekülen bzw. kleinen Aggregaten in Lösung zu untersuchen. 
Dabei wurde neben Chloroform auch das deutlich polarere DMSO verwendet. Durch die 
Variation der Polarität konnte festgestellt werden, dass der angeregte Zustand sowohl in D3A als 
auch in D4A, einen starken intramolekularen Ladungstransfercharakter (ICT) hat. Die 
Datenanalyse der Messungen in Lösung war für beide Moleküle herausfordernd, da viele 
Signaturen wie Grundzustandsbleichung (GSB), stimulierte Emission (SE) und angeregte 
Zustandsabsorption (ESA) sich sowohl temporär als auch spektral überlagerten. Für eine bessere 
Vergleichbarkeit, der sehr unterschiedlichen spektralen Signaturen der angeregten Zustände 
wurde in diesem Fall mittlere Lebenszeit, also der Abfall auf 1/e, der ESA im Bereich zwischen 
700 und 750 nm verwendet. Die Moleküle D3A und D4A sind zwar strukturell sehr ähnlich, 
zeigen aber sehr unterschiedliche transiente Kinetiken in Lösung. Während für D3A in 
Chloroform die Rekombination in den Grundzustand nach Photoanregung bereits nach etwa 
300 ps abgeschlossen ist, zeigt das etwas längere Molekül D4A auch langlebige Komponenten 
mit einer Lebenszeit von mehr als 2 ns. Der langlebige Zustand der zu der entsprechenden ESA 
gehört ist vermutlich ein intermolekularer Ladungstransfer- oder Dimerzustand. Dieser könnte 
auch als Vorstufe zu den bereits in Kapitel 3 beschriebenen Photoaggregaten dienen. Das würde 
wiederum die höhere Photoreaktionsrate von D4A im Vergleich zu D3A erklären. Schaut man 
sich nun weiter die TA-Daten kurz nach der Photoanregung an und dabei insbesondere den 
Zeitbereich bis etwa Zehn ps, ist zunächst ein Cooling Prozess zu erkennen, welcher sich durch 
eine Blauverschiebung der ESA-Signale kennzeichnet. Vergleicht man die Kinetiken des Cooling, 
welche durch fitten des ESA-Peaks für alle Verzögerungszeiten mittels selbstgeschriebener, 
automatischer Labview-Routine erhalten wurden, für D3A und D4A fällt zunächst auf das die 
absolute energetische Verschiebung für D3A deutlich kleiner ausfällt als für D4A. Das bedeutet, 
dass der ICT-Zustand für D4A, welcher aus der schnelleren Rekombination im polareren DMSO 
und aus der Theorie gefolgert wurde, energetisch deutlich mehr abgesenkt wird. Dies lässt auf 
eine stärkere geometrische Relaxation oder größere Stabilisierung des ICT-Zustands für D4A im 
Vergleich zu D3A schließen. Die weiteren Prozesse und die darin involvierten kurzlebigen 
Zwischenzustände konnten im Rahmen dieser Arbeit nicht abschließend geklärt werden.  
Da hier aber der Einfluss verschiedener Morphologien im Festkörper im Mittelpunkt steht, 
wurde sich auf die Änderungen der TA-Kinetiken beim Übergang vom Molekül in Lösung zu 
verschiedenen Festkörper-Morphologien konzentriert. Dabei hat sich gezeigt, dass verschiedene 
Morphologien zum einen sehr unterschiedliche Kinetiken zeigen und auch die spektralen 
Signaturen sich signifikant ändern. Das bedeutet, dass die energetische Landschaft sehr stark 
Zusammenfassung 
89 
von der Morphologie abhängt und damit auch die elektrooptischen Eigenschaften. Betrachtet 
man die gemittelten Rekombinationszeiten (1/e) der spektralen ESA-Signaturen im Bereich des 
NIR, sieht man, dass die Rekombination von Filmen aus D3A und D4A im Vergleich zur Lösung 
zunächst deutlich schneller erfolgt. Insbesondere für D3A konnte eine signifikante Reduktion der 
Lebenszeit ausgehen von Lösung über einen ungeordneten DC Film hin zum hochgeordneten LB-
Film beobachtet werden. Dabei reduzierte sich die gemittelte Lebenszeit von 85 ps (Chloroform -
Lösung) über 50 ps (DC-Film) zu 6 ps (LB-Film). Wenn die Moleküle in eine parallele Anordnung 
gezwungen werden, wie hier mit der LB-Technik oder wie es für DSSCs zu erwarten wäre, 
werden neue ultraschnelle Rekombinationskanäle erzeugt. Dies erklärt auch, warum die Effizienz 
von DSSCs aus D3A und D4A unter Verwendung von Aggregationshemmern, welche gerade die 
Dichte dieser lokalen Aggregatstrukturen reduzieren,  deutlich verbessert wird.71 Bei sehr 
ungeordneten Strukturen, wie z.B. bei der Verwendung der SC oder DC Technik zur 
Filmpräparation, von D3A ergibt sich ein anderes Bild: Die SC-Filme mit der wahrscheinlich 
höchsten Unordnung, zeigen zum einen eine leichte Erhöhung der mittleren Rekombinationszeit 
(100 ps) im Vergleich zur Chloroform Lösung (85 ps) und zum anderen gibt es eine langlebige 
Komponente, welche zu einem Zustand gehört der auch nach 2 ps noch nicht rekombiniert ist. 
Diese kann einem intermolekularen Ladungstransferzustand zugeordnet werden und ist sowohl 
für SC- als auch für DC-Filme vorhanden. Generell konnte der Trend zu deutlich verkürzten 
Lebenszeiten der angeregten Zustände in verschiedenen Festkörpern auch für D4A bestätigt 
werden. Im Falle von D4A sind die Lebenszeiten aber bereits im DC-Film von 400 ps (Chloroform 
-Lösung) auf 10 ps gesunken um im hochgeordneten LB-Film noch weiter auf 7 ps abzusinken. 
Auch hier gibt es für den DC-Film eine langlebige Komponente, welche auch hier wahrscheinlich 
einem intermolekularen Ladungstransferzustand zugeordnet werden kann, welcher aber nicht 
für den hochgeordneten LB-Film gefunden wurde.  
Für die hier untersuchten Moleküle zeigt sich, dass die Aggregatstrukturen, welche mittels LB-
Technik erzeugt wurden, die Rekombinationsraten deutlich erhöht werden. Des Weiteren ist die 
Absorption im Bereich des sichtbaren Lichts reduziert, was gerade für D4A, eine weitere 
signifikante Reduktion der DSSC Effizienz zur Folge hat.71 
Um die Photoaggregation, deren Kinetiken und eventuell vorhandene Photoreaktionen besser zu 
verstehen sind weitere Untersuchungen sinnvoll. Der Effekt von Aggregationshemmern oder 
Matrixmolekülen auf die Photoaggregation und die ultraschnellen Prozesse nach Photoanregung 
sind ein weiteres Feld um weitere Einblicke in diese Prozesse zu erhalten und entsprechende 
Verbesserungen an z.B. DSSCs zu entwickeln.  
Schlussendlich konnte ich in dieser Arbeit den signifikanten Einfluss der supramolekularen 
Struktur auf Absorption, Emission und die Kinetiken des angeregten Zustands zeigen. Dies wurde 
anhand von drei ähnlichen Merocyanin-Farbstoffen untersucht. Bei diesen waren die optischen 
Eigenschaften der Einzel Moleküle in Lösung bereits bekannt, aber die gezielte Erzeugung von 
verschiedenen supramolekularen Strukturen und deren Einfluss auf die elektronischen und 
optischen Eigenschaften sowie die Kinetiken nach Photoanregung wurden bisher nicht 
untersucht. Es zeigte sich, dass die Herstellung von definierten 2-dimensionalen (Doppel-) 
Schichten nur für das mittelgroße Molekül D3A möglich war. Für die anderen Farbstoffe wurde 
hier nur eine 3-dimensionale Aggregatbildung gefunden. Trotz dessen konnten mittels LB-
Technik Proben hergestellt werden, welche einen systematischen Anstieg der Konzentration von 
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H-Aggregaten mit steigendem Oberflächendruck zeigten. Mit dem erhöhten Maß an Ordnung in 
der Schicht, ging aber eine steigende Anzahl an effizienten dunklen Rekombinationskanälen 
einher. Gerade diese effizientere Rekombination ist die wesentliche Ursache für die reduzierte 
DSSC Effizienz, welche den literaturbeschriebenen positiven Effekt von Aggregationshemmern 
auf die Solarzelleffizienz erklärt. 
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 Driving forces of aggregate formation 
The origin of the formation of different supramolecular-structures is a superposition of the 
forces between the single molecules and the paramters and kinetics at the aggregate formation 
process. 
The dipole-dipole interaction has usually significant impact for very polar molecules51. The 
binding energy is typically in the range of kT (25 meV) and only emerges above that for very 
polar molecules51. The dipole-dipole intermolecular force depends strongly on the alignment of 
the molecules dipoles. The dipole-dipole force reaches its maximum for parallel aligned 
molecules and is reduced by a factor of two for an in-line allignement51. Hence the dimer 
formation of ordered linear structures is facilitated, while the growth in the second dimension is 
less pronounced.  
As stated by a review from Frank Würthner130 the dipole-dipole interaction can be used to 
produce much defined supramolecular structures especially with the molecule class of 
merocyanines129-131. The use of merocyanines is very beneficial since they usually have a very 
high ground state dipole moment, which exceed 10 Debye. Even values close to 20 Debye are 
reported130, 131. Also most of the organic push-pull or donor-(π)-acceptor dyes used in modern 
organic photovoltaic devices74, 220 have a strong dipolar character. This is caused by the need of a 
strong charge transfer character of the first excitation to move the first absorption peak as far as 
possible to the red or NIR spectral region15.  
With this dipole-dipole assembled molecules big linear structures could be assembled via a 
supramolecular polymerization leading to highly bound aggregates. These could be transferred 
to the solid state by a simple spin coating process221. The production of these long tubular 
structures can afterwards also lead to a surprising gelation, which is usually found for polymeric 
materials rather than small dye molecules.  
The dipole-moment of push-pull dyes can typically be further enhanced upon charge transfer 
(CT) excitations19, 43, 132, 133, thus possibly causing the formation of different supramolecular 
structures as compared to the dark. Consequently, it appears to be essential to determine the 
influence of light on supramolecular structure formation, which was recently reported for 
cyanine dyes58.  
Most organic dyes which absorb in the Vis to NIR region usually have an extended aromatic 
chromophore, which is in most cases relatively flat. Hence the formation of aggregates due to 
the London dispersion interaction is very likely. The London dispersion force is, in most cases, 
the main distribution to the overall van der Waals forces.52 The origin of the dispersion force is 
the spontaneous polarization due to quantum mechanically fluctuations of the dipole moments 
of neutral molecules.222 The dispersion force can be repulsive or attractive and are non-additive. 
For small round particles the force is proportional to 6r − , but for all larger molecules or 
particles the behavior will be very much different.52 The dispersion force is also able to align 
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molecules in a defined way, but the alignment will not be as efficient as for e.g. dipole-dipole 
interactions.  
The molecular interactions between many dyes with extended π-systems are governed by 
dispersion interactions.127, 128 A special case for the aggregation by London dispersion is the π- π- 
stacking, which is very prominent in the aggregation of flat dye molecules with an extended π-
systems.223 Many classes of molecules used in organic optoelectronic devices show this π- π-
stacking. One example is the partially crystallization of polymers used in organic bulk-
heterojunction solar cells, which is known to enhance the device efficiency drastically for e.g. 
P3HT197, 224-226. π-π-stacking in small molecules is in depth researched for different perylene 
derivatives167, 227 and several other classes of molecules. 147 The π- π-stacking of the molecules is 
usually leading to an enhanced electronic coupling between the adjacent molecules. This is very 
favorable due to the close distance in a π- π-stack leading to a significant improved hopping 
probability of electrons from one molecule to the adjacent one.228 
Hydrogen bonds 
As many of the dyes used in e.g. DSSC devices have different acid groups26, 229, 230 to be bound to 
the electron accepting semiconductor, hydrogen bonds have to be taken into account. Hydrogen 
bonds are usually created between a electronegative atom like e.g. oxygen and a hydrogen 
covalently bound to another strong electronegative atom.53 Those bonds are fairly directional 
and show a relatively high binding energy, which can reach values of 5-10 kT(125-250meV). 
These kind of bonds can exist either intermolecular145 or intramolecular231 and will usually exist 
in a non-polar environment.52 Beneath the acid groups also cyano143 or amid232 moieties can be 
part of a hydrogen bond. Due to their high binding energy and high degree of directionality 
hydrogen bonds are often seen in crystal structures of different dyes like e.g. merocyanines.71  
Amphiphilisity 
Water always likes to be stabilized by its inherent hydrogen bonds. The introduction of 
molecules, which do not have the possibility of forming hydrogen bonds will always force the 
surrounding water molecules into non optimal arrangements, which in principle will cost 
energy.53 These kind of molecule or even moieties of molecules are denoted as hydrophobic 
molecules. Examples of hydrophobic molecules are hydrocarbons. The hydrophobic effect itself 
describes that the two hydrophobic molecules in a water environment will have a strong driving 
force to form aggregates or to assemble at the water air surface. The energetically gain from the 
hydrophobic effect is a mainly entropic effect, which arises due to the need for rearrangement 
of the hydrogen bonds of the water molecules that surround the hydrophobic molecules. This 
means that the hydrophobic molecules will always try to minimize the contact area with water 
or other hydrogen bonding solvent molecules.  
Despite this hydrophobic effect also a hydrophilic interactions exists. This is usually present for 
molecular moieties, which tend to form hydrogen bonds with the surrounding solvent rather 
than interacting with each other. Hydrophilic groups are for example carboxylate, sulfonate, 
polyethylene oxide, amine or alcohol groups.  
By assembling molecules with hydrophilic and hydrophobic groups we gain amphiphilic 
molecules like soaps, detergents or lipoproteins. These special types of molecules tend to 
organize at the interface of water or other polar media and non-polar media. The non-polar 
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media in this case can be e.g. air, a non-polar solvent like hexane or a hydrophobic solid state 
surface. With the approach of using amphiphilic molecules very different aggregates could be 
created using for example porphyrinoids121 or merocyanines233.  
Steric hindrance 
As aggregation is not always favorable like in e.g. most of the DSSC devices19, 31, 35, 39, the 
implementation of stearic hindrances is possible to prevent aggregation. As steric hindering 
groups e.g. linear and branched alkyl groups are often used.19 Despite the chemical binding of 
sterically demanding groups also sterically demanding molecules can be used. These classes of 
molecules are known as aggregation preventing agents. Derivatives of the cholic acid35, 71 are 
often used as such aggregation prevention agent.  
Quantum chemically derived properties of dimers 
In the following, van der Waals surfaces with electrostatic potentials are shown for various 
dimers in Figure A 1 and characteristic geometric properties are listed in Table 5. Also the 
structure of one oligomer is shown to visualize the possibility of polymerization as discussed in 
the main text. The absorption spectra of the dimers and the oligomer are compared in Figure 
A 3. 
 
Figure A 1 Electrostatic potential at the van der Waals surfaces and binding energies for the different dimes. 
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Table 5 Binding energies and geometric parametersof selected dimers 
 Ebin |r|(C=O--H) |r|(O-H--O) |r|(C≡N--H) |r|( N--H-O) 
 [eV] [Å] [Å] [Å] [Å] 
D3A , AA 0.98 1.589 2.598   
D3A , AN 0.77 2.308 3.376 1.738 2.726 
D4A , AA 1.13 1.536 2.556   
D4A , AN 0.76 2.072 3.155 1.737 2.728 
Appendix 
101 
 
Figure A 2 D3A Oligo-aggregate constructed from the ANPi-dimer with 6 monomeric units. 
 
 
Figure A 3 Absorption spectra of dimers and one hexamer (orange line) of D3A calculated by TD-DFT. All spectra were 
calculated in vacuum and shifted by 400 meV to the red. The broadening of the peaks was set to 300 meV. 
 Dynamic light scattering (DLS) experiments 
In the following, the reduction in particle size due to irradiation is shown in Figure A 4. This 
reduction is in line with the formation of small dimers with compensating dipole moments, here 
from larger aggregates, as discussed in the main text. Formation of dimers or small aggregates 
when decreasing the solvent polarity is shown by the DLS data shown in Figure A 5. 
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Figure A 4 Particle size distribution of D4A in chloroform with a concentration of 1 mg/ml before and after 
illumination with a 532 nm laser. After illuminating the solution the size distribution is getting narrower and shifts to 
smaller diameters. Furthermore, the mean scattering intensity increases by a factor of four. This indicates an increase 
in the number of particles in the solution. 
 
Figure A 5 Fits of the DLS data of D3A in methanol (c=0.4 mM) and THF (c=0.2 mM). The 
methanol-solution shows one peak centered at ~1 nm, what corresponds to the monomeric 
molecular size. 
 SVD analysis for photoaggregation data 
A singular-value decomposition (SVD) analysis was performed, which is a common method for 
the data analysis of hyperspectral images.94 This method splits the 2D matrix of absorbance 
values (A-matrix) into a spectral component (U-matrix) and a specific kinetic trace for every 
component (V-matrix). This is coupled by the diagonal S matrix, which gives a weighting of the 
single component. The diagonal values are usually merged into a vector S in descending order.  
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 TA U S V= ⋅ ⋅   (2.2) 
To determine the significant components only those components are chosen, which have a 
reasonable high value in the corresponding element of the S vector. The SVD analysis was 
performed using the respective tool in the Labview math package. With the SVD analysis we get 
a model-free set234 of components and their respective kinetics. The kinetics can afterwards be 
analyzed using e.g. the model Pasternack et al.151 
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Figure A 6 Example of the SVD analysis of illumination dependent UV-vis spectra. Here the spectra measured with D2A 
in CF with a concentration of 23.4 mM are presented. The upper panel shows the spectral traces of the first three 
components. The middle panel shows the non-normalized kinetic traces, while the lower panel shows the kinetics 
multiplied by the respective value of the S vector. 
 
For all datasets measured we get three significant components (C1, C2 and C3). Values in the S 
vector, resembling the significance of the respective component, are shown in the main text. In 
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the kinetics graph the curves are multiplied by the corresponding value of the S-vector. This is 
done to illustrate the weighting of the components right in the kinetics curve. 
The first component C1 resembles the final spectra obtained after 60 min of illumination. Hence 
it turned out to have, by far, the highest significance value. The C2 component mainly describes 
the changes in the spectra upon illumination. Hence, we have chosen the kinetic of C2 for fitting 
with the stretched exponential model discussed in the main text. The third component C3 
already has much smaller significance and represents slight shifts in the absorption bands of the 
monomer and dimer, which occur mainly in the first 30 min of illumination. C3 might be assigned 
to intermediate states or to reorganization of the dimers and accompanied spectral shifts, cf. 
TD-DFT-derived absorption spectra of the different dimers.  
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 Kinetics 
 
Figure A 7 Evolution of the extinction E of D2A, D3A and D4A with time and line fits according a stretched exponential 
model (left column) and order determination by checking for linearity of the functions f1, f2 for first, second order, 
respectively (right column). 
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Figure A 8 Reaction rates r plotted over the illumination time of D4A in chloroform with different concentrations. The 
inset shows the r-ratio for the two different concentrations r(c=30.8 mM)/r(c=7.7 mM). 
 Analysis of the photo dimers 
To gain better information about possible degradation, NMR measurements were performed 
with D3A in different solvents. The same experiments were not made with D4A and D2A since 
both materials were already empty at this point. D3A could be newly synthesized on a relatively 
short timescale. A new batch of D4A was not synthesized due to a highly toxic reaction step in 
the synthesis.71 As solvents DCCL3, THF-d6 and DMSO-d6 were chosen. In DMSO the spectra look 
like they should since it is a very good solvent for D3A, but the relevant hydrogen at the 
carboxylic acid group is not measurable in DMSO due to the fast hydrogene deuterium exchange 
with the solvent. The signals obtained in THF and DCCl3 are shown in Figure A 9.  
Appendix 
108 
 
Figure A 9 1H-NMR spectra of D3A in different solvents. The upper panel resembles non-aromatic part, while the 
lower panel is showing the aromatic part of the molecule. While the spectra in DMSO-d6 clearly show all expected 
features, the spectra in THF-d6 and DCCl3 show very broad and shifted peaks. Since the solubility in the later solvents 
is much lower than in DMSO, the spectra resemble somehow different aggregates rather than monomeric species. 
The 1H-NMR spectra measured in DMSO show very narrow peaks and all expected signals could 
be found for the measured molecule. In DCCl3 the signals are partly shifted in comparison to the 
DMSO-d6 spectra. Furthermore, the aromatic and non-aromatic spectral range is overlaid by 
strong broad signals, which is common for aggregated molecules. In THF-d6 the signals are also 
broad and shifted, but the broad background signals are slightly reduced in comparison to the 
DCCl3 case. One point that has to be denoted in this manner is that we could grow a little D3A-
THF-d6 worm with a gelatinous consistency in the NMR tube. A picture of this worm can be 
found in Figure A 13. Furthermore, experiments using highly concentrated solutions of D3A in 
chlorobenzene created a red gel with the consistence of wobbly jelly, also shown in the 
appendix. 
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Figure A 10 Concentration dependent molar extinction coefficient of D3A in DMSO. 
As writen in the main part of Chapter 3, the extinction coefficient of D3A does not depend on 
the concentration using the highly polar solvent DMSO. 
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Figure A 11 Photoaggregation of D4A in CF with dye concentrations of 5 and 20µg/ml.  
 Gel formation in highly concentrated solutions 
 
Surprisingly we also found that D3A forms gels in chlorobenzene and THF-d6. In chlorobenzene 
this behavior was reproduced several times with a concentration of approximately 10mg/ml 
(~17mM). Since this concentration basically is in the range of 1% by weight, the gel formation 
was not expected. Only for molecules with a very different non-covalent polymerization, eg 
amide-functionalized perylene bisimide, similar gels could be found for lower concentrations 
(1mM)235. The chlorobenzene wobbly jelly is shown in the upper panel of Figure A12. The 
microscopic structure is shown in the middle and lower panel of the same figure. The 
microscopic pictures were prepared by jamming a portion of the jelly in-between two 
microscopy slides and investigating this sample by a standard Zeiss microscope with a 20 fold 
magnification objective. As it can be seen in the microscope pictures the gel consists of fiber like 
structures. 
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Figure A 12 Gel formed from a 10mg/ml solution of D3A in chlorobenzene. D3A tends to create red jelly like gel after 
being stored at elevated temperature of about 50°C. After being compressed between two microscopy slides we could 
observe the fiber like structure of the gel with an optical microscope from Zeiss with a 20 fold magnification shown in 
the lower panels.  
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Figure A 13 Little gel worm grown in a NMR-tube with D3A in THF-d6. 
 
 
Figure A 14 Time correlated emission of D4A in CF. 
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 Transient absorption of D2A 
 
 
Figure A 15 Spectral traces(left)) at404nm pump and kinetic traces (right) of D2A in CF. The negative absorption and 
negative emission are shown as shaded areas in grey and red, respectively. 
 
Upon excitation at 530 nm, D2A dissolved in CF shows a single exponetial decay with a 
timeconstant of 31 ps plus a long living infinity component. The DAS spectra of the TA spectra 
gained by pumping either at 404 and 520 nm are shown in Figure A 16. The infinity component 
consists of a peak at 580 nm (2.15 eV) and a stimulated emission (SE) centered at around 
700 nm. This component is similar to a component with 390 ps decay time observed in the 
experiment with 404 nm excitation wavelength. The component with 31 ps resembles the build 
up and shift of the SE and the excited state absorption, respectivly. Upon excitation at 404 nm, 
i.e., at an energy between those of the first and second lowest transitions, three distinct 
contributions to the DAS can be seen. The component observed in the 530 nm TA-spectrum is 
similar to the 17 ps and 390 ps decay components of the 404 nm TA-spectrum. Taking the S0-to 
Sn energy values obtained from the absorption in the UV-region, we could assume to find excited 
state absorptions (ESA) at 550 nm (2.25 eV) and 660 nm (1.88 eV). These could be assigned to 
the S1S4 and S1S3 transitions, respectively. But only the band at 580 nm is clearly 
pronounced in the TA-spectra. Interestingly, no ground state bleach (GSB) could be observed for 
both excitation wavelengths. We furthermore could only find one negative part in the 390 ps 
and infinity component of the 404 nm excitation and in the infinity component of the 530 nm 
centered at around 700 nm. This can be attributed to a stimulated emission (SE) of the S1 state, 
since it is located just slightly red shifted from the steady state fluorescence peaking at 650 nm 
and shown red shaded in. Using the spectral traces with the improved spectral range up to 
780 nm we could clearly observe the temproral evolution of the GSB and the SE. The SE is visible 
after approx. 5 ps and than shifts slightly to the blue by increasing its amplitude up to 30 ps. This 
can be attributed to a somehow slow vibrational cooling. Which could be expected since we 
have excited into S2 and a very hot S1 state. The SE is somehow red shifted compared to the 
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steady state experiment, which is most probably due to the spectral overlap of the ESA centered 
at 600 nm, the soulder at 650nm, seen in the early delay times, and SE signal. 
 
Figure A 16 DAS of D2A in CF for both excitation wavelengths (530 nm and 404 nm). The negative extinction 
coefficient is shaded in grey while the emission is shaded in light red. 
 
 
Figure A 17 Spectral traces of D3A new batch in CF at 530 nm excitation wavelength (left) and spectral traces at 
390nm excitation wavelength (right). The negative molar extinction coefficient is plotted in grey and the fluorescence 
spectrum in red (new batch). 
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