Abstract: Consider the following Kirchhoff type problem
Introduction
In this paper, we study the following Kirchhoff 
in Ω, u = 0, on ∂Ω.
This relation can be stated as follows and its proof will be given in Section 2.
Proposition 1.1 Let u α be a solution of (P α ) and let Remark 1.1 (a) By Proposition 1.1, we can obtain some special kinds of solutions to (P a,b,λ,µ ) with precise expressions on the parameters a, b, λ, µ by solving the equation f a,b,λ,µ (α) = 1 for α. Furthermore, unlike the the variational method, our method does not need to analyse the (PS) sequence of the corresponding functional to (P a,b,λ,µ ).
(b) The proof of Proposition 1.1 is based upon an idea used in [2] and [25] where 2 < p < 2 * . Since the local terms of (1.2) and (1.3) are homogeneous, by using a scaling techniques, one can obtain solutions of (1.2) and (1.3) by solving two equations whose properties are very clear (cf. [2, 25] ). Unlike (1.2) and (1.3), the local term of (P a,b,λ,µ ) is inhomogeneous, we need to solve a more difficult equation f a,b,λ,µ (α) = 1 to obtain solutions of (P a,b,λ,µ ) due to the function Ω |∇u α | 2 dx.
(c) Our method can also be used to deal with the Kirchhoff type problem with the nonlinearities n i=1 θ i u pi , where θ i are constants and 2 ≤ p i ≤ 2 * for all i = 1, 2, · · · , n. In this case, in order to observe a similar result to Proposition 1.1, a more complex n-components nonlinear system need to be studied.
According to Proposition 1.1, in order to obtain solutions of (P a,b,λ,µ ), we need to solve the equation f a,b,λ,µ (α) = 1 in R. However, due to the function Ω |∇u α | 2 dx, this equation is not easy to solve on a general bounded domain Ω (more reasons will be given in (a) of Remark 1.3). For the sake of demonstrating well our ideas, we mainly consider the problem (P a,b,λ,µ ) with Ω = B R , i.e.
is a ball. Before we state results, we shall give some notations. Let
Then it is easy to see that E(u) is of C 2 in H 1 0 (B R ). Furthermore, positive critical points of E(u) are solutions of (P 0 ). Let
and define m 0 := inf u∈N E(u). Now, our main results in this paper can be stated as follows.
(1) (P a,b,λ,µ ) has a radial solution if one of the following four cases holds:
(i) p > 4 and λ < aλ 1 ;
(ii) p = 4, λ < aλ 1 and (iii) p < 4 and λ > aλ 1 .
(2) If
then (P a,b,λ,µ ) has two radial solutions in the case of p < 4 and λ < aλ 1 . Theorem 1.2 Let a, b, λ, µ > 0, Ω = B R and 2 < q < p < 2 * .
(1) (P a,b,λ,µ ) has a radial solution if one of the following two cases holds:
(2) If p < 4 and
then (P a,b,λ,µ ) has two radial solutions under one of the following two cases: (1) (P a,b,λ,µ ) has a radial solution if one of the following five cases holds:
(i) 0 < λ < aλ 1 and where S > 0 is the usual Sobolev constant given by
then (P a,b,λ,µ ) has two radial solutions in the case 0 < λ < aλ 1 and N ≥ 5. (1) (P a,b,λ,µ ) has a radial solution if one of the following two cases holds: (ii) N = 4 and µ > bS 2 .
then (P a,b,λ,µ ) has two radial solutions in the case N ≥ 5. [9, 13, 20, 21] and the references therein. Comparing with these papers, the novelty of Theorems 1.1-1.4 in the cases N = 3, 4 is that, we can precisely give the range of the parameters a, b, λ, µ and the solutions founded in Theorems 1.1-1.4 have precise expressions on the parameters a, b, λ, µ due to Proposition 1.1.
(b) A new and interesting phenomenon revealed by Theorems 1.1 and 1.3 is that the Kirchhoff type problem (P a,b,λ,µ ) with q = 2 still has solutions if λ > aλ 1 and some further conditions hold, which is quite different from the related local problem (P 1,0,λ,1 ) with q = 2, for example the well known Brezís-Nirenberg problem.
(c) In [21] , Neimen obtained the following results by using the variational method:
Theorem A Let N = 4 and 2 < q < 4. If bS 2 < µ < 2bS 2 and Ω ⊂ R 4 is strictly star-sharped, then Problem (P a,b,λ,µ ) has a solution under one of the following three cases:
Neimen also asked whether that the conditions that µ < 2bS 2 , Ω ⊂ R 4 is strictly star-sharped and (C1)-(C3) are necessary in Theorem A. In our paper [13] , we give a partial answer to Neimen's open question, where, by using the variational method, it has been proved that the conditions that µ < 2bS Indeed, in our paper [13] , we have shown that aλ 1 − λ ≥ 0 and bS 2 − µ ≥ 0 can not hold simultaneously if (P a,b,λ,µ ) has a solution in the case q = 2 and (P a,b,λ,µ ) has no solution in the case bS 2 − µ > 0 if a is sufficiently large or λ is sufficiently small in the case 2 < q. However, we do not know whether the conditions of Theorems 1.3 and 1.4 in the cases N = 3 and N ≥ 5 are almost "optimal".
(c) Theorems 1.1-1.4 give no information of (P a,b,λ,µ ) for λ = aλ 1 in the case q = 2 and bS 2 = µ in all cases. On the other hand, due to the above (b), (P a,b,λ,µ ) has no solution even in a general bounded domain in the case λ = aλ 1 , q = 2 and bS 2 = µ.
(d) Due to the Kirchhoff type nonlocal term −b( Ω |∇u| 2 dx)∆u, we can see from Theorems 1.1-1.4 that the Kirchhoff type problem (P a,b,λ,µ ) has two solutions in some cases even Ω = B R . It seems that the branch of solutions to the Kirchhoff type problem (P a,b,λ,µ ) is more complex than the related local problem (P 1,0,λ,µ ). On the other hand, some concentration behaviors of the solutions to (P a,b,λ,µ ) can be observed by study the properties of the function α(a, b, λ, µ), where α(a, b, λ, µ) is given by Proposition 1.1. However, we will not go further in this direction in the current paper.
Through this paper, o n (1) will always denote the quantities tending towards zero as n → ∞.
Setting of the problem
In this setion, we first give the proof of Proposition 1.1.
Proof of Proposition 1.1. Let ψ = tu α . Since u α is a solution of (P α ), it follows that
in Ω,
Let ϕ = sψ α,µ , then we have
Therefore ϕ = sψ α,µ is a solution of (P a,b,λ,µ ) if and only if (s, α) satisfies the following system:
which is equivalent to that (s, α) satisfies the following system:
u α is a solution of (P a,b,λ,µ ) if and only if f a,b,λ,µ (α) = 1.
Next we will consider the continuity of f a,b,λ,µ (α) as a function of α on some subset of R. In order to do this, let us respectively denote the corresponding functional and the Nehari manifold of (P α ) in H 1 0 (Ω) by I α (u) and N α , that is,
and Proof.
and u αn is a solution of (P αn ), by using standard arguments, we can show that {u αn } is bounded in H 1 0 (Ω). Going if necessary to a subsequence, we can assume that u αn ⇀ u * α0 weakly in H 
The existence of solutions
In this section, with the help of Proposition 1.1, we will give the proofs of our results on the existence of solutions to (P a,b,λ,µ ) in the case of Ω = B R .
The case of 2 = q < p < 2 *
It is well-known that (0, λ 1 ) ⊂ D in this case and u α is radial (cf. [15] ). In order to apply Proposition 1.1, we need the following lemma.
Proof. We first prove the former. Suppose that α n ↑ λ 1 as n → ∞, then by a similar argument used in the proof of [12, Lemma 5.2], we can see that m αn ↓ m λ1 as n → ∞. It follows from a standard argument that {u αn } is bounded in H 1 0 (B R ). Without loss of generality, we may assume that u αn ⇀ u λ1 weakly in H 1 0 (B R ) for some u λ1 ∈ H 1 0 (B R ) as n → ∞. Similarly as in the proof of Lemma 2.1, we obtain that u αn = u λ1 + o n (1) strongly in H 1 0 (B R ) and u λ1 is a solution of (P λ1 ) if u λ1 = 0. Note that (P λ1 ) has no solution, so we must have u λ1 = 0, which means that lim α↑λ1 BR |∇u α | 2 dx = 0. To prove the later, let us assume that α n ↓ 0 as n → ∞. Similarly as in the above, we can imply that u αn = u 0 + o n (1) strongly in H 1 0 (B R ), where u 0 is the ground state solution of (P 0 ), so that lim α↓0 BR |∇u α | 2 dx = Furthermore, similarly as in the proof of Theorem 1.1, we can see that
under the following condition
where [4, 27] ). Similarly as in the previous subsection, we need to establish the following lemma before proving Theorem 1.3.
Proof. We first show that lim α↓ (
Let α n ↓ for all n ∈ N, we get from the Sobolev embedding theorem that either
Clearly the case (b) must occur since
4 . It follows from the arbitrariness of {α n } that lim α↓
In fact, since (P α ) has no solution for α ≤ 0 and 1
for 0 < α < λ 1 in the case N ≥ 4, similar arguments used the above show that that if
Finally, we will prove that lim α↑λ1 BR |∇u α | 2 dx = 0. Let α n ↑ λ 1 . By using a similar argument in the proof of the first equality above, we reach that u αn ⇀ u 0 weakly in H 
Now, it implies from I α1 (u α1 ) < 
where
Thus, in the case N ≥ 5 and 0 < λ < aλ 1 , f a,b,λ,µ (α) = 1 has two solutions 0 < α 1 < α 2 . Therefore, the conclusions of Theorem 1.3 remain true from Proposition 1.1.
3.4
The case of 2 < q < p = 2 * In this case, it is well-known that (0, +∞) ⊂ D ∩ F and u α is radial if N ≥ 4 (cf. [7, 8] ) and (λ 0 , +∞) ⊂ D ∩ F and u α is radial for some λ 0 > 0 if N = 3 (cf. [7] ). 
Appendix
In this section, we will find special kinds of solutions to (P a,b,λ,µ ) on a general bounded domain Ω in the case 2 = q < p < 2 * . It is well-known that (P α ) has a ground state solution if and only if α < λ 1 , where λ 1 is the first eigenvalue of −∆ on Ω. In order to apply Proposition 1.1, we will observe some bifurcation results of u α . We believe that our observations are not new but since we could not find any convenient reference, we give their proofs below by Rabinowitz's global bifurcation theorem.
Lemma 5.1 There exists λ 0 ∈ (0, λ 1 ) such that u α is the unique ground state solution of (P α ) for α ∈ ( λ 0 , λ 1 ).
Proof. Suppose α n ↑ λ 1 as n → ∞ and u αn is a ground state solution of (P αn ). Similarly as in the proof of Lemma 3.1, we obtain that u αn → 0 strongly in H 1 0 (Ω) as n → ∞. Thus, {( u α , α)} are nontrivial branches of solutions to (P α ) bifurcated from the trivial branch of solutions {(0, α)} of (P α ) at (0, λ 1 ). In particular, {(u α , α)} is also a nontrivial branch of solutions to (P α ) bifurcated from the trivial branch {(0, α)} of (P α ) at (0, λ 1 ). Note that λ 1 is the principal eigenvalue of the linearized equation of (P α ) at 0. Hence, there is a unique continuous branch of solutions for (P α ) bifurcated from the trivial branch of solutions {(0, α)} of (P α ) at (0, λ 1 ) near λ 1 , say α ∈ ( λ 0 , λ 1 ) for some λ 0 > 0. It follows that {(u α , α)} is the unique continuous branch of solutions for (P α ) bifurcated from the trivial branch of solutions {(0, α)} of (P α ) at (0, λ 1 ) for α ∈ ( λ 0 , λ 1 ).
Lemma 5.2 The interval (0, λ 1 ) is contained in the branch {(u α , α)}. Furthermore, for every α n ↓ 0 as n → ∞, it holds that u αn = u 0 + o n (1) strongly in H 1 0 (B R ), where u 0 is a ground state solution of (P 0 ).
Proof. Denote L = {(u α , α)} and define λ 0 = inf{α | (u α , α) ∈ L}. Then it is easy to see that −∞ ≤ λ 0 ≤ λ 0 . We first prove that λ 0 ≤ 0. Suppose on the contrary, then by a similar argument as used in [ (Ω) for every α n ↓ 0 as n → ∞, where u 0 is a ground state solution of (P 0 ). By Lemma 5.2, we obtain a continuous curve in S := {(u α , α) | u α is a solution of (P α )}, so that we can get the kinds of solutions described in Proposition 1.1 by using similar arguments in the proof of Theorem 1.1.
