Abstract. The subspace iteration algorithm, a block generalization of the classical power iteration, is known for its excellent robustness properties. Specifically, the algorithm is resilient to variations in the original matrix, and for this reason it has played an important role in applications ranging from Density Functional Theory in Electronic Structure calculations to matrix completion problems in machine learning, and subspace tracking in signal processing applications. This note explores its convergence properties in the presence of perturbations. The specific question addressed is the following. If we apply the subspace iteration algorithm to a certain matrix and this matrix is perturbed at each step, under what conditions will the algorithm converge?
1. Introduction. The subspace iteration algorithm, a rather straightforward generalization of the classical single-vector power iteration, used to be the method of choice for computing eigenspaces of large matrices. Beginning in the 1980s it lost ground to techniques based on Krylov subspaces, which turned out to be more efficient once practical difficulties related to such issues as loss of orthogonality are resolved. However, the method has recently regained some of the ground it lost, as it is increasingly regarded as a robust alternative to Krylov subspace methods, especially in the common situation where the coefficient matrix changes in the course of some outer iteration. For example, in the 'nonlinear eigenvector problem' that is at the heart of Density Functional Theory (DFT), see, e.g., [18] , one seeks the lowest eigenmodes of a Hamiltonian that depends (nonlinearly) on its eigenvectors. The problem is solved by an iterative procedure referred to as the Self-Consistent Field (SCF) iteration, in which a set of eigenvectors of a matrix that changes at each iteration, are to be computed. In this situation a Krylov subspace approach is not appealing because it cannot easily take advantage of the calculations performed in previous SCF steps. In contrast, the subspace iteration algorithm is ideally suited for the problem, since it can use the approximate eigen-basis computed in the previous step as a starting block of vectors for the new iteration. In fact, it can be used in a nonlinear form in the sense that the matrix can be updated during the subspace iteration algorithm. A few additional details are in order.
Given a real symmetric (or Hermitian complex) matrix A, a basic subspace iteration algorithm is as follows (MATLAB notation is used for the QR factorization in Line 4). Algorithm 1.1. Standard subspace iteration 0. Start: select U an initial n × p basis. 1. For i = 1 : max iter Do 2. U := AU 3. If (condition) perform a Rayleigh-Ritz projection: 4.
[Q, R] = qr(U, 0) 5.
U := QW 8.
Check convergence 9. EndIf 10. EndDo The Rayleigh-Ritz (RR) step (lines 4 -8) is performed once in a while and the test in Line 3 checks if such a projection procedure is required at this iteration. This is dictated mainly by a desire to keep the conditioning of the basis working U under a manageable limit. If l steps are taken, the conditioning of the basis evolves as the l-th power of a certain ratio. This ratio can be estimated from current approximations of the eigenvalues, thus enabling the user to select the next number l of iterations to perform before calling the Rayleigh-Ritz projection. Note that in exact arithmetic, such a projection would not be needed until the very last step when some hypothetical test would tell us that the subspace should have converged.
There are other practical reasons why RR steps are needed. For example, step 2 of the algorithm is actually often replaced by a Chebyshev iteration of the form U := C l (A)U where C k is a shifted and scaled Chebyshev polynomial of degree l, see, e.g., [17, 13, 20, 15, 16, 21, 22] . In this situation the parameters needed for defining the Chebyshev polynomial are to be computed from eigenvalue approximations and these can only be extracted from a RR step. In addition, these approximations change and therefore the optimal parameters need to also change, as a poor choice of the polynomial can lead to poor convergence, or even divergence.
In many situations, such as in DFT, the matrix A is updated once the eigenvectors (the final U in the above algorithm) are computed. We would then compute a new A, call it A and the above algorithm is repeated with A replaced by A. The algorithm would be as follows where an index k is introduced for the iteration number. Algorithm 1.2. Standard SCF with subspace iteration 0. Start: select initial A 0 and initial n × p basis U 0 . 1. Until A k converges do: (SCF loop) 2. Perform standard subspace iteration with matrix A k , starting with U k . Output=U k+1 3. Use U k+1 to compute/ update A k+1 4. End However, as was observed in [21, 22] , the outer SCF loop and the subspace iteration loop can be merged and the resulting algorithm would still converge with a few simple safeguards, such as starting from a good initial basis U 0 . This combination, which leads to enormous savings in computational time, is sketched next, in a form that incorporates Chebyshev acceleration. Algorithm 1.3. Nonlinear subspace iteration 0. Start: select initial A 0 and initial n × p basis U 0 . 1. Until A k converges do: (Combined SCF + Subspace iteration loop) 2. Compute U k := C l (A k )U k 3. Perform a Rayleigh-Ritz step with the U k just computed. Output=U k+1 4. Use eigenvectors U k+1 to compute/ update A k+1
End
In the above algorithm, C l is some shifted and scaled Chebyshev polynomial of degree l and the Rayleigh-Ritz step in Line 3 consists of Lines 4-7 of Algorithm 1.1 applied to A k starting with U k and yielding U k+1 in Line 7. Though this algorithm works well in practice, usually leading to a modest increase in the number of outer SCF iterations when compared to its more costly version Algorithm 1.2, its convergence is rather difficult to analyze. The DFT application just described is an illustration of the use of subspace iteration for computing an invariant subspace of an 'evolving matrix', a matrix which changes at every step of the algorithm. Possibly the best known use of subspace iteration for evolving matrices, is in the context of 'subspace tracking' in signal processing applications, see, e.g., [5, 19, 2, 6 ]. An excellent survey of relatively recent work on the topic can be found in the introduction of [6] . The problem here is to track the 'signal subspace', which is the eigenspace associated with the largest eigenvalues of a covariance matrix associated with a sequence of signals, in the form of vectors x(t), t ∈ Z that are being received sequentially. Variants of the so-called 'power iteration method' play a major role in this application see, e.g., [2, 6, 8] . These track the dominant subspace by essentially performing one step of the orthogonal iteration (subspace iteration without the Rayleigh Ritz projection, see [7] ) with the evolving covariance matrix. In its simplest form this covariance matrix is computed as
where 0 < β ≤ 1 is a damping parameter (termed a 'forgetting factor' in [19] ). One of the issues is to keep the cost of the algorithm low enough for real time applications.
There are also applications in other contexts where this form of the subspace iteration algorithm plays a major role. One notable example [12] is that of the matrix completion problem. In this problem, some matrix A ∈ R m×n is partially known from its entries in some locations (i, j) ∈ Ω, and we need to fully recover it. The underlying assumption is that A has a small rank, i.e., its rank r is such that r m, n. This problem has attracted much attention in recent years because of its occurrence in several important applications that include for example, recommender systems, multitask learning, and structure from motion (see e.g. [14, 11, 4, 1, 10, 3, 9] ). Let Ω = {(i, j)|A ij is observed} and define P Ω (X) ∈ R m×n to be the projection of X onto the observed entries Ω. This means that P Ω (X) is a matrix such that P Ω (X) ij = X ij if (i, j) ∈ Ω and P Ω (X) ij = 0 otherwise. Ideally, we wish to find the matrix of smallest rank whose entries in the observed locations are given, i.e., such that P Ω (X) equals P Ω (A). This, however, is a hard problem. Instead, a common workable alternative is to seek a matrix of a given (small) rank, say k, that deviates the least from A in the observed entries:
Find matrix X that minimizes P Ω (X) − P Ω (A) F subject to rank (X) = k.
(1.1)
An intuitive algorithm to solve the above problem, is to exploit the subspace iteration for computing the SVD of A. Since A is not known, we use its latest approximation to perform one step of the algorithm and then update the approximation based on the outcome of the step. An initial approximation is first constructed from the truncated rank-k of
Here svd k (X) denotes the rank-k SVD of X obtained by keeping only the first k columns of U, V and the k × k leading part of Σ in the full SVD of X, X = U ΣV T . The next step is to 'correct' this matrix by replacing the entries in Ω by the corresponding known values of A, i.e., we would define the new intermediate approximation of A asX = X + P Ω (A − X). Then we take a subspace iteration step fromX to improve the current subspaces spanned by U and V , respectively. This will yield a new approximation X in the form of a partial, rank-k SVD factorization and the process is repeated until convergence. The actual algorithm is sketched below, where qf (X) denotes the Q factor in the QR factorization X = QR of a given matrix X. Algorithm 1.4. Subspace Iteration for incomplete matrices. 1. Initialize:
% with matrix X i+1 . 6. EndFor A sufficiently small error E i F can be used as a stopping criterion. Consider the subspace spanned by the sequence of V i 's alone to see what happens in Line 4 of the algorithm. From the QR factorizations, and using appropriate k × k upper triangular matrices R V,i and R U,i , in Line 4 we get :
. This allows to interpret the algorithm as the standard subspace iteration applied to a varying matrix X T i+1 X i+1 , obtained form a certain perturbation of the unknown matrix B = A T A.
In this paper we consider the general situation where the subspace iteration is applied to a sequence of evolving matrices B k , i.e., matrices that vary at each step of the algorithm. The subspace onto which the Rayleigh-Ritz projection is performed at each step is L k = B k L k−1 . We will be particularly interested in the situation where B k converges to a matrix B. Then the question is: under what conditions can we guarantee that the subspace L k will converge to the dominant invariant subspace of the limit matrix B? We do not address the convergence of the sequence of matrices B k , when these matrices are defined from the eigenvectors computed dynamically by the algorithm. This is specific to the given application and is a much more complex issue.
2. Analysis of standard subspace iteration. We first consider the standard subspace iteration in the unperturbed case. It suffices to examine a single iteration of the algorithm. For this, let L = Span{V } of dimension m and L = Span{BV }. Let u i , i = 1, · · · , n be the eigenvectors of B associated with the eigenvalues
It will be assumed that |λ m | > 0. The case of interest to us is for symmetric matrices. We will call P the spectral projector associated with the first m eigenvalues. In this case
Finally, we will call S the eigenspace associated with these eigenvalues, i.e., S = Ran(P ).
The analysis of subspace iteration is remarkably simple. It rests on a result which shows the existence of a vector in the subspace that is close to u i . The following result is a simplification of Theorem 5.2 in [17, p. 199] .
λi Bs i of L is also such that P s i = u i , and it satisfies:
Proof. Let P z i , P z 2 , · · · , P z m a basis for P L. Since P L has dimension m, then P L = Ran(P ) and because u i belongs to this subspace, then we can write (in a unique way):
This shows the first part with s i = m j=1 η j z j . Observe that s i − u i = (I − P )s i ≡ w has no components in the first m eigenvectors. In other words the relation P s i = u i is equivalent to:
Consider now s i defined above:
What is interesting is that Bw = B(I − P )w = (I − P )Bw. So the vector w = 1 λi Bw satisfies the same properties as w, i.e., we have
To shows the desired inequality (2.1) note that w = s i − u i , and that the spectral radius of (I − P )B(I − P ) is |λ m+1 |.
What the theorem shows is that if at a given step the assumptions are satisfied, in particular if there is a vector s i in L such that P s i = u i , then in the following step, there will be an approximate eigenvector in the subspace of approximants which will satisfy the same requirement P s i = u i and which will get closer to u i by at least |λ m+1 /λ i |. We now need to show that the assumptions remain valid at each step if they are valid at the first step.
The proof is based on the fact that the matrix B l is non singular when restricted to S. This is because the eigenvalues of B l |S are λ l i with i ≥ m and they are all nonzero. If {P x i } i=1,··· ,m are linearly independent then {B l P x i } i=1,··· ,m are also linearly independent. Since B l P = P B l the result follows.
A consequence of the lemma is that the dimension of the subspace P B l L will always be equal to m if this is true for the initial subspace, i.e., when l = 0. When subspace iteration is applied l times, the result is simply a projection method onto the subspace B l L. Thus, we obtain the following corollary:
A consequence of the corollary is that the distance between u i and the subspace B l L is bounded as follows
This allows to prove some results on the accuracy of the projection process onto the subspace B L L, see [17] for details.
In practice the simple subspace iteration is often replaced by a filtered-subspace iteration whereby the subspace B l L is replaced by φ l (B)L, where φ l can be a certain polynomial, e.g., shifted and scaled Chebyshev polynomial, or a rational function such as (B − σI) −l for example. The analysis just discussed can be easily be adapted to these cases.
3. Analysis of the perturbed subspace iteration. We now consider a single step of subspace iteration in which the matrix B is replaced by a matrix of the form B = B + E, where E is some small perturbation. Thus, the projection process will consist of applying a Rayleigh-Ritz procedure with the subspace L = BL. That is, λ, u are such that:
Note that in the next iteration of the algorithm, the subspace L is again multiplied by a new perturbed matrix different from B and the process repeated. In order to simplify notation, we will refrain from using indices until later when it becomes necessary but we want to stress for example that B, L should be in reality B k−1 , L k−1 , where k is some iteration number, and B andL will then stand for B k and L k = B k L k−1 respectively.
3.1.
A useful projector onto L. We would like to prove a sort of analogue to Theorem 2.
Consider the projector Q that projects onto BL, orthogonally to S = Ran(P ). Recall that for such a projector, Qx is uniquely defined by the two requirements
An illustration is shown in Figure 3 .1. These requirements define the range BL of Q and its null space S ⊥ . This projector is well defined when no vector of BL is orthogonal to S. 
Proof. The proof of the existence of s i is the same as for Theorem 2.1. For the second part we will seek z i in the form z i = s i − f . Then, defining
we obtain
Note that s i − u i belongs to S ⊥ , because P s i = u i , and so does B(s i − u i ). Therefore, it remains to select f so that y − Bf also belongs to S ⊥ , the null space of P . We seek a vector Bf that belongs to BL and such that y − Bf is perpendicular to S, i.e., such that P (y − Bf ) = 0. With the projector Q defined above, clearly the unique vector f such that Bf = Qy, is the desired vector. We can then rewrite (3.5) as
In results that will be established later we will need to define the vector:
where z i was defined in the lemma. Thus, (3.6) translates to
Note that the right-hand side belongs to S ⊥ .
3.2.
A few properties of the projector Q. We saw above that the null space of Q is S ⊥ . Therefore, Qw = 0 for any vector w ∈ S ⊥ . This implies that
At the same time, the condition x − Qx ⊥ S implies that
The above two relations show two distinct ways of expressing Q − P :
Another equality is based on the fact that Q projects onto Span( BL) so we have
Finally, for the vector s i defined in (3.7) we have
The 2nd relation is obtained by multiplying (3.8) by P on both sides and noting that the right-hand side of (3.8) is in S ⊥ , so P ( s i − u i ) = 0, which yields the result. For the first, we proceed in the same way, this time multiplying (3.8) by Q. The right-hand side vanishes again by (3.9), and Q s i = s i by (3.12). The result follows.
Incidentally, the relations (3.13) show that
and it can also be easily shown from (3.9) and (3.10) that QP Q = Q and P QP = P . Note that all these properties can also be visualized on the illustration in Figure 3 .1. The relations (3.14) show that P and Q act as inverses of each other in restricted spaces. For example, for any x ∈L we have QP x = x by (3.9) (because QP x = Qx = x if x ∈L), which indicates that Q acts as an inverse of P |L the restriction of P toL. Similarly, by (3.10) P Qx = x for any x ∈ S and so P can be viewed as the inverse of Q |S .
It is interesting to observe that in the extreme case achieved at the limit, when B = B, and L = S then we do have Q = P . Indeed, P x ∈ BL = BS and (I − P )x ⊥ S and these are the defining equations for Q for this particular situation. This can also be proved from a matrix formulation by resorting to specific bases, as will be done below.
Later we will need to use the set of vectors z i found in Lemma 3.1. As it turns out, these are linearly independent under the assumption that the λ i 's under consideration are all nonzero.
Lemma 3.2. Let the assumptions of Lemma 3.1 hold and assume also that
Proof. From equations (3.2) and (3.3) of Lemma 3.1 we have
Since the λ i 's are nonzero and the u i form an orthonormal set, it is clear that the z i 's are linearly independent (and that the restriction of PB to L is invertible).
Defining the matrix Λ m as the diagonal matrix, with diagonal entries the eigenvalues λ 1 , · · · , λ m , and setting Z = [z 1 , · · · , z m ] and R = [r 1 , · · · , r m ], we can rewrite (3.2) as
where the columns of R, which we will call 'residuals', are orthogonal to S, i.e., U T R = 0. It is useful to express the projector Q in matrix form, by using the bases Z of L and U of S. Since the range of Q isBZ and its null space is S ⊥ , Q must have the form Q = (BZ)GU T , for a certain m × m matrix G. To find G, we express the fact that U T (I − Q) = 0 which yields
m U T and from (3.15) we get:
This shows that at the limit when R goes to zero, the projector Q will converge to the projector P . The next section considers generalizations of Theorem 2.1.
Vanishing perturbation case.
This section considers the general situation when we apply a small perturbation E to the matrix B and this perturbation diminishes in size with each step of the subspace iteration. Such a perturbation could be, for example, the result of an algorithm that builds a sequences of matrices B k converging to a certain matrix B.
Theorem 3.3. Assume that dim(P L) = m. Then for each eigenvector u i , i ≤ m there is a (unique) vector s i in L such that P s i = u i . In addition, there is a vector s i belonging to L = BL that is also such that P s i = u i , and that satisfies:
Proof. The existence ofs i was established with the help of the projector Q at the end of Section 3.1, see equations (3.7), (3.8). The uniqueness ofs i follows from the assumption that P L has dimension m, i.e., the rank of P restricted to L is m. This assumption implies that when restricted to L, the mapping P is one to one.
Returning to (3.8) we have
Recalling that Es i = ( B − B)s i , and setting w ≡ s i − u i , this yields
and so,
The proof ends by taking norms and noting that Bw ≤ |λ m+1 | w since w ∈ S ⊥ . It is interesting to note that the vector Eu i is equal to ( B − B)u i = ( B − λ i )u i , which is the residual of the exact eigenpair (λ i , u i ) with respect to the perturbed matrix B.
We now re-introduce the subspace iteration index k. So B, B, and Q become B k−1 , B k and Q k respectively and E and L are indexed into E k , and L k , respectively. Recall that
Superscripts are also needed for the vectors s i so that s i becomes s
is unique. This means that provided dim(P L k ) remains equal to m at each step k we will have a sequence of vectors s
The above results lead to the following conclusion: If we have a sequence of E k 's that converge to zero and if we can ensure that the projector I − Q k remains bounded, then there is a sequence of vectors s
in the subspace that converges to u i . To state this more formally we first rewrite the inequality (3.17) in the slightly weaker form:
The above relation, can be written as:
The following lemma states a sufficient condition under which d (k) converges to zero.
Lemma 3.4. Let a sequence d (k) of nonnegative numbers satisfy (3.23) where 0 ≤ α < 1 and β k ≥ 0. Then a sufficient condition for this sequence to converges to zero is that:
Proof. For convenience we rewrite relation (3.23) as
) is now valid for k = 0. By the assumption that β k converges to zero, the scalar γ k does not exceed a certain γ < 1 for k larger than a certain k 0 . Without any loss of generality we can assume that this is in fact true for all k (otherwise consider only the sequence starting with index k 0 ). From this and the assumptions we can easily get:
, and split this sum in two as follows
Since the sequence β i converges to zero, it is bounded from above by a certain β so the first term above can be bounded as follows:
For large enough p all β i 's for i ≥ p are less than an arbitrarily small value . So for a large enough p the second term in the right-hand side of (3.26) is bounded from above by
As can be seen, the two terms in which η k has been split can be made arbitrarily small by taking a large enough p and a large enough k. As a result η k converges to zero and so does d (k) as is clear from (3.25).
3.4. The non-vanishing perturbation case. We can have a situation whereby the perturbation E k does not go down to zero but remains small. We wish to adapt the result of the previous section for this case. The assumptions we make now are that the norms (I − Q k )E k remain small enough throughout the iterations. The result we prove is a rather straightforward adaptation of Lemma 3.4. First, we define d
− u i and use the same symbol β k as before for (I − Q k )E k . Then, Equation (3.22) yields:
from which the following result can be derived. Proposition 3.5. Assume that for all k ≥ 1 we have β k ≤ β where β satisfies:
Then, the sequence d
i.e., the vectors s
will remain relatively close to u i if β is small. Proof. We proceed similarly to the proof of Lemma 3.4. An induction argument shows that
and using the fact that γ i < 1 we obtain:
The first term in the right-hand side of (3.28) tends to zero as k tends to infinity while the second term remains of the order of β, the bound on the norm of the projected perturbation (I −Q k )E k . It is important to note that the assumptions of the proposition depend on the index i of the eigenpair. They may be satisfied for one i and not another, and so one may well have a situation in which some (typically the largest) eigenpairs will be well approximated but not the other ones.
Analysis of (I
The results of Section 3.3 show that at each step of the subspace iteration for an evolving matrix we can find a good approximate eigenvector in the subspace of approximants provided that (I − Q k )E k tends to zero as k tends to infinity. All of the convergence analysis is now captured by this term, which we would like to analyze.
The goal of this section is to show how we can bound I − Q k . Recall that Q k is a projector but that it is not orthogonal so I − Q k will be larger than one in general. Using (3.11) we can write I − Q k as
Take the norm of the last term. Since P x ≤ x , we get
It is easy to show that the inequality in the above relations is actually an equality. This is because if the maximum in the last term is reached for a certain x 0 then clearly:
Therefore we have,
As is illustrated in Figure 3 .2, because z − Q k z is perpendicular to S, the above maximum is simply the tangent of the angle between the two subspaces, S and In the end, putting (3.29) and (3.30) together we obtain,
which will allow us to state a convergence result as a corollary of Lemma 3.4. Looking at (3.22), if we assume that the angle between S and L k stays bounded away from π/2 then I − Q k is bounded from above and so if E k converges to zero we will also have lim k→∞ (I − Q k )E k = 0. We are now in the situation of Lemma 3.4 and we can say that the sequence s
converges to u i . The result is formally stated next.
Corollary 3.6. Let dim(P L 0 ) = m and |λ m | > 0 and assume that there is an angle θ such that at each step of subspace iteration we have ∠(L k , S) ≤ θ < π/2. Then for each k, we have dim(P L k ) = m and there is a sequence s
for each k was established at the end of Section 3.1, see equations (3.7) and (3.8), provided dim(P L k−1 ) = m. An induction argument and the result of Lemma 2.2 show that indeed for each k, dim(L k−1 ) = m because we assumed |λ m | > 0. The rest of the proof follows from the arguments given above which show that lim k→∞ (I − Q k )E k = 0.
3.6. Subspace convergence analysis. The results of the previous two sections focus on one specific eigenvector and establish results by making a few assumptions on the subspace encountered at each step of the subspace iteration algorithm. Intuitively, one can expect that by considering the eigenvectors of interest, i.e., those associated with the dominant p eigenvalues, then we should be able to prove a sort of global result, which deals with the whole subspace rather than single eigenvectors. A result of this type, whose derivation is more complex, is discussed in this section.
We begin by splitting (I −Q k )E k in two terms. Relation (3.9) implies that (I −Q k )(I −P ) = I −P and so we have
Next we will derive an expression for the first term of the right-hand side. Recall expressions (3.16) and (3.15) of Section 3.2, which use the Z basis of L and the canonical basis U of S to express Q k . Exploiting (3.16) and (3.11) , in which R is now replaced by R k , we obtain: − u i belong to the orthogonal of S. If we call W the basis of the subspace Span{u m+1 , · · · , u n }, which is the range of I − P , then we can write the components of the vectors s 
Using the 1-norm we can state:
4. Concluding remarks. The analysis of the subspace iteration algorithm for evolving matrices shows that we can easily obtain convergence when the perturbation vanishes as the algorithm progresses. This may seem intuitively obvious except that it is not clear without the analysis whether a sufficiently fast decay of the perturbations is required to ensure convergence, nor is it known how fast is the resulting algorithm when it converges. The convergence analysis of Section 3 shows that all that is needed, in addition to the convergence of the evolving matrix, is that the angle between the subspace on which the Rayleigh-Ritz projection is performed, and the desired eigenspace, remains bounded away from the right angle. In the non-converging case, the best we can hope for is to show that there is a sequence of approximations that remain close to the exact eigenvector when the perturbations remain small.
A difficult question not addressed here is to study the convergence of the matrices B k themselves in the situation when B k depends on the eigenvectors of the previous matrix B k−1 , as is the case in DFT. Such an analysis would require tools that are common when dealing with systems of nonlinear equations or nonlinear optimization problems. It is hoped that in the future the analysis of this paper can help advance the study of these nonlinear forms of the subspace iteration algorithms.
