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Tematika naloge:
Dobra zasnova arhitekture spletne aplikacije je sˇe posebej pomembna z vi-
dika obvladovanja vecˇjega sˇtevila uporabnikov. Cˇe pri nacˇrtovanju aplikacije
to zanemarimo, imamo lahko v procesu nadgradnje in vzdrzˇevanja velike
tezˇave, kar velja sˇe posebej pri razvoju kompleksnih spletnih iger. V okviru
diplomske naloge prilagodite obstojecˇo igro Travian v spletno okolje, kjer
ovrednotite in izberite najbolj ustrezne komponente za zasnovo skalabilne
arhitekture in same implementacije. Na razvitem prototipu resˇitve izvedite
performancˇno analizo in rezultate kriticˇno ovrednotite.
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SEO search engine optimization optimizacija spletnih strani
API application programming in-
terface
vmesnik za namensko progra-
miranje
SQL structured query language strukturirani povprasˇevalni je-
zik za delo s podatkovnimi ba-
zami
NoSQL non-structured query language nestrukturirani povprasˇevalni
jezik za delo s podatkovnimi
bazami
SPA single page application enostranska aplikacija
HTML hypertext markup language jezik za oznacˇevanje nadbese-
dila
IDE integrated development envi-
ronment
integrirano razvojno okolje
CRUD create, read, update, delete ustvari, beri, posodobi, izbriˇsi
URL uniform resource locator enolicˇni krajevnik vira
WSL Windows subsystem for Linux Windosov podsistem za Linux
JSON JavaScript Object Notation JavaScript objektna notacija

Povzetek
Naslov: Prilagodljivo in skalabilno ogrodje za izdelavo zahtevne spletne igre
Avtor: Luka Zˇeleznik
V okviru diplomske naloge zˇelimo razviti ucˇinkovito ogrodje in aplikacijo, ki
bi poenostavila razvoj zahtevnih spletnih iger. Najprej na kratko opiˇsemo
probleme razvoja taksˇnih iger in implementirane resˇitve. Nato opiˇsemo iz-
brane komponente za resˇitev teh problemov in na kratko opiˇsemo njihovo
delovanje. Zatem predstavimo delovanje in uporabo ogrodja ter opiˇsemo ne-
kaj uporabljenih parametrov za inicializacijo le-tega. Nato se posvetimo cilju
igre ter uporabljenim pristopom in idejam, ki so nam omogocˇili dosego tega
cilja. Ogrodje nato primerjamo z ostalimi resˇitvami, kjer vidimo, da je izde-
lano ogrodje bolj prilagodljivo in zmogljivo kot ena ter bolje implementirano
in stabilno kot druga ogrodja. Na zmogljivost kazˇe tudi obremenitveni test,
kjer je strezˇnik serviral od 10 do 500 igralcev v razlicˇnih scenarijih. Ti scena-
riji so predstavljali razlicˇne nivoje poznavanja igre. Strezˇnik je bil v relativno
hitrem cˇasu zmozˇen obravnavati 500 zahtevnih oz. izkusˇenih igralcev.
Kljucˇne besede: splet, programiranje, ogrodje, igre, Travian.

Abstract
Title: Flexible and scalable framework for resource intensive online game
Author: Luka Zˇeleznik
In the diploma thesis we want to develop an effective framework and appli-
cation that would simplify the development of advanced online games. First,
we briefly describe the problems of developing such games and the imple-
mented solutions. We then describe the selected components used to solve
these problems and briefly describe their operation. Then we present the
functioning and use of the framework and describe some of the parameters
needed to initialize it. After that we focus on the goal of the game and
the approaches and ideas used to achieve that goal. The framework is then
compared to other solutions, where we can see that the one we built is more
flexible and powerful than the first one, and better implemented and stable
than the second one. Performance is also indicated by the load test, where
the server served from 10 to 500 players in different scenarios, which rep-
resented different levels of knowledge of the game. The server was able to
handle 500 demanding or experienced players.




Problem, ki ga naloga resˇuje, je zelo pogost v programiranju. Ta problem
je izdelava aplikacij, ki morajo biti odzivne in zmogljive ter hkrati zmozˇne
ucˇinkovito upravljati veliko sˇtevilo hkratnih uporabnikov. Primer taksˇnih
aplikacij so spletne igre, saj lahko zaradi svoje dostopnosti hitro dosezˇejo
visoka sˇtevila igralcev. Razvoj taksˇnih iger je bil, in sˇe vedno je, rezerviran
za vecˇja podjetja, ki imajo sredstva za postavitev arhitekture potrebne za
dosego zadovoljive odzivnosti in skalabilnosti. Razvoj nadgradljivih spletnih
aplikacij in iger s pomocˇjo virtualizacije ni novost. Virtualizacija omogocˇi
razvijalcu uporabo prilagodljivega okolja, ki je pripravljeno na skaliranje, a s
seboj prinese kup tezˇav. Te so v prvi vrsti tezˇave s postavitvijo, inicializacijo
ter povezanostjo virtualnih gradnikov. Ti problemi so le eden od razlogov,
zakaj se razvijalci ne trudijo s taksˇnimi arhitekturami. Osredotocˇiti se zˇelijo
na razvoj aplikacije ali igre, ne pa na postavljanje okolja za njo. S pomocˇjo
izdelanega ogrodja so lahko razvijalci veliko bolj ucˇinkoviti pri razvoju, saj
lahko zacˇnejo idejo uresnicˇevati brez zamikov, ogrodje pa je zˇe pripravljeno
za vecˇjo rast potencialnih uporabnikov. Izdelana vzorcˇna igra demonstrira
uporabo in sluzˇi kot delujocˇ primer uporabe ogrodja. Igra temelji na starejˇsi
spletni igri Travian [15], kjer igramo kot upravitelj lastne vasice. Igra je bila
izbrana, ker je bila to igra mojega otrosˇtva in ni vecˇ na voljo na spletu v taksˇni
obliki. Igra sˇe obstaja, a je zaradi prisiljenega pay-to-win modela izgubila
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Slika 1.1: Pregled vasi v izdelani aplikaciji
svoj nekdanji cˇar. Spletne igre lahko predstavljajo dolgotrajen vir zasluzˇka
na razlicˇne nacˇine, na primer taksˇne kot so omenjeni v prispevku [17], cˇe
so ti nacˇini implementirani z uporabniˇsko izkusˇnjo v mislih. Zaradi velikega
sˇtevila podatkov, ki morajo biti na voljo uporabniku ob vsakem kliku, lahko
podrobno opazujemo tudi delovanje celotnega ogrodja pri relativno velikem
sˇtevilu zahtevkov. Gre torej za sposobno ogrodje, namenjeno ucˇinkovitem
razvoju spletnih iger, pri katerem pricˇakujemo narasˇcˇajocˇe sˇtevilo igralcev.
Pregled nad surovinskimi polji, produkcijo in drugimi informacijami lahko
vidimo na sliki 1.1.
V diplomskem delu se najprej posvetimo problemom razvoja spletnih apli-
kacij v danasˇnjem cˇasu. Zatem predstavimo izbrana orodja in tehnologije za
resˇitev teh problemov. Nato na kratko opiˇsemo uporabo ogrodja, potem pa
sˇe izdelano aplikacijo. Te informacije so pomembne razvijalcem, ki zˇelijo bo-
lje razumeti filozofijo razvoja v izdelanem ogrodju. Tega nato primerjamo
z dvema drugima virtualiziranima ogrodjema ter ga na koncu testiramo z
obremenitvenim testom. Ogrodje obremenimo z 10, 100 in 500 hkratnimi




Tezˇave in problemi pri razvoju spletnih aplikacij se z napredkom tehnologije
iz leta v leto spreminjajo. Ogrodje se tako osredotocˇa na 5 aktualnih tezˇav,
katere z razlicˇnimi pristopi resˇi.
2.1 Zmogljivost
Zmogljivost je ena najpomembnejˇsih lastnosti dobrih spletnih strani [13].
Raziskave kazˇejo, da hitrost in odzivnost spletne strani mocˇno vpliva na
uspesˇnost spletnih aplikacij kot tudi na ocene SEO [2].
Pri izbiri uporabljenih tehnologij za izdelavo ogrodja je bilo zato potrebno
najti optimalno razmerje med zmogljivostjo in preprostostjo uporabe. Kot
front-end ogrodje je tako izbran Vue.js, ki je eden izmed enostavnejˇsih front-
end ogrodij, ampak je vseeno mocˇno ogrodje, ki ponuja ogromno funkcional-
nosti in je dobro dokumentiran. Za back-end strezˇnik je uporabljen NginX,
ki sodi med najhitrejˇse spletne strezˇnike in je uporabljen kot reverse-proxy,
da deli promet na staticˇne Vue.js datoteke ter Node.js API logiko. Node.js
je bil izbran za API strezˇnik zaradi vecˇih razlogov. Node.js je prijazen raz-
vijalcem, ker se koda zanj piˇse v Javascript-u, ki ga pozna prakticˇno vsak
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Slika 2.1: Diagram arhitekture izdelanega ogrodja
spletni razvijalec, obenem pa ponuja dobre odzivne cˇase, tudi pri velikemu
sˇtevilu hkratnih uporabnikov. Za bazo je tako logicˇna izbira MongoDB, saj
je integracija z Node.js trivialna, hkrati pa ponuja dobro horizontalno skala-
bilnost. NoSQL struktura omogocˇa vecˇjo fleksibilnost kot tradicionalne SQL
baze. Vizualizacijjo arhitekture lahko vidimo na sliki 2.1.
2.2 Skalabilnost
Skalabilnost se razlikuje od zmogljivosti po tem, da ta opisuje kako se ogrodje
obnasˇa, ko je to izpostavljeno eksponentno vecˇjim sˇtevilom hkratnih uporab-
nikov [13]. Ta problem je resˇen z razlicˇnimi pristopi.
Resˇitev je premiˇsljeno zasnovana arhitektura sistema - uporaba NginX
strezˇnika kot reverse proxy, razbremeni pocˇasnejˇsi Node.js in klice na nje-
gov API ter hkrati omogocˇa hitrejˇse serviranje staticˇnih datotek. Cˇe pa so




Ogrodja pomagajo razvijalcem razviti aplikacije hitreje, a je teh dandanes
prevecˇ, da bi lahko poznali vse. Vsak razvijalec si zato izbere dolocˇena
ogrodja, ki jih namerava uporabljati v svoji karieri. V njih razvija najbolje
in najbolj ucˇinkovito, zato je pomembno da ima razvijalec mozˇnost uporabe
izbranega ogrodja [13].
Razdeljenost modulov v Docker vsebnike omogocˇa tako menjavo kot tudi
souporabo razlicˇnih tehnologij in ogrodij. Izbrana ogrodja in tehnologije so
primerna za nove razvijalce, ki zˇelijo zmogljivo in skalabilno aplikacijo, a pri
tem ne zahtevajo ogromno predznanja. Cˇe pa je potrebno katero od kom-
ponent zamenjati, se to preprosto stori z novim Docker vsebnikom. Cˇe zˇeli
uporabnik zamenjati front-end ogrodje, lahko enostavno zamenja korensko
mapo aplikacije in vanjo nalozˇi poljubno ogrodje, ali pa ustvari aplikacijo
brez njega.
2.4 Integracija
Modularnost ogrodja pride s svojimi prednostmi in slabostmi. Najvecˇja
tezˇava, ki jih tak koncept prinese, je problem integracije in povezanosti med
razlicˇnimi sistemi ter dodatna kompleksnost takega pristopa [9]. To razvi-
jalce pogosto odvrne od implementacije in uporabe taksˇnih orodij.
Za ta problem na pomocˇ spet priskocˇi Docker. Ker je docker-compose
datoteka zˇe vnaprej pripravljena in delujocˇa, razvijalec ne izgublja cˇasa s po-
stavitvijo okolja. Tako dobi vse prednosti modularnosti, brez vecˇjih slabosti.
Aplikacija, ki sluzˇi kot dokaz koncepta, je narejena tako, da se lahko deli
kode brez tezˇav kopirajo in preuredijo za kakrsˇnokoli aplikacijo. Docker tudi
deluje na vseh podprtih operacijskih sistemih enako, zato izbira platforme ne
vpliva na razvoj, kar je pomembno za hitrejˇsi vzporeden razvoj aplikacij.
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2.5 Obvladovanje sprememb
Razvoj spletnih tehnologij se hitro spreminja, sˇe posebej v zadnjem desetle-
tju, zato je tezˇko predvideti kaj nam prinasˇa prihodnost [9]. Najvecˇ kar lahko
naredimo je, da preucˇimo trenutne tehnologije in poskusˇamo izbrati orodja,
za katera menimo, da imajo svetlo prihodnost.
Izbrani sklad temelji na modernih trendih, a so uporabljene tehnologije
vseeno do neke mere zˇe dokazane in preverjene. Cˇe pa v prihodnosti pride
do novega standarda modernih spletnih aplikacij (npr. Nuxt.js), pa se lahko




Izbira pravih komponent ni bila trivialna naloga. Najti je bilo potrebno pravo
razmerje med lastnostmi omenjenih v prejˇsnjem poglavju ter jih tudi testirati.
Najprej je bil izbran Vue.js + PHP Laravel + MySQL sklad, a se je ta izkazal
za prepocˇasnega in slabsˇe skalabilnega, kot kazˇe raziskava [6]. Izbrani sklad
je tako Vue.js + Node.js + MongoDB, ki se je izkazal za nekajkrat hitrejˇsega,
hkrati pa je ta modernejˇsi in razvijalcem prijaznejˇsi.
3.1 Docker
Docker je orodje, ki ponuja standardizirana okolja za tako Windows kot tudi
Linux sisteme. Ne glede na operacijski sistem bodo Docker okolja, imenovana
vsebniki, delovala enako [11]. To omogocˇa prenos med platformami, hkrati
pa je podprt s strani vecˇine ponudnikov oblacˇnih storitev kot so npr. AWS,
Microsoft Azure itd.
Za razvoj je bila uporabljena najnovejˇsa verzija Dockerja, v cˇasu pisanja
je to verzija 19.03.12.
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Slika 3.1: Nginx konfiguracija kot reverse proxy
3.2 Nginx
Nginx je spletni strezˇnik sprva razvit kot resˇitev C10k problema [14]. Upo-
rablja se ga lahko sˇe za druge naloge, v tem delu predvsem kot reverse
proxy za Node.js API ter staticˇne Vue.js datoteke [5]. Nginx je bil leta 2018
po porocˇanju Datadoghq.com najvecˇkrat uporabljena Docker slika [1], po
porocˇanju w3techs.com 46,3% top 1000 strani po uporabi, uporablja Nginx
vecˇ kot dvakrat vecˇ kot drugouvrsˇcˇeni Cloudflare [16].
Kot lahko vidimo na sliki 3.1, je za konfiguracijo uporabljena predelana
nginx.conf datoteka, ki promet na /api preusmeri na Node.js strezˇnik, ki tecˇe
v drugem vsebniku. To dosezˇemo z uporabo “proxy pass” parametra.
Za razvoj je bila uporabljena najnovejˇsa slika Nginx strezˇnika, v cˇasu
pisanja je to verzija 1.19.1 (mainline).
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3.3 Node.js in Express.js
Node.js je odprtokodno Javascript izvajalno okolje, ki pozˇene Javascript kodo
izven spletnih brskalnikov. Skupaj z Express.js knjizˇnico je v nalogi upora-
bljen kot API za dostop do informacij, ki jih spletna stran zahteva. Node.js je
bil izbran zaradi svojega asinhronega I/O sistema, ki optimizira zmogljivost
in skalabilnost [8].
Express.js ponuja preprosto postavitev minimalnega strezˇnika in njego-
vega usmerjanja ter je eden izmed najbolj popularnih Node.js ogrodij. Tecˇe
na vratih 8080, da lahko do njega pri razvoju dostopamo tudi mimo Nginx
proxyja. Vsi POST, PUT ter PATCH zahtevki zahtevajo in vracˇajo podatke
v JSON obliki, da je pri obdelavi podatkov cˇim manj odstopanj. Upora-
bljena je bila tudi Set-tz knjizˇnica [12], za lazˇjo nastavitev cˇasovnega pasu in
node-schedule, za narocˇanje opravil ob dolocˇenem cˇasu.
Za razvoj je bila uporabljena najnovejˇsa slika Nginx strezˇnika, v cˇasu
pisanja je to verzija 14.5-alpine.
3.4 MongoDB
MongoDB je dokumentno usmerjena NoSQL podatkovna baza, razvita s
strani MongoDB Inc. Odlikuje jo preprosta integracija z Node.js in Express.js
ter horizontalna skalabilnost [7].
Uporabljene so bile MongoDB sheme, primer katere predstavlja slika 3.2,
pozneje pa so v MongoDB Compass dodani sˇe indexi, za hitrejˇso poizvedbo
po bazi. Cˇe pride do ozkega grla pri dostopih v bazo, se lahko dodajo dodatni
Docker vsebniki, da razbremenijo ostale.
Za razvoj je bila uporabljena najnovejˇsa stabilna slika MongoDB baze, v
cˇasu pisanja je to verzija 4.2.8.
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Slika 3.2: Shema za tabela sendTroops za sledenje poslanih enot
3.5 Vue.js
Vue.js je odprtokodno front-end Javascript ogrodje, za izdelavo uporabniˇskih
vmesnikov spletnih aplikacij. Minimizirana oblika zavzame samo okoli 30 KB
prostora, obenem pa ponuja vecˇino funkcionalnosti tezˇjih ogrodij, kot npr.
AngularJS.
Vue.js je bil izbran tako zaradi svoje majhne velikosti in preprostosti kot
tudi fokusa na SPA oz. Single page application. Za razvijalce je naklon
krivulje ucˇenja manjˇsi, saj je dokaj intuitivna in razvijalcem znana.
Z uporabo Vue Routerja, katerega uporabo lahko vidimo na sliki 3.3,
se HTML ogrodje podstrani nalozˇi ob prvem obisku strani, vsebina pa se
dinamicˇno nalozˇi ob preusmeritvi na dolocˇen naslov. To omogocˇi, da je
uporabniˇska izkusˇnja kar se da tekocˇa, saj ima uporabnik obcˇutek, kot da je
vedno na eni strani, menjava pa se le vsebina, pridobljena preko APIja.
Ker so dolocˇeni pridobljeni podatki uporabljeni na vecˇih straneh, je upo-
rabljen tudi Vuex. Vuex je orodje za nadzor stanja Vue.js aplikacij. Podatki
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Slika 3.3: Osnoven Vue element, po katerem se navigiramo s router-view
elementom
vpisani v Vuex stanje so tako dostopni med menjavo strani. To mocˇno poviˇsa
dojeto hitrost strani, saj ima uporabnik obcˇutek, da se stran nalaga hitreje.
Za lazˇje sledenje Vuex stanja je tu sˇe Vue Devtools dodatek za spletne
brskalnike, ki nam poenostavi sledenje podatkov, ki so trenutno shranjeni v
stanje. To ima sˇe posebno vrednost pri razhrosˇcˇevanju aplikacije.
Vue.js direktorij vsebuje tudi vue.config.js datoteko, ki nam omogocˇa “hot
reload” spletne strani med razvijanjem. To pomeni, da nam ni potrebno ob
vsaki spremembi ponovno zagnati Nginx serverja, kar zelo pospesˇi razvoj
aplikacij.
Za dosego odzivnega uporabniˇskega vmesnika za vse oblike in velikosti
ekranov je bil uporabljen Bootstrap 4. Aplikacija je tako prilagodljiva za vse
naprave, brez posebnih css pravil.
3.6 Docker Desktop
Docker Desktop je preprost program, ki nam pomaga pri nadzoru in upra-
vljanju Docker vsebnikov. Tesno je povezan z Microsoft Visual Studio Code,
zato lahko root direktorij aplikacije odpremo kar iz Docker Desktopa. Do-
stop imamo tudi do lupin vsakega izmed vsebnikov, da lahko v razvijalskem
okolju pozˇenemo razlicˇne ukaze, na primer npm run serve.
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3.7 Visual Studio Code
Visual Studio Code je bil izbran kot IDE za ta projekt ne le zaradi svoje popu-
larnosti in enostavnosti uporabe, ampak tudi zaradi integracije z Dockerjem.
Docker extension za Visual Studio Code nam tudi pomaga pri upravljanju
slik, omrezˇij, pisanju docker-compose datoteke itd. Cˇe projekt razvijamo v
Windows okolju, lahko s pomocˇjo Windows Subsystem for Linux 2 dosezˇemo
dinamicˇno dodelitev virov, v Visual Studio Code pa lahko datoteke urejamo,
kot da bi bil ta odprt v Docker vsebniku.
3.8 Postman
Postman je podrobno orodje za razvijanje API-jev, s prijaznim uporabniˇskim
vmesnikom in veliko funkcionalnostmi. Omogocˇa nam preprosto posˇiljanje
zahtevkov, na primer taksˇnega, kot lahko opazimo na sliki 3.4, urejanje pa-
rametrov glave, telesa, izvedbo Javascript kode in uporabo globalnih spre-
menljivk itd. V brezplacˇni verziji lahko tudi ustvarimo Monitor, ki nam
na izbran cˇas preveri vse poti nasˇega APIja. Zbrike API-ja se lahko preko
Apimatica izvozi v OpenApi 3.0 standard, da lahko drugi razvijalci lazˇje
razumejo zgradbo in obliko izdelanega API-ja.
3.9 MongoDB Compass
MongoDB Compass je graficˇni vmesnik za MongoDB bazo. Moderen in in-
tuitiven uporabniˇski vmesnik omogocˇa hiter pregled vseh podatkov in tabel
v bazi, hkrati pa omogocˇa polno CRUD funkcionalnost. MongoDB Com-
pass olajˇsa razhrosˇcˇevanje shem, tabel in indeksov, ponuja pa tudi vpogled
v statistiko zahtevkov. Prikaz shranjenih podatkov v eni izmed tabel lahko
vidimo na sliki 3.5.
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Slika 3.4: Posˇiljanje zahtevkov v Postmanu
Slika 3.5: Pregled tabele villageOwnTroops v MongoDB Compass
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Poglavje 4
Delovanje in uporaba ogrodja
Ogrodje je odprtokodno in na voljo na
https://github.com/LukaZeleznik/OpenAir. Za optimalno delovanje je
predlagana uporaba orodij opisanih v prejˇsnjem poglavju.
Po prenosu v poljuben direktorij, se s konzolo premaknemo v korensko
mapo in tam pozˇenemo ukaz docker-compose up. Docker bo tako prenesel vse
potrebne module in pognal vsebnike. Konfiguracija vsebnikov je definirana
v docker-compose.yml datoteki. Del datoteke je predstavljen na sliki 4.1.
Uporablja se verzija 3 docker-compose sintakse.
4.1 Nodejs vsebnik
Image: nodejs - definira docker sliko, katera bo uporabljena za postavitev
vsebnika
env file: .env - definira datoteko, v kateri so zapisane okoljske spremen-
ljivke
ports: ”8080:8080” - definira preslikavo portov za dostop do omrezˇja vseb-
nika
volumes: ./nodejs:/home/node/app - definira preslikavo direktorijev iz
vsebnika v lokalno okolje
networks: app-network - definira izbiro lokalnega omrezˇja med vsebniki
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Slika 4.1: Del docker-compose.yml kode za postavitev Node.js vsebnika
4.2 MongoDB vsebnik
Image: mongo:4.2.8 - definira docker sliko, katera bo uporabljena za po-
stavitev vsebnika
env file: .env - definira datoteko, v kateri so zapisane okoljske spremen-
ljivke
ports: ”27017:27017” - definira preslikavo portov za dostop do omrezˇja
vsebnika
volumes: dbdata:/data/db - definira preslikavo direktorijev iz vsebnika
v lokalno okolje
networks: app-network - definira izbiro lokalnega omrezˇja med vsebniki
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4.3 Nginx vsebnik
Image: nginx:mainline - definira docker sliko, katera bo uporabljena za
postavitev vsebnika
ports: ”80:80 81:81” - definira preslikavo portov za dostop do omrezˇja
vsebnika. Port 80 se uporablja za dostop to produkcije verzije aplikacije,
medtem ko se port 81 uporablja za razvijalsko verzijo
volumes: ./nginx/www:/var/www/ ter
./nginx/conf.d:/etc/nginx/conf.d - definira preslikavo direktorijev iz vse-
bnika v lokalno okolje. V /www se nahajaja nasˇa aplikacije, v /conf.d pa prej
omenjena konfiguracija Nginx strezˇnika
networks: app-network - definira izbiro lokalnega omrezˇja med vsebniki
4.4 Postavitev razvijalskega okolja
Ko se vsi vsebniki uspesˇno postavijo, odpremo Docker Desktop Dashboard,
kjer v Nginx kliknemo gumb CLI. Odpre se lupina, kjer pozˇenemo ukaz npm
run serve. Ukaz na portu 81 pozˇene razvijalski strezˇnik.
Vue aplikacija po postavitvi tecˇe v “hot-reload” nacˇinu in je na voljo na
lokalni napravi na naslovu localhost:81. Cˇe imamo v brskalniku nalozˇena
Vue Devtools, lahko s pritiskom na gumb F12 in izbiro Vue zavihka vidimo
zgradbo Vue aplikacije ter trenutno Vuex stanje.
4.5 Testiranje API-ja s Postmanom
Cˇe zˇelimo preveriti delovanje Node.js APIja, ali pa spremeniti dolocˇene po-
datke v bazi, lahko to storimo s Postmanom. V program uvozimo Open-
Travian.postman collection.json datoteko ter pod Collections odpremo
zˇelen zahtevek. V osrednjem delu programa lahko nato spreminjamo URL,
glavo, telo in ostale parametre zahtevkov.
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4.6 Pregled in spreminjanje baze z MongoDB
Compassom
Cˇe opazimo anomalije med podatki v bazi in bi jih radi podrobneje preucˇili,
lahko odpremo MongoDB Compass, kjer se prijavimo v bazo. Na levi strani
programa lahko vidimo inicializirane baze. V posamezni bazi imamo celotno
CRUD funkcionalnost, pod zavihkom Indexes pa lahko tudi preucˇimo indexe,
ki jih baza uporablja ter jih prilagodimo za hitrejˇse iskanje po bazi.
Poglavje 5
Predstavitev izdelane aplikacije
Aplikacija poskusˇa poustvariti starejˇso stratesˇko igro Travian, ki je bila ustvar-
jena leta 2004 in igrana v spletnem brskalniku. Uporabniˇski vmesnik je bil
staticˇen in prilagojen za manjˇse ekrane, kot lahko vidimo na sliki 5.1. Igra
je bila izbrana zato, da predstavi zmozˇnost ogrodja in testira njegove meje.
Zaradi celotnega obsega originalne igre ni bilo mogocˇe poustvariti celotne
izkusˇnje, ampak le zacˇetne faze igre.
5.1 Cilj igre
Cilj igre je zgraditi najmocˇnejˇso vojsko med vsemi igralci. To storimo tako,
da nadgrajujemo surovinska polja, da si povecˇamo produkcijo surovin, ki jih
nato uporabimo za treniranje enot. Ko dosezˇemo zadostno sˇtevilo enot, lahko
napademo sosednja mesta in premagamo njihovo vojsko.
Zaradi omejenega cˇasa je nasprotnik trenutno le en in ima vnaprej dolocˇeno




Slika 5.1: Uporabniˇski vmesnik originale Travian igre
5.2 Front-end aplikacije z Vue Components
Igra se igra primarno z miˇsko, razen ko moramo vnesti sˇtevilo enot za treni-
ranje oziroma napad. Ker aplikacija uporablja Vue Router, ima uporabnik
obcˇutek, kot da se premika po nativni aplikaciji na svojem racˇunalniku. Med
navigacijo se menjajo le Vue Compomentsi, zato brskalniku ni treba vsakicˇ
na novo nalagati HTML ogrodja. Od tu sledi ime Single Page Application
oziroma SPA.
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5.3 Trenutno stanje mesta z Vuex
Kot je bilo zˇe omenjeno, se za hranjenje stanja uporabnika uporablja Vuex
state management. Inicializiran in definiran je v /src mapi v main.js datoteki.
V spremenljivki new Vuex.Store definiramo 4 objekte:
 state - Tukaj se definira spremenljivke, ki bodo shranjene v Vuex. Te
so od trenutnih surovin, trenutnih enot, do nadgradenj surovinskih polj.
 mutations - Tukaj se definirajo setter funkcije, ki jih klicˇemo, ko
zˇelimo spremeniti vrednosti v state spremenljivki.
 getters - Tukaj se definirajo funkcije, ki jih klicˇemo, ko zˇelimo pridobiti
vrednosti v state spremenljivki.
 actions - Tukaj se definirajo funkcije, ki jih klicˇemo iz aplikacije, ko
zˇelimo dosecˇi neko akcijo. Kot vhodni parameter sprejema spremen-
ljivko context, pri kateri nato klicˇemo context.commit(setter,data). S
pomocˇjo setterja tako spremenimo vrednost spremenljivk v aplikaciji.
5.4 Osvezˇevanje sˇtevila trenutnih surovin
Surovine se v igri proizvajajo glede na sˇtevilo in stopnjo surovinskih polj.
Ker se lahko to stori vecˇkrat na sekundo, lahko to predstavlja problem za-
radi obremenitve API strezˇnika. Surovine se morajo osvezˇiti tudi pri drugih
dejanjih, da ne pride do zlorab.
Namesto, da se surovine osvezˇijo na dolocˇen interval, se surovine preracˇun-
ajo vsakicˇ, ko uporabnik zahteva ponoven izracˇun surovin. Na API-ju se ob
vsakem zahtevku preracˇuna cˇas od zadnje osvezˇitve, pridobi podatke o proi-
zvodnji ter tako iz teh dveh podatkov izracˇuna sˇtevilo surovin ob trenutnem
cˇasu. Cˇe surovine presegajo maxResources, se nastavijo na maksimalno
vrednost. Ti podatki se nato posˇljejo nazaj v bazo, skupaj s trenutnim
cˇasom. Javascript koda za dosego taksˇnega osvezˇevanja je vidna sliki 5.2
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Slika 5.2: Asinhrona fetchVillageResources funkcija za osvezˇitev sˇtevila su-
rovin
S tem sistemom se sˇtevilo zahtevkov v bazo zmanjˇsa za nekaj magnitud,
cˇe uposˇtevamo da proizvodnja surovin raste eksponentno.
5.5 Nadgradnja surovinskih polj
Eden od ciljev igre je cˇim vecˇja proizvodnja surovin, da lahko treniramo
cˇim vecˇ enot. Nadgradnja zahteva dolocˇeno sˇtevilo surovin in traja dolocˇeno
sˇtevilo sekund. Ti podatki so pridobljeni iz resourceInfoLookup.json dato-
teke, del katere je prikazan na sliki 5.3. Datoteka je bila ustvarjena v JSON
obliki, podatke pa cˇrpa iz originalne Travian igre. Problem nastane pri tem,
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Slika 5.3: Podatki o surovinskem polju Woodcutter
da je treba surovinsko polje nadgraditi v tocˇno tisti sekundi, saj bo drugacˇe
izracˇun proizvodnje pozneje napacˇen. Ker je klasicˇen cron job natancˇen le
na minuto, je bilo potrebno najti drugo resˇitev. Ta je prikazana na sliki 5.4.
Za izvajanje kode v dolocˇeni sekundi v prihodnosti poskrbi knjizˇnica node-
schedule. Ta tecˇe na locˇeni API poti in sprejema tocˇno dolocˇene parametre.
Za nadgradnjo polja se pod parameter taskType v telesu zahtevka vpiˇse
/uprageResField. API zˇe prej izracˇuna cˇas, ob katerem se dejanje mora
izvesti. Da ima uporabnik pregled nad polji, ki se trenutno nadgrajujejo, so
ti podatki vpisani tudi v resFieldUpgrades tabelo. Ob cˇasu nadgradnje
node-schedule API vnos izbriˇse.
5.6 Treniranje in trenutno sˇtevilo enot
Treniranje enot zdruzˇuje ideje iz osvezˇevanja sˇtevila trenutnih surovin kot
tudi nadgradnje surovinskih polj. Podatki o enotah so pridobljeni iz troo-
pInfoLookup.json datoteke, ki je bila pretvorjena v JSON obliko iz podat-
kov originalne igre.
Ob kliku na gumb train igra preveri, cˇe imamo zadostno sˇtevilo surovin.
Cˇe jih imamo dovolj, strosˇke treniranja odsˇteje, v /barracksProductions
pa posˇlje POST zahtevek za novo treniranje. Ob vsakem GET klicu v villa-
geOwnTroops se po podobnem postopku kot pri surovinah izracˇuna sˇtevilo
na novo proizvedenih enot. Zraven se vedno sesˇtevajo sˇe enote, ki so zˇe bile
proizvedene.
To je pomembno, saj cˇe skupno sˇtevilo proizvedenih enot presega sˇtevilo
enot, ki se morajo proizvesti, je treba sˇtevilo izracˇunati na drugacˇen nacˇin.
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Slika 5.4: Knizˇenje upgradeResField dogodka na APIju
Izracˇuna se tako, da od skupnega sˇtevila enot za proizvodnjo odsˇteje sˇtevilo
zˇe proizvedenih. Tukaj je zaradi napak plavajocˇe vejice prihajalo do velikega
sˇtevila napak, ki so bile resˇene z zaokrozˇevanjem na 1 decimalko.
5.7 Napad
Napad je z back-end strani igre najbolj kompleksno dejanje, ki ga zacˇne
uporabnik. Napad naj bo izveden le takrat, ko je uporabnik prepricˇan, da
bo bitko zmagal.
Poslanega napada ni mozˇno preklicati in ga lahko spremljamo na /reso-
urces poti. Pred POST zahtevami na /sendTroops preveri, cˇe so vpisane
enote na voljo in jih nato odsˇteje od trenutnih enot v mestu. V schedule API
se vpiˇsejo poslane enote, mesta v bitki, cˇas prihoda enot, pod taskType pa
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attack.
Ko enote prispejo v mesto, se pridobi svezˇe sˇtevilo enot v napadenem
mestu. Skripta v combatScript.js, del katere je predstavljen na sliki 5.5,
nato po kompleksni formuli izracˇuna zmagovalca in enote, ki so bile v bitki
iznicˇene. Skripta uposˇteva parametre, kot so tip enot, pehoto in konjenico
ter obrambo proti obema tipoma, stopnjo zidu, palacˇe, skupno sˇtevilo enot
itd. Povzeta je bila po originalni formuli in preoblikovana v Javascript kodo.
Podatki o enotah so pridobljeni iz troopInfoLookup.json datoteke, ki je
bila pretvorjena v JSON obliko iz podatkov originalne igre.
Po koncˇani bitki se napadenem mestu odsˇtejejo ubite enote. V primeru,
da napadalcˇeve enote prezˇivijo napad, se morajo te vrniti v domacˇe mesto.
Ponovno se klicˇe /sendTroops, tokrat z tipom return. Ta nazaj klicˇe
/schedule, da ta enote ob pravem cˇasu ponovno vpiˇse v napadalcˇevo mesto.
To stori s PATCH ukazom na /villageOwnTroops.
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Virtualizacija razvijalskega okolja spletnih aplikacij ni nov koncept. Na in-
ternetu lahko najdemo vecˇ brezplacˇnih resˇitev, osredotocˇili pa se bomo na
dve, ki sta vsaka na svoj nacˇin povezani z izdelanim ogrodjem. Ena od teh
je Laradock, vnaprej konfigurirano Laravel ogrodje za Docker [10], druga pa
je VENoM [18] sklad, ki prinasˇa vecˇ mozˇnosti lastne konfiguracije.
6.1 Laradock
Laradock je skonfigurirano PHP okolje z Laravel ogrodjem, ki nam prinasˇa
mnogo prednosti. Vnaprej so pripravljeni zbirniki za baze, kot so na primer
MySQL in Postgres, PHP-FPM, PHP-CLI , Nginx in sˇe vecˇ. Razvijalcu tako
ponuja hitro vzpostavitev razvijalskega okolja s preverjeno kompatibilnostjo
zbirnikov in dobro dokumentacijo. Za front-end ogrodje pa se seveda upora-
blja Laravel.
V primerjavi z izdelanim ogrodjem je Laradock bolj dodelano, saj ima pod-
poro velikega sˇtevila uporabnikov in sponzorjev, a ima tudi svoje slabosti.
Predhodna konfiguracija je manj prilagodljiva zahtevam uporabnika, saj ga
skoraj prisili v uporabo Laravela in PHP jezika. Razvijalcu je dodajanje in
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integriranje novega zbirnika otezˇeno, cˇe ta zbirnik ni podprt s strani ogrodja.
Teh problemov pri nasˇem ogrodju ni. Laravel tudi sodi med pocˇasnejˇsa sple-
tna ogrodja, kot kazˇe statistika na ekipe TechEmpower [19]. Na podlagi
teh ugotovitev lahko sklepamo, da Laradock ni primerno ogrodje za izdelavo
ucˇinkovite spletne igre.
6.2 VENoM sklad
VENoM sklad je sklad v ogrodju, ki je bil ustvarjen leta 2018 s strani Jamesa
Audretscha in objavljen na Medium.com [18]. Sklad je sestavljen iz Vue.js,
Node.js in Express.js ter MongoDB zbirnikov in je namenjeno modularnemu
razvoju spletnih aplikacij.
Tezˇave pri uporabi nastanejo pri razvoju vecˇjih aplikacij ali iger. Ker je bilo
ogrodje namenjeno splosˇnemu razvoju spletnih strani, je spisana koda mini-
malna. Docker-compose na primer je zelo osnovna in ne povezuje zbirnikov
v omrezˇje, varnostne nastavitve dostopa do baze ostajajo neskonfigurirane
in verzije slik razlicˇnih zbirnikov nimajo preverjene kompatibilnosti. Pred
Vue.js in Node.js ogrodja tudi ni postavljen Nginx strezˇnik, kar pomeni da ni
niti “reverse proxy” funkcionalnosti niti upravljanja obremenitve strezˇnika.
Izdelano ogrodje vse te probleme resˇi, uporabniku pa vseeno pusti drugacˇno
konfiguracijo, cˇe je ta potrebna. Izdelava ucˇinkovite spletne igre na VENoM
skladu bi tako zahtevala investiranje dodatnega cˇasa, da bi ta dosegla nivo




Da pokazˇemo zmogljivost in obnasˇanje izdelanega ogrodja pri velikem sˇtevilu
hkratnih uporabnikov, je potrebno ogrodje tudi testirati. Za to smo upora-
bili Apache JMeter [3]. To je program za testiranje obremenitve razlicˇnih
storitev, med njimi tudi spletnih aplikacij.
Testirali smo igranje igre 10, 100 in 500 hkratnih igralcev, ki igro poznajo
razlicˇno dobro, vsakega po 10 minut. Igralci so bili razvrsˇcˇeni v 3 scenarije.
V prvem scenariju je igralec zacˇetnik, ki izvede le nekaj zaporednih klicev, da
izve o osnovne informacije, kot so na primer podatki o trenutnih surovinah
in proizvodnji. Drugi scenarij je igralec, ki je z igro seznanjen in se spusˇcˇa v
bolj podrobne informacije o igri, kot so na primer podatki o hitrosti izdelave
enot. Te za osnovnega igralca niso tako pomembne, saj mu ne povedo veliko,
ker jih ne zna pravilno interpretirati. Tretji scenarij je igralec, ki je v igri zˇe
precej izkusˇen, saj na podlagi podrobnih informacij izvede razlicˇna opravila
in strategije. Ta igralec tudi spremlja in preucˇi podatke opravil, ko se le-ta
izvedejo. Primer teh so cˇasi prihodov enot, cˇasi nadgradnje polj, itd.
Analizirali smo porabo spomina vseh treh zbirnikov, povprecˇni odzivni
cˇas ter prepustnost oz. najvecˇje sˇtevilo zahtevkov na sekundo.
Test je potekal na AMD Ryzen 9 4900HS procesorju, uporabljen pa je
bil Apache JMeter 5.3. Vsebniki so tekli na istem sistemu. Procesorski
cˇas zbirnikom dinamicˇno dodeljuje WSL2, zato test pri razlicˇnih omejitvah
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Tabela 7.1: Tabela meritev obremenitvenega testa
procesorja ni bil mozˇen. V mirovanju je Node.js zbirnik uporabljal 54,7 MB
spomina, MongoDB 77,7 MB, Nginx pa 5,06 MB. Rezultati vseh testnih
scenarijev so zbrani v tabeli 7.1, medtem ko je interpretacija na voljo v
nadaljevanju.
Vsak scenarij pri dolocˇenem sˇtevilu uporabnikov smo izvedli desetkrat.
Povprecˇna vrednost predstavlja povprecˇje vseh meritev, standardni odklon
pa odklon od povprecˇja. Rezultati testa so predstavljeni v grafih 7.2, 7.3,
7.4, 7.5 in 7.6.
7.1 Obremenitveni test z 10 hkratnimi upo-
rabniki
Ta test je testiral breme manj popularne igre (glej Graf 7.2). Najprej smo te-
stirali osnovne igralce, ki izvajajo 4 osnovne API klice. Node.js in MongoDB
zbirnik sta povprecˇno porabljala 90,27 MB in 80,71 MB spomina, medtem
ko je Nginx povprecˇno porabljal 5,89 MB. Povprecˇen odzivni cˇas je bil 26,5
ms, prepustnost pa 368,5 zahtevkov na sekundo.
Nato smo testirali igralce seznanjene z igro. Ti izvajajo 4 osnovne API
klice in 4 podrobnejˇse klice. Node.js in MongoDB zbirnik sta povprecˇno
porabljala 93,56 MB in 94,05 MB spomina, medtem ko je Nginx povprecˇno
porabljal 5,94 MB. Povprecˇen odzivni cˇas je bil 32,8 ms, prepustnost pa 295,4
zahtevkov na sekundo.
Na koncu smo testirali izkusˇene igralce. Ti so poleg 4 osnovnih in 4
podrobnejˇsih API GET klicev izvajali sˇe 2 POST klica, nato pa sˇe 2 osnovna
in 4 podrobnejˇsa. Node.js in MongoDB zbirnik sta povprecˇno porabljala
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Graf 7.2: Graf povprecˇnih odzivnih cˇasov
106,02 MB in 113,97 MB spomina, medtem ko je Nginx porabljal 5,91 MB.
Povprecˇen odzivni cˇas je bil 43,1 ms, prepustnost pa 235,8 zahtevkov na
sekundo.
7.2 Obremenitveni test s 100 hkratnimi upo-
rabniki
Ta test je predstavljal breme srednje igrane igre (glej Graf 7.3). Ponovno
smo testirali osnovne igralce, ki izvajajo 4 osnovne API klice. Node.js in
MongoDB zbirnik sta povprecˇno porabljala 109,08 MB in 5,49 MB spomina,
medtem ko je Nginx povprecˇno porabljal 7,95 MB. Povprecˇen odzivni cˇas je
bil 238,7 ms, prepustnost pa 412,7 zahtevkov na sekundo.
Nato smo testirali igralce seznanjene z igro. Ti izvajajo 4 osnovne API
klice in 4 podrobnejˇse klice. Node.js in MongoDB zbirnik sta povprecˇno
porabljala 125,28 MB in 85,37 MB spomina, medtem ko je Nginx povprecˇno
porabljal 6,99 MB. Povprecˇen odzivni cˇas je bil 311,7 ms, prepustnost pa
312,1 zahtevkov na sekundo.
Na koncu smo testirali izkusˇene igralce. Ti so poleg 4 osnovnih in 4
32 Luka Zˇeleznik
Graf 7.3: Graf prepustnosti
podrobnejˇsih API GET klicev izvajali sˇe 2 POST klica, nato pa sˇe 2 osnovna
in 4 podrobnejˇsa. Node.js in MongoDB zbirnik sta povprecˇno porabljala
201,01 MB in 114,37 MB spomina, medtem ko je Nginx porabljal 6,86 MB.
Povprecˇen odzivni cˇas je bil 455,5 ms, prepustnost pa 219,9 zahtevkov na
sekundo.
7.3 Obremenitveni test s 500 hkratnimi upo-
rabniki
Ta test je predstavljal breme vecˇjega sˇtevila igralcev (glej Graf 7.4, Graf 7.5
in Graf 7.6). Sˇe zadnjicˇ smo testirali osnovne igralce, ki izvajajo 4 osnovne
API klice. Node.js in MongoDB zbirnik sta povprecˇno porabljala 157,06 MB
in 92,98 MB spomina, medtem ko je Nginx povprecˇno porabljal 12,83 MB.
Povprecˇen odzivni cˇas je bil 1163 ms, prepustnost pa 405,5 zahtevkov na
sekundo.
Nato smo testirali igralce seznanjene z igro. Ti izvajajo 4 osnovne API
klice in 4 podrobnejˇse klice. Node.js in MongoDB zbirnik sta povprecˇno
porabljala 184,5 MB in 84,68 MB spomina, medtem ko je Nginx povprecˇno
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Graf 7.4: Graf porabe spomina Node.js zbirnika
porabljal 12,95 MB. Povprecˇen odzivni cˇas je bil 1489,8 ms, prepustnost pa
317,5 zahtevkov na sekundo.
Na koncu smo testirali izkusˇene igralce. Ti so poleg 4 osnovnih in 4
podrobnejˇsih API GET klicev izvajali sˇe 2 POST klica, nato pa sˇe 2 osnovna
in 4 podrobnejˇsa. Node.js in MongoDB zbirnik sta povprecˇno porabljala
290,44 MB in 118,41 MB spomina, medtem ko je Nginx porabljal 12,35 MB.
Povprecˇen odzivni cˇas je bil 2017,3 ms, prepustnost pa 233,1 zahtevkov na
sekundo.
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Graf 7.5: Graf porabe spomina MongoDB zbirnika
Graf 7.6: Graf porabe spomina Nginx zbirnika
Poglavje 8
Sklepne ugotovitve
Izdelano ogrodje dosega svoj cilj. Ogrodje je zmogljivo, odzivno in s pomocˇjo
Dockerja skalabilno in prenosljivo ter modularno. Z enim ukazom lahko
na katerikoli napravi pozˇenemo svojo oziroma zˇe izdelano aplikacijo. Vue
SPA aplikacija daje vtis nativne aplikacije in po nasˇem mnenju nakazuje
prihodnost spletnih aplikacij.
V primerjavi s podobnimi resˇitvami ponuja vrsto prednosti z le manjˇsimi
slabostmi. Ogrodje je bolj fleksibilno kot prej omenjen Laradock, kar raz-
vijalcu omogocˇa svobodo pri razvoju zahtevnih in ucˇinkovitih aplikacij. Po
drugi strani pa je pripravljena konfiguracija namenjena prav taksˇnim projek-
tom, kar pusti razvijalcu vecˇ cˇasa za razvoj dejanske aplikacije.
Testiranje ogrodja je pokazalo, da je zmozˇno obravnavati relativno veliko
sˇtevilo hkratnih uporabnikov in zahtevkov na sekundo v vseh treh scenarijih
igranja. Poraba spomina je ostala v nekaj 10 MB. Pri 500 hkratnih izkusˇenih
igralcih je dosegla vrh - 422 MB. To kazˇe na dobro skalabilnost ogrodja, saj so
te vrednosti za taksˇno sˇtevilo hkratnih igralcev relativno majhne. Omejevalni
faktor je bil procesor, ki je tekel pri polni obremenitvi. Pri manjˇsemu sˇtevilu
uporabnikov je bil odzivni cˇas v povprecˇju manjˇsi kot 35 ms, kar pomeni
izjemno odzivnost za manjˇse projekte. Odzivni cˇas je pricˇakovano narasˇcˇal,
sˇe posebej pri POST zahtevkih, saj so ti sprozˇili tudi zagon node-schedule
opravilnika. Za naslednji test bi bilo zanimivo testirati ogrodje na svezˇem
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strezˇniku v oblaku s pomocˇjo orodja Kubernetes, saj je to pricˇakovan nacˇin
implementacije in uporabe ogrodja [4].
Veliko funkcionalnosti aplikacije ostaja neimplementiranih, saj je zanje
zmanjkalo cˇasa. Med te sodijo na primer treniranje vecˇ tipov enot, vecˇigralski
nacˇin, ropanje surovin itd.
Glede ogrodja pa smo pokazali, da je za manjˇse projekte pripravljen za
uporabo. Za vecˇje projekte bi rad implementiral sˇe vecˇ popravkov, ki bi
olajˇsajali delo razvijalcem. Med te sodi na primer vecˇ Docker vsebnikov,
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