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Abstract
In this article, we study the zeros of ζ(σ0 + s) ± ζ(σ0 − s) for a fixed σ0 ∈ R. We give a complete
description where the zeros of the function are, except for 12  σ0 
3
4 . It turns out that the behavior
of zeros of the function with σ0 < 12 is very different from that of the function with σ0 >
3
4 . Roughly
speaking, zeros of the function for σ0 < 12 tend to be located on the imaginary axis or the real axis. On
the other hand, almost all zeros of the functions for σ0 > 34 are arbitrarily close to Re(s) = ±(σ0 − 12 ) and
there are fewer zeros in any strip which does not contain these axes. We have the analogues for the function
ζ(σ0 + s)+ aζ(σ0 − s) (σ0 > 34 and |a| = 1; σ0 > 12 and |a| = 0,1).
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We denote ζ(s) by the Riemann zeta function. J. Mozer [19] showed that for σ0 > 12 , there
often exist zeros of Re ζ(σ0 + it)− 1 and Im ζ(σ0 + it) in the real line. We fix a real number σ0.
Throughout our paper, we denote H(σ0, s) by
H(σ0, s) = ζ(σ0 + s)+ ζ(σ0 − s) or ζ(σ0 + s)− ζ(σ0 − s).
We have H(σ0, it) = 2 Re ζ(σ0 + it) or 2i Im ζ(σ0 + it). In this article, we further investigate the
behavior of zeros of H(σ0, s) in the whole complex plane.
✩ This work was supported by the Korea Science and Engineering Foundation (KOSEF) grant funded by the Korea
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counting functions N(T ), N0(T ), N(σ,T ) and N(σ1, σ2, T ):
N(T ) = the number of zeros of H(s) with 0 < Im s < T ,
N0(T ) = the number of zeros of H(s) with 0 < Im s < T and Re s = 0,
N(σ,T ) = the number of zeros of H(s) with 0 < Im s < T and σ < Re s,
N∗0 (T ) = N(0, T )+N0(T )/2,
N(σ1, σ2, T ) = the number of zeros of H(s) with 0 < Im s < T and σ1 < Re s < σ2.
Here, zeros are counted with multiplicities.
M.Z. Garaev [7] investigated the number of zeros of H(σ0, s) in a given region, due to the
suggestion of A.A. Karatsuba. In [7], he showed the following theorems.
Theorem A (Garaev). For any σ0 < 12 , there exists c = c(σ0) > 0 such that for H(σ0, s), we
have
N(T ) = T
π
log
T
2πe
+O(logT )
and
N0(T ) >
T
π
log
T
2πe
− N˜(1 − σ0, T )− c logT
as T → ∞, where N˜(1 − σ0, T ) is the number of zeros of ζ(s) with 0 < Im s < T and 1 − σ0 <
Re s. In particular, there is a constant c1 < 1 such that as T → ∞, we have
N0(T ) = T
π
log
T
2πe
+O(T c1).
Theorem B (Garaev). Let 12 < σ0 < 1. For H(σ0, s), as T → ∞, we have
T  N0(T )  T logT .
Let σ0 > 1. As T → ∞, we have
T  N0(T )  T logT
for ζ(σ0 + s)− ζ(σ0 − s). For σ0 close to 1, the same holds for ζ(σ0 + s)+ ζ(σ0 − s).
J.B. Conrey showed (subject to a conjecture) in his unpublished paper [5] that the zeros of
ζ(s) and the “Gram-points,” well known from the literature on calculations related to the zeros
of ζ(s), are connected via the curves Re ζ(s) = 0 and Im ζ(s) = 0. In particular, concerning
Theorem A, J.B. Conrey [5] demonstrated that for H(σ0, s) with a fixed σ0 < −3, we have
N0(T ) = T
π
log
T
2πe
+Oσ0(1)
as T → ∞ and the zeros of Re ζ(σ0 + it) are interlaced with the zeros of Im ζ(σ0 + it).
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that there are trivial zeros for the function H(σ0, s). In fact, M.Z. Garaev [7] proved
Theorem C (Garaev). Let σ0 be a real number. There exists M1 = M1(σ0) > 0 such that all zeros
of H(σ0, s) in |Re s| >M1 are real and exactly one in each interval (2n− 1 + σ0,2n+ 1 + σ0).
In Theorem A, M.Z. Garaev obtained the full quota of zeros of H(σ0, s) in 0 < Im s < T . Is
it true that all complex zeros of H(σ0, s) with σ0 < 12 are on Re s = 0?
Theorem C says that we know the behavior of zeros of H(σ0, s) as |Re s| → ∞. Immediate
questions for this matter are:
Can we have a precise information of real zeros of the function in a given strip α < Re s < β
and are there any exceptional complex zeros in the region?
Concerning Theorem B, it is interesting to know more precise information of zeros of
H(σ0, s) for the case σ0 > 12 . For instance, does the function H(σ0, s) (σ0 > 12 ) have the similar
behavior of zeros as the function H(σ0, s) (σ0 < 12 )? In fact, M.Z. Garaev [7] proposed a problem
as follows.
Problem. Is it true that for any σ0, 12 < σ0 < 1, the inequality for H(σ0, s)
N0(T ) > T φ(T ) (T → ∞)
holds for some real-valued function φ(t) with φ(t) → ∞ as t → ∞?
In this article, we disprove this problem for the case, σ0 > 34 . Furthermore, we shall discuss
the behavior of zeros of H(σ0, s) near Re s = σ0 − 12 , for the case σ0 > 12 . It turns out that for
σ0 >
3
4 , almost all complex zeros of H(σ0, s) are arbitrarily close to Re s = ±(σ0 − 12 ). We also
complement and strengthen M.Z. Garaev’s result for the case σ0 < 12 . One of interesting results is
that there are one pair of exceptional conjugate complex zeros near the real axis in the left half-
plane and by symmetry of zeros around the imaginary axis, one pair of exceptional conjugate
complex zeros in the right half-plane, as σ0 → −∞.
First, we state our results for the case σ0 < 12 .
Theorem 1. We have the following:
(1) If σ0  12 , then all but finitely many complex zeros of H(σ0, s) are on Re s = 0 provided that
ζ(s) has only finitely many complex zeros in Re s < σ0.
(2) If σ0  0, then all but finitely many complex zeros of H(σ0, s) are on Re s = 0.
(3) If 0 < σ0 < 12 , then H(σ0, s) has only finitely many complex zeros in |Re s| 12 .
Theorem 1 roughly describes the behavior of zeros of H(σ0, s) when σ0 < 12 . With careful
considerations of H(σ0, s), we are able to prove finer results about the distribution of zeros of
the function. In order to introduce them, we need the following.
For each positive integer n, we define S1(n), S2(n), S3(n) and S4(n) by
S1(n) =
{
0 < η < 1/2: ζ(−4n− x)+ ζ(x − 2η) < 0 for some 2η + 1 < x < 2},
S2(n) =
{
1/2 < η < 1: ζ(−4n− x)+ ζ(x − 2η) < 0 for some 2 < x < 2η + 1},
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{
1 < η < 3/2: ζ(−4n− x)− ζ(x − 2η) > 0 for some 2η + 1 < x < 4},
S4(n) =
{
3/2 < η < 2: ζ(−4n− x)− ζ(x − 2η) > 0 for some 4 < x < 2η + 1}.
Theorem 2. Let σ0  8.5. Let η0 and n0 be such that n0 is a positive integer, σ0 = 2n0 + η0 and
0 η0 < 2. We set
η1 = supS1(n0), η2 = infS2(n0), η3 = supS3(n0) and η4 = infS4(n0).
Then we have the following:
(1) 0 < η1 < 12 < η2 < 1 < η3 < 32 < η4 < 2 and more precisely |h − ηk| <
√
π(2π)2n0+2 ×
	(4n0 + 2.8)− 12 for k = 1,2,3,4, where h = 12 for k = 1,2 and otherwise h = 32 ;(2) all zeros of ζ(−σ0 + s) + ζ(−σ0 − s) are either simple and on the real line or on Re s = 0
for any η0 satisfying 0  η0 < η1 or η2 < η0 < 2, and the same holds for ζ(−σ0 + s) −
ζ(−σ0 − s) with ζ ′(−σ0) = 0 and any η0 satisfying 0 η0 < η3 or η4 < η0 < 2;
(3) as in (2), the same statement holds for ζ(−σ0 + s) + ζ(−σ0 − s) with η0 = η1, η2, except
one double zero in Re s < 0 (by symmetry of zeros around the imaginary axis, one double
zero in Re s > 0), and the same holds for ζ(−σ0 + s)− ζ(−σ0 − s) with η0 = η3, η4;
(4) as in (2), the same statement holds for ζ(−σ + s) + ζ(−σ − s) with η0 satisfying η1 <
η0 < η2, except for one pair of conjugate complex zeros near Re s = −σ0 − 1 in Re s < 0
(by symmetry of zeros around the imaginary axis, one pair of conjugate complex zeros in
Re s > 0), and the same holds for ζ(−σ0 + s)− ζ(−σ0 − s) with η0 satisfying η3 < η0 < η4.
In Theorem 2(4), we have exceptional zeros, i.e., one pair of conjugate complex zeros in
Re s < 0 (by symmetry of zeros around the imaginary axis, also in Re s > 0). For particular σ0,
these two exceptional zeros occur because the Riemann zeta function has a simple pole at s = 1.
We note that these exceptional zeros are extremely close to the real axis and in fact, they go to
the real axis very quickly as those particular −σ0’s in (4) tend to −∞.
Theorem 3. We have the following:
(1) Let σ0 < 12 . Then, all zeros of H(σ0, s) in |Im s| 100 are on Re s = 0 provided that ζ(s) in
Re s < σ0 and Im s = 0 has no zeros.
(2) The Riemann hypothesis holds if and only if for any σ0 < 12 , all zeros of H(σ0, s) in |Im s|
100 are on Re s = 0.
The author developed some methods in proving similar results as Theorems 1–3. For these
methods and the results, we refer to [11–14]. Together with some other necessary facts, by virtue
of the methods as in the papers, we will be enable to prove Theorems 1–3.
Remark. Theorem 1 or 3 implies that under the Riemann hypothesis, all but finitely many com-
plex zeros of H(σ0, s) are on Re s = 0 for any 0 < σ0  12 . On the other hand, we numerically
observe the location of zeros of the function for −8.5 < σ0 < 12 . According to our numerical
computations, the function H(σ0, s) for some 0 < σ0 < 12 in 0 < Im s < 10 and 0 < Re s < 10
has complex zeros that are different from the exceptional zeros in Theorem 2(4). The same phe-
nomenon occurs for the function H(σ0, s) with some −8.5 < σ0  0.
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instance, all complex zeros of ζ(s) + ζ(−s) in |Im s|  100 are on Re s = 0. However, this
phenomenon for the function H(σ0, s) with σ0 > 12 does not appear anymore. We expect that the
complex zeros of the function for σ0 > 12 tend to lie on Re s = ±(σ0 − 12 ), because we have
H(σ0, s) = ζ(2σ0 − 1/2 + it)± ζ(1/2 − it) (s = σ0 − 1/2 + it, 2σ0 − 1/2 > 1/2)
so that the function H(σ0, s) on s = σ0 − 1/2 + it is dominated by the function ζ(1/2 − it), and
by symmetry of zeros around the imaginary axis, we have the same situation at −σ0 + 12 . It turns
out that the behavior of complex zeros of H(σ0, s) is closely related to that of zeros of ζ(s) − a
(a = 0). We introduce results for the distribution of zeros of ζ(s) − a. For the behavior of zeros
of the function in vertical strips, Borchsenius and Jessen [4, Theorem 14] showed the following.
Theorem D (Borchsenius and Jessen). Let a be any nonzero constant. Let σ1 and σ2 be such that
1
2 < σ1 < σ2. For ζ(s)− a, we have
N(σ1, σ2, T ) = h(σ1, σ2)T + o(T )
as T → ∞, where h(σ1, σ2) is a constant depending on a, σ1 and σ2.
Concerning Theorem D, we refer to [2], in which Bohr and Jessen investigated the behavior
of zeros of the function log ζ(s) − a in vertical strips and proved interesting theorems including
the analogue of Theorem D. We note that Borchsenius and Jessen [4] rounded off the study on
zeros in vertical strips of the functions ζ(s)− a and log ζ(s)− a in the half-plane σ > 12 .
In the region 0 < Im s < T , the number of zeros of ζ(s)− a is
T
2π
logT +Oa(T ).
Thus, by Theorem D, we know that almost all zeros of ζ(s)− a are arbitrarily close to Re s = 12 .
A basic problem for the behavior of zeros of this function related to the Riemann hypothesis is
how close to Re s = 12 the zeros of ζ(s)−a lie. The best known result about this matter was done
by Selberg [20]. Also, see [10]. Namely, he obtained the behavior of zeros of ζ(s)− a arbitrarily
close to Re s = 12 as follows.
Theorem E (Selberg). Let a be any nonzero constant. Let φ(t) be a real valued function such
that
φ(t) → ∞, ψ(t) → 0 (as t → ∞),
where
ψ(t) = φ(t)
√
log log t
log t
.
Let βa + iγa denote zeros of ζ(s)− a. As T → ∞, we have
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0<γa<T
βa>
1
2
(
βa − 12
)
= 1
4π
3
2
T
√
log logT +O(T );
∑
0<γa<T
|βa− 12 |>ψ(T )
1 = O
(
T logT
φ(T )
)
;
∑
0<γa<T
|βa− 12 |<ψ(T )
1 = T
2π
logT +O
(
T logT
φ(T )
)
.
Originally, under the Riemann hypothesis, a kind of Theorem E was demonstrated by Bohr
and Landau [3]. Also, Levinson [16] proved a weaker version of Theorem E.
Based on Theorems D and E, we naturally define H(s;σ0, a) by
ζ(σ0 + s)+ aζ(σ0 − s) (σ0 ∈ R;0 = a ∈ C).
Then, the function H(σ0, s) is H(s;σ0,1) or H(s;σ0,−1).
We have some precise results for the function H(σ0, s) with σ0 < 12 . However, the behavior
of zeros of H(s;σ0, a) with σ0 < 12 and a = −1,1 is less interesting, because in this case, we do
not have precise results anymore as the function H(σ0, s). On the other hand, applying the same
methods as in the proof of Theorem 1 and the method in [21, p. 230], we can demonstrate similar
results as in Theorem 1.
Theorem 4. Let a be a nonzero complex number and let δ > 0. Then, we have the following:
(1) If σ0  12 , then all but finitely many complex zeros of H(s;σ0, a) are in |Re s| < δ, provided
that ζ(s) has only finitely many complex zeros in Re s < σ0.
(2) If σ0  0, then all but finitely many complex zeros of H(σ0, s) are on |Re s| < δ.
(3) If 0 < σ0 < 12 , then H(σ0, s) has only finitely many complex zeros in |Re s| 12 .
(4) If σ0  12 , then the number of zeros of H(s;σ0, a) in |Re s| > δ and 0 < Im s < T is Oδ(T ).
We omit the proof of Theorem 4.
For σ0 > 12 , we will have analogues of Theorems D and E for the function H(s;σ0, a) with
a = 0. In order to investigate the behavior of zeros of H(s;σ0, a) for the case, we state one basic
theorem concerning the sum of distances from a given axis Re s = α to zeros in Re s > α and
0 < Im s < T . We note that the theorem follows from Littlewood’s lemma. For convenience, we
define Lσ0,a(T , σ ) by
Lσ0,a(T , σ ) =
T∫
0
log
∣∣a−1H(σ + it;σ0, a)∣∣dt
for σ0, σ ∈ R and 0 = a ∈ C.
2710 H. Ki / Journal of Number Theory 128 (2008) 2704–2755Theorem 5. Let a = 0 and σ0 > 12 . Let β + iγ denote zeros of H(s;σ0, a). As T → ∞, we have
(1) N(T ) = T
π
log
T
2πe
+O(logT );
(2) 2π
∑
0<γ<T
β>σ
(β − σ) =
(
σ0 − 12 − σ
)
T log
T
2πe
+O(logT )+Lσ0,a(T , σ );
(3) N∗0 (T ) =
T
2π
log
T
2πe
+O(logT ) (|a| = 1);
(4) N∗0 (T ) =
T
2π
log
T
2πe
+O(logT )± N˜(σ0, T )
(|a| = 0,1),
where the implied constant in ‘O’ does not depend on T , N˜(σ0, T ) is the number of zeros of ζ(s)
in Re s > σ0 and 0 < Im s < T , and the sign in (4) is + if 0 < |a| < 1, and − if |a| > 1.
Theorem 5(2) is useful to understand the behavior of zeros of H(s;σ0, a), although the proof
of this theorem follows immediately from Littlewood’s lemma. We will apply this theorem to
investigate the distribution of zeros of H(s;σ0, a). It turns out that Theorem 5 works well in
knowing the location of zeros of H(s;σ0, a) for the case σ0 > 12 and a = 0.
The crucial point for the proof of Theorem E using Littlewood’s lemma is
T∫
0
log
∣∣ζ(1/2 + it)− a∣∣dt = 1
2
√
π
T
√
log logT +O(T )
as T → ∞. For the detailed proof of this, see [20] or [10]. In order to investigate zeros of
H(s;σ0, a) for the case σ0 > 12 , an analogue of the above formula will be required.
Theorem 6. Let σ > 12 and let a be any nonzero complex number. Define f (s) by
f (s) = ζ(s)+ aζ(σ − 1/2 + s) or ζ(s)+ aζ(1/2 + σ − s).
As T → ∞, we have
T∫
0
log
∣∣f (1/2 + it)∣∣dt = 1
2
√
π
T
√
log logT +O(T ).
For the proof of Theorem 6, we will adjust the proof of Selberg’s theorem in [20] or [10]. In
particular, see the argument in [10, pp. 155–157] that was done by H.L. Montgomery. We note
that Theorem 6 is valid unconditionally. In fact, we need a careful treatment of zeros of ζ(σ + s)
and ζ(1 + σ − s) in justifying Theorem 6 without the Riemann hypothesis.
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(1) Let σ1 and σ2 be such that −σ0 + 12 < σ1  σ2 < σ0 − 12 . If σ0 > 34 and |a| = 1, then for
H(s;σ0, a), we have
N(σ1, σ2, T ) = O(T )
as T → ∞, where the implied constant in ‘O’ does not depend on T .
(2) If σ0 > 12 and |a| = 0,1, then the same holds for H(s;σ0, a).(3) If σ0 > 1 and a = 0, then for H(s;σ0, a), we have
N(σ1, σ2, T ) = h˜(σ1, σ2)T + o(T )
as T → ∞, where h˜(σ1, σ2) is a constant depending on a, σ1 and σ2.
(4) Let σ1 > σ0 − 12 . Then, there exists a constant θ˜ < 1 such that for H(s;σ0, a) with a = 0, as
T → ∞, we have
N(σ1, T ) = O
(
T θ˜
)
, N(−∞,−σ1, T ) = O
(
T θ˜
)
,
N(σ1, T ) = O(1), N(−∞,−σ1, T ) = O(1) (σ0 − σ1  0).
Thus, Theorem 7 disproves Garaev’s problem for the function H(σ0, s) with 34 < σ0 < 1.
Assuming the Riemann hypothesis, we immediately have ‘O(1)’ in place of ‘O(T κ)’ in The-
orem 7(4). On the other hand, our unconditional result requires a more complicated argument.
Namely, for the proof of Theorem 7(4), we mimic some parts of the proof of Theorem 6 together
with necessary properties of ζ(s). In order to show Theorem 7(1)–(3), we adopted Borchsenius
and Jessen’s argument [4]. In Section 2, we shall use their methods and theorems for our purpose.
Theorem 8. Let σ0 > 12 and a ∈ C with a = 0. Let φ(t) be a real valued function such that
φ(t) → ∞, ψ(t) → 0 (as t → ∞),
where
ψ(t) = φ(t)
√
log log t
log t
.
Let β + iγ denote zeros of H(s;σ0, a). As T → ∞, we have∑
0<γ<T
β>σ0− 12
(
β −
(
σ0 − 12
))
= 1
4π
3
2
T
√
log logT +O(T );
∑
0<γ<T
β<−σ0+ 12
(
β +
(
σ0 − 12
))
= − 1
4π
3
2
T
√
log logT +O(T );
∑
0<γ<T
|β|>σ − 1 +ψ(T )
1 = O
(
T logT
φ(T )
)
.0 2
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the number of zeros of H(s;σ0, a) in Re s > σ0 − 12 and 0 < Im s < T is not less than T4π logT .
Theorem 9. Let σ0 > 34 , a ∈ C with |a| = 1 and let ψ(t) be as in Theorem 8. In addition, we
suppose
φ(t)√
log log t
→ ∞
as t → ∞. As T → ∞, we have∑
0<γ<T
|β−(σ0− 12 )|<ψ(T )
1 = T
2π
logT +O
(
T logT
√
log logT
φ(T )
)
.
The same formula with ‘|β + (σ0 − 12 )| < ψ(T )’ in place of ‘|β − (σ0 − 12 )| < ψ(T )’ holds. In
particular, almost all complex zeros of H(s;σ0, a) are arbitrarily close to ±(σ0 − 12 ). If σ0 > 12
and |a| = 0,1, the same formulas hold for H(s;σ0, a).
According to Theorems 7–9, we now see that the behavior of zeros of H(s;σ0, a) for σ0 > 12
is much the same as that for ζ(s)− a with a = 0.
We remark that for H(s;σ0, a) with 12 < σ0  34 and |a| = 1, we expect the similar results as
in Theorems 7 and 9. For instance, we speculate that for H(s;σ0, a) with 12 < σ  34 and |a| = 1,
N(σ1, σ2, T ) = O(T ) (−σ0 + 1/2 < σ1  σ2 < σ0 − 1/2)
as T → ∞. If this is valid, then we can prove the same result as in Theorem 9 for the case 12 <
σ0  34 and |a| = 1. Furthermore, as Theorem E, we expect that for H(s;σ0, a) with 12 < σ0  1
and a = 0,
N(σ1, σ2, T ) = h˜(σ1, σ2)T + o(T ) (−σ0 + 1/2 < σ1  σ2 < σ0 − 1/2)
as T → ∞, where h˜(σ1, σ2) is a constant depending on a, σ1 and σ2.
This paper is organized as follows. In Section 2, we will introduce some known results and
demonstrate necessary facts in proving our theorems. In Section 3, we shall prove Theorems 1–3.
In Section 4, we shall prove Theorems 5 and 6 by virtue of Littlewood’s lemma in [21, p. 220]
and a modified argument of the proof of Selberg’s theorem in [20] or [10]. In Section 5, applying
Theorems 5 and 6, we will demonstrate Theorems 7–9.
2. Preliminaries
In this section, we state some known results for convenience and also we prove necessary
facts for our purposes.
Proposition 2.1. We denote the Riemann ξ -function ξ(s) by
ξ(s) = s(s − 1)π− s2 	
(
s
)
ζ(s).2 2
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(1) All zeros of ξ(s) are on 0 < Re s < 1.
(2) ξ(s) = ξ(1 − s).
(3) ζ(s) = χ(s)ζ(1 − s), where χ(s) = 2sπs−1 sin π2 s	(1 − s).
(4) ζ(s) = e
bs
2(s − 1)	( s2 + 1)
∏
ρ
(
1 − s
ρ
)
e
s
ρ
or
ξ(s) = 1
2
eb0s
∏
ρ
(
1 − s
ρ
)
e
s
ρ .
Here, ρ runs through all zeros of ζ(s) in 0 < Re s < 1, b = log 2π −1− C02 , b0 = b− 12 logπ ,∑
ρ Re
1
ρ
= C02 + 1 − 12 log 4π , and
∑
ρ
1
|ρ|2 < ∞, where C0 is Euler’s constant.
For Proposition 2.1(1)–(3), see [21, pp. 30, 45, (2.1.13) and Theorem 2.1] or [18, Theorem 6.6,
Corollaries 10.3, 10.4 and Theorem 10.12]. For Proposition 2.1(4), see [21, 30–31] and [18,
pp. 348–349].
Proposition 2.2. Let ε > 0. Let s = σ + it . Then, we have
ζ(s) = O(|t | 12 − σ2 +ε) (0 σ < 1); ζ(s) = O(|t | 12 −σ+ε) (σ < 0);
1
ζ(s)
= O(|t |σ− 12 ) (σ < α < 0); χ(σ + it) = (2π
t
)σ+it− 12
ei(t+
π
4 )
(
1 +O
(
1
t
))
in any fixed strip α  σ  β as t → ∞.
For Proposition 2.2, we refer to [21, pp. 95–96 and p. 78].
Proposition 2.3. We have ∣∣ζ(σ + it)∣∣ 2t (σ  1/2, t > 4).
Proof. In [21, p. 49], we recall
ζ(s) =
N∑
n=1
1
ns
+ s
∞∫
N
[x] − x + 12
xs+1
dx + N
1−s
s − 1 −
1
2
N−s (Re s > 0, Im s > 1).
Taking N = [t], we readily show Proposition 2.3. 
Proposition 2.4. For s with |arg s| π −  and 0 <  < π , we have
(1) log	(s) =
(
s − 1
2
)
log s − s + 1
2
log 2π −
∞∫
x − [x] − 12
s + x dx.
0
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(2) log	(s) =
(
s − 1
2
)
log s − s + 1
2
log 2π + 1
2
∞∑
n=1
n
(n+ 1)(n+ 2)ζ(n+ 1, s + 1),
where
ζ(z, ν) =
∞∑
0
(ν + n)−z.
For any s ∈ C, we have
(3) 1
	(s)
= seC0s
∞∏
n=1
(
1 + s
n
)
e−
s
n ,
where C0 is Euler’s constant. We have
(4)
∣∣∣∣	(σ1 + it2)	(σ2 + it2)
∣∣∣∣ ∣∣∣∣	(σ1 + it1)	(σ2 + it1)
∣∣∣∣ (σ1  σ2, σ2  1, |t1| |t2|, t1, t2 ∈ R).
Similarly, we have
(5)
∣∣∣∣	(σ1 + it2)	(σ2 + it2)
∣∣∣∣ ∣∣∣∣	(σ1 + it1)	(σ2 + it1)
∣∣∣∣
for n ∈ Z, n− 12 = σ1  σ2, 12  σ2, |t1| |t2|, t1, t2 ∈ R.
Proof. For Proposition 2.4(1), see [15, p. 405]. For Proposition 2.4(2), see [6, p. 48]. For Propo-
sition 2.4(3), see [15, p. 396 ] or [18, p. 520].
For the proof of Proposition 2.4(4), we use (3). We may assume 0 t1  t2. Choose a non-
negative integer n such that 0 < σ1 + n σ2. Then we have∣∣∣∣	(σ1 + it2)	(σ2 + it2)
∣∣∣∣= ∣∣∣∣ 1∏
0k<n(σ1 + k + it2)
	(σ1 + n+ it2)
	(σ2 + it2)
∣∣∣∣

∣∣∣∣ 1∏
0k<n(σ1 + k + it1)
	(σ1 + n+ it2)
	(σ2 + it2)
∣∣∣∣
for 0 t1  t2. Thus it suffices to show (4) for 0 < σ1  σ2 and σ2 > 1. By (3) and the fact that
b + t22
a + t22

b + t21
a + t21
(0 < a  b, 0 t1  t2),
we have
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∣∣∣∣2 = σ 22 + t22σ 21 + t22 e2C0(σ2−σ1)
∞∏
n=1
(σ2 + n)2 + t22
(σ1 + n)2 + t22
e−2
σ2−σ1
n

σ 22 + t21
σ 21 + t21
e2C0(σ2−σ1)
∞∏
n=1
(σ2 + n)2 + t21
(σ1 + n)2 + t21
e−2
σ2−σ1
n
=
∣∣∣∣	(σ1 + it1)	(σ2 + it1)
∣∣∣∣2.
This proves (4). Similarly, we prove (5). We are done. 
Proposition 2.5. We have the following:
(1) ζ(s) has simple trivial zeros −2,−4,−6, . . . only in Re s < 0;
(2) ζ(1 − 2n) = (−1)n Bn
2n
(n = 1,2,3, . . .)
where B1,B2,B3, . . . are Bernoulli’s numbers;
(3) ∣∣ζ(1 − 2n+ it)∣∣> ∣∣ζ(−σ + it)∣∣ (−2n+ 2−σ −1, n = 8,9, . . .);
(4) ∣∣ζ(1 − 2n+ it)∣∣> ∣∣ζ(−σ + it)∣∣ (−2n+ 2−σ  0.5, n = 8,9, . . . , t  10);
(5) ∣∣ζ(−2n− 1/2)∣∣> ∣∣ζ(−σ)∣∣ (−14−σ  0.4, n = 8,9, . . .);
(6) ∣∣ζ(−2n− 1)∣∣> ∣∣ζ(−σ)∣∣ (−14−σ  0.5, n = 8,9, . . .);
(7) ∣∣ζ(−2n− x)∣∣> ∣∣ζ(−2n+ 2 − x)∣∣ (n = 4,5, . . . , 0 < x < 2).
Proof. For Proposition 2.5(1), (2), see [21, pp. 19 and 30].
We justify Proposition 2.5(3). By virtue of Proposition 2.1(3), Proposition 2.4(1), (4) and the
fact that ∣∣∣∣ sin π2 (−σ + it)sin π2 (1 − 2n+ it)
∣∣∣∣ 1,
we have
log
∣∣∣∣ ζ(−σ + it)ζ(1 − 2n+ it)
∣∣∣∣ (2n− σ − 1) log 2π + log∣∣∣∣	(1 + σ − it)	(2n− it)
∣∣∣∣+ log∣∣∣∣ζ(1 + σ − it)ζ(2n− it)
∣∣∣∣
 (2n− σ − 1) log 2π + log
∣∣∣∣	(1 + σ)	(2n)
∣∣∣∣+ log ζ(2)2 − ζ(16)
< −(2n− σ − 1) log n
πe
+ σ log σ + 1
2n
+ 1
2
.
Define h(σ,n) by
h(σ,n) = −(2n− σ − 1) log n + σ log σ + 1 + 1 .
πe 2n 2
2716 H. Ki / Journal of Number Theory 128 (2008) 2704–2755We will show that h(σ,n) < 0 for n 8 and 1 σ  2n− 2. For n 9, we have
h(σ,n) < σ log
σ + 1
2n
+ 1
2
 (2n− 2) log 2n− 1
2n
+ 1
2
< −n− 1
n
+ 1
2
< 0.
For n = 8, we have
(
h(σ,n)
)′′ = 1
σ + 1 +
1
(σ + 1)2 > 0.
We check the values of h(σ,8) at the endpoints 1, 14:
h(1,8) = −14 log 8
πe
+ log 1
8
+ 1
2
< 0; h(14,8) = − log 8
πe
+ 14 log 15
16
+ 1
2
< 0.
Namely, we get h(σ,8) < 0 for 1  σ  14. So, we conclude that h(σ,n) < 0 for n  8 and
1 σ  2n− 2. Thus we obtain
log
∣∣∣∣ ζ(−σ + it)ζ(1 − 2n+ it)
∣∣∣∣< 0.
We prove (4). By (3), it suffice to prove (4) for −1  −σ  0.5. By Propositions 2.3
and 2.4(4), we have∣∣∣∣ ζ(−σ + it)ζ(1 − 2n+ it)
∣∣∣∣ (2π)15−σ ∣∣∣∣	(σ + 1 + it)	(16 + it)
∣∣∣∣∣∣∣∣ζ(1 + σ + it)ζ(16 + it)
∣∣∣∣
 (2π)
15.5
0.9999
2t
|(15 + it) . . . (2 + it)|
∣∣∣∣	(σ + 1 + it)	(2 + it)
∣∣∣∣

√
2(2π)16
0.9999
1
15!
5!
t4
t
< 1
for t  10, n 8 and −1−σ  0.5. This justifies (4).
We prove (5). Using Proposition 2.1(3), we have∣∣∣∣ζ(−2m− 1/2)ζ(−2n− 1/2)
∣∣∣∣= (2π)2(n−m) 	(2m+ 3/2)	(2n+ 3/2) ζ(2m+ 3/2)ζ(2n+ 3/2)

(
2π
2m+ 3/2
)2(n−m)
ζ(2m+ 3/2)
< 1
for positive integers m, n with n >m 3. Thus, (5) follows from (3), because we have∣∣ζ(−16.5)∣∣> ζ(−15) and ∣∣ζ(0.4)/ζ(−16.5)∣∣< 1 (−1−σ  1/2).
Similarly, we prove (6) and (7).
We complete the proof of Proposition 2.5. 
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for σ  α except at s = σ0 + 2nπ (n = 1,2,3, . . .); let∣∣Ref (σ1 + it)∣∣m> 0 and ∣∣f (σ ′ + it ′)∣∣Mσ,t (σ ′  σ, 1 t ′  t).
Then if T is not the ordinate of a zero of f (s),
∣∣argf (σ + iT )∣∣ π
log[(σ1 − α)/(σ1 − β)]
(
logMα,T+2 + log 1
m
)
+ 3
2
π
for σ  β .
As in the proof of the lemma in [21, p. 213], we can justify Proposition 2.6.
Proposition 2.7. Let σ > 12 . For ζ(s), as T → ∞, we have
N(T ,σ ) = O(T θ ),
where θ is an absolute constant strictly less than 1.
For Proposition 2.7, see [21, pp. 232–245, 252–253].
Proposition 2.8. As T → ∞, we have
T∫
1
∣∣ζ(σ + it)∣∣2 dt = O(T min(logT , 1
σ − 1/2
))
(1/2 σ  2),
T∫
0
log
∣∣ζ(σ + it)∣∣dt = o(T ) (σ > 1/2).
For Proposition 2.8, we refer to [21, Theorem 7.2(A)] for the first statement and we can
immediately prove the second one using Proposition 2.7 and Theorem 9.15 in [21].
Proposition 2.9. We let log+ x = max(0, logx) and log− x = min(0, logx) for x > 0. As
T → ∞, we have
T∫
0
log+
∣∣ζ(1/2 + it)∣∣dt = 1
2
√
π
T
√
log logT +O(T ). (2.1)
For Proposition 2.9, see [20, p. 55] or [10, p. 155].
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ζ ′
ζ
(s) = −
∑
n<x2
Λx(n)
ns
+ x
2(1−s) − x1−s
(1 − s)2 logx +
1
logx
∞∑
q=1
x−2q−s − x−2(2q+s)
(2q + s)2
+ 1
logx
∑
ρ
xρ−s − x2(ρ−s)
(s − ρ)2 ,
where the ρ runs through all zeros of ζ(s) in Re s  0 and
Λx(n) = Λ(n) (1 n x), Λ(n) log(
x2
n
)
logx
(
x  n x2
)
.
For Proposition 2.10, see [21, Theorem 14.20] or [18, p. 433].
We introduce results of mean motions in [4]. Suppose that p > 0 and that f (s), f1(s),
f2(s), . . . are functions defined in the half strip α < σ < β , t  0. Then, we say that fn(s)
converges in the mean with index p, towards f (s) in [α,β] if
lim sup
T→∞
1
T
T∫
0
β1∫
α1
∣∣f (σ + it)− fn(σ + it)∣∣p dσ dt → 0 (n → ∞),
for any reduced strip (α <)α1 < σ < β1(< β).
V. Borchsenius and B. Jessen [4, Theorem 1] proved
Proposition 2.11. Let −∞  α < α0 < β0 < β ∞, t  0 and let f1(s), f2(s), . . . be a se-
quence of functions almost periodic in [α,β] converging uniformly in [α0, β0] towards a function
f (s), which is then almost periodic in [α0, β0]. Suppose that none of the functions is identi-
cally zero. Suppose further that f (s) may be continued as a regular function in the half-strip
α < σ < β , t  0, and that fn(s) converges in mean with an index p > 0 towards f (s) in [α,β].
Then, the Jensen function
ϕ(σ) = lim
T→∞
1
T
T∫
0
log
∣∣f (σ + it)∣∣dt
exists uniformly in [α,β], i.e. the function
ϕ(σ ;T ) = 1
T
T∫
0
log
∣∣f (σ + it)∣∣dt
converges for T → ∞ uniformly in [α,β] towards a limit function ϕ(σ). The Jensen function
ϕn(σ ) of fn(s) converges for n → ∞ uniformly in [α,β] towards ϕ(σ). For f (s), we have
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T→∞
N(σ1, σ2, T )
T
 ϕ
′(σ2 − 0)− ϕ′(σ1 + 0)
2π
;
lim sup
T→∞
N(σ1, σ2, T )
T
 ϕ
′(σ2 + 0)− ϕ′(σ1 − 0)
2π
as T → ∞, where ϕ′(σ − 0) and ϕ′(σ + 0) denote the left and right derivatives of ϕ(σ).
For the earlier version of Proposition 2.11, we refer to [8].
T denotes R/Z. Let pj be the j th prime number (j = 1,2,3, . . .). For σ1, σ2 > 12 , we de-
fine ζ ∗m(σ1; θ∗1 , . . . , θ∗m), ζn(σ2; θ1, . . . , θn) and ζm,n(σ1, σ2; θ∗1 , . . . , θ∗m, θ1, . . . , θn) from Tm, Tn,
T
m+n to C by
ζ ∗m
(
σ1; θ∗1 , . . . , θ∗m
)= m∏
j=1
(
1 − p−σ1j e2πiθ
∗
j
)
,
ζn(σ2; θ1, . . . , θn) =
n∏
k=1
(
1 − p−σ2k e2πiθk
)−1
,
ζm,n
(
σ1, σ2; θ∗1 , . . . , θ∗m, θ1, . . . , θn
)= ζ ∗m(σ1, θ∗1 , . . . , θ∗m) · ζn(σ2, θ1, . . . , θn).
Let μ˜∗m,σ1 , μ˜n,σ2 and μ˜m,n,σ1,σ2 denote distribution functions of ζ
∗
m(σ1; θ∗1 , . . . , θ∗m), ζn(σ2; θ1,
. . . , θn) and ζm,n(σ1, σ2; θ∗1 , . . . , θ∗m, θ1, . . . , θn) defined by
μ˜∗m,σ1(E) =
∣∣Ω1(E)∣∣, μ˜n,σ2(E) = ∣∣Ω2(E)∣∣, μ˜m,n,σ1,σ2(E) = ∣∣Ω3(E)∣∣,
where ‘|A|’ means the Lebesgue measure of a subset of Tm, Tn or Tm+n and for an arbitrary
Borel set E in C,
Ω1(E) =
{(
θ∗1 , . . . , θ∗m
) ∈ Tm: ζ ∗m(σ1; θ∗1 , . . . , θ∗m) ∈ E},
Ω2(E) =
{
(θ1, . . . , θn) ∈ Tn: ζn(σ2; θ1, . . . , θn) ∈ E
}
,
Ω3(E) =
{(
θ∗1 , . . . , θ∗m, θ1, . . . , θn
) ∈ Tm+n: ζm,n(σ1, σ2; θ∗1 , . . . , θ∗m, θ1, . . . , θn) ∈ E}.
We call F(x) the density of a distribution function μ on C if
μ(E) =
∫
E
F(x)dx
for any Borel set E in C.
We define ζn(s) (n = 1,2,3, . . .) by
ζn(s) =
∏
ppn
(
1 − p−s)−1,
where p runs through all primes  pn.
2720 H. Ki / Journal of Number Theory 128 (2008) 2704–2755Proposition 2.12. Let σ1, σ2 > 12 . The distribution functions μ˜∗m,σ1 , μ˜n,σ2 and μ˜m,n,σ1,σ2 are
absolutely continuous with continuous densities F˜ ∗m,σ1(x), F˜n,σ2(x) and F˜m,n,σ1,σ2(x). The dis-
tribution functions μ˜∗m,σ1 , μ˜n,σ2 and μ˜m,n,σ1,σ2 converge for m → ∞ and n → ∞ towards
distributions μ˜∗σ1 , μ˜σ2 and μ˜m,σ1,σ2 which are absolutely continuous with continuous densities
F˜ ∗σ1(x), F˜σ2(x) and F˜m,σ1,σ2(x) which are zero for x = 0. For absolute constants K˜0, λ˜ > 0, we
have∣∣F˜ ∗m,σ1(x)∣∣, ∣∣F˜ ∗σ1(x)∣∣, ∣∣F˜n,σ2(x)∣∣, ∣∣F˜σ2(x)∣∣, ∣∣F˜m,n,σ1,σ2(x)∣∣, ∣∣F˜m,σ1,σ2(x)∣∣ K˜0e−λ˜(log |x|)2 .
For a ∈ C, the Jensen function
ϕm(σ1, σ2) = lim
T→∞
1
T
T∫
0
log
∣∣∣∣ ζ(σ2 + it)ζm(σ1 − it) + a
∣∣∣∣dt
exists and
ϕm(σ1, σ2) = O(1),
where the implied constant in ‘O’ depends only on σ1 and σ2.
We remark that Proposition 2.12 does not follow from theorems in [4] directly, because we
have the extra function ζ ∗m(σ1; θ∗1 , . . . , θ∗m) in ζm,n(σ1, σ2; θ∗1 , . . . , θ∗m, θ1, . . . , θn). Fortunately,
all techniques in [4] work well for Proposition 2.12. Concerning this proposition, we also refer
to [9].
Proof of Proposition 2.12. We follow the methods as in Theorems 5, 6, 11 and 12 [4]. Let
μ∗m,σ1 , μn,σ2 and μm,n,σ1,σ2 denote distribution functions of log ζ
∗
m(σ1; θ∗1 , . . . , θ∗m), log ζn(σ2;
θ1, . . . , θn) and log ζm,n(σ1, σ2; θ∗1 , . . . , θ∗m, θ1, . . . , θn). By Theorems 5, 6 in [4], we have the
following.
The distribution functions μ∗m,σ1 , μn,σ2 and μm,n,σ1,σ2 are for m,n 11 absolutely continuous
with continuous densities F ∗m,σ1(x), Fn,σ2(x) and Fm,n,σ1,σ2(x). Also, the distribution functions
μ∗m,σ1 , μn,σ2 and μm,n,σ1,σ2 converge for m → ∞ and n → ∞ towards distribution functions μ∗σ1 ,
μσ2 and μm,σ1,σ2 (m  11) which are absolutely continuous with continuous densities F ∗σ1(x),
Fσ2(x) and Fσ1,σ2(x). For absolute constants K0, λ > 0, we have∣∣F ∗m,σ1(x)∣∣, ∣∣F ∗σ1(x)∣∣, ∣∣Fn,σ2(x)∣∣, ∣∣Fσ2(x)∣∣, ∣∣Fm,n,σ1,σ2(x)∣∣K0e−λ|x|2 . (2.2)
One crucial fact is that by Eq. (65) in [4, p. 145], we have
Fm,n,σ1,σ2(x) =
∫
C
F ∗m,σ1(x − u)dμn,σ2(u)
for sufficiently large m, n. Using this and (2.2), we have∣∣Fm,σ ,σ (x)∣∣K ′ e−λ′|x|2 (2.3)1 2 0
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K˜0, λ˜ > 0, we get ∣∣F˜m,σ1,σ2(x)∣∣ K˜0e−λ˜(log |x|)2 .
As in the proof of Theorems 12 and 14 in [4], we have all requirements of Proposition 2.12,
except for
ϕ(σ1, σ2) = O(1).
As in Eq. (88) in [4], we write
ϕ(σ1, σ2) =
∫
C
log |u− a|F˜m,σ1,σ2(u) du.
Then, we have
∣∣ϕ(σ1, σ2)∣∣ K˜0 ∞∫
−∞
∞∫
−∞
log |x1 + ix2 − a|e−λ˜(log(x21+x22 ))2 dx1 dx2 = O(1).
Hence, we complete the proof of Proposition 2.12. 
Finally, we need the following.
Proposition 2.13. Let σ0 > 1 and 0 = a ∈ C. Then, the Jensen function
ϕ(σ) = lim
T→∞
1
T
T∫
0
log
∣∣H(σ + it;σ0, a)∣∣dt
exists and is differentiable for −σ0 + 12 < σ < σ0 − 12 .
Proof. We fix σ0 > 1 and a = 0. It suffices to show the proposition for −σ0 + 12 < σ  0. It is
known that ζn(s) converges in mean with the index 2 towards ζ(s) in [ 12 ,∞]. For the proof of
this, apply a result in [1, pp. 163–169]. We put
f (s) = ζ(σ0 + s)
ζ(σ0 − s) + a and fn(s) =
ζn(σ0 + s)
ζn(σ0 − s) + a (n = 1,2,3, . . .).
Choose σ∗ > 0 such that σ0 − σ∗ > 1. Then, fn(s) converges uniformly to f (s) in [−σ∗, σ∗]
and fn(s) converges in mean with the index 2 towards f (s) in [−σ0 + 12 , σ∗]. Thus, by Proposi-
tion 2.11, we see that ϕ∗n(σ ) converges uniformly to ϕ∗(σ ) in [−σ0 + 12 , σ∗], where
ϕ∗n(σ ) = lim
T→∞
1
T
T∫
log
∣∣fn(σ + it)∣∣dt (n = 1,2, . . .)0
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ϕ∗(σ ) = lim
T→∞
1
T
T∫
0
log
∣∣f (σ + it)∣∣dt.
Applying Proposition 2.8, we have
ϕ(σ) = ϕ∗(σ ) (−σ0 + 1/2 < σ < σ∗).
Now, we work on
ζ ∗n
(
σ1; θ∗1 , . . . , θ∗n
)= n∏
j=1
(
1 − p−σ1j e2πiθ
∗
j
)
,
ζn(σ2; θ1, . . . , θn) =
n∏
j=1
(
1 − p−σ2j e2πiθj
)−1
,
ζn,n
(
σ1, σ2; θ∗1 , . . . , θ∗n , θ1, . . . , θn
)= ζ ∗n (σ1, θ∗1 , . . . , θ∗n ) · ζn(σ2, θ1, . . . , θn)
as in the proof of Proposition 2.12, where σ1 = σ0 − σ and σ2 = σ0 + σ . Then, we have an
analogue of Theorem 12 in [4]. By virtue of this, the differentiability of ϕ∗(σ ) in (−σ0 + 12 , σ1)
follows from the same argument as in the proof of Theorem 14 in [4]. Thus, ϕ(σ) is differentiable
in (−σ0 + 1/2, σ∗). 
We remark that for 12 < σ0  1, we are not able to prove the same conclusions as in Proposi-
tion 2.13, using our methods. The reason is that Proposition 2.11 does not work for the function
H(s;σ0, a) with 12 < σ0  1. Nevertheless, we expect that Proposition 2.13 holds for 12 < σ0  1.
We may need a different way in demonstrating it.
3. Location of zeros when σ0 < 12
In this section, we shall justify Theorems 1, 2 and 3.
First, we investigate a rough behavior of the function H(σ0, s). Namely, we prove Theorem 1.
We shall use author’s argument in [11–14]. In fact, the proof of Theorem 1 is rather short and
simple compare to the ones in the papers.
Proof of Theorem 1. In Theorem 1, (2) follows from (1) and Proposition 2.1(1).
We prove (1). So, we assume that ζ(s) has only finitely many complex zeros in Re s < σ0. By
Theorem C and the facts that H(σ0, s) = H(σ0,−s) or H(σ0, s) = −H(σ0,−s) and H(σ0, s) =
H(σ0, s), it suffices to show that H(σ0, s) has only finitely many zeros in −M1  Re s < 0 and
Im s > 0. We compute ∣∣∣∣ζ(σ0 − s) ∣∣∣∣ζ(σ0 + s)
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sition 2.1(4), we have
ζ(σ0 − s)
ζ(σ0 + s) = e
−2bs (σ0 + s − 1)
(σ0 − s − 1)
	(
σ0+s
2 + 1)
	(
σ0−s
2 + 1)
∏
ρ
ρ − σ0 + s
ρ − σ0 − s e
− 2s
ρ .
Thus, by Propositions 2.1(4) and 2.4(3), we get
∣∣∣∣ζ(σ0 + σ − it)ζ(σ0 − σ + it)
∣∣∣∣2 = e4bσ (σ0 − 1 − σ)2 + t2(σ0 − 1 + σ)2 + t2 e2C0σ
∞∏
n=1
(σ0 + σ + 2n)2 + t2
(σ0 − σ + 2n)2 + t2 e
− 2σ
n
×
∏
ρ
(β − σ − σ0)2 + (γ − t)2
(β + σ − σ0)2 + (γ − t)2 e
4σβ
β2+γ 2 ,
where ρ = β + iγ runs through all zeros of ξ(s). By this equation, Proposition 2.1(4) and the
fact that
1 + a < ea, (b − a)
2 + t2
(b + a)2 + t2 < 1 (a, b > 0, t > 0),
we obtain
log
∣∣∣∣ζ(σ0 + σ − it)ζ(σ0 − σ + it)
∣∣∣∣2 −2σ
(
−c(t)+
∞∑
n=1
1
n
− 2σ0 + 4n
(σ0 − σ + 2n)2 + t2
)
(∗)
where t > 0 and
c(t) = logπ +C0 + 2(1 − σ0)
(σ0 − 1 + σ)2 + t2 +
1
2σ
∑
β<σ0
log
(β − σ − σ0)2 + (γ − t)2
(β + σ − σ0)2 + (γ − t)2 .
Since σ0 is fixed and 0 < σ M1, it is not hard to see that we have
∞∑
n=1
1
n
− 2σ0 + 4n
(σ0 − σ + 2n)2 + t2  c1 +
∞∑
n=1
1
n
− 4n
4n2 + t2  c2 + log t
for sufficiently large t and absolute constants c1, c2. By our assumption, there are only finitely
many β’s satisfying β < σ0. Hence, for sufficiently large t , we have
1
2σ
∑
β<σ0
log
(β − σ − σ0)2 + (γ − t)2
(β + σ − σ0)2 + (γ − t)2 < c3,
where c3 > 0 is an absolute constant. Thus, it is not hard to see that we get
log
∣∣∣∣ζ(σ0 − s) ∣∣∣∣2 < 0 or ∣∣∣∣ζ(σ0 − s) ∣∣∣∣< 1ζ(σ0 + s) ζ(σ0 + s)
2724 H. Ki / Journal of Number Theory 128 (2008) 2704–2755uniformly in −M1  Re s < 0 and Im s > t0 for a sufficiently large t0 > 0. Then we readily
conclude that in −M1  Re s < 0 and Im s > t0, H(σ0, s) has no zeros. Thus, (1) follows.
Similarly, by virtue of the previous arguments, we can justify (3). We omit the proof of it.
We complete the proof of Theorem 1. 
We shall give a precise information about the zeros of H(−σ0, s) for σ0  8.5. The proof will
require fine estimations of ratios of the Riemann zeta function in the region Re s < 0. By virtue
of these and the sign change method, we are enable to prove Theorem 2.
Proof of Theorem 2. We assume that σ0  8.5. Let n0 and η0 be such that σ0 = 2n0 + η0, n0 is
a positive integer and 0 η0 < 2.
We need the following lemma in proving Theorem 2.
Lemma 3.1. Let 0 < σ˜  1. Then there exist a sufficiently large integer m0 > 0 with 2m0 − 1 >
2σ0 + 10 and a positive number t1 such that∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1
holds in R1 ∪ · · · ∪R10, where
R1 =
{
(s, η0): −1 Re s < 0, 0 η0  1
}
,
R2 =
{
(s, η0): Re s = −1, 1 < η0 < 2
}
,
R3 =
{
(s, η0): −1 Re s < 0, |Im s| 1
}
,
R4 =
{
(s, η0): Re s = σ0 − (2m− 1), mm0
}
,
R5 =
{
(s, η0): Re s < −σ˜ , |Im s| t1
}
,
R6 =
{
(s, η0): Re s = −2n0 − (5 − η0)− 1/2
}
,
R7 =
{
(s, η0): Re s = −2n0 − (3 − η0)− 1/2, 0 η0  1
}
,
R8 =
{
(s, η0): Re s = −2n0 − (−1 − η0)
}
,
R9 =
{
(s, η0): Re s = −2n0 − (1 − η0), 0.3 η0 < 2
}
,
R10 =
{
(s, η0): Re s = −2n0 − (3 − η0), 1.3 η0 < 2
}
.
Intuitively, one can observe this technical lemma without a difficulty. However, the proof of
this is rather elaborate. By virtue of this lemma, we can use Rouché’s theorem in knowing the
exact number of zeros of H(−σ0, s) with σ0  8.5 in a given region. Then, using the sign change
method, we will prove Theorem 2.
Proof of Lemma 3.1. Using Proposition 2.1(3), we have
ζ(−σ0 − s)
ζ(−σ + s) = (2π)
−2s sin
π
2 (σ0 + s)
sin π (σ − s)
	(1 + σ0 + s)
	(1 + σ − s)
ζ(1 + σ0 + s)
ζ(1 + σ − s) . (3.1)0 2 0 0 0
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s = −σ + it,
where σ > 0 and t  0. Using Euler’s product
ζ(s) =
∏
p
(
1 − p−s)−1 and ∣∣∣∣1 − p−σ2−it1 − p−σ1−it
∣∣∣∣ 1 − p−σ21 − p−σ1 (1 < σ1 < σ2, t ∈ R),
we have ∣∣∣∣ζ(1 + σ0 + s)ζ(1 + σ0 − s)
∣∣∣∣ ζ(1 + σ0 − σ)ζ(1 + σ0 + σ) (σ0 − σ > 0).
Thus, we get
log
∣∣∣∣ζ(1 + σ0 + s)ζ(1 + σ0 − s)
∣∣∣∣ log ζ(1 + σ0 − σ)ζ(1 + σ0 + σ)
=
∞∑
n=1
∑
p: prime
1
npn+nσ0
(
pnσ − p−nσ )

∑
n
∑
p
2σ logp
pn(σ0+1−σ)
< 2σ
∑
p
logp
pσ0+1−σ − 1 (3.2)
for σ0 − σ > 0. Since
2a − 1
xa − 1 <
26
x6
(a  6, x > 2),
we obtain∑
p
logp
pσ0+1−σ − 1 
1
2σ0+1−σ − 1 · 2
6
∑
p
logp
p6
<
1
2σ0+1−σ − 1 (σ0 − σ  5).
Using this with (3.2), we obtain
log
∣∣∣∣ζ(1 + σ0 + s)ζ(1 + σ0 − s)
∣∣∣∣ 2σ2σ0+1−σ − 1 (σ0  6, 0 σ  1, t  0). (3.3)
We see that
1
2
log
(
1 + 2σ
σ ′
)
 σ
σ ′
,
d
(
(σ ′ + 2σ) log
(
1 + 2σ′
)
− 2σ
)
= 2 log
(
1 + 2σ′
)
 0dσ σ σ
2726 H. Ki / Journal of Number Theory 128 (2008) 2704–2755for σ ′ > 0 and σ  0. Using these, we can prove
−
(
σ ′′ − 1
2
)
log
σ ′′
σ ′
+ 2σ − σ
σ ′
= −σ ′′ log σ
′′
σ ′
+ 2σ + 1
2
log
σ ′′
σ ′
− σ
σ ′
−σ ′′ log σ
′′
σ ′
+ 2σ
 0
for σ ′′ > σ ′ > 0 with σ ′′ − σ ′ = 2σ  0. By this inequality and Proposition 2.4(1), (4), we have
log
∣∣∣∣ 	(σ ′ + it)	(σ ′′ + it)
∣∣∣∣ log∣∣∣∣ 	(σ ′)	(σ ′′)
∣∣∣∣

(
σ ′ − 1
2
)
logσ ′ −
(
σ ′′ − 1
2
)
logσ ′′ + 2σ + σ
∞∫
0
dx
(σ ′ + x)2
 2σ
(
− logσ ′ + 1
σ ′
)
−
(
σ ′′ − 1
2
)
log
σ ′′
σ ′
+ 2σ − σ
σ ′
 2σ
(
− logσ ′ + 1
σ ′
)
(3.4)
for t ∈ R and σ ′′ > σ ′ > 0 with σ ′′ − σ ′ = 2σ  0. We recall σ0 = 2n0 + η0, where σ0  8.5 and
0 η0 < 2. Set
G(s) =
∣∣∣∣ sin π2 (σ0 + s)sin π2 (σ0 − s)
∣∣∣∣2.
We get
G(−σ + it) =
∣∣∣∣eπt − eiπ(η0−σ)eπt − eiπ(η0+σ)
∣∣∣∣2 = 1 + −4eπt sinπη0 sinπσe2πt + 1 − 2eπt cosπ(η0 + σ) .
From this, we have
G(−σ + it) 1 (0 η0  1, 0 < σ  1); (3.5)
G(−σ + it) = 1 (1 < η0 < 2, σ = 1); (3.6)
G(−σ + it) 1 + 4σπe
πt0
(eπt0 − 1)2 (0 η0 < 2, t  t0 > 0, 0 < σ  1). (3.7)
Here we mean that (3.5) and (3.6) hold for arbitrary real number t . By (3.1), (3.3)–(3.6), we
obtain
log
∣∣∣∣ζ(−σ0 − s) ∣∣∣∣2  4σ(log 2π − log(1 + σ0 − σ)+ 1 + 1σ0+1−σ
)
ζ(−σ0 + s) σ0 + 1 − σ 2 − 1
H. Ki / Journal of Number Theory 128 (2008) 2704–2755 2727for any 0 < σ  1 with 0 η0  1, or σ = 1 with 1 < η0 < 2. From this inequality, for σ0  8.5,
we have ∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1 (0 < σ  1, 0 η0  1, or σ = 1, 1 < η0 < 2), (3.8)
because
log 2π − logσ ′ + 1
σ ′
+ 1
2σ ′ − 1
decreases for σ ′  8.5 and its maximum at σ ′ = 8.5 is less than 0. By (3.1), (3.3) and (3.7), for
any 0 η < 2, we obtain
log
∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣2  4σ(log 2π + πeπt0(eπt0 − 1)2 − log(1 + σ0 − σ)
)
+ 4σ
(
1
σ0 + 1 − σ +
1
2σ0+1−σ − 1
)
for any t  t0 and any 0 < σ  1. From this, we have∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1 (t  1, 0 < σ  1), (3.9)
because
log 2π + πe
πt
(eπt − 1)2 − logσ
′ + 1
σ ′
+ 1
2σ ′ − 1
decreases for both t  1 and σ ′  8.5, and its maximum at t = 1 and σ ′ = 8.5 is less than 0.
Applying Propositions 2.1(3) and 2.4(1), there exists a sufficiently large integer m0 > 0 with
2m0 − 1 > 2σ0 + 10 such that we have∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1 (Re s = σ0 − (2m− 1), mm0). (3.10)
Using Proposition 2.2, for any positive number ε, we obtain
∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣=
⎧⎪⎨⎪⎩
O(t−2σ+ε), s = −σ + it, 0 < σ  σ0;
O(t− 3σ2 −
σ0
2 +ε), s = −σ + it, σ0 < σ  σ0 + 1;
O(t−σ−σ0− 12 ), s = −σ + it, σ > σ0 + 1.
From this, we see that for a fixed σ˜ with 0 < σ˜  1, we can choose a positive number t1 such
that for s = −σ + it , ∣∣∣∣ζ(−σ0 − s) ∣∣∣∣< 1 (t  t1, σ > σ˜ ). (3.11)ζ(−σ0 + s)
2728 H. Ki / Journal of Number Theory 128 (2008) 2704–2755We set s = −2n0 − (5 − η0)− 12 + it with t  0. We have
log
∣∣∣∣ ζ(5 − 2η0 + 12 + it)
ζ(4n0 + 6 + 12 + it)
∣∣∣∣ log ζ( 32 )2 − ζ(22) < 1;
∣∣∣∣2 sin π2
(
−4n0 − 5 − 12 + it
)∣∣∣∣ e π2 t .
Using these and Proposition 2.1(3), we have
log
∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣ 1 +(4n0 + 6 + 12
)
log 2π − π
2
t − log
∣∣∣∣	(4n0 + 6 + 12 + it
)∣∣∣∣ (3.12)
on s = −2n0 − (5 − η0)− 12 + it with t  0. By Proposition 2.4(2), we obtain
log
∣∣	(σ ′ + it)∣∣ (σ ′ − 1
2
)
logσ ′ − π
2
t − σ ′ − 1
2
∞∑
n=1
n
(n+ 1)(n+ 2)ζ(n+ 1, σ
′ + 1)

(
σ ′ − 1
2
)
logσ ′ − π
2
t − σ ′ − 1
12(σ ′ − 1) . (3.13)
Thus, we have ∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1 (t  0, Re s = −2n0 − (5 − η0)− 1/2), (3.14)
because by (3.12) and (3.13), we obtain
log
∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 4n0 + 8 + (4n0 + 6) log 2π − (4n0 + 6) log(4n0 + 6)
< 24 + 22 log 2π − 22 log 22
< 0.
For 0 η0  1, we similarly prove
log
∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 4n0 + 6 + (4n0 + 4) log 2π − (4n0 + 4) log(4n0 + 4)
< 22 + 20 log 2π − 20 log 20
< 0
on s = −2n0 − (3 − η0)− 12 + it with t  0. Thus, we have∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1 (t  0, Re s = −2n0 − (3 − η0)− 1/2, 0 η0  1). (3.15)
Let s = −2n0 − (−1 − η0)+ it . We note that n0  4. Thus, by Proposition 2.5, we get∣∣∣∣ζ(−σ0 − s) ∣∣∣∣< 1 (t  0, Re s = −2n0 − (−1 − η0)), (3.16)ζ(−σ0 + s)
H. Ki / Journal of Number Theory 128 (2008) 2704–2755 2729because Re(−σ0 + s) = −4n0 + 1, Re(−σ0 − s) = −1 − 2η0 and −2n0 + 2−1 − 2η0.
From (3.8)–(3.11) and (3.14)–(3.16), the inequality of |ζ(−σ0 −s)/ζ(−σ0 +s)| in Lemma 3.1
holds for the regions R1, . . . ,R8.
We shall show that the inequality in Lemma 3.1 holds for R9. For the case 1  η0 < 2, by
virtue of Proposition 2.5(3), we can show that the inequality in Lemma 3.1 holds. So, we suppose
0.3 η0 < 1. We need the following.
Claim 3.2. We have
a + (r − t)2
b + (r − t)2 ·
a + (r + t)2
b + (r + t)2 
(
a + r2
b + r2
)2
(0 a  4, a < b, 0 t  r, 3 r).
Proof. We put
f (t) = (a + r2)2(b2 + 2b(r2 + t2)+ (r2 − t2)2)− (b + r2)2(a2 + 2a(r2 + t2)+ (r2 − t2)2).
It suffices to show that f (t) 0 for 0 t  r . Clearly, f (0) = 0. Set
p(t) = (a + r2)2(b + t2 − r2)− (b + r2)2(a + t2 − r2).
Since f ′(t) = 4tp(t), the sign of f ′(t) in [0, r] depends on the quadratic polynomial p(t). Using
the facts that the leading coefficient of p(t) is (a + r2)2 − (b + r2)2 < 0 and p(0) > 0, we can
see that f (t) in [0, r] attains its minimum at 0 provided that f (r) is positive. We get
f (r) = r2(b − a)[r2(a + b)− 2ab + 4r4]> 0,
because r2(a + b)− 2ab 9b − 8b > 0. Thus, we complete the proof of Claim 3.2. 
By Proposition 2.1(4), we have
∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣2 = e4b(2n0+1−η0) (4n0 + 2)2 + t2(2η0)2 + t2
∣∣∣∣	(−4n0+1+it2 )
	(
3−2η0+it
2 )
∣∣∣∣2
×
∏
ρ
∣∣∣∣ρ − 1 + 2η0 − itρ + 4n0 + 1 − it e− 4n0+2−2η0ρ
∣∣∣∣2. (3.17)
We note that the smallest imaginary part of ρ’s in Im s > 0 is between 14 and 15. Thus, by
Claim 3.2, we have∣∣∣∣ρ − 1 + 2η0 − itρ + 4n0 + 1 − it
∣∣∣∣2 · ∣∣∣∣ρ − 1 + 2η0 − itρ + 4n0 + 1 − it
∣∣∣∣2  ∣∣∣∣ρ − 1 + 2η0ρ + 4n0 + 1
∣∣∣∣2 · ∣∣∣∣ρ − 1 + 2η0ρ + 4n0 + 1
∣∣∣∣2
for 0  t  14. Using this, (3.17), Proposition 2.4(5), Proposition 2.5(3), (6) and the facts that
(3 − 2η0)/2 1/2 and
a + t  a (0 < b a, 0 t),
b + t b
2730 H. Ki / Journal of Number Theory 128 (2008) 2704–2755we get ∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣2  ∣∣∣∣ ζ(1 − 2η0)ζ(−4n0 − 1)
∣∣∣∣2  ∣∣∣∣ζ(1 − 2η0)ζ(−17)
∣∣∣∣2 < 1
for 0 t  14 and Re s = −2n0 − (1 − η0). By Proposition 2.5(4), we have∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣2  ∣∣∣∣ ζ(1 − 2η0 + it)ζ(−4n0 − 1 + it)
∣∣∣∣2 < 1,
for 0.3  η0  1, t  14 and Re s = −2n0 − (1 − η0). This shows that the inequality in
Lemma 3.1 holds for R9. Similarly, we prove Lemma 3.1 for R10.
We complete the proof of Lemma 3.1. 
Using Lemma 3.1, we demonstrate the proof of Theorem 2. For convenience, we divide our
proof of the theorem into two parts.
Proof of Theorem 2 (for ζ(−σ0 + s)+ ζ(−σ0 − s)). It is not hard to see that at s = 0,
ζ(−σ0 + s)+ ζ(−σ0 − s) has a simple zero if σ0 = 2n0 and no zero otherwise.
We recall that σ0  8.5 and σ0 = 2n0 + η0, where n0 is a positive integer and 0 η0 < 2. We
define fη0(s) by
fη0(s) = (s + σ0 + 1)
(
ζ(−σ0 + s)+ ζ(−σ0 − s)
)
.
We divide our proof Theorem 2 into two cases.
Case 1. 0 η0  1.
We observe that fη0(s) has no zeros in |Im s| t1, Re s < 0, or in −1 Re s < 0 by R1 and
R5 of Lemma 3.1. So, it suffices to consider the zeros of fη0(s) in |Im s| < t1 and Re s < −1 for
the proof of Theorem 2 when 0 η0  1.
Lemma 3.3. We have the following:
(1) fη0(s) has real and simple zeros only in Re s < −2n0 − (3−η0)− 12 or −2n0 − (−1−η0) <
Re s < 0;
(2) fη0(s) has three zeros in −2n0 − (3 − η0)− 12  Re s −2n0 − (−1 − η0) (0 η0  1);
(3) fη0(s) has two zeros in −2n0 − (3 − η0)− 12  Re s −2n0 − (1 − η0) (0.3 < η0  1).
Proof. We fix mm0. By Lemma 3.1,∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1 (Re s = σ0 − (2m− 1) or − 2n0 − (3 − η0)− 1/2).
Thus, by Rouché’s theorem, ζ(−σ0 + s) and ζ(−σ0 + s) + ζ(−σ0 − s) have the same number
of zeros in |Im s| < t1 and σ0 − (2m− 1) < Re s < −2n0 − (3 − η0)− 12 . By Proposition 2.5(1),(2), we see that for a positive integer m satisfying σ0 − (2m− 1) < −2n0 − (3 − η0)− 1/2, the
H. Ki / Journal of Number Theory 128 (2008) 2704–2755 2731sign of ζ(−σ0 + s) at s = σ0 − (2m − 1) is (−1)m, and ζ(−σ0 + s) has simple and real zeros
only at each σ0 − 2m in the region Re s < −2n0 − (3 − η0) − 1/2. On the other hand, it is easy
to see that for σ0 − (2m− 1) < −2n0 − (3 − η0)− 1/2 with a positive integer m, we have∣∣ζ (−(2m− 1))∣∣> ζ(3/2) ζ(3 − η0 + 1/2) > ζ(2m− 1 − 2σ0).
Thus, the sign of ζ(−σ0+s)+ζ(−σ0 −s) is the same as ζ(−σ0+s) for each s = σ0−(2m−1) <
−2n0 − (3 − η0)− 1/2. Thus, we conclude that by the sign changes and the fact that ζ(−σ0 + s)
and ζ(−σ0 + s)+ ζ(−σ0 − s) have the same number of zeros in Re s < −2n0 − (3 − η0)− 1/2,
ζ(−σ0 + s)+ ζ(−σ0 − s) has real and simple zeros only in the region.
Similarly, we can show that ζ(−σ0 + s) + ζ(−σ0 − s) has real zeros only in |Im s| < t1 and
−2n0 − (−1 − η0) < Re s < −1. Here we note that in order to know the sign of ζ(−σ0 + s) +
ζ(−σ0 − s) at each s = σ0 − (2m− 1) in the region, we can use Proposition 2.5(3), because the
rightmost possible case of ζ(−σ0 + s)+ ζ(−σ0 − s) to Re s = −1 is ζ(−4n0 + 1)+ ζ(−1) with
2n0  8. (1) follows.
We now investigate the zeros of fη0(s) in −2n0 − (3 − η0)− 12  Re s −2n0 − (−1 − η0).
Using R7, R8 of Lemma 3.1, we see that (s + σ0 + 1)ζ(−σ0 + s) and fη0(s) have the same
number of zeros in −2n0 − (3 − η0) − 12  Re s  −2n0 − (−1 − η0). Thus, fη0(s) has three
zeros in −2n0 − (3 − η0)− 12  Re s −2n0 − (−1 − η0), because (s + σ0 + 1)ζ(−σ0 + s) has
three real zeros only in the region. (2) follows.
Similarly, for 0.3 < η0  1, fη0(s) has two zeros in −2n0 − (3 − η0) − 12  Re s −2n0 −
(1 − η0), because (s + σ0 + 1)ζ(−σ0 + s) has two real zeros only in the region. (3) follows.
We complete the proof of Lemma 3.3. 
By Proposition 2.2(3), we recall
ζ(s) = 2(2π)s−1 sin π
2
s	(1 − s)ζ(1 − s).
For proofs of the following claims, we shall use this repeatedly (without mentioning) in such a
way that for s < 0, the sign of ζ(s) is the one of sin π2 s.
Claim 3.4. Suppose 0 η0  12 . fη0(s) is negative in [−2n0 − (3 − η0) − 12 ,−2n0 − (2 − η0)]
and [−2n0 − (1 + η0),−2n0 − (1 − η0)].
Proof. Let s = −2n0 − (x − η0) with 2 x  3.5. Then
fη0(s) = (1 + 2η0 − x)
(
ζ(−4n0 − x)+ ζ(x − 2η0)
)
< 0,
since 1 + 2η0 − x < 0, sin(−xπ/2) 0 and ζ(x − 2η0) > 0 where 2 x  3.5 and 0 η0 < 12
or 2 < x  3.5 and 0 η0  12 . We also have fη0(s) = −1 at x = 2 and η0 = 12 .
Let s = −2n0 − 1 − y with −η0  y  η0. Then
fη0(s) = (η0 − y)
(
ζ(−4n0 − η0 − 1 − y)+ ζ(1 + y − η0)
)
< 0,
since fη0(−2n0 − 1 − η0) = −1, and sin π2 (−η0 − 1 − y)  0 and ζ(1 + y − η0) < 0 with−η0  y < η0. Thus Claim 3.4 follows. 
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and [−2n0 − (2 − η0),−2n0 − (1 − η0)].
Proof. Let s = −2n0 − (x − η0) with 1 x  2. Then
fη0(s) = (1 + 2η0 − x)
(
ζ(−4n0 − x)+ ζ(x − 2η0)
)
< 0,
since sin(−xπ/2) 0 and ζ(x − 2η0) < 0.
Let s = −2n0 − 2 − x with −1 + η0  x  1.5 − η0. Then
fη0(s) = (η0 − 1 − x)
(
ζ(−4n0 − η0 − 2 − x)+ ζ(−η0 + 2 + x)
)
< 0,
since sin π2 (−η0 − 2 − x) > 0 and ζ(−η0 + 2 + x) > 0 with −1 + η0 < x  1.5 − η0, and
fη0(−2n0 − 1 − η0) = −1. So, Claim 3.5 follows. 
Lemma 3.6. fη0(s) has at least one real zero in −2n0 − (1 − η0) < Re s < −2n0 − (−1 − η0).
Proof. From Claims 3.4 and 3.5, we see that fη0(s) is negative at s = −2n0 − (1 − η0).
Since by Lemma 3.1, |ζ(−σ0 − s)/ζ(−σ0 + s)| < 1 and by Proposition 2.5(2), ζ(−σ0 + s) =
ζ(−4n0 + 1) > 0 at s = −2n0 − (−1 − η0), fη0(s) is positive at s = −2n0 − (1 − η0). This
proves Lemma 3.6 by virtue of the sign change method. 
Hence we have at most two zeros of fη0(s) in −2n0 − (3 − η0) < Re s < −2n0 − (1 − η0). In
fact, we shall show that fη0(s) has two zeros in the region.
We put
Iη0 =
[−2n0 − (3 − η0)− 1/2,−2n0 − (1 − η0)].
Lemma 3.7. Let η1 and η2 be as in Theorem 2. Then, fη0(s) has one pair of complex zeros in
Re s ∈ Iη0 for any η1 < η0  12 (any 12 < η0 < η2), two simple real zeros for any 0  η0 < η1(any η2 < η0  1) and one double real zero for η0 = η1 (η0 = η2). η1 and η2 satisfy
0.3 < η1 < 1/2,
|ηk − 1/2| < √π(2π)2n0+2	(4n0 + 2.8)− 12 (k = 1, 2).
Proof. We start with the following.
Claim 3.8. Let 0 η′1 < η′0 <
1
2 (
1
2 < η
′
0 < η
′
1  1). If fη′1(s) 0 for s ∈ Iη′1 , then fη′0(s) < 0 for
s ∈ Iη′0 .
Proof. Suppose 0 η′1 < η′0 <
1
2 and fη′1(s) 0 for s ∈ Iη′1 . By assumption, we have
fη′1(s) 0
(−2n0 − (2 − η′1) s −2n0 − (1 + η′1)).
Namely, we have
ζ(−4n0 − x)+ ζ
(
x − 2η′ ) 0 (2η′ + 1 x  2).1 1
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ζ(−4n0 − x)+ ζ
(
x − 2η′1
))− (ζ(−4n0 − x)+ ζ (x − 2η′0))= ζ (x − 2η′1)− ζ (x − 2η′0)< 0
for any 2η′0 + 1 < x  2. Hence, it is easy to see that
ζ(−4n0 − x)+ ζ
(
x − 2η′0
)
> 0
(
2η′0 + 1 < x  2
)
.
Thus, we have
fη′0(s) < 0
(−2n0 − (2 − η′0) s −2n0 − (1 + η′0)).
By this and Claim 3.4, we have fη′0(s) < 0 for s ∈ Iη′0 .
For the case 12 < η
′
0 < η
′
1 with the assumption that fη′1(s)  0 for s ∈ Iη′1 , by virtue of
Claim 3.5, we can similarly prove fη′0(s) < 0 for s ∈ Iη′0 .
We complete the proof of Claim 3.8. 
By Claim 3.8, it is easy to see that we have
η1 = inf
{
0 η0  1/2: fη0(s) < 0 in Iη0
}
and
η2 = sup
{
1/2 η0  1: fη0(s) < 0 in Iη0
}
.
If η1 = 12 , then −2n0 − (2 − η0) = −2n0 − (1 + η0) = −2n0 − 32 and f 12 (−2n0 −
3
2 ) = −1. By
Claim 3.4, fη1(s) < 0 in Iη1 . Thus, by continuity, we can find η′1 such that 0  η′1 < 1/2 and
fη′1(s) < 0 in Iη′1 . This is absurd. Thus, we conclude that 0 η1 < 1/2. Similarly, we can show
1/2 < η2  1.
We note that n0  5 if σ0 = 2n0 + 0.3, because σ0  8.5. By Proposition 2.5(7), we have∣∣∣∣ ζ(1.2)ζ(−4n0 − 1.8)
∣∣∣∣ ∣∣∣∣ ζ(1.2)ζ(−21.8)
∣∣∣∣< 1.
So, f0.3(−21.8) > 0. By this and Claim 3.4, f0.3(s) has two simple zeros in I0.3. Hence, we
know that 0.3 < η1 < 12 .
Before we prove Lemma 3.7, we compute η1 and η2. Since for η1 < η < 12 , ζ(−4n0 − x) +
ζ(x − 2η) > 0 for all 2η + 1 x  2, we get
2(2π)−4n0−x−1 sin π
2
(−x)	(4n0 + 1 + x)ζ(4n0 + 1 + x)+ ζ(x − 2η) > 0
for all 2η + 1 x  2. We set η = 12 − . Then 0 <  < 15 , because 0.3 < η1 < 12 . We have
ζ(x − 1 + 2) > 2(2π)−4n0−x−1 sin π x	(4n0 + 1 + x)ζ(4n0 + 1 + x)2
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ζ(1 + ) > 2(2π)−4n0−3 sin π
2
	(4n0 + 2.8)
for 0 <  < 15 . We have

sin π2 
ζ(1 + )

<
7
10
ζ(1 + )

<
1
2
,
because
sinx
x
> 1 − x
2
6
>
20
7π
(0 < x < π/10).
Thus, we obtain
 <
√
π(2π)2n0+2	(4n0 + 2.8)− 12 .
Therefore, we have (1) for η1. We similarly approximate η2.
By Lemma 3.3(3), we know that fη0(s) has two zeros in −2n0 − (3 − η0) − 12 < Re s <−2n0 − (1 − η0) for 0.3 < η0  1.
Suppose that for 0  η < η1 (η2 < η  1), fη(s) has one pair of complex zeros in −2n0 −
(3−η)− 12 < Re s < −2n0 −(1−η). Then, fη(s) should be negative in Iη by Claims 3.4 and 3.5.
Thus η1  η < 12 or
1
2 < η  η2. This is absurd. Hence, for any 0 η < η1 (η2 < η  1), fη(s)
has two real zeros and by Claim 3.8 these two real zeros are simple. It is not hard to observe that
for η = η1 or η = η2, fη(s) has one double real zero. Let η be such that η1 < η < η2. Then, we
have 0.3 < η < 1. Thus, by Claim 3.8, we conclude that fη(s) has one pair of complex zeros in
−2n0 − (3−η)− 12  Re s −2n0 − (1−η). Hence, we complete the proof of Lemma 3.7. 
Thus, Theorem 2 for Case 1 follows from Lemmas 3.3, 3.6 and 3.7.
Case 2. 1 < η0 < 2.
We need two lemmas to justify Theorem 2 for this case.
Lemma 3.9. fη0(s) has real and simple zeros only for the region Re s < −1.
Proof. We recall from Lemma 3.1 that we have |ζ(−σ0 − s)/ζ(−σ0 + s)| < 1 in R2, R4, R5,
R6 and R8. Using these facts together with Proposition 2.5(3), as in the proof of Case 1, we can
demonstrate that fη0(s) has real and simple zeros in −2n0 + 1 + η0  Re s < −1 and Re s 
−2n0 − 5 − 1/2 + η0, and fη0(s) and (s + σ0 + 1)ζ(−σ0 + s) have the same number of zeros
in −2n0 − 5 − 1/2 + η0 < Re s < −2n0 + 1 + η0. We note that (s + σ0 + 1)ζ(−σ0 + s) has
four zeros at −2n0 + η0, −2n0 − 2 + η0, −2n0 − 1 − η0 and −2n0 − 4 + η0 in the region
−2n0 − 5 − 1/2 + η0 < Re s < −2n0 + 1 + η0. Thus, it suffices to show that fη0(s) has four
simple zeros in the interval (−2n0 − 5 − 1/2 + η0,−2n0 + 1 + η0). Clearly, we have
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fη0(−2n0 + 1 + η0) > 0. (3.18)
We have
ζ(−4n0 − 2 − 1/2) > 0 and ζ(−4n0 − 1/2) < 0. (3.19)
By Proposition 2.5(5), we have∣∣ζ(−4n0 − 2 − 1/2)∣∣> ∣∣ζ(2 + 1/2 − 2η0)∣∣ and ∣∣ζ(−4n0 − 1/2)∣∣> ∣∣ζ(1/2 − 2η0)∣∣
for n0  4 and 1 < η0 < 2. By this and (3.19), we get
fη0(−2n0 − 2 − 1/2 + η0) > 0 and fη0(−2n0 − 1/2 + η0) < 0.
Hence, by this and (3.18), fη0(s) has four simple zeros in (−2n0 −5−1/2+η0,−2n0 +1+η0),
because for 1 η0 < 2,
−2n0 − 5 − 1/2 + η0 < −2n0 − 1 − η0 < −2n0 − 2 − 1/2 + η0
< −2n0 − 1/2 + η0 < −2n0 + 1 + η0.
Thus, we complete the proof of Lemma 3.9. 
Lemma 3.10. Let σ0  8.5. For 1 < η0 < 2, H(−σ0, s) has at most one real zeros only in −1 <
Re s < 0 and |Im s| < 1.
Proof. We may assume that H(−σ0, s) = 0 at s = ±i. We will work only on ζ(−σ0 + s) +
ζ(−σ0 − s), because the same method works for the function ζ(−σ0 + s)− ζ(−σ0 − s). Define
f (s) and h(s) by
f (s) = ζ(−σ0 + s)+ ζ(−σ0 − s) and h(s) = 1 + ζ(−σ0 + s)
ζ(−σ0 − s) .
Put
N0 = the number of zeros of H(−σ0, s) on Re s = 0 and |Im s| < 1,
N1 = the number of zeros of H(−σ0, s) in the interior of C.
Define curves C and C1 by
C = the rectangle with vertices at 1 + i, −1 + i, −1 − i, 1 − i,
C1 = the straight line joining 1, 1 + i, i,
where we take the orientation of curves counterclockwise. By Lemma 3.1 and the assumption
that H(−σ0, s) = 0 at s = ±i, we have f (s) = 0 on the curve C. Then, by the facts that f (s) =
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N1 = 12πi
∫
C
f ′(s)
f (s)
ds = 2
πi
∫
C1
f ′(s)
f (s)
ds = 2
π
1 argf (s),
where 1 argf (s) is the argument change of f (s) along the curve C1. Recall that ζ(s) =
χ(s)ζ(1−s) and χ(s) = 2(2π)s−1 sin π2 s	(1−s). Thus, from the facts that (2π)s , 	(1+σ0 +s),
ζ(1 + σ0 + s) are real on the real axis and have no zeros in the interior of C and on C, and
sin π2 (−σ0 − s) is real on the real axis and has one zero at 2 − η0 in 0 Re s  1, we get
1 argf (s) = 0 arg ζ(−σ0 − s)+ π +1 argh(s),
where 0 arg ζ(−σ0 − s) is the argument change of ζ(−σ0 − s) from 0 to i and 1 argh(s) is
the argument change of h(s) along the curve C1. We note that
N0 
2
π
0 arg ζ(−σ0 − s)− 1.
Hence, we get
0N1 −N0  3 + 2
π
1 argh(s) < 4,
because h(s) = 1+ ζ(−σ0 + s)/ζ(−σ0 − s) and |ζ(−σ0 + s)/ζ(−σ0 − s)| < 1 on C1 by R2, R3
of Lemma 3.1. Suppose that we have an extra complex zero s0 in the interior of C with Re s0 = 0.
Then, by symmetry of zeros around the imaginary and real axes, −s0, s0 and −s0 are also zeros
of f (s). However, it is impossible, since 0  N1 − N0  3. Thus, extra zeros of f (s) off the
imaginary axis in the interior of C are real. By symmetry of zeros around the imaginary axis, we
have N1 −N0 = 0 or N1 −N0 = 2. In any case, we see that the possible real zeros in the region
−1 < Re s < 0 and |Im s| < 1 are simple. We complete the proof of the lemma. 
Thus, from Lemmas 3.9 and 3.10, we complete the proof of Theorem 2 for Case 2.
From Cases 1 and 2, Theorem 2 for ζ(−σ0 + s)+ ζ(−σ0 − s) follows. 
Proof of Theorem 2 (for ζ(−σ0 + s)− ζ(−σ0 − s)). It is not hard to see that at s = 0,
ζ(−σ0 + s)− ζ(−σ0 − s) has a simple zero if ζ ′(−σ0) = 0 and a double zero otherwise.
We will follow the same methods as in the proof of Theorem 2 for the function ζ(−σ0 + s)+
ζ(−σ0 − s). We define f˜η0(s) by
f˜η0(s) = (s + σ0 + 1)
(
ζ(−σ0 + s)− ζ(−σ0 − s)
)
.
First, we note that
f˜η0(−σ0 − 1) = 1,
while we have fη0(−σ0 − 1) = −1. Thus, naturally, we may expect that we have exceptional
zeros for H(−σ, s) with some 1 < η0 < 2.
We divide our proof into two cases.
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As in Lemma 3.3, we obtain that f˜η0(s) has real and simple zeros only in Re s < −2n0 −
(3−η0)− 12 or −2n0−(−1−η0) < Re s < 0, and fη0(s) has three zeros in −2n0−(3−η0)− 12 
Re s −2n0 − (−1 − η0). We note that we have
f˜η0(−2n0 − 3 − 1/2 + η0) < 0, f˜η0(−2n0 − 1 − η0) > 0, f˜η0(−2n0 + 1 + η0) > 0.
By Proposition 2.5(5), we have∣∣ζ(−4n0 − 1/2)∣∣> ∣∣ζ(1/2 − 2η0)∣∣,
because n0  5 if 0 η0  0.1 and 12 − 2η0  0.3 if 0.1 < η0  1. Hence, we have f˜η0(−2n0 −
1/2+η0) < 0, for ζ(−4n0 − 1/2) < 0 and −2n0 − 1/2+η0 > −σ0 − 1 = −2n0 −η0 − 1. Thus,
f˜η0(s) has three simple and real zeros in −2n0 − (3 − η0) − 12  Re s  −2n0 − (−1 − η0).
Therefore, f˜η0(s) has simple and real zeros only in Re s < 0.
Case 2. 1 < η0 < 2.
We follow the same methods as in Case 2 for ζ(−σ0 + s)+ ζ(−σ0 − s). Then, we can demon-
strate that ζ(−σ0 + s) − ζ(−σ0 − s) does not have any zero in the region −1 < Re s < 0. The
rest part of our proof is identical to the proof for Case 1 with ζ(−σ0 + s) + ζ(−σ0 − s). So, we
omit the proof. Here, we use the fact that the inequality holds for R10 together with R2, R4, R5,
R6, R9.
From Cases 1 and 2, Theorem 2 for ζ(−σ0 + s)− ζ(−σ0 − s) follows. 
We have completed the proof of Theorem 2. 
Proof of Theorem 3. (1) Let σ0 < 12 . Suppose that ζ(s) in Re s < σ0 and Im s = 0 has no zeros.
By Theorem 2, we can assume that −8.5−σ0 < 12 . For this case, we use the same method as
in the proof of Lemma 3.1.
First, we suppose that σ  σ0 + 2. By Proposition 2.4(1), we readily get
log
∣∣	(1 + σ + σ0 + it)∣∣ (σ0 + σ + 12
)
log t − (σ0 + σ + 1)− π2 t −
1
2
.
Using this and Proposition 2.1(3), we obtain
∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣ e 12 ζ(2)2 − ζ(8) (2πe)σ0+σ1 − e−πt 1tσ0+σ+ 12 < 1 (3.20)
for s = −σ + it , σ  2 + 2π , t  100. We suppose that 0 < σ  σ0 + 2  11. We recall the
formula (∗) in the proof of Theorem 1:
log
∣∣∣∣ζ(−σ0 − s) ∣∣∣∣2 −2σκ(σ, t)ζ(−σ0 + s)
2738 H. Ki / Journal of Number Theory 128 (2008) 2704–2755where s = −σ + it with σ, t > 0 and
κ(σ, t) = − logπ −C0 − 2(1 + σ0)
(−σ0 − 1 + σ)2 + t2 +
∞∑
n=1
1
n
− −2σ0 + 4n
(−σ0 − σ + 2n)2 + t2 .
Here, we do not have the term ‘
∑
β<σ0 ,’ because we are assuming that ζ(s) has no zeros in
Re s < σ0 and Im s = 0. Since 0 < σ < 11, − 12 < σ0  9 and t  100, it is easy to see that
− logπ −C0 − 2(1 + σ0)
(−σ0 − 1 + σ)2 + t2 > −2. (3.21)
We easily get
∞∑
n=1
1
n
− −2σ0 + 4n
(−σ0 − σ + 2n)2 + t2 =
∞∑
n=1
1
n
− n− σ1
(n− σ1)2 + t21
−
σ
2
(n− σ1)2 + t21
,
where σ1 = σ0+σ2 and t1 = t2 . By the partial summation formula [21, p. 13] or [18, p. 489], we
have
∞∑
n=1
1
n
− n− σ1
(n− σ1)2 + t21
=
∞∫
1
2
1
x
− x − σ1
(x − σ1)2 + t21
dx
−
∞∫
1
2
(
x − [x] − 1
2
)(
1
x2
+ t
2
1 − (x − σ1)2
((x − σ1)2 + t21 )2
)
dx
 log 2 + log t1 − 12
∞∫
1
2
1
x2
+ 1
(x − σ1)2 + t21
dx
> log t1 − 1.
Similarly, we have
∞∑
n=1
σ
(n− σ1)2 + t21
< 1.
By these and (3.21), we have
κ(σ, t) > −2 + log 50 − 1 − 1/2 > 0.
From this and (3.20), we have∣∣∣∣ζ(−σ0 − s)ζ(−σ0 + s)
∣∣∣∣< 1 (s = −σ + it, σ > 0, |t | 100).
Thus, all zeros of H(−σ0, s) in Im s  100 are on Re s = 0.
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(⇐) We suppose that for any σ0 < 12 , all zeros of H(σ0, s) in Im s  100 are on Re s = 0. We
may assume that H(σ0, s) = ζ(σ0 +s)+ζ(σ0 −s), because the same proof works for H(σ0, s) =
ζ(σ0 +s)−ζ(σ0 −s). Since ζ(σ0 +s)+ζ(σ0 −s) converges uniformly to ζ(1/2+s)+ζ(1/2−s)
as σ0 → 12 in any compact subset of {s: Im s > 0}, all zeros of ζ(1/2 + s) + ζ(1/2 − s) in
Im s  100 are on Re s = 0. Using Proposition 2.1(3), we have
ζ(1/2 + s)+ ζ(1/2 − s) = (1 + χ(s))ζ(s + 1/2),
where χ(s) = 2(2π)s−1 sin π2 s	(1 − s). Therefore, all zeros of ζ(s + 12 ) in |Im s| 100 are on
Re s = 0. Namely, all zeros of ζ(s) in |Im s| 100 are on Re s = 12 . For |Im s| 100, all complex
zeros of ζ(s) are on Re s = 12 . We refer to [17] for this. Thus, the Riemann hypothesis follows.
We complete the proof of Theorem 3. 
4. Proofs of Theorems 5 and 6
Proof of Theorem 5. We let σ0 > 12 and a ∈ C with a = 0. We recall
H(s;σ0, a) = ζ(σ0 + s)+ aζ(σ0 − s).
By Proposition 2.2, we can choose a sufficiently large σ1 > 0 such that
σ1 − σ0 > 3 and
∣∣∣∣a ζ(σ0 + σ1 + it)χ(σ0 − σ1 − it)
∣∣∣∣< 14 . (4.1)
We set
g(s) = ζ(1 − σ0 + s)+ a−1 ζ(σ0 + s)
χ(σ0 − s) .
Then, we have
H(s;σ0, a) = ag(s)χ(σ0 − s).
By (4.1), Propositions 2.2 and 2.6,
argg(τ + iT ) = O(logT ) (−σ1  τ  σ1). (4.2)
We start with the proof of (1).
(1) Let T > 1. We may assume that H(s;σ0, a) = 0 on Im s = T . Choose 0 < t0 < 1 such that
H(s;σ0, a) = 0 on Im s = t0. Then, for H(s;σ0, a), we have
N(T ) = 1
2πi
∫
H ′(s;σ0, a)
H(s;σ0, a) ds +O(1),CT
2740 H. Ki / Journal of Number Theory 128 (2008) 2704–2755where CT is the rectangle with vertices σ1 + it0, σ1 + iT , −σ1 + iT and −σ1 + it0. Using (4.1)
and Proposition 2.1(3), it is not hard to see that
N(T ) = 1
π
1 argχ(σ0 − s)+ 12π 2 argg(s)+O(logT ),
where 1 argχ(σ0 − s) is the argument change from σ1 + it0 to σ1 + iT and 2 argg(s) is the
argument change from σ1 + iT to −σ1 + iT . Using Proposition 2.2 for χ(s) and (4.2) with the
previous formula, we obtain (1).
(2) For convenience, we set
H(s) = a−1H(s;σ0, a).
By Littlewood’s lemma (see [21, p. 220]), we obtain
2π
∑
0<γ<T
β>σ
(β − σ) =
T∫
0
log
∣∣H(σ + it)∣∣dt − T∫
0
log
∣∣H(σ1 + it)∣∣dt
+
σ1∫
σ
arg
(
H(τ + iT ))dτ +O(1). (4.3)
Using Proposition 2.2 for χ , we obtain
T∫
0
log
∣∣χ(σ0 − σ1 − it)∣∣dt = (12 − (σ0 − σ1)
)
T log
T
2πe
+O(logT ). (4.4)
From Proposition 2.1(3), we have
ζ(σ0 − σ1 − it) = χ(σ0 − σ1 − it)ζ(1 − σ0 + σ1 + it), (4.5)
where χ(s) = 2sπs−1 sin π2 s	(1 − s). Using the first inequality in (4.1) and Euler’s product
ζ(s) =∏p(1 − p−s)−1, we can show
T∫
0
log
∣∣ζ(1 − σ0 + σ1 + it)∣∣dt = O(1). (4.6)
Using Proposition 2.2, we have
T∫
0
log
∣∣∣∣1 + a−1 ζ(σ0 + σ1 + it)ζ(σ0 − σ1 − it)
∣∣∣∣dt = O(1).
By this and (4.4)–(4.6), we have
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0
log
∣∣H(σ1 + it)∣∣dt = T∫
0
log
∣∣ζ(σ0 − σ1 − it)∣∣dt +O(1)
=
(
1
2
− (σ0 − σ1)
)
T log
T
2πe
+O(logT ). (4.7)
By (4.2) and Proposition 2.2 for χ , we get
σ1∫
σ
arg
(
H(τ + iT ))dτ = σ1∫
σ
arg
(
χ(σ0 − τ − iT )
)+ argg(τ + iT ) dτ
= (σ1 − σ)T log T2πe +O(logT ).
By this, (4.3) and (4.7), we prove (2).
(3) If |a| = 1, then the zeros of H(s;σ0, a) are symmetric around the imaginary axis, because
aH(s;σ0, a) = H(−s;σ0, a).
Thus, (3) follows from this fact and (1).
(4) We suppose that |a| = 0,1. Let T > 1. We may suppose ζ(σ0 − it) = 0 for 0 < t  T and
H(s;σ0, a) = 0 on Im s = T . Then, for H(s;σ0, a), as in (1), we have
N∗0 (T ) =
1
2π
(1 +2 +3)+O(1),
where 1, 2 and 3 are the argument changes of H(s;σ0, a) from σ1 + it0 to σ1 + iT , from
σ1 + iT to iT and from iT to it0, respectively. We write
H(σ1 + it;σ0, a) = χ(σ0 − σ1 − it)
(
aζ(1 − σ0 + σ1 + it)+ ζ(σ0 + σ1 + it)
χ(σ0 − σ1 − it)
)
.
Then, using (4.2), Proposition 2.2 for χ and Proposition 2.6, we have
1 = T log T2πe +O(1) and 2 = O(logT ).
We write
H(it;σ0, a) =
{
ζ(σ0 − it)(a + ζ(σ0 + it)/ζ(σ0 − it)) (|a| > 1),
ζ(σ0 + it)(1 + aζ(σ0 − it)/ζ(σ0 + it)) (|a| < 1).
Since |a| = 0,1 and |ζ(σ0 − it)/ζ(σ0 + it)| = 1, we have
3 = ∗ +O(1),
2742 H. Ki / Journal of Number Theory 128 (2008) 2704–2755where ∗ is the argument change of ζ(σ0 − s) (or ζ(σ0 + s)) from iT to it0. It is not hard to see
that
1
2π
∗ = ±N˜(σ0, T )+O(logT ),
where N˜(σ0, T ) is the number of zeros of ζ(s) in Re s > σ0 and 0 < Im s < T , and the sign in
the formula is + if 0 < |a| < 1, − if |a| > 1. Hence, we immediately get (4) from the formulas
for 1, 2 and 3.
We complete the proof of Theorem 5. 
The proof of Theorem 6 essentially follows from Selberg’s argument. For this, we refer to
[20, pp. 54–57] or [10, pp. 155–157]. However, while we follow Selberg’s argument, we need to
be careful with possible zeros of the Riemann zeta function in the right half-plane to Re s = 12 .
Namely, these exceptional zeros cause a problem in applying Selberg’s argument for our purpose.
Fortunately, the number of the possible zeros in Re s > 12 + λ (λ > 0) and 0 < Im s < T is very
small, i.e., at most O(T θ ) (θ < 1) in 0 < Im s < T . We will use this fact crucially for our proof
of Theorem 6.
Proof of Theorem 6. We fix σ > 12 and a = 0. We work only on the function
f (s) = ζ(s)+ aζ(1/2 + σ − s),
because we can justify the other case using the same method. For convenience, we define F(t)
by
F(t) = aζ(σ + it)+ ζ(1/2 − it).
We will prove
T∫
0
log
∣∣F(t)∣∣dt = 1
2
√
π
T
√
log logT +O(T )
as T → ∞.
Let  be a positive number such that 12 +  < σ . Enumerate the zeros of ζ(s), s1, s2, s3, . . .
in Re s  12 +  and Im s > 0 with Im s1  Im s2  · · · . If there exist only finitely many sk’s,
then our proof of Theorem 6 is simpler. So, we suppose that there exist infinitely many sk’s. By
Proposition 2.7, for some θ < 1, we have
#{k: Im sk < T } = O
(
T θ
)
. (4.8)
For T > 0, define E(T ) by
E(T ) =
⋃
[Im sk − logT , Im sk + logT ].
Im sk<T
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R(T ) = [0, T ] \ E(T ).
It is easy to see that by (4.8)∣∣R(T )∣∣= T +O(T θ logT ) and ∣∣E(T )∣∣= O(T θ logT ), (4.9)
where ‘|A|’ means the Lebesgue measure of A(⊆ R).
Lemma 4.1. As T → ∞, we have∫
R(T )
log+
∣∣ζ(1/2 + it)∣∣dt = 1
2
√
π
T
√
log logT +O(T ).
Proof. We note that by (4.9) with Proposition 2.2 or Proposition 2.3, we have
∫
E(T )
log+
∣∣ζ(1/2 + it)∣∣dt = O( ∫
E(T )
logT dt
)
= O(T θ log2 T ).
From this and Proposition 2.9, Lemma 4.1 follows. 
We put
g˜(s) = aζ(σ0 + s)+ ζ(σ0 − s),
where σ0 = σ2 + 14 . We apply Theorem 5 to g˜(s) and then we have
2π
∑
b<γ<c
β>σ2 − 14
(
β −
(
σ
2
− 1
4
))
= O(log c)+
c∫
b
log
∣∣F(t)∣∣dt,
where 0 < b < c and β + iγ runs through all zeros of g˜(s) in β > σ2 − 14 and b < γ < c. Thus,
by this and (4.9), we get
2π
∑
γ∈E(T )
β>σ2 − 14
(
β −
(
σ
2
− 1
4
))
= O(the number of intervals [b, c] · logT )+ ∫
E(T )
log
∣∣F(t)∣∣dt
= O(T θ logT )+ ∫ log∣∣F(t)∣∣dt.
E(T )
2744 H. Ki / Journal of Number Theory 128 (2008) 2704–2755Using (4.8), this and the fact that by Theorem 5, the number of zeros of g˜(s) in t < Im s < t + 1
(t > 1) is O(log t), we see that ∫
E(T )
log
∣∣F(t)∣∣dt = (T θ log2 T ). (4.10)
Define A(T ) and B(T ) by
A(T ) = {t ∈R(T ): 1 < ∣∣F(t)∣∣< 1 + 2∣∣aζ(σ − it)∣∣},
B(T ) = {t ∈R(T ): 1 + 2∣∣aζ(σ − it)∣∣< ∣∣F(t)∣∣}.
Using the fact that for t ∈ B(T ),
1 + ∣∣aζ(σ − it)∣∣ ∣∣ζ(1/2 + it)∣∣ and |ζ(1/2 + it)|
2

∣∣F(t)∣∣ 2∣∣ζ(1/2 + it)∣∣,
we have∫
B(T )
log
∣∣F(t)∣∣dt = ∫
B(T )
log+
∣∣ζ(1/2 + it)∣∣dt +O(T )
=
∫
R(T )
log+
∣∣ζ(1/2 + it)∣∣dt +O(∫
B˜
log
∣∣ζ(1/2 + it)∣∣dt)+O(T )
=
∫
R(T )
log+
∣∣ζ(1/2 + it)∣∣dt +O( T∫
0
log
(
1 + 2∣∣aζ(σ − it)∣∣)dt)+O(T ),
where
B˜ = {t ∈R(T ): 1 ∣∣ζ(1/2 + it)∣∣< 1 + 2∣∣aζ(σ − it)∣∣}.
Thus we see that ∫
R(T )
log+
∣∣F(t)∣∣dt = ∫
A(T )
log
∣∣F(t)∣∣dt + ∫
B(T )
log
∣∣F(t)∣∣dt
= O
( T∫
0
log
(
1 + 2∣∣aζ(σ − it)∣∣)dt)
+
∫
log+
∣∣ζ(1/2 + it)∣∣dt +O(T ). (4.11)R(T )
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T∫
0
log
(
1 + 2∣∣aζ(σ − it)∣∣)dt  T log( 1
T
T∫
0
1 + 2∣∣aζ(σ − it)∣∣dt)= O(T ).
From this and Lemma 4.1 with (4.11), we get∫
R(T )
log+
∣∣F(t)∣∣dt = 1
2
√
π
T
√
log logT +O(T ). (4.12)
Define C(T ) by
C(T ) =
{
t ∈R(T ): max
( |aζ(σ − it)|
2
,
1
2|aζ(σ − it)| + 12
)
<
∣∣F(t)∣∣< 1}.
Since 14 < |aζ(σ + it)| < 2 for t ∈ C(T ), for some c1 > 0, we have∫
C(T )
log
∣∣F(t)∣∣dt −c1T . (4.13)
Now we suppose ∣∣F(t)∣∣ ∣∣aζ(σ − it)∣∣/2.
Define D(T ) by
D(T ) = {t ∈R(T ): ∣∣F(t)∣∣ ∣∣aζ(σ − it)∣∣/2}.
Write
R(T ) =
n(T )⋃
k=1
(ak, bk).
Let ak < t(k)1 < t
(k)
2 < t
(k)
3 < · · · < bk be the solutions of
arg ζ(1/2 + it) ≡ arg(aζ(σ − it)) mod 2π.
Lemma 4.2. Let t > 10. If 12 < σ < 1 and t ∈R(T ), we have
ζ ′
ζ
(σ + it) = O((log t)1+−(σ− 12 )).
If σ  1, we have
ζ ′
ζ
(σ + it) = O
(
log t
log log t
)
.
2746 H. Ki / Journal of Number Theory 128 (2008) 2704–2755Proof. For the second statement of Lemma 4.2, see [21, Theorem 5.17].
Let t ∈R(T ) with t > 10. By Proposition 2.10, we obtain
ζ ′
ζ
(σ + it) = O
( ∑
n<x2
Λ(n)
nσ
+ x
2(1−σ)
t2 logx
+ 1
logx
∣∣∣∣∑
ρ
xρ−s − x2(ρ−s)
(s − ρ)2
∣∣∣∣).
We obtain ∑
n<x2
Λ(n)
nσ
= O
( ∑
p<x2
logp
pσ
)
= O
( ∑
n<x2
π(n)
logn
nσ+1
)
= O(x2(1−σ)),
where π(x) is the number of primes  x. We get∣∣∣∣∑
ρ
xρ−s − x2(ρ−s)
(s − ρ)2
∣∣∣∣ 2x 12 +−σ ∑
γ∈R(T )
1
|s − ρ|2 + 2x
1−σ ∑
γ /∈R(T )
1
|s − ρ|2
= O
(
x
1
2 +−σ
∞∑
k=1
log(k + t)
k2
+ x1−σ
∞∑
k=1
log(k + t)
log2 t + k2
)
= O(x 12 +−σ log t + x1−σ log log t).
Thus, we obtain
ζ ′
ζ
(σ + it) = O
(
x2(1−σ) + x
1
2 +−σ log t
log log t
+ x1−σ log log t
)
for t ∈R(T ). Letting x = log t , Lemma 4.2 follows. 
We recall that
πN˜(T ) =  arg s(s − 1)+ argπ−s/2 +	(s/2)+ arg ζ(s),
where N˜(T ) is the number of zeros of ζ(s) in the region 0 < Im s < T and  denotes the
variation from 2 to 2 + iT , and then to 12 + iT , along straight lines. See [21, p. 212]. Using this,
we have
d
dt
arg ζ(1/2 + it) ∼ −1
2
log t.
By this and Lemma 4.2, we have
d
dt
(
arg ζ(1/2 + it)− arg ζ(σ − it))∼ −1
2
log t
for t ∈R(T ). Integrating from t (k)n−1 to t (k)n , there exists k0 so that we obtain
4π − 1
(k)
< t(k)n − t (k)n−1 <
4π + 1
(k)log tn log tn
H. Ki / Journal of Number Theory 128 (2008) 2704–2755 2747for k > k0 and n = 1,2, . . . . Thus, there exists a positive constant c2 such that for t (k)n−1 < t < t(k)n ,
k > k0 and n = 1,2, . . . , we have
log
∣∣F(t)∣∣= log∣∣aζ(σ − it)∣∣+ log∣∣∣∣ |ζ(1/2 + it)||aζ(σ − it)| ei(arg ζ(1/2+it)−arg(aζ(σ−it))) − 1
∣∣∣∣
> log
∣∣aζ(σ − it)∣∣− c2 log∣∣(t − t (k)n ) log t (k)n ∣∣− 1. (4.14)
Define F(T ) by
F(T ) = {t ∈R(T ): ∣∣aζ(σ − it)∣∣ 1}.
Then, we have
F(T )  T .
For this, see [4, Theorem 13]. Then, by this and Proposition 2.8, we get
T∫
0
log+
∣∣aζ(σ − it)∣∣dt  ∣∣F(T )∣∣ log( 1|F(T )|
∫
F(T )
∣∣aζ(σ − it)∣∣dt)= O(T ).
We also note that by Proposition 2.8,
T∫
0
log
∣∣aζ(σ − it)∣∣dt = O(T ).
Hence we conclude that
T∫
0
log−
∣∣aζ(σ − it)∣∣dt = O(T ). (4.15)
From this and (4.14), there exist positive constants c3, c4 such that we obtain
∫
D(T )
log
∣∣F(t)∣∣dt  T∫
0
log−
∣∣aζ(σ − it)∣∣dt − c2 ∑
0<tn<T
tn+1∫
tn
log
∣∣(t − tn) log tn∣∣dt − T
−c3
(
T +
∑
t
(k)
n ∈R(T )
t
(k)
n+1 − t (k)n
)
−c4T . (4.16)
Using (4.15), it is easy to see that for some c5 > 0,∫
log
∣∣F(t)∣∣dt −c5T ,G(T )
2748 H. Ki / Journal of Number Theory 128 (2008) 2704–2755where
G(T ) =
{
t ∈R(T ): |aζ(σ − it)|
2

∣∣F(t)∣∣ 1
2|aζ(σ − it)| + 12
}
.
From this, (4.10), (4.12), (4.13) and (4.16), Theorem 6 follows. 
5. Location of zeros when σ0 > 12
In this section, we show Theorems 7–9.
Proof of Theorem 7. (1) We need the following lemma.
Lemma 5.1. For any a ∈ C, as T → ∞, we have
(1)
T∫
0
log
∣∣ζ(σ1 + it)+ aζ(σ2 − it)∣∣dt < cT (σ1 > 1/2, σ2 > 1/2);
(2)
T∫
0
log
∣∣ζ(σ1 + it)+ aζ(σ2 − it)∣∣dt = O(T ) (σ1 > 1, σ2 > 1/2),
where the implied constant in ‘O’ and c > 0 does not depend on T .
Proof. First, we prove (1). We fix σ1, σ2 > 12 . By Jensen’s inequality and Proposition 2.8, we
have
T∫
0
log
∣∣ζ(σ1 + it)+ aζ(σ2 − it)∣∣dt  T log
(
1
T
T∫
0
∣∣ζ(σ1 + it)+ aζ(σ2 − it)∣∣dt
)
= O(T ).
This proves (1).
We prove (2). We see that
T∫
0
log
∣∣ζm(σ1 − it)∣∣dt = Re ∑
ppm
∞∑
n=1
1
npnσ1
T∫
0
pint dt = O(1)
for σ1 > 1. By this and Proposition 2.12, we have
T∫
log
∣∣ζ(σ2 + it)+ aζm(σ1 − it)∣∣dt = O(T ), (5.1)0
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uniformly to ζ(σ1 − it) in [0, T ] for fixed σ1 > 1. Thus, by (5.1) and Lebesgue dominate theorem,
we have
T∫
0
log
∣∣ζ(σ2 + it)+ aζ(σ1 − it)∣∣dt = O(T ).
This proves Lemma 5.1(2).
We complete the proof of Lemma 5.1. 
For the proof of (1), we fix σ0 > 34 and |a| = 1. In this case, a crucial point is that the zeros
of H(s;σ0, a) are symmetric around the imaginary axis. Let σ be such that 0 < σ < σ0 − 12 and
σ0 +σ > 1. Choose σ1 > 0 such that σ < σ1 and σ0 −σ1 > 12 . By Theorem 5(2), for H(s;σ0, a),
we have
2π
∑
0<γ<T
β>σ
(β − σ) =
(
σ0 − 12 − σ
)
T log
T
2πe
+O(logT )+Lσ0,a(T , σ ),
2π
∑
0<γ<T
β>σ1
(β − σ1) =
(
σ0 − 12 − σ1
)
T log
T
2πe
+O(logT )+Lσ0,a(T , σ1).
Subtracting these two equations, we get
2π
∑
0<γ<T
σ<βσ1
(β − σ)+ 2π
∑
0<γ<T
β>σ1
(σ1 − σ)
= (σ1 − σ)T log T2πe +O(logT )+Lσ0,a(T , σ )−Lσ0,a(T , σ1).
From this, we obtain
2π
∑
0<γ<T
β>σ
(σ1 − σ) (σ1 − σ)T log T2πe +O(logT )+Lσ0,a(T , σ )−Lσ0,a(T , σ1).
By this and Lemma 5.1, we get ∑
0<γ<T
β>σ
1 T
2π
log
T
2πe
+O(T ). (5.2)
From Theorem 5(3), we recall
N∗0 (T ) =
1
2
∑
0<γ<T
1 +
∑
0<γ<T
1 = T
2π
log
T
2πe
+O(logT ).β=0 β>0
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1
2
∑
0<γ<T
β=0
1 +
∑
0<γ<T
0<βσ
1 = O(T ).
It is easy to see that (1) immediately follows from this equation.
(2) We fix σ0 > 12 and |a| = 0,1. It is easy to see that
Lσ0,a(T ,0)−c(a)T +
T∫
0
log
∣∣ζ(σ0 + it)∣∣dt = O(T );
Lσ0,a(T , σ )O(T ) (−σ0 + 1/2 < σ < σ0 − 1/2), (5.3)
where c(a) = max{|log ||a−1| − 1||, log ||a−1| + 1|}. Thus, in particular, we have
Lσ0,a(T ,0) = O(T ). (5.4)
We let 0 < σ < σ0 − 12 . As in the previous case, we get
2π
∑
0<γ<T
0<βσ
β + 2π
∑
0<γ<T
β>σ
σ = σT log T
2πe
+O(logT )+Lσ0,a(T ,0)−Lσ0,a(T , σ ). (5.5)
Since H(s;σ0, a) = 0 on Re s = 0, we have
N∗0 (T )
∑
0<γ<T
β>0
1.
Using this, (5.4), (5.5) and Theorem 5(4), we have
Lσ0,a(T , σ )O(T )+O
(
N˜(σ0, T )
)= O(T ),
since N˜(σ0, T ) = O(T θ ) (θ < 1). By this and (5.3), we have
Lσ0,a(T , σ ) = O(T ) (0 σ < σ0 − 1/2). (5.6)
Let 0 < σ2 < σ1 < σ0 − 12 . We repeat the above argument for σ and σ1. Then, we get
2π
∑
0<γ<T
β>σ2
σ1 − σ2  (σ1 − σ2)T log T2πe +O(logT )+Lσ0,a(T , σ2)−Lσ0,a(T , σ1).
Using this, (5.6) and Theorem 5(4), as in the previous case, we prove (2).
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Proposition 2.13, ϕ(σ) for the function H(s;σ0, a) is differentiable in (−σ0 + 12 , σ0 − 12 ). Thus,
we have
ϕ′(σ2 + 0)− ϕ′(σ1 − 0) = ϕ′(σ2 − 0)− ϕ′(σ1 + 0) = ϕ′(σ2)− ϕ′(σ1).
Thus, by Proposition 2.11, we have
N(σ1, σ2, T ) = ϕ
′(σ2)− ϕ′(σ1)
2π
T + o(T ) (T → ∞)
for H(s;σ0, a). Thus, (3) follows.
(4) Let σ1 > σ0 − 12 . Using the functional equation for ζ(s), the fourth statement of Proposi-
tion 2.2 and Theorem 5.17 in [21], we have
1
ζ(it)
= O
(
t−
1
2 +) (t → ∞)
for any  > 0. By this and the third statement in Proposition 2.2, we can see that H(s;σ0, a) does
not vanish for sufficiently large Im s provided that σ1 − σ0  0.
We suppose 0 < σ0 − σ1 < 12 . We set
σ = 2σ0 − 12 .
Then, σ > 12 . We repeat some parts of the proof of Theorem 6. We recall E(T ) and R(T ) for σ .
By Theorem 5(2) and (5.3), we have
∑
γ∈E(T )
β>σ0− 12
β −
(
σ0 − 12
)
= O(T θ log2 T ).
Thus, we get ∑
γ∈E(T )
β>σ1
1 = O(T θ log2 T ). (5.7)
Let t ∈R(T ). Then, by Lemma 4.2, we have
log ζ
(
σ ∗ + it)= log ζ(5 + it)+ σ ∗∫
5
ζ ′
ζ
(τ + it) dτ = O((log t)σ0−σ1++ 12 ),
where σ ∗  1−σ0+σ1 and  is a positive constant with σ0−σ1+ < 12 . Using this and the fourth
statement in Proposition 2.2, we conclude that ζ(1 − σ0 + s) + a−1χ(σ0 − s)−1ζ(σ0 + s) does
2752 H. Ki / Journal of Number Theory 128 (2008) 2704–2755not vanish for Re s  σ1 and sufficiently large Im s in R(T ). Thus, we see that for H(s;σ0, a),
we have ∑
γ∈R(T )
β>σ1
1 = O(1),
because by the functional equation for ζ(s), it is easy to see that H(s;σ0, a) = 0 if and only if
ζ(1−σ0 + s)+ a−1χ(σ0 − s)−1ζ(σ0 + s) = 0. Thus, by this and (5.7), (4) for N(σ1, T ) follows.
Similarly, we can demonstrate (4) for N(−∞,−σ1, T ), using H(s;σ0, a).
We complete the proof of Theorem 7. 
Proof of Theorem 8. We fix σ0 > 12 and a = 0. Let ϕ(t) and ψ(t) be as in Theorem 8. By
Theorems 5 and 6, we obtain
2π
∑
0<γ<T
β>σ0− 12
β −
(
σ0 − 12
)
= 1
2
√
π
T
√
log logT +O(T )
as T → ∞. Thus, the first formula follows. Using H(s;σ0, a), we obtain the second formula by
virtue of the above argument. From the first and second formulas, we immediately derive that
2π
∑
0<γ<T
|β|>σ0− 12 +ψ(T )
ψ(T ) = O(T√log logT ) or ∑
0<γ<T
|β|>σ0− 12 +ψ(T )
1 = O
(
T logT
φ(T )
)
,
because ψ(T ) = φ(T )√log logT / logT . This proves the third formula. We complete the proof
of Theorem 8. 
Proof of Theorem 9. We fix σ0 > 34 and |a| = 1. Let κ be a positive real number. For T > 10,
we set
σ(T , κ) = σ0 − 12 − κψ(T ) = σ0 −
1
2
− κφ(T )
√
log logT
logT
.
Fix σ ∗ such that 0 σ ∗ < σ(T , κ) and
Lσ0,a(σ ∗, T ) = O(T ).
This follows from Lemma 5.1. By Theorem 5, we have
2π
∑
0<γ<T
β>−σ(T ,κ)
β + σ(T , κ) =
(
σ0 − 12 + σ(T , κ)
)
T log
T
2πe
+O(logT )+Lσ0,a
(
T ,−σ(T , κ)),
2π
∑
0<γ<T∗
β + σ ∗ =
(
σ0 − 12 + σ
∗
)
T log
T
2πe
+O(logT )+Lσ0,a(T ,−σ ∗).β>−σ
H. Ki / Journal of Number Theory 128 (2008) 2704–2755 2753We note that
Lσ0
(
T ,−σ(T , κ))= Lσ0(T ,σ (T , κ)), Lσ0(T ,−σ ∗) = Lσ0(T ,σ ∗).
From the above equations, we obtain
2π
∑
0<γ<T
−σ(T ,κ)<β<−σ ∗
(
β + σ(T , κ))+ 2π ∑
0<γ<T
β>−σ ∗
(
σ(T , κ)− σ ∗)
= (σ(T , κ)− σ ∗)T log T
2πe
+O(logT )+Lσ0,a
(
T ,σ (T , κ)
)−Lσ0,a(T , σ ∗).
Since we have
N∗0 (T ) =
∑
0<γ<T
β>0
1 + 1
2
∑
0<γ<T
β=0
1 = T
2π
log
T
2πe
+O(logT )
from Theorem 5(3), we have
2π
∑
0<γ<T
−σ(T ,κ)<β<−σ ∗
(
β + σ(T , κ))+ 2π(σ(T , κ)− σ ∗)( ∑
0<γ<T
−σ ∗<β<0
1 + 1
2
∑
0<γ<T
β=0
1
)
= O(logT )+Lσ0,a
(
T ,σ (T , κ)
)−Lσ0,a(T , σ ∗).
Since the left side of the above equation is nonnegative, we can see that
Lσ0,a
(
T ,σ (T , κ)
)
 Lσ0,a(T , σ ∗)+O(logT ). (5.8)
It is easy to observe that
Lσ0,a
(
T ,σ (T , κ)
)
 T
2
log
(
1
T
T∫
0
∣∣H (−σ(T , κ)+ it;σ0, a)∣∣2 dt
)
= O(T log logT ), (5.9)
because by Proposition 2.8, we have
T∫
0
∣∣ζ (σ0 + σ(T , κ)− it)∣∣2 dt = O(T )
and
T∫ ∣∣ζ (σ0 − σ(T , κ)+ it)∣∣2 dt = T∫ ∣∣ζ (1/2 + κψ(T )+ it)∣∣2 dt = O(T logT ).
0 0
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Lσ0,a
(
T ,σ (T , κ)
)= O(T log logT )
from (5.8) and (5.9). By this and Theorem 5, we have
2π
∑
0<γ<T
β>σ(T ,1)
(
β − σ(T ,1))= (σ0 − 12 − σ(T ,1)
)
T log
T
2πe
+O(T log logT ),
2π
∑
0<γ<T
β>σ(T ,1/2)
(
β − σ(T ,1/2))= (σ0 − 12 − σ(T ,1/2)
)
T log
T
2πe
+O(T log logT ).
Thus we get
2π
∑
0<γ<T
σ(T ,1)<β<σ(T ,1/2)
(
β − σ(T ,1))+ 2π ∑
0<γ<T
β>σ(T ,1/2)
(
σ(T ,1/2)− σ(T ,1))
= (σ(T ,1/2)− σ(T ,1))T log T
2πe
+O(T log logT ).
Hence, we obtain
∑
0<γ<T
β>σ(T ,1)
1 T
2π
log
T
2πe
+O
(
T log logT
σ(T ,1/2)− σ(T ,1)
)
.
Using this and the facts
σ(T ,1/2)− σ(T ,1) = φ(T )
√
log logT
2 logT
,
∑
0<γ<T
β>0
1 T
2π
log
T
2πe
+O(logT )
we have
∑
0<γ<T
β>σ(T ,1)
1 = T
2π
log
T
2πe
+O
(
T logT
√
log logT
φ(T )
)
.
Using this and Theorem 8, we prove the formula in Theorem 9 for the case σ0 > 34 and |a| = 1.
Using H(s;σ0, a), we can similarly demonstrate the same formula with ‘|β + (σ0 − 12 )| <ψ(T )’
in place of ‘|β − (σ0 − 12 )| <ψ(T ).’
Using Theorems 5, 6 and the fact that
Lσ ,a(T ,σ ) = O(T ) (−σ0 + 1/2 < σ < σ1 − 1/2),0
H. Ki / Journal of Number Theory 128 (2008) 2704–2755 2755we can similarly justify Theorem 9 for the case σ0 > 12 and |a| = 0,1. We note that the asymme-
try of zeros of H(s;σ0, a) does not cause any problem for the argument. 
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