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Diffusion in nonhomogeneous media is described by a dynamical process driven by a general Le´vy
noise and subordinated to a random time; the subordinator depends on the position. This problem
is approximated by a multiplicative process subordinated to a random time: it separately takes
into account effects related to the medium structure and the memory. Density distributions and
moments are derived from the solutions of the corresponding Langevin equation and compared with
the numerical calculations for the exact problem. Both subdiffusion and enhanced diffusion are
predicted. Distribution of the process satisfies the fractional Fokker-Planck equation.
PACS numbers: 05.40.Fb,02.50.-r
A typical linear dependence on the variance on time,
which follows from the standard central limit theorem
and leads to normal diffusion, may be no longer valid
when we deal with a transport on complicated struc-
tures. That happens, and deviations from the Fick law
emerge, in the presence of long-range correlations, wide
distributions and memory effects [1]. Impurities and reg-
ular structures in the medium cause a bias for transport:
the particle may be trapped for some time or acceler-
ated. The dynamics becomes non-Markovian when one
assumes that the waiting-time distribution falls slowly,
∼ t−β−1 (0 < β < 1); it is governed by the continu-
ous time random walk theory (CTRW) which predicts
a subdiffusive behaviour [2]. In an equivalent formula-
tion, dynamics is Markovian and governed by an ordi-
nary Langevin equation but it proceeds in an auxiliary,
operational time instead of the physical time. Then this
process is subordinated to that in the physical time which
is a random quantity defined by a broad distribution,
usually in a form of the stable, one-sided Le´vy distri-
bution with a stability index β, and this subordinator
introduces memory effects [3]. Long tails of the random
time distribution determine the anomalous diffusion law:
〈x2〉 ∼ tβ . Random force in the Langevin equation may
be Gaussially distributed but may also obey general Le´vy
statistics with a stability index 0 < α < 2. Such pro-
cesses exhibit long jumps (Le´vy flights) making the vari-
ance divergent; they are frequently observed in many ar-
eas of science [4]. An interesting example of Le´vy flights
has been recently analysed in an experimental study of
cracking of the heterogeneous materials [5].
The traditional CTRW used to be applied to the trans-
port on nonhomogeneous media but that nonhomogene-
ity is reduced, in fact, to a homogeneous distribution of
the noise activation times. One can expect that a consis-
tent description of such transport takes into account that
the waiting time explicitly depends on the position since
the trap properties must reflect the medium structure.
Diffusion on fractals and multifractals provides an exam-
ple [6]. One possible way to describe diffusion in a com-
posite medium is the introduction of position-dependent
subdiffusion exponents [7, 8]. On the other hand, non-
homogeneous systems are not only characterised by sub-
diffusion, related to traps, but also enhanced diffusion is
observed just as a result of the disorder. For example,
movement of particles between two neighbouring lattice
sites in an interacting particle system is superdiffusive
due to the disorder; it appears subdiffusive in its absence
[9].
In this paper, we relate the memory effects connected
with anomalous transport in a nonhomogeneous medium
to the medium structure. This aim is accomplished by
introducing a function g(x) which serves as a variable in-
tensity of the random time distribution ξ and models the
position of structures responsible for either trapping or
accelerating the particle. Then the time-subordinator de-
termined by ξ may be enlarged or decreased, according to
the medium properties. The problem may be formulated
by means of the following set of the Langevin equations,
dx(τ) = η(dτ)
dt(τ) = g(x)ξ(dτ), (1)
where the positive function g(x) is dimensionless and η
stands for a white noise the increments of which are given
by a symmetric stable Le´vy distribution L(x;α, 0). dξ(τ),
in turn, is a stochastic process given by a one-sided dis-
tribution; the physical time t is then a rising function
of τ . Large values of g(x) correspond to the trap posi-
tions since then the physical time t rises faster than it
would in the case of a homogeneous medium and the av-
erage trapping time for those positions is longer. On the
other hand, particle is likely to change its position in-
stantaneously when g(x) is small. Eq.(1) describes non-
Markovian dynamics if dξ is characterised by long tails.
Eq.(1) appears simple if ξ has a finite first moment
〈ξ〉; then we can approximate ξ by its average, ξ −→ 〈ξ〉,
which yields ξ(dτ) = 〈ξ〉dτ and ∆τ = (〈ξ〉g(x))−1∆t.
Taking into account that the first equation (1) can be
discretized as ∆x = ∆η∆τ1/α, we reduce the system (1)
to a single equation with a multiplicative noise in the Itoˆ
interpretation,
dx(t) = ν(x)1/αη(dt), (2)
2where ν(x) = (〈ξ〉g(x))−1. Eq.(2) applies, in particular,
when the relation between both times is deterministic.
The probability density distribution is given by the frac-
tional Fokker-Planck equation [6],
∂p0(x, t)
∂t
=
∂α[ν(x)p0(x, t)]
∂|x|α
. (3)
Eq.(3) describes Markovian dynamics in the framework
of CTRW where the waiting-time distribution is Poisso-
nian with a rate ν(x) [10]. Since the rate is position-
dependent, that approach is able to take into account
the medium structure. In the following, we assume
ν(x) = K|x|−θ; the constant K was introduced for di-
mensional reasons and will be dropped in the follow-
ing. The power-law form of ν(x) is natural for problems
exhibiting self-similarity which often happens for disor-
dered materials. This form of the diffusion coefficient was
assumed to describe e.g. diffusion on fractals [11], turbu-
lent two-particle diffusion and transport of fast electrons
in a hot plasma [12].
Eq.(3) can be solved in the diffusion limit of small wave
numbers for θ > −α; the solution obeys a power-law
asymptotics, ∼ |x|−1−α, but its shape at small |x| is not
unique. For θ < 1, it assumes a form of the stable distri-
bution [13],
p0(x, t) = NL((At)
−1/(α+θ)|x|;α, 0), (4)
where A = 2(α+θ)piα2 Γ(θ/α)Γ(1 − θ) sin
(
piθ
2
)
. p0(x, t) has
a characteristic function p˜0(k, t) = exp(−ctcθ |k|α) where
cθ = α/(α+θ) and c = A
cθ . Moments of the order δ < α
are given by
〈|x|δ〉(t) = −
2Aδ/(α+θ)
piα
Γ(−δ/α)Γ(1+δ) sin
(
piδ
2
)
tδ/(α+θ).
(5)
If θ ≥ 1, the solution cannot be expressed by the sta-
ble distribution but the asymptotics is the same and
the above time-dependence of the moments is still valid
[10]. For α = 2 and θ > −1, the solution is given by a
stretched-exponential function [11],
p0(x, t) = N t
−
1+θ
2+θ |x|θ exp(−2|x|2+θ/(2 + θ)2t), (6)
and the variance,
〈x2〉(t) ∼ t2/(2+θ), (7)
follows from a direct integration [10].
Eq.(1) comprises two physical effects which are deci-
sive for the waiting-time characteristics of the system.
They are coupled but we will consider them separately
and approximate the exact solution of Eq.(1) by their
superposition. First, the nonhomogeneity of the medium
structure can be taken into account in such a way that
the jumping rate in the underlying CTRW depends –
deterministically – on the position and produces a non-
linear time-dependence either of the fractional moments
or of the variance (for α = 2). The second effect involves
memory and originates from long tails of the waiting
time distribution; it also results in anomalous transport.
Superposition consists in a subordination of x(τ), de-
fined by Eq.(2), to a position-independent random time.
Therefore, the time lag imposed on the dynamics by the
position-independent random subordinator is weighted
by the relative probability of finding the particle at a
given position, governed by g(x). The above procedure
can be formalised as a set of two Langevin equations,
dx(τ) = ν(x)1/αη(dτ)
dt(τ) = ξ(dτ). (8)
The statistics of random time is governed by a one-
sided, maximally asymmetric stable Le´vy distribution
h¯(τ, t) = L(τ ;β,−β), where 0 < β < 1, which vanishes
for τ < 0. A convenient representation of the inverse
distribution, h(τ, t) = tβτL(
t
τ1/β
;β,−β) [14], is the Fox
function [15],
h(τ, t) =
1
βτ
H1,01,1

τ1/β
t
∣∣∣∣∣∣
(1, 1)
(1, 1/β)

 . (9)
Moments of the order δ, both integer and fractional, can
be easily evaluated as a Mellin transform from Eq.(9) and
they are finite for any δ > 0. The density distribution
corresponding to Eq.(8) is a joint density
p(x, t) =
∫
∞
0
p0(x, τ)h(τ, t)dτ. (10)
To evaluate the characteristic function p˜(k, t) for α < 2
and −α < θ < 1 we take into account only terms for
small |k|. Expansion of p˜0(k, τ) produces the term τ
cθ
and the integral from the function τcθh(τ, t), calculated
by applying the expression for the Mellin transform from
the Fox function, finally yields
p(x, t) = NL(|x|/AF ;α, 0), (11)
where AF = c
1/αtβ/(α+θ)Γ(cθ + 1)
1/α/Γ(βcθ + 1)
1/α.
Asymptotically, p(x, t) ∼ |x|−α−1 and only moments of
order δ < α are finite. They directly follow from Eq.(11)
and (5) by applying the Mellin transform to Eq.(9):
〈|x|δ〉(t) =
∫
|x|δp0(x, τ)h(τ, t)dτdx = AM t
δβ/(α+θ)
(12)
where AM = −
2
piαβA
δ/(α+θ)Γ(−δ/α)Γ(1+δ)Γ(1+δ/(α+
θ)) sin(piδ/2)/Γ(1 + δβ/(α + θ)). The above time-
dependence is also valid for θ ≥ 1 and applying Eq.(7)
yields 〈x2〉(t) ∼ t2β/(2+θ) for the case α = 2.
We will demonstrate that p(x, t), Eq.(10), satisfies, in
the limit of small k, the following integral equation which
was phenomenologically introduced in Ref.[16],
∂p(x, t)
∂t
=
∫ t
0
K(t− t′)
∂α
∂|x|α
(|x|−θp(x, t′))dt′, (13)
3where the kernel K is to be determined. For that pur-
pose, we insert Eq.(10) into (13) and take the Fourier-
Laplace transform neglecting the terms higher than |k|α,
L[∂p˜(k, t)/∂t] = −|k|αK˜(u)L[p˜θ(k, t)], (14)
where the subscript θ means a multiplication by |x|−θ and
we inserted the Riesz fractional derivative F [∂α/∂|x|α] =
−|k|α. To evaluate the rhs of (14) in the diffusion limit,
we need to take into account only the term k0, i.e. to
approximate F [|x|−θp0(x, τ)] ≈ cτ−θ/(α+θ) [13]. Then
p˜θ(k, t) = c
∫
∞
0
τ−θ/(α+θ)h(τ, t)dτ (15)
and, using the expression for the Laplace transform with
respect to t, h˜(τ, u) = uβ−1 exp(−τuβ) [17], we finally
obtain
L[p˜θ(k, t)] = cΓ
(
1−
θ
α+ θ
)
uθβ/(α+θ)−1. (16)
The Fourier transformed lhs of (13) follows from the ap-
proximation p˜0(k, τ) = exp(−cτcθ |k|α) ≈ 1− cτcθ |k|α:
∂p˜(k, t)/∂t = −c|k|α
∫
∞
0
τcθ
∂
∂t
h(τ, t)dτ. (17)
After taking the Laplace transform, we obtain the finite
expression,
L[∂p˜(k, t)/∂t] = −c|k|αΓ(1 + cθ)u
−βcθ , (18)
where we took into account that the integral vanishes at
t = 0 since it is proportional to tβ(cθ+1). Inserting the
expressions (16) and (18) into Eq.(14) shows that the
equation is satisfied and the kernel has the form
K˜(u) =
Γ
(
1 + αα+θ
)
Γ
(
1− θα+θ
)u1−β . (19)
It is convenient to express the integral equation (13)
in terms of the Riemann-Liouville fractional operator,
0D
1−β
t f(t) =
1
Γ(β)
d
dt
∫ t
0
dt′
f(t′)
(t− t′)1−β
. (20)
For that purpose, we divide Eq.(14) by u, invert the
transform using the formula L[0D
−β
t f(t)] = u
−βf(u) and
differentiate over t. The final form of Eq.(13) involves two
fractional operators,
∂p(x, t)
∂t
=
Γ(1 + αα+θ )
Γ(1 − θα+θ )
0D
1−β
t
∂α
∂|x|α
(|x|−θp(x, t)). (21)
Therefore, Eq.(8) can be interpreted as a non-Markovian
Langevin representation of the generalised Fokker-Planck
equation (21). The case θ = 0 is well-known and then
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FIG. 1: (Colour online) Distributions obtained by numerical
integration of Eq.(1) with g(x) = |x|θ for α = 1.5 and β = 0.5.
Points in the lower part correspond to θ = −0.8, 0 and 5 (from
bottom to top); the straight lines correspond to the slope -
2.5. Inset: slopes fitted in the range x ∈ (5, 8). The ensemble
involves 106 events for each curve and the time step in the
numerical integration was 10−4.
Eq.(21) follows from a simple scaling [18]. A version of
Eq.(21), generalised to include a variable stability index,
was derived from CTRW in [8].
Eq.(1) is manageable numerically by applying a mod-
ification of the standard method [17, 19] which allows
us to determine x(t) without performing an explicit time
inversion τ(t). Fig.1 presents examples of the density dis-
tributions for some values of θ for both small and large
x. The function g(x) vanishes at x = 0 for θ > 0 – the
dependence t(τ) is then very weak – which results, in the
physical time, in a repulsion of the particle from the cen-
tre. On the other hand, we observe a strong trapping in
the origin for negative θ. The tails fall like a power-law
and the slope agrees with the value −α − 1, predicted
by Eq.(11); deviations, shown in the inset, do not exceed
the accuracy of the method.
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FIG. 2: (Colour online) Asymptotic time-dependence of the
variance as a function of θ for α = 2 and some values of
β, numerically calculated from Eq.(1) (points). The upper
green and the lower red lines mark the dependences t2/(2+θ)
and t2β/(2+θ), respectively.
Speed of the transport can be quantified by the mo-
ments and, for α = 2, the time-dependence of the
variance determines whether the diffusion is normal or
anomalous. In the latter case, according to Eq.(12), the
parameter γ¯ = 2β/(2 + θ) is decisive and it satisfies the
condition 0 < γ¯ < 2. Therefore, all kinds of diffusion
are predicted: a normal diffusion (γ¯ = 1) and an anoma-
lous one: sub- (γ¯ < 1) or superdiffusion (γ¯ > 1). The
above conclusion is qualitatively similar to the proper-
ties of the Markovian CTRW, Eq.(7); in this case we
observe the same kinds of diffusion for θ = 0, θ > 0
and −1 < θ < 0, respectively. The non-Markovian and
time-homogeneous CTRW, in turn, predicts the subd-
iffusion for all β < 1. Numerical integration of Eq.(1),
performed for α = 2, disclose a power-law rise of the vari-
ance, ∼ tγ , for large t; the index is presented in Fig.2 for
a few values of β. Comparison of all those results points
at the double origin of the long waiting times. For large
θ, the long waiting times at large distances are present al-
ready for the process x(τ) since the jumping rate for the
underlying Markovian CTRW, ∼ |x|−θ, becomes small.
Consequently, the random component is from that point
of view superfluous and the numerical γ(θ) actually con-
verges to 2/(2 + θ) for θ →∞. On the other hand, long,
θ−independent tails of ξ determine the dynamics if θ is
negative which results in a flat dependence γ(θ) for the
numerical result. This is smaller than the value predicted
by Eq.(12) and the enhanced diffusion turns into subdif-
fusion if β becomes sufficiently small.
In conclusion, we proposed a formalism in which the
subordinator became position-dependent by introducing
a variable intensity g(x). It is able to take into account
spatial properties of the environment by a modification
of the standard subordination procedure. Need for such
a model is obvious when we consider complex, nonhomo-
geneous systems with traps and impurities. We numeri-
cally solved the Langevin equation, driven by the general
Le´vy noise, for the subordinated process x(τ) assuming
g(x) in the algebraic form with the index θ. The density
distributions reflect the form of g(x): a large g corre-
spond to a large density. Evaluation of the moments
shows that, in the Gaussian case, all kinds of diffusion
emerge but the enhanced diffusion vanishes for small β.
The exact problem was approximated by representing the
medium structure by the multiplicative Langevin equa-
tion in the operational time and a subsequent subordi-
nation of that process to the random time. The diffusion
properties were derived; comparison with the numerical
results demonstrates that the subordinated process de-
termines the dynamics for very large θ, whereas effects re-
lated to long waiting times dominate for negative θ. The
subordinating, multiplicative process x(t) is governed by
the double-fractional Fokker-Planck equation.
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