We construct set-valued right Kan extensions via a relative Yoneda Lemma.
Introduction
The category of set-valued presheaves on a category C shall be denoted by C ∧ . The
Yoneda embedding, sending x to C (−, x), shall be denoted by Cy C C ∧ . The presheaf category construction being contravariantly functorial, we obtain the Proposition (2.1, the relative Yoneda Lemma). Given a functor Cf D, we have
There is a set theoretical caveat. In particular, this formula is correct only after some additional comments, see (2.1).
The right hand side is also known as the set-valued right Kan extension functor along
There are several formulas for right Kan extensions in the literature, for instance using ends [ML 71, X.4 ], all of them necessarily yielding the same result up to natural equivalence, by uniqueness of the adjoint. In particular, (2.1) is merely still another such a formula. Given Vk Z and an object z ∈ Z, the pair (k, z) is mapped to Z (−, z) • k.) We shall rephrase this special case of Kan's formula as follows, in order to be able to compare the left and the right adjoint of f ∧ .
Let C ∨ := (C o ) ∧ . The co-Yoneda embedding, sending x to C (x, −), shall be denoted by
Proposition (Kan, 3.1, the relative co-Yoneda Lemma). Given a functor C -
Again, there is a set-theoretical caveat.
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Notation
(i) We write composition of morphisms on the right, -
However, we write composition of functors on the left, -
(ii) Given a functor Cf D, the opposite functor between the opposite categories is denoted by
Universes
Since we will iterate the construction 'forming the presheaf category over a category' once, we shall work in the setting of universes, which enables us to do such 'large' constructions when keeping track of the universe needed. Therefore, we start with a preliminary section to recall this well-known technique from [SGA 4 I, App.] and to fix some notation.
A universe is a set U that satisfies the conditions (U1-4).
(U4) Given I ∈ U and a map I -U, i -x i , the union i∈I x i is in U.
Here P(x) denotes the power set of x.
(ii) x ⊆ y ∈ U implies x ∈ U. In particular, if y surjects onto some set z, then z is in bijection to an element of U.
(iii) Let (x, y) := {x, {x, y}}. The element x is the unique element of {a ∈ (x, y) | for all b ∈ (x, y)\{a} we have a ∈ b}, since {x, y} ∈ x would contradict von Neumann's axiom, asserting that any nonempty set S contains an element that has an empty intersection with S. Now {x, y} is the unique element of (x, y)\{x}, and y is the unique element of {x, y}\{x}.
(v) Given I ∈ U and a map I -U, i -x i , the disjoint union i∈I x i := i∈I X i × {i} is in U.
(vi) Given I ∈ U and a map I -U, i -x i , the product i∈I x i ⊆ P( i∈I x i ) is in U.
Assume given universes U, V and W such that
This may be achieved by means of Bourbaki's axiom (A.6) in [SGA 4 I, App., 4], which says that any set is element of some universe. Note that U ⊆ V ⊆ W.
For set theoretical purposes the following definition is convenient.
, M being a set, subject to the conditions (i-iii). We write M =: Mor C, the set of morphisms of C. K is the composition law of C.
In this case, we write c = ab and say that '(the composite) ab exists'.
Let
Ob C := { a ∈ M | for all b for which ba exists, we have ba = b, and for all c for which ac exists, we have ac = c.} ⊆ Mor C be the set of objects of C. If a ∈ Ob C, we also write a =: 1 a .
(ii) For every a ∈ M there exists a unique source element s(a) ∈ Ob C such that s(a)a exists, and a unique target element t(a) ∈ Ob C such that at(a) exists.
(iii) For a, b ∈ M such that the composite ab exists, the composites t(a)b and as(b) exist.
(iv) Given a, b, c ∈ M such that ab and bc exist. Then (ab)c and a(bc) exist and equal each other.
The set of morphisms with start x and target y shall be denoted by C (x, y).
Suppose given a, b ∈ M. Note that if ab exists, we have s(ab) = s(a) and t(ab) = t(b). Note that s(s(a)) = s(a), t(t(a)) = t(a). Note that ab exists iff t(a) = s(b).
Definition 1.4 A set X is said to be U-small if there exists a bijection from X to an element of U. The category of U-small sets is denoted by (Set U ). Note that by a skeleton argument, (Set U ) is equivalent to the category of sets contained as elements in U, denoted by (Set 0 U ). A small category C is said to be U-small if Mor C is U-small. A category C is said to be essentially U-small if it is equivalent to a U-small category, or, equivalently, if it has a U-small skeleton.
Hence the category (Set U ) is essentially V-small.
Given categories C and D, we denote the category of functors mapping from C to D by C, D .
Using induced equivalences, it suffices to prove the first assertion. But then
is U-small. Hence Mor C, D is U-small. Lemma 1.7 Given an essentially U-small category C, the category
of (Set U )-valued presheaves over C is essentially V-small. Sometimes we write C ∧ = C ∧ U if the universe is unambiguous. Likewise, the category
of (Set U )-valued copresheaves over C is essentially V-small. Sometimes we write
This follows from (1.5, 1.6).
Definition 1.8 Given an essentially U-small category C, we have the Yoneda embedding
and the co-Yoneda embedding
For a functor Cf D, we denote
that evaluated at c ∈ C o in turn yields uf c uαc ugc.
2 The right Kan extension Proposition 2.1 (the relative Yoneda Lemma) Given essentially U-small categories C and D, and a functor Cf D. Then the right adjoint C
Keeping the name of the functor after restricting the image to D ∧ U , we write shorthand
The unit of this adjunction
where the natural transformation (x)εud sends at c ∈ C
The counit of this adjunction
applied to c ∈ C, is given by
Since the set
is U-small, ϕ exists as the factorization of y
Various compatibilities need to be verified to ensure the well-definedness of ε and η ( 1 ).
We have to show that (f
We have to show that (ε
We have to show that for any x ∈ ud
, and by the right hand side to (x(ua o ))(ua ′o ).
We need to see that 1
We have to show that for any d ∈ D and any x ∈ ud
is an equality of natural transformations from
d is mapped by the left hand side to (x)(sd)(u ′ a o ), and by the right hand side to (x)(ua o )(s(f c)).
The left hand side yields (1 f c )(ξc)(vb o ), the right hand side yields (f b)ξc ′ .
We need to see that
We have to show that for any c ∈ C and any
The left hand side yields (1 f c )(ξc)(tc). The right hand side yields (1 f c )((ξt)c).
Now suppose given c ∈ C and f ca d. We have
Remark 2.2 (the absolute Yoneda Lemma) In case f = 1 C , we obtain 1 ⊣ y ∧ C • y C ∧ , which by uniqueness of the right adjoint yields the comparison isomorphism
at v ∈ C ∧ U and c ∈ C, with inverse given by εvc.
If f is full and faithful, then η is an isomorphism.
The left Kan extension
For sake of comparison to (2.1), we rephrase the pertinent case of Kan's formula in our setting.
Let C be a U-small category. Let v ∈ C ∧ U , let w ∈ C ∨ U . We define the set v ⊗ C w as the quotient of the disjoint union v × C w := c∈C vc × wc modulo the equivalence relation generated by the following relation ∼ C . The equivalence class of (p, q) ∈ vc × wc, c ∈ C, shall be denoted by p ⊗ q.
Thus the quotient map v × C w -ν v ⊗ C w has the following universal property. Given a
there exists a unique map v ⊗ C w -
In particular, given morphisms vm v ′ and wn w ′ , we obtain a map m ⊗ C n that maps an element represented by (p, q) ∈ vc × wc, c ∈ C, as follows.
Thus the tensor product defines a functor
We denote the univalent tensor product functor by
Proposition 3.1 (the relative co-Yoneda Lemma, Kan [K 58, Th. 14.1]) Given Usmall categories C and D, and a functor C -
Various compatibilities have to be verified to ensure the well-definedness of ε and η ( 2 ).
The left hand side yields x ⊗ f b. The right hand side yields
For any c ∈ C and any x ∈ vc we have
Given u ∈ D ∧ and d ∈ D, we need to see that ηud is a well-defined map. Suppose given c, c
the universal property applies.
We have to show that (ε•f ∧ )(f ∧ •η) = 1 f ∧ . Suppose given u ∈ D ∧ , c ∈ C and x ∈ (f ∧ u)c. We obtain We have to show that (ψ • ε)(η • ψ) = 1 ψ . Suppose given v ∈ C ∧ , d ∈ D, c ∈ C, s ∈ vc, t ∈ D (d, f c), so that s ⊗ t ∈ ψvd = v ⊗ C D (d, f (−)). We obtain The left hand side yields (p)(uq o )(sd). The right hand side yields (p)(s(f c))(u ′ q o ).
