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RANDOM WALKS IN EUCLIDEAN SPACE
PE´TER PA´L VARJU´
Abstract. Fix a probability measure on the space of isometries
of Euclidean space Rd. Let Y0 = 0, Y1, Y2, . . . ∈ Rd be a sequence
of random points such that Yl+1 is the image of Yl under a random
isometry of the previously fixed probability law, which is indepen-
dent of Yl. We prove a Local Limit Theorem for Yl under necessary
non-degeneracy conditions. Moreover, under more restrictive but
still general conditions we give a quantitative estimate which de-
scribes the behavior of the law of Yl on scales e
−cl1/4 < r < l1/2.
1. Introduction
Let X1, X2, . . . be independent identically distributed random isome-
tries of Euclidean space Rd. Let x0 ∈ Rd be any point and consider
the sequence of points
Y0 = x0, . . . , Yl = Xl(Xl−1(. . . (x0))), . . . .
We call this sequence the random walk started from the point x0, and
Yl is its lth step.
The purpose of this paper is to understand the distribution of Yl.
This problem can be traced back to Arnold and Krylov [2] who stud-
ied the mixing of the random walk on the sphere where the steps are
rotations. They asked if their results extend to isometries of Euclidean
or hyperbolic space.
Existing results in the literature can be divided into two classes.
Some papers describe the behavior of the measure on scale O(1) others
do it on scale O(
√
l). We begin by discussing the first category.
Kazˇdan [16] and Guivarc’h [15] proved a Ratio Limit Theorem for
d = 2. This result describes the local behavior of the distribution of Yl.
It states that the conditional distribution of Yl on a fixed compact set
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is asymptotically uniform, i.e. Lebesgue. More precisely, for any two
smooth compactly supported functions f and g we have
lim
l→∞
E[f(Yl)]
E[g(Yl)]
=
´
f(x)dx´
g(x)dx
provided that the denominator on the right do not vanish. The law of
X1 of course need to satisfy some natural non-degeneracy conditions
for which we refer the reader to the original articles. The proofs rely
on the fact that SO(2) is commutative.
In the papers [3], [17], [20] the Local Limit Theorem is generalized
to higher dimension, however the arguments require some restrictive
assumption on the law of X1, e.g. absolute continuity, which implies
that the group generated by the support of X1 contains translations. In
the absence of translations new ideas are required to obtain the Local
Limit Theorem in full generality which is the main goal of our paper.
Very recently, Conze and Guivarc’h [9] proved a Ratio Limit Theorem
under a certain assumption on the associated random walk on SO(d).
This assumption may hold in full generality but it has been verified
only under special circumstances yet. (We elaborate on this assumption
in Section 4 after Theorem A.) Their approach also does not rely on
translations, but differ from the methods of this paper.
Tutubalin [23] proved a Central Limit Theorem for dimension d = 2
and d = 3, which was later generalized to higher dimension by Goros-
tiza [12] and Roynette [22]. The Central Limit Theorem describes the
behavior of the distribution of Yl on scale O(
√
l). More precisely, it
claims that Yl/
√
l converges weakly to a Gaussian distribution if Y1
has finite second moments. The Central Limit Theorem was revisited
by many authors, see e.g. [14], [21], [18] and [1]. In these works the
Central Limit Theorem was even generalized to cases when the distri-
bution Y1 has infinite second moment and the limit distribution is not
Gaussian.
To formulate our results we need to make some non-degeneracy con-
dition on the law of Xi. We say that the law of Xi is degenerate if there
is a proper closed subset A of Rd and an isometry γ ∈ Isom(Rd) such
that Yl is almost surely contained in γ
l(A). We say that the law of
Xi is non-degenerate if it is not degenerate. Before we state the main
result of the paper we state two simpler results which can be deduced
from our method. The following version of the Central Limit Theorem
follows from our work:
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Theorem 1 (Central Limit Theorem). Let Xi, Yi and x0 be as above.
Suppose that Y1 has finite second moments and the law of Xi is non-
degenerate. Then there is a vector v0 ∈ Rd such that the distribution
of (Yl − lv0)/
√
l weakly converges to a Gaussian distribution.
The limit distribution of course depends on the distributions of Xi.
We do not describe this dependence explicitly, but the mean and covari-
ance matrix could be computed from the proof. Here we only mention,
that the covariance matrix is invariant under the rotation parts of the
elements in the support of Xi.
This result is not new, it is covered by some of the references men-
tioned earlier. We revisit Tutubalin’s argument in the greater gen-
erality considered in this paper. (Tutubalin assumes that supp (Xi)
generates a dense subgroup of Isom(Rd). Moreover, he discusses the
cases d = 2, 3 only, although he does not seem to use this restriction in
an essential way.) Our main purpose is to obtain quantitative bounds,
which will be necessary for proving the error estimates in Theorem 3
below.
Theorem 2 (Local Limit Theorem). Let Xi, Yi and x0 be as above.
Suppose that Y0 has finite moments of order d
2 +3d+1 and Xi are non-
degenerate. Let f be any continuous and compactly supported function.
Then there is v0 ∈ Rd and c > 0 depending only on the distribution of
Xi, such that
lim
l→∞
ld/2E[f(Yl − lv0)] = c
ˆ
f(x)dx.
We remark that v0 is the same as in the previous theorem and c
can be computed from the covariance matrix of the limit distribution.
Moreover, it turns out from the proof, that v0 is almost surely fixed by
the rotation part of X1, hence it is 0, if the rotation part of the support
of X1 is sufficiently rich.
When v0 = 0, the Local Limit Theorem can be interpreted as follows:
The probability that Yl belongs to a fixed compact set with smooth
boundary is asymptotic to cl−d/2 times the Lebesgue measure of the
set.
In the Local Limit Theorem, we need the finiteness of high order
moments for technical reasons. However, if the group generated by
the support of Xi is dense in Isom(R
d) then our arguments imply the
Local Limit Theorem under the assumption of finite second moment
only. In fact, this is true under much weaker assumptions on the group
generated by supp (Xi) (see Theorem 3 below).
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Now we formulate the main result of the paper which gives a quanti-
tative description of the distribution of Yl on multiple scales. However,
we need a more restrictive assumption that we call (SSR). We post-
pone the definition to the next section, where we explain the notation
used through the paper. For now, we only mention that (SSR) holds
for example if supp (Xi) generates a dense subgroup of Isom(R
d) and
d ≥ 3. In addition, we can improve the error terms under stronger
conditions, i.e. symmetricity or (E). These will be defined in the next
section, as well.
Theorem 3. Let Xi, Yi and x0 be as above. Suppose that the law of Xi
is non-degenerate, satisfies (SSR) and Yl has finite moments of order
α for some α > 2. Furthermore, let f be a smooth function of compact
support. Then there is a point y0 ∈ Rd, a quadratic form ∆(x, x) and
constants C∆ and c > 0 that depend only on the law of Xi, such that
E[f(Yl)] = C∆l
−d/2
ˆ
f(x)e−∆(x−y0,x−y0)/ldx
+O(l−
d+min{1,α−2}
2 + |x0|2l− d+22 )‖f‖1 +O(e−cl1/4)‖f‖W 2,(d+1)/2 . (1)
In addition, if µ is symmetric or satisfies (E), we have
E[f(Yl)] = C∆l
−d/2
ˆ
f(x)e−∆(x−y0,x−y0)/ldx
+O(l−
d+min{2,α−2}
2 + |x0|2l− d+22 )‖f‖1 +O(e−cl1/4)‖f‖W 2,(d+1)/2 .
The implied constants depend only on the law of Xi.
A few remarks are in order about the conclusion of this theorem.
The norm ‖ · ‖1 is the L1-norm and ‖ · ‖W 2,(d+1)/2 is an L2 Sobolev norm
defined by
‖f‖2W 2,(d+1)/2 =
ˆ
|f̂(ξ)|2(1 + |ξ|)d+1dξ.
(The exponent d + 1 could be replaced by any number greater than d
and the theorem would still hold.)
The first term on the right hand sides is the main term, it is the
integral of f with respect to a Gaussian measure centered at y0, and
with covariance matrix ∆/l; C∆ is simply a normalizing factor. It will
follow from the proof that ∆ is invariant under the rotation parts of
elements of the support of µ.
The other two terms are error terms. The first is responsible for the
large scale, and the second is for the small scale behavior of the random
walk. To illustrate this, fix a smooth compactly supported function F ,
and consider the family fl(x) = r
−d
l F (x/rl) associated to a sequence of
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scales rl. (I.e. the diameter of the support of fl is proportional to rl.)
It is easily seen that as long as rl <
√
l, the order of magnitude of the
main term is l−d/2, the first error term is l−
d+min{1,α−2}
2 while the second
error term is e−cl
1/4
r
−d−1/2
l . This shows that the theorem gives a good
approximation in the scale range
√
l ≥ rl ≥ e−c′l1/4 .
The factor O(e−cl
1/4
) is probably not optimal. In fact, our proofs lead
to better estimates in some cases. This is discussed in detail in Section
4 after Theorem A, after the necessary background is explained.
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am also grateful to Jean Bourgain and Emmanuel Breuillard for helpful
conversations about various aspects of the problem. I thank Noam
Berger, Alex Lubotzky and Nikolay Nikolov for suggesting references
[8], [4] and [13] respectively.
I thank the referee for his or her very careful reading of the paper,
and for suggestions that greatly improved the presentation.
I am grateful for the hospitality of the Mathematical Sciences Re-
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2. Notation and outline
We identify the isometry group of the d-dimensional Euclidean space
with the semidirect product Isom(Rd) = Rd o O(d). For γ = (v, θ) ∈
Rd oO(d) and a point x ∈ Rd we write
γ(x) = v + θx,
and we define the product of two isometries by
(v1, θ1)(v2, θ2) = (v1 + θ1v2, θ1θ2).
If γ is an isometry, we write v(γ) for the translation component and θ(γ)
for the rotation component of γ in the above semidirect decomposition.
Let µ be a probability measure on Isom(Rd). Define the convolution
µ ∗ µ in the usual way byˆ
Isom(Rd)
f(γ)dµ ∗ µ(γ) =
ˆ
Isom(Rd)
ˆ
Isom(Rd)
f(γ1γ2)dµ(γ1)dµ(γ2),
for f ∈ C(Isom(Rd)) and write
µ∗(l) = µ ∗ · · · ∗ µ︸ ︷︷ ︸
l−fold
for the l-fold convolution. With this notation, µ∗(l) is the distribution
of the product of l independent random element of Isom(Rd) of law µ.
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We define the measure µ˜ by the formulaˆ
Isom(Rd)
f(γ)dµ˜(γ) =
ˆ
Isom(Rd)
f(γ−1)dµ(γ),
for f ∈ C(Isom(Rd)) and say that µ is symmetric if µ˜ = µ. The
measure µ also acts on measures on Rd in the following way: If ν is a
measure on Rd, we can define another measure µ.ν on Rd by:ˆ
Rd
f(x)dµ.ν(x) =
ˆ
Rd
ˆ
Isom(Rd)
f(γ(x))dµ(γ)dν(x),
for f ∈ C(Rd).
We write δx0 for the Dirac delta measure concentrated at the point
x0. With this notation, the law of Yl, the lth step of the random walk,
is µ∗(l).δx0 .
Write θ(µ) for the projection of µ on O(d), i.e. for f ∈ C(O(d))ˆ
O(d)
f(σ)dθ(µ)(σ) =
ˆ
Isom(Rd)
f(θ(γ))dµ(γ).
Denote by G ⊂ Isom(Rd) the closure of the group generated by
supp (µ˜ ∗ µ). Fix any element γ0 ∈ suppµ. Then it is clear that
suppµ ⊂ γ0G.
We can replace µ by µ′ = µ∗(k) for some fixed integer k > 1 without
loss of generality, since Ylk+j, the lk + jth step of the original random
walk, is the lth step of the modified random walk started from the
random point Yj. If we do so then we replace G by the group G
′ as
defined as the closure of the group generated by supp (µ˜∗(k) ∗ µ∗(k)). It
can be seen easily that G′ is the closure of the group generated by
G ∪ γ−10 Gγ0 ∪ . . . ∪ γ−k+10 Gγk−10 .
In Lemma 5 we will see that if we choose k sufficiently large than θ(G′)
is normalized by θ(γk0 ). To keep this section compact, we postpone the
statement and proof of Lemma 5, as well as Lemmata 4 and 6 that we
will mention in the next pages.
Denote by K ⊂ O(d) the closure of the group generated supp θ(µ˜∗µ).
By the previous paragraph, we can (and will throughout the paper)
assume without loss of generality that K is normalized by θ0 := θ(γ0).
Denote by K◦ the connected component of K. Denote by µK the Haar
measure on the group K.
Now we list the various conditions that we will stipulate on µ in
various parts of the paper. Some of these were already mentioned in
Theorem 3.
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(C) (“Centered”) The barycenter of the image of the origin in Rd
under µ is the origin, i.e.ˆ
γ(0)dµ(γ) = 0.
(E) (“Even”) The action of K on Rd is “even”, i.e. for every v ∈ Rd,
there is θv ∈ K such that θvv = −v.
(SSR) (“Semi-simple rotations”) K◦ is semi-simple, and there is no
non-zero point in Rd which is fixed by K◦.
We also recall the conditions we already defined for convenient ref-
erence. We say that µ is non-degenerate, if there is no proper closed
subset A ⊂ Rd and an isometry γ ∈ Isom(Rd) such that µ∗(l).δx0 is
almost surely contained in γl(A).
It will be useful for us in many places in the paper to symmetrize
µ by replacing it with µ˜ ∗ µ. Unfortunately, the measure we obtain
this way might be degenerate. Consider the following example in R2:
Let γ1 and γ2 be two rotations about two different centers through
the same angle, which is not a rational multiple of pi. We leave it to
the reader to verify that γ1 and γ2 generate a dense subgroup in the
orientation preserving isometries, hence the measure µ = (δγ1 + δγ2)/2
is non-degenerate. However, for any k, µ˜∗(k)∗µ∗(k) is supported on pure
translations. Moreover, we can choose γ1 and γ2 to have matrices with
rational entries, and then the translations in the support of µ˜∗(k) ∗µ∗(k)
will all be rational. Hence they preserve the lattice (1/q)Z2, where q is
the common denominator. This shows that µ˜∗(k) ∗ µ∗(k) is degenerate.
For the above reason, we introduce a different notion which is easily
seen to descend to µ˜ ∗ µ. We say that µ is almost non-degenerate if for
every point x ∈ Rd, the set {γ(x) : γ ∈ suppµ} does not lie in a proper
affine subspace. As we will see in Lemma 6, if µ is non-degenerate
then µ∗(k) is almost non-degenerate for some integer k ≥ 1, but it may
happen that µ itself is not almost non-degenerate. The implication in
the other direction is often true, as well. In particular, almost non-
degeneracy is sufficient for most of the paper, except for Section 8.2.
We say that µ have finite moments of order α > 0, ifˆ
|v(γ)|αdµ(γ) <∞.
A few remarks are in order regarding the role of these conditions.
Non-degeneracy is clearly necessary for the Local Limit Theorem. How-
ever, we cannot impose it always for reasons discussed above. On the
other hand, almost non-degeneracy is required throughout the paper.
Condition (SSR) is needed to control the behavior of µ∗(l) on very small
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scales (up to e−cl
1/4
). Under this assumption we can utilize some pow-
erful results about random walks on semi-simple compact Lie groups.
We assume (SSR) throughout Section 4 and some other parts of the
paper. Symmetry or (E) allows us to improve the error terms in Theo-
rem 3. They will be assumed in certain parts of Section 5 to show that
the cubic terms in certain Taylor expansions cancel with each other.
We assume throughout the paper that µ has finite moments of order
2. In Section 5 we assume finite moments of order α for 2 ≤ α ≤ 4 and
the quality of our error terms depend on α. To be able to conclude the
Local Limit Theorem without using (SSR) we assume the finiteness
of higher order moments in Section 8.2. Finally, (C) is an assumption
which does not restrict generality as we will see in Lemma 4. Therefore
we assume it throughout the paper to simplify our arguments.
Now we introduce some further notation and indicate the general
strategy of the proof of Theorem 3. Recall that the distribution of
the random walk started at the point x0 after l-steps is the measure
µ∗(l).δx0 . As a consequence of the definitions, we see that
µ∗(l+1).δx0 = µ.(µ
∗(l).δx0).
Hence our main goal is to understand the operation ν 7→ µ.ν.
This is achieved by studying the Fourier transform, which is given
by the formula
ν̂(ξ) =
ˆ
e(〈ξ, x〉)dν(x),
where e(x) := e−2piix. For the Fourier transform of µ.ν we get
(µ.ν)∧(ξ) =
ˆ
e(〈ξ, γ(x)〉)dµ(γ)dν(x)
=
ˆ
e(〈ξ, v(γ) + θ(γ)(x)〉)dµ(γ)dν(x)
=
ˆ
e(〈ξ, v(γ)〉)ν̂(θ(γ)−1ξ)dµ(γ). (2)
This formula shows that the action of µ on the Fourier transform of ν
can be disintegrated with respect to spheres centered at the origin. For
every r ≥ 0, we define a unitary representation of the group Isom(Rd)
on the space L2(Sd−1). Let
ρr(γ)ϕ(ξ) = e(r〈ξ, v(γ)〉)ϕ(θ(γ)−1ξ) (3)
for γ ∈ Isom(Rd), ϕ ∈ L2(Sd−1) and ξ ∈ Sd−1. We also define the
operator
Sr(ϕ) =
ˆ
ρr(γ)(ϕ)dµ(γ). (4)
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For a function ϕ ∈ C(Rd) and r ≥ 0, we denote by Resrϕ its restriction
to the sphere of radius r. I.e. Resr : C(R
d)→ C(Sd−1) is an operator
defined by [Resrϕ](ξ) = ϕ(rξ) for |ξ| = 1. With this notation, we can
write (2) as
Resr(µ̂.ν)(ξ) = Sr(Resrν̂)(ξ).
Operators similar to Sr were introduced by Kazˇdan [16] and Guiv-
arc’h [15]. Guivarc’h proved in the d = 2 case, when K is Abelian,
that ‖Sr‖ < 1 − cr2 for r < 1 and ‖Sr‖ < 1 − cr for r ≥ 1, where
c > 0 is a constant depending only on µ, while cr also depend on r.
These estimates are sufficient for proving a Ratio Limit Theorem, and,
as Breuillard [7] pointed out, combined with the Central Limit Theo-
rem, it is sufficient even for a Local Limit Theorem. We are unable to
prove such strong estimates, but we will prove in Section 4 a weaker
version: Proposition 7, which is still sufficient for our application. In
brief, we prove the estimate with constants c and cr which (mildly) de-
pend on the oscillations of ϕ. The proof is based on mixing properties
of random walks on semi-simple compact Lie groups (see Theorem A
below).
Using the estimates given in Section 4, we can show that the Fourier
transform of the random walk after l steps “lives in” the ball of radius
l−1/2 log l. These estimates alone are sufficient for the Ratio Limit The-
orem but not for the Central or Local Limit Theorems. The frequency
range r > l−1/2 log l is responsible for the second error term in Theorem
3.
We need a more precise understanding of the Fourier transform of
µ∗(l).δx0 in the range r ≤ l−1/2 log l. This frequency range contributes
the main term and the first error term in Theorem 3. In section 5,
we give Tutubalin’s [23] argument for the Central Limit Theorem in
the more general setting that we consider and obtain error estimates.
In brief, this argument is based on decomposing L2(Sd−1) as the or-
thogonal sum of several subspaces and using the Taylor expansion of
the function e(x) showing that these subspaces are almost invariant for
Sr. We show that the contribution of only one of these subspaces is
significant and that on this subspace rotations act trivially. Hence the
problem is reduced to the easy case of sums of independent random
variables.
There is some interdependency between the arguments of Sections 4
and 5. We explain this to demonstrate that our proof is not circular.
The arguments of Section 4 depend on the Central Limit Theorem,
which in turn depends on Section 5. However, Proposition 15 is suf-
ficient for the Central Limit Theorem and its refinement, Proposition
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24 is not needed. Among the results of Section 4, only Proposition 24
depends on the arguments of Section 4.
We will encounter L2 spaces on various submanifolds of Rd. We al-
ways consider them with respect to the “natural” measure, i.e. which
is invariant under isometries. When the manifold is compact we nor-
malize the measure to be probability.
Throughout the paper the letters c, C and various subscripted ver-
sions refer to constants and parameters. The same symbol occurring in
different places need not have the same value unless the contrary is ex-
plicitly stated. For convenience, we use lower case for constants which
are best thought of to be small and upper case for those which are best
thought of to be large. In addition, we occasionally use Landau’s O
and o notation.
The organization of the rest of the paper that we have not explained
yet is as follows: In Section 6, we combine the estimates of Section 5
and 4 to conclude Theorem 3. In Section 7 we derive Theorem 1 as
a corollary of the results in Section 5. Finally, in Section 8 we prove
Theorem 2. When K is Abelian and its action on Rd has a trivial
component some additional difficulties arise which prevents us from
using the method of Guivarc’h [15]. To address these issues, we use
Taylor expansions in Section 8.2 motivated by Tutubalin’s paper. For
this argument we need to assume the finiteness of high order moments.
3. Justifying the simplifying assumptions
We prove three technical Lemmata in this section that we referred
to in the previous section. Their common feature is that they allow us
to make certain simplifying assumptions on the law µ generating the
random walk without loss of generality.
First we prove that there is a suitable choice of origin for the coordi-
nate system, so that assumption (C) is satisfied. Then we prove that
our assumption that K is normalized by θ0 is justified if we replace
µ by a convolution power of itself. Finally we prove that the same
replacement allows us to assume that µ is almost non-degenerate.
Lemma 4. Assume that there is no point in Rd except for the origin
which is fixed by all elements of K. Then there is a unique point x ∈ Rd
such that ˆ
γ(x)dµ(γ) = x.
The conclusion implies that if we change our coordinate system, and
set x to be the origin, then (C) is satisfied.
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Proof. Consider the map Rd → Rd:
T (x) =
ˆ
γ(x)dµ(γ)−
ˆ
γ(0)dµ(γ) =
ˆ
θ(γ)xdµ(γ).
It is clear that T is a linear transformation.
We show that x − T (x) has trivial kernel. Suppose that x = T (x)
for some x ∈ Rd. Since |θ(γ)x| = |x| for all γ, and T (x) is the average
of these points, we must have θ(γ)x = x, for µ-almost all γ. By our
assumption, x = 0, hence the kernel of x− T (x) is indeed trivial.
Therefore, there is a unique point x such that x−T (x) = ´ γ(0)dµ(γ),
and this is exactly what we wanted to prove. 
Lemma 5. Let K < O(d) be a compact group, and θ0 ∈ O(d). There
is a positive integer l such that θ0 normalizes the group generated by
K ∪ θ−10 Kθ0 ∪ . . . ∪ θ−(l−1)0 Kθl−10
Proof. It is a well-known fact that if K is a compact Lie group, then
there is a chain of normal subgroups K◦ CH CK such that H/K◦ is
commutative and [K : H] < Cd for a constant Cd depending on d. For
a proof in the context of algebraic groups which carries over to compact
groups without any changes see [4, Theorem J].
Write Kl for the closure of the group generated by
K ∪ θ−10 Kθ0 ∪ . . . ∪ θ−(l−1)0 Kθl−10
and write K◦l CKl for its connected component.
Let l0 ≥ 1 be an integer such that K◦l = K◦l0 for l ≥ l0. (The
sequence K◦l stabilizes, since dimK
◦
l may grow at most finitely many
times.) Denote by L the closure of the union of the groups Kl. Then
K◦l0 C L since K◦l0 is normal in all Kl for l ≥ l0.
We show that L◦/K◦l0 is commutative. For any l ≥ l0 and g, h ∈ Kl,
we have
[gCd!, hCd!] ∈ K◦l0
hence this property descends to L. Since all elements in a connected
compact Lie group are Cd! powers, we have [L
◦, L◦] < K◦l0 , thus L
◦/K◦l0
is indeed commutative. Note that L and L◦ are both normalized by θ0
which is of crucial importance for what follows.
Write Hl = Kl ∩L◦. Then clearly K◦l CHl CKl, [Kl : Hl] ≤ [L : L◦]
and Hl/K
◦
l is commutative for l ≥ l0. Let l1 ≥ l0 be such that [Kl1 :
Hl1 ] = [L : L
◦] and let g1, . . . , gm be a system of representatives for Hl1
cosets in Kl1 .
We show that exp(Hl/K
◦
l0
) is constant for l ≥ l1 + 1. The exponent
exp(G) of a group G is the smallest integer n such that gn = 1 for
all g ∈ G. Since the elements of Hl approximate those of L◦, this
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would imply that exp(L◦/K◦l0) < ∞. Then L◦ = K◦l0 , as both of
them are connected Lie groups. Thus Hl = K
◦
l0
for all l ≥ l0, and
Kl = {g1, . . . , gm}K◦l0 for l ≥ l1. That is, the sequence Kl stabilizes,
which was to be proved.
Let l ≥ l1 + 1. Then all elements of Kl+1 are of the form
g =
∏
α
γ−1α (giαhiα)γα,
where hiα ∈ Hl and γα ∈ {1, θ0}. For each α, we can write
γ−1α (giαhiα)γα = gjαhjαγ
−1
α hiαγα,
where gjα is the appropriate coset representative and
hjα = g
−1
jα
γ−1α giαγα ∈ Hl1+1 < Hl.
We bring all gjα to the left hand side of the product and get that
each element of Hl+1 is of the form
h =
∏
β
γ−1β hβγβ,
where hβ ∈ Hl and γβ ∈ {1, θ0} · Kl1 . Thus all γ−1β hβγβ are in L◦,
in particular they commute modulo K◦l0 . In addition, the degree of
each hβ ·K◦l0 ∈ Hl/K◦l0 divides exp(Hl/K◦l0), hence so is the degree of
h · K◦l0 ∈ Hl+1/K◦l0 . This implies that exp(Hl+1/K◦l0) = exp(Hl/K◦l0)
which was to be proved. 
Lemma 6. Suppose that µ is non-degenerate. Then there is a positive
integer l such that µ∗(l) is almost non-degenerate.
Proof. By the non-degeneracy assumption, it follows that for each point
x ∈ Rd, there is l(x) such that the set {γ(x) : γ ∈ suppµ∗(l(x))} is not
contained in a proper affine subspace. Indeed, assume to the contrary
that this fails, and l0 and W are such that {γ(x) : γ ∈ suppµ∗(l0)} spans
W and W is of largest possible dimension. Then γ(x) is dµ∗(l)(γ)-
almost surely contained in γl−l00 (W ), where γ0 ∈ suppµ is arbitrary.
This contradicts to the non-degeneracy of µ.
It is left to show that l(x) is bounded on Rd. It is easy to see that
{x : l(x) ≤ L} is a Zariski open set for every L ∈ Z. As L → ∞ this
is an ascending chain which eventually covers Rd. Therefore the claim
follows from the Noetherian property of Zariski open sets. 
4. Estimates for high frequencies
The goal of this section is to estimate the norm of the operator Sr
defined in Section 2. We are not able to show that ‖Sr‖ < 1, but we
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can give an estimate for ‖Srϕ‖2 in terms of the following Lipschitz type
norm of ϕ:
‖ϕ‖Lip(K) := ‖ϕ‖∞ + sup
ξ∈Sd−1,θ∈K\{1}
|ϕ(ξ)− ϕ(θ(ξ))|
dist(1, θ)
,
where dist(·, ·) is a distance function on K, which is induced by the
invariant Riemannian metric on K. Note that there is a constant C
depending on the geometry of the embedding ofK inside O(d) such that
|ξ − θ(ξ)| ≤ Cdist(1, θ) for every ξ and θ. Thus ‖ϕ‖Lip(K) ≤ C‖ϕ‖Lip
for any function, where ‖ · ‖Lip is the ordinary Lipschitz norm on the
sphere.
Proposition 7. Suppose that µ is almost non-degenerate, has finite
moments of order 2, and satisfies (SSR). Then there is a constant c >
0 depending only on µ such that the following hold. Let ϕ ∈ L2(Sd−1)
with ‖ϕ‖2 = 1. Then
‖Srϕ‖2 ≤ 1− cmin
{
r2,
1
log3((r + 1)‖ϕ‖Lip(K) + 2)
}
. (5)
This estimate allows us to control the Fourier transform of the ran-
dom walk in the frequency range ecl
1/4
> r > l−1/2 log l.
Mixing properties of random walks on semi-simple compact Lie groups
is a crucial ingredient of our proof. We state the result that we use in
the next theorem. The proof is given in the paper [24, Corollary 7]. A
quantitatively weaker version, but essentially sufficient for our purpose
could be deduced form the Solovay-Kitaev algorithm, at least in the
case K = SU(d). The Solovay-Kitaev algorithm was first described
in an e-mail discussion list by Solovay in 1995. Kitaev independently
discovered it and published it in 1997 [19]. For a recent exposition
see [10]. See also the paper of Dolgopyat [11, Theorems A.2 and A.3],
which provides similar estimates.
Theorem A. Let K be a compact Lie group with semi-simple connected
component. Let µ be a symmetric probability measure on K such that
suppµ generates a dense subgroup in K. Then there is a constant c > 0
depending only on µ such that the following hold. Let ϕ ∈ L2(K) be a
function such that ‖ϕ‖2 = 1 and
´
ϕdmK = 0. Then∥∥∥∥ˆ ϕ(θ−1σ)dµ(θ)∥∥∥∥
2
< 1− c
log2(‖ϕ‖Lip + 2)
. (6)
Recall that mK denotes the Haar measure on K.
As we mentioned in the introduction, Conze and Guivarc’h [9] proved
the Ratio Limit Theorem under a certain assumption. This assumption
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is that K = SO(d), and θ(µ) satisfies (6) with 1 − c on the right
independently of ϕ. We add that Bourgain and Gamburd [5], [6] proved
(in the K = SU(d) case) that if µ satisfies some additional conditions
(e.g. the support of µ consists of matrices with algebraic entries) then
the stronger version of (6) needed by Conze and Guivarc’h holds.
If one improves the estimate in Theorem A, then our argument pre-
sented below provides better estimates in Proposition 7 and Theorem
3. In particular, if one can replace the right hand side of (6) with
1− c log−A(‖ϕ‖Lip + 2), then one can write 1− cmin{r2, log−A−1((1 +
r)‖ϕ‖Lip(K) + 2)} on the right hand side of (5) and O(e−cl1/(A+2))‖f‖W
instead of the second error term in (1). In fact, Theorem A is proved
with better bounds for most Lie groups; except for those which project
onto SO(3). For details, we refer to [24]. Moreover, for certain gener-
ators (e.g. when they are given with algebraic entries), the estimates
are available even with A = 0, as we discussed above.
The rest of the section is devoted to the proof of Proposition 7. A
simple observation shows that it is enough to prove it for symmetric
measures. Indeed, we have
‖Srϕ‖22 = 〈Srϕ, Srϕ〉 = 〈ϕ, S∗rSrϕ〉 ≤ ‖S∗rSrϕ‖2 (7)
and S∗rSr is the operator analogous to Sr corresponding to the sym-
metric measure µ˜ ∗ µ.
We check that the assumptions of Proposition 7 hold for µ˜∗µ if they
hold for µ. Since 1 ∈ supp (θ(µ˜ ∗ µ)), supp (θ(µ˜ ∗ µ)) ⊂ supp (θ((µ˜ ∗
µ)∗(2))), hence supp (θ((µ˜ ∗ µ)∗(2))) generates a dense subgroup of K,
so (SSR) holds for µ˜ ∗ µ. We haveˆ
|v(γ1 · γ2)|2dµ˜(γ1)µ(γ2) ≤
ˆ
|v(γ1) + v(γ2)|2dµ˜(γ1)µ(γ2)
≤ 2
ˆ
|v(γ1)|2 + |v(γ2)|2dµ˜(γ1)µ(γ2) ≤ ∞,
so µ˜∗µ has finite second moments, too. Let γ1 ∈ supp (µ˜) be arbitrary.
Then for any point x ∈ Rd, the set
{γ(x) : γ ∈ supp (µ˜ ∗ µ)} ⊃ {γ1(γ(x)) : γ ∈ supp (µ)}
cannot be contained in a proper affine subspace. Thus µ˜ ∗ µ is also
almost non-degenerate. For the rest of the section, we write µ for µ˜ ∗µ
and Sr for S
∗
rSr. In addition, this argument shows that we can assume
that Sr is non-negative.
By Lemma 4, we can change the origin in such a way that (C) holds
for µ. Denote by u the new origin in the old coordinate system. Then
RANDOM WALKS IN EUCLIDEAN SPACE 15
the isometry (v, θ) becomes (v − u + θu, θ) in the new coordinates.
Hence the operator Sr will be replaced by the operator
S ′rϕ(ξ) =
ˆ
e(r〈v(γ)− u+ θ(γ)u, ξ〉)ϕ(θ(γ)−1ξ)dµ(γ)
= e(r〈−u, ξ〉)Sr(e(r〈u, ξ〉)ϕ(ξ)).
By setting ϕ′(ξ) = e(r〈u, ξ〉)ϕ(ξ), we see that ‖Srϕ‖2 = ‖S ′rϕ′‖2. Note
that
‖e(r〈u, ξ〉)ϕ(ξ)‖Lip(K) ≤ C((r+1)‖ϕ‖∞+‖ϕ‖Lip(K)) ≤ C(r+1)‖ϕ‖Lip(K),
where C is a constant depending only on u. This shows that if Propo-
sition 7 holds for S ′r and ϕ
′, then it also holds for Sr and ϕ.
From now on, until the end of the section, we assume that µ is sym-
metric, almost non-degenerate, has finite second moments and satisfies
(C) and (SSR). Moreover, we assume that Sr is selfadjoint and non-
negative. By the above discussion, these assumptions are justified.
Until the end of the section, we fix r > 0 and a function ϕ ∈
Lip(Sd−1) and prove Proposition 7 for these. The strategy of the proof
is the following. We fix two integers
l1 = [C1(r
−2+log3(‖ϕ‖Lip(K)+2))], l2 = [C2(r−2+log3(‖ϕ‖Lip(K)+2))],
where C1, C2 are suitably chosen large constants depending on µ but
not on ϕ or r. We will show that the set of isometries that almost fix
ϕ in the ρr representation is of µ
∗(l) measure at most 9/10 for l = l1
or l = l2. This implies Proposition 7 by a standard argument. More
precisely, we prove the following lemma:
Lemma 8. Define the set
B(ε) := {γ ∈ Isom(Rd) : ‖ρr(γ)ϕ− ϕ‖2 < ε}.
If ε is sufficiently small depending on µ, and C1 is sufficiently large
depending on ε and µ, and C2 is sufficiently large depending on C1, ε
and µ, then
µ∗(li)(B(ε)) < 9/10 (8)
holds for i = 1 or i = 2.
We show how to deduce Proposition 7 from Lemma 8.
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Proof of Proposition 7. Let li be the one for which (8) holds and assume
that li is even for simplicity. Then we can write
‖Sli/2r (ϕ)‖22 = 〈Sli/2r (ϕ), Sli/2r (ϕ)〉 = 〈Slir (ϕ), ϕ〉
=
ˆ
〈ρr(γ)ϕ, ϕ〉dµ∗(li)(γ) ≤ 1
2
ˆ
〈ρr(γ)ϕ+ ρr(γ−1)ϕ, ϕ〉dµ∗(li)(γ)
≤ 1
2
ˆ
Isom(Rd)\B(ε)
〈ρr(γ)ϕ+ ρr(γ−1)ϕ, ϕ〉dµ∗(li)(γ) + µ∗(li)(B(ε))
≤ (1− ε2/2)/10 + 9/10.
To deduce the last inequality, we used the identity
〈ρr(γ)ϕ+ ρr(γ−1)ϕ, ϕ〉 = 2− ‖ρr(γ)ϕ− ϕ‖22.
We concluded that ‖Sli/2r (ϕ)‖2 ≤ e−c for some c > 0 depending on
µ. By selfadjointness of Sr we can deduce that ‖Sr(ϕ)‖2 ≤ e−2c/li . We
compare this with the definition of li, which finishes the proof. 
The rest of the section is devoted to the proof of Lemma 8. We begin
with a simple lemma which shows that the length of the translation part
of γ is proportional to
√
l with µ∗(l) probability at least 9/10.
Lemma 9. ˆ
|v(γ)|2dµ∗(l)(γ) = l ·
ˆ
|v(γ)|2dµ(γ).
Proof. For l = 1 the statement is obvious, for l larger the proof is by
induction:ˆ
|v(γ)|2dµ∗(l+1)(γ) =
¨
|v(γ1γ2)|2dµ(γ2)dµ∗(l)(γ1)
=
¨
|v(γ1) + θ(γ1)v(γ2)|2dµ(γ2)dµ∗(l)(γ1)
=
¨
|θ(γ−11 )v(γ1) + v(γ2)|2dµ(γ2)dµ∗(l)(γ1)
=
¨ (|v(γ1)|2 + |v(γ2)|2 + 2〈θ(γ−11 )v(γ1), v(γ2)〉) dµ(γ2)dµ∗(l)(γ1).
Integrating out γ2, the third term in the last line vanishes by (C). This
proves the lemma by induction. 
For the rest of the section, we assume to the contrary that (8) fails,
and we proceed by various Lemmata which show under the indirect hy-
pothesis that B(ε′) contains larger and larger families of isometries if ε′
becomes larger and larger (but still small). We will reach contradiction
when we show that we can find translations of length comparable to
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r−1 in many directions. The following simple property of the set B(ε)
will be used repeatedly:
Lemma 10. For any numbers ε1, ε2 we have B(ε1)B(ε2) ⊂ B(ε1 +ε2).
Proof. Let γ1 ∈ B(ε1) and γ2 ∈ B(ε2) be arbitrary. Then by the
triangle inequality, we have
‖ρr(γ1γ2)ϕ− ϕ‖2 ≤ ‖ρr(γ1γ2)ϕ− ρr(γ1)ϕ‖2 + ‖ρr(γ1)ϕ− ϕ‖2 (9)
Since ρr is a unitary representation, the first term on the right is equal
to ‖ρr(γ2)ϕ−ϕ‖2 ≤ ε2. Thus (9) ≤ ε1+ε2, which proves the lemma. 
In the first lemma, we conclude that B(4ε) contains isometries with
an arbitrary prescribed rotation part and translation part proportional
to
√
l.
Lemma 11. Suppose that (8) fails for i = 1 and some ε > 0. Suppose
further that C1 is sufficiently large depending on µ and ε. Then there
exist a constant C which depends only on µ such that the following
holds: There is a set X ⊂ B(4ε) such that
θ(X) = K and |v(γ)| < C
√
l1 for γ ∈ X.
Proof. We deduce the lemma from Theorem A. Let B be the ε‖ϕ‖−1Lip(K)
neighborhood of the identity in K◦. It follows from the definitions that
‖ρr(θ)ϕ− ϕ‖∞ ≤ ε, for every θ ∈ B. Thus we have B ⊂ B(ε).
Take an approximate identity ψ on K, which has the following prop-
erties:
supp (ψ) ⊂ B,
ˆ
ψdmK = 1 and ‖ψ‖Lip ≤ C‖ϕ‖1+dimKLip(K) .
Note that these imply that ‖ψ‖2 ≤ C‖ϕ‖(dimK)/2Lip(K) . These constants
again depend only on K and ε. Now we apply Theorem A successively
l1 times starting with the function (1− ψ)/‖1− ψ‖2, and get∥∥∥∥1− ˆ ψ(θ−1σ)dθ(µ)∗(l1)(θ)∥∥∥∥
2
≤ 1
10
provided C1 is sufficiently large depending only on µ and ε. Recall
that l1 > C1 log
3(‖ϕ‖Lip(K) + 2). We note that taking the average of
translates of ψ may only decrease the Lipschitz norm.
Now let Y ⊂ B(ε) be such that µ∗(l1)(Y ) > 8/10, and
|v(γ)| < C
√
l1/2 for γ ∈ Y.
For a sufficiently large C depending on (the second moment of) µ, this
is possible due to the assumption that (8) fails and Lemma 9. Denote
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by ν the measure we obtain from θ(µ∗(l1)) if we restrict it to the set Y ,
and normalize it to get a probability measure. Then we have∥∥∥∥ˆ ψ(θ−1σ)dν(θ)∥∥∥∥
2
≤ (1 + 1
10
) · 10
8
<
√
2.
Thus
mK(θ(Y )B)) ≥ mK
(
supp
(ˆ
ψ(θ−1σ)dν(θ)
))
>
1
2
,
which proves the lemma with the choice X = Y BY B. 
Lemma 12. There are constants c, C > 0 which depend only on µ such
that, we have
µ∗(l)(γ : |〈v(γ), u0〉| > c
√
l and |v(γ)| < C
√
l) > 1/2,
for any sufficiently large (depending only on µ) integer l, and any u0 ∈
Sd−1.
Proof. The lemma is an easy consequence of the Central Limit Theo-
rem, i.e. Theorem 1. 
We could, off course, replace 1/2 in the lemma with any number less
than 1. Now we can show that under our standing assumption that (8)
fails, B(5ε) contains a nontrivial translation.
Lemma 13. Suppose that (8) fails with some 1/2 > ε > 0 for both
i = 1 and i = 2. Suppose further that C1 is sufficiently large so that
Lemma 11 holds and C2 is sufficiently large depending on µ and C1.
Then there are constants c, C > 0 depending only on µ such that for
any u0 ∈ Sd−1, there is an element γ1 ∈ B(5ε) with the following
properties:
|v(γ1)| < C
√
l2, 〈v(γ1), u0〉 > c
√
l2 and θ(γ1) = 1.
Proof. Denote by c0 and C0 the constants from Lemma 12. Using that
lemma with l = l2 and the failure of (8) for i = 2, we find an element
γ2 ∈ B(ε) such that
|〈v(γ2), u0〉| > c0
√
l2 and |v(γ2)| < C0
√
l2.
On the other hand, applying to Lemma 11, we can find γ3 ∈ B(4ε)
that satisfies:
θ(γ3) = θ(γ2)
−1 and |v(γ3)| < C ′0
√
l1,
where C ′0 is the constant C from that lemma.
We demand that l2/l1 = C2/C1 is so large that
c0
√
l2 > 2C
′
0
√
l1.
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Then it is an easy calculation to verify that γ1 = γ2γ3 has the claimed
properties.

Recall the definition of l2, in particular that it implies
√
l2 >
√
C2r
−1.
The next Lemma shows that we can find a translation γ′1 with proper-
ties similar to that of γ1 in the previous lemma, but which is shorter.
Lemma 14. Under the same hypothesis as in Lemma 13, there is a
constant c > 0 which depend only on µ, and there is an element γ′1 ∈
B(26ε) with the following properties:
|v(γ′1)| < r−1/2, 〈v(γ′1), u0〉 > cr−1 and θ(γ′1) = 1.
Proof. Let γ1 ∈ B(5ε) be an isometry with the properties stated in
Lemma 13, and write v = v(γ1). For simplicity we assume that
〈v, u0〉 > 0; the other case is similar. By the assumption (SSR), we
have ˆ
〈θv, u0〉dmK◦(θ) = 0.
Thus, there is θ1 ∈ K◦, such that 〈θ1v, u0〉 ≤ 0.
There is a curve Θ : [0, 1]→ K◦ such that Θ(0) = 1 and Θ(1) = θ1,
and the length of the curve [0, 1] → Θ(t)v is less than C|v|, where C
depends only on the embedding of K◦ to O(d), hence on µ. Then there
is a sequence of rotations
σ0 = 1, σ1, σ2, . . . , σN = θ1 ∈ K◦
with N ≤ 2Cr|v|+ 1 such that for any 1 ≤ i ≤ N
|σiv − σi−1v| < r−1/2.
By the triangle inequality, there is an index 1 ≤ i ≤ N , such that
〈σi−1v − σiv, u0〉 ≥ 〈v, u0〉/N ≥ cr−1
with a suitably small constant c > 0. (c depends on C and the constants
appearing in the previous lemma.)
Now let gi ∈ B(4ε) be such that θ(gi) = σi; such elements can
be found by virtue of Lemma 11. The proof is finished by an easy
verification of the stated properties for the element
γ′1 := gi−1γ1g
−1
i−1giγ
−1
1 g
−1
i .

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Proof of Lemma 8. We assume to the contrary that (8) fails for both
i = 1 and i = 2. Let c > 0 be the constant from Lemma 14. Clearly,
there is a point u0 ∈ Sd−1, such thatˆ
|ξ−u0|<c/2
|ϕ|2dξ > c′, (10)
with a constant c′ > 0 that depends only on c and d.
By Lemma 14, there is an element γ′1 ∈ B(26ε) such that θ(γ′1) = 1
and v′ := v(γ′1) satisfies |v′| < r−1/2, and |〈v′, u0〉| > cr−1. This leads
to the inequality
‖ϕ− ρr(γ′1)ϕ‖2 =
ˆ
Sd−1
|(1− e(r〈ξ, v′〉)ϕ(ξ)|2dξ < (26ε)2.
If |ξ − u0| < c/2, then c/2 < |r〈ξ, v′〉| < 1/2. This and (10) gives
|1− e(c/2)|2c′ < (26ε)2,
which is a contradiction if we choose ε to be sufficiently small. Since
c and c′ depends only on µ, it follows that ε depends only on µ. We
chose C1 depending on µ and ε in Lemma 11 and C2 depending on C1
and µ in Lemma 13. Thus all this parameters depend only on µ. 
5. Estimates for low frequencies
We recall some of our notation: µ is a fixed probability measure on
Isom(Rd), K is the closure of the rotation group generated by supp θ(µ˜∗
µ), and we assume that supp θ(µ) ⊂ θ0K, where θ0 ∈ O(d) is a rotation
which normalizes K.
Fix a point x0 ∈ Rd, the starting point of the random walk, and fix
a real number r ≥ 0. Define
ψ0(ξ) = e(r〈x0, ξ〉) = Resr(δ̂x0)(ξ)
for ξ ∈ Sd−1, which is the Fourier transform of the measure δx0 re-
stricted to the sphere of radius r. Our objective in this section is to
estimate Slrψ0 = Resr(ν̂l). The estimate will be useful in the range
r < l−1/2 log l, i.e. when the frequency is sufficiently small.
The next proposition shows that Slrψ0 is approximated by the Fourier
transform of a Gaussian distribution with covariance matrix ∆ which
depends on µ.
Proposition 15. Assume that µ is almost non-degenerate, has finite
moments of order α for some α ≥ 2 and satisfies (C). There is a
constant C and a symmetric positive definite quadratic form ∆(ξ, ξ)
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on Rd invariant under the action of K and θ0, such that the following
holds
‖Slrψ0 − e−r
2l∆‖2 < C(rmin{1,α−2} + |x0|2r2). (11)
Moreover, if µ is symmetric or satisfies (E), then we have the better
bound:
‖Slrψ0 − e−r
2l∆‖2 < C(rmin{2,α−2} + |x0|2r2). (12)
C and ∆ depend only on µ. When α = 2, we can replace the right hand
sides of (11) and (12) by o(1) + C(|x0|2r2) as r → 0.
The role of the last sentence is simply that we can conclude the
Central Limit Theorem even in the case α = 2.
The rest of this section is devoted to the proof of this proposition.
We will give a slight improvement in Section 5.4 for the range r > l−1/2.
However, this improvement requires the assumption (SSR) and it is
based on the results of Section 4.
Throughout this section we make the following assumptions. We
assume that r is small, i.e. r < cmin{1, |x0|−1}, where c is a suitable
small constant. For r larger, the statement of the proposition is vacu-
ous. We assume that µ is almost non-degenerate, has finite moments
of order α ≥ 2 and satisfies (C). In addition, at certain parts we as-
sume that µ is symmetric or satisfies (E), but we always mention these
explicitly.
The argument is based on Tutubalin’s paper [23]. The most signifi-
cant difference is that we consider the following, more general, decom-
position of the space H := L2(Sd−1). This is due to the fact that we
do not assume K = SO(d).
Let H0 be the subspace of functions ϕ ∈ H, which are fixed by the
action of K, i.e. ϕ(θξ) = ϕ(ξ) for every θ ∈ K. For later reference
we note that if ϕ ∈ H, then the orthogonal projection of ϕ to H0 is
obtained by the formula: ˆ
ϕ(θξ)dmK(θ). (13)
Denote by Pk ⊂ H the space of functions, which are restrictions
of degree k polynomials to Sd−1. We define the spaces Hk, k ≥ 1
recursively. OnceHk is defined, letHk+1 be the orthogonal complement
of Hk in the space
span {ψϕ : ψ ∈ Pk+1, ϕ ∈ H0},
where span {·} denotes the smallest closed subspace that contains the
functions inside the brackets. Since Pk ⊂ H0⊕. . .⊕Hk, we have indeed
H = H0 ⊕H1 ⊕ . . . .
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Denote by H∞ = H4 ⊕ H5 ⊕ . . .. Finally, let Pi : H → Hi be the
orthogonal projection operator for each i ∈ {0, 1, . . . ,∞}.
In the special case K = SO(d), Hk is the familiar space of spherical
harmonics of degree k, which was considered in Tutubalin’s paper.
Taking r = 0, it is easy to see that the above subspaces are invariant
for S0. Below, we will show that they are “almost invariant” for small
r; more precisely, we will bound the norm of PiSrPj by a polynomial
of r, for i 6= j. Additionally, we will see that the norm of PiSrPi for all
1 ≤ i <∞ is strictly less than 1. However, the dependence on i would
require a more careful analysis. Fortunately, we do not need to do this
here, since as we will see, the contribution of the spaces Hi, i ≥ 4 is
negligible compared to other error terms, (this is why we introduced
the notation for the space H∞). These estimates, which are simply
based on Taylor expansion, will be given in Section 5.1.
To simplify notation, we write ψl = (P0SrP0)
lψ0 for l ≥ 1. We will
use the almost invariance of Sr mentioned in the previous paragraph
to show that ψl is a good approximation to S
l
rψ0. This is done in two
steps. We set P = P0 + P1 + P2 + P3, and consider another sequence,
defined by ψ′l = (PSrP )
lψ0 for l ≥ 0. The next two Lemmata that
will be proved in Section 5.2 claims that ψ′l approximates S
l
rψ0 and ψl
approximates ψ′l.
Lemma 16. There is a constant C > 0 such that the following holds:
‖ψ′l − Slrψ0‖2 ≤ C(rmin{α−2,2} + (|x0|r)4).
When α = 2, we can replace the right hand side by o(1) +C(|x0|r)4 as
r → 0.
Lemma 17. There are constants C, c > 0 depending only on µ such
that the following holds for l ≥ C log(r−1|x0|+ 2):
‖ψl − ψ′l‖2 ≤ Ce−cr
2lr.
If µ is symmetric, then
‖ψl − ψ′l‖2 ≤ Ce−cr
2lr2.
If µ satisfies (E), (but not necessarily symmetric), then
‖ψl − ψ′l‖2 ≤ Ce−cr
2l(rmin{α−1,2} + |x0|r2).
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In light of these Lemmata, it remains to understand the operator
P0SrP0. This is essentially a multiplication operator as the next for-
mula shows. For ϕ ∈ H0:
P0SrP0ϕ(ξ) =
¨
e(r〈σξ, v(γ)〉)ϕ(θ(γ)−1σξ)dµ(γ)dmK(σ)
= F (ξ)ϕ(θ−10 ξ), (14)
where
F (ξ) =
¨
e(r〈σξ, v(γ)〉)dµ(γ)dmK(σ). (15)
Recall that supp θ(µ) ⊂ θ0K, and θ0 normalizes K.
Based on this formula and the Taylor expansion of the function F ,
we will prove the following lemma in Section 5.3.
Lemma 18. There are constants C, c > 0 and a quadratic form ∆ on
Rd depending only on µ such that
‖ψl − e−lr2∆‖2 < Ce−clr2(rmin{1,α−2} + |x0|2r2).
∆ is invariant under K and θ0. When α = 2, we can replace the right
hand side by o(1) + C(|x0|2r2) as r → 0.
If µ is symmetric or satisfies (E), then we have the better estimate
‖ψl − e−lr2∆‖2 < Ce−clr2(rmin{2,α−2} + |x0|2r2).
Proposition 15 immediately follows from Lemmata 16–18.
5.1. Taylor expansion and approximate invariance. We give some
estimates for the norm of the operators PiSrPj in this section. These
will be deduced from the following lemma, which is based on the Taylor
series expansion of the function e(r〈ξ, v(γ)〉) which is the multiplier in
the representation ρr.
Lemma 19. There is an absolute constant C > 0 such that for any
ϕ ∈ H with ‖ϕ‖2 = 1 and γ ∈ Isom(Rd) with θ(γ) ∈ θ0K we have
‖Piρr(γ)Piϕ− ρ0(γ)Piϕ‖2 < Cr|v(γ)|, (16)
‖Pjρr(γ)Piϕ‖2 < min{1, C(r|v(γ)|)|i−j|}. (17)
Proof. For the proof, we can assume that ϕ ∈ Hi that is Piϕ = ϕ. By
Taylor’s theorem,
ρr(γ)ϕ(ξ) = e(r〈ξ, v(γ)〉)ϕ(θ(γ)−1ξ)
=
[
M−1∑
m=0
Cmr
m〈ξ, v(γ)〉m +O(rM |v(γ)|M)
]
ϕ(θ(γ)−1ξ),
(18)
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where C0 = 1, and Cm and the implied constant are absolute.
To deduce (16), take M = 1 in (18), apply Pi to both sides and
subtract
ρ0(γ)ϕ(ξ) = ϕ(θ(γ)
−1ξ) = Pi(ϕ(θ(γ)−1ξ)).
To deduce (17) when j > i, take M = j − i. Write
q(ξ) =
j−i−1∑
m=0
Cmr
m〈ξ, v(γ)〉m ∈ Pj−i−1.
Since ϕ ∈ Hi, we have
ϕ = p1ψ1 + . . .+ pkψk
with some p1, . . . , pk ∈ Pi and ψ1, . . . , ψk ∈ H0. Then
j−i−1∑
m=0
Cmr
m〈ξ, v(γ)〉mϕ(θ(γ)−1ξ)
= q(ξ)[p1(θ(γ)
−1ξ)ψ1(θ−10 ξ) + . . .+ pk(θ(γ)
−1ξ)ψk(θ−10 ξ)],
where q(ξ)pn(θ(γ)
−1ξ) ∈ Pj−1 for any 1 ≤ n ≤ k. Thus after applying
Pj, these terms vanish in (18). Then we get
Pjρr(γ)ϕ = O(r
j−i|v(γ)|j−i)ϕ(θ(γ)−1ξ),
which proves (17) when j > i.
Let now j < i, and let ψ ∈ Hj with ‖ψ‖2 = 1 be such that
‖Pjρr(γ)ϕ‖2 = 〈ρr(γ)ϕ, ψ〉 = 〈ϕ, ρr(γ−1)ψ〉 ≤ ‖Piρr(γ−1)ψ‖2.
Then the claim follows from (17) applied for ψ and γ−1 and the role of
i and j reversed. 
Lemma 20. There are constants c < 1 and C depending only on µ
such that the following hold
‖PiSrPi‖ ≤ c for r < c and 1 ≤ i ≤ 3,
‖PiSrPj‖ ≤ Crmin{|i−j|,α}.
When |i− j| > α, we can replace the second estimate by o(rmin{|i−j|,α}).
Proof. To prove the first inequality, we integrate (16) with respect to
dµ(γ):
‖PiSrPiϕ− S0Piϕ‖2 =
∥∥∥∥ˆ Piρr(γ)Piϕ− ρ0(γ)Piϕdµ(γ)∥∥∥∥
2
< Cr
ˆ
|v(γ)|dµ(γ). (19)
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This inequality shows that it is enough to estimate the norm of S0
on H1⊕H2⊕H3. Denote by P ′ the orthogonal complement of H0∩P3
in P3. For each ϕ ∈ P ′, ‖S∗0S0ϕ‖2 < ‖ϕ‖2, because otherwise ϕ would
be invariant under K, i.e. we would have ϕ ∈ H0. Since P ′ is finite
dimensional, there is a constant c < 1 such that ‖S∗0S0ϕ‖2 < c‖ϕ‖2 for
ϕ ∈ P ′.
Let ϕ1, . . . , ϕk be an orthonormal basis of P ′ consisting of eigenfunc-
tions of S∗0S0. Observe that the spaces ϕi · H0 are eigenspaces of S∗0S0
with the same eigenvalues as ϕi. Note that any ϕ ∈ H1 ⊕H2 ⊕H3 is
of the form p1ψ1 + . . . + pkψk with pi ∈ P ′ and ψi ∈ H0. Hence the
eigenspaces ϕi · H0 span H1 ⊕H2 ⊕H3. Then we are able to conclude
that
‖PiS0Pi‖2 ≤ ‖PiS∗0S0Pi‖ < c
for i = 1, 2, 3. This combined with (19) proves the first claim provided
r is sufficiently small.
For the second claim, we integrate (17):
‖PjSrPi‖ <
ˆ
min{1, C(r|v(γ)|)|i−j|}dµ(γ).
If |i− j| ≤ α, we can simply write
‖PjSrPi‖ < Cr|i−j|
ˆ
|v(γ)||i−j|dµ(γ),
and the claim follows from the moment condition on µ. If |i− j| > α,
we write
‖PjSrPi‖ < Crα
ˆ
|v(γ)|α min{(r|v(γ)|)−α, (r|v(γ)|)|i−j|−α}dµ(γ).
Observe that
min{(r|v(γ)|)−α, (r|v(γ)|)|i−j|−α} ≤ 1
and that it tends to 0 for all γ as r → 0. Now the claim follows by the
dominated convergence theorem. 
The bound on P1SrP0 in Lemma 20 is not optimal. Indeed, it is easy
to see that the linear terms in the Taylor expansions cancel thanks to
condition (C).
Lemma 21. There is a constant C such that
‖P1SrP0‖ ≤ Cr2.
If µ also satisfies (E), then we get the better bound
‖P1SrP0‖ ≤ Crmin{3,α}.
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Proof. Take ϕ ∈ H0, and as in the proof of Lemma 19, write the Taylor
expansion:
ρr(γ)ϕ(ξ) =
[
1 + C1r〈ξ, v(γ)〉+ C2r2〈ξ, v(γ)〉2 +O(r3|v(γ)|3)
]
ϕ(θ−10 ξ).
Similarly to the proof of Lemma 20, we integrate this inequality. To
get the first claim, we only need to note thatˆ
〈ξ, v(γ)〉dµ(γ) =
〈
ξ,
ˆ
v(γ)dµ(γ)
〉
= 0
because of the assumption (C).
Assumption (E) implies thatH0 consists of even functions, and hence
H1 contains only odd ones. Sinceˆ
〈ξ, v(γ)〉2dµ(γ) · ϕ(θ−10 ξ)
is an even function of ξ, it is in the kernel of P1. This establishes the
second claim. 
We also need a norm estimate for P0SrP0. As we remarked in (14),
this operator is essentially a multiplication operator by the function F
defined in (15). Hence what we need to understand is the behavior of
F near the origin.
Lemma 22. There is a constant C such that
|F (ξ)− (1− r2∆(ξ, ξ))| < Crmin{3,α},
where ∆(ξ, ξ) is a positive definite quadratic form depending on µ. If
α < 3, then the above bound can be improved to o(rα). Furthermore, if
µ is symmetric or satisfies (E), then we have the improved bound:
|F (ξ)− (1− r2∆(ξ, ξ))| < Crmin{4,α}.
As an immediate corollary, we get that ‖P0SrP0‖ < 1− cr2 for some
constant c > 0.
Proof. We expand (15), the definition of F , in Taylor series the same
way as we did in the previous lemmata:
F (ξ) =
¨
1 + C1r〈σξ, v(γ)〉 − C2r2〈σξ, v(γ)〉2
+ C3r
3〈σξ, v(γ)〉3dmK(σ)dµ(γ) +O(rmin{α,4}), (20)
where C1, C2, C3 are absolute constants, C2 > 0, and the implied con-
stant is depends only on µ.
First we note that as in the proof of Lemma 21, (C) implies thatˆ
〈σξ, v(γ)〉dµ(γ) = 0
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for all σ and ξ. Hence the linear term vanishes in the Taylor expansion
(20).
Second, the quadratic term in (20):
∆(ξ, ξ) :=
¨
C2r
2〈σξ, v(γ)〉2dmK(σ)dµ(γ)
is clearly a K invariant positive semi-definite quadratic form. We only
need to show that it is strictly positive definite. Denote by V the
maximal subspace of Rd on which ∆(ξ, ξ) vanishes. By the definition
of ∆, all v(γ) is orthogonal to V , which would contradict almost non-
degeneracy if V 6= {0}.
If α ≥ 3 and (E) is satisfied, then for all ξ, there is σξ ∈ K such that
σξξ = −ξ. Then
2
ˆ
〈σξ, v(γ)〉3dmK(σ) =
ˆ
〈σξ, v(γ)〉3 + 〈σσξξ, v(γ)〉3dmK(σ) = 0,
hence the cubic term in (20) vanishes.
Finally, if µ is symmetric and α ≥ 3, then we also have
2
¨
〈σξ, v(γ)〉3dmK(σ)dµ(γ)
=
¨
〈ξ, σv(γ)〉3 + 〈ξ, σθ(γ)v(γ−1)〉3dmK(σ)dµ(γ) = 0.
The first equality follows since µ is symmetric and mK is invariant
under multiplication by θ(γ) from the left. The second one follows
from θ(γ)v(γ−1) = −v(γ). The claim now follows from (20). 
5.2. Approximating Sr by P0SrP0. The purpose of this section is to
prove Lemmata 16 and 17. For both of them, we need the next lemma
that provides some estimates for the projections of ψ′l to the spaces Hi.
Lemma 23. There are constants c and C, such that the following hold:
‖P1ψ′l‖2 ≤ C(r2 + e−cl|x0|r) and (21)
‖Piψ′l‖2 ≤ C(rmin{i,α} + e−cl|x0|iri) (22)
for i ∈ {2, 3} and l ≥ 0.
For l ≥ C log(r−1|x0|+ 2), we have
‖P0ψ′l‖2 ≤ Ce−cr
2l (23)
‖P1ψ′l‖2 ≤ Cr2e−cr
2l and (24)
‖Piψ′l‖2 ≤ Crmin{i,α}e−cr
2l (25)
for i ∈ {2, 3}.
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Moreover, if µ satisfies (E), then we can replace r2 by rmin{3,α} in
(21) and (24).
The following proof is very technical, although the idea behind it
is very simple. The argument is based on induction on l, the norm
estimates of the previous section and triangle inequality.
We first give a brief sketch, which explains why the induction works.
For simplicity, take x0 = 0 and suppose that the lemma holds for some
log(r−1|x0|+ 2) < l < r−2. (For simplicity, we consider only this range
in this informal discussion.) We can write
Piψ
′
l+1 =
3∑
j=0
PiSrPjψ
′
l.
We use the induction hypothesis and the lemmata of the previous sec-
tion to bound the terms.
What we need for the argument to work are essentially the inequal-
ities
(1− ‖PiSrPi‖)Xi >
∑
j 6=i
‖PiSrPj‖‖Pjψ′l‖2, (26)
where Xi is the bound for ‖Piψ′l‖2 claimed in (23)–(25). Notice that
if we plug in our estimates that we obtained in the previous section,
then all terms on the right hand side is of the same or smaller order of
magnitude than the left hand side for any i and j. For example take
i = 2: Then (1− ‖P2SrPi‖)Xi ≥ Cr2 by Lemma 20. For the terms on
the right, we have ‖P2SrPj‖‖Pjψ′l‖2 ≤ Cr|2−j|Xj by Lemma 20 again.
We see that ‖P2SrP0‖‖P0ψ′l‖2 ≤ Cr2 and all the other terms are of
lower order.
In the following diagram we draw a directed edge from vertex j to i,
if the corresponding term on the right of (26) is of the same order as
the left hand side.
(The dotted edge is present when (E) is assumed.) Since it does not
have a directed cycle, we can set the constants in (23)–(25) following
the edges of the diagram such that the induction will work.
Proof of Lemma 23. We do not give a separate proof for the last state-
ment, but it will be clear that using the improved estimates in Lemma
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21 available under (E), we get the better error terms. Let β0 and B0 be
constants whose existence is guaranteed by Lemmata 20–22 such that
‖P0SrP0‖ ≤ e−β0r2 , (27)
‖PiSrPi‖ ≤ e−β0 for i ∈ {1, 2, 3} (28)
‖PiSrPj‖ ≤ B0rmin{α,|i−j|} and (29)
‖P1SrP0‖ ≤ B0r2. (30)
The proof is by induction, and we begin with (21) and (22). We
suppose that |x0| ≥ 1. In the opposite case the argument is identical;
we only need to replace |x0|2 and |x0|3 everywhere by |x0|. We show
that
‖P1ψ′l‖2 ≤ C1(r2 + e−β0l/2|x0|r) and
‖Piψ′l‖2 ≤ Ci(rmin{i,α} + e−β0l/2|x0|iri)
for i ∈ {2, 3} and l ≥ 0, where Ci > 1 are suitable constants to be
specified later. For l = 0, the claim is verified easily by the Taylor
expansion of ψ0.
Suppose that the claim holds for l, and we prove it for l + 1. To
estimate
‖Piψ′l+1‖2 ≤
3∑
j=0
‖PiSrPj‖ · ‖Pjψ′l‖, (31)
we use the induction hypothesis for ‖Pjψ′l‖2 and the norm estimates
(27)–(30). We write for i = 1:
‖P1ψ′l+1‖2 ≤ B0r2 + e−β0C1(r2 + e−β0l/2|x0|r)
+B0rC2(r
2 + e−β0l/2|x0|2r2) +B0r2C3(rmin{3,α} + e−β0l/2|x0|3r3)
≤ ([B0(1 + rC2 + r2C3) + e−β0C1]eβ0/2) · (r2 + e−β0(l+1)/2|x0|r),
To obtain the last line, we use inequalities of type
(r2 + e−β0l/2|x0|jrj) ≤ eβ0/2(r2 + e−β0(l+1)/2|x0|jrj)
and also r|x0| < 1 that we can suppose without loss of generality as we
mentioned it at the beginning of Section 5. For i = 2:
‖P2ψ′l+1‖2 ≤ B0r2 +B0rC1(r2 + e−β0l/2|x0|r)
+ e−β0C2(r2 + e−β0l/2|x0|2r2) +B0rC3(rmin{3,α} + e−β0l/2|x0|3r3)
≤ ([B0(1 + C1 + rC3) + e−β0C2]eβ0/2) · (r2 + e−β0(l+1)/2|x0|2r2),
We derive the last line the same way as before, but we also use the
inequality |x0| ≥ 1. For i = 3:
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‖P3ψ′l+1‖2 ≤ B0rmin{3,α} +B0r2C1(r2 + e−β0l/2|x0|r)
+B0rC2(r
2 + e−β0l/2|x0|2r2) + e−β0/2C3(rmin{3,α} + e−β0l/2|x0|3r3)
≤ ([B0(1 + C1 + C2) + e−β0C3]eβ0/2) · (rmin{3,α} + e−β0(l+1)/2|x0|3r3).
Now the claim is satisfied, if we take
C1 = 2e
β0/2B0/(1− e−β0/2)
C2 = 2e
β0/2B0(1 + C1)/(1− e−β0/2)
C3 = e
β0/2B0(1 + C1 + C2)/(1− e−β0/2)
and r is so small that rC2 + r
2C3 < 1 and rC3 < 1.
The proof of (23)–(25) is very similar. We begin by choosing l0 such
that e−β0l0/2|x0|r < r2, but l0 < 2β−10 log(|x0|/r) + 1. We show by
induction that for l ≥ l0 the following holds:
‖P0ψ′l‖2 ≤ C ′0e−β0r
2l/2,
‖P1ψ′l‖2 ≤ C ′1r2e−β0r
2l/2 and
‖Piψ′l‖2 ≤ C ′irmin{i,α}e−β0r
2l/2
for i ∈ {2, 3} and l ≥ 0, where C ′0 = eβ0r2l0/2 and for i > 0, C ′i ≥
Cie
β0r2l0/2 are suitable constants to be specified later. We note that
β0l0/2 ≤ log(|x0|/r) + 1 ≤ log(r−2) + 1 < r−2
since |x0|r < 1. Hence eβ0r2l0/2 < e, so the above bounds on the
constants C ′i are independent of x0 and r.
From the first part of the proof it follows that the claim holds for
l = l0. Now we suppose that it holds for a particular l ≥ l0 and prove
it for l+ 1. As above, we use (31) along with the induction hypothesis
and (27)–(30). We get:
‖P0ψ′l+1‖2 ≤ e−β0r
2
C ′0e
−β0r2l/2 +B0rC ′1r
2e−β0r
2l/2
+B0r
2C ′2r
2e−β0r
2l/2 +B0r
min{3,α}C ′3r
min{3,α}e−β0r
2l/2
≤
(
[C ′0e
−β0r2 +B0(r3C ′1 + r
4C ′2 + r
min{6,2α}C ′3)]e
β0r2/2
)
· e−β0r2(l+1)/2,
‖P1ψ′l+1‖2 ≤ B0r2C ′0e−β0r
2l/2 + e−β0C ′1r
2e−β0r
2l/2
+B0rC
′
2r
2e−β0r
2l/2 +B0r
2C ′3r
min{3,α}e−β0r
2l/2
≤
(
[e−β0C ′1 +B0(C
′
0 + rC
′
2 + r
min{3,α}C ′3)]e
β0r2/2
)
· r2e−β0r2(l+1)/2,
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‖P2ψ′l+1‖2 ≤ B0r2C ′0e−β0r
2l/2 +B0rC
′
1r
2e−β0r
2l/2
+ e−β0C ′2r
2e−β0r
2l/2 +B0rC
′
3r
min{3,α}e−β0r
2l/2
≤
(
[e−β0C ′2 +B0(C
′
0 + rC
′
1 + r
min{2,α−1}C ′3)]e
β0r2/2
)
· r2e−β0r2(l+1)/2,
‖P3ψ′l+1‖2 ≤ B0rmin{3,α}C ′0e−β0r
2l/2 +B0r
2C ′1r
2e−β0r
2l/2
+B0rC
′
2r
2e−β0r
2l/2 + e−β0C ′3r
min{3,α}e−β0r
2l/2
≤
(
[e−β0C ′3 +B0(C
′
0 + rC
′
1 + C
′
2)]e
β0r2/2
)
· rmin{3,α}e−β0r2(l+1)/2.
Now choose the constants in such a way that
C ′1 ≥
2C ′0B0e
β0r2/2
(1− e−β0+β0r2/2) , C
′
2 ≥
2C ′0B0e
β0r2/2
(1− e−β0+β0r2/2) , C
′
3 ≥
2B0(C
′
0 + C
′
2)e
β0r2/2
(1− e−β0+β0r2/2)
and observe that the claim holds for l + 1 if r is sufficiently small. 
Proof of Lemma 16. By the triangle inequality, we have
‖ψ′l − Slrψ0‖2 ≤
l−1∑
k=0
‖Sl−k−1r (Sr − PSrP )(PSrP )kψ′0‖2
≤
l−1∑
k=0
‖(Sr − PSrP )ψ′k‖2
To estimate the terms, we write:
‖(Sr − PSrP )ψ′k‖2 =
∥∥∥∥∥SrP∞ψ′k +
3∑
j=0
(SrPj − PSrPj)Pjψ′k
∥∥∥∥∥
2
≤ ‖P∞ψ′k‖2 +
3∑
j=0
‖P∞SrPj‖ · ‖Pjψ′k‖2. (32)
Recall that P∞ is the projection to the complement of H0 ⊕ . . .⊕H3.
Note that P∞ψ′k = 0 for k ≥ 1, since ψ′k ∈ H0 ⊕ . . .⊕H3.
We use Lemmata 23 and 20. For 1 ≤ k ≤ C log(r−1|x0|+2), we have
‖(Sr − PSrP )ψ′k‖2 < C(rmin{4,α} + |x0|3r4e−ck), (33)
while for k = 0, we have to add ‖P∞ψ′k‖2 ≤ C|x0|4r4 to the above
estimate. For k ≥ C log(r−1|x0|+ 2), we have
‖(Sr − PSrP )ψ′k‖2 < Crmin{4,α}e−cr
2k. (34)
Summing for k, we get the statement of the lemma.
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When α = 2, the constants in Lemma 20 are arbitrarily small as
r → 0. If we plug these in (32) we see that the constants in (33) and
(34) are also arbitrarily small. 
Proof of Lemma 17. By the triangle inequality:
‖ψl − ψ′l‖2 = ‖(P0SrP0)lψ0 − (PSrP )lψ0‖2
≤
l−1∑
k=0
‖(P0SrP0)l−k−1(P0SrP0 − PSrP )(PSrP )kψ0‖2
≤
l−2∑
k=0
‖P0SrP0‖l−k−1 · ‖(P0SrP0 − P0SrP )ψ′k‖2
+ ‖(P0SrP0 − PSrP )ψ′l−1‖2.
As in the previous proof, we write
‖(P0SrP0 − P0SrP )ψ′k‖2 ≤
3∑
j=1
‖P0SrPj‖ · ‖Pjψ′k‖2.
Again, we use Lemmata 23, 20, 21 and the estimate ‖P0SrP0‖ ≤ 1−cr2,
which follows from Lemma 22. For k ≤ log(r−1|x0|+ 2) we can write
‖P0SrP0‖l−k−1 · ‖(P0SrP0 − P0SrP )ψ′k‖2 ≤ Ce−cr
2l(|x0|r2e−ck + r3)
While for k ≥ log(r−1|x0|+ 2) we get
‖P0SrP0‖l−k−1 · ‖(P0SrP0 − P0SrP )ψ′k‖2 ≤ Cr3e−cr
2(l−1)
and
‖(P0SrP0 − PSrP )ψ′l−1‖2 ≤ ‖(P0SrP0 − P0SrP )ψ′l−1‖2
+ ‖(P0SrP − PSrP )ψ′l−1‖2 ≤ Cr3e−cr
2(l−1) + Cr2e−cr
2(l−1).
Summing up for k, we get the first statement of the lemma.
If µ is symmetric then Sr is selfadjoint, hence
‖P0SrP1‖ = ‖P1SrP0‖ ≤ Cr2.
Using this instead of Lemma 20, we get
‖P0SrP0‖l−k−1 · ‖(P0SrP0 − P0SrP )ψ′k‖2 ≤ Cr4e−cr
2(l−1),
and the better estimate follows after summation.
If µ satisfies (E) instead, then the better estimate in Lemma 23 gives
‖P0SrP0‖l−k−1 · ‖(P0SrP0 − P0SrP )ψ′k‖2 ≤ Crmin{4,α+1}e−cr
2(l−1).

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5.3. Proof of Lemma 18. Again, we only show the first inequality
in the lemma, the second follows along the same lines by applying the
improved estimate in Lemma 22.
Using the Taylor series expansion of ψ0 together with (C) and finite
second moments, we see that
ψ0(ξ) = 1 +O(|x0|2r2), (35)
where the implied constant only depends on µ. Furthermore, we have
by (14) that
ψl(ξ) =
[
l−1∏
j=0
F (θ−j0 ξ)
]
ψ0(θ
−l
0 ξ), (36)
where F is given by (15).
Let ∆ be the quadratic form appearing in Lemma 22. Define ∆0 to
be its symmetrization by the group generated by θ0, i.e.
∆0(ξ, ξ) := lim
n→∞
1
n
n−1∑
i=0
∆(θ−i0 ξ, θ
−i
0 ξ).
In light of (35) and (36) it is enough to show that∣∣∣∣∣
l−1∏
j=0
F (θ−j0 ξ)− e−lr
2∆0(ξ,ξ)
∣∣∣∣∣ < Ce−clr2rmin{1,α−2} (37)
for all ξ.
The rest of the proof is devoted to this inequality. By Lemma 22,
we have
l−1∑
j=0
logF (θ−j0 ξ) = −r2
l−1∑
j=0
∆(θ−j0 ξ, θ
−j
0 ξ) +O(lr
min{3,α}). (38)
Denote by W the space of quadratic forms on Rd, and denote by Θ0 ∈
End(W ) the linear transformation induced by θ0. It is easily seen that
Θ0 is diagonalizable and all its eigenvalues are on the unit circle of C.
Denote by W0 the 1-eigenspace of Θ0. Hence ∆0 is the projection of ∆
to W0. Then on the orthogonal complement of W0, we have
l−1∑
j=0
Θ−j0 =
Θ−l0 − 1
Θ−10 − 1
.
Thus it follows that
l−1∑
j=0
∆(θ−j0 ξ, θ
−j
0 ξ) =
l−1∑
j=0
Θ−j0 ∆(ξ, ξ) = l∆0(ξ, ξ) +O(1).
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The implied constant depends on the distance of the non-trivial eigen-
values of Θ0 to 1.
If we combine our inequalities, we get
l−1∑
j=0
logF (θ−j0 ξ) = −lr2∆0(ξ, ξ) +O(r2 + lrmin{3,α}).
This immediately implies that there is a constant c > 0 such that
l−1∏
j=0
F (θ−j0 ξ) < e
−clr2 .
If we use the inequality |eA − eB| < (A−B) max{eA, eB}, then we get∣∣∣∣∣
l−1∏
j=0
F (θ−j0 ξ)− e−lr
2∆0(ξ,ξ)
∣∣∣∣∣ < Ce−clr2(r2 + lrmin{3,α}). (39)
To obtain (37) and hence the lemma, we only need to note that
e−clr
2
l ≤ 2
c
· e−clr2/2r−2.
If α = 2, the term O(lrmin{3,α}) in (38) can be improved to o(lr2) by
Lemma 22. Hence the right hand side of (39) can be improved to o(1)
as claimed.
5.4. Some improvements using (SSR). The purpose of this section
is to give the following slight improvement of the bounds in Proposition
15. The proof depends on the results of Section 4, so it is important to
note that Proposition 15 itself is enough for the arguments of Section 4.
In fact, we can even get Theorem 3 without the results of this section
at the modest expense of multiplying the first error term by log l.
Proposition 24. Assume that µ is almost non-degenerate, has finite
moments of order α ≥ 2 and satisfies (C) and (SSR). Then there are
constants C, c and a symmetric positive definite quadratic form ∆(ξ, ξ)
on Rd invariant under the action of K and θ0, such that the following
holds
‖Slrψ0 − e−r
2l∆‖2 < C(rmin{1,α−2} + |x0|2r2) · (e−clr2 + r10d) (40)
for r < l−1/3. The constants C, c and the form ∆ depend only on µ.
Moreover, if µ is symmetric or satisfies (E), then we have the better
bound:
‖Slrψ0 − e−r
2l∆‖2 < C(rmin{2,α−2} + |x0|2r2) · (e−clr2 + r10d).
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The quantities l−1/3 and r10d appearing in the proposition could be
replaced by other powers of l and r. Notice that the estimate differs
only by the factor (e−clr
2
+ r10d) compared to Proposition 15. We
indicate how to modify the argument in the previous sections to obtain
this improvement. We only need to sharpen Lemma 16 by the same
factor.
First we note, that Proposition 24 gives an improvement only if
l > r−2 and recall that l < r−3 is assumed in the proposition. Hence,
we only consider the range r−2 < l < r−3.
Similarly to the proof of Lemma 16, we write
‖Slrψ0 − (PSrP )lψ0‖2 ≤
l−1∑
j=0
‖Sl−j−1r (Sr − PSrP )ψ′j‖2.
To obtain the improvement of Lemma 16, we need to show the following
improved estimates for the terms in the above sum:
‖Sl−j−1r (Sr − PSrP )ψ′j‖2 ≤ C(rmin{4,α} + |x0|2r2e−cj) · (e−clr
2
+ r20d).
(41)
We have already seen that
‖(Sr − PSrP )ψ′j‖2 < C(rmin{α,4} + |x0|2r2e−cj)e−cr
2j.
We utilize Proposition 7 to estimate the norm of this function when Sr
is applied.
If we have
‖Smr (Sr − PSrP )ψ′j‖2 ≤ C(rmin{4,α} + |x0|2r2e−cj) · r20d
for any m < l − j − 1, then (41) immediately follows. In the opposite
case, we have ‖Smr (Sr−PSrP )ψ′j‖2 ≥ r4+20d. We will show below that
in this case we have∥∥∥∥ Smr (Sr − PSrP )ψ′j‖Smr (Sr − PSrP )ψ′j‖2
∥∥∥∥
Lip(K)
≤ Cr−20d−4m. (42)
Since r2 < log−3((r + 1)Cr−20d−4m+ 2), we have
‖Sm+1r (Sr − PSrP )ψ′j‖2 < e−cr
2‖Smr (Sr − PSrP )ψ′j‖2
by Proposition 7. Repeated application of this inequality gives the
claim (41).
We turn to the proof of (42), which finishes the proof of Proposition
24. We introduce some notation: Let ϕ ∈ C(Sd−1) and ξ ∈ Sd−1 and
write
ϕξ(θ) := ϕ(θξ) ∈ C(K).
RANDOM WALKS IN EUCLIDEAN SPACE 36
We note that
sup
ξ∈Sd−1
‖ϕξ‖Lip ≤ ‖ϕ‖Lip(K) ≤ ‖ϕ‖∞ + sup
ξ∈Sd−1
‖ϕξ‖Lip. (43)
Write
Pξ3 := {ϕξ : ϕ ∈ P3}.
This is the space of polynomials of degree at most 3 restricted to the
K-orbit of ξ pulled back to the group K. Denote by P ξ the orthogonal
projection to the space Pξ3 in L2(K). We note that a function ϕ ∈
C(Sd−1) is in H0 ⊕ . . . ⊕ H3 if and only if we have ϕξ ∈ Pξ3 for all
ξ ∈ Sd−1. Moreover, (Pϕ)ξ = P ξϕξ for every ϕ ∈ C(Sd−1).
We first estimate ‖ψ′j‖Lip(K). Note that any function in Pξ3 is a poly-
nomial of degree at most Cd in the entries of the matrices representing
the elements of K < O(d). Here Cd is a number depending only on d.
Then the space spanned by all P ξ for ξ ∈ Sd−1 is finite dimensional,
hence we can write ‖ϕ‖Lip ≤ C‖ϕ‖2 for any function ϕ ∈ Pξ3 with a
number C independent of ξ. This follows from the fact that any two
norms on a finite dimensional space are equivalent.
We show that ‖(ψ′j)ξ‖2 ≤ 1 for every ξ ∈ Sd−1. By the previous
paragraph, this implies that ‖(ψ′j)ξ‖Lip ≤ C and also ‖ψ′j‖Lip(K) ≤ C
by (43). Clearly (ψ′0)
ξ = ψξ0 is of L
2-norm 1. The claim will follow
by induction, if we show that ‖(Pϕ)ξ‖2 ≤ 1 and ‖(Srϕ)ξ‖2 ≤ 1 for all
functions ϕ ∈ C(Sd−1) that satisfy ‖ϕξ‖2 ≤ 1 for all ξ ∈ Sd−1. The first
inequality holds since P ξ is a projection. For the second inequality, we
observe
(Srϕ)
ξ(σ) =
ˆ
e(r〈σξ, v(γ)〉)ϕθ−10 ξ(θ(γ)−1σθ0)dµ(γ). (44)
Recall that supp θ(µ) ⊂ θ0K, and θ0 normalizes K so θ(γ)−1σθ0 ∈ K
for γ ∈ suppµ. The right hand side of (44) is simply the average of
functions of norm 1, so the inequality we need holds.
The proof of (42) will be completed by the following lemma.
Lemma 25. We have
‖Srϕ‖∞ ≤ ‖ϕ‖∞ and ‖Srϕ‖Lip(K) ≤ Cr‖ϕ‖∞ + ‖ϕ‖Lip(K)
for any function ϕ ∈ C(Sd−1), where C is a number depending only on
µ.
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Proof. The first claim is trivial. For the second one, we write
|ρr(γ)ϕ(σξ)− ρr(γ)ϕ(ξ)|
= |e(r〈v(γ), σξ〉)ϕ(θ(γ−1)σξ)− e(r〈v(γ), ξ〉)ϕ(θ(γ−1)ξ)|
≤ |e(r〈v(γ), σξ〉)− e(r〈v(γ), ξ〉)||ϕ(θ(γ−1)ξ)|
+ |ϕ(θ(γ−1)σξ)− ϕ(θ(γ−1)ξ)|
The first term is estimated by Cr|v(γ)| · |ξ−σξ| · ‖ϕ‖∞. For the second
term we observe that θ(γ−1)σξ = [θ(γ−1)σθ(γ)]θ(γ−1)ξ, hence
|ϕ(θ(γ−1)σξ)− ϕ(θ(γ−1)ξ)| ≤ ‖ϕ‖Lip(K) · dist(1, σ).
We integrate γ and use the moment condition:
|Srϕ(σξ)− Srϕ(ξ)| ≤ (Cr‖ϕ‖∞ + ‖ϕ‖Lip(K)) · dist(1, σ).
This proves the lemma. 
6. The main theorem
We turn to the proof of the main result of this paper, Theorem 3.
As usual, we denote by µ the common law of Xi. By assumption,
µ has finite moments of order α > 2 and satisfies (SSR). Without
loss of generality, we can replace µ by µ∗(l0) for some fixed integer
l0, hence by Lemmata 6 and 5, we can assume that µ is almost non-
degenerate and that K is normalized by θ0. Furthermore, we assume
that µ also satisfies (C) and prove the estimates with y0 = 0. Lemma
4 in the previous section shows that we can reduce the general case of
the theorem to this one by changing the coordinate system.
Denote by νl = µ
∗(l).δx0 the distribution of the random walk after l
steps starting from the point x0. To evaluate the left hand sides of the
formulae in the statement in Theorem 3, we use Plancherel’s formula:
E[f(Yl)] =
ˆ
f(x)dνl =
ˆ
f̂(ξ)ν̂l(ξ)dξ.
We break the latter integral into two regions. First we consider
|ξ| < l−1/3 and use Proposition 24 in this region.
Recall from Section 2, that Resr : C(R
d)→ C(Sd−1) is the restriction
to the sphere of radius r and thatˆ
|ξ|=r
|ϕ(ξ)|2dξ = rd−1Vol(Sd−1)‖Resrϕ‖22.
(The factor Vol(Sd−1) is due to our normalization convention for the
L2-norm on Sd−1.) Recall also that
ψ0(ξ) = ψ0,r(ξ) = e(r〈x0, ξ〉) = Resr(δ̂x0)(ξ),
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and
Resrν̂l = S
l
rψ0,r.
For r ≤ l−1/3, we write:ˆ
|ξ|=r
f̂(ξ)ν̂l(ξ)dξ = r
d−1
ˆ
Sd−1
[Resrf̂ ](ξ) · [Slrψ0,r](ξ)dξ
=
ˆ
|ξ|=r
f̂(ξ)e−l∆(ξ,ξ)dξ + rd−1
ˆ
Sd−1
[Resrf̂ ](ξ)Ψ(ξ)dξ, (45)
where ∆(ξ, ξ) is the quadratic form that appears in Proposition 24 and
Ψ = Slrψ0 − e−r2l∆. By Proposition 24,
‖Ψ‖2 ≤ C(rmin{1,α−2} + |x0|2r2)(e−clr2 + r10d).
Using |f̂(ξ)| ≤ ‖f‖1 and the Cauchy-Schwartz inequality, we can bound
the second term in (45) by
Crd−1(rmin{1,α−2} + |x0|2r2)(e−clr2 + r10d)‖f‖1.
Integrating for 0 ≤ r ≤ l−1/3, we can write:ˆ
|ξ|≤l−1/3
f̂(ξ)ν̂l(ξ)dξ
=
ˆ
ξ∈Rd
f̂(ξ)e−l∆(ξ,ξ)dξ +O(l−
d+min{1,α−2}
2 + |x0|2l− d+22 )‖f‖1. (46)
It is well known that e−l∆(ξ,ξ) is the Fourier transform of a Gaussian
measure, i.e. there is a quadratic form ∆′ and a constant C∆′ such thatˆ
f̂(ξ)e−l∆(ξ,ξ)dξ = C∆′l−d/2
ˆ
f(x)e−∆
′(x,x)/ldx.
We recognize the first term on the right of (46) as the main term in
Theorem 3, while the second one is the first error term. It is also clear
that if µ is symmetric or satisfies (E) and we use the improved bounds
of Proposition 24, then we get the improved error term claimed in the
theorem.
It is left to show that∣∣∣∣ˆ|ξ|≥l−1/3 f̂(ξ)ν̂l(ξ)dξ
∣∣∣∣ ≤ Ce−cl1/4‖ϕ‖2,(d+1)/2W , (47)
and the proof will be finished.
To this end, we prove a lemma using Proposition 7.
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Lemma 26. Let l be an integer and suppose that el
1/4
> r > l−1/3 and
|x0| < el1/4. As above, write ψ0,r(ξ) = e(r〈x0, ξ〉) for |ξ| = 1. There is
a constant c depending only on µ such that
‖Slrψ0,r‖2 ≤ e−cl
1/4
.
Proof. Choose 1 > c > 0 to be sufficiently small, to be specified below.
Assume to the contrary that the statement is false for some r, l and x0.
Then for each j ≤ l, we have
‖Sjrψ0,r‖2 > e−l
1/4
,
otherwise we get a contradiction from ‖Sr‖ ≤ 1. (Recall that c < 1.)
To use Proposition 7, we need to estimate the Lipschitz norm of the
function Sjrψ0,r. Using ‖ψ0,r‖Lip ≤ Cr|x0| and Lemma 25 repeatedly,
we get
‖Sjrψ0,r‖Lip(K) ≤ Cr(j + |x0|) ≤ Ce2l
1/4
for all j ≤ l. Now define ϕj = Sjrψ0,r/‖Sjrψ0,r‖2.
Then we have
(r + 1)‖ϕj‖Lip < Ce4l1/4 .
We can apply Proposition 7 for ϕj, and get
‖Srϕj‖2 ≤ e−c′l−3/4 ,
where c′ is a number depending only on the constant c from Proposition
7. Note that r2 ≥ l−2/3 ≥ l−3/4.
If we multiply these inequalities together for 1 ≤ j ≤ l, we get
‖Slrψ0,r‖2 ≤ e−c
′l1/4 ,
a contradiction if we choose c to be less than c′. 
Similarly as above, we use the Cauchy-Schwartz inequality:ˆ
|ξ|=r
f̂(ξ)ν̂l(ξ)dξ = r
d−1
ˆ
Sd−1
Resrf̂(ξ) · Slrψ0,r(ξ)dξ
≤ r(d−1)/2
(ˆ
|ξ|=r
|f̂(ξ)|2dξ
)1/2
· Vol(Sd−1)1/2‖Slrψ0,r‖2.
We integrate for r > l−1/3, and then use the Cauchy-Schwartz inequal-
ity again:ˆ
|ξ|≥l−1/3
f̂(ξ)ν̂(ξ)dξ ≤ C
ˆ ∞
l−1/3
(
rd+1
ˆ
|ξ|=r
|f̂(ξ)|2dξ
)1/2
· (r−1‖Slrψ0,r‖2) dr
≤ C
(ˆ
|ξ|≥l−1/3
|f̂(ξ)|2|ξ|d+1dξ
)1/2
·
(ˆ ∞
l−1/3
‖Slrψ0,r‖22r−2dr
)1/2
.
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The first integral on the right hand side is bounded by ‖f‖W 2,(d+1)/2 .
By Lemma 26, we have
‖Slrψ0,r‖22r−1/2 < e−cl
1/4
for all r. Indeed, one can use the lemma for r ≤ e−l1/4 , and simply
‖Slrψ0,r‖2 ≤ 1 for larger r. This implies (47), and Theorem 3 is proved.
7. The Central Limit Theorem
The purpose of this section is to prove Theorem 1. Recall the nota-
tion from Sections 1 and 2. We will deduce the theorem from Proposi-
tion 15 very similarly to the methods of the previous section.
Notice that the limiting distribution of Yl/l
1/2 does not depend on
the starting point x0. Indeed, let Y
′
l be the random walk obtained from
the same Xl, but from a different point x
′
0. Since isometries preserve
distance, we have
|Yl/
√
l − Y ′l /
√
l| = |x0 − x′0|/l1/2 → 0.
For the rest of this section, take x0 = 0.
Denote by W ⊂ Rd the linear subspace of vectors fixed by K. By
Lemma 4, we can choose the origin in such a way, that
v0 := E(Y1) =
ˆ
γ(0)dµ(γ) ∈ W.
Define the random isometries X ′l by X
′
l(x) = Xl(x)−v0. Since v0 ∈ W ,
we have
Y ′l := X
′
l(X
′
l−1(. . . (0))) = Yl − lv0. (48)
Denote by µ′ the law of the random isometry X ′1. Then µ
′ satisfies
(C). In what follows, we assume that µ = µ′, and prove the theorem
with v0 = 0. In light of (48), this implies the theorem without the
assumption µ = µ′, as well.
Let νl = µ
∗(l).δ0 be the law of Yl. Denote by ψ0 ∈ L2(Sd−1) the
constant function ψ0(ξ) ≡ 1. Similarly to Section 6, we can write
Resrν̂l(ξ) = S
l
rψ0(ξ).
Fix an arbitrary constant R > 0. Let ∆ be the quadratic form from
Proposition 15. Let λ be the Gaussian measure with Fourier transform
λ̂(ξ) = e−∆(ξ,ξ).
Proposition 15 implies
‖Resr/√lν̂l − Resrλ̂‖2 → 0
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as l→∞, uniformly for r < R. Let f be a function, such that f̂(ξ) = 0
for |ξ| > R. Then by Plancherel’s formula and the Cauchy-Schwartz
inequality:∣∣∣∣ˆ f(x/√l)dνl(x)− ˆ f(x)dλ(x)∣∣∣∣ = ∣∣∣∣ˆ f̂(ξ)(ν̂l(ξ/√l)− λ̂(ξ))dξ∣∣∣∣
≤ ‖f‖1 ·
ˆ
|ξ|<R
|ν̂l(ξ/
√
l)− λ̂(ξ)|dξ
≤ ‖f‖1 · CR,d
ˆ R
0
‖Resr/√lν̂l − Resrλ̂‖2dr → 0,
where CR,d is a constant depending on R and d.
Since we can approximate any continuous function by those which
have compactly supported Fourier transform, the proof is complete.
8. The Local Limit Theorem
We finish the paper with the proof of Theorem 2. The proof is
again based on Plancherel’s formula and estimates on ν̂l, the Fourier
transform of the law of the random walk. For the frequency range
|ξ| ≤ l−1/2+ε, we again use Proposition 15. However, we do not assume
that µ satisfies (SSR), so we need to find a suitable replacement for
Proposition 7 in estimating ν̂l(ξ) in the frequency range l
−1/2+ε ≤ |ξ| ≤
R, where R is an arbitrary fixed number. Our bounds will depend on
R in an uncontrolled fashion, so we will be able to conclude the Local
Limit Theorem only on scales O(1) in contrast to Theorem 3.
We introduce some notation. Recall that G is the closure of the
group generated by supp µ˜ ∗ µ and suppµ is contained in the coset
γ0G. We denote by K the closure of θ(G) and by K
◦ its connected
component. By Lemma 5, we can assume that K is normalized by
θ(γ0).
It is easy to see, that we can decompose Rd as an orthogonal sum
of subspaces Vss ⊕ Va ⊕ Vo, such that the action of K◦ is semi-simple
on Vss, Abelian on Va and trivial on Vo. Since K
◦ is invariant under
conjugation by elements of K and θ(γ0), it follows that these subspaces
are invariant under K and θ(γ0), as well. We denote by S
i the unit
sphere in Vi, where i is either ss, a or o. We denote by pii the orthogonal
projection Rd → Vi. We write θi(γ) for the restriction of θ(γ) to Vi for
γ ∈ G, and we also write vi(γ) = pii(v(γ)). In addition, by abuse of
notation, we write pii(γ) for the isometry x 7→ vi(γ) + θi(γ)x on Vi. In
addition, we will denote by pii(µ) the probability measure on Isom(Vi)
which is the pushforward of µ under pii.
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We give an estimate on ν̂l(ξ) in the region |piss(ξ)|+|pia(ξ)| ≥ l−1/2 log1/2 l
in Section 8.1. The methods will be similar to Section 4. We define
unitary representations ρrss,ra,ro of G and consider operators similar to
Sr. We show that if a function is almost fixed by such an operator,
then it must be almost fixed by ρr(γ) for pure translations γ pointing
in any direction in Vss ⊕ Va. The results of Section 4 can be reused to
find translations in Vss and the method of Guivarc’h [15] can be used to
produce translations in Va. The essence of the latter method is taking
commutators of isometries with commuting rotation part.
We estimate ν̂l(ξ) in the region |piss(ξ)| + |pia(ξ)| ≤ l−1/2 log1/2 l in
Section 8.2. We need to use different methods, since it may happen that
all pure translations in G are orthogonal to Vo. For example, consider
the group generated by a 1 parameter family of screw rotations and
all translations perpendicular to their axes. If G is this group, then
µ will be non-degenerate. So instead of finding translations, we will
approximate ν̂l(ξ) by polynomials of a suitably large but fixed degree
in the piss(ξ) and pia(ξ) variables using Taylor expansion. This allows us
to work with operators on finite dimensional spaces and use continuity
arguments.
We combine the above mentioned estimates to conclude Theorem 2
in Section 8.3.
8.1. Estimates using translations. The purpose of this section is
to prove the following estimate on the L2 average of ν̂l on the direct
product of spheres in Vss, Va and Vo.
Proposition 27. With the assumptions of Theorem 2 and the nota-
tions explained at the beginning of Section 8 the following holds. There
are constants C, c > 0 depending only on µ and R such that
r1−dimVssss r
1−dimVa
a r
1−dimVo
o
ˆ
|piss(ξ)|=rss,|pia(ξ)|=ra,|pio(ξ)|=ro
|ν̂l(ξ)|2dξ
≤ Ce−cmin{(rss+ra)2l,l1/4}
holds for all 0 < rss, ra, ro < R.
We fix three non-negative real parameters rss, ra and ro. Analogously
to ρr, we introduce the unitary representation ρrss,ra,ro of the group
generated by G and γ0 on the space L
2(Sss×Sa×So) via the following
formula:
ρrss,ra,ro(γ)ϕ(ξss, ξa, ξo) = e(rss〈ξss, vss(γ)〉+ ra〈ξa, va(γ)〉+ ro〈ξo, vo(γ)〉)
· ϕ(θss(γ)−1ξss, θa(γ)−1ξa, θo(γ)−1ξo).
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Here ϕ ∈ L2(Sss × Sa × So), ξss ∈ Sss, ξa ∈ Sa and ξo ∈ So. This
representation corresponds to the action of γ on the Fourier transform
of a measure restricted to the product of the spheres of radii rss, ra, ro
(resp.) in Vss, Va, Vo (resp.). For a measure η on the group generated
by G and γ0, we define the operators
ρrss,ra,ro(η) =
ˆ
ρrss,ra,ro(γ)dη(γ) (49)
acting on L2(Sss × Sa × So). These are analogues of Sr and we prove
the following estimate for them similar to Proposition 7.
Proposition 28. Suppose that µ is almost non-degenerate and has
finite moments of order 2. Then for every R > 0, there is a constant
c > 0 depending only on µ and R such that the following hold.
Let R ≥ rss, ra, ro ≥ 0. Let ϕ ∈ Lip(Sss × Sa × So) with ‖ϕ‖2 = 1.
Then
‖ρrss,ra,ro(µ)ϕ‖2 ≤ 1− cmin{r2ss + r2a, log−3(‖ϕ‖Lip + 2)}.
Proposition 27 can be deduced from Proposition 28 exactly the same
way as the proof of Lemma 26. The rest of the section is devoted to the
proof of Proposition 28. We fix rss, ra, ro and write ρ instead of ρrss,ra,ro
saving a considerable amount of ink. The hypothesis of Proposition 28
on µ is assumed throughout the section.
Our first goal is to replace µ with a symmetric measure µ1 such that
supp θ(µ1) ⊂ K◦.
Lemma 29. We can write (µ˜ ∗ µ)∗(L) = pµ1 + qµ2, with 1 ≥ p > 0,
where µ1 and µ2 are probability measures on Isom(R
d) and L ≥ 1 is
an integer depending on µ. Furthermore, µ1 is almost non-degenerate,
symmetric, has finite moments of order 2, and the closure of the group
generated by supp θ(µ1) is K
◦.
Proof. We fix an integer L and write
G◦ = {γ ∈ G : θ(γ) ∈ K◦},
let p = (µ˜∗µ)∗(L)(G◦) and let µ1 be 1/p times the restriction of (µ˜∗µ)∗(L)
to G◦. The only non-trivial property to check is that almost non-
degeneracy holds if L is sufficiently large. It is enough to check for an
arbitrary point x the condition that the points γ(x) for γ ∈ suppµ1
do not lie in a proper affine subspace, if L is sufficiently large possibly
depending on x. Then the claim follows from the same Noetherian
property argument as in Lemma 6.
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Denote by o the order of K/K◦. Using the Central Limit Theorem
for the measure µ˜ ∗ µ, we can find an integer L0, and a finite set
A ⊂ {γ(x) : γ ∈ supp (µ˜ ∗ µ)∗(L0)}
which approximates an (o+ 1)× · · ·× (o+ 1) grid. The approximation
can be arbitrarily good if L0 is sufficiently large. All that we need is
that a proper affine subspace intersects A in at most |A|/(o+1) points.
Then by the pigeon hole principle, there is θ1 ∈ K such that
B := {γ(x) : γ ∈ supp (µ˜ ∗ µ)∗(L0), θ(γ) ∈ θ1K◦}
is not contained in a proper affine subspace. Now the claim follows for
L = 2L0: Indeed, take any γ1 ∈ supp (µ˜ ∗ µ)∗(L0) with θ(γ1) ∈ θ1K◦
and observe that γ−11 (B) is in the set of images of x under elements of
supp (µ1). 
For the rest of the proof we work with µ1 and assume that it satisfies
the properties claimed in Lemma 29. Moreover, we assume that µ1 has
property (C) which is justified by Lemma 4 after changing the origin.
Then we also need to multiply the function ϕ appearing in Proposition
28 with a character, possibly increasing its Lipschitz norm by a factor
depending on µ and R. (Compare with the discussion on page 14 in
Section 4.) We set out to prove an inequality analogous to the one
claimed in Proposition 28 for the operator ρ(µ1).
We fix ϕ ∈ C1(Sss×Sa×So). As in Section 5, the heart of the proof
is the study of the set
B(ε) := {γ ∈ Isom(Rd) : ‖ρ(γ)ϕ− ϕ‖2 < ε}.
The next two Lemmata is obtained by a simple variation on the argu-
ments in Section 5.
Lemma 30. Let ε > 0 and let l1 = C1(r
−2
ss + log
3(‖ϕ‖Lip + 2)), where
C1 is a suitably large constant depending on µ and ε. Suppose that
µ
∗(l1)
1 (B(ε)) > 9/10. Then there is a set X ⊂ B(64ε) such that
θss(X) = piss(K
◦) and pia(X) = {1} = pio(X).
Proof. Following the proof of Lemma 11, it is easy to find a subset
X0 ⊂ B(4ε) such that piss(θ(X0)) = piss(K◦). Consider X1 = [X0, X0]
and X = [X1, X1]. Clearly pio(X1) = {1}, and pia(X1) consists of
translations. Therefore pia(X) = {1} = pio(X), andX ⊂ B(64ε) follows
from the triangle inequality. Since every element is a commutator in a
connected semi-simple compact Lie group (see [13]), we have piss(X) =
piss(K
◦) which finishes the proof. 
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Lemma 31. Let ε > 0 be arbitrary and l1 and C1 be as in the previous
lemma. Let l2 = C2(r
−2
ss +log
3(‖ϕ‖Lip +2)), where C2 is a suitably large
constant depending on µ1 and C1. Suppose that µ
∗(li)
1 (B(ε)) > 9/10,
for i = 1, 2. Then there is a constant c > 0 depending on µ1 such that
the following hold. For any unit vector u0 ∈ Sss, there is an element
γ′1 ∈ B(386ε) such that
θss(γ
′
1) = 1, |vss(γ′1)| < r−1ss /2, 〈vss(γ′1), u0〉 > cr−1ss , and
pia(γ
′
1) =1 = pi0(γ
′
1).
Proof. Consider the projection to Vss and repeat the argument in Lem-
mata 12–14, except that instead of the set X constructed in Lemma
11, use the one constructed in Lemma 30. We need to use six elements
of X, and since now they are in B(64ε) instead of B(4ε), the result-
ing element γ′1 will be in B(386ε). Recall from the proof of Lemma
14 that γ′1 is of the form g1γ1g
−1
1 g2γ
−1
1 g
−1
2 , where g1, g2 ∈ X. Since
pia(g1) = pia(g2) = 1, we have pia(γ
′
1) = pia(γ1)pia(γ
−1
1 ) = 1, and a
similar calculation applies to the projection to Vo. This finishes the
proof. 
In the above lemma we constructed a translation in Vss. The next
goal will be to construct a translation in Va. This is done in the next
two lemmata by adapting the method of Guivarc’h [15]. Denote by G1
the closure of the group generated by supp (µ1).
Lemma 32. pia([G1, G1]) is the additive group of the vector space Va.
Here [G1, G1] denotes the derived subgroup of G1, not just the set of
commutators.
Proof. Clearly H := pia([G1, G1]) is a subgroup of the additive group
of Va, and it is invariant under the action of pia(K
◦). Since pia(K◦) is
connected, every connected component of H is invariant under pia(K
◦).
Every such component is an affine subspace of Va. The point of such an
affine subspace which is closest to the origin is a fixed point of pia(K
◦).
By the definition of Va, the only fixed point is the origin. Therefore it
follows that H is a linear subspace of Va invariant under the action of
pia(K
◦).
Assume to the contrary that H is a proper subspace of Va. Let W
be a two dimensional subspace of Va which is invariant under pia(K)
and orthogonal to H. By projecting the translation part to W , G1
naturally embeds to Isom(W ); denote by GW the image. Then GW is
commutative (since it has a trivial commutator) but has a non-trivial
rotation part (since pia(K
◦) acts on W non-trivially), hence it consists
of rotations around the same point x ∈ W . This means that µ1 almost
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every image of x is orthogonal to W , a contradiction to almost non-
degeneracy. 
Lemma 33. Let ε, l1 and C1 be as in Lemma 30. Suppose that
µ
∗(l1)
1 (B(ε)) > 9/10. Then for every u0 ∈ Va, there are c > 0, v ∈
Va with |v − u0| < |u0|/10 and an integer L such that the follow-
ing holds. Let M be an arbitrary positive integer and assume that
µ
∗(2)
1 (B(ε/M)) > 1− c. Then there is γ′1 ∈ B(Lε) such that
va(γ
′
1) = Mv, θa(γ
′
1) = 1 and piss(γ
′
1) = 1 = pio(γ
′
1).
The vector v may depend on ϕ, but c and L depend only on µ and u0.
This lemma allows us to find pure translations in B(Lε) approximat-
ing an arbitrary direction in Va. This (or Lemma 31) lead to contra-
diction if we set the parameters in such a manner that M |u0| ≈ 1/ra
and Lε is sufficiently small, so one of the assumptions of Lemma 33
must fail. We can derive the claim of Proposition 28 from either
µ
∗(l1)
1 (B(ε)) < 9/10 or µ
∗(2)
1 (B(ε/M)) < 1 − c. In the second case
e.g., we can get ‖ρ(µ1)ϕ‖2 ≤ 1− cε2/M2. This will imply the claim if
we set M ≈ max{1, r−1a }.
Observe that the numbers c and L depend on u0 in an uncontrolled
way. Hence it is important to note that we will apply the lemma with
choosing u0 from a fixed finite collection depending on the parameter
R.
Proof. There is γ2 ∈ G1, such that θa(γ2) does not have any fixed
vectors in Va except for 0. This is an open condition, so we can assume
that γ2 ∈ suppµ∗(m)1 for some integer m depending on µ. Thus γ2 =
g1 · · · gm for some gi ∈ suppµ1.
There is a vector u1 ∈ Va such that u0 = u1− θa(γ2)u1. (Since θa(γ2)
has no fixed vectors, 1− θa(γ2) has trivial kernel.) We can find a small
ball Ui around each gi such that |u1 − θa(g′1 · · · g′m)u1 − u0| < |u0|/20
for any choice of g′i ∈ Ui. We set the constant c in the lemma so that
µ
∗(2)
1 (Ui) > c for all i. This allows us to find an element
γ′2 = g
′
1 · · · g′m ∈ B(mε/M)
such that |u1 − θa(γ′2)u1 − u0| < |u0|/20.
For reasons that will be clear at the end of the proof, we now search
for an element γ′3 ∈ B(Lε/M) such that va(γ′3) approximates u1 instead
of u0 which is the objective in the lemma. By Lemma 32, we have
elements γ4, γ5 ∈ G1 such that u1 = pia([γ4, γ5]). Using an argument
very similar to the one above, we can approximate γ4 and γ5 by elements
in B(mε/M) (by taking m larger and c smaller perhaps). Then we can
RANDOM WALKS IN EUCLIDEAN SPACE 47
find a vector v1 and an element γ
′
3 ∈ B(4mε/M) such that va(γ′3) = v1,
|v1 − u1| < |u0|/40 and θa(γ′3) = 1.
Now we make use of the set X constructed in Lemma 30 to cancel
the rotation parts of γ′2 and γ
′
3 in the Vss component. Let h2, h3 ∈ X
be such that θss(h2) = θss(γ
′
2)
−1 and θss(h3) = θss(γ′3)
−M . Then h2 · γ′2
and h3 · (γ′3)M act on Vss ⊕ Vo by translation, hence
γ′1 := [h3 · (γ′3)M , h2γ′2]
acts trivially on Vss and Vo. On the other hand, an easy calculation
shows that
pia(γ
′
1) = (M(v1 − θa(γ′2)v1), 1)
and
|v1 − θa(γ′2)v1 − u0| ≤ |u1 − θa(γ′2)u1 − u0|+ 2|u0|/40 ≤ |u0|/10
and γ′1 ∈ B((10m+ 256)ε) which was to be proved. 
Proof of Proposition 28. Without any significant changes to the argu-
ment in the proof of Proposition 7, we can deduce from Lemma 31 the
estimate
‖ρ(µ1)ϕ‖2 ≤ 1− c′min{r2ss, log−3(‖ϕ‖Lip + 2)}. (50)
We suppress the details but carry out a similar argument which proves
‖ρ(µ1)ϕ‖2 ≤ 1− c′min{r2a, log−3(‖ϕ‖Lip + 2)}. (51)
There is a unit vector u ∈ Sa such thatˆ
ξss∈Sss,ξo∈So,|ξa−u|<1/10
|ϕ(rssξss, raξa, roξo)|2dξssdξadξo > ε20 (52)
for a constant ε0 which depends only on the dimension of Va. Moreover,
we can choose u from a fixed finite sufficiently dense subset of Sa. If
ra < 1, let M = b10r−1a c and let M = 1 otherwise. If ra < 1, then
let u0 = u/20, otherwise let u0 = 5u/d10rae. Let C1, c and L be
the constants from Lemma 33 with this choice of u0. (Note that the
possible values for u0 are in a finite set which depends only on the
dimension of Va and R.) Set ε = ε0/L.
Assume to the contrary that µ
∗(l1)
1 (B(ε)) > 9/10 and µ
∗(2)
1 (B(ε/M)) >
1 − c. Then we can apply Lemma 33. Let v ∈ Va and γ′1 be as in the
Lemma. Then
ε20 = L
2ε2 ≥ ‖ρ(γ′1)ϕ− ϕ‖22
≥
ˆ
ξss∈Sss,ξo∈So,|ξa−u|<1/10
|1− e(〈Mv, raξa〉)|2|ϕ(rssξss, raξa, roξo)|2dξssdξadξo
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With the above definitions, Mu0 and Mv approximate r
−1
a u/2, hence
e(〈Mv, ξa〉) is close to −1 in the domain of integration. In particular,
|1−e(〈Mv, ξa〉)| > 1 which is in contradiction to (52). (This somewhat
vague discussion can be made precise by a straightforward calculation.)
Now there are two possibilities: Either µ
∗(l)
1 (B(ε)) ≤ 9/10, which
implies (51) as we have seen in the proof of Proposition 7. Or else
µ
∗(2)
1 (B(ε/M)) ≤ 1− c. If γ−11 · γ2 /∈ B(ε/M), then
Re(〈ρ(γ2)ϕ, ρ(γ1)ϕ〉) = Re(〈ρ(γ−11 · γ2)ϕ, ϕ〉) ≤ 1− ε2/2M2.
Hence (51) follows:
‖ρ(µ1)ϕ‖22 =
ˆ
Re(〈ρ(γ2)ϕ, ρ(γ1)ϕ〉)dµ1(γ1)dµ1(γ2) ≤ 1− cε2/2M2.
Note that 1/M ≥ min{ra, 1}.
If p and q are as in Lemma 29 and L′ is the number L from that
lemma, then we can conclude from (50) and (51)
‖(ρ(µ)∗ρ(µ))L′ϕ‖2 = ‖pρ(µ1)ϕ+ qρ(µ2)ϕ‖2
≤ 1− pc′min{r2ss + r2a, log−3(‖ϕ‖Lip + 2)},
which in turn implies the proposition. 
8.2. Estimates using continuity arguments. We continue to use
the notation, Vss, Va, V0, etc. introduced in the beginning of Section
8. Our goal is to prove the following estimate that complements the
results of the previous section.
Proposition 34. Assume that µ is non-degenerate and has finite mo-
ments of order α for some α ≥ 2, and let R > 0 be a number. Then
there is a number C depending on µ, x0, R and α such that the follow-
ing holds. Let 0 ≤ rss, ra ≤ R be numbers, l a positive integer and
0 ≤ s, δ ≤ 1 numbers such that l > C log(s−1)δ−2, s > rss + ra and
C−1 ≥ δ ≥ C(rss + ra). Then
r1−dimVssss r
1−dimVa
a
ˆ
piss(ξ)=rss,pia(ξ)=ra,δ≤|pio(ξ)|≤R
|ν̂l(ξ)|dξ
< C log(s−1)1/2sδdimVo + C log(s−1)α/2sαδ−α−2.
We indicate the approximate values of the parameters that we will
set in the next section: We take s ≈ (log1/2 l)l−1/2 and δ ≈ l−β, where
β is slightly smaller than 1/2.
To outline the idea of the proof, we temporarily assume that θo(G)
is trivial and γ0 = 1. (We will reduce the problem to this situation
by defining a measure µ1 similar to the one we had in the previous
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section.) We can restrict the action of G on Fourier space to sets of
the form {ξ : |piss(ξ)| = rss, |pia(ξ)| = ra, pio(ξ) = ξo}. This gives rise to
a unitary representation
ρrss,ra,ξo(γ)ϕ(ξss, ξa) = e(〈rssξss+raξa+ξo, v(γ)〉)ϕ(θ−1ss (γ)ξss, θ−1a (γ)ξa).
of G for each rss, ra ≥ 0 and ξo ∈ Vo acting on the space L2(Sss × Sa).
We will study the operators ρrss,ra,ξo(µ) defined analogously to (49).
We consider the finite dimensional subspace Pα−1 ⊂ L2(Sss×Sa), which
we define as the restriction of polynomials of degree at most α − 1 to
Sss × Sa. This space is invariant for ρ0,0,ξo(µ), and we will show that
there are only finitely many “bad” points in the ball {ξo : |ξo| ≤ R} such
that ‖ρ0,0,ξo(µ)|Pα‖ = 1. We will also understand the behavior of the
function ‖ρ0,0,ξo(µ)|Pα‖ in small neighborhoods of those “bad” points.
We then combine this with a continuity argument (essentially using
that the above norm function is continuous and attains its extrema on
compact sets) to obtain bounds for ‖ρ0,0,ξo(µ)|Pα‖ for ξo not too close
to the “bad” points.
We also show that ρrss,ra,ξo(µ) is a small perturbation of ρ0,0,ξo(µ) and
the norm bounds are valid for the former operator, as well. Then we
show that we can approximate ν̂l by polynomials of degree α−1 in the
piss(ξ) + pia(ξ) coordinates, and using the norm bounds of ρrss,ra,ξo(µ)
iteratively we get the desired bound on ν̂l.
We need to give a separate argument in the neighborhood of “bad”
points. The bounds in this case will be substantially weaker. We will
show that the only “bad” point for α = 0 is the origin, and we can do
a similar argument as above.
We note that there are examples, when “bad” points do occur. We
recommend to the reader to analyze the instructive example mentioned
earlier: when G is generated by a one parameter family of skew rota-
tions and all translations perpendicular to the axes.
Some of the above ideas are related to the arguments of Section 5
and hence motivated by Tutubalin’s paper [23].
We give a lemma similar to Lemma 29, which introduces the measure
µ1 mentioned above.
Lemma 35. Let µ be as in Proposition 34. Then we can write µ˜∗(L) ∗
µ∗(L) = pµ1 + qµ2, with 1 ≥ p > 0, where µ1 and µ2 are probability
measures on Isom(Rd) and L ≥ 1 is an integer depending on µ, R and
x0. In addition, the set
{vo(γ) : γ ∈ suppµ1, |vo(γ)| < 1/(2R)} (53)
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is not contained in a proper affine subspace of Vo. Furthermore, µ1 is
symmetric, has finite moments of order α, 1 ∈ suppµ1 and the closure
of the group generated by supp θ(µ1) is K
◦.
Proof. The proof is very similar to that of Lemma 29. The main dif-
ference is that we use non-degeneracy instead of the Central Limit
Theorem. We fix a sufficiently large integer L. We write
G◦ = {γ ∈ G : θ(γ) ∈ K◦}.
Let p = µ˜∗(L) ∗ µ∗(L)(G◦) and let µ1 be 1/p times the restriction of
µ˜∗(L) ∗ µ∗(L) to G◦ The only non-trivial property to check is that (53)
is not contained in a proper affine subspace if L is sufficiently large.
Denote by o the order of K/K◦. Fix an arbitrary γ0 ∈ suppµ and
let x0 be the starting point of the random walk. We show that if L is
sufficiently large, then we can find a set
A ⊂ {pio(γ(x0)) : γ ∈ suppµ∗(L)},
which approximates an (o + 1) × · · · × (o + 1) grid contained in a
1/(4R) neighborhood of pio(γ
L
0 (x0)). The approximation can be arbi-
trarily good, and what we need below is that no proper affine subspace
contains more than |A|/(o+ 1) points of A.
To this end, we consider an (o+ 1)× · · · × (o+ 1) grid A′ contained
in the 1/(4R) neighborhood of pio(x0), and for each point x ∈ A′ let
Dx be the complement of a small open neighborhood of x. By non-
degeneracy, we know that if L is sufficiently large, then for any x ∈ A′
we have
{pio(γ(x0)) : γ ∈ suppµ∗(L)} 6⊂ pio(γL0 )(Dx).
This implies the claim on the existence of the set A.
By the pigeon hole principle, there is θ1 ∈ K such that
B := {pio(γ(x0)) : γ ∈ suppµ∗(L), θ(γ) ∈ θ(γ0)θ1K◦} ∩ A
is not contained in a proper affine subspace. We choose an arbitrary
element γ1 ∈ suppµ∗(L) with θ(γ1) ∈ θ(γ0)θ1K◦ and pio(γ1(x0)) ∈ B.
We observe that
pio(γ
−1
1 )(B) ⊂ {pio(γ(x0)) : γ ∈ suppµ1}.
We also note that the set pio(γ
−1
1 )(B) contains x0 by construction and
its diameter is at most 1/(2R). Since pio(γ) is a translation for all
γ ∈ suppµ1, we have vo(γ) = pio(γ(x0)) − x0 for those γ. Therefore,
(pio(γ
−1
1 )(B) − x0) ⊂ (53), which is not contained in a proper affine
subspace. This finishes the proof. 
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We start the program described above by giving a few lemmata on
the properties of the operators ρrss,ra,ξo(µ1). Throughout the section,
we assume that µ1 satisfies the properties stated in Lemma 35 and in
addition that it satisfies (C). By changing the origin, ν̂l gets multiplied
by a character and this does not change the statement of Proposition
34. Hence the assumption (C) is justified by Lemma 4. We first show
that ρrss,ra,ξo(µ1) is a small perturbation of ρ0,0,ξo(µ1).
Lemma 36. There is a constant C depending only on µ1 such that
‖ρrss,ra,ξo(µ1)− ρ0,0,ξo(µ1)‖ < C(rss + ra).
Proof. Let ϕ ∈ L2(Sss × Sa). Then by Taylor’s theorem
ρrss,ra,ξo(µ1)ϕ(ξss, ξa) =
ˆ
(1 +O(rss|vss(γ)|+ ra|va(γ)|))e(〈ξo, vo(γ)〉)
· ϕ(θss(γ)−1ξss, θa(γ)−1ξa)dµ1(γ).
Then
‖ρrss,ra,ξo(µ1)ϕ−ρ0,0,ξo(µ1)ϕ‖2 ≤ C
ˆ
(rss|vss(γ)|+ra|va(γ)|)‖ϕ‖2dµ1(γ),
which proves the claim. 
The next lemma is about the behavior of ρrss,ra,ξ′o(µ1) in a neighbor-
hood of a “bad” point.
Lemma 37. There are constants c and C which depend only on µ1
and R such that the following holds. Suppose that ϕ ∈ L2(Sss × Sa)
and |ξo| ≤ R are such that ρ0,0,ξo(µ1)ϕ = ϕ. Then
‖ρrss,ra,ξ′o(µ1)ϕ‖2 < 1− c|ξo − ξ′o|2 + C(r2ss + r2a)
for every rss, ra ≥ 0 and ξ′o ∈ Vo with |ξ′o| < R.
Proof. Since ρ0,0,ξo(µ1) is an average of unitary operators, we must have
ρ0,0,ξo(γ)ϕ = ϕ for all γ ∈ supp (µ1). Then
ρrss,ra,ξ′o(µ1)ϕ =
ˆ
ρrss,ra,ξ′o(γ)ρ0,0,ξo(γ
−1)ϕdµ1(γ)
= ϕ ·
ˆ
e(rss〈ξss, vss(γ)〉+ ra〈ξa, va(γ)〉+ 〈ξ′o − ξo, vo(γ)〉)dµ1(γ)
= ϕ · [
ˆ
(1− 2piirss〈ξss, vss(γ)〉 − 2piira〈ξa, va(γ)〉)
· e(〈ξ′o − ξo, vo(γ)〉)dµ1(γ) +O(r2a + r2ss)]. (54)
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For every positive c0, we can find C
′ such that the following estimate
holds for the linear term in (54):∣∣∣∣ˆ (2piirss〈ξss, vss(γ)〉+ 2piira〈ξa, va(γ)〉)e(〈ξ′o − ξo, vo(γ)〉)dµ1(γ)∣∣∣∣
≤
∣∣∣∣ˆ 2piirss〈ξss, vss(γ)〉+ 2piira〈ξa, va(γ)〉dµ1(γ)∣∣∣∣+ C(rss + ra)|ξ′o − ξo|
≤ C ′(rss + ra)2 + c0|ξ′o − ξo|2. (55)
For the second inequality, we used (C) to show that the first term van-
ishes, and the inequality between the geometric and arithmetic means
to estimate the second term.
Consider the function
Φ(ξ) =
ˆ
e(〈ξ, vo(γ)〉)dµ1(γ)
on Vo. Note that Φ depends only on µ1. Combining (54) and (55) we
get
‖ρrss,ra,ξ′o(µ1)ϕ‖2 ≤ Φ(ξ′o − ξo) · ϕ+ C ′(r2ss + r2a) + c0|ξ′o − ξo|2.
If Φ(ξ) = 1 for some ξ 6= 0, then 〈ξ, vo(γ)〉 is an integer for all
γ ∈ supp (µ1) which contradicts to the property that (53) is not con-
tained in a proper affine subspace, hence impossible. Using Taylor
series expansion, (C) and the moment condition, we can show that
Φ(ξ) ≤ 1 − c1|ξ|2 for some c1 > 0 and |ξ| < R. These estimates prove
the lemma if we set c0 < c1. 
Let Xα ⊂ Vo be the set of those ξo for which there is ϕ ∈ Pα−1
such that ρ0,0,ξo(µ1)ϕ = ϕ. This is the set whose elements we called
“bad” points above. We note that ‖ρ0,0,ξo(µ1)ϕ‖2 = ‖ϕ‖2 implies
ρ0,0,ξo(µ1)ϕ = ϕ since 1 ∈ suppµ1. If ρ0,0,ξo(µ1)ϕ = ϕ and ρ0,0,ξ′o(µ1)ϕ′ =
ϕ′ for ξo 6= ξ′o, then ϕ and ϕ′ are both eigenfunctions of ρ0,0,ξo(µ1) with
different eigenvalues hence they are orthogonal. Indeed, ρ0,0,ξo(µ1)ϕ
′ =
ϕ′ · ´ e(〈ξo− ξ′o, vo(γ)〉)dµ1(γ), as the previous proof shows. Since Pα−1
is finite dimensional, Xα is finite.
We now combine Lemma 37 with a continuity argument to obtain
norm estimates for ρrss,ra,ξo on Pα−1.
Lemma 38. There are numbers c, C > 0 depending only on µ1, R and
α such that the following holds. Let rss, ra be numbers and ξo ∈ Vo
such that, |ξo| ≤ R and dist(ξo, Xα) > C(rss + ra). Then
‖ρrss,ra,ξo(µ1)ϕ‖2 ≤ (1− c dist(ξo, Xα)2)‖ϕ‖2
for any ϕ ∈ Pα−1.
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Proof. We assume that ‖ϕ‖2 = 1. For each point ξ′o ∈ Xα we choose
a compact set Dξ′o ⊂ Vo such that their union cover the R-ball and ξ′o
is the only element of Xα in Dξ′o . Denote by Dξ′′o one of the regions
that contain ξo. Write W for the 1-eigenspace of ρ0,0,ξ′′o (µ1) in Pα−1,
and write U for the orthogonal complement. Write piW and piU for the
orthogonal projections respectively. Set a = ‖piWϕ‖2 and b = ‖piUϕ‖2.
Since W and U are invariant under ρ0,0,ξo(µ1), we have
piUρ0,0,ξo(µ1)piWϕ = 0 = piWρ0,0,ξo(µ1)piUϕ.
The function ‖ρ0,0,ξo |U‖ is continuous in Dξ′′o . Denote by 1 − c1 its
maximum. Observe that c1 > 0 and it depends only on R, α, µ1 and
ξ′′o , and that there are a finite number of possibilities for ξ
′′
o , so c1 can
be bounded below by a positive number depending only on R, α, µ1.
Then
‖ρ0,0,ξo(µ1)piUϕ‖2 < (1− c1)b.
Combining the above inequalities with Lemma 36 we get
‖piUρrss,ra,ξo(µ1)piWϕ‖2 ≤ C(rss + ra)a (56)
‖piWρrss,ra,ξo(µ1)piUϕ‖2 ≤ C(rss + ra)b (57)
‖piUρrss,ra,ξo(µ1)piUϕ‖2 < (1− c1/2)b. (58)
if rss and ra are sufficiently small (depending on c1).
We get
‖piWρrss,ra,ξo(µ1)piWϕ‖2 < (1− c dist(ξo, Xα)2)a (59)
from Lemma 37.
Combining estimates (56–59) we can write
‖ρrss,ra,ξo(µ1)ϕ‖22 ≤ [(1− c dist(ξo, Xα)2)a+ C(rss + ra)b]2
+ [(1− c1/2)b+ C(rss + ra)a]2
≤ (1− c dist(ξo, Xα)2)a2 + (1− c1/2)b2
+ 4C(rss + ra)ab+ C
2(rss + ra)
2
≤
(
1− c dist(ξo, Xα)
2
2
)
a2 +
(
1− c1/2 + C2(rss + ra)
2
dist(ξo, Xα)2
)
b2
+ C2(rss + ra)
2.
We used the inequality between the geometric and the arithmetic means
in the last line. We can assume 10C2(rss + ra)
2 < c1 dist(ξo, Xα)
2, and
the lemma follows. 
The following lemma allows us to approximate ν̂l by polynomials in
the ξss and ξa variables using Taylor expansion.
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Lemma 39. Let µ be a probability measure on Isom(Rd) with finite
moments of order α and suppose that there are no points but the origin
that is fixed by all θ(γ) for γ ∈ suppµ. Then there is a constant C
depending on α and µ such that
ˆ
|v(γ)|αdµ∗(l)(γ) ≤ Clα/2.
Proof. Changing the origin changes the αth order moments by an addi-
tive constant at most, so for the purposes of this proof, we can assume
that µ satisfies (C) due to Lemma 4. Let X1, . . . , Xl be independent
random isometries with law µ. Consider the sequence of random vec-
tors
Yl = v(X1 · · ·Xl) = v(X1) + θ(X1)v(X2) + . . .+ θ(X1) · · · θ(Xl−1)v(Xl).
By (C), these form a martingale, and its conditional moments of order
α are uniformly bounded. Thus the lemma follows from Burkholder’s
inequality, see [8, Theorem 3.2]. 
Note that if we apply the above lemma for the measures piss(µ) and
pia(µ), then we getˆ
|vss(γ)|α + |va(γ)|αdµ∗(l)(γ) ≤ Clα/2. (60)
We denote by Yα the largest subset of Xα invariant under θo(suppµ)
and we write Zα = Xα\Yα. Let δ be a number, which satisfies the
inequalities C−1 ≥ δ ≥ C(rss + ra) as in Proposition 34, where C is a
number that may depend on µ, x0, R and α. We write
D1 = {ξ : |piss(ξ)| = rss, |pia(ξ)| = ra, dist(pio(ξ), Yα\{0}) ≤ δ},
D2 = {ξ : |piss(ξ)| = rss, |pia(ξ)| = ra, dist(pio(ξ), Yα) ≥ δ, |pio(ξ)| ≤ R},
D3 = {ξ : |piss(ξ)| = rss, |pia(ξ)| = ra, dist(pio(ξ), Xα) ≥ δ, |pio(ξ)| ≤ R}.
Observe that D1 ∪D2 is the domain of integration in Proposition 34.
We also note that D1 and D2 are invariant under θ(suppµ), while D3
is invariant under θ(suppµ1). These features will be important in what
follows. We denote by ‖·‖L2(Di) the L2 norm with respect to the natural
volume measure on these manifolds normalized to have total mass 1.
That is, we have ‖1‖L2(Di) = 1 by our convention.
We now estimate the Fourier transform of µ1.νl on D3 using Lemma
38 and approximating νl by polynomials in piss(ξ)⊕ pia(ξ).
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Lemma 40. There are numbers c, C depending only on µ1, x0, R and
α such that for any integer l, we either have∥∥∥∥ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ1(γ)∥∥∥∥
L2(D3)
≤ (1− cδ2)‖ν̂l‖L2(D3) or
‖ν̂l‖L2(D3) ≤ Cδ−2(rss + ra)αlα/2.
Proof. Note that
ν̂(ξ) =
ˆ
e(〈v(γ) + θ(γ)x0, ξ〉)dµ∗(l)(γ), (61)
where x0 is the starting point of the random walk. We fix a point
ξo ∈ Vo such that dist(ξo, Xα) > δ. We take the Taylor expansion
of (61) around ξo. Using Lemma 39 and its corollary (60), we find a
polynomial ϕξo ∈ Pα−1 such that
|ν̂l(ξ)− ϕξo(piss(ξ)/rss, pia(ξ)/ra)| ≤ C(rss + ra)αlα/2. (62)
for all ξ satisfying pio(ξ) = ξo, piss(ξ) = rss and pia(ξ) = ra.
By Lemma 38 we have
‖ρrss,ra,ξo(µ1)ϕξo‖2 ≤ (1− cδ2)‖ϕξo‖2. (63)
We integrate (62) and (63) for ξo:∥∥∥∥ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ1(γ)∥∥∥∥
L2(D3)
≤
∥∥∥∥ˆ e(〈v(γ), ξ〉)ϕpio(ξ)(θss(γ)−1piss(ξ)/rss, θa(γ)−1pia(ξ)/ra)dµ1(γ)∥∥∥∥
L2(D3)
+ C(rss + ra)
αlα/2 ≤ (1− cδ2)‖ν̂l‖L2(D3) + C(rss + ra)αlα/2.
This finishes the proof. 
We give a similar estimate on D1. The argument is essentially the
same, but for α = 1.
Lemma 41. There are numbers c, C depending only on µ1, x0, R and
α such that for any integer l, we either have∥∥∥∥ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ1(γ)∥∥∥∥
L2(D1)
≤ (1− c)‖ν̂l‖L2(D1) or
‖ν̂l‖L2(D1) ≤ C(rss + ra)l1/2.
Proof. First we prove that X1 = {0}. Indeed, let ξo ∈ X1. Then
for every γ ∈ suppµ1 we have ϕ = ρ0,0,ξo(γ)ϕ for a constant function
ϕ. Hence e(〈vo(γ), ξo〉) = 1 for all such γ. Since the set (53) is not
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contained in a proper affine subspace, this implies that ξo = 0 proving
the claim.
We now fix a point ξo ∈ Vo such that dist(ξo, Xα) ≤ δ. Similarly
to (62), we can find a constant function ϕξo such that |ν̂l(ξ) − ϕξo| ≤
C(rss+ra)l
1/2 for all ξ satisfying pio(ξ) = ξo, piss(ξ) = rss and pia(ξ) = ra.
Note that there is a number c1 > 0 depending only on µ1, R and α
such that dist(ξo, X1) = |ξo| > c1. Then by Lemma 38, we have
‖ρrss,ra,ξo(µ1)ϕξo‖2 ≤ (1− c)‖ϕξo‖2.
As in the proof of Lemma 40, we can deduce∥∥∥∥ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ1(γ)∥∥∥∥
L2(D1)
≤ (1−c)‖ν̂l‖L2(D1)+C(rss+ra)l1/2,
which proves the claim. 
We turn Lemma 40 into an estimate on ν̂l+L, where L is the number
from Lemma 35. We use a trick similar to (7). Notice that the estimate
is useful only if a large proportion of the L2-mass of ν̂l is on D3.
Lemma 42. There are numbers c, C depending only on µ, x0, R and α
such that for any integer l, we either have
‖ν̂l+L‖L2(D2) ≤ ‖ν̂l‖L2(D2) − cδ2‖ν̂l‖L2(D3) or
‖ν̂l‖L2(D3) ≤ Cδ−2(rss + ra)αlα/2.
Proof. We suppose that the second alternative of the conclusion does
not hold. Then it follows from Lemma 40 that:∥∥∥∥ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ1(γ)∥∥∥∥
L2(D2)
≤ ‖ν̂l‖L2(D2) − cδ2‖ν̂l‖L2(D3).
We use here that both D2 and D3 are invariant under θ(suppµ1) and
their volumes are bounded by a constant multiple of each other.
Recall that µ˜∗(L) ∗ µ∗(L) = pµ1 + qµ2, hence∥∥∥∥ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ˜∗(L) ∗ µ∗(L)(γ)∥∥∥∥
L2(D2)
≤ ‖ν̂l‖L2(D2)−cpδ2‖ν̂l‖L2(D3).
(64)
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We can write
‖νl+L‖2L2(D2) =
 
D2
∣∣∣∣ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ∗(L)(γ)∣∣∣∣2 dξ
=
 
D2
¨
e(〈v(γ1), ξ〉)ν̂l(θ(γ1)−1ξ)
· e(−〈v(γ2), ξ〉)ν̂l(θ(γ2)−1ξ)dµ∗(L)(γ2)dµ∗(L)(γ1)dξ
=
 
D2
¨
e(〈−θ(γ2)−1v(γ2) + θ(γ2)−1v(γ1), ξ〉)
· ν̂l(θ(γ1)−1θ(γ2)ξ)ν̂l(ξ)dµ∗(L)(γ2)dµ∗(L)(γ1)dξ
=
 
D2
ˆ
e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ˜∗(L) ∗ µ∗(L)(γ)ν̂l(ξ)dξ
≤ ‖ν̂l‖L2(D2) ·
∥∥∥∥ˆ e(〈v(γ), ξ〉)ν̂l(θ(γ)−1ξ)dµ˜∗(L) ∗ µ∗(L)(γ)∥∥∥∥
L2(D2)
≤ ‖ν̂l‖L2(D2)(‖ν̂l‖L2(D2) − cpδ2‖ν̂l‖L2(D3))
≤
(
‖ν̂l‖L2(D2) −
cpδ2
2
‖ν̂l‖L2(D3)
)2
,
which proves the lemma. We used the symbol
ffl
to denote integration
with respect to the normalized volume measure of total mass 1. 
The same proof using Lemma 41 instead of Lemma 40 gives the
following:
Lemma 43. There are numbers c, C depending only on µ, x0, R and α
such that for any integer l, we either have
‖ν̂l+L‖L2(D1) ≤ (1− c)‖ν̂l‖L2(D1) or
‖ν̂l‖L2(D1) ≤ C(rss + ra)l1/2.
Now we use rotations θo(γ) for γ ∈ suppµ to move the L2 mass away
from Zα. This allows us to prove that there is a number 0 ≤ k ≤ |Zα|
such that the L2-mass of ν̂l+k on D2 is not concentrated near the points
in Zα, and we can upgrade Lemma 42 into:
Lemma 44. There are numbers c, C depending only on µ, x0, R and α
such that for any integer l, we either have
‖ν̂l+|Zα|+L‖L2(D2) ≤ (1− cδ2)‖ν̂l‖L2(D2) or
‖ν̂l‖L2(D2) ≤ Cδ−2(rss + ra)αlα/2.
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Proof. It is clear that ‖ν̂l‖L2(D2) decreases as l grows, so it will be
sufficient to prove the inequality for ν̂l+k+L for some 0 ≤ k ≤ |Zα|.
We show that there is some c > 0 depending only on R, µ and α
such that there is 0 ≤ k ≤ |Zα| such that
‖ν̂l+k‖L2(D3) ≥ c‖ν̂l‖L2(D2) or ‖ν̂l+k‖L2(D2) ≤ (1− c)‖ν̂l‖L2(D2). (65)
This combined with Lemma 42 finishes the proof.
Suppose that the first inequality in (65) does not hold for k = 0 say
with c = 1/2. Then there is ξo ∈ Zα such that
‖1{ξ:|pio(ξ)−ξo|≤δ}ν̂l‖2L2(D2) ≥
‖ν̂l‖2L2(D2)
2|Zα| .
Here 1{ξ:|pio(ξ)−ξo|≤δ} denotes the indicator function of the set {ξ : |pio(ξ)−
ξo| ≤ δ}. It is clear that there is some c0 > 0 depending only on
µ,R and α such that there is k ≤ |Zα| and γ0 ∈ supp (µ∗(k)) with
dist(θo(γ0)
−1ξo, Xα) > c0. We can assume that δ < c0/10. Hence there
is a neighborhood of γ0 in Isom(R
d) that we denote by U such that
dist(θo(γ)
−1ξo, Xα) > 2δ for each γ ∈ U . Thus for each γ ∈ U , we have
‖1{ξ:dist(pio(ξ),Xα)≤δ}(ξ)ν̂l(θ(γ)−1ξ)‖2L2(D2) ≤ (1− 1/(2|Zα|))‖ν̂l‖2L2(D2).
Recall that
ν̂l+k(ξ) =
ˆ
e(〈ξ, v(γ))ν̂l(θ(γ)−1ξ)dµ∗(k)(γ).
Since µ∗(k)(U) ≥ c1 > 0 for some number c1 depending only on µ, R
and α, we have
‖1{ξ:dist(pio(ξ),Xα)≤δ}ν̂l+k‖2L2(D2) ≤ (1− c1/(2|Zα|))‖ν̂l‖2L2(D2).
This implies (65) if the number c there is sufficiently small. 
Proof of Proposition 34. We apply Lemma 43 iteratively for l = 0, L,
2L, . . . , dA log s−1eL. If the first alternative of the lemma holds always,
then we have ‖ν̂dA log s−1eL‖L2(D1) ≤ scA. In the opposite case we get
‖ν̂dA log s−1eL‖L1(D1) ≤ ‖ν̂dA log s−1eL‖L2(D1)
≤ C(rss + ra)(dA log s−1eL)1/2 ≤ CA1/2 log1/2(s−1)s.
If we choose A sufficiently large depending on R, µ and α, the last
expression will be larger than sA/c.
We also apply Lemma 44 iteratively for l = 0, L+|Zα|, 2(L+|Zα|), . . . ,
dAδ−2 log s−1e(L+ |Zα|). If the first alternative of the lemma holds al-
ways, then we have ‖ν̂dAδ−2 log s−1e(L+|Zα|)‖L2(D2) ≤ scA. In the opposite
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case we get
‖ν̂dAδ−2 log s−1e(L+|Zα|)‖L1(D2) ≤ ‖ν̂dAδ−2 log s−1e(L+|Zα|)‖L2(D2)
≤ Cδ−2(rss + ra)α(dAδ−2 log s−1e(L+ |Zα|))α/2
≤ CAα/2δ−α−2 logα/2(s−1)sα.
If we choose A sufficiently large depending on R, µ and α, the last
expression will be larger than sA/c. Summing the above two estimates
and taking into account that Vol(D1) ≤ CrdimVss−1ss rdimVa−1a δdimVo and
Vol(D2) ≤ CrdimVss−1ss rdimVa−1a we get the claim. 
8.3. Proof of the Local Limit Theorem. Recall from the statement
of the theorem that X1, X2 . . . are independent identically distributed
random isometries. By the assumptions of the Theorem, the common
law of Xi is non-degenerate and has finite moments of order α > d
2+3d.
By Lemma 4, we can choose the origin in such a way that v :=
E[X1(x0)−x0] is fixed by K. Now let γv ∈ Isom(Rd) be translation by
−v and consider the random isometries Xi · γv and denote by µ their
common law. Then µ also satisfies (C) besides non-degeneracy and the
above moment condition, and clearly it is enough to prove the theorem
for these modified random isometries.
We can approximate any compactly supported continuous function
in L∞ norm by functions which have smooth (say C∞) and compactly
supported Fourier transform. Therefore we consider an arbitrary func-
tion f such that f̂ is smooth and compactly supported, and prove the
conclusion of Theorem 2 for it. Then this will prove the theorem by
approximation. Let R > 0 be a number such that the support of f̂ is
contained in the ball of radius R around the origin.
We again write νl = µ
∗(l).δx0 and use Plancherel’s formulaˆ
f(x)dνl(x) =
ˆ
f̂(ξ)ν̂l(ξ)dξ.
Let ∆ be the quadratic form from Proposition 15. It is easily seen that
lim
l→∞
ld/2
ˆ
f̂(ξ)e−l∆(ξ,ξ)dξ = cf̂(0),
where c is a constant depending on ∆. Since f̂(0) =
´
f(x)dx, it is
enough to show that
lim
l→∞
ld/2
ˆ
f̂(ξ)(ν̂(ξ)− e−l∆(ξ,ξ))dξ = 0.
The rest of the proof is devoted to estimating the above integral. We
break it up into several regions. Let δ = l−β with β > d/(2d + 2) and
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also
β(α + 2)− α
2
< −d
2
,
which is possible since α > d2 + 3d. (This will also be the δ that we set
in Proposition 34.) The first region is defined as Ω1 := {ξ : |ξ| ≤ δ}.
Proposition 15 implies that
r−d+1
ˆ
|ξ|=r
|ν̂l(ξ)− e−l∆(ξ,ξ)|2dξ ≤ Cr2.
By the Cauchy-Schwartz inequality, we have
r−d+1
ˆ
|ξ|=r
|ν̂l(ξ)− e−l∆(ξ,ξ)|dξ ≤ Cr.
After integrating for 0 ≤ r ≤ δ = l−β and using |f̂(ξ)| ≤ ‖f‖1, we get∣∣∣∣ˆ
Ω1
f̂(ξ)(ν̂(ξ)− e−l∆(ξ,ξ))dξ
∣∣∣∣ ≤ C‖f‖1l−β(d+1).
Since β > d/(2d+ 2), the right side is o(l−d/2).
Recall the notation form the beginning of Section 8, where we de-
composed Rd as an orthogonal sum Vss ⊕ Va ⊕ Vo. To simplify the
notation, we write ξ = (ξss, ξa, ξo), where ξi is the component of ξ in
the corresponding subspace Vi.
The second region we consider is
Ω2 := {ξ = (ξss, ξa, ξo) : |ξss|+ |ξa| > C0l−1/2 log1/2 l, |ξ| < R},
where C0 is a suitable constant depending on µ. (This region has an
overlap with the first one.) We integrate the bound in Proposition 27
for C0l
−1/2 log1/2 l < rss + ra < R and 0 ≤ ro ≤ R and obtainˆ
Ω2
|ν̂l(ξ)|2dξ ≤ CVol(Ω2)e−c(C0l−1/2 log1/2 l)2l ≤ CVol(Ω2)l−(d+1)
if we take C0 sufficiently large. The number d + 1 in the exponent is
arbitrary. Using the Cauchy-Schwartz inequality as above and |f̂(ξ)| ≤
‖f‖1, we get∣∣∣∣ˆ
Ω2
f̂(ξ)(ν̂(ξ)− e−l∆(ξ,ξ))dξ
∣∣∣∣ ≤ CVol(Ω2)‖f‖1l−(d+1)/2.
Note that e−l∆(ξ,ξ) is negligible in the region of integration. The right
side is again o(l−d/2).
The third region we consider is given by the inequalities
Ω3 = {ξ : |ξss|+ |ξa| < C0l−1/2 log1/2 l, δ < |ξo| < R}.
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Note that C0l
−1/2 log1/2 l is much smaller than δ, so if ξ /∈ Ω1, that
is |ξ| > 2δ, then ξ ∈ Ω2 ∪ Ω3. We use Proposition 34 with s =
C0l
−1/2 log1/2 l and integrate the bound for 0 < rss + ra < s and
δ ≤ ro ≤ R and getˆ
Ω3
|ν̂l(ξ)|dξ ≤ CsdimVss+dimVa(log1/2(s−1)sδdimVo+logα/2(s−1)sαδ−α−2).
(66)
For the first term on the right, we write
CsdimVss+dimVa log1/2(s−1)sδdimVo
= Cld/2l(1/2−β) dimVol−1/2 log1+(dimVss+dimVa) l
Since β > d/(2d+ 2), we have dimVo(1/2−β) < 1/2 so the right hand
side is o(l−d/2). For the second term in (66), we write
CsdimVss+dimVa logα/2(s−1)sαδ−α−2
≤ Cl−(dimVss+dimVa)/2lβ(α+2)−α/2 logα+(dimVss+dimVa)/2 l.
Since β(α + 2)− α/2 < −d/2, the right hand side is again o(l−d/2).
Using |f̂(ξ)| ≤ ‖f‖1 again, we get∣∣∣∣ˆ
Ω3
f̂(ξ)(ν̂(ξ)− e−l∆(ξ,ξ))dξ
∣∣∣∣ ≤ o(l−d/2)‖f‖1.
Combining the estimates for the three regions above, we get the theo-
rem.
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