The upward crossing number problem asks for a drawing of the graph into the plane with the minimum number of edge crossings where the edges are drawn as monotonously increasing curves w.r.t. the y-axis. While there is a large body of work on solving this central graph drawing problem heuristically, we present the first approach to solve the problem to proven optimality. Our approach is based on a reformulation of the problem as a boolean formula that can be iteratively tightened and resolved.
Introduction
The traditional crossing number problem on graphs asks for the smallest number of pairwise edge crossings when drawing a given undirected graph in the plane. It constitutes one of the probably most notorious problems in topological graph theory, and even after decades of vivid research, see [23] for a rich bibliography, some of the seemingly most basic questions remain unanswered. From the point of computational complexity it is well-known that the special case of the planarity question-whether it is possible to avoid crossings altogether-is linear time solvable [19] ; the general problem of identifying the crossing number of a given graph is NP-complete [16] . For the longest time, we had to rely on heuristics when tackling the problem in practice. Only within the last years [4, 5, 10] , integer linear programs (ILPs) have been developed to solve the problem to provable optimality for "real-world" graphs, namely medium-sized sparse graphs arising in some typical graph drawing applications. By comparing such optimum solutions to the heuristics' solution, we know that the so-called planarization heuristics typically give solutions very close to the optimum, often even finding the exact solution.
However, in many applications we are given a directed (acyclic) graph (DAG), where it is natural to try to orient all edges towards a common general direction, w.l.o.g. upward, in order to emphasize some general flow, dependencies, etc. Examples of this drawing paradigm range from workflows, business processes, and organigrams to PERT diagrams, metabolic networks (after breaking cycles), and many others. In fact, one of the oldest and most widely used graph drawing algorithms-Sugiyama's framework [22] -is centered around this very concept. In contrast to undirected graphs, already testing upward planarity-deciding whether a DAG allows an upward drawing without any crossings-turns out to be NP-complete [17] . Naturally, the upward crossing number is the crossing number under the restriction that all edges are drawn with strictly monotonously increasing y-coordinates along their edges' direction (see below for a precise definition). Tackling this NP-hard optimization problem in practice turned out to be difficult: Most known approaches restrict themselves to Sugiyama's framework, where we first assign the vertices to different levels (y-coordinates) without explicitly considering the crossing problem, and then try to find an order of the vertices on these fixed levels to minimize the number of crossings. Already this restricted multi-layer crossing minimization turns out to be NP-hard [14] and has spawned exact ILP [18, 20] and semidefinite programming (SDP) approaches [6, 9] . None of these approaches allows for generalizations to the general upward crossing number, i.e., without prespecified layering. Until now, no scheme was known to obtain exact solutions at all.
The currently strongest heuristics are grid sifting [1, 2] , based on iteratively improving a solution by shifting vertices horizontally and between layers in the Sugiyama drawing style, and upward planarization [7, 8] , an extension of the successful planarization approach (for undirected graphs) to upward drawings. Due to the lack of exact algorithms, it was unclear how well either of them performs with respect to the optimum solution.
Contribution. In this paper, we devise the first approach to solve the upward crossing number to provable optimality. In contrast to most known approaches to related crossing number problems, it is based on a SAT formulation, i.e., a boolean formula for which to test satisfiability. We also show that this approach outperforms a correspondingly devised ILP formulation.
We show that our approach solves small instances to provable optimality in practice. For larger instances, our approach obtains upper bounds, i.e., heuristic solutions. Having this tool at hand, we are-for the first time-able to assess the performance of the best state-of-the-art heuristics relative to optimum solutions. It turns out that these algorithms are often surprisingly far away from the true optimum. For medium-sized instances, our approach regularly finds solutions much better than either of the heuristics, even after only 1 minute of running time.
Preliminaries
In the following, let G = (V, E) be a directed acyclic graph (DAG). For an edge e ∈ E, its source and target vertex is denoted e s and e t , respectively. A drawing D of G is a mapping of vertices to distinct points in the plane and edges to curves connecting their corresponding end points. No edge curve contains non-incident vertex points and no three edges meet at a common point unless it is a common incident vertex point. Any edge pair has at most a finite number of common points. We say D is upward if, for each edge e, e s is drawn lower than e t and any horizontal line crosses the curve of e at most once. The upward crossing number is the smallest number of points, over all upward drawings, where edge curves coincide other than in vertex points. An edge e dominates (i.e., has to be drawn below of) an edge f if there is a directed path (possibly of length 0) from e t to f s . An edge pair is non-dominating if neither edge dominates the other. Let N denote the set of all non-dominating edge pairs of G. Neither dominating nor adjacent edges cross each other in any upward crossing minimum drawing. Let C := {{e, f } ∈ N | e, f non-adjacent} denote the set of all potentially crossing edge pairs. Furthermore, observe that an edge pair will cross at most once in an optimum drawing.
A SAT instance is a propositional formula for which to test satisfiability. A SAT formulation for some decision problem is hence a specification how to generate a SAT instance F(I) from a problem instance I that is satisfiable if and only if I is a yesinstance. In [11, 12] , two different SAT formulations for the upward planarity problem were developed. Solving the resulting SAT instances of either of them using state-of-theart SAT solvers vastly dominates all other known approaches (combinatorial algorithms as well as ILPs) in terms of running time. Both approaches establish a strict total vertical order of the vertices; the first approach then focuses on finding a strict total order of the edges from left to right, while the second approach uses a powerful graph-theoretic result based on a Hanani-Tutte-type characterization of planarity. For the latter, it is unclear how to extend its core ideas to tackle upward crossing numbers; our approach is hence inspired by the former. Yet, the immediate stumbling block is clearly that when two edges cross, we can no longer classify which one of them is to the left of the other.
While SAT formulations per se can only tackle decision problems, there is a straightforward (yet seemingly crude) generalization to optimization problems: A pseudo boolean satisfiability (PBS) instance consists of a propositional formula F and a linear objective function over the boolean variables interpreted as binary. We seek a truth assignment to the variables satisfying the formula and minimizing (or maximizing) the objective function. Algorithmically, solving a PBS instance requires little more than a SAT solver: We start with any upper bound U (probably +∞) and construct a propositional clause C to the effect of only allowing solutions gaining an objective value strictly less then U . We then seek a satisfying truth assignmentx to the formula F ∧ C via a SAT solver. Ifx does not exist, U is the optimum solution value. Otherwise, we measure the objective value ofx, update U and C accordingly, and iterate the process.
Upward Crossing Number as a PBS
We will describe the propositional formula F(G) of our PBS as a set of rules: propositional sub-formulae, whose conjunction constitutes F(G). Let ≺ V , ≺ E be any arbitrary fixed strict total orders of the vertices and edges of G, respectively. We introduce three different classes of boolean variables:
A variable χ(e, f ) is an indicator whether the edge e crosses the edge f . For notational simplicity, we may also write χ(f, e) := χ(e, f ), i.e., we consider the parameters commutative. Let I(.) be a function giving the integer analogon to a boolean value, i.e., I(false) = 0 and I(true) = 1. We define our objective function
A variable τ (u, v) indicates that u is drawn below v. Its negation, for which we may use the shorthand τ (v, u) := ¬τ (u, v), indicates that v is drawn below u. We establish a strict total vertical order of the vertices via transitivity rules (R τ ); upwardness of the edges is established by rules (R u ).
The interpretation of the σ variables is more complicated. In a drawing, we say two edges overlap if neither is completely above or below the other (disregarding potentially common end vertices). Given two overlapping edges e, f , consider a horizontal line arbitrarily close above the higher of the two source vertices. Considering from left to right, σ(e, f ) indicates whether we hit e before f . If the two edges do not overlap, we do not deduce any direct meaning from these variables-but, as we will see below, we cannot fix them in one way or the other. Intuitively speaking, the variable indicate whether e is to the left of f "before" their potential crossing (and consequently to the right of f above the crossing, if a crossing occurs at all). Similar to the τ variables, the negation of the variable switches the roles of the edges and gives rise to the shorthand σ(f, e) := ¬σ(e, f ). For edges not crossing each other, we need the variable assignment to be consistent, i.e., transitive, but whenever any two out of three edges cross, we cannot require this anymore:
Finally, we link the χ variables to those describing the graph elements' relative positions. Let e · ∩f be applicable only to adjacent edges e, f and denote their common vertex. We define T := {(e, f, g) | {e, g}, {f, g} ∈ N , e s = f t , e · ∩f ∈ {g s , g t }} as the set of edge triplets where the first two edges are adjacent, the second edge does not dominate the first, each of them is non-dominating with the third edge, and the third edge is non-incident to the common vertex of the first two. We define
otherwise.
Intuitively, we can understand the constraint as follows: The rule is only "activated" if g is not completely below or above v, the common node of e, f . Assume g crosses neither e nor f . Then, X(e, f, g) = false and both e and f have to be on the same side w.r.t. g. Assume e dominates f . If g crosses e, then f will not start on the same side (w.r.t. g) as e; otherwise the sides coincide. If e, f have a common source node, they will always, independent of any crossings, start on the same side of g. Finally, assume e, f have a common target node. If g crosses only one of the two edges, then both are on different sides of g beneath this crossing (recall that g passes by v); if g crosses both, they are on the same side directly beneath the lower of the two crossing points. Let F(G) be the conjunction of all rules (R τ ), (R u ), (R σ ), and (R c ). Our PBS formulation is the tuple F(G), cr (G, χ) . In the following,ᾱ will denote a truth assignment to a variable (or variable vector) α. By construction, our formulation becomes equivalent to the known upward planarity SAT formulation [11] when forbidding all crossings:
G is upward planar if and only if there is a satisfying assignment (χ,τ ,σ) for F(G) with cr (G,χ) = 0.
Proof. An objective value of cr (G,χ) = 0 is equivalent toχ(e, f ) = false for all {e, f } ∈ C. Hence X(e, f, g) = false for all (e, f, g) ∈ T . For this setting, we can rewrite (R σ ) as a pure transitivity rule σ(e, f )
This remaining system, without any χ variables, is equivalent to the known upward planarity SAT formula [11] . Theorem 1. Let G = (V, E) be a DAG and F(G), cr (G,χ) its corresponding PBS formulation. G allows an upward drawing with k crossings if and only if F(G) allows a satisfying truth assignment (χ,τ ,σ) with cr (G,χ) = k.
We prove the theorem via two separate lemmata. Lemma 1 shows that any upward drawing induces a feasible assignment with correct objective function value. Lemma 2 proves that a feasible assignment always gives rise to a corresponding upward drawing with the proposed number of crossings. Lemma 1. Let G = (V, E) be a DAG and D an upward drawing of G with k crossings. There is a satisfying assignment (χ,τ ,σ) for F(G) with cr (G,χ) = k.
Proof. By slightly perturbing the drawing, we can assume w.l.o.g. that all vertices have distinct y-coordinates. We can use these to uniquely deduce the ordering variables τ with all rules (R τ ) and (R u ) satisfied.
From D we can also directly deduce the assignments (according to their pre-established meaning) for all χ variables, as well as for the σ variables of overlapping edge pairs. We know that any partial order could be extended to a full one, but due to the crossings our already deduced σ variables may not induce a partial order. Observe that a rule (R σ ) is only "activated" if there are no crossings among the corresponding three edges; a nondeduced variable σ(e, f ) means that e and f are non-overlapping and hence non-crossing. Consider only the subset S of rules (R σ ) for edges {p, q, r} with χ(p, q) = χ(p, r) = χ(q, r) = false. The already deduced variables within S form a partial order, and we can hence extend this order, fixing all not-yet-deduced variables, to a full order. Non-deduced variables outside of S, if they exist, can be fixed arbitrarily. By this construction, all rules of type (R σ ) are satisfied.
We denote this assignment by (χ,τ ,σ). Assume there is a rule of type (R c ) violated by it, and let (p, q, r) ∈ T be the corresponding edge triple. To have a violation, r overlaps p · ∩q, andX(p, q, r) =σ(p, r) ⊕σ(q, r). For notational simplicity, letχ(e, f ) = false for edge pairs {e, f } ∈ C and we have:
Case 1:σ(p, r) ⊕σ(q, r) = true. The edges p, q cannot be on distinct sides w.r.t. r in D if p s = q s . If p t = q t , r crosses exactly one of the two edges; formula (X 2 ) would evaluate to true, a contradiction. If p t = q s , there has to be a crossing between r and p in D; formula (X 1 ) would evaluate to true, again a contradiction.
Case 2:σ(p, r) ⊕σ(q, r) = false. If p t = q s , p, q can only be on the same side of r in D if r crosses either both or none of the edges; formula (X 2 ) would evaluate to false, a contradiction. If p t = q s , then p does not cross r; formula (X 1 ) would evaluate to false, again a contradiction.
Lemma 2. Let G = (V, E) be a DAG and (χ,τ ,σ) a satisfying assignment for F(G) with cr (G,χ) = k. There is an upward drawing of G with k crossings.
Proof. The proof is by induction on cr (G,χ). The base case k = 0 holds by Observation 1. Let (χ,τ ,σ) be a satisfying assignment of F(G) and {e, f } ∈ C an edge pair with χ(e, f ) = true. We construct a new graph G = (V , E ) from G by replacing this crossing by a new vertex x: let V := V ∪ {x} and E := (E \ {e, f }) ∪ {e , e , f , f } with e = (e s , x), e = (x, e t ), f = (f s , x), f = (x, f t ). Let N and C be defined for G analogously to N and C for G, respectively. We define a projection to obtain the original edge in E for any edge of E , i.e.,ê =ê = e,f =f = f , andĥ = h for all other h ∈ E .
If we can show a feasible assignment (χ ,τ ,σ ) for F(G ) with cr (G,χ ) = k − 1 we are done by our induction hypothesis. Clearly, the general idea is to carry over most of the assignment from G to G . In general (undirected) graphs, the problem of checking whether a given set of crossing edge pairs allows a feasible drawing is still NP-complete [21] , because the order of crossings along the edges is unclear. For us, this means that we have to resolve the related problem to decide whether a crossing of an edge g over e (or f ) should now cross over e or e (f or f , respectively). We will show that, based on the σ variables, we can always find a feasible mapping.
W.l.o.g. assumeτ (f s , e s ) = true. Furthermore, we can assumeσ(e, f ) = true 1 . Intuitively, we place x vertically directly above e s (the lowest possible position), and route as few (many) e-crossing edges over e (e , respectively) as possible. If an edge crosses only one of e, f , it is possible to pick the correct edge segment to cross in G based on the σ variables. Whenever an edge crosses both e and f in G, there are (at least) two possible routings-we always choose a route not crossing over e , and show that this strategy never fails. As soon as the issue with assigning crossings is resolved, we can uniquely deduce the σ values. Observe, in particular, that σ(e, f ) = σ (e , f ) = ¬σ (e , f ) always holds.
Formally, let ≺ V and ≺ E be arbitrary fixed vertex and edge orders in G , where v ≺ V x and g ≺ E e ≺ E f ≺ E e ≺ E f holds for all v ∈ V and g ∈ E \ {e, f }. We set the assignment for F(G ) according to the following mappings:
It is not hard to see that the above assignment satisfies the rules (R τ ), (R σ ), (R u ), and that cr (G,χ ) = k − 1.
Claim 1. The above assignment (χ ,τ ,σ ) satisfies rules (R c ).
We can prove this claim indirectly by a case distinction, identifying contradictions with the feasibility of the assignment to F(G). For the rather technical details, we refer to the appendix. Then, the lemma holds by induction.
An ILP approach. Reusing the very same ideas as above, we can devise a corresponding integer linear programming (ILP) formulation, introducing a binary variable for each boolean variable of the PBS, and rewriting the rules straight-forwardly as linear inequalities. See the appendix for details.
Experiments
In this experimental section, we consider three main research questions: Q1. How do our exact approaches (PBS and ILP) perform in practice? Q2. How close are the state-of-the-art heuristics-upward planarization (UPL) [7] and grid sifting (GrS) [2] -to the optimum solutions? Q3. When our exact approaches do not finish within a reasonable time limit, how do the final upper bounds compare to the known heuristics?
Experimental setting. The randomized UPL algorithm is typically run multiple times. In [7] , 20 runs are suggested as the sweet-spot between solution quality and running time.
We also consider the setting of 400 runs, as, in our setting, we consider the former more important than the latter. The GrS algorithm has a parameter to constrain the search radius; as proposed in [2] , we set this parameter to 21 and to infinity (i.e., unconstrained). We denote these algorithmic variants UPL-20, UPL-400, GrS21, and GrS*, respectively. Our experiments are performed on an Intel Xeon E5520, 2. Drawing Framework (OGDF, www.ogdf.net, C++); we use minisat+ and CPLEX 12 (default settings) as our PBS and ILP solver, respectively. For GrS we consider the official implementation presented in [2] , which is part of Gravisto (http://gravisto. fim.uni-passau.de/, Java). For our PBS runs, we use UPL-20 to obtain an initial upper bound. For both exact approaches, we apply a time limit of 600 seconds.
Comparison of Exact Approaches
Rather surprisingly, our PBS approach vastly dominates the ILP approach, which is barely able to solve the smallest instances. This is mainly due to the fact that the LP relaxation of the ILP model allows, even after several branchings, the sum of crossing variables to be 0 (or 1), since virtually all ordering variables can be set to 0.5. Table 1 summarizes our results for the Rand1 benchmark set (specified below). We see that PBS has a very high success rate (i.e., percentage of instances solved to proven optimality) for up to 40 vertices, and still solves over half of the instances with 50 vertices. In contrast to this, the ILP approach solves at most a third for even the smallest instances. The average running time also shows PBS clearly dominating the ILP. Hence, in the following we will only consider PBS as our exact approach.
Detailed Experiments on PBS and the Heuristics
Real-world instances from literature. There are mainly two "real-world" benchmark sets that have been used in the context of upward crossing minimization [1, 2, 7, 8] . Since upward-planarity testing can by now be done quickly in practice [12] , we filter the instances accordingly to only consider non-upward-planar DAGs. The Rome graphs [24] are originally undirected graphs that can be directed canonically to obtain DAGs [15] . We use all 3117 non-upward-planar instances with up to 50 vertices. The North DAGs [13] have originally been collected by Stephen North at AT&T. We consider all 464 non-upward-planar instances with up to 100 vertices. To put our comparison into context, we recall that when the first practically efficient general upward planarity test was described in [11] , UPL was considered to see how often it would recognize an upward-planar graph by finding a crossing-free solution. UPL recognized 92% of the upward-planar North instances, but only 44% for Rome. Figure 1(a) shows more details on this behavior, also for GrS. The latter achieves only an even lower success rate, and while UPL requires 1.5-2 crossings for the largest considered instances on average, GrS needs 6 on average. We note that the weak behavior of GrS is somewhat expected, as we know from [2] that it is dominated by UPL on sparse instances (as, e.g., Rome), but improves over UPL for denser instances.
Returning to the topic of upward crossing number, Figures 1 and 2 summarize our results for Rome and North, respectively. Quite generally, all approaches perform better on the latter. For Rome, Figure 1(b) shows the number of crossings obtained by the heuristics relative to the final PBS upper bound. We see that both UPL variants perform much stronger than either GrS. However, even UPL-400's solutions require 2-3 times more crossings than PBS. We observe a decrease in this ratio for the larger graphs; this is due to the fact that the success rate of PBS starts to degrade, and the observed ratio is only a lower bound on the ratio between the heuristics and the true optima. To show this effect, Figure 1 (c) concentrates on the instances solved to proven optimality by PBS: we see that the graphs require only 1-2 crossings on average, but the heuristic solutions diverge further away from the optimum the larger the graphs get. For the largest instances, UPL (GrS) requires 6 (10) crossings on average. Figure 1(d) shows the required running times: while UPL-20 and both GrS require only negligible time, the exact PBS approach starts to increase rapidly for the larger graphs. It is, however, interesting to see that PBS typically finds the optimum solution in time comparable to UPL-400; the last iteration-disproving the existence of any better solution-requires the most running time. This shows that PBS, even when terminated early, seems to be a viable heuristic alternative. For the seemingly simpler North instances, we showcase the algorithms' dependency on the graphs' density. Most instances (bars in Fig. 2(a) ) have low density, for which the success rate of PBS is excellent (bars in Fig. 2(b) ). However, as the the graphs get denser, PBS is less often able to solve the instances to proven optimality. This explains the decrease in the crossing number ratio for the heuristics, over all instances. When considering only the instances for which we now know their optimum solutions, we see that the gap of roughly 50% additional crossings does in fact not decrease. It is noteworthy that the PBS approach, when stopped after 1 minute (and hence in the range of UPL-400's runtime) constitutes the best heuristic.
Constructed Instances. We further consider two types of randomly constructed nonupward-planar benchmark sets. The first set, as suggested in [3] and denoted Rand1 , consists of originally upward-planar DAGs (20, 30, . . . , 80 vertices; density 1.2, 1.4 , . . . , 2.6) where i ∈ {1, 2, 3, 4} percent of the edges are inverted (retaining the DAG property). We generated 896 instances, 4 per parameter setting. The second benchmark set Rand2 consists of random graphs (we pick vertex pairs with uniform probability and connect them until the desired density is obtained; 10, 20,. . . 50 vertices; density 1.2, 1.4,. . . 2.0) that are oriented as DAGs. However we note that this second construction, while popular in many studies, seems not to match real-world graph drawing instances very well, and even small graphs tend to require very many crossings. We hence biased the selection into the benchmark set to instances where UPL-20 needs less than 20 crossings, if possible. Both benchmark sets, as well as details on their construction, can be found on http: //cs.uos.de/theoinf.
For the random graphs (Figure 3 ), we can generally see a picture similar to the realworld instances, although Rand2 is much harder for the PBS approach than any other considered benchmark set. This is mainly due to the higher number of required crossings: We can see that PBS' success rate is highly dependent on the final solution value (Figures 3(c),3(f) ). For the harder instances, PBS often fails to improve the UPL-20 bound within the given time limit. For Rand1 (Fig. 3(a) ), we can see that PBS' success rate again starts to drop for 50 vertices. For the larger graphs, it is successful mainly for instances with small crossing number, which explains the apparent performance gain of the UPL heuristics for these graph sizes. Over all Rand1 instances, the UPL (GrS) heuristics obtain solutions 3-4 (4-9, respectively) times higher than PBS (Fig. 3(b) ). However, when concentrating on the optimally solved instances (Fig. 3(a), 3(c) ), we see that the actual ratios relative to the optima are even much worse. Again, the low ratios for the harder instances are caused by the fact that PBS was only able to prove instances with smaller crossing numbers for them than for medium instances. Figures 3(b) ,3(e) and 3(c),3(f) show that GrS closes or at least starts to close the gap to UPL when considering instances that are denser or require more crossings. For the harder Rand2 instances, we close with observing that, even when PBS was not able to finish within the time limit, it was able to improve on the best heuristic solution in over 60% of the instances for graphs with up to 30 vertices (Fig. 3(d) ) and 40% overall. Even for the hardest instances, the strongest previously known heuristic, UPL-400, requires 30% more crossings than PBS' final upper bound (Fig. 3(f) ).
Again, the results obtained from running PBS for only one minute, are astonishingly good: it clearly dominates any other heuristic quality-wise in virtually all situations by a wide margin, mostly obtaining near-optimal solutions.
Conclusion
We presented the first exact approach to the general upward crossing number problem. Furthemore, our evaluation answers the research questions Q1-Q3 stated above as follows: Our PBS approach can be used to solve instances with up to 40-50 vertices exactly. The ILP alternative is currently clearly too weak, and would need quite some effort and probably highly specialized further cutting planes, to achieve a success rate similar to PBS (if possible at all). It is fascinating to put PBS' success rate in relation to the traditional crossing number of undirected graphs: the first published results [5] on an ILP approach to that problem also solved the Rome instances only for up to 40 vertices, experiencing a sever drop in the success rate at this graph size; however it held the seed for the later improvements [4, 10] . We hope that our approach to exact upward crossing minimization may see a similar fate.
We showed a surprisingly weak performance of the state-of-the-art heuristics to this problem. Especially for the Rome and Rand1 benchmark sets, the heuristics only give solutions far away from the optimum. This is in stark contrast to the experience with the traditional crossing number, where the planarization-based approaches are typically very close to the optimum. We hence deem further research in this area absolutely necessary.
Finally, we showed that our PBS approach, when terminating it early, gives a viable alternative to the known heuristics, regularly finding better solutions although at a much higher cost in terms of running time. Assume (χ ,τ ,σ ) violates some rule C := (C τ → C χσ ) ∈ (R c ) of F(G ) w.r.t. an edge triple (p, q, r) ∈ T (G ). We know from C τ thatτ (r s , p · ∩q) =τ (p · ∩q, r t ) = true and from C χσ that X (p, q, r) = (σ (p, r) ↔ σ (q, r)). For notational simplicity, we consider χ (g, h) = false for edge pairs {g, h} ∈ C in G to simplify the definition of X (p, q, r) as in the proof of Lemma 1. LetĈ := (Ĉ τ →Ĉ χσ ) be the projection of C achieved by replacing any edge h byĥ, and using the original assignment (χ,τ ,σ) instead of (χ ,τ ,σ ). C is only properly defined if p · ∩q = x and all σ variables are defined. Otherwise, we saŷ C is non-proper.
First, we observe that all variable values in G are identical to the ones in G if the indexing graph elements are not from {x, e , e , f , f }. Hence, since otherwiseĈ would be defined and satisfied, the violated formula has to consider at least one segment of e, f .
Case 1:r ∈ {e, f }. Hence p · ∩q = x and {p,q,r} are three distinct edges (not, e.g., p = e , r = e ). Consequently,Ĉ τ andĈ χσ are properly defined and satisfied, and thus C τ is satisfied as well. Consider the situation that r ∈ {e , f } and {p, q} s ∈ {e , f } \ {r}. If we are not in this situation, then all variable values inĈ χσ and C χσ would be identical, a contradiction. If we are in this situation, we would useσ (r, s) = ¬σ(r,ŝ), i.e., a negation of one of the entries on the right hand side of C χσ when compared toĈ χσ . But then, also the left hand side X (p, q, r) is inverted asχ(e, f ) = true whereasχ (e , f ) = false (observe that (e , f ) ∈ C ).
Case 2:r ∈ {e, f }, |{p,q} ∩ {e, f }| = 1. Ifr does neither cross e nor f , then X(p, q, r) = false andσ (p, r) =σ (q, r). Since then C χσ would be satisfied, we can assume there is some crossing. In this case, as well as in Case 3, we will consider sub-cases on the specific choice of p, q. In each of the following sub-cases we will discuss the two situations (yielding a separate paragraph each) whether r crosses exactly one of e, f , and the situation where it crosses both. In the former case, we will assume this crossing to be on e by symmetry of the solution; the case where only f is crossed is analogous. In all cases, we will show that C cannot be violated as this would also induce a violation in the related rule in F(G), using the mapping specified above.
Case 2.1: p = e and q s = e t . Ifr has exactly one crossing with e or f , i.e.χ(e,r) = true, then X(p, q, r) =σ(f,r) holds. Ifσ(f, r) = true we haveσ (e , r) =σ(e,r) =σ(q,r). Otherwise we obtainσ (e , r) = ¬σ(e,r) =σ(q,r).
Ifr crosses e and f , we have X(p, q, r) = true andσ (e , r) ⊕σ (q, r) = true holds, due toσ (e , r) =σ(e,r) =σ(q,r) =σ (q, r). Case 2.2: p = e and q t = e t . (Analogous to Case 2.1) Case 2.3: p = f and q s = f t . Ifr has exactly one crossing with e or f , i.e.χ(e,r) = true, then X(p, q, r) = false holds. Yet, we haveσ (f , r) =σ(f,r) =σ(q,r) =σ (q, r).
Ifr crosses e and f we have X(p, q, r) =σ(e,r) ↔σ(f,r). We know σ (f , r) = σ(f,r) :χ (f , r) = false ¬σ(f,r) :χ (f , r) = true
B. The ILP Formulation
We can construct an integer linear program (ILP) analogously to the PBS: Thereby, τ uv , σ ef , and χ ef are the binary analogues to τ (u, v), σ(e, f ), and χ(e, f ). Similarly, we define the shorthands τ vu := 1 − τ uv for u ≺ V v and σ f e := 1 − σ ef and χ f e := χ ef for e ≺ E f .
Observe that when transforming a single rule of the PBS into conjunctive normal form, we typically obtain multiple clauses. There is a one-to-one correspondence between these clauses and the ILP's constraints, i.e., the PBS and the ILP are of the same effective size. min {e,f }∈C,e≺ E f χ ef , s.t.
σ ef + σ f g − σ eg − χ ef − χ eg − χ f g ≤ 1 ∀ {e, f }, {f, g}, {e, g} ∈ N (R σ )
τ gsv + τ vgt − σ eg − σ f g + χ f g ≤ 2,
τ gsv + τ vgt − σ eg + σ f g − χ f g ≤ 2 ∀ (e, f, g) ∈ T , v = e · ∩f, e t = f t , e t = g t , e s = g s (R 1 c ) τ gsv + τ vgt + σ eg + σ f g + χ eg ≤ 4, τ gsv + τ vgt − σ eg − σ f g + χ eg ≤ 2, τ gsv + τ vgt + σ eg − σ f g − χ eg ≤ 2, τ gsv + τ vgt − σ eg + σ f g − χ eg ≤ 2 ∀ (e, f, g) ∈ T , v = e · ∩f, (e t = f s , e s = g s ) or (e t = f t , e t = g t , f s = g s ) (R 2 c )
τ gsv + τ vgt − σ eg + σ f g + χ eg + χ f g ≤ 4,
τ gsv + τ vgt + σ eg − σ f g + χ eg + χ f g ≤ 4,
τ gsv + τ vgt − σ eg − σ f g + χ eg − χ f g ≤ 2,
τ gsv + τ vgt + σ eg + σ f g + χ eg − χ f g ≤ 4 ∀ (e, f, g) ∈ T , v = e · ∩f, e t = f t , e t = g t , f s = g s , e s = g s (R 3 c ) τ gsv + τ vgt − σ eg + σ f g ≤ 2,
τ gsv + τ vgt + σ eg − σ f g ≤ 2 ∀ (e, f, g) ∈ T , v = e · ∩f, (e t = f s , e s = g s ) or (e s = f s , e s = g s ) (R 4 c ) τ uv ∈ {0, 1} ∀ distinct u, v ∈ V, u ≺ V v σ ef ∈ {0, 1} ∀ {e, f } ∈ N , e ≺ E f χ ef ∈ {0, 1} ∀ {e, f } ∈ C, e ≺ E f
C. Upward Planar Random Instances
We consider a further set of random instances (20, 30, . . . , 100 vertices; density 1.2, 1.4, . . . , 2.6; also downloadable from the above mentioned website). They are generated analogously to the non-upward-planar Rand1 instances, but are upward-planar. For most of the graphs, UPL and GrS fail to find solutions without any crossings. The larger the graphs become, the worse their success rate gets. Furthermore, their solution quality degrades both with size and with graph density. UPL and GrS require just under 60 and 80 crossings, respectively, for in fact upward-planar graphs with 100 vertices. 
