In this paper we study the normal forms of polynomial systems having a set of given generic invariant algebraic curves.
Introduction and statement of the main results
Nonlinear ordinary differential equations appear in many branches of applied mathematics and physics. In this paper we only consider autonomous differential systems. For a twodimensional system the existence of a first integral completely determines its phase portrait. Of course, the easiest planar integrable systems are the Hamiltonian ones. The planar integrable systems which are not Hamiltonian can be in general very difficult to detect. Many different methods have been used for studying the existence of first integrals for non-Hamiltonian systems based on: Noether symmetries [5] , the Darboux theory of integrability [14] , the Lie symmetries [7, 23] , the Painlevé analysis [2] , the use of Lax pairs [19] , the direct method [16, 17] , the linear compatibility analysis method [27] , the Carlemann embedding procedure [1, 6] , the quasimonomial formalism [3] , etc.
The algebraic theory of integrability is a classical one, which is related to the first part of the Hilbert's 16th problem. This kind of integrability is usually called Darboux integrability, and it provides a link between the integrability of polynomial systems and the number of invariant algebraic curves they have (see Darboux [14] and Poincaré [24] ).
Jouanolou [18] extended the planar Darboux theory of integrability to polynomial systems in R n or C n , for extension to other fields see [28] . In [4, 9, 10, 20] , the authors developed the Darboux theory of integrability essentially in R 2 or C 2 considering not only the invariant algebraic curves but also the exponential factors, the independent singular points and the multiplicity of the invariant algebraic curves. Prelle and Singer [25] , using methods of differential algebra, showed that if a polynomial vector field has an elementary first integral, then it can be computed using the Darboux theory of integrability. Singer [26] proved that if a polynomial vector field has Liouvillian first integrals, then it has integrating factors given by Darbouxian functions. Some related results can be found in [8] .
In this paper we are mainly interested in the polynomial differential systems which have a given set of invariant algebraic curves, independent of whether they are integrable or not. Thus, first we study the normal forms of planar polynomial vector fields having a given set of generic invariant algebraic curves. That is, in some sense we are interested in a kind of inverse theory of the Darboux theory of integrability.
In this work we deal with the following planar (differentiable) polynomial system of degree m:ẋ = P (x, y)ẏ = Q(x, y)
where P , Q ∈ C m [x, y] , the set of complex polynomials of degree at most m in the variables x and y, and max{deg P , deg Q} = m. Let C(x, y) ∈ C[x, y], the ring of complex polynomials in x and y. The algebraic curve C(x, y) = 0 of C 2 is called an invariant algebraic curve of system (1) if
for some complex polynomial K(x, y), which is called the cofactor of C = 0. Here and after, we denote by C x and C y the derivatives of C with respect to x and y, respectively. For simplicity, in what follows we will talk about the curve C = 0, only saying the curve C. We mention that the cofactor of the invariant algebraic curve for system (1) has degree at most m − 1. Let C = l i=1 C n i i be the irreducible decomposition of C. Then C is an invariant algebraic curve with a cofactor K of system (1) if and only if C i is an invariant algebraic curve with a cofactor K i of system (1) . Moreover, we have K = l i=1 n i K i . For a proof see [13] .
Let F (x, y) = exp(G(x, y)/H (x, y)) with G, H ∈ C[x, y] coprime (or equivalently, (G, H ) = 1). We say that F is an exponential factor if
for some polynomial L ∈ C m−1 [x, y] , which is called a cofactor of F. Let U be an open subset of C 2 . A complex function H : U → C is a first integral of system (1), if it is constant on all solution curves (x(t), y(t)) of system (1), i.e., H(x(t), y(t)) ≡ constant for all values of t for which the solution (x(t), y(t)) is defined on U. If the first integral H is differentiable, then P H x + QH y = 0 in U.
If there exists a smooth function R(x, y) such that (P R) x + (QR) y = 0, then R is called an integrating factor of system (1) .
If system (1) has a first integral or an integrating factor of the form
where C i and F j are the invariant algebraic curve and exponential factor of system (1) respectively and λ i , µ j ∈ C, then system (1) 
where 
This theorem, attributed to Christopher [10] , was stated in several papers without proof such as [10, 12] , and used in other papers [4, 21] . The proof that we present here of theorem 1 circulated as the preprint [11] but was never published. Zholadek in [29] (see also theorem 3 of [30] ) stated a similar result to our theorem 1, but as far as we know the paper [29] has not been published. In any case Zholadek's approach to theorem 1 is analytical, while our approach is completely algebraic.
Statement (b) of this theorem has a corollary proposed by Christopher and Kooij [12] showing that system (6) has the integrating factor R = p i=1 C i −1 , and consequently the system is Darboux integrable. The following result shows that the generic conditions of theorem 1 are necessary.
Theorem 2. If one of the conditions (i)-(v) of theorem 1 is not satisfied, then the statements of theorem 1 do not hold.
We have mentioned that system (1) satisfying the five assumptions of theorem 1 with r = m + 1 are Darboux integrable. Now we provide two examples of polynomial systems satisfying all assumptions of theorem 1 with r = m + 1 except either (ii) or (iii) and which are not Darboux integrable. Until now there are very few proofs of polynomial systems which are not Darboux integrable, see for instance Jouanolou [18] and Maciejewski et al [22] .
Consider the following quadratic systems:
which have the invariant circle C 1 = x 2 + y 2 − 1 = 0 with cofactor K 1 = 2(x + ay) and the invariant straight line C 2 = y − 1 = 0 with cofactor K 2 = bx + ay + a. We note that C 1 and C 2 are tangent at the point (0, 1).
Theorem 3.
There are values of the parameters a and b for which system (7) is not Darboux integrable.
As a corollary the following result shows that there are polynomial systems with an invariant algebraic curve whose highest order term has repeated factors such that they are not Darboux integrable. Consider the following quadratic system:
which has the invariant algebraic curves
and C 2 = y − 1 = 0 with cofactor K 2 = −(bx + 2ay − a). We note that the highest order term of C 1 has a repeated factor x.
Corollary 4. There exist values of the parameters a and b for which system (8) is not Darboux integrable.
The paper is organized as follows. In sections 2 and 3 we prove theorems 1 and 2, respectively. The proofs of theorem 3 and corollary 4 are given in sections 4 and 5, respectively.
Proof of theorem 1.
In the proof of this theorem we will use intensively Hilbert's nullstellensatz (see, for instance, [15] We first consider the case that system (1) has a given invariant algebraic curve. Proof. (a) Since there are no points at which C, C x and C y vanish simultaneously, from Hilbert's nullstellensatz we obtain that there exist polynomials E, F and G such that
As C satisfies equation (2), we get from (2) and (10) that
Substituting K into (2), we get
Since (C x , C y ) = 1, there exists a polynomial D such that
This proves that system (1) has the form (9) with A = KE + GP and Q = KF + GQ.
(b) From (a) and lemma 5 we get that system (1) has the normal form (9) . Without loss of generality we can assume that p q.
We first consider the case that C c has neither factor x nor y. So we have 
In (9) we replace A by A − FC y and D by D − FC, so the degrees of polynomials under consideration reduce by one. We continue this process and do the same forẏ until we reach a system of the forṁ
with a p − c, d p − c + 1, b q − c and e q − c + 1. Since C = 0 is an invariant algebraic curve of (11), from (2) we get may have a common factor in x or y (for example,
). In order to avoid this difficulty we rotate system (1) slightly such that C c has no factors in x and y. Then, applying the above method to the new system we get that the new system has a normal form (9) with the degrees of A, B and D as those of the second part of (b).
We claim that under affine changes system (9) 
Hence, the claim follows. This completes the proof of (b), and consequently we have the proof of the lemma. (1) has the normal forṁ
and D satisfy conditions (ii) and (v), then system (1) has the normal form (12) with
Proof. Since (C, D) = 1, the curves C and D have finitely many intersection points. By assumption (i) at each of such points there is at least one nonzero first derivative of both C and D. In a similar way to the proof of the claim inside the proof of lemma 6, we can prove that under an affine change of the variables, system (12) preserves its form and the bound for the degrees of A, B, E and F. So, we rotate system (1) slightly such that all first derivatives of C and D are not equal to zero at the intersection points. From Hilbert's nullstellensatz, there exist polynomials M i , N i and R i , i = 1, 2 such that
By lemma 6 we get that
for some polynomials A 1 , E 1 , G 1 and F 1 . Moreover, using the first equation of (13) we have F 1 = SC + TD + UC y for some polynomials S, T and U. Substituting F 1 into (14) we obtain that
Using the second equation of (13) and (15) to eliminate C y we get
for some polynomials V and W . Substituting (16) into (15), we have
Since (C, D) = 1, there exists a polynomial K such that
Substituting E 1 of (16) and A 1 of (17) into (14), then we have
Similarly, we can prove that there exist some polynomials K , S , W and U such that
Since C is an invariant algebraic curve of (1), we have PC x + QC y = K C C for some polynomial K C . Using (18) and (19) we get
As C, C x and C y are coprime, there exists a polynomial Z such that
Substituting the expression DW − UD y into (18), we get
Since D = 0 is an invariant algebraic curve of system (1), we have (19) and (21) we get
As D and D x are coprime, there exists a polynomial M such that
The curves C and D being transversal implies that C, D and C x D y − C y D x have no common zeros. From Hilbert's nullstellensatz, there exist some polynomials M 3 , N 3 and R 3 such that
Eliminating the term C x D y − C y D x from (22) and (23), we obtain that U = IC + JD for some polynomials I and J . Hence, equation (22) becomes
Substituting ZC y − SD y and U into (21) we obtain that
This means that P can be expressed in the form (18) (18) we obtain that P and Q have the form (12) . This proves statement (a).
As in the proof of lemma 6 we can prove that under suitable affine change of variables the form of system (12) and the bound of the degrees of the polynomials A, B, E and F are invariant. So, without loss of generality we can assume that the highest order terms of C and D are neither divisible by x nor y.
By the assumptions, the conditions of statement (a) hold, so we get that system (1) has the form (12) . If the bounds of the degrees of A, B, E and F are not satisfied, we have by (12) that
We remark that if one of the numbers a + c + d, e + c − 1 + d and f + c + d − 1 is less than the other two, then its corresponding term in the first equation of (24) is equal to zero. The same remark is applied to the second equation of (24) . From the hypotheses it follows that C c and C 
x . We rewrite equation (12) aṡ
Thus, we reduce the degrees of A, B, E and F in (12) by one. We can continue this process until the bounds are reached. This completes the proof of statement (b). 
Proof.
We use induction to prove this lemma. By lemmas 6 and 7 we assume that for any l with 2 l < p we have
Since C l+1 = 0 is an invariant algebraic curve, from lemma 6 we get that there exist some polynomials E, G and H such that
Now we consider the curves
From the assumptions we obtain that there are no points at which all the curves K i = 0 and C l+1 = 0 intersect. Otherwise, at least three of the curves C i = 0 for i = 1, . . . , l + 1 intersect at some point. Hence, there exist polynomials U and V i for i = 1, . . . , l such that
Using this equality, we can rearrange (26) as
Using (27) and (28) to eliminate C l+1 we obtain that
for some polynomials I i and J i . Substituting these last equalities into (28), we have
It is easy to check that the expressions multiplying K i in the two summations of (29) are divisible by C i . Hence, there exist polynomials L i and
So, from (29) we get that
This implies that (26) can be rewritten as
Moreover, we write (30) in the form
It is easy to see that C i and C l+1 are invariant algebraic curves of the systemẋ = P i ,ẏ = Q i . So, from statement (a) of lemma 7 we can obtain that
Substituting these last two equations into (31), we obtain that system (1) has the form (25) with the l + 1 invariant algebraic curves C 1 , . . . , C l+1 . From induction we have finished the proof of statement (a).
The proof of statement (b) is almost identical with those of lemma 7(b), so we shall omit it here. Hence, this ends the proof of the lemma.
Proof of theorem. From lemma 8 it follows statement (a) of theorem 1.
By checking the degrees of polynomials A i , B and D in statement (b) of lemma 8 we obtain statement (b) of theorem 1.
From statement (a) of lemma 8, we can rearrange system (1) such that it has the form (25). But from statement (b) of lemma 8 we must have B = 0, D = 0 and A i = 0. This proves statement (c) of theorem 1.
Proof of theorem 2.
The proof is formed by the following examples. First, we consider the case r < m + 1. That is, the sum of degrees of the given invariant algebraic curves is less than the degree of the system plus one.
Example 1.
The algebraic curve C = y 3 + x 3 − x 2 = 0 satisfies all conditions of theorem 1 excepting (i). The cubic systeṁ
has C as an invariant algebraic curve. We claim that system (33) does not have the form (5). Otherwise, it can be written in the forṁ
where A, B and D are polynomials. It is in contradiction with (33), because in the first equation of (33) there is a linear term.
Example 2.
The algebraic curve C = y − x 2 = 0 satisfies all conditions of theorem 1 excepting (ii). The polynomial system of degree m with m 2: We can write system (34) in the form (5), i.e.
x = A(x, y)(y − x 2 ) + D(y) + xE(y) y = (B(x, y) + 2E(y))(y − x 2 ) + 2x(D(y) + xE(y)).

But then deg(B(x, y) + 2E(y))
= m − 1 > m − deg C.
Example 3.
The algebraic curves C 1 = x 2 + y 2 − 1 = 0 and C 2 = y − 1 = 0 satisfy all conditions of theorem 1 excepting (iii). The cubic systeṁ
has C 1 and C 2 as invariant algebraic curves. We claim that system (35) cannot be written in the form (5). Otherwise, Q can be written as
where B and D are polynomials. However, there do not exist polynomials B and D such that
Because if the equality holds, then B must contain the monomial −y. Let ay t be the monomial of B with the highest degree t 1 and without the variable x. Then the left-hand side of (36) contains the monomial ay t+2 . It is in contradiction with the right-hand side of (36).
Example 4.
The algebraic curves C 1 = x = 0, C 2 = y = 0 and C 3 = x + y = 0 satisfy all conditions of theorem 1 excepting (iv). The cubic systeṁ
has these three curves as invariant algebraic curves. We claim that system (37) cannot be written in the form (5). Otherwise, the polynomial Q can be written as
where B, D and E are polynomials. But it is in contradiction with (37).
Example 5. The algebraic curves C 1 = xy + 1 = 0 and C 2 = y = 0 satisfy all conditions of theorem 1 excepting (v). The cubic systeṁ
has C 1 and C 2 as invariant algebraic curves. If we write this system in the form (5), then we have
where B and C are polynomials. Comparing it with (38), we get that B cannot be a constant. So, deg B > 0 = m − r, which is in contradiction with statement (a) of theorem 1. Next, we consider the case r = m + 1. That is, the sum of the degrees of the given invariant algebraic curves is equal to the degree of the system plus one. This system cannot be written in the form (6).
Example 8.
The curves C 1 = x 2 + y 2 − 1 = 0 and C 2 = y − 1 = 0 satisfy all conditions of theorem 1 excepting (iii). Moreover, C 1 and C 2 are invariant algebraic curves of system (7). However, system (7) does not have the form (6) if a = 0.
Example 9.
The curves C 1 = x + iy = 0, C 2 = x − iy = 0 and C 3 = x = 0 satisfy all conditions of theorem 1 excepting (iv). The quadratic systeṁ
has C 1 , C 2 and C 3 as invariant algebraic curves, but this system cannot take the form (6).
Example 10. The curves C 1 = xy − 1 = 0 and C 2 = x = 0 satisfy all conditions of theorem 1 excepting (v). They are invariant algebraic curves of the systeṁ
Obviously, this system does not have the form (6). Last we give the counterexamples for the case r > m + 1. That is, the sum of the degrees of the invariant algebraic curves is larger than the degree of the system plus one. From these 15 examples follows the proof of theorem 2.
Proof of theorem 3.
The proof is separated into three parts. The first part shows that there exists a set 1 of values of the parameters a and b such that system (7) has only the given two invariant algebraic curves. The second part give a proof that there exists a set 2 of values of a and b such that systems (7) have no exponential factors. Moreover, 1 ∩ 2 = ∅. The last step contributes to prove that system (7) is not Darboux integrable for a, b ∈ 1 ∩ 2 . We need the following result (for a proof, see [10] ).
Lemma 9.
Assume that system (1) with degree m has an invariant algebraic curve C of degree n. Let C n , P m and Q m be the homogeneous parts of C with degree n, P and Q with degree m. Then the irreducible factor of C n divides yP m − xQ m .
The first part is formed by the following proposition, which is related to the existence of invariant algebraic curves of system (7).
Proposition 10.
For each b = 1 ± 1 p with p ∈ N there exists a numerable set ϒ such that if a ∈ R\(ϒ ∪ {0}), then system (7) has no irreducible invariant algebraic curves different from f 1 = 0 and f 2 = 0.
Proof. Assume that C = n i=0 C i (x, y) = 0 is an invariant algebraic curve of system (7) with cofactor K = K 1 + K 0 , where C i and K i are homogeneous polynomials of degree i. From the definition of the invariant algebraic curve, i.e. (2), we have
Equating the terms with the same degree we obtain
where C i = 0 for i < 0 and i > n, and L is the partial differential operator
For system (7) we have yP 2 − xQ 2 = (1 − b)y(x 2 + y 2 ). So, from lemma 9 we can assume that
Substituting C n into (39) with i = 0 and doing some computations we get
Substituting C n−1 , C n and K 1 into (39) with i = 1 and doing some calculations, we obtain
This equation can be written as
where c i = 0 for i < 0 and i > n − 1. Equating the coefficients of x i y j in the above equation, we get
From the assumptions and (40) we can prove easily that c 2l+j = 0 for j = 1, . . . , m − 1. Equations (41) and (42) can be written as
with i = 0, 1, . . . , l. It is easy to check that
From (43) with i = 1 we get that
In what follows we use induction to find the coefficients c 2l−i for i = 4, . . . , 2l. Assume that for i = h we have
where B j −1 (a, b, l) for j = 2h, 2h + 1, are polynomials in a where coefficients are functions of b and l and the highest order terms of the form
Then from (43) with i = h + 1 we get
where
are polynomials in a of degree 2h + 1 and 2h + 2 respectively, in which the highest order terms are the form (44) for j = 2h + 2 and j = 2h + 3, respectively. Hence, from (43) and using induction we obtain that for h = 0, 1, . . . , 2l
Moreover, from the first equation of (43) with i = l, i.e. ac 0 + (b − 1)c 1 + K 0 = 0 we get
This means that
Since aB 2l−1 + (b − 1)B 2l−2 − 1 is a polynomial of degree 2l in the variable a, it has at most 2l real roots, denoted by S l the set of the roots. Then, for a ∈ R\S l we must have K 0 = am. Obviously, ϒ = ∪ ∞ l=1 S l is a numerable set. Moreover, for each a ∈ R\ϒ and l ∈ N we have K 0 = am. So, if C is an invariant algebraic curve of the above form, it has the cofactor
Moreover, we can check that with p ∈ N and a ∈ R\(ϒ ∪ {0}) system (7) has only the irreducible invariant algebraic curves x 2 + y 2 = 1 and y = 1. This proves the proposition. Now we consider the exponential factors. We recall that if F = exp(G/H ) is an exponential factor of system (1) with cofactor L, then H = 0 is an invariant algebraic curve of system (1) with a cofactor K H , and G satisfies the following equation:
For more details see [13] .
Proposition 11.
For each b ∈ Q there exists a numerable set ϒ * ⊃ ϒ such that if a ∈ R\(ϒ * ∪ {0}), then system (7) has no exponential factors.
Proof. From proposition 10 system (7) has only the invariant algebraic curves C 1 = x 2 + y 2 − 1 = 0 and C 2 = y − 1 = 0. If system (7) has an exponential factor, we can assume that it has the form F = exp
with a cofactor L, where l 1 and l 2 are non-negative integers. Since the invariant algebraic curve C
, from (45) we get that G satisfies the following equation:
where L i are homogeneous polynomials of degree i.
Case 1: n + 1 < 2l 1 + l 2 . By equating the homogeneous terms of highest degree in (46) we obtain first that L 1 = 0, and after that L 0 = 0, and so L = 0. Thus G is an invariant algebraic curve. Moreover, from the assumption of this proposition we obtain that G = cC
, where c is a constant. Then, F = constant, and it cannot be an exponential factor. terms of (46) with degree n + 1 we get that
Using the relation n + 1 = 2l 1 + l 2 we can write this last equation as
where a i = 0 for i < 0 and i > n. The last equation is equivalent to
Since 
. So the first equation of (49) with i = l 1 is aB 2l 1 L 0 = 0. Since the coefficient of L 0 is a polynomial of degree m + 1, there exist at most m + 1 values of a such that it is equal to zero. We denote byγ l 1 the set of such a. Hence, if a ∈γ l 1 we must have L 0 = 0. This means that L = 0. So, system (7) has no exponential factors for a ∈γ l 1 .
Using the notations for G and G n introduced in the study of case 2, equating the terms of (46) with degree n + 1 and doing some computations we get that
where a i = 0 for i < 0 and i > n. These equations are equivalent to
where j = 0, 1, . . . , l 1 . From the first equation of (50) we obtain that a i = 0 for i = 0, 1, . . . , l 2 − 1. Hence, the first equation of (50) with j = 0 induces to L 10 = 0. Thus, we have
From the second equation of (50) with j = 0, 1, . . . , l 1 − 1 and using induction, we can prove that
with µ j > 0. Now the second equation of (50) with j = l 1 can be written as
This implies that L 01 = 0. Moreover, we have a 2j +1+l 2 = 0 for j = 0, 1, . . . , l 1 − 1.
From the above calculations we get that L = L 0 and
Since a l 2 = 0, without loss of generality we assume that a l 2 = 1. Equating the terms of (46) with degree n we get that
Let Working in a similar way to the previous case we can prove that the coefficients a i in G n satisfy the following equations:
[n − i − . . , n + 1. Since b ∈ Q, from these equations we obtain that a i = 0. So, G n = 0. This implies that system (7) has no exponential factors. Summing up these four cases the proof of the proposition follows.
In this last step we prove that for each b ∈ Q, if a ∈ R\(ϒ * ∪ {0}) system (7) is not Darboux integrable.
Suppose that the assumptions of proposition 11 are satisfied. Then, by propositions 10 and 11 we get that system (7) has only the invariant algebraic curves x 2 + y 2 = 1 with cofactor K 1 = 2(x + ay) and y = 1 with cofactor K 2 = bx + ay + a, and has no exponential factors. It is easy to check that under these assumptions do not exist λ 1 , λ 2 ∈ C not all zero such that λ 1 K 1 + λ 2 K 2 = 0 or λ 1 K 1 + λ 2 K 2 = −div(P , Q) = −(2 + b)x − 3ay, where P = y(ax − by + b) + x 2 + y 2 − 1 and Q = bx(y − 1) + a(y 2 − 1). Hence, from the Darboux theory of integrability (see, for instance, [9] or [13] ) it follows that system (7) is not Darboux integrable. We have finished the proof of theorem 3.
Proof of corollary 4.
Since y = 1 is invariant by system (8), after the change of variables x = x y − 1ȳ = y y − 1 t = τ y − 1 system (8) becomes the form of system (7) This proves the claim. Now we claim that if F (x, y) = exp
