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1 Introduction
Consider a sample y ∈ {0, 1}n generated by two different Bernoulli distributions with pa-
rameters pi0 and pi1, and consider the set S ⊂ {1, ..., n} as the set of all indices i such that
P (yi) = pi1. Assuming that the components of the vector yi are conditionally independent
given θ = (S, pi0, pi1), the likelihood function is the product of two Binomial distribution
functions, and will attain a global maximum at the set S = L(y) = {i : 1 ≤ i ≤ n ∧ yi = 1}
(let’s call this set the on-set of the vector y), with maximum likelihood estimators given by
pˆi0 = 0 and pˆi1 = 1.
Now consider a design matrix X ∈ Rn×p and a function f : Rp → {0, 1} such that
ψ(Xi) = 1 ⇐⇒ i ∈ S, where Xi is the i-th row of X. Again, if the function f is not
constrained in any way, the problem is the same and the same trivial solution applies, with
function f defined only in the set of rows of X. In this extreme case, the solution will usually
not generalize well, and also will not provide any interesting interpretation (since f is just
an enumeration based on the on-set of y).
Standard methods for the binary classification problem are concerned with the task of
estimating f constraining it in different ways such that this trivial solution (associated with
the problem of overfitting) is avoided. This constraints can take many forms; one of the most
studied and applied is the use of a linear model with the vector of coefficients constrained
to lie in the interior of a ball with a given radius (the LASSO and Ridge regression models).
Analysis then proceeds by finding f inside the feasible set such that the distance |pˆi1 − pˆi0|
between the MLE for pi0 and pi1 is maximized.
In what follows we analyze the case where X is itself a binary matrix, that is X ∈
{0, 1}n×p. In this case, f is a boolean function, lying in a discrete and finite space with 2p
points. The complete model can be thought of as a table with 2p rows, each row containing
one combination of the values of the p binary explanatory variables, plus one column that
takes either the value pi0 or pi1, representing the probability of the Bernoulli associated with
that combination of values. The binary function f assigns to each x ∈ {0, 1}p the value 1 if
the corresponding probability is pi1.
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One of the main appeals of this setup is the well known fact that any boolean function
f admits at least one representation as both a disjunction of conjunctions (its disjunctive
normal form, DNF)
ψ(x) =
k∨
i=1
∧
j∈Si
xj
∧
l∈S¯i
x¯j
 (1)
and a conjunction of disjunctions (its conjunctive normal form, CNF)
ψ(x) =
k∧
i=1
∨
j∈Si
xj
∨
l∈S¯i
x¯j
 (2)
The conjunction terms in a DNF are called implicants, because
∧
j∈Si xj
∧
l∈S¯i x¯j = 1 =⇒
ψ(x) = 1. An implicant S = xixj...x¯l is said to be prime if no conjunction obtained by
eliminating one literal from S is itself an implicant. A DNF formed by prime implicants is
called a prime DNF.
Now given design matrix X and response vector y and assuming that no two rows of X
are the same, one can easily prove that there will always be a boolean function f that is a
perfect discriminator, i.e., ψ(xi) = yi; to see this, consider a binary vector b ∈ {0, 1}n, and
define the on-set D1(b) of b to be the set D1(b) = {i ∈ n : bi = 1}, that is, the set of b
positions that take the value 1. Similarly, define the off-set D0(b) by the set of b positions
that take the value 0. Then a perfect discriminator can be written as
f(x) =
∨
x∈T (X,y)
 ∧
j∈D1(x)
xj
∧
l∈D0(x)
x¯j
 (3)
where T (X, y) = {Xi : i ∈ D1(y)} is the set of all rows of X corresponding to positive
values in y.
What this function does is to form a disjunction between all X rows corresponding to
positive values of y; it is actually equivalent to a simple enumeration of all positive individuals
(positive individual is any Xi such that yi = 1). Of course this function will not generalize
well, since it will assign the value 0 for whatever vector that is not a positive row of X.
As discussed above, an usual strategy to avoid overfitting and enhance generalization
power is to constrain the function f . Following Muselli and Quarati (2005), the first re-
striction we adopt is to monotone boolean functions. Monotone boolean functions have the
attractive property that their normal forms representations do not depend on the negation
operation; that is, any boolean function of the form
y = ψ(x) =
k∨
i=1
∧
j∈Si
xj (4)
is monotone, and any monotone boolean function has a representation in the form 4.
This however is not a decisive restriction, since it is always possible to augment the
dataset by including the negation of each original variable as a new variable, and any boolean
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function on the original set can be uniquely mapped to a monotone boolean function on the
augmented set. Therefore, it is advisable to restrain the class of boolean functions even
more.
In the spirit of the LASSO and Ridge regression models, one can define some norm on
the space of (monotone) boolean functions, and constrain ψ to lie inside a ball of a fixed
radius, according to this norm. Two obvious norms are the number of terms in the DNF of
ψ, and the total number of atomic variables involved in this same normal form.
This paper aims to offer an analysis of this problem taking a probabilistic approach. This
means that we incoporate the norms indicated above into kernels of prior distributions, and
propose posterior inference over the set of monotone boolean functions.
The biggest challenge in the estimation of these models is the combinatorial nature of all
optimization procedures involved. Direct methods suffer from non-polynomial computational
complexity; the adoption of a probabilistic setup and simulation algorithms such as MCMC
(with polynomial-bounded complexity, see for example Roberts and Rosenthal (2016)) or
stochastic search methods are useful resources in these kinds of problems.
1.1 Applications
This model can be applied to the analysis of any binary classification problem with categorical
explanatory variables (by the use of a proper encoding to transform each m-category variable
into m− 1 binary variables).
Our main motivation, however, comes from the problem of estimating polygenic markers
from genomics data. This is a topic that is currently the subject of great research interest
(see for instance recent works by Mavaddat et al. (2019); Shang et al. (2019); Yin et al.
(2019); Haws et al. (2015)).
In this context, the goal is to find combinations of genetic mutations (usually single
nucleotid polymorphisms - SNP) that are jointly associated with a given phenotype (for
instance the presence of a disease), while each single mutation taken by itself has little or no
marginal effect on the same outcome.
One the most common approaches is to build a polygenic risk score: a predictive estima-
tion of the probability of the phenotype given the genotype. The polygenic part of the score
indicates that the estimation model includes interaction terms.
More than the derivation of a polygenic risk score, however, our analysis aims at high-
lighting specific regions of the genome that together form a polygenic marker. There is to
say: besides predictive power, the goal in this work is to allow for direct interpretation of
the model’s results in substantive terms, such that biologists and other specialists are able
to directly evaluate the biological likelihood of the markers obtained. In this sense, an easily
interpretable model is much more useful for the development of treatments than a strictly
predictive model with many terms, non-linearities, etc.
This is the reason why we have chosen to adopt the discrete formulation of the problem
in terms of boolean function estimation. As discussed in section 1, the DNF form of a
boolean function is immediately interpretable as a logic sentence whose terms can be taken
as polygenic markers (because they require that the individual is mutated in position i and
j and k etc. of the genome).
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1.2 Structure of the paper
Section 2 formalizes the probabilistic model. Section 3 introduces the methods for posterior
inference for this probabilistic model; section 4 presents experimental results with simulated
data, and using UCI’s Mushroom dataset. Section 5 concludes the paper.
2 Probabilistic model
Consider a data set X ∈ {0, 1}n×p, y ∈ {0, 1}n consisting of p binary features measured
on n individuals, and a single binary outcome yi for each individual. Given a boolean
function ψ : {0, 1}p → {0, 1}, and two parameters 0 ≤ pi0 ≤ pi1 ≤ 1, the yi are conditionally
independent Bernoulli variables with probability function given by
P (y = 1 | x, pi0, pi1, ψ) =
{
pi0, if ψ(x) = 0
pi1, if ψ(x) = 1
If ψ is written in its DNF, and assuming it is monotone, then it is completely defined
by a set ω = {S1, S2, ..., Sm}, Si ⊂ {1, ..., p}, where m is the number of conjunction terms,
and each Si is the subset of variables involved in each implicant of (the DNF of) ψ. From
now on, we will use ω and ψ as equivalent formulations of the same mathematical object.
We will also call samples i with yi = 1 (0) positive (negative) samples, and samples i with
ψ(xi) = 1 (0) marked (unmarked) samples.
2.1 Likelihood
The likelihood for this model, given data X ∈ {0, 1}n×p, y ∈ {0, 1}n and assuming conditional
independence of the yi, is
P (y | X,ψ, pi0, pi1) =
n∏
i=1
[
pi
(1−ψ(xi))
0 pi
ψ(xi)
1
]yi [
(1− pi0)(1−ψ(xi))(1− pi1)ψ(x1)
](1−yi)
(5)
That is, the likelihood is the product of two Bernoulli likelihoods, one for marked indi-
viduals and another for unmarked ones.
After some rearrangement, equation 5 can be written as
P (y | X,ψ, pi0, pi1) = (1− pi0)n
n∏
i=1
[(
pi1(1− pi0)
pi0(1− pi1)
)ψiyi (1− pi1
1− pi0
)ψi ( pi0
1− pi0
)yi]
(6)
The log-likelihood takes the form
logP (y | X, θ) =n · log (1− pi0) +
log
o1
o0
n∑
i=1
ψiyi + log o0
n∑
i=1
yi + log o10
n∑
i=1
ψi
(7)
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where θ = (ψ, pi0, pi1, k), o0 = pi0/(1− pi0), o1 = pi1/(1− pi1) and o10 = (1− pi1)/(1− pi0).
That is, o0 is the odds for unmarked samples, o1 is the odds for marked samples, and o10 is
the quotient of negative probabilites for marked and unmarked samples. If we define npm the
number of positive and marked individuals, np the number of positive and nm the number
of marked individuals, we can finally write:
logP (y | X, θ) = n · log (1− pi0) + npalog o1
o0
+ nalog o0 + nplog o10 (8)
The maximum likelihood estimate of probabilities pi0 and pi1, given ψ, are given by
pˆi0 =
na − npa
n− np , pˆi1 =
npa
np
(9)
as expected.
2.2 Priors
Describing the boolean function ψ using ω, the set of the m implicants involved in its DNF,
we have that
ω = {S1, S2, ..., , Sm}, Si ∈ 2{1,...,p} (10)
The dimension of the parametric space in this case is itself a parameter (namely m);
inference in this kind of space is a known problem well studied in the literature of Bayesian
model selection (see for example Stephens (2000); Carlin and Chib (1995); Green (1995)
or Sisson (2005) for a review). The usual approach is to specify a prior for ω through the
factorization
P (ω) =
∑
m
P ({S1, S2, ..., Sm} | m)P (m) = P ({S1, S2, ..., Sm∗} | m∗)P (m∗) (11)
since P ({S1, S2, ..., Sm} | m) = 0 if m∗ = |{Si}|, the cardinality of the set {Si}i, is
different from m. The term P ({Si} | m) is a prior over all sets of m conjunction terms (i.e.,
over the set of subsets of {1, ..., p} with cardinality m), and P (m) is a prior on the number of
terms. This prior can be used to control the sparsity of the function ψ, penalizing functions
with many terms.
The function P ({Si}i | m) can be used to encode whatever prior information is available
over the form of ψ, specially if this information involves more than one implicant simultane-
ously (for example, if it is believed that no primitive variable is involved in more than one
implicant).
In the simplest of cases, assuming prior independence between all pairs of terms given
m, we can write
P ({S1, S2, ..., Sm} | m) =
m∏
i=1
P (Si | m) (12)
Now the function P (Si | m) is a distribution over the power set of {1, .., p}; again it is
possible to factorize this as
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P (Si | m) = P (Si | m, ki)P (ki | m) (13)
where ki is the cardinality of the set Si (i.e., the number of variables involved in implicant
i of ψ). The function P (ki | m) is a prior over this cardinality, and can also be used to control
for sparsity (in this case, the number of terms in each implicant).
This analysis leads to a two-level hierarchical prior
P ({S1, S2, ..., Sm}) = P ({S1, S2, ..., Sm} | m) =
m∏
i=1
P (Si | ki)P (ki | m)P (m) (14)
where it is assumed that Si and m are independent given ki.
2.2.1 pi0 and pi1
The prior model for pi0 and pi1 can also be used to encode useful information about the
problem at hand.
Let us analyze first two degenerate cases: P (pi0 = pi1) = 1 and P (pi0 = 0, pi1 = 1) = 1.
In the first situation there is no actual effect of the marker, and the function ψ loses all
relevance. The posterior depends on p = pi0 = pi1 only, and the problem becomes one of
estimating a constant probability in a Binomial model.
When P (pi0 = 0, pi1 = 1) = 1 the marker is known a priori to have a decisive
1 effect (in
the sense that P (y) = 0 for unmarked individuals, and P (y) = 1 for marked ones).
In this case the function ψ becomes a perfect boolean classificator. Part of its truth table
is known (the sample X, y); if n is the number of rows of X, and assuming no pair of rows are
equal, it is possible to determine ψ up to a set of 22
p−n elements (all possible values of y on
the remaining 2p−n combinations of x). If of course n = 2p, ψ is uniquely and immediately
determined. Otherwise, techniques for obtaining an optimal representation of ψ exist (see
for example the shadow clustering method of Muselli and Quarati (2005)), where optimality
is usually a balance between the number of terms and the total number of literals appearing
in the representation.
In most practical situations, however, there will be less certainty about the effect size.
In the extreme case of no information, a uniform prior in the rectangle [0, 1]× [0, 1] can be
adopted.
3 Posterior inference
As already noticed above, the space where (the DNF representation of) ψ lies is mixed, i.e.,
it involves the cartesian product of discrete and continuous spaces. Moreover, the number
of terms in the DNF is itself a parameter.
Inference in these kinds of models can be done analytically, by adopting conjugate dis-
tributions (Consonni and Veronese (1995)), or numerically, which is usually done with Re-
versible Jump Markov Chain algorithms (Green (1995)).
We start by analyzing the case m = 1, i.e., ψ can be represented by a single conjunction.
1We choose the term decisive and not causal, in order to avoid discussion of possible confounding effects.
Such discussion is beyond the scope of this work.
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3.1 Multivariate markers
Suppose now for simplicity that m = 1, i.e., the function ψ is a single conjunction and
ω = S ⊂ {1, ..., p}, i.e., in this case the ψ function is completely defined by a subset of
{1, ..., p}. We call this conjunction a multivariate marker.
The prior for S can then be factorized as
P (S) =
∑
k
P (S | k)P (k) = P (S | kS)P (kS) (15)
Here kS = |S|.
The prior P (k) must be chosen to reflect our knowledge over the size (number of primitive
variables) of the interaction term.
A value k = 0 is equivalent to pi1 = pi0, modelling the case where there is no relation
whatsoever between explanatory (X) variables and the outcome y. A value k = 1 represents
the case where a single variable carries all the effect. Values of k greater than 1 represent
the actual multivariable marker case.
It is possible to choose priors that assign little or no mass to this two points, imposing a
priori that there must be a marker and that it must be a multivariable one. It can be useful
in situations where marginal effects of single variable markers are not expected.
Of course, whatever is the case it must hold that P (k ≤ p) = 1. Given only this set
of conditions (0 ≤ k ≤ p with probability one, k integer values), the most conservative
(i.e. maximum entropy) prior would be the uniform on {0, ..., p}. In most practical cases,
however, one expects that k will be much smaller than p; the prior can then be adjusted
accordingly.
3.1.1 Posterior
The posterior por S can now be obtained through Bayes’ theorem
P (S | y,X, pi0, pi1, k) = P (y | S,X, pi0, pi1, k)P (S | X, pi0, pi1, k)
P (y | X, pi0, pi1, k) (16)
We assume that P (S | X, pi0, pi1, k) = P (S | k)P (k)P (pi0, pi1), that is, we assume prior
independence between the marker (both its size and contents) and the effect size.
There is however one particular situation that deserves attention, which is the case when
there is information available about the relative frequency of positives in the entire popu-
lation, i.e., information about P (y). According to the above model, the following identity
holds
ρ = P (y) = P (y | ψ(x) = 1)P (ψ(x) = 1) + P (y | ψ(x) = 0)P (ψ(x) = 0) (17)
= pi1P (ψ(x) = 1) + pi0P (ψ(x) = 0) (18)
= pi1θ + pi0(1− θ) (19)
That is, the marginal probability P (y) is a convex combination of pi0 and pi1, with coeffi-
cients θ = P (ψ(X) = 1) and 1− θ, and in this case prior independence between the marker
and the probabilities is lost (conditionally on ρ).
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The posterior then takes the form
P (S | y,X, pi0, pi1, k) ∝ P (y | S,X, pi0, pi1, k)P (S | k)P (k)P (pi0, pi1) (20)
where S is a subset of {1, ..., p} with cardinality k.
3.1.2 Posterior inference
In the simple case m = 1 it is possible to avoid the complications of defining Markov chains
that transverse spaces of different dimensions. If the parameter S is defined as a collection
of indices 1 ≤ i ≤ p, then it would live in a space of dimension k, and there would be the
problem of different dimensions. Another possible parameterization, however, is in terms of
a binary vector ξ ∈ {0, 1}p, where each entry of ξ is 1 if the corresponding index is in S, and
0 otherwise. This is a parameterization typical of Bayesian model selection methods such as
spike-and-slab regression (Ishwaran and Rao (2005)).
With this parameterization, to obtain samples from model 20 we define a Markov chain
with state xt = (ξ, p0, p1) ∈ {0, 1}p × [0, 1]× [0, 1].
The transition kernel of the chain allows two kinds of moves:
1. Switch one component of ξ;
2. Sample (pi0, pi1).
Adopting two independent Beta priors for (pi0, pi1), the conditional posterior on (pi0, pi1)
will also be the product of two Betas, and the second step is made into a Gibbs step.
For the first step, a randow walk, Hastings procedure is adopted: a candidate move is
obtained by sampling j ∼ Unif({1, ..., p}), and switching the corresponding value ξj ← 1−ξj.
If this step is accepted, the value of k is adjusted accordingly.
3.2 Multiple multivariate markers
When m > 1, i.e., when the DNF of function ψ depends on more than one conjunction term,
the problem of posterior inference becomes more involving.
A first approach might be to extend the idea of reparameterizing the space in terms of
boolean vectors: since the power set of U = {1, ..., p} has cardinality 2p, it is possible to
define a transformation from 2U to the integers smaller than 2p. By doing so, the parametric
space becomes the space of boolean vectors with dimension p or, equivalently, the space of
integers from 0 to 2p−1. The on-bits of ψ ∈ {0, 1}2p would point to the integer representation
of each multivariate marker.
For instance, suppose for simplicity that p = 3. There are 8 possible conjunction terms
involving the three variables. Assuming the usual binary representation of an integer, it is
possible to map the empty set to 0, the set including only the third variable to 1, the set
including the second variable only to 2 and so on. Now the function ψ can be represented
by a binary string of length 8; suppose ψ = 00011000. This can be transformed to the set
representation of ψ by first forming the set of indices of the conjunction terms, which in
this case is given by {3, 4}, and finally by transforming each integer to its p-digit binary
representation, obtaining ψ = {{011}, {100}}, or ψ(x) = x1x2 + x0.
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The main issues with this idea are the prohibitive memory requirements if p becomes too
large, and the computational cost of applying the function φ, encoded as an integer, to the
variables X. It is in principle possible, however, to imagine a clever way to implement such
an algorithm by resorting to low-level languages working directly on binary values as stored
in memory. This picture is illustrative nevertheless, as it gives a good feeling about the size
of the space in which ψ lies.
The set representation of ψ writes it as a point ψ ∈ 2U×2U× ...×2U = [2U]m where each
coordinate represents a conjunction term. In this parameterization, posterior inference will
necessarily involve transdimensional methods, i.e., methods that are capable of searching in
spaces formed as the union of subspaces with varying dimension.
The Reversible Jump MCMC of Green (Green (1995); Hastie and Green (2012)) is one
such method, which has already proven to be effective in many problems. The idea is to
build an ergodic Markov Chain on the union space, assuring detailed balance for each move
type. The challenging situation is, as expected, to assure the balance between moves between
spaces with different dimensions.
Green achieves this balance by proposing to augment both spaces in such a way that the
augmented spaces have equal dimensions, and then defining a diffeomorphism between these
spaces (for details, please see Hastie and Green (2012) and references therein).
3.3 RJMCMC for boolean function learning
A boolean function whose DNF consists of a single conjunction term does not pose any
particular technical difficulties for posterior estimation, as seen in the last sections. When
the number of conjunction terms is allowed to vary, however, it is necessary to consider
balance between transdimensional moves in the design of the MCMC algorithm.
Conisder a Markov chain with only two types of transdimensional moves: a birth, that in-
creases the space dimension from m−1 to m, and a death that decreases the space dimension
from m to m− 1.
Suppose then that ψ ∈ [2U]m. There are many different ways to transform this ψ
to a lower dimensional version; probably the simplest would be to randomly delete one
coordinate of ψ, with the reverse move being given by a random selection from 2U . This
move, however, would lead to chains with slow mixing time, for the deletion move would
throw away information (since the deleted coordinate is probably located in a region of higher
posterior mass).
One could adopt split and merge move types instead: selecting two coordinates of ψ and
merging them into one preserve some of the information already accumulated by the chain.
The question is then how to perform the split, and, more importantly, how to define the
reverse merging move. Green’s theory (and most applications of RJMCMC in the literature)
is originally built to work on the product of continuous spaces such as Rn1 × Rn2 × .... In
this setting, when moving from Rn to Rm with n < m, say, he proposes augmenting the
first space with m− n continuous random variables, and defining a diffeomorphism between
Rn×Rm−n and Rm; the differentiability requirement is needed in order to obtain acceptance
probabilites which depend on the Jacobian of the transformation.
The current situation is somewhat different, since the spaces with varying dimensions
are discrete. It is possible, however, to adapt the methodology of Green to this problem, as
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shown below.
3.3.1 RJMCMC for set spaces
Define a Markov chain with state given by st = (p0, p1, fm), where the subscript m indicates
that the PDNF of the boolean function f is written using m conjunction terms. That is,
f ∈ [2U]m. The transdimensional steps we propose are: adding a new conjunction term
(fm → fm+1), or removing a conjunction term (fm → fm−1).
What is needed next is then a) a way to augment the lower dimensional space, which
then becomes
[
2U
]m−1× 2U ; b) a transformation between the original m dimensional space,
and the augmented (m− 1) + 1 dimensional space.
In the original formulation of RJMCMC, this transformation must have an inverse, and
also be a diffeomorphism, in order that the Jacobian can be calculated. This conditions are
necessary in the calculation of the acceptance probability for transdimensional moves.
Denoting the full posterior by pi(θ) and considering only the moves between m and m−1
spaces (either way), the intra-move detailed balance condition can be written as∑
f∈A,g∈B
pi(f)P (f, g) =
∑
f∈A,g∈B
pi(g)P (g, f) (21)
for all sets A ⊂ [2U]m , B ⊂ [2U]m−1, and where P (f, g) represents the probability of a
transition between the states f and g (here we ommited dependence on p0 and p1 for sim-
plicity of notation). This transition probability is the product of the candidate distribution
(which might depend on the current state) and an acceptance probability.
Now define the transformation h :
[
2U
]2 → 2U as h(u, v) = u4v, the symmetric difference
of sets u and v. The choice of this transformation is motivated by the fact that the symmetric
difference is the only set operation that can be inverted, in the sense that (u4v)4v = u and
(u4v)4u = v.
Using this transformation, it is possible to define forward and backward moves as follow-
ing:
1. m→ m− 1: select two elements of f , u1, u2, and replace them by u = u14u2;
2. m−1→ m: select one element u of g, one element w ∈ 2U , and replace u by (w, u4w).
Consider the case m = 2. Since the transformation h defines a bijection from
[
2U
]2
into
itself, the detailed balance requires equality between the transition probabilities
P (f, g) = α(f, g)P (f) = α(g, f)2−pP (g) = P (g, f) (22)
Then for each f = (u1, u2), and each g = u such that u = u14u2, the balance condition
becomes
pi(f)α(f, g) = pi(g)α(g, f)P (u1) (23)
where P (u1) is the candidate mass at point u1, and in this case the acceptance probability
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α(f, g) = min
{
1,
pi(g)P (u1)
pi(f)2p
}
(24)
can be used.
The Markov chain thus defined will be ergodic, and sampling from it will eventually
provide samples from the posterior distribution of our model.
The issue, however, is that the symmetric difference might not be a good way to traverse
the parameter space, because at each death step we loose information about the intersection
of the two selected terms. Also, the acceptance probability and mixing properties of this
chain will be far from ideal, since the birth move will select any conjunction term from the
entire set 2p, and this will be likely to take the chain to states in regions with lower posterior
mass.
These observations, combined with the fact that the state space of this chain is very
large, motivates us to propose a different algorithm for posterior optimization in the case of
multiple multivariate markers. Instead of defining a Markov chain and aiming at obtaining
samples from the full posterior, we propose a stochastic search algorithm to optimize the
posterior.
3.4 Stochastic search
Stochastic search algorithms are optimization procedures that take random steps through
the set of feasible points. They’re widely adopted in combinatorial problems, where there is
no gradient available.
For the optimization of the posterior for the multiple markers case we propose a simulated
annealing algorithm, inspired by the MCMC structure from last section.
Simulated annealing is a well known algorithm that links the Metropolis method with
combinatorial optimizationKirkpatrick et al. (1983). Given a representation of a point in the
feasible space, a probabilistic dynamic is the defined to allow the algorithm to move between
feasible points and explore the configuration space. As in classical Metropolis algorithm, a
move to a point with higher posterior (compared to the current point) is always accepted,
and a move to a point with lower posterior is randomly accepted with a given probability.
In the simulated annealing algorithm, this probability decays over time (i.e. over iterations).
In the early stages of the algorithm, then, the configuration space is quickly traversed and
explored, and as the acceptance probability falls (cooling) the algorithm will converge to a
locally optimal point.
3.4.1 Simulated annealing for boolean function learning
The most important component of a simulated annealing algorithm is the dynamics, i.e., the
moves that allow the algorithm to explore the space. For our model of the boolean function
estimation problem, there are three groups of moves that must be included: a) changing p0
and p1; b) changing one multivariate markers; c) adding a new marker or deleting a current
marker.
The key for an efficient algorithm lies in the design of such moves.
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For the first group, the (conditionally) conjugate Beta distribution provides an obvious
strategy to generate candidate moves. For changing a current marker, the move must consist
in choosing one one marker from the current set, and then including (deleting) a variable in
(from) the marker. The algorithm we propose will define two moves: one, selecting a marker
with probability proportional to its current size, and then randomly removing a variable from
the marker. Two, selecting a marker with probability inversely proportional to its current
size, and then including a random new variable in the marker.
The third group is the most challenging, as it involves the change of dimension of the
current point. For the death move (removing a term from the disjunction) there are one
obvious way to proceed, which is to randomly select one marker and thoroughly remove it
from the set; another possible approach would be to randomly select a pair of markers, and
replace them by ther intersection. This second strategy helps the algorithm to stay in high
posterior mass regions, by preserving some of the information condensated in the current
point.
Finally, the birth move is the most challenging, since there is no obvious weay to select
a good candidate for the new marker; selecting randomly from the entire set of possible
markers will be very unefficient, for it will most likely select a marker that is (very) far from
the high posterior mass regions.
One possible approach is to select a new marker by taking one row of X as the new
marker. This strategy guarantees that the algorithm does not wander too much in the
configuration space, stopping it for example to include a marker involving a conjunction
that is not satisfied by any individual in the dataset.
Our final algorithm, then, consists of 7 move types:
1. Sample p0 from the conditional posterior (Beta);
2. Sample p1 from the conditional posterior (Beta);
3. Select one marker with probability proportional to marker size, flip one bit off;
4. Select one marker with probability inversely proportional to marker size, flip one bit
on;
5. Include a new marker, taken from the set of affected individuals in the sample;
6. Select a pair of markers, replace them by their intersection;
7. Select one marker and remove it from the current function.
Moves are randomly selected at the beginning of each iteration. In this version of the
algorithm the selection probabilities remain fixed, but it is possible to develop an adaptive
scheme for selecting the move type.
If the posterior is increased, the move is accepted with certainty; otherwise, it will be
randomly accepted wtih probability
min
{
1,
P (scand | X, y, θ)
P (scurr | X, y, θ) · λi
}
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where P (· | X, y, θ) is the posterior and λi is a decreasing sequence of positive numbers.
During the initial steps, λi is used to increase the acceptance probability, even when the
proposed state has a much lower posterior value. This is meant to facilitate the exploration
of the parameter space in the early stages of the algorithm. As λi decreases, moves that
take the process to states with lower posterior probability will be more and more unlikely
to be accepted. A cooling schedule for λi must be adopted; one common choice is to take
λi+1 = λi · ρ with 0 < ρ < 1 the cooling factor.
Since the most difficult moves in this setup are the inclusion of new terms in the current
marker, we apply the modification of the acceptance probability for this move only.
4 Experimental results
4.1 Simulated data
To conduct a first test of the proposed algorithms, we simulate binary data X, y in the
following way:
Given number of samples n, number of variables p, number m of conjunction terms in
ψ, size of each marker k1, ..., km, proportion of marked individuals in the sample pmark,
and probabilities pi0, pi1:
1 Define ψ = x1x2...xk1 + xk1+1...xk1+k2 + ...;
2 Generate β ∈ [0, 1]p from a uniform and independent distribution;
3 For i = 1, ..., n:
3.1 Generate xi from independent Beta distributions with probabilities given by β;
3.2 Calculate ψ(xi) = j;
3.3 If j = 1, generate yi ∼ B(pi1); otherwise generate yi ∼ B(pi0).
This procedure emulates random sampling from a population. The final proportion of
affected individuals in this sample will depend on the size of the marker and on pi0 and pi1.
As a first test, we use a ψ function with a single conjunction term, and take N =
2000, p = 100, k = 3, pi0 = 0.1, pi10.9. We ran four parallel chains starting with markers
selected randomly from the rows of X. After running each chain for 10, 000 iterations,
we take the final 5, 000 generated points as the sample from the posterior. The posterior
histograms and traceplots for pi0 and pi1 are shown in figure 1, and the posterior histograms
for ψ are shown in figure 2. All runs in this section use a non-informative prior for ψ, and
β(1, 1) independent priors for both pi0 and pi1.
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Figure 1: Posterior histograms and traceplots for pi0 and pi1
0
Figure 2: Posterior histograms for ψ
The chains converge and correctly attributes high posterior mass to the actual conjunction
term in function ψ.
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Of course in this toy example both the effect and sample sizes are large. For fainter effects
and keeping the sample size constant, the convergence will be slower and the posterior less
concentrated.
The sample size has an important effect in this setup, specially because of the random
sampling schema, where depending on the size of the marker the marked individuals will
appear very rarily. In these cases, it might be best to adopt an informative sampling scheme
(for instance sampling affected individuals with higher probability), and adjust the model
accordingly.
4.1.1 Multiple markers
Next we simulate a sample in the same conditions as the first one, but now with ψ consisting
of two terms, boith with size 2. Running the MCMC for the single marker case on this data
we find that the chains converge to the single marker which happens to be more frequent in
the database.
To apply the simulated annealing algorithm we take ln (λ0) = 1000 and ρ = 0.9. This
forces the algorithm to accept a lot of increase dimension moves. Our tests indicate that high
values of these parameter are necessary for the algorithm to be able to effectively explore
higher dimensions.
To choose an initial point for each algorithm we first choose the number m0 of markers,
an then select m individuals from the sample, taking their corresponding rows in X to be
the conjunction terms.
An algorithm with good properties would be insensitive to the inital point. However,
given the combinatorial nature of the problem, we suggest to set m0 at high values. In this
way the death steps are more effective and the algorithm will have a superior performance.
The hyperparameters involved in the prior for the function ψ are also important. If
running with an entirely non-informative prior for ψ, the algorithm will likely increase the
size of ψ (both its number of terms and the size of each term), trying to capture as many
affected individuals as it can. In the extreme case, if there is a perfect monotone boolean
discriminator ψ for this dataset, the algorithm with non-informative priors will tend to move
towards it (since it is the global maximum point of the likelihood).
To verify the effect of the hyperparameters, we run the algorithm on the simulated data
using m0 = 1,m0 = 10 and m0 = 20; for each value of m0 we run the algorithm from L
parallel starting points, such that m0 ·L = 20. We repeat these runs three times: one with a
completely non-informative prior, one using independent Poisson priors with θ = 10 for the
size of each conjunction term and a non-informative prior for m (the number of markers),
and finally using the Poisson priors for the size and a geometric prior with p = 0.5 for m.
Results appear in table 4.1.1. A total number of 100 steps is performed in each trial.
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nstart nchains θ pgeom pi0 pi1 m
∑
k term 1 term 2
1 20 0.0 0.0 0.34 0.73 2.4 45.9 0.2 0.0
1 20 10.0 0.0 0.31 0.67 1.4 16.6 0.2 0.0
1 20 10.0 0.5 0.38 0.68 1.3 10.4 0.1 0.0
10 2 0.0 0.0 0.38 0.74 13.0 516.5 0.0 0.0
10 2 10.0 0.0 0.39 0.64 8.4 272.7 0.0 0.0
10 2 10.0 0.5 0.38 0.58 7.2 212.7 0.0 0.0
20 1 0.0 0.0 0.39 0.59 20.1 826.0 0.0 0.0
20 1 10.0 0.0 0.39 0.53 19.9 803.6 0.0 0.0
20 1 10.0 0.5 0.39 0.49 20.1 806.6 0.0 0.0
Table 1: Simulated annealing on synthetic data: 10 independent datasets, mean of optimal
values of pi0 and pi1, size of final marker (m), total number of atomic terms (
∑
k), and
proportion of runs which detected term 1 and term 2, with N = 1000
The small number of steps prevented the algorithm from finding the correct function ψ in
all cases; however, the effect of the prior hyperparameters is evident. Also it becomes aparent
that it is best to start many parallel chains with a single term in the starting point for the
function ψ, than starting a single chain with a starting ψ with many terms. To analyze this
further, we rerun the simulations, now adopting θ = 10 and pgeom = 0.5 throughout, but
increasing the number of steps to 10, 000 in each trial. Results appear in table 4.1.1.
nstart nchains pi0 pi1 m
∑
k term 1 term 2
1 1 0.24 0.90 1.1 2.2 0.6 0.5
1 2 0.16 0.90 1.6 3.2 1.0 0.6
1 20 0.10 0.90 2.1 4.7 1.0 1.0
10 1 0.16 0.90 1.6 3.2 0.9 0.7
10 2 0.16 0.90 1.6 3.2 0.7 0.9
10 20 0.12 0.90 1.9 3.8 0.9 1.0
20 1 0.20 0.90 1.4 2.8 0.6 0.8
20 2 0.14 0.90 1.7 3.4 0.9 0.8
20 20 0.10 0.90 2.1 4.5 1.0 1.0
Table 2: Simulated annealing on synthetic data (10 independent simulated datasets); average
estimated values for pi0 and pi1, size of final marker (m), total number of atomic terms (
∑
k),
and proportion of runs that correctly included each marker. N = 1000
The size of the initial point for function ψ is not as important as the number of parallel
chains. This is to be expected since the algorithm is built to favour transdimensional steps
at the early stages. With a sufficient number of parallel points, 29 out of 30 runs converged
to the correct point.
As a last test, we rerun the simulated annealing algorithm with m0 = 1 and 20 parallel
chains, now varying the sample size of the simulated datasets; we simulate 100, 250, 500
points on the same conditions. The results are in table 4.1.1.
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N pi0 pi1 m
∑
k term 1 term 2
100 0.23 0.88 1.1 2.2 0.6 0.5
250 0.18 0.90 1.5 3.0 0.7 0.8
500 0.11 0.88 1.9 3.8 0.9 1.0
Table 3: Simulated annealing on synthetic data (10 independent simulated datasets); average
estimated values for pi0 and pi1, size of final marker (m), total number of atomic terms (
∑
k),
and proportion of runs that correctly included each marker, for N ∈ {100, 250, 500}
For a sample size of N = 500 the algorithm correctly identified the function ψ in 9 out
of 10 simulated datasets. For smaller sample sizes, the performance is worse, but even with
N = 100 one of the correct terms in ψ was correctly identified half of the time.
4.2 Mushroom dataset
To test the simulated annealing algorithm in a real dataset, we pick the Mushroom dataset
from UCI repository2. This is a dataset for a binary classification problem with categorical
explanatory variables, and our proposed method is well suited to the dataset.
There are 8124 individuals with 21 categorical attributes (veil-type is removed as all indi-
viduals have the same value for this variable). After converting the multicategory variables
to binary (dummy) variables, the design matrix has 116 columns.
To select the hyperparameters of our model, we use a cross-validation strategy, splitting
the data in training and testing subsets with 4062 individuals each (i.e., we use 50% of the
data to learn the boolean function, and test the function learned on the other 50%).
Applying a grid search procedure for the hyperparameters (Poisson priors for the number
of atomic variables in each conjunction term with θ ∈ {2, 5, 10, 30} and a geometric prior
for the number of conjunction terms with pgeom ∈ {0.1, 0.5, 0.9}, we find that most combi-
nations of hyperparameters converge to boolean functions with very low generalization error
as estimated by the cross-validation procedure. Table 4.2 shows the average AUC of the
boolean function classifier for a 10 fold repetitions of the sample split. The table also shows
the average size of the estimated function m and the average number of atomic variables in
the estimated function,
∑
k. Each run of the algorithm takes on average 2.6 minutes on a
desltop with 8 CPUs and 24 Gb of RAM, running Fedora 27.
2Available at https://archive.ics.uci.edu/ml/datasets/mushroom
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θ pgeo m
∑
k AUC
2 0.1 6.9 13.4 0.9993
2 0.5 6.9 13.3 0.9992
2 0.9 7.0 13.3 0.9993
5 0.1 6.7 14.9 0.9999
5 0.5 6.5 14.4 0.9991
5 0.9 6.7 15.7 0.9995
10 0.1 6.6 19.9 0.9994
10 0.5 6.3 17.2 0.9988
10 0.9 6.1 16.4 0.9987
30 0.1 6.5 32.1 0.9998
30 0.5 6.5 29.4 0.9999
30 0.9 5.8 24.6 0.9985
Table 4: Cross-validation results for the Mushroom dataset using half of the sample as
training set and hal as test set, repeated 10 times.
On this dataset the effect of the geometric prior is weaker than the effect of the Poisson
prior for the total number of atomic terms. The best AUC where achieved by θ = 30, pgeo =
0.5 and θ = 5, pgeo = 0.1, with AUC of 0.999898 for both.
Table 4.2 shows the results for each of the 10 repetitions when θ = 5 and pgeo = 0.1.
Run m
∑
k AUC
0 6 14 0.9990
1 7 22 1.0000
2 7 14 1.0000
3 6 15 1.0000
4 7 14 1.0000
5 6 14 1.0000
6 7 15 1.0000
7 7 13 1.0000
8 7 15 1.0000
9 7 13 1.0000
Table 5: Cross-validation results for the Mushroom dataset using half of the sample as
training set and hal as test set, repeated 10 times with fixed hyperparameters
In 9 out of 10 runs the algorithm identified a boolean function with AUC = 1. The
functions obtained are not the same, which indicates that there are many logical rules that
can be used to describe a poisonous mushroom given the features in the dataset.
The logical expressions derived from the boolean function estimated in each case appear
in appendix A.
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5 Conclusion
The problem of binary classification can be seen as a problem of estimating a partition on
Bernoulli data. When the explanatory variables are all categorical, the problem can be cast
in the language of boolean function estimation.
In this work we propose a Bayesian algorithm to estimate Bernoulli partitions based on
boolean functions. Despite the complexity of the problem, the probabilistic methods and in
particular the proposed simulated annealing algorithm show promising results in identifying
patterns that have good classification performance and low generalization error. Also this
method provides classificators that are immediately interpretable as logical rules, which can
be useful in many applications.
The implementation of the algorithms studied in this paper, along with iPython note-
books that can be used to replicate our results are available on http://github.com/paulohubert/
babool.
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A Logical expressions estimated for the Mushroom dataset
1. (stalk-root = c AND stalk-surface-below-ring = y) OR (cap-shape = x AND odor = c
AND ring-type = p) OR (odor = p AND stalk-root = e) OR (odor = f AND veil-color
= w) OR (stalk-surface-below-ring = s AND spore-print-color = r) OR (gill-size = n
AND stalk-root = ? AND ring-type = e)
2. (bruises = f AND stalk-shape = e AND ring-type = n) OR (odor = f AND veil-color
= w AND ring-number = o) OR (bruises = t AND gill-size = n AND stalk-shape =
e) OR (gill-spacing = c AND stalk-color-above-ring = w AND spore-print-color = r)
OR (cap-color = y AND gill-spacing = w AND stalk-color-below-ring = y) OR (odor
= c AND gill-size = n AND stalk-surface-above-ring = s) OR (gill-spacing = c AND
ring-type = e AND spore-print-color = w AND population = v)
3. (stalk-surface-above-ring = k AND habitat = d) OR (bruises = t AND gill-size = n
AND stalk-shape = e) OR (odor = f AND veil-color = w) OR (stalk-surface-above-ring
= s AND spore-print-color = r) OR (stalk-surface-below-ring = y AND ring-type = e
AND habitat = l) OR (gill-color = b) OR (odor = c)
4. (stalk-root = ? AND ring-number = o AND ring-type = e) OR (stalk-surface-below-
ring = s AND spore-print-color = r) OR (odor = f AND gill-attachment = f AND
veil-color = w) OR (odor = c) OR (bruises = t AND gill-size = n AND stalk-shape =
e) OR (bruises = f AND stalk-root = c AND spore-print-color = w)
5. (stalk-surface-below-ring = s AND spore-print-color = r) OR (gill-spacing = w AND
population = c AND habitat = l) OR (odor = c) OR (odor = f AND veil-color = w)
OR (gill-spacing = c AND stalk-surface-above-ring = k) OR (gill-color = b) OR (odor
= p AND stalk-shape = e AND stalk-surface-below-ring = s)
6. (bruises = f AND gill-spacing = c AND ring-type = e) OR (stalk-root = c AND spore-
print-color = w) OR (bruises = t AND gill-size = n AND stalk-shape = e) OR (odor
= f AND veil-color = w) OR (stalk-surface-above-ring = s AND spore-print-color =
r) OR (odor = c AND stalk-root = b)
7. (gill-size = n AND stalk-root = ? AND spore-print-color = w) OR (stalk-shape =
e AND stalk-surface-below-ring = s AND habitat = d) OR (gill-spacing = w AND
population = c) OR (odor = f) OR (spore-print-color = r) OR (odor = p AND gill-
attachment = f AND stalk-color-above-ring = w) OR (odor = m AND stalk-color-
below-ring = c)
8. (gill-spacing = c AND gill-size = n AND spore-print-color = w) OR (bruises = f AND
odor = c) OR (odor = m AND spore-print-color = w) OR (spore-print-color = r) OR
(odor = p AND stalk-shape = e) OR (odor = f) OR (gill-spacing = w AND population
= c)
9. (gill-size = b AND spore-print-color = h) OR (bruises = f AND stalk-root = b AND
stalk-color-below-ring = w) OR (stalk-surface-above-ring = k AND habitat = d) OR
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(bruises = f AND gill-color = b) OR (gill-spacing = w AND population = c) OR
(gill-size = b AND spore-print-color = r) OR (bruises = t AND odor = p)
10. (odor = p AND gill-attachment = f) OR (odor = c AND stalk-surface-above-ring =
s) OR (gill-color = b) OR (odor = f) OR (gill-spacing = w AND population = c) OR
(stalk-shape = e AND stalk-surface-above-ring = k AND stalk-surface-below-ring = y
AND veil-color = w) OR (spore-print-color = r)
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