performance of tail-exponent estimators. Rootzen and Tajvidi (1997) compare the performances of different approaches to tail-parameter estimation. Davison (1984) and Smith (1984) provide statistical accounts of peaksover-threshold, or POT, methods. Those techniques are of course not identical to methods based on extreme-order statistics, but the strong duality between the two approaches means, as Smith (1984) notes, that virtually all methods for one context have versions for the other. Our bias-correction methods are no exception. However, for the sake. of brevity we shall discuss them only in the case of extreme order-statistics. Section 2 will introduce our methods, and Section 3 will describe their numerical properties. Theoretical performance will be outlined in Section 4, and technical arguments behind that work will be summarized in Section 5.
Methodology.

Modelling the source of bias. We shall introduce methodology in the case where the tail that is of interest is at the origin. Our methods extend immediately from there to the case of a tail at infinity. Suppose the distribution function F admits the approximation F(x)
Cxa as x I 0, or more explicitly, (2.1) F(x) = Cxa{1 + 8(x)), where C, a are positive constants and 8 denotes a function that converges to O as x I 0. We wish to estimate a from a random sample Z= {X1,..., Xn} drawn from the distribution F. Often, one would proceed by assuming the particular Pareto model (2.2) Fo(x) = Cx&, assumed for 0 < x < r, say, rather than (2.1), and alleviating bias problems caused by discrepancies between (2.1) and (2.2) by using only particularly small order-statistics from X. However, this approach can have a detrimental effect on performance, since it ignores information about a that lies further into the sample. That information would be usable if we knew more about the function 8. In later work we shall refer to the model at (2.1) as a "perturbed" Pareto distribution, when it is necessary to distinguish it from the Pareto distribution at (2.2). One approach to accessing the information is to model 8, for example in the fashion 2.2. Likelihood and least-squares approaches. Our methods are based on the observation that, to a good approximation, the normalized log-spacings of small order-statistics in the sample r are very nearly rescaled exponential variables, where the scale change may be simply represented in terms of the model at (2.1). Specifically, let Xnl < -* < X_ denote the order statistics from X and define Ui = i(log X,i1 -log Xn).
Then, for a function 81 that can be expressed in terms of the 8 of (2.1), it may be shown that where /uc = log 0 + LO, UO is the mean of the distribution of log Z, (thus, fJu = -0.5772..., the negative of the value of Euler's constant), and ei = log Zi -/u-t (for 1 < i < n) may be interpreted as an error in the approximate regression model (2.9). Given that 86 may be expressed by (2.6), we may (for fixed 8,3) compute explicit estimators (( ,31) The case where 13 is known, or is a known function of a (see Section 3.1), is of major interest. If we can reduce the number of unknown parameters, then the variances of our estimates of those that remain should also be reduced. Two canonical cases deserve special mention. In the first, one may think of X as being generated in the fashion X = IY1/a, where Y has a density that is nonzero and differentiable at the origin. Here, a = 3 and so ,13 = 1. The second example is generated in the form F(x) = G(x)a, where the distribution function G is supported on the positive half-line and (confined to that domain) has a density that is nonzero and differentiable at the origin. Here, 3 = 1 and so ,1 = l/a. In practice one may obtain empirical evidence for either of these cases by computing pilot estimates of D1, a, ,1. See Section 3.1 for an example.
2.
3. An exploratory least-squares approach. To obtain a preliminary approximation to ,3 it is sometimes helpful to fit the semiparametric model at (2.1) and (2.3) directly to log-spacings, as follows. Observe from (2.5) and (2.6) that log X, i 1 -log Xni + i Zi f{l1 + D,(i/n) 1}.
Hence, for i >j and with xij = log{i/(j -1)1 and yij = log Xn i+ -log X"j, Given an estimator a of a, one may obtain an estimator of C quite simply, by substituting into the formula C = r(Xnr)_-/n. As expected, the estimators of a do not require the value of n, while those of C do. In practice, when only extreme-order statistics are recorded, the value of n is usually unknown.
The value of r at (2.8) and (2.10) plays the role of a threshold, or smoothing parameter, determining the depth into the data that we are prepared to go when fitting the model defined by (2.1) and (2.3). For conventional estimators, such as those of Hill (1975) and also for our estimators aj, increasing r results in an increase in bias, owing to departure of (2.1) from its "ideal" form (2.2), but this is accompanied by a decrease in variance. One virtue of our approach is that for it, bias does not increase so rapidly with increasing r, and so r may be chosen an order of magnitude larger, producing an improvement in mean-square performance by an order of magnitude. These properties will be demonstrated numerically in Section 3 and theoretically in Section 4; see, for example, Remark 4.4. Nevertheless, it is plausible that the data were generated as X = Y-l, where X denotes the population of a randomly chosen Australian community and Y has the perturbed Pareto distribution modelled by (2.1) and (2.3). We analyzed the data from that viewpoint and also as though they were from a perturbed Pareto distribution with an upper bound at a fixed number No, say. That is, we subtracted each population size from No and regarded the new data Z = No -X as coming from a population whose distribution function had the form described by (2.1) and (2.3). This approach has apparently not been used before with community-size data and would be inimical to Zipf's ideas, but there are nevertheless good empirical reasons for adopting it. We shall report here only this type of analysis, since it produced residuals whose empirical distribution was closer to the exponential than was that of residuals obtained using the first approach. is our estimate of the quantity Zi appearing at (2.5), the parameter estimates on the right-hand side of (3.2) were obtained by maximum likelihood under the constraint that / = 1 and Z(j) denotes the ith largest value of Zi. For Figure 3 we took No to be the size of the 10th largest community (so that k = 10) and used all remaining communities of size 2000 or more (so that r = 256 -11 = 245). We do not of course know the value of n in (3.2), but that is of no concern since it is absorbed into the estimator of D1. The resulting estimates of a, for different values of r and the cut-off k, range from about 0.9 to 1.2 and are given in Table 1 . The ML estimates are a little less variable than those based on LS and also tend to be a little larger. Not much can be read into this, however, since all estimates were computed from the same data. Both ML and LS estimates are strikingly resistant to substantial changes in r. The main source of variation appears to be random fluctuation, rather than systematic variation with r. This reflects the very low bias arising from the excellent fit of the model when /3 is constrained to equal 1; see Figure 3 . By way of contrast, the Hill (1975) estimate of a increases virtually monotonically with increasing r, and more than doubles in size (from 1.57 to 3.53) within the range of Table 1 . This substantial systematic error reflects the very poor fit to data offered by the single-component Pareto model at (2.2). The poor fit is exemplified by a highly nonlinear q-q plot (analogous to that of Figure 3 and not given here) for residuals under the single-component model.
In the same setting as Figure 3 , the "full" (i.e., without /8 constrained) ML estimate of a equals 0.64, and the estimate of /3 is 0.54. To assess the significance of these results we conducted a simulation study using data generated from the distribution at (3.3), with a = 8 = 1, n = 20,000 and r = 250 and values of B that produced "Zipf plots" having moderate curvatures, as in Figure 2 . (The case of higher curvature will be treated in Section 3.2.) These values of n and r were chosen because they lead to Zipf plots broadly similar to that in Figure 2 . For the sake of simplicity we shall continue to use the same n and r in Section 3.2. We found that (1) the "full" ML and LS estimators of a have much higher variance than the "constrained" estimators (i.e., with ,3 constrained to equal 1); (2) the differences in bias are relatively minor; (3) the "constrained" ML estimator of a is substantially more accurate than the Hill (1975) estimator; and (4) the "full" ML estimator of ,3 is biased downwards by a factor close to 2, with variance being less of a problem. This bias appears to be due to third-order effects, which are not captured by second-order models such as the combination of (2.1) and (2.3). In view of this bias, we do not find the value /3 = 0.54, obtained using the "full" ML method, to be problematical. Overall, the "full" ML estimator does not perform well for these data, since departure from a single Pareto distribution is not sufficiently great; but the "constrained" ML method is effective.
We conclude that the true value of a is close to 1. This is the value claimed by Zipf (1949) for countries such as the United States that satisfy his law of "intranational equilibrium," although of course he was concerned with regular variation at infinity, not at an upper bound to city size.
Summary of numerical properties.
When fitting mixture models, it is generally found that a multicomponent model produces improved performance only if there is clear evidence that more than one component is necessary. When a single component is adequate, fitting a mixture of two or more components typically leads to poor performance, because (1) the additional nuisance parameters use up information that would otherwise be available for estimating the main parameters of interest, and (2) there are problems of identifiability when the components are close. This gives rise to relatively poor performance of the "full" ML and LS methods, noted in Section 3.1, when the Zipf curve has only moderate curvature.
However, when fitting a single Pareto distribution to data such as those on which Figure 2 is based, it is relatively important to determine the threshold, r, by empirical means. It has been observed previously that, in a range of settings, empirical choice of r can increase root mean squared error by a factor of about 2 when /3 is unknown; see, for example, Hall and Welsh (1985) . As shown in Section 3.1 (Table 1) , when fitting a Pareto mixture the estimator of a is relatively robust against systematic effects resulting from choice of r. Therefore, even if "full" or "constrained" ML or LS methods, for fixed values of r, produce estimates that perform similarly to Hill's estimator when the latter is computed at an optimal threshold, the ML or LS methods can be superior to the Hill estimator in practice. Analysis of threshold-choice methods for Hill's estimator is beyond the scope of this paper. serious when data sets are analyzed individually, however. In our simulation study we used grid search to approximate the minimum, but due to the flatness of L and S it sometimes happened that the value we obtained was a long way from the true minimum. Additionally, in some samples where the Zipf plot was approximately linear, despite the average Zipf curve being nonlinear, the estimate of ,1 was a large distance from the true value of ,1. For these reasons we use median absolute deviation (MAD) instead of mean squared error to describe performance.
We simulated data from the distribution Table 2 gives median absolute deviations of estimates computed by "full" or "constrained" ML and LS methods. The "constrained" estimators are generally slightly superior, and the ML and LS methods perform similarly. Throughout this section, the results reported represent averages over 100 simulated independent samples.
The MAD of estimators suggested by Hill (1975) , for r = 250, exceeds that of "full" ML estimators by a factor of between 1.3 and 3.6 across the range of Table 2 . If the Hill estimator is computed at the value of r that gave it optimal MAD performance in the simulation study, then its MAD is generally (2), respectively. When the constraint is i81 = 1/a, the distinction between LS1 and LS2 is lost; there, the LS estimator of a is defined by minimizing S( ikO -log a, 1/a, D1) with respect to (a, Di). close to that of the "full" ML and LS estimates. However, this does not take into account the need in practice to choose r empirically so as to achieve good performance. We made no attempt to optimize our ML or LS estimates over r. When a = 1 or 2, in particular, performance can be improved significantly by using smaller values of r. Guidance as to the appropriate r may be gained by examining q-q plots; see Figure 3 .
In each case, B in (3.1) was chosen so that average values of Zipf plots showed curvature more marked than that in Figure 2 and of the opposite sign. Subject to this constraint, B was selected so that curvatures were visually similar in all the settings of the table. Figure 5 depicts average values of Zipf plots in the case of the first column of Table 2 , each curve representing the mean of 100 independent synthetic samples.
If curvature is decreased then the performance of "full" ML and LS methods relative to their "constrained" versions deteriorates, since the relative contribution of stochastic error to MAD increases. As noted in Section 3.1, the ML and LS estimators are relatively robust against changes in r. Mean squared error reduction) . The theoretically smallest order of mean squared error is achieved by selecting the threshold, r, so that squared asymptotic bias is of the same size as asymptotic variance. In view of the results noted in Remarks 4.2 and 4.3, this will produce a mean squared error that is an order of magnitude less for our estimators a,, a2 and 03 than in cases of conventional methods. In the conventional cases mentioned in Remarks 4.2 and 4.3, this balance would be achieved with a value r of the same size as (n/r)211, but for our estimators, the optimal r is an order of magnitude larger. 
REMARK 4.4 (
