We propose an efficient method of extracting targets within a region of interest in non-homogeneous infrared images by using a principal component analysis (PCA) plane and adaptive Gaussian kernel. Existing approaches for extracting targets have been limited to using only the intensity values of the pixels in a target region. However, it is difficult to extract the target regions effectively because the intensity values of the target region are mixed with the background intensity values. To overcome this problem, we propose a novel PCA based approach consisting of three steps. In the first step, we apply a PCA technique minimizing the total least-square errors of an IR image. In the second step, we generate a binary image that consists of pixels with higher values than the plane, and then calculate the second derivative of the sum of the square errors (SDSSE). In the final step, an iteration is performed until the convergence criteria is met, including the SDSSE, angle and labeling value. Therefore, a Gaussian kernel is weighted in addition to the PCA plane with the non-removed data from the previous step. Experimental results show that the proposed method achieves better segmentation performance than the existing method.
Introduction
In infrared search and track systems, target segmentation is indispensable in order to exactly track targets in cluttered environments. However, target detection in non-homogeneous backgrounds is a very difficult problem [1] , it is necessary to eliminate the non-homogeneous backgrounds in order to improve the performance of the target segmentation. Various methods of target segmentation such as Otsu [2] , Normalized cut method [3] [4] and fuzzy c-means (FCM) [5] [6] [7] , Saliency method [8] and the Vasquez method have been proposed. Although the Otsu and FCM methods show good performance under a homogeneous background environment, these methods do not effectively distinguish targets from backgrounds under non-homogeneous environments. This is because the brightness values of the non-homogeneous region tend to have irregular values in IR images. Moreover, the brightness value of the non-homogeneous region tends to change gradually from the neighboring pixels. The homogeneous image is largely related to the local information extracted from an image and reflects how uniform a region is [9] . Homogeneous image is defined as the composition of two components [10] : the standard deviation and discontinuity of the intensity within a window. Therefore, homogeneous and non-homogeneous images can be distinguished by using these two components.
F. Dai proposed a practical method for image segmentation by using resonance algorithm to solve the spreading intensity such as gradation types because this algorithm emphasizes the similarity between the adjacent points [11] . To this end, the resonance algorithms of F. Dai tend to have the same or similar features clustered into one region by the spreading of the resonance at points. However, a sudden change of features between the adjacent points can be regarded as the boundary of different regions [12] . Therefore, using the F. Dai's resonance algorithm in homogeneous environments is not appropriate for modeling target segmentation. Vasquez proposed a method of point target detection in homogeneous environments that considers the local mean and the variation values of the pixel values in some windows. Although Vasques's method can detect a small target in a non-homogeneous environment, it is not suitable for detecting a generic target composed of more pixels. Therefore, by estimating the gradually changed degree, we can estimate the non-homogeneous degree by using the inclined degree from the brightness-plane in 3D space.
As a result, can be solved by estimating how non-homogeneous by using the angle of the principal component analysis (PCA) plane. Therefore, in order to effectively segment the target region from backgrounds under a non-homogeneous environment, we propose a novel method to distinguish the target region exactly given the ROI detected from a non-homogeneous infrared image. The proposed method is composed of three steps. In the first step, we apply a PCA technique by minimizing the total least square (TLS) errors of an IR image. Consequently, the plane vector is generated for estimating the non-homogeneous environment. In the second step, we generate a binary image, consisting of pixels with higher values than the plane. We then calculate the second derivative of the sum of the square errors (SDSSE), an angle between the brightness plane and a plane vector. In the final step, in order to exactly segment the target region, an iteration is performed until the convergence criteria is met. The criteria consist of three conditions: SDSSE, angle and labeling value. Therefore, if do not meet the criteria, the Gaussian weight value is the weighted addition in the PCA plane with the non-removed data from the previous step. Consequently, the data that do not meet the criteria are removed. This paper is organized as follows. Section 2 describes the proposed method of target segmentation. Section 3 shows the experimental results, and Section 4 includes the concluding remarks. Fig. 1 shows a flow chart of the proposed method for target segmentation with a non-homogeneous environment in the IR image. Since the IR images contain cluttered backgrounds and noises under a non-homogeneous environment, it is difficult to segment the target regions exactly. Therefore, an analysis technique to model both the target and background regions is required. To this end, the PCA method can be utilized, where the minimized TLS error data is used as a modeling technique by considering the observational noise errors of both the dependent and independent variables. In a PCA, blind noises are considered to be in both the target and background [13] . Moreover, PCA uses a dimension reduction technique based on the minimized errors method for separating the target region from the non-homogeneous backgrounds. The model of the target with a non-homogeneous background region can be simply expressed as Eq. (1).
Proposed method
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PCA technique in the IR image by using minimized TLS errors
In order to separate the target region T I and the non-homogeneous backgrounds B I , we apply the PCA method based on the minimized TLS errors ε to the 3D intensity space from IR as Eq. (2).
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Consequently, in Eq. (2), an Eigen vector of 2D plane eigen I  is generated to distinguish the target region from a non-homogeneous environment by using PCA method with minimized TLS errors values from the 3D intensity space. 
Save the pixels with higher values than the plane
In order to estimate the initial non-homogeneous environment, we determine pixels Ι Ω of the generated plane above as target region by binary result Bin I by using Eq. (3). As shown in Fig.   3 , a binary image Bin I is generated by using Eq. (3). otherwise
Angle between the brightness plane and the PCA vector with SDSSE
In order to estimate the degree of non-homogeneous environment, we can obtain the angle θ between the PCA plane and the brightness plane B  in the intensity domain by using Eq. (4). 
To more effectively segment the target region, the sum of the square error (SSE) is calculated in Eq. (5).
Furthermore, the second derivative of the sum of the square error (SDSSE) is calculated by using the absolute of SSE value from the previous step of 1 t − in Eq. (6), and t is the meaning of the current step numbers. 
Apply in adaptive Gaussian weighting kernel and save the labeling numbers
In order to boost the intensity level of the target region, we generate a Gaussian weighting function ( , ) x y f gauss at center of mass position x , y in binary image. However, it is difficult to determine the size and position of the adaptive Gaussian kernel window exactly.
Since the intensity values of the target region are mixed with the background intensity values.
To overcome this problem, we are determining the size of the Gaussian kernel windows from the binary image for boost the intensity level of target region.
As shown in Fig. 3 , the position and size of the Gaussian kernel was determined by using the mean NL is obtained by using 4-neighbor label connected components in the binary result of the target region. And then, the region of the target for the cropping image is generated by using the mean and standard variation , x y σ values. As a result, the cropped image is added by the Gaussian weight function for boosting the intensity value as in Eq. (7). 
However, generally, the total sum of the Gaussian weight value is 1 as shown in Eq. (7). Therefore, we multiply at Gaussian weight function by mean value 
To apply to the ROI region image, the cropped image is required for normalization. 
Finally, the previously calculated Gaussian kernel is updated in the input image by weighted , Normalize x y K in the I Ω region. In Fig. 4 shows that the Gaussian weighted kernel is updated at cropped region from the previous step. Fig. 5 shows that the cropped region with the input image is the updated value by the adaptively weighted Gaussian type kernel to clarify the convergence criteria. Therefore, the propose method can get a more effective PCA plane by the adaptively updated Gaussian weighting kernel. 
Segmentation based on the plane by repeated subtraction of the previous step until convergence
In order to effectively separate the target region, threshold values are used for convergence conditions. The threshold values consist of the SDSSE, the angle and labeling values. As a result, the region of the target is more clearly separate from the non-homogeneous environments by using the threshold values. The convergence condition value t TH is iteratively updated until convergence in Eq. (10), and , , ρ τ λ is the error constant value.
Therefore, when do not meet the convergence condition value t TH , the adaptive Gaussian kernel is the weighted addition in the PCA plane with the non-removed data from the previous step. Consequently, the data that do not meet the criteria are removed.
As shown in From Fig. 2(a) to Fig. 2(c 11). Consequently, the value of the above data in PCA plane was used for the next step. Table 1 and Fig. 6 show the example of change of the SSE, SDSSE and θ values in each step by using the proposed method. Fig. 7 shows an example result image of each step by using proposed method. As you can see, the result of segmentation image is repetitions until the criteria is met by the adaptively Gaussian weighted kernel values at the target region at each step. Table 1 . Values of SSE, SDSSE and Theta at each step.
Step SSE SDSSE Theta(θ ) 
Experimental results
The proposed method was tested and its performance compared to the conventional methods by using a test set composed of 100 IR images containing aircraft and ship targets under cluttered background environments. The test images with pixel resolution of 640 x 480 were obtained from a mid-wave infrared camera of FLIR systems. Input ROI images were presented with a size of 64 x 64. In this paper, we set the parameter value as ρ =τ =0.00001, and λ =2. The error constant value when the ρ and τ has low value, non-homogeneous characteristic has low value. Therefore, in this paper, we iteratively apply to segmentation target region by using characteristic of non-homogeneous with error constant value of ρ , τ . As shown in Fig  6.(b) and Fig 6.(c) , the error constant value ρ , τ is close to zero value. However, these values never have zero value during iteration steps. In order to solve these problems, we adopt an experimentally reasonable error constant value until the convergence criteria are met. The reasonable error constant value was experimentally set to 0.00001 for close to 0. And the constant value λ is the number of clustered labeling result by using 4-neighbor connected component in the binary result image. The target region should have one set labeling result. However, the experimental results sometimes show that the target region has a more separated segmentation region than one region. In order to stop the iteration process, the reasonable error constant value was experimentally set to 2 for close to 1. Fig. 8 shows the experimental results of the proposed method and the conventional methods. Fig. 8(a) shows the input ROI images obtained from the infrared images. Fig. 8(b) shows the manually extracted ground truth. From Fig. 8(c) to Fig. 8(f) , the results are obtained by using conventional methods including Otsu's method, normalized cuts, fuzzy c-means and saliency method. Fig. 8(g) shows the results of the proposed method. As shown in Fig. 8 , the results of the proposed method are more robust against irregular intensity environments compared to the conventional methods. In order to quantitatively evaluate the target extraction performance, we utilize the pixel-based quality measure [14] to calculate the extraction error rate, as shown in Eq. (12) . 
where img B and gt B are the binary image for the extracted target and the manually extracted ground truth, respectively, and ⊗ denotes the exclusive OR operation. Table 2 shows 100 images of the performance comparisons in terms of the extraction error rate calculated from the results of Otsu's method, normalized cuts, fuzzy c-means, saliency method and the proposed method. By evaluating the experimental results, the proposed method achieves much better performance than conventional methods. In Table 2 , the meaning of Avg. and Std. Dev. are the average value and the standard deviation of the extraction error rate, respectively. The meaning of min and max are the minimum and the maximum value of the extraction error rate, respectively. In terms of the average error rate, the proposed method achieves much better performance than conventional methods, as shown in Table 2 . The average computational time tested on 100 images for Otsu, Normalized cuts, Fuzzy c-means, Saliency method and our method are shown in Table 3 . It is obvious from Table 3 that our method is very time efficient compared to the Normalized cuts and Fuzzy c-means methods. The algorithm is tested on a Quad Core desktop of 3.07GHz, 4GB DDR. 
Conclusion
In this paper, we propose a novel method to segment the exact target region in an IR image. This method is necessary because conventional approaches for extracting targets have only utilized the intensity values of pixels with the analysis targets of the intensity values. However, the intensity values of the target region are mixed with the background region in a non-homogeneous environment. Therefore, it is difficult to extract the target regions effectively due to the non-homogeneous environment. To this end, minimized TLS errors based on PCA and adaptive Gaussian weight kernel were utilized for segmenting the target region. The experimental results show that the proposed method achieves better performance of the target segmentation than the Otsu's, Normalized cut, FCM and Saliency method.
