In the theory of automorphic functions of n complex variables, the existence of n functionally independent meromorphic functions is demonstrated, separately, in the multiperiodic case by means of theta functions, in the case of a bounded domain by means of Poincar6 series, and in the modular case by means of Eisenstein series. We have found that these constructions differ but little from one another, and we are going to established the existence theorem in a unified version which will subsume all those known to us.
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1. We take a complex analytic manifold D of complex dimension n, and a countable group r of analytic homeomorphisms of D onto itself, transformations with fixed points being permitted. A meromorphic function f(z) on D is automorphic if f(Tz) = f(z) for all T e r.
Definition 1: A set of factors of automorphy 1 2 is a set of meromorphic functions 77T(z) on D indexed by the elements T e r and satisfying l7ST(Z) = nS(Tz)nT(Z). Note that in definition 2 the convergence of the series (1) is independent of the choice of the representatives of the various cosets. The set (2) may also be defined by P(Z0) = 77a, T(Z) = a, T(z0), all T e Aa and all a}.
Assuming that {72a, T(Z) } form a complete system of factors of automorphy, we may introduce the functions ( (5) that is to say, the functions (5)are functionally independent, but, by adjoining to the set (5) any additional functions from (3), we secure a set of functions which are not functionally independent. We shall assume that m < n, and from this derive a contradiction.
The set M' of all points of D at which the Jacobian matrix (4) 41, 1955 is of topological dimension at most 2n -1, so that there is a point z2 e D -IV. We shall then consider the subvariety V(z0) = Iz W1(z) = wl(z0), ** Wm(Z) = Wm(Z0)1.
Since the matrix (4) 
T e Aa noting that it is a meromorphic function of the point z on D and of the variable I.
As a function of r, for fixed z, 'a(r, z) has simple poles at the points = p, i(Z)ia, T(Z)
for the various T e Aa. Since, by our construction, the numbers io.' I(z)n T(z) are bounded from below by some positive number a for all z in a neighborhood of z°, the function (6) may be expanded as a power series,
k =1
for z near z0 and j < S.
Restricting the variable z to the subvariety V(z0), we have proved that the coefficients in the power-series expansion (8) become constants, so that the function (6) is independent of z e V(z0). In terms of the poles (7), this means that for all z E V(z'). This contradicts the crucial condition iii of definition 2, and the theorem follows from this contradiction.
2. Our first application shall be to the multiperiodic case. We assume that the period matrix (the n X 2n matrix whose columns represent vectors generating the invariant lattice) is a Riemann matrix;4' , 6 by a standard normalization, we may assume that this matrix is of the form where I is a square unit matrix, Q = (oj,) is a square matrix, and there is a diagonal matrix A = (idj) with integer entries such that AlU is symmetric and iA(D -Q) is positive definite. The transformations of the group r may then be written explicitly in the form T(ml .
., m,; ml', ..., m,'): z1 --* z1 + m/ + E cojkmk,
and as factors of automorphy we shall take the functions 
for all To(m1, ..., mn). Using the explicit form (9) of these factors of automorphy, for some integers qr. Whatever the choice of z0, the set of all points z satisfying a condition of the form (12) with any arbitrary integers q is surely zero-dimensional at z0. This then completes the proof of the theorem. 3, We next consider the case in which D is a bounded subdomain of the complex affine space and r is any properly discontinuous group of analytic homeomorphisms of D onto itself. Letting JT(z) be the complex Jacobian determinant of the transformation T and ha(z) be the set of all not identically vanishing polynomials with rational coefficients, we introduce the factors of automorphy 'Oa, R, T(Z) = [JT(Z)IR[ha(Tz)>lha(z) (13) for all integers R > 1. TfE whenever R > R(a) for some suitable index R(a) sufficiently large. We shall consider only those factors of automorphy (13) for which the component polynomials ha(z) satisfy (14) and for which R > R(a); condition ii is thus verified for this subcollection.
iii) Let N = Iz z = Ti0for some T E r}, Na, T = {Z h,(Tz) = 0}, NT be the set of all fixed points of the transformation T, and M =N u U NT U U Na, T Ter,T3I
Tera
We may of course always assume that the group r is nontrivial. Suppose, then. 
where JP2 = 1, and A is an arbitrary symmetric integer matrix. Since (20) is a polynomial relation in the variables A which is true for all integer values of its arguments, it must be true for all symmetric matrices, and, further, e = 1. This, in turn, is only possible when z0 = z1, so that condition iii of definition 2 is verified in this case also, and the proof is complete. 1 S. Bochner, "On Compact Complex Manifolds," J. Indian Math. Soc., 11, 1-21, 1947.
