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UPA Uniform Linear Array2 Elenco delle ﬁgureIntroduzione
Nello spettro elettromagnetico sono presenti almeno 250 GHz di banda disponibile tra i 3
e 300 GHz (chiamata mm-Wave (MMW)) con la possibilit` a di raggiungere alto bit-rate
con alta eﬃcenza spettrale. Per fare ci` o i sistemi a MMW devono contrastare la forte
attenuazione introdotta dal collegamento radio. La lunghezza d’onda millimetrica nei
sistemi MMW permette l’uso di array con un gran numero di antenne in trasmissione e
in ricezione, per combattere il path loss con una trasmissione altamente direttiva. Se la
trasmissione avvenisse con un unica antenna omnidirezionale a 60 GHz, il path loss essendo
direttamente proporzionale con la frequenza, assumerebbe valori di 20 dB superiori ad una
trasmissione a 6 GHz. Viceversa utilizzando un antenna direttiva ﬁssa con apertura data,
la direttivit` a aumenta proporzionalmente con la radice della frequenza. Inoltre mentre nei
sitemi cellulari a frequenze tradizionali il beamforming eﬀettuato in banda base utilizza
una catena Radio Frequency (RF) dedicata per ogni antenna, ci` o non ` e possibile nei sistemi
a MMW a causa dell’alto costo dell’hardware RF. Quindi diﬀerenti soluzioni sono state
proposte in architetture solo analogiche o analogico-digitali ibride [1]. Una buona analisi
delle diﬀerenti implementazioni analogiche ` e riportata in [2]. In [1] sono proposte soluzioni
di tipo ibrido dove l’array di antenne ` e pilotato da un numero limitato di catene RF. In
questa tesi ci focalizziamo sul progetto di beamforming in sistemi con antenne multiple
nella banda di frequenze delle MMW oﬀrendo soluzioni alternative da quelle riportate in
letteratura.4 Elenco delle ﬁgureCapitolo 1
Il canale radio per le onde mm
Mentre un segnale a bassa frequenza pu` o penetrare facilemnte attraverso costruzioni, un
segnale a onde millimetriche non ` e in grado di attraversare diversi materiali solidi. Cause
signiﬁcative di attenuazione alle alte frequenze sono il fogliame, le goccie di pioggia e la
banda di assorbimento dell’ossigeno, che in alcuni casi possono essere fattori limitativi per
la propagazione. Viceversa per quanto riguarda le antenne, alle alte frequenze possono
essere collocate in gran numero in uno spazio ristretto permettendo un beamforming ad
alto guadagno. In questo capitolo andremo ad analizzare il caso Multiple Input Multiple
Output (MIMO) che permette l’utilizzo di pi` u antenne in Trasmissione (TX) ed in
Ricezione (RX).
1.1 Risposta impulsiva del canale
L’equivalente passa basso della risposta impulsiva di un canale a onde mm MIMO a un
segnale a banda stretta ` e una matrice CN×M dove M e N sono il numero di antenne
rispettivamente in TX e in RX.
ˆ H =
√
G




h11 ··· h1M
. . . ... . . .
hN1 ··· hNM



 =
√
GH (1.1)
dove G ` e il guadagno medio del canale. Mentre G ` e un fattore deterministico, gli elementi
di H sono variabili aleatorie complesse. La matrice H deve inoltre soddisfare sulla norma
di Frobenius quadratica
E
h
kHk
2i
= MN. (1.2)
1.1.1 Fattori di attenuazione
Un’espressione generale per G ` e
G =
 
λ
4πd
!n
Λt(φt,ϑt)Λr(φr,ϑr)G
(o)G
(r)G
(f) (1.3)
dove6 Il canale radio per le onde mm
• λ = c/fc ` e la lunghezza d’onda della portante a frequenza fc;
• d ` e la distanza fra trasmettitore e ricevitore;
• n ` e il fattore di path-loss che dipende dall’ambiente circostante;
• Λt ` e il guadagno direzionale dell’antenna in trasmissione, funzione dell’azimuth φt e
dell’elevazione ϑt del raggio trasmesso;
• Λr ` e il guadagno direzionale dell’antenna in RX, funzione dell’azimuth φr e dell’ele-
vazione ϑr del raggio ricevuto;
• G(o) ` e l’attenuazione media dovuta all’assorbimento dell’ossigeno;
• G(r) ` e l’attenuazione media dovuta alla pioggia;
• G(f) ` e l’attenuazione media dovuta al fogliame.
In questo caso i guadagni direzionali di antenna Λt e Λr vengono considerati costanti per
ogni angolo di raggio in arrivo o in partenza; perci` o vengono inclusi nel guadagno globale
G. Il modello per l’attenuazione (1.3) ` e valido solo per valori di d compresi nel campo
lontano, o regione di Fraunhofer, dall’antenna di TX. Questa ` e deﬁnita come la regione
oltre la distanza di campo lontano la quale ` e legata alle dimensioni dell’antenna in TX e
alla lunghezza d’onda della portante, cio` e per [3, pp. 72]
d  Dant d  λ e d 
2D2
ant
λ
(1.4)
dove Dant ` e la dimensione lineare pi` u grande dell’antenna.
Attenuazione in spazio libero
Il primo termine in (1.3) ` e l’attenuazione dovuta alla propagazione in spazio libero. Il
fattore n nello spazio libero ` e 2, ma dipende dal modello di propagazione utilizzato: ` e noto
che per il modello a due raggi di Fig. 1.1, n sotto determinate condizioni pu` o raggiungere
il valore di 4. Una di queste condizioni per la quale ` e veriﬁcata ` e che la diﬀerenza di
cammino tra il raggio diretto e quello riﬂesso ` e minore di λ/2, il che signiﬁca che la
distanza tra trasmettitore e ricevitore per la quale ` e veriﬁcata ` e d0 = 4hthr/λ, dove ht
e hr sono rispettivamente le altezze delle antenne in TX e RX, oltre la quale il fattore
n = 4 pu` o essere utilizzato. Per l’intervallo di frequenze da 60 a 66 GHz e per altezze delle
antenne pari rispettivamente a hr = 1.8m e ht ∈ [5;50]m si ha d0 ∈ [7.2;79.21]km che ` e
pi` u grande del range utilizzato nelle trasmissioni mm. Questo signiﬁca che il fattore n = 4
non viene utilizzato per segnali mm, di conseguenza si setta n = 2, il che ` e confermato
anche sperimentalmente in [4, pp. 77].
Guadagno d’antenna
A causa dell’elevata attenuazione in spazio libero e degli altri fattori di attenuazione, che
analizzeremo in seguito, l’uso di antenne direzionali ` e obbligatorio per la realizzazione
con successo del collegamento. Un vantaggio dell’utilizzo delle antenne direttive ` e la
limitazione del fenomeno del multipath, perch` e essendo il cono di RX dell’antenna viaRisposta impulsiva del canale 7
t h
r h
Figura 1.1: Modello a due raggi utilizzato per trovare il fattore n = 4.
via pi` u stretto in proporzione alla direttivit` a dell’antenna, i raggi che entrano nel cono
avranno angoli di arrivo simili e quindi cammini e ritardi simili. Un semplice esempio di
schema di radiazione ` e:
Λ(φ,ϑ) =



Λ0, φ ∈ [φmin;φmax]
0, altrimenti
(1.5)
dove Λ0 ` e il guadagno costante nel settore deﬁnito da φ ∈ [φmin;φmax] e da ϑ ∈ [ϑmin;ϑmax].
Nel caso in cui si eﬀettui un approccio del tipo ray-tracing, gli angoli sono costanti
e ben deﬁniti. In altre situazioni φt, φr, ϑt, e ϑr sono considerati variabili aleatorie
uniformemente distribuite nel loro settore, cio` e
φt, φr ∼ U[φmin;φmax], ϑt, ϑr ∼ U[ϑmin;ϑmax] (1.6)
Banda di assorbimento dell’ossigeno
Attorno ai 60 GHz dello spettro elettromagnetico ` e presente un picco di attenuazione
dovuto alla risonanza dell’ossigeno presente nell’atmosfera. Il termine G(o) in (1.3) ` e
trascurabile nella banda UHF (ultra high frequencies), ma non pu` o esserlo per le frequenze
superiori. In [4, pp. 78] ` e stato sviluppato un modello per l’attenuazione dovuta all’ossigeno
G
(o)
[dB/km](fc[GHz]) =



0.104(fc − 60)3.26 − 15.10 60 ≥ fc ≤ 63
5.33(fc − 63)1.27 − 11.35 63 < fc ≤ 66
(1.7)
dove fc ` e la frequenza della portante. Vi sono altre attenuazioni dovute a fenomeni
come i vapori acquei o nebbia, ma possono essere trascurati visto che la corrispondente
attenuazione ` e dell’ordine di 0.1 dB/km [4, pp. 78].
Attenuazione per pioggia
Nell’ intervallo di frequenze delle onde mm l’attenuazione per pioggia ` e un fattore rilevante.
A seconda dell’intensit` a di precipitazione R misurata in [mm/h] ` e valido il seguente modello
[4, pp. 78]
G
(r)
[dB/km](fc[GHz],R[mm/h]) = −k(fc)R
a(fc) (1.8)
dove
k(fc) = 10
1.203log(fc)−2.290 a(fc) = 1.703 − 0.493log(fc) (1.9)8 Il canale radio per le onde mm
φ
fronte d’onda
1 − N 0 1 D
φ
sin
D
Figura 1.2: Diﬀerenza relativa dei cammini in ULA.
L’attenuazione causata dalla pioggia pu` o raggiungere valori signiﬁcativi come per esempio
G(r) = −18[dB/km] con R = 50mm/h. Quindi per distanze superiori al chilometro devono
essere tenute in considerazione, viceversa possono essere trascurate per distanze inferiori a
200m.
Attenuazione per fogliame
Un semplice modello per l’attenuazione dovuta al fogliame ` e data da [5]
G
(f)(fc,dfol) =
5
f0.3
c d0.6
fol
(1.10)
dove dfol ` e la profondit` a dell’area del fogliame tra trasmettitore e ricevitore.
1.1.2 Modello per il canale MIMO
Il modello di riferimento per il canale MIMO preso in considerazione ` e particolarmente
adatto nel caso in cui si ha una diversit` a spaziale limitata ed un gran numero di antenne
conﬁnate nella stessa area, come nel caso delle onde mm. Questo modello preso da [1,
pp. 3783] descrive la matrice del canale per un array di antenne lineare uniforme Uniform
Planar Array (ULA) con beamforming nel piano azimutale e per un array di antenne
planari uniformi Uniform Linear Array (UPA), quindi con la possibilit` a di un beamforming
anche in elevazione.
Array lineare uniforme
Consideriamo un array lineare uniforme di antenne nel piano azimutale con N elementi
equispaziati di una distanza D, illustrato in Fig. 1.2, e deﬁniamo il vettore a dei fasori
a(φ) = [ 1 ejζD sinφ ··· ej(N−1)ζD sinφ ]
T (1.11)
dove ζ = 2π/λ e φ rappresenta l’angolo di arrivo nel caso di ricevitore, o l’angolo di
partenza nel caso di trasmettitore, nel piano azimutale. Inoltre se
gl ∼ CN(0, 1), (1.12)Risposta impulsiva del canale 9
la risposta impulsiva del canale ad un segnale a banda stretta per un sistema ULA con M
antenne al trasmettitore e N antenne al ricevitore, ` e una matrice HULA ∈ CN×M deﬁnita
da
HULA =
1
√
L
L X
l=1
glar(φ
(r)
l )a
H
t (φ
(t)
l ) (1.13)
dove L ` e il numero totale di raggi e ar(·) e at(·) sono i vettori di fasori deﬁnite in (1.11).
Da notare che gli elementi di a rappresentano l’oﬀset di fase dovuta alla distanza tra
elementi e dipendono solo dall’angolo φ sul piano azimutale. Il fattore
√
G presente in
(1.1) ` e stato omesso per semplicit` a.
Array planari uniformi
Introduciamo inoltre un array planare uniforme UPA (Uniform Planar Array) costituito
da N = WH elementi, con W elementi equispaziati di D in una dimensione e H elementi
sempre equispaziati di D nell’altra dimensione. Deﬁniamo b il vettore di fasori deﬁnito
come
b(φ, ϑ) = [ 1 ejζD(w sinφsinϑ+hcosϑ) ··· ejζD((W−1)sinφsinϑ+(H−1)cosϑ)) ]
T (1.14)
dove w = 0, 1, ...,W − 1 e h = 0, 1, ..., H − 1, sono gli indici degli elementi dell’antenna
e ζ = 2π/λ. La risposta impulsiva del canale ad un segnale a banda stretta per un
sistema UPA con M antenne al trasmettitore e N antenne al ricevitore, ` e una matrice
HUPA ∈ CN×M deﬁnita da
HUPA =
1
√
L
L X
l=1
glbr(φ
(r)
l , ϑ
(r)
l )b
H
t (φ
(t)
l , ϑ
(t)
l ) (1.15)
In questo caso si pu` o quindi eﬀettuare un beamforming anche in elevazione, perci` o la
risposta impulsiva del canale ` e funzione anche di ϑ.
Formulazione matriciale
Le espressioni per la risposta impulsiva del canale ricavate in (1.13) e (1.15) possono essere
riscritte in una forma matriciale sintetica [6, pp. 27]:
HULA =
1
√
L
ArHgA
H
t HUPA =
1
√
L
BrHgB
H
t (1.16)
dove
Ar =
h
ar(φ
(r)
1 )···ar(φ
(r)
L )
i
Br =
h
br(φ
(r)
1 , ϑ
(r)
1 )···br(φ
(r)
L , ϑ
(r)
L )
i
At =
h
at(φ
(t)
1 )···ar(φ
(t)
L )
i
Bt =
h
bt(φ
(t)
1 , ϑ
(t)
1 )···bt(φ
(t)
L , ϑ
(t)
L )
i (1.17)
e
Hg = diag(g1, ..., gL). (1.18)
dove l’operatore diag(·) indica una matrice con solo gli elementi della diagonale principale
diversi da zero e uguali alla lista degli argomenti nell’ordine indicato.10 Il canale radio per le onde mm
Autocorrelazione del canale ULA
In questa sezione riportiamo da [7] l’espressione dell’autocorrelazione del canale ULA in
TX e in RX
RTX = E[H
H
ULAHULA] e RRX = E[HULAH
H
ULA] (1.19)
In accordo con il prodotto tra matrici, riscriviamo le espressioni per un generico elemento
della riga p e colonna q, si ha
[RTX]p,q = E[rigap(H
H
ULA)colq(HULA)] = E
h
(colp(HULA))
Hcolq(HULA)
i
(1.20)
e
[RRX]p,q = E[rigap(HULA)colq(H
H
ULA)] = E
h
rigap(HULA)(rigaq(HULA))
H
i
(1.21)
da (1.16) e (1.20) segue
[RTX]p,q =
1
L
E
" N X
i=1
L X
l=1
L X
o=1
g
∗
l goe
jζD(p−1)sinφ
(t)
l e
−jζD(q−1)sinφ
(t)
o
#
=
N
L
L X
l=1
L X
o=1
E

g
∗
l goe
jζD(p−1)sinφ
(t)
l e
−jζD(q−1)sinφ
(t)
o

.
(1.22)
Nell’ultimo passaggio si ` e sfruttata l’indipendenza dall’indice i dei termini entro le sommato-
rie. Sfruttando inoltre l’indipendenza tra il guadagno g e l’angolo φ dei raggi, l’aspettazione
in (1.22) diventa

   
   
E
h
|gl|
2i
E

ejζD(p−q)sinφ
(t)
l

se l = o
E[g
∗
l ]
| {z }
0
E[go]
| {z }
0
E

ejζD(p−1)sinφ
(t)
l e−jζD(q−1)sinφ
(t)
o

= 0 se l 6= o
(1.23)
e quindi (1.22) pu` o essere riscritta in forma pi` u compatta come
[RTX]p,q =
N
L
L X
l=1
E
h
|gl|
2i
| {z }
1
E

e
jζD(p−q)sinφ
(t)
l

= NE
h
e
jζD(p−q)sinφ(t)i
(1.24)
dove da (1.6) per ogni l = 1, ..., L, φ
(l)
l ∼ U[φmin, φmax], di conseguenza l’indice l
` e stato omesso. Similarmente si pu` o ottenere per ogni singolo elemento l’espressione
dell’autocorrelazione RRX, il risultato ` e
[RRX]p,q = ME
h
e
jζD(p−q)sinφ(r)i
. (1.25)
Sempre da (1.6) φ(t) e φ(r) sono entrambe distribuite in modo uniforme. Chiamandole pi` u
genericamente φ, e risulta che la loro densit` a di probabilit` a ` e data da
fφ(a) =



1
φmax−φmin a ∈ [φmin; φmax]
0 altrimenti
(1.26)Risposta impulsiva del canale 11
Calcolando l’aspettazione di una funzione di variabile aleatoria, dalla (1.24) si ` e in grado
di arrivare alla forma chiusa di un generico elemento di riga p e colonna q della matrice di
autocorrelazione Tx e Rx
[RTX]p,q =
N
φmax − φmin
Z φmax
φmin
e
jζD(p−q)sina da[RRX]p,q =
M
φmax − φmin
Z φmax
φmin
e
jζD(p−q)sina da
(1.27)
Da notare l’indipendenza degli elementi della matrice di autocorrelazione dal numero di
raggi L.
Esempi numerici della matrice di autocorrelazione ULA
Due esempi numerici di valori assunti dalla (1.27) sono esposti di seguito. I parametri
utilizzati sono λ = 0.005 m, N = 6 e D = λ/5
abs
 1
N

RTX =



 

 


1 0.78 0.28 0.16 0.30 0.13
0.78 1 0.78 0.28 0.16 0.30
0.28 0.78 1 0.78 0.28 0.16
0.16 0.28 0.78 1 0.78 0.28
0.30 0.16 0.28 0.78 1 0.78
0.13 0.30 0.16 0.28 0.78 1



 

 


(1.28)
e per D = 2λ
abs
 1
N

RTX =


 
 

 

1 0.12 0.01 0.06 0.02 0.04
0.12 1 0.12 0.01 0.06 0.02
0.01 0.12 1 0.12 0.01 0.06
0.06 0.01 0.12 1 0.12 0.01
0.02 0.06 0.01 0.12 1 0.12
0.04 0.02 0.06 0.01 0.12 1

 

 

 

(1.29)
Possiamo osservare che l’aumento di D porta ad una diminuzione della correlazione tra
elementi della matrice. Inoltre per D = λ/5 gli elementi sono abbastanza correlati.
Simulazione canale ULA
Per quanto riguarda tutte le simulazioni riportate in questa tesi, se non espressamente
sottolineato, consideriamo un ambiente con un numero di raggi L = 20 e portante con
lunghezza d’onda λ = 0.005m. Gli array ULA in TX e in RX hanno una separazione tra
elementi pari a D = λ/5 nel primo caso e D = 2λ nel secondo e caratterizzano il canale
attraverso la matrice HULA ∈ CN×M in (1.16). I raggi di partenza e arrivo hanno angoli
rispettivamente φt e φr, distribuiti uniformemente in [−60o; 60o] nel piano azimutale. Le
simulazioni degli Signal to Noise Ratio (SNR) sono state ottenute su 5000 realizzazioni
del canale HULA per ciascuna conﬁgurazione.12 Il canale radio per le onde mmCapitolo 2
Beamforming ottimi e subottimi
Il capitolo inizia introducendo l’SNR, per la misura delle prestazioni di un sistema MIMO
a onde mm. Successivamente viene introdotto il beamforming ottimo dato dal SVD-MRB,
che rappresenta un upper bound alle prestazioni, ed uno sub-ottimo in cui il signal
processing viene separato in una parte analogica in RF e una parte digitale in BB, questo
per cercare di diminuire il numero di convertitori analogico digitali. Quindi nell’ambito
dei sistemi mm, le soluzioni cercate vanno nella direzione di cercare did diminuire la
complessit` a dell’hardware.
2.1 SNR: varie deﬁnizioni
Introduciamo varie deﬁnizioni di SNR le quali verranno utilizzate per valutare e confrontare
le prestazioni dei sistemi considerati. Cominciamo con la deﬁnizione dell’SNR per un
canale
• Singol Input Single Output (SISO)
• Additive White Gaussian Noise (AWGN)
• MIMO
2.1.1 Canale AWGN
In Fig. 2.1 ` e illustrato lo schema equivalente in banda base di un canale AWGN. Il rumore
additivo n ` e un processo aleatorio con distribuzione Gaussiana complessa con media nulla
e varianza σ2
n a simmetria circolare
n ∼ CN(0,σ
2
n) (2.1)
Nel sistema considerato in Fig. 2.1 a causa dell’assenza di codiﬁca valgono le seguenti
relazioni
s = x e r = y (2.2)14 Beamforming ottimi e subottimi
h
x = s y = r
n
Figura 2.1: Sistema AWGN.
SNR canale AWGN
Il segnale ricevuto, considerando (2.2), ` e uguale a
y = r = hs + n = hx + n (2.3)
Deﬁniamo
Mh = E
h
|h|
2
i
e Mx = E
h
|x|
2
i
(2.4)
rispettivamente la potenza statistica del canale e del segnale di informazione. L’espressione
del SNR medio, chiamato ΓAWGN, ` e dato dalla
ΓAWGN =
Eh,x [|hx|2]
E[|n|2]
=
Eh [|h|2]Ex [|x|2]
σ2
n
=
MhMx
σ2
n
(2.5)
Imponendo a uno la potenza statistica del canale e del segnale di informazione in ingresso
si ha
ΓAWGN =
1
σ2
n
(2.6)
2.1.2 Canale MIMO
Consideriamo ora una conﬁgurazione MIMO, con M antenne in TX e N antenne in RX,
caratterizzata da un singolo ﬂusso dati in ingresso e ripartito attraverso il beamforming
in TX sulle M antenne e di conseguenza ricostruito attraverso il beamforming in RX; si
ha cio` e un singlo ﬂusso in ingresso ed un singolo ﬂusso in uscita. Andiamo a deﬁnire l’
SNR normalizzato rispetto a ΓAWGN associato ad una singola realizzazione del canale e
mediato su pi` u realizzazioni. In Fig. 2.2 ` e rappresentato lo schema di un sistema MIMO
con il beamformer in TX (precoder) e il beamformer in RX (combiner). Il vettore rumore
n ` e modellato come un vettore di processi aleatori gaussiani indipendenti con simmetria
circolare, cio` e
n ∼ N(0,σ
2
nIN) (2.7)
dove σ2
n ` e la varianza della singola componente di n, distribuita secondo la (2.1).
SNR nel punto di decisione
Nel punto di decisione, per una singola realizzazione del canale H, dopo il beamforming
in RX, consideriamo l’SNR, chiamato Γ, come il rapporto tra la potenza statistica delApproccio SVD-MRB 15
H
n
Precoder
x s r
Combiner
M N
y
Figura 2.2: Sistema MIMO.
segnale utile (funzione di x) e quella del rumore. Deﬁniamo anche l’SNR normalizzato
rispetto al rumore, cio` e
γ =
Γ
ΓAWGN
(2.8)
Inoltre per misurare le prestazioni del sistema mediamo rispetto alle realizzazioni del
canale H
¯ Γ = EH[Γ] e ¯ γ = EH[γ] =
¯ Γ
ΓAWGN
(2.9)
dove EH[·] ` e l’operatore che denota che l’aspettazione ` e fatta rispetto al canale H.
2.2 Approccio SVD-MRB
Si vuole ora disegnare il precoder e il combiner ottimi tali da massimizzare γ in (2.8).
Vedremo che le soluzioni ottime sono rappresentate, sia in TX che in RX, dal Maximum
Ratio Beamforming (MRB)
Figura 2.3: Modello del sistema con beamformer ottimo in TX e RX.
2.2.1 Composizione del problema
Il precoder e il combiner di Fig. 2.2 sono sostituiti dai corrispondenti beamformer di Fig.
2.3, deﬁniti come
f = [f1 ··· fM]
T ∈ C
M×1 u = [u1 ··· uN]
T ∈ C
N×1 (2.10)16 Beamforming ottimi e subottimi
Il segnale di ingresso x viene ripartito dal precoder sulle M antenne in TX, quindi
chiameremo s il vettore del segnale trasmesso
s = [s1 ··· sM]
T ∈ C
M×1 (2.11)
legato a f da
s = fx (2.12)
Notiamo che se il segnale trasmesso s ` e soggetto a un vincolo di potenza P, lo ` e di
conseguenza anche il beamformer f secondo
Ex[ksk
2] = kfk
2 Mx ≤ P ⇒ kfk
2 ≤
P
Mx
(2.13)
Il segnale vettore ricevuto r, deﬁnito come,
r = [r1 ··· rN]
T ∈ C
N×1 (2.14)
` e dato da
r = Hfx + n (2.15)
Ricaviamo ora la corrispondente espressione del SNR sempre facendo riferimento allo
schema di Fig. 2.3 e adottando delle sempliﬁcazioni senza perdita di generalit` a. Nel punto
di decisione il segnale y ` e uguale a
y = u
Hr = u
HHfx + u
Hn (2.16)
dove n ` e deﬁnito in (2.7). Senza perdita di generalit` a consideriamo x con potenza statistica
unitaria (Mx = 1) e vincolo di potenza di TX P = 1, quindi da (2.13) porge kfk
2 = 1.
Assumiamo inoltre che la potenza statistica di ogni singolo elemento della matrice H sia
unitaria, quindi
E
h
|[H]p,q|
2i
= 1 p = 1, ..., N; q = 1, ..., M (2.17)
e sempre per semplicit` a imponiamo
kuk
2 = 1. (2.18)
Dalla 2.16 otteniamo l’espressione di Γ
Γ =
Ex

 uHHfx

 
2
En
h
|uHn|
2i =

 uHHf

 
2
σ2
n
(2.19)
in base alla (2.7). Inoltre da (2.8) e da (2.19) otteniamo
γ =
 
u
HHf
 

2
(2.20)
ci` o signiﬁca che γ ` e indipendente dalla potenza del rumore σ2
n. Scriviamo ora l’ottimizza-
zione del problema che ci siamo proposti di risolvere, cio` e la ricerca dei beamformer ottimi
tali da massimizzare (2.20)
argmax
f,u

 u
HHf

 
2
(2.21)
con vincoli: kfk
2 = 1, kuk
2 = 1
I beamformer ottimi sono tali da massimizzare γ senza un’incremento di potenza, da cui i
vincoli sulle norme di f e u.Approccio SVD-MRB 17
2.2.2 Soluzioni SVD (SVD-MRB)
Le soluzioni del problema (2.21) sono note in letteratura [8, pp. 44] e derivano dalla
Singular Value Decomposition (SVD) della matrice del canale H, ed ha la seguente forma:
chiamato ρ il rango della matrice H si ha [8]
H = UΞF
H = [u1 ··· uN]


 

 

 


ξ1 ··· 0
. . . ... . . .
0 ··· ξρ
0 ··· 0
. . . ... . . .
0 ··· 0


 

 

 



 

fH
1
. . .
fH
M

 
 (2.22)
dove
• i valori sulla diagonale di Ξ ∈ RN×M sono chiamati valori singolari di H e soddisfano
la seguente relazione,
ξ1 ≥ ξ2 ≥ ··· ≥ ξρ ≥ 0, (2.23)
• le colonne della matrice U ∈ CN×N chiamate u1, ..., uN sono dette vettori singolari
sinistri della matrice H,
• le colonne della matrice F ∈ CM×M chiamate f1, ..., fM sono dette vettori singolari
destri della matrice H.
Le matrici U e F sono dette unitarie, perch` e
UU
H = U
HU = IN, FF
H = F
HF = IM (2.24)
Pu` o essere provato che i beamformer ottimi del problema (2.21), chiamati fSV D−MRB e
uSV D−MRB sono uguali, rispettivamente, al vettore destro e al vettore singolare sinistro
entrambi associati al valore singolare maggiore. In simboli si ha che (vedi 2.23)
fSV D−MRB = f1 e uSV D−MRB = u1 (2.25)
Da notare che i vincoli sulla norma dei beamformer in (2.21) sono soddisfatti, infatti da
(2.24) si ha che
kf1k
2 = tr(f
H
1 f1) = 1 e ku1k
2 = tr(u
H
1 u1) = 1. (2.26)18 Beamforming ottimi e subottimi
Applicando la (2.25), la (2.20) diventa
γ =
 
u1
HHf1
 

2
=


 

 
 

 

 

u
H
1 [u1 ··· uN]


 

 

 


ξ1 ··· 0
. . . ... . . .
0 ··· ξρ
0 ··· 0
. . . ... . . .
0 ··· 0


 

 

 



 

fH
1
. . .
fH
M

 
f1

 

 

 

 
 


2
(2.27)
=

 

 

(u
H
1 u1)
| {z }
1
(f
H
1 f1)
| {z }
1
ξ1 + ··· + (u
H
1 uρ)
| {z }
0
(f
H
1 fρ)
| {z }
0
ξρ


 

 
2
=ξ
2
1.
dove ξ1 ` e anche uguale al maggiore autovalore della matrice Hermitiana HHH o HH
H.
Dalla (2.9) si ha che le prestazioni medie rispetto alle realizzazioni del canale sono misurate
da
¯ γ = EH[ξ
2
1]. (2.28)
2.2.3 Analisi prestazioni
In Fig.2.4 e Fig. 2.5 ` e illustrato l’andamento di ¯ γ, utilizzando beamformer ottimi in
funzione di N e per diversi valori di M, ottenuto mediando su 5000 realizzazioni del canale
HULA per due diversi valori di D. Possiamo notare come ¯ γ incrementa con il crescere del
numero di antenne N e M. Questo graﬁco ` e molto importante per ottenere un confronto
con le simulazioni che faremo nei prossimi capitoli con diversi approcci nel beamforming,
perch` e rappresenta il bound massimo che il nostro sistema pu` o raggiungere. Notiamo che
le prestazioni per D = λ/5 e D = 2λ sono molto simili anche se leggermente superiori per
D = λ/5.
2.3 Approccio iterativo (I-MRB)
Ora si vuole proporre un approccio iterativo (Iterative Maximum Ratio Beamforming
(I-MRB)) che porge una soluzione alternativa al SVD del problema (2.21) noto in letteratura
come maximum ratio trasmission e maximum ratio reception. Parte del lavoro [9] sfrutta
semplici soluzioni cicliche Multiple Input Singol Output (MISO) e Singol Input Multiple
Output (SIMO) che convergono in poche iterazioni alla soluzione SVD-MRB.
2.3.1 Separazione e riformulazione del problema
Assumendo che f, o alternativamente u, sia noto, il problema 2.21 pu` o essere separato in
due problemi iterativi, uno SIMO e l’altro MISO. Deﬁniamo
hSIMO = Hf ∈ C
N×1 e hMISO = u
HH ∈ C
1×M. (2.29)Approccio iterativo (I-MRB) 19
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Figura 2.4: ¯ γSV D−MRB, dato dalla (2.28), al variare di M e N per diverse realizzazioni
del canale con D = λ/5.
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Figura 2.5: ¯ γSV D−MRB, dato dalla (2.28), al variare di M e N per diverse realizzazioni
del canale con D = 2λ.
I problemi SIMO e MISO sono rispettivamente
SIMO: argmax
u
|u
HhSIMO|
2 MISO: argmax
f
|hMISOf|
2 (2.30)
con vincolo: kuk
2 = 1 con vincolo: kfk
2 = 1
le cui soluzioni ottime uI−MRB e fI−MRB sono [9, pp. 5396], [10, pp. 1459] semplicemente20 Beamforming ottimi e subottimi
date da
uI−MRB =
hSIMO
khSIMOk
e fI−MRB =
hH
MISO
khMISOk
(2.31)
2.3.2 Procedura iterativa
Come possiamo notare le soluzioni (2.31) del problema (2.30) implicano la conoscenza dei
beamformer f e u (2.29). Per ovviare al problema [9, pp. 5398] propone una semplice
procedura riassunta in pochi step
• Inizializzazione: tutti gli elementi di uI−MRB sono inizializzati ad un valore iniziale,
per esempio uguale a 1/
√
N.
• Step a iterativo: settare hMISO = uH
I−MRBH, dove uI−MRB ` e ﬁssato al valore pi` u
recente. Risolvere il problema MISO della (2.31) dalla quale si trova il beamformer
fI−MRB.
• Step b iterativo: settare hSIMO = HfI−MRB, dove fI−MRB ` e ottenuto al punto
precedente. Aggiornare il valore del beamformer uI−MRB risolvendo il problema
SIMO della (2.31).
• Iterare lo Step a e lo Step b ﬁno a che un determinato criterio ` e soddisfatto.
Dalla Fig. 2.8 si pu` o vedere che l’algoritmo iterativo converge in 3÷6 iterazioni.
2.3.3 Analisi delle prestazioni
In Fig. 2.6 e Fig. 2.7 viene riportato ¯ γI−MRB per diversi valori di M e N per un canale
con rispettivamente D = λ/5 e D = 2λ. Si pu` o notare come le prestazioni dell’approccio
I-MRB(con 7 iterazioni) raggiungono rispettivamente le prestazioni dell’SVD-MRB di Fig
2.4 e Fig. 2.5 con il vantaggio di non dover eﬀettuare la SVD della matrice di canale H.
In deﬁnitiva pur richiedendo la conoscenza di H, l’approccio I-MRB ` e pi` u semplice nel
progetto dei due beamformer di TX e RX.
2.4 Approccio ADB
´ E noto che quando si lavora nella parte dello spettro delle onde mm ` e conveniente lavorare
nel dominio RF, anche se comporta la perdita di ﬂessibilit` a di quando si lavora in banda
base. Si vuole ora riprendere una conﬁgurazione di Analog-Digital Beamforming (ADB) [1]
che permette di ridurre il numero delle catene RF rispetto al numero di antenne. Questa
conﬁgurazione fa uso di
• un precoder (lato TX) e di un combiner (lato RX) in banda base
• modulo unitario dei pesi
Per riuscire ad avvicinare le prestazioni del MRB, i pesi RF verranno calcolati utilizzando
due algoritmi diversi e successivamente ne verranno determinate le prestazioni.Approccio ADB 21
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Figura 2.6: ¯ γI−MRB al variare di N, M per diverse realizzazioni del canale con D = λ/5,
utilizzando lo schema di Fig. 2.3 in cui fBB e uBB sono stati progettati
attraverso la procedura iterativa del Par. 2.3.2.
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Figura 2.7: ¯ γI−MRB al variare di N, M per diverse realizzazioni del canale con D = 2λ,
utilizzando lo schema di Fig. 2.3 in cui fBB e uBB sono stati progettati
attraverso la procedura iterativa del Par. 2.3.2.
Composizione del problema
Si consideri lo schema di Fig. 2.9 dove il trasmettitore e il ricevitore hanno, rispettivamente,
M e N antenne. Il trasmettitore ` e costituito da MREF catene RF con MRF < M;
analogamente il ricevitore ` e costituito da NF catene RF con NRF < N. Il precoder22 Beamforming ottimi e subottimi
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Figura 2.8: Convergenza dell’ approccio I-MRB con M = 32 e N = 32.
in TX utilizza MRF × 1 pesi complessi in Banda Base (BB) chiamati fBB, seguito dal
beamformer in Banda Passante (BP) FRF ∈ CM×MRF. Allo stesso modo in RX ` e costituito
da un combiner RF in BP URF ∈ CN×NRF e dei pesi complessi in BB uBB ∈ CN×NRF.
Ricordiamo che il numero di Analog to Digitsl Converter (ADC) e Digital to Analog
Converter (DAC) ` e di 2 per ogni catena RF, uno per la parte reale ed uno per la parte
immaginaria, o equivalentemente modulo e fase; in Fig. 2.9 ne viene riportato solo uno
per catena per semplicit` a. Il segnale ricevuto si pu` o scrivere come
y = u
H
BBU
H
RFHFRFfBBx + u
H
BBU
H
RFn (2.32)
dove n ` e deﬁnito in (2.7). Deﬁniamo i pesi complessi in BB in TX che in RX come
fBB = [fBB,1 fBB,2 ··· fBB,MRF]
T ∈ C
MRF×1 (2.33)
e
uBB = [uBB,1 uBB,2 ··· uBB,NRF]
T ∈ C
NRF×1 (2.34)
Cerchiamo ora di progettare il precoder e il combiner al ﬁne di massimizzare γ deﬁnito in
(2.8). Tenendo conto della (2.32), possiamo riscrivere
γ =
 
u
H
BBU
H
RFHFRFfBB
 

2
(2.35)
Dalla (2.35) la massimizzazione del problema diventa
argmax
FRF,fBB,URF,uBB

 u
H
BBU
H
RFHFRFfBB

 
2
(2.36)
con vincoli: |[FRF]i,j|
2 = 1 i = 1, ..., M j = 1, ...MRF
|[URF]i,j|
2 = 1 i = 1, ..., N j = 1, ...NRF
kFRFfBBk
2 = 1





U
H
RFu
H
BB



 

2
= 1Approccio ADB 23
Figura 2.9: Architettura ADB: schema equivalente in BB.
I primi due vincoli in 2.36 sottolineano il fatto che per semplicit` a costruttiva i beamformer
RF cambiano solo la fase del segnale senza ampliﬁcarlo.
2.4.1 Algoritmo per il progetto dei beamformer
Per il problema (2.36) non sono note in letteratura soluzioni. L’ottimizzazione del problema
viene suddivisa tra la parte in TX e in RX, quindi viene fornita una soluzione approssimata
del problema originale.
Progetto precoder
Si assume che in RX si utilizzi un beamformer ottimo e di conseguenza si calcola il precoder
in TX. L’intuizione chiave presentata in [1] ` e quella di sfruttare la struttura di HULA e
la conoscenza del precoder ottimo fSV D−MRB dato da (2.25). In pratica si assume che
fSV D−MRB sia approssimabile come una combinazione lineare di MRF colonne di At, data
dalla (1.17), pesate da un beamformer in BB fBB:
fSV D−MRB ' FRFfBB = fBB,1[col1(FRF)] + ··· + fBB,MRF[colMRF(FRF)] (2.37)
dove le colonne di FRF, indicate con colj(FRF), j = 1, ..., MRF, sono scelte tra le “migliori”
colonne di At. Il problema (2.36) viene quindi riscritto dal punto di vista del precoder
come:
argmin
FRF,fBB
kfSV D−MRB − FRFfBBk (2.38)
con vincoli: col(FRF) ∈
n
at

φ
(t)
t

, 1 ≤ l ≤ L
o
, j = 1, ...MRF
kFRFfBBk
2 = 1
Ora il problema consiste nel selezionare le MRF colonne di At e trovare il corrispondente
fBB ottimo. Per risolvere (2.38) in [1, pp. 3785] ` e stato proposto un semplice algoritmo
esposto in Tab. 2.1.24 Beamforming ottimi e subottimi
Tabella 2.1: Algoritmo 1: progetto di FRF e fBB.
Inputs: fSV D−MRB, At
1. FRF = 0
2. fBB = 0
3. fres = fSV D−MRB
4. for i=1 to MRF
5. Ψ = AH
t fres
6. o = argmaxl∈1,...,L
h
ΨΨ
H
i
l,l
7. FRF = [FRF|colo(At)]
8. fBB =

FH
RFFRF
−1
FH
RFfSV D−MRB
9. fres =
fSV D−MRB−FRFfBB
kfSV D−MRB−FRFfBBk
10. end for
11. fBB =
fBB
kFRFfBBk
12. return FRF, fBB
Progetto combiner
Le stesse considerazioni fatte per il precoder si possono fare per il progetto del combiner,
assumendo che in TX si sia in presenza di un beamformer ottimo. Quindi si arriva ad un
algoritmo che seleziona le ”migliori” colonne di Ar al ﬁne di minimizzare il funzionale 2.36.
Disegnando separatamente i beamformers lato TX e RX pu` o causare una perdita in
potenza ricevuta se il numero di catene RF in RX ` e minore del numero di catene RF in TX.
In questo caso le prestazioni possono degradare perch` e il grado di libert` a del beamforming
` e limitato e la potenza in RX non pu` o essere raccolta in diverse direzioni. Analogamente
un beamforming ﬂessibile al lato RX non ` e utile se il grado di libert` a del beamforming lato
TX ` e limitato. Quindi come risultato, deve essere considerato come il vincolo in RX, in
termini di numero di catene RF e viceversa. Per evitare ci` o ` e stato proposto un Algoritmo
2 riportato in Tabella 2.2 che combina l’Algoritmo 1 per FRF e URF.
PDF degli elementi dei beamformer RF
Utilizzando i parametri del canale del Paragrafo 1.1.2 si ` e cercato di ottenere una stima della
densit` a di probabilit` a dei vari elementi della matrice FRF e URF su 5000 realizzazioni del
canale HULA (1.16). Gli elementi della matrici FRF e URF sono numeri complessi quindi ne
calcoliamo la distribuzione sia per la parte reale che per la parte complessa. Per l’elemento
della riga i − esima, i = 1, ..., M, e colonna j − esima, j = 1, ..., MRF, della matriceApproccio ADB 25
Tabella 2.2: Algoritmo 2: progetto combinato di FRF, URF, fBB e uBB.
Inputs: At, Ar, fSV D−MRB se MRF < NRF (o uSV D−MRB se MRF ≥ NRF).
1. if MRF < NRF
2. Utilizzo dell’Algoritmo 1 per il progetto di FRF e fBB
3. uopt = HFRFfBB
4. Utilizzo dell’Algoritmo 1 per il progetto di URF e uBB
5. else
6. Utilizzo dell’Algoritmo 1 per il progetto di URF e uBB
7. fopt = HURFuBB
8. Utilizzo dell’Algoritmo 1 per il progetto di FRF e fBB
9. end if
FRF, deﬁniamo la funzione di distribuzione e la Probability Density Function (PDF)
FRe[FRF]i,j(a) = Pr(Re{[FRF]i,j} ≤ a) (2.39)
FIm[FRF]i,j(a) = Pr(Im{[FRF]i,j} ≤ a) (2.40)
fRe[FRF]i,j(a) =
dFRe[FRF]i,j(a)
da
(2.41)
fIm[FRF]i,j(a) =
dFIm[FRF]i,j(a)
da
(2.42)
Analogamente si possono deﬁnire le funzioni di distribuzione e densit` a di probabilit` a per
gli elementi della matrice URF. Gli istogrammi come stima della PDF degli elementi della
matrice FRF sono riportati nella Fig. 2.17 e in Fig. 2.18 alla ﬁne del capitolo. Il numero
di antenne in TX e RX sono rispettivamente M = 4 e N = 4 mentre il numero di ADC
sono rispettivamente MRF = 2 e NRF = 2. Le funzioni di densit` a di probabilit` a della
matrice URF non sono state riportate perch` e identiche a quelle di FRF, il che signiﬁca che
se M = N e MRF = NRF allora le due matrici FRF e URF sono identicamente distribuite.
Da notare inoltre come la prima riga della matrice FRF (e anche URF) assuma un unico
valore pari a uno. Ci` o ` e dovuto dal fatto che le colonne delle matrici FRF (e URF) sono
costituite da una combinazione lineare di colonne della matrici rispettivamente At (e Ar),
le quali hanno come primo elemento uno, come riportato anche in (1.11). Osserviamo
come le parti reali e immaginarie dei vari elementi delle matrici FRF (e URF) assumano
con un alta probabilit` a un valore che sta intorno al valore medio come in Fig. 2.17f o un
numero ristretto di valori come in Fig. 2.17f e Fig. 2.18d in cui la funzione di densit` a
di probabilit` a ` e concentrata attorno a due valori. Queste osservazioni hanno portato
all’idea di quantizzare le matrici FRF e URF al ﬁne di sempliﬁcare la complessit` a. Questo
tipo di approccio verr` a esposto nel prossimo capitolo. Ricordando che da (2.36) i vincoli26 Beamforming ottimi e subottimi
impongono il modulo di ciascun elemento delle matrici FRF e URF sia unitario, vogliamo
ora stimare la funzione di densit` a di probabilit` a dell’argomento di ciascuno elemento delle
matrici. Quindi deﬁniamo rispettivamente la funzione di distribuzione di probabilit` a e la
funzione di densit` a di probabilit` a come
F\[FRF]i,j(a) = Pr(\{[FRF]i,j} ≤ a) i = 1, ..., M, j = 1, ..., MRF (2.43)
F\[URF]i,j(a) = Pr(\{[URF]i,j} ≤ a) (2.44)
e
f\[FRF]i,j(a) =
dF\[FRF]i,j(a)
da
(2.45)
f\[URF]i,j(a) =
dF\[URF]i,j(a)
da
(2.46)
Gli istogrammi come stima della PDF della fase degli elementi di FRF sono riportati in
Fig. 2.19. Il numero di antenne in trasmissione e ricezione sono rispettivamente M = 4 e
N = 4 mentre il numero di ADC sono rispettivamente MRF = 2 e NRF = 2. In Fig. 2.19
sono riportate le pdf di ogni singolo elemento della matrice FRF. A diﬀerenza di prima,
a parte la prima riga di FRF che assume solo un valore pari a zero, le altre PDF hanno
un andamento quasi uniforme. Anche in questo caso le funzioni di densit` a di probabilit` a
riguardanti la matrice URF non sono state riportate perch` e identiche a quelle di FRF, il che
signiﬁca che se M = N e MRF = NRF allora le due matrici FRF e URF sono identicamente
distribuite. Quindi in questo caso per una eventuale quantizzazione della fase di ogni
singolo elemento delle matrici bisogner` a avere un numero di codeword maggiore rispetto
alla quantizzazione che considera sia parte reale che parte immaginaria e lo si vedr` a meglio
sempre nel prossimo capitolo.
2.4.2 Analisi delle prestazioni
Con l’ambiente e i parametri del canale del Paragrafo 1.1.2, si ` e simulato il sistema con il
beamforming di tipo ADB per capire quanto le prestazioni di questo approccio si avvicinano
alle prestazioni dell’approccio SVD-MRB. Nelle Figure 2.10 e 2.11 sono riportati i valori
di ¯ γ rispettivamente per D = λ/5 e D = 2λ al variare di M, N, MRF e NRF. Facciamo
notare come l’approccio ADB raggiunge le prestazioni SVD-MRB illustrate in Fig. 2.4 con
un algoritmo che porge una soluzione ”semplice” per il calcolo dei beamformer a discapito
per` o del dover conoscere a priori il canale H e i beamformer fSV D−MRB o uSV D−MRB i
quali sono ottenuti dalla decomposizione SVD del canale H.
2.5 Approcci DB
Ora si vogliono proporre due approcci di tipo ibrido. Supponiamo che FRF e URF siano
noti a priori. Deﬁniamo il canale f H ∈ CNRF×MRF come:
f H = U
H
RFHFRF (2.47)Approcci DB 27
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Figura 2.10: ¯ γADB per diverse conﬁgurazioni di M, N, MRF e NRF con D = λ/5.
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Figura 2.11: ¯ γADB per diverse conﬁgurazioni di M, N, MRF e NRF con D = 2λ.
Il vettore rumore nBB ∈ C(1×NRF) ` e il vettore rumore n dello schema ADB di Fig. 2.9
portato in banda base, cio` e
nBB = U
H
RFn (2.48)
2.5.1 SNR nel punto di decisione
L’uscita y all’uscita del RX risulta essere
y = u
Hr = u
H(f Hfx + nBB) (2.49)28 Beamforming ottimi e subottimi
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Figura 2.12: Architettura SVD/I-DB.
dove sostituendo (2.48) si ha
y = u
Hf Hfx + u
HU
H
RFn = (2.50)
L’SNR nel punto di decisione ` e
Γ =
Ex


uHf Hfx



2
En
h
kuHUH
RFnk
2i =

 uHf Hf

 
2
σ2
n
(2.51)
e tenendo conto della deﬁnizione (2.8) si ha che
γ =
 
u
Hf Hf
 

2
(2.52)
2.5.2 Approccio SVD-DB
Con riferimento allo schema di Fig. 2.12 si vogliono progettare i beamformer in banda base
con l’approccio SVD-MRB di Par. 2.2 applicato al canale f H, la soluzione verr` a indicata
con e fSV D−DB ∈ CMRF×1 e e uSV D−DB ∈ CNRF×1. Inoltre imponiamo che



 
FRFe fSV D−DB



 

2
= 1 e kURF e uSV D−DBk
2 = 1 (2.53)
in modo tale che i beamformer non ampliﬁchino il segnale di ingresso. Quindi una volta
ottenuti i beamformer ¯ f e ¯ u dalla SVD si eﬀettua la seguente normalizzazione
e fSV D−DB =
¯ f



 
FRF¯ f



 

e e uSV D−DB =
¯ u
kURF ¯ uk
(2.54)Approcci DB 29
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Figura 2.13: ¯ γSV D−DB per diverse conﬁgurazioni di M, N, MRF e NRF con D = λ/5.
FRF e URF sono stati progettati con l’Algoritmo 2.1 mentre ˜ fSV D−DB e
˜ uSV D−DB sono ottenuti dalla SVD di ˜ H.
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Figura 2.14: ¯ γSV D−DB per diverse conﬁgurazioni di M, N, MRF e NRF con D = 2λ. FRF
e URF sono stati progettati con l’Algoritmo 2.1 mentre ˜ fSV D−DB e ˜ uSV D−DB
sono ottenuti dalla SVD di ˜ H.
Analisi delle prestazioni
Nelle Figure 2.13 e 2.14 sono riportati i valori di ¯ γ rispettivamente per D = λ/5 e D = 2λ
al variare di M, N, MRF e NRF. Si nota che il ¯ γ per SVD-DB rispetto al bound dato da
SVD-MRB ` e inferiore di circa 1 dB per D = λ/5, e 0.5 dB per D = 2λ. Questo approccio30 Beamforming ottimi e subottimi
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Figura 2.15: ¯ γI−DB per diverse conﬁgurazioni di M, N, MRF e NRF con D = λ/5. FRF
e URF sono stati progettati con l’Algoritmo 2.1 mentre ˜ fI−DB e ˜ uI−DB sono
ottenuti dalla procedura ciclica di Par. 2.3.2.
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Figura 2.16: ¯ γI−DB per diverse conﬁgurazioni di M, N, MRF e NRF con D = 2λ. FRF e
URF sono stati progettati con l’Algoritmo 2.1 mentre ˜ fI−DB e ˜ uI−DB sono
ottenuti dalla procedura ciclica di Par. 2.3.2.
SVD-DB risulta avere una complessit` a notevole perch` e per progettare FRF e URF bisogna
eﬀettuare la SVD di H per ottenere fSV D−MRB e uSV D−MRB, e successivamente la SVD
di f H per ottenere e fSV D−DB e e fSV D−DB.Approcci DB 31
2.5.3 Approccio I-DB
Sempre con riferimento allo schema di Fig. 2.12 analogamente a quanto fatto con l’approccio
SVD-DB calcoliamo i beamformer in banda base con l’approccio iterativo I-MRB del Par.
2.3 che chiamiamo e fI−DB ∈ CMRF×1 e e uI−DB ∈ CNRF×1. Come prima per ottenere la
condizione



 
FRFe fI−DB



 

2
= 1 e kURF e uI−DBk
2 = 1 (2.55)
normalizziamo i beamformer b f e b u ottenuti dalla procedura iterativa applicata al canale
f H
e fI−DB =
b f

 


FRFb f

 



e e uI−DB =
b u
kURF b uk
(2.56)
Analisi delle prestazioni
Nelle Figure 2.15 e 2.16 sono riportate le prestazioni. Si pu` o notare che approcciano alle
prestazioni SVD DB ma con una minore complessit` a per il calcolo dei beamformer in
banda base.32 Beamforming ottimi e subottimi
−1 −0.5 0 0.5 1
0
5
10
15
20
a
f
R
e
[
F
R
F
]
1
,
1
(
a
)
−1 −0.5 0 0.5 1
0
5
10
15
20
a
f
I
m
[
F
R
F
]
1
,
1
(
a
)
(a)
−1 −0.5 0 0.5 1
0
5
10
15
20
a
f
R
e
[
F
R
F
]
1
,
2
(
a
)
(b)
−1 −0.5 0 0.5 1
0
5
10
15
20
a
f
I
m
[
F
R
F
]
1
,
2
(
a
)
(c)
−1 −0.5 0 0.5 1
0
2
4
a
f
R
e
[
F
R
F
]
2
,
1
(
a
)
(d)
−1 −0.5 0 0.5 1
0
2
4
a
f
I
m
[
F
R
F
]
2
,
1
(
a
)
(e)
−1 −0.5 0 0.5 1
0
2
4
6
8
10
a
f
R
e
[
F
R
F
]
2
,
2
(
a
)
(f)
−1 −0.5 0 0.5 1
0
2
4
6
8
10
a
f
I
m
[
F
R
F
]
2
,
2
(
a
)
(g)
Figura 2.17: Istogramma come stima della PDF degli elementi di FRF con M = N = 4 e
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Figura 2.18: (Continua)34 Beamforming ottimi e subottimi
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Figura 2.19: Istogramma come stima della PDF della fase degli elementi di FRF con
M = N = 4 e MRF = NRF = 2.Capitolo 3
Beamformer quantizzati
Nel paragrafo precedente abbiamo descritto architetture di beamforming ottimi e sub-
ottimi. Nel caso dell’ADB abbiamo visto che ` e necessaria la conoscenza delle matrici At e
Ar che sono fattori del canale HULA, per calcolare con l’algoritmo di Heath i beamformers
fBB, uBB, FRF e URF. Per ovviare a ci` o si ` e pensato di scegliere le matrici FRF e URF
tra gli elementi di un dizionario appositamente costruito e quindi poi calcolare fBB e uBB.
3.1 Quantizzazione vettoriale
La quantizzazione vettoriale ` e un estensione multidimensionale della quantizzazione scalare.
Un quantizzatore scalare mappa un grande insieme di numeri in un piccolo insieme di
valori mentre un quantizzatore vettoriale fa la stessa cosa utilizzando vettori o piu in
generale matrici. Quindi il concetto di base ` e quello di associare ad una sequenza di
ingresso s ∈ CN×M una riproduzione sq = Q[s] scelta da un insieme ﬁnito di L elementi
(codeword) contenuti nel dizionario A = [Q1,··· ,QL] che ne minimizza la distorsione
d(s,Q[s]).
3.1.1 Caratterizzazione della quantizzazione vettoriale
Considerando il caso generale di segnali complessi, la quantizzazione vettoriale ` e caratte-
rizzata da [11]
• vettore o matrice di ingresso s =

 
 

s11 s12 ··· s1M
s21 s22 ··· s2M
. . .
. . . ... . . .
sN1 sN2 ··· sNM

 
 

∈ CN×M.
• Codebook A = {Qi}, i = 1,··· ,L, dove Qi ∈ CN×M ` e una codeword.
• misura della distorsione d(s,Q[s]).
• regola di quantizzazione (distorsione minima)
Q : CN×M → A con Qi = Q[s] se i = argminl d(s,Ql)
• Regioni di Voronoi Rl =
n
s ∈ CN×M : Q[s] = Ql
o
l = 1,··· ,L36 Beamformer quantizzati
3.1.2 Algoritmo LBG
L’algoritmo Linde-Buzo-Gray (LBG) viene utilizzato per la generazione del codebook
attraverso una sequenza di training composta da K elementi i quali non sono nient’altro
che varie realizzazioni di s. Quindi si ha
{s(m)} m = 1,··· ,K (3.1)
e la distorsione media, sotto ipotesi di ergodicit` a del processo s, risulta essere:
D =
1
K
K X
k=1
d(s(k),Q[s(k)]) (3.2)
Le due regole utilizzate dall’algoritmo per minimizzare D sono [11]:
Regola A
Ri =

s(k) : d(s(k),Qi) = min
Ql∈Ad(s(k),Ql)

i = 1,··· ,L (3.3)
Quindi Ri ` e data da tutti gli elementi s(k) della TS piu vicini a Qi.
Regola B
Qi = argmin
Qj∈CN×M
1
mi
X
s(k)∈Ri
d(s(k),Qj) (3.4)
dove mi ` e il numero degli elementi della TS che sono in Ri
Descrizione dell’algoritmo con procedura di splitting
L’algoritmo, di tipo iterativo, inizializza il codebook con un numero di elementi L = 1
dove l’unico elemento ` e dato dal valore medio della TS. Nella fase di splitting ottiene da
quest’ultimo due codeword e quindi un codebook con L = 2. A questo punto l’algoritmo
LBG, attraverso le regole A e B ripetute ciclicamente ﬁno a convergenza, deriva il codebook
ottimo per L = 2. Se si vuole una dimensione ﬁnale del codebook pari a L = 4 si eﬀettuer` a
una successiva fase di splitting per raddoppiare L e sempre attraverso l’algoritmo LBG
si determina il coodebook ottimo a convergenza. Questa procedura pu` o essere quindi
ripetuta ﬁno a che il coodebook non ha raggiunto le dimensioni volute che saranno una
potenza di 2. Quindi deﬁniamo Aj = [Q1,··· ,QL] il codebook alla j-esima iterazione.
La procedura di splitting genera 2L matrici di dimensioni N × M che costituiranno il
codebook alla j + 1-esima iterazione:
Aj+1 =
n
A
−
j
o
∪
n
A
+
j
o
(3.5)
dove
A
−
j = {Qi − −} i = 1,··· ,LA
−
j = {Qi − +} i = 1,··· ,L (3.6)
Tipicamente − ` e una matrice nulla, mentre + ` e:
− = 0 + =
1
10
s
Ms
NM
· 1 (3.7)Quantizzazione vettoriale 37
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Figura 3.1: Diagramma di ﬂusso dell’algoritmo LBG.
dove 1 ` e la matrice di tutti uno e Ms ` e la potenza della TS
Ms =
1
K
K X
k=1
N X
n=1
M X
m=1
|sk,nm|
2 (3.8)
In 3.1 ` e rappresentato il diagramma di ﬂusso dell’algoritmo LBG dove il parametro
 > 0( = 10−3 tipicamente) determina il tempo di convergenza.
Metriche
Nel nostro caso il problema si traduce nel trovare, attraverso l’algoritmo LBG, un codebook
per le matrici FRF e URF. Essendo i moduli di ogni singolo elemento delle matrici FRF e38 Beamformer quantizzati
URF, generate con l’algoritmo di Heath, unitari, si puo pensare di costruire le TS delle
due matrici solo con le fasi degli elementi delle matrici. Quindi considereremo entrambe i
casi per vedere le prestazioni che portano entrambe le scelte. In generale per` o c’` e da tener
conto che mentre per la quantizzazione della sola fase di FRF e URF ogni ramo RF ha un
ADC al ricevitore e un DAC al trasmettitore, per l’approccio che quantizza l’intere matrici
ho bisogno del doppio di ADC e DAC per ramo RF. Deﬁniamo la metrica distorsione e
distorsione media per i due casi,
• modulo e fase
dc(sk(k),Qi) =
N X
n=1
NRF X
r=1
|snr(k) − Qi,nr|
2 (3.9)
Dc =
1
K
K X
k=1
dc(FRF(k),Q[FRF]) (3.10)
• solo fase
dφ(sk(k),Qi) =
N X
n=1
NRF X
r=1
|arg{snr(k)} − arg{Qi,nr}|
2 (3.11)
Dφ =
1
K
K X
k=1
dφ(FRF(k),Q[FRF]) (3.12)
Selezione della Training Sequence
Un parametro importante ` e K, la lunghezza della training sequence. Infatti K deve essere
abbastanza grande per ottenere un’adeguata rappresentazione del processo. Inoltre si deve
fare in modo che utilizzando un’altra TS (outside TS), il valore della distorsione media sia
comparabile a quello ottenuto con la TS utilizzata per costruire il codebook, in pratica i
due valori di distorsione media devono convergere all’aumentare di K. Di seguito nelle
Figure 3.2 e 3.3 vengono riportati gli andamenti di Dc vs. K per FRF e URF mentre nelle
Figure 3.4 e 3.5 i graﬁci di Dφ vs. K rispettivamente per FRF e URF. La conﬁgurazione
utilizzata ` e M = N = 8 e MRF = NRF = 4 con una dimensione del codebook L=4. Si
sono veriﬁcati andamenti analoghi anche per L=2, 8, 16, 32 e si ` e visto che per K=10000
tutte le curve convergono.
3.2 Selezione beamformers
Abbiamo visto che attraverso l’algoritmo LBG ` e possibile ottenere un codebook ottimo di
dimensione L desiderata. Utilizzando fSV D−MRB e uSV D−MRB dalle (2.25) e richiamando
il funzionale utilizzato per l’algoritmo di Heath in (2.38), riadattandolo al caso della
quantizzazione delle matrici FRF e URF con i dizionari DTX = [QTX,1,··· ,QTX,LTX] e
DRX = [QRX,1,··· ,QRX,LRX] rispettivamente i nuovi funzionali diventano:
JTX = argmin
FRF∈DTX,fBB
kfSV D−MRB − FRFfBBk (3.13)
con vincolo: kFRFfk
2 = 1Selezione beamformers 39
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Figura 3.2: Dc per FRF. LTX = 4.
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Figura 3.3: Dc per URF.LRX = 4.
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Figura 3.4: Dφ per FRF. LTX = 4.
2 2.5 3 3.5 4
1.7
1.8
1.9
2
2.1
log10 K
D
c
InsideTS
OutsideTS
Figura 3.5: Dφ per URF. LRX = 4.
e analogamente
JRX = argmin
URF∈DRX,uBB
kuSV D−MRB − URFuBBk (3.14)
con vincolo: kURFuk
2 = 1
Per risolvere (3.14) (e (3.15)) si ` e proposto un semplice algoritmo esaustivo illustrato in
Tab. 3.1 che ha come dati di ingresso fSV D−MRB di (2.25) e il dizionario DTX (uopt e il
dizionario DRX). Alternativamente alle soluzioni (2.25) si possono utilizzare anche (2.31)
evitando quindi di eﬀettuare la decomposizione SVD del canale H. Come per l’algoritmo
di Heath, progettando separatamente il beamformer lato trasmissione e ricezione pu` o
causare una perdita in potenza ricevuta se il numero di catene RF ` e minore del numero di
catene RF al trasmettitore. A tal ﬁne ` e suﬃciente utilizzare l’Algoritmo 2 esposto in Tab.
2.2 con la diﬀerenza che ora i dati di ingresso sono DTX e DRX.40 Beamformer quantizzati
Tabella 3.1: Algoritmo 1: progetto di FRF (e di URF).
Inputs: fSV D−MRB, DTX
1. JTX = ∞
2. for i=1 to LTX
3. ftmp = (QH
TX,iQTX,i)−1QH
TX,ifSV D−MRB
4. Jtemp = kfSV D−MRB − QTX,iftempk
5. if Jtemp < JTX
6. FRF = QTX,i
7. fBB = ftemp
8. JTX = Jtemp
9. end if
10. end for
11. fBB =
fBB
kFRFfBBk
3.3 Analisi delle prestazioni
Consideriamo l’ambiente del Paragrafo 1.1.2. Abbiamo messo a confronto diverse conﬁgu-
razioni di beamformers, sia in termini di numero di antenne in trasmissione e ricezione e
distanza tra antenne, sia in termini di metodi di progetto utilizzati. Si va dall’approccio
ottimo dato dalla SVD passando per ADB ﬁno al Quantized Analog-Digital Beamfor-
ming (Q-ADB) con quantizzazione di modulo e fase (Qc-ADB) o solo fase (Qφ-ADB) degli
elementi dei beamformer in BP per diversi valori di LTX e LRX. Ne abbiamo quindi
analizzato le prestazioni simulando il valore medio di ¯ γ. Si pu` o notare dalla Fig. 3.6 che
nel caso di una quantizzazione Qc-ADB, con un numero di codebook LTX = LRX = 8
per MRF = NRF = 16 si raggiunge il bound (SVD-MRB). Nel caso Qφ-ADB invece le
prestazioni sono sempre inferiori al bound anche utilizzando un numero di codebook
LTX = LRX = 32.
3.4 Approccio alternativo
Si ` e provato a selezionare i beamformer FRF ∈ DTX e URF ∈ DRX e i corrispondenti
beamformer in BB fBB e uBB con procedura esaustiva, con l’obiettivo di massimizzare
l’SNR in (2.35) si ` e utilizzato il seguente funzionale
argmax
FRF∈DTX,fBB,URF∈DRX,uBB


u
H
BBU
H
RFHFRFfBB



2
(3.15)
con vincoli: kFRFfBBk
2 = 1, kURFuBBk
2 = 1Approccio alternativo 41
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Figura 3.6: ¯ γQc−ADB per diverse conﬁgurazioni di M, N, MRF e NRF con D = λ/5.
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Figura 3.7: ¯ γQφ−ADB per diverse conﬁgurazioni di M, N, MRF e NRF con D = λ/5.
LTX = LRX = 32
Si ` e visto che questo approccio porta alle stesse prestazioni esposte in precedenza ma con
una complessit` a maggiore dovendo provare LTX ˙ LRX coppie di beamformer, invece delle
LTX + LRX coppie dell’Algoritmo 3.1. Anche in questo caso si deve conoscere il canale
H e ottenere i beamformer fSV D−MRB e uSV D−MRB dalla decomposizione SVD oppure
alternativamente fI−MRB e uI−MRB che abbiamo visto convergere a quest’ultimi.42 Beamformer quantizzati
3.5 Q-DB
Si vuole ora realizzare lo schema di Fig. 2.12 con la quantizzazione di modulo e fase degli
elementi dei beamformer RF FRF e URF. Il canale f H ` e deﬁnito come:
f H = U
H
RFHFRF con FRF ∈ DTX e URF ∈ DRX (3.16)
Anche se apparentemente il canale f H ha la forma di 2.47, si diﬀerenzia perch` e FRF e URF
sono quantizzati. In eﬀetti, come vedremo, utilizzando dizionari con pochi elementi le
prestazioni di Quantized-Digital Beamforming (Q-DB) sono nettamente inferiori a Q-ADB
a meno di non utilizzare MRF e NRF piccoli. Un metodo pi` u soﬁsticato per raggiungere
le prestazioni di Q-ADB sarebbe quello di introdurre un nuovo SNR che tenga conto dei
rumori di quantizzazione delle matrici FRF e URF. Il vettore rumore nBB ∈ C(1×NRF) ` e il
vettore rumore n dello schema ADB di Fig. 2.9 portato in banda, cio` e
nBB = U
H
RFn con URF ∈ DRX (3.17)
3.5.1 SNR nel punto di decisione
Dati FRF ∈ DTX e URF ∈ DRX la massimizzazione dell’SNR per l’approccio DB risulta
essere:
argmax
FRF∈DTX,f,URF∈DRX,u
 
u
Hf Hf
 

2
(3.18)
con vincoli: kFRFfk
2 = 1, kURFuk
2 = 1
3.6 Q-SVD-DB
Come fatto analogamente nel Par. 2.5.2 al ﬁne di ottenere la condizione





FRFe fQ−SV D−DB






2
= 1 e kURF e uQ−SV D−DBk
2 = 1 (3.19)
normalizziamo i beamformer ¯ f e ¯ u ottenuti dalla SVD di f H. Quindi
e fQ−SV D−DB =
¯ f



 
FRF¯ f



 

e e uQ−SV D−DB =
¯ u
kURF ¯ uk
(3.20)
3.7 Q-I-DB
Come al solito per aﬃnch` e sia veriﬁcata la condizione





FRFe fQ−I−DB






2
= 1 e kURF e uQ−I−DBk
2 = 1 (3.21)
normalizziamo i beamformer ˆ f e ˆ u ottenuti dalla procedura iterativa applicata al canale
f H. Quindi
e fQ−I−DB =
ˆ f

 


FRFˆ f

 



e e uQ−I−DB =
ˆ u
kURF ˆ uk
(3.22)Prestazioni a confronto 43
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Figura 3.8: Prestazioni a confronto MRF = NRF = 4.
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Figura 3.9: Prestazioni a confronto MRF = NRF = 8.
3.8 Prestazioni a confronto
Nelle Figure 3.8, 3.9 e 3.10 si sono messe a confronto le varie prestazioni dei sistemi
quantizzati al variare del numero di catene RF. Il numero di codebook utilizzati sono 8
per Qc −ADB, 16 per Qφ −ADB e 64 per QSV D −DB e QI −DB. Si vede che per un
numero piccolo di catene RF rispetto al numero di antenne tra gli approcci quantizzati
quelli DB sono i migliori, invece aumentando MRF e NRF gli approcci Q − ADB riescono44 Beamformer quantizzati
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Figura 3.10: Prestazioni a confronto MRF = NRF = 16.
a raggiungere performance uguali al bound (vedi QcADB in Fig. 3.10) o molto prossime
(vedi QφADB in Fig. 3.10).Capitolo 4
Complessit` a algoritmi
L’analisi di complessit` a ` e un metodo formale per prevedere le risorse richieste dall’algoritmo.
In questo capitolo riportiamo la complessit` a computazionale dei vari algoritmi esposti nei
Capitoli 3 e 2 in termini di numero di moltiplicazioni e divisioni complesse richieste per
eseguirlo. Nell’Appendice B sono riportati i procedimenti che hanno portato al calcolo
ﬁnale delle varie complessit` a dei diversi algoritmi che di seguito riportiamo solo nel caso
M ≥ N e MRF ≥ NRF
CSV D−MRB =O(4 · N
2 · M + 22 · M
3) (4.1)
CI−MRB =O(N
o iter. · [2 · M · N + M + N]) (4.2)
CADB =O
 
2 · L · [M · MRF + N · NRF] +
M4
RF
4
+ M
3
RF ·
2
3
· M +
1
2

(4.3)
+M
2
RF ·
5
2
· M +
1
4

+ MRF ·
23
6
· M + 1

+
N4
RF
4
+N
3
RF ·
2
3
· N +
1
2

+ N
2
RF ·
5
2
· N +
1
4

+ NRF ·
23
6
· N + 1

+N · MRF(M
2 + MRF) + 2 · N · M
2 + 11 · M
3

CQ−ADB =O(LTX · [MRF · (2 · M + 1)] + LRX · [NRF · (2 · N + 1)] (4.4)
+N · MRF(M
2 + MRF) + 2 · N · M
2 + 11 · M
3

CQc−SV D−DB =O

LTX · LRX · (4 · N
2
RF · MRF + 22 · M
3
RF) + MRF · M (4.5)
+MRF + NRF · N + NRF)
CQc−I−DB = O(N
o iter. · LTX · LRX · [2 · MRF · NRF + MRF + NRF]
+MRF · M + MRF + NRF · N + NRF)46 Complessit` a algoritmi
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Figura 4.1: Complessit` a dell’algoritmo SV D − MRB al variare di M = N.
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Figura 4.2: Complessit` a dell’algoritmo I − MRB al variare di M = N.
Analisi prestazioni
Nelle Figure 4.1, 4.2, 4.3, 4.4, 4.5 e 4.6 sono riportate le complessit` a dei vari algoritmi al
variare di M = N e MRF = NRF e LTX = LRX = 8 . Si pu` o notare che per gli approcci
di tipo DB, dato MRF = NRF la complessit` a cresce linearmente con M = N (4.5) quindi
nelle Figure 4.5 e 4.6 il graﬁco ` e praticamente costante.
Inoltre si pu` o notare come l’approccio Q-ADB porge sempre una minore complessit` a
rispetto all’approccio ADB per qualsiasi conﬁgurazione di catene RF (Figure 4.4 e 4.3).
Nelle Figure 4.7, 4.8 e 4.9 si pu` o apprezzare la diﬀerenza di complessit` a tra i fari algoritmi.47
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Figura 4.3: Complessit` a dell’algoritmo ADB al variare di M = N e MRF = NRF, con
LTX = LRX = 8.
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Figura 4.4: Complessit` a dell’algoritmo Q − ADB al variare di M = N e MRF = NRF,
con LTX = LRX = 8.
L’approccio I-MRB ` e quello che porge la minore complessit` a in tutti i casi, poi l’approccio
I-DB porge una complessit` a che ` e inferiore rispetto a Q-ADB e ADB quando il numero di
catene RF ` e 4 o 8. Come si poteva intuire quindi gli approcci iterativi sono quelli che in
termini di complessit` a oﬀrono le migliori prestazioni.48 Complessit` a algoritmi
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C
Figura 4.5: Complessit` a dell’algoritmo Q−SV D−DB al variare di M = N e MRF = NRF,
con LTX = LRX = 8.
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Figura 4.6: Complessit` a dell’algoritmo Q − I − DB al variare di M = N e MRF = NRF,
con LTX = LRX = 8.49
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Figura 4.7: Confronto della complessit` a dei vari algoritmi con MRF = NRF = 4.
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Figura 4.8: Confronto della complessit` a dei vari algoritmi con MRF = NRF = 8.50 Complessit` a algoritmi
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Figura 4.9: Confronto della complessit` a dei vari algoritmi con MRF = NRF = 16.Appendice A
A diﬀerenza dei graﬁci delle prestazioni esposti in precedenza, di seguito riportiamo delle
tabelle che riportano diverse conﬁgurazioni possibili per quanto riguarda il numero di
antenne M, N e il numero di catene RF MRF, NRF. Nelle tabelle A.1 e A.2 sono riportati
i valori di ¯ γADB rispettivamente per D = λ/5 e D = 2λ. Nelle Tabelle A.3, A.4, A.5,
A.6, A.7 e A.8, A.9, A.10, A.11, A.12, sono riportati i valori di ¯ γQc−ADB e ¯ γQφ−ADB con
diverse dimensioni del codeword LTX e LRX. Rispetto alle Tabelle A.1 e A.2 riportiamo
in grigio i valori di ¯ γQc−ADB e ¯ γQφ−ADB che stanno sotto di almeno 3 dB rispetto al caso
ADB. Si pu` o notare come le prestazioni degradano rispetto all’approccio ADB quando
MRF e/o NRF sono ridotti e solo se si utilizzano codebook molto piccoli. Comunque
dalle Tabelle A.5 e A.10 nel caso con D = λ/5 ` e suﬃciente utilizzare dizionari con 8
codeword e 16 codeword, rispettivamente per ¯ γQc−ADB e ¯ γQφ−ADB perch` e le perdite in
prestazioni siano molto contenute. In particolare da notare la conﬁgurazione M = N = 32
e MRF = NRF = 1 che porge le maggiore diﬀerenza tra ADB e Q-ADB sia per ¯ γQc−ADB
che per ¯ γQφ−ADB. Anche per quanto riguarda il confronto tra i due tipi di quantizzazione
le diﬀerenze aumentano con il diminuire di MRF e NRF e la quantizzazione della sola
fase di FRF e URF porta prestazioni peggiori a parit` a di numero di bit utilizzati nella
quantizzazione.52
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066Appendice B
Di seguito sono esposti tutti i calcoli per ricavare le complessit` a dei vari algoritmi esposti
nei Cap. 2 e 3.
B.1 SVD-MRB
Data la matrice H ∈ C(N×M) la complessit` a per il progetto dei beamformer fSV D−MRB e
uSV D−MRB ` e pari a quella della decomposizione SVD di 2.22, la quale risulta essere [12]
CSV D−MRB =



O(4 · N2 · M + 22 · M3) se M ≥ N
O(6 · N · M2 + 20 · M3) se N > M
(B.1)
B.2 I-MRB
Date le seguenti matrici
H ∈ C
(N×M), hMISO ∈ C
(1×M), hSIMO ∈ C
(N×1) (B.2)
la complessit` a di ogni step dell’algoritmo I-MRB ` e riassunta in Tab. B.1, quindi in totale
per il progetto dei beamformer lato TX e RX, si ha una complessit` a di
CI−MRB = N
o iter.·(C3 +C4 +C5 +C6) = O(N
o iter. · [2 · M · N + M + N]) (B.3)
Tabella B.1: Complessit` e per step dell’algoritmo I-MRB descritta nel Par. 2.3.2.
1. uI−MRB = 1 √
N1(N×1)
2. for i=1 to No iter.
3. hMISO = uH
I−MRBH, (1 × M) C3 = O(N · M)
4. fI−MRB =
hH
MISO
khMISOk C4 = O(M)
5. hSIMO = HfI−MRB, (N × 1) C5 = O(N · M)
6. uI−MRB =
hSIMO
khSIMOk C6 = O(N)
7. end for68
Tabella B.2: Complessit` e per step dell’algoritmo ADB di Tab. 2.1.
Inputs: fSV D−MRB, At
1. FRF = 0
2. fBB = 0
3. fres = fSV D−MRB
4. for i=1 to MRF
5. Ψ = AH
t fres C5 = O(L · M)
6. o = argmaxl∈1,...,L
h
ΨΨ
H
i
l,l C6 = O(L · M)
7. FRF = [FRF|colo(At)], (M × i)
8. fBB =

FH
RFFRF
−1
FH
RFfSV D−MRB calcolo C8 eseguito sotto
9. fres =
fSV D−MRB−FRFfBB
kfSV D−MRB−FRFfBBk C9 = O( 2 · i · M | {z }
moltipl.num.+moltipl.den.
+ M |{z}
divisione
)
10. end for
11. fBB =
fBB
kFRFfBBk C11 = O( MRF · M
| {z }
moltiplicazione
+ MRF | {z }
divisione
)
12. return FRF, fBB
B.3 ADB
Date le matrici:
At ∈ C
(M×L), Ar ∈ C
(N×L), fSV D−MRB ∈ C
(M×1), H ∈ C
(N×M).
la complessit` a di ogni step dell’algoritmo ADB di Tab. 2.1 per il progetto dei beamformer
FRF e fBB lato TX, ` e riportata in Tab. B.2.
Complessit` a step 8, due metodi:
a) Calcolo inversa e poi moltiplico per FH
RF (1a moltiplicazione) e successivamente molti-
plico per fSV D−MRB (2a moltiplicazione).
C8a =O


 M · i
2 + i
3
| {z }
moltipl.+c.inversa
+ i
2 · M | {z }
1a moltiplicazione
+ i · M | {z }
2a moltiplicazione


 (B.4)
=O

i
3 + 2 · M · i
2 + i · M

b) Calcolo pseudoinversa di FRF(che all’interno del ciclo ha dimensioni (M × i)[12]) e poi
moltiplico per fSV D−MRB (2a moltiplicazione).
C8b =O


4 · M
2 · i + 22 · i
3
| {z }
complessitaSV D
+ M · i | {z }
2amoltiplicazione


 (B.5)ADB 69
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Figura B.1: Complessit` a dell’algoritmo ADB al variare di M, N con MRF = 4 calcolata
nei due metodi B.6 e B.7.
In totale lato TX abbiamo1:
CADBa,TX = O


MRF X
i=1
[C5 + C6 + C8a + C9] + C11

 (B.6)
= O
 
2 · M · L · MRF +
M4
RF
4
+ M
3
RF ·
2
3
· M +
1
2

+M
2
RF ·
5
2
· M +
1
4

+ MRF ·
23
6
· M + 1

CADBb,TX = O


MRF X
i=1
(C5 + C6 + C8b + C9) + C11

 (B.7)
= O

2 · M · L · MRF +
11
2
· M
4
RF + 11 · M
3
RF
+M
2
RF ·

2 · M
2 +
3
2
M +
11
2

+ MRF ·

2 · M
2 +
7
2
· M + 1

In maniera analoga si possono ottenere le complessit` a CADBa,RX e CADBb,RX del progetto
di URF e uBB nei due metodi. Come illustrato in Fig. B.1 si pu` o vedere che il metodo
che porge la minore complessit` a ` e B.6.
Con riferimento all’Algoritmo 2.2 , dovendo progettare i beamformer sia lato TX che RX,
si applica due volte l’algoritmo ADB di Tab. 2.1. Inoltre si devono calcolare fSV D−MRB
1SOMME NOTEVOLI:
N X
i=1
i =
N(N + 1)
2
,
N X
i=1
i2 =
N3
3
+
N2
2
+
N
6
,
N X
i=1
i3 =
N4
4
+
N3
2
+
N2
470
(o uSV D−MRB) dalla SVD di H quindi per M ≥ N la complessit` a totale risulta essere
[12](riportiamo solo caso a):
CADBa =

                        
                        
O



 CADBa,TX | {z }
compl.step2Alg.2.2
+ CADBa,RX | {z }
compl.step4Alg.2.2
+N · MRF(M
2 + MRF)
| {z }
compl.step3Alg.2.2
+ 2 · N · M
2 + 11 · M
3
| {z }
compl.calcolofSV D−MRB viaSV D diH


 se MRF ≥ NRF
O

 
 CADBa,TX | {z }
compl.step8Alg.2.2
+ CADBa,RX | {z }
compl.step6Alg.2.2
+N · NRF(N
2 + NRF)
| {z }
compl.step7Alg.2.2
+ 4 · N
2 · M + 13 · M
3
| {z }
compl.calcolouSV D−MRB viaSV D diH


 se MRF ≥ NRF
(B.8)
mentre per M < N, si parla di Thin SVD [12], si ha:
CADBa =

                        
                        
O

 
 CADBa,TX | {z }
compl.step2Alg.2.2
+ CADBa,RX | {z }
compl.step4Alg.2.2
+N · MRF(M
2 + MRF)
| {z }
compl.step3Alg.2.2
+ 2 · N · M
2 + 11 · M
3
| {z }
compl.calcolofSV D−MRB viaSV D diH


 se MRF ≥ NRF
O

 
 CADBa,TX | {z }
compl.step8Alg.2.2
+ CADBa,RX | {z }
compl.step6Alg.2.2
+N · NRF(N
2 + NRF)
| {z }
compl.step7Alg.2.2
+ 6 · N · M
2 + 11 · M
3
| {z }
compl.calcolouSV D−MRB viaSV D diH


 se MRF ≥ NRF
(B.9)
B.4 Q-ADB
Nel Cap. 3 abbiamo quantizzato i beamforme FRF e URF. La quantizzazione dal punto
di vista della complessit` a porta a notevoli beneﬁci rispetto all’approccio ADB, perch` e
l’operazione che porgeva maggiore complessit` a (step 8 di Tab. B.2) si pu` o calcolare oﬄine.
Aﬀrontiamo solo il calcolo della complessit` a della progettazione dei beamformer lato TX
essendo uguale alla complessit` a lato RX. Dato il dizionario del beamformer in BP FRF
DTX = [QTX,1,··· ,QTX,LTX] (B.10)
deﬁniamo DTX,P INV dato dalla pseudo inversa di QTX,i, i = 1, ..., LTX
DTX,P INV = [QTX,P INV,1,··· ,QTX,P INV,LTX] (B.11)Q-ADB 71
Tabella B.3: Complessit` e per step dell’algoritmo Q-ADB di Tab. 3.1.
Inputs: fSV D−MRB, DTX, DTX,P.INV
1. JTX = ∞
2. for i=1 to LTX
3. ftmp = QTX,P INV,ifSV D−MRB
4. Jtemp = kfSV D−MRB − QTX,iftempk C4 = O(MRF · M)
5. if Jtemp < JTX
6. FRF = QTX,i
7. fBB = ftemp
8. JTX = Jtemp
9. end if
10. end for
11. fBB =
fBB
kFRFfBBk C11 = O( MRF · M | {z }
moltiplicazione
+ MRF | {z }
divisione
)
dove
QTX,P INV,i = (Q
H
TX,iQTX,i)
−1Q
H
TX,i (B.12)
In Tab. B.3 ` e riportata la complessit` a di ogni singolo step dell’algoritmo Q-ADB.
La complessit` e per il progetto di FRF e fBB lato TX ` e
CQ−ADB,TX = LTX · (C4 + C11) = O(LTX · [MRF · (2 · M + 1)]) (B.13)
e analogamente per il progetto di URF e uBB lato RX ` e
CQ−ADB,RX = LRX · (C4 + C11) = O(LRX · [NRF · (2 · N + 1)]) (B.14)
Con riferimento sempre all’Algoritmo 2.2 nel caso con MRF < NRF, per progettare i
beamformer sia lato TX che RX, applichiamo due volte l’algoritmo Q-ADB di Tab. 3.1.
Inoltre si devono calcolare fSV D−MRB (o uSV D−MRB) dalla SVD di H quindi per M ≥ N
la complessit` a totale risulta essere:
CQ−ADB =

                        
                        
O



 CQ−ADB,TX | {z }
compl.step2,Alg.2.2
+ CQ−ADB,RX | {z }
compl.step4,Alg.2.2
+N · MRF(M
2 + MRF)
| {z }
compl.step3Alg.2.2
+ 2 · N · M
2 + 11 · M
3
| {z }
compl.calcolofSV D−MRB viaSV D diH


 se MRF < NRF
O



 CQ−ADBa,TX | {z }
compl.step8Alg.2.2
+ CQ−ADB,RX | {z }
compl.step6Alg.2.2
+N · NRF(N
2 + NRF)
| {z }
compl.step7Alg.2.2
+ 4 · N
2 · M + 13 · M
3
| {z }
compl.calcolouSV D−MRB viaSV D diH


 se MRF ≥ NRF72
(B.15)
mentre per M < N si ha:
CQ−ADB =

                        
                        
O



 CQ−ADB,TX | {z }
compl.step2,Alg.2.2
+ CQ−ADB,RX | {z }
compl.step4,Alg.2.2
+N · MRF(M
2 + MRF)
| {z }
compl.step3Alg.2.2
+ 2 · N · M
2 + 11 · M
3
| {z }
compl.calcolofSV D−MRB viaSV D diH


 se MRF < NRF
O



 CQ−ADBa,TX | {z }
compl.step8Alg.2.2
+ CQ−ADB,RX | {z }
compl.step6Alg.2.2
+N · NRF(N
2 + NRF)
| {z }
compl.step7Alg.2.2
+ 6 · N · M
2 + 11 · M
3
| {z }
compl.calcolouSV D−MRB viaSV D diH


 se MRF ≥ NRF
(B.16)
B.5 Q-SVD-DB
In questo caso per il progetto dei beamformer dobbiamo massimizzare il funzionale 3.18 il
che richiede una procedura esaustiva che utilizza tutte le coppie dei beamformer in BP
FRF e URF contenuti nei rispettivi dizionari DTX e DRX. Quindi per ogni coppia (FRF,
URF) la procedura calcola la SVD di f H (con dimensioni (NRF × MRF)) e ricava la coppia
dei beamformer in BB (e fQc−SV D−DB, e uQc−SV D−DB), alla ﬁne selezioner` a i beamformer in
BB e BP che massimizzano il SNR. Quindi la complessit` a totale risulta essere
CQc−SV D−DB =



O(LTX · LRX · (4 · N2
RF · MRF + 22 · M3
RF)) + Cnorm se MRF ≥ NRF
O(LTX · LRX · (6 · NRF · M2
RF + 20 · M3
RF)) + Cnorm se NRF > MRF
(B.17)
dove
Cnorm = MRF · M + MRF + NRF · N + NRF (B.18)
` e la complessit` a dovuta alla normalizzazione 3.20 dei beamformer.
B.6 Q-I-DB
La complessit` a di Q-I-DB, per le stesse considerazioni fatte per Q-SVD-DB, risulta essere
quella di I-MRB per un fattore moltiplicativo LTX · LRX dato dal fatto che devo provare
tutte le coppie possibili dei dizionari di FRF e URF al ﬁne di massimizzare il funzionale
3.18. Quindi si ha
CQ−I−DB = N
o iter. · LTX · LRX · (C3 + C4 + C5 + C6)
| {z }
compl.proced.iterativa2.3.2
+ Cnorm | {z }
compl.norm.3.22
(B.19)
= O(N
o iter. · LTX · LRX · [2 · MRF · NRF + MRF + NRF]
+MRF · M + MRF + NRF · N + NRF)Q-I-DB 73
dove Cnorm ` e la complessit` a della normalizzazione 3.22 e risulta essere uguale a B.18.74Bibliograﬁa
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