One vital aspect of software project management is the initial evaluation of project proposals. Many authors have proposed varying sets of criteria for information technology (IT) software project evaluation. There is the need to develop a common framework for evaluating software projects, based on a manageable set of criteria. In this paper, we identified 83 software project proposal evaluation variables from literature and direct interviews with project evaluators; 31 variables were extracted under ten constructs using exploratory factor analysis. Product characteristics, user characteristics and 94
Introduction
More than 20% of global economic activities are created through projects, to bring strategic change and add value to organisations (Bredillet, 2010) . Contemporary organisations have become IT-driven, and thus depend on cutting-edge software development practices to make projects (including software projects) more efficient and predictably effective. These practices include well defined development process, planning, and documentation, better development team and coding techniques. Meso and Jain (2006) suggested that best practices for software development to meet customer needs include a testing and validating the information systems (IS) solution with customers iteratively by getting their feedback b measuring the results in each development phase c involving customers and listening to customer comments, concerns, and needs.
Software project proposal evaluation is a systematic and objective assessment of a proposed project which often results in an acceptance or rejection decision. The proposals are evaluated to ensure that the problem identified in the project is vital, the target population for the project is relevant, the goals and objectives are consistent and clearly stated, technical capacities and experience are demonstrated plainly, budget is relevant and appropriate, and to ensure the proposals meet required standards set by the clients. Several studies have shown that some projects still fail despite concerted efforts to help organisations become efficient, effective and highly competitive through adoption of time-proven standardised quality project management knowledge, skills and tools. Thus, a number of authors such as Ika (2009 ), Patanakul (2010 and Rivard and Dupré (2009) have focused on the understanding of factors that lead to project success and failure. Such factors according to He et al. (2007) , include complex and dynamic unstructured tasks, and dependence on diverse skill-sets of individuals. The most common causes of software failure are lack of clarity and understanding of customer requirements, optimistic schedules and budgets, inadequate risk assessment, inconsistent standards, management resources, unclear project charter, and lack of communication (Cerpa and Verner, 2009; Hartman and Ashrafi, 2002; Reyes et al., 2011) .
It is noted in Peppard (2010) that software projects have high failure rates, complexities, and challenges which could significantly impact organisations. Wei et al. (2005) and Wei and Wang (2004) posited that a successful software project involves selecting the project software system and vendor who will implement the system, managing business processes, and examining the practicality of the system. However, unsuccessful software project selection would either fail the system or weaken the system and impact adversely on organisation performance (Cebeci, 2009; Niazi et al., 2006) .
There is therefore the need to elicit significant parameters and metrics to assess and rank the project proposals submitted with the aim of selecting the best fit for implementation. Skitmore (1997, 1998) and Merna and Smith (1990) asserted that such parameters to be considered are general information about the software firms and their capabilities (managerial capability, organisational structure, technical expertise and the previous record of comparable project execution, completion time, and cost) to carry out the software project if it is awarded to them. This prequalification process is in addition to other factors, such as relevance of experience, depth of organisation, financial stability, and safety records (Moselhi and El-Rayes, 1993) .
In this paper, we report the outcome of a study that identifies factors to be considered software project proposal evaluation and selection, using exploratory factor analysis (EFA). Software project evaluation parameters were derived from existing literature and rated by software project stakeholders, with the aim of identifying the most important factors in software project evaluation. The rest of the paper is organised as follows: Section 2 presents existing literature on software project evaluation. The methodology of the study is presented in Section 3, while Section 4 shows the data analysis and discussion of results. Some conclusions are drawn in Section 5.
Literature review
Software project was defined in Bennington and Baccarini (2004) as "a finite piece of work that implements information technologies within cost and time constraints, and is directed at achieving a stated business benefit". Software projects are usually a part of business process reforms and can have an immense impact on organisational activities and possibly modify the organisation's vision (Kuruppuarachchi et al., 2002) . According to Taylor (2003) , software projects are different from other projects because of the unique risks, rapid development requirements, short technology life, rush-to-market demands, and the multiple dependencies on other projects. Software projects are also negatively distinguished from other projects because of the difficulty in successfully balancing time, budget, and quality requirements (Bennington and Baccarini, 2004; El Emam and Koru, 2008; Olson, 2008a, 2008b; Rosacker and Rosacker, 2010; Sauer and Cuthbertson, 2003) and the requirement of considerable management expertise (Johnstone et al., 2006) .
Software project proposal evaluation and selection is a complex process, which is made difficult by the multiplicity of products, variation in product performance, and uncertainties surrounding user needs. It is recognised in Anderson and Fraser (2000) that the financial risk involved in the selection of inappropriate software is high, considering the fact that acquisition of software is an expensive activity that consumes a significant portion of capital budgets. As a result, Tohidi (2011) proposed the adoption of value engineering in software project conceptualisation, design, implementation and management as means of ameliorating the attendant associated financial risks. Furthermore, the selection of inappropriate packages may compromise business processes, impact negatively on the functions of the organisation, and jeopardise the existence of the organisation (Verville and Halingten, 2002a , 2002b , 2003 . Software products from different backgrounds are likely to exhibit different strengths and weaknesses. A weakness in one area would not necessarily eliminate a software product from consideration, as organisational requirements are not usually absolute (Williams, 1999) . Therefore, it is essential to utilise methodical means of evaluating and selecting appropriate software project proposal that is cost effective and suits the business process needs, structure, culture, and environment of the organisation.
Software proposal evaluation and selection involves an intense activity, which could take months and a number of personnel in planning and deciding on critical concomitants that should go into decision matrix. Decisions on a proposal could be based on a number of factors, which could be managerial, organisational, technological, environmental, or product related (Isakowitz and Kauffman, 1996; Molla and Licker, 2005) . According to Uzoka et al. (2008) , software evaluation and selection is a technology adoption decision, which revolves around product and organisational characteristics. In software evaluation, the emphasis is on one of two dominant perspectives, namely software engineering perspective, and the customer perspective (Carney and Wallnau, 1998) . It is noted in Seong- Leem and Yoon (2004) that most of the evaluation models are focused on the software development process, while there is an increasing research in the areas of customer satisfaction and perception. Customers are individuals and organisations who purchase software products and services to meet their computing needs. Based on this, Akinnuwesi et al. (2012 Akinnuwesi et al. ( , 2013b proposed a framework for evaluation of software system architecture from the organisational point of view.
Software development project in some contexts could be surrounded by some uncertainties or ambiguities that may be as a result of some internal and external influences by individuals, community, competing organisations or government and hence decision making in software project management, especially at the proposal evaluation stages, could be characterised by the complexity of information, stakeholders, and the interrelationships between them. Lauras et al. (2010) pointed to the fact that since a project is a transient activity that is surrounded by inherent uncertainty, making decision in the project context becomes a complex undertaking. In view of this the authors focused on decision support in the context of product and service development projects and proposed a multi-dimensional project performance measurement system (PPMS) that would enable managers to work with a number of variables and thus make appropriate decisions.
Software project evaluation is a multi-criteria decision activity. The international standard organisation (ISO 9126) recommended a number of factors such as reliability, usability, and maintainability for evaluation of software (Khaddaj, 2010; Khaddaj and Horgan, 2004; Kitchenham and Plfleeger, 1996) . In Sahay and Gupta (2003) , evaluation criteria were divided into two groups: primary drivers and secondary drivers. The primary drivers include software functionality, features, and technology, cost, and support services. These features include integration, speed of run, time of implementation, and portability with other hardware and software environments. Technology enables the comparison and matching of software with the existing hardware, operating system, and database engines before buying a software package. Support service is also important because it is a key factor in maintainability of software. The secondary drivers include factors such as vendor strength, vision, industry covered, flexibility, error handling, responsiveness, and security issues.
In Baki and Çakar (2005) evaluation factors were summarised into six categories namely; functionality, cost, technical architecture, service and support, vision and ability to execute, while Davis and Williams (1994) developed a list of eight criteria which reflect the issues that need to be addressed when choosing manufacturing software and simulation packages. These are purchase cost, comprehensiveness of the system, integration with other systems, documentation, training, ease of use, hardware and installation costs and vendor issues. In Abu-Sarhan (2011), five factors were presented, namely: processing speed (PS), quality (QL), flexibility (FL), productivity (PT), reengineering time (RT). Eight quality factors (i.e., performance, scalability, cost/benefit, usability, portability, robustness, correctness and reliability) were defined in Khaddaj and Horgan (2004) for evaluating enterprise software. The cost criterion was avoided in Mamaghani (2002) because of its variation from one organisation to another. Three distinct types of criteria for evaluation: vendor, functionality and technical were determined in Halingten (2002a, 2002b) . Vendor evaluation criteria included size, financial Stability, long term viability, and the corporate vision of the vendor, and also reputation of vendor, etc., Functional criteria dealt with the features of the software, and included functionalities specific to front-end interfaces, user friendliness and so on. Technical criteria dealt with the specifics of the systems architecture, integration, performance, and security, etc. Hussein and Zulkernine (2007) , Ye et al. (2007) and Uzoka (2009) identified software system quality, information quality, service quality, support quality as key constructs that affect perceived usefulness and motivation to adopt a given software technology. In Wei et al. (2005) , eight criteria were defined and grouped into two constructs, which are the vendor and system related. The system related criteria are: total cost, implementation time, functionality, user friendliness, flexibility, reliability, while the vendor factors include: reputation, technical capability and services. Table 1 is a summary of software project evaluation criteria identified from existing literature. These evaluation criteria play key roles in the proposal evaluation stage of software projects.
Table 1
Initially identified software project evaluation criteria
Constructs/factors Variables Sources

Total cost
Project budget (2004), Sonar (2009, 2011) Security levels Verville and Halingten (2002b) No. of simultaneous users Sonar (2009, 2011) Main target Included functionality Adaptability Openness 
Research methodology
This section presents the research design and the empirical techniques adopted for conducting the research. The instrument used to collect the data, including methods implemented to establish validity and reliability of the instrument are described.
Participants
The target population was made up of end-users and expert users of software products in corporate organisations (e.g., operational staff and management staff that are involved in the assessment of software products before development/procurement) and software developers in software development companies (i.e., the vendors). A total of 500 respondents were randomly selected from notable industrialised cities in Nigeria (i.e., Lagos, Abuja, Ibadan, Kano, Onitsha, Ota, and Sokoto) and internationally such as New Delhi (India), Louisiana (USA), Calgary (Canada), London (UK), Addis Ababa (Ethiopia), Entebbe (Uganda) and Ghana. Some respondents were contacted physically while a good number of respondents were contacted electronically via e-mails.
Research instrument
The questionnaire was used as the data collection tool, which was designed based on the variables established from literature, and was distributed physically by direct contact with respondents and via e-mails. The questionnaire consisted of two sections. Section A was used to obtain demographic data of respondents, while section B contained questions on the 83 variables that were deduced as parameters to evaluate software project proposal. The variables were obtained from several literature sources presented in Table 1 , and from software developers and end users of software in various organisations. The variables were measured using a five-point Likert-type scale. The linguistic values for measurement are: strongly agree, agree, undecided, disagree, strongly disagree.
Data collection and analysis
A total of 500 questionnaires were distributed (physically and electronically via e-mails).
A total of 205 questionnaires were returned, and 160 out of the 205 returned questionnaires were correctly filled and used for this research. This represents a response rate of 32%. The analysis of data was in two parts-using descriptive statistics (for analysis of demographic information) and EFA for reduction of the project evaluation variables to a set of significant client-based factors.
Results and discussion
Demographic findings
The demographic findings shown in Table 2 indicate that the respondents were mostly people between ages 26-40 (68.8%) which accounts for 68.8%. Both male (60%) and female (40%) actively participated in the survey, with a wide margin in favour of the male counterparts. Majority (56.3%) of the respondents had 5-10 years of software usage experience. Moreover 24.4% of the respondents were in the job profession of system operations and management, while technicians were the least (1.9%). The information and communication technology (ICT) industry had the highest number of respondents (26.3%). 11.2% of the respondents were software developers while, 88.8% were software users. The users were classified into: expert users (25.6%), casual users (27.5%) and end users (46.9%). 
Establishment of software project proposal evaluation variables
The second section of the analysis involved the use of EFA (using principal component analysis) to reduce the organisational variables to a set of significant variables that we proposed in this work as organisational factors, which should be considered during evaluation and selection process of software project proposal. The factor analysis was carried out using Statistical Package for Social Sciences (SPSS) version 20.0. The Barlett's test produced X 2 (chi-square) of 27,766.02 with significance of 0.000 while Kaiser-Meyer-Olkin (KMO) test produced a measure of 0.638 (this is greater than 0.6). This indicates that the correlation matrix was not an identity matrix; thus the sample population could be considered adequate for the factor analysis and the application of factor model on the data is suitable. The descriptive statistics for the variables are presented in Table 3 . The communality of a variable is the proportion of its variance explained by common (extracted) factors. It shows how a variable correlates with all other items. By convention, communality ranges between 0 and 1; where 0 indicates no correlation between other variables (worst), while 1 indicates very high correlation (best). All the extracted variables exhibited high communalities (above 60%). EFA was conducted using principal component analysis. In order to obtain a meaningful factor loading, the initial matrix was rotated by oblique transformation by Promax with Kaiser normalisation. The oblique transformation was utilised in order to ensure that variables were assessed for the unique relationship between each factor and the variables. This produced a factor pattern matrix, which provided a clear pattern of loading and was more meaningful for interpretation. The rotated factor matrix is presented in Table 4 . The rotation converged in 14 iterations, generating the following ten factors: functionality, user experience, ease of implementation, vendor experience, ease of use, completeness, ease of customisation, system adaptability, hardware factors, service cost. The naming of these factors was mainly based on guidance from the literature sources shown in Table 1 . Thirty-one variables loaded on ten distinct factors.
Table 4
Factor pattern matrix 
Factor validity and reliability analysis
SPSS also produces the component correlation matrix, which shows the correlation between pairs of factors. This assists in ascertaining discriminant validity of the factors. The factor (component) correlation matrix is presented in Table 5 . It shows that no two factors have correlations of 0.5 or above, which implies that the factors have very good discriminant validity. The reliability of the loaded factors was measured using the Chronbach's alpha, which is based on the average correlation of items within an instrument or scale, and is regarded as an indication of internal consistency (Cronbach, 1951; UCLA, 2007) . Presented in Table 6 is a summary of the reliability analysis for the variables loaded on the factors. The factors and variables that are loaded on each factor are indicated. Equally, the eigenvalue (λ), total variance explained (δ), and the Chronbach's α value (which indicates reliability/internal consistency of data) are shown. The result shows a good level of internal consistency, with most Chronbach's alpha coefficients greater than 0.5. The weight of the eigenvalue attached to each of the extracted ten factors demonstrates the relevance of individual factors in explaining data variability. The ten factors accounted for about 75% of the total variance, leaving a small percentage (25%) of the total variation to extraneous factors. This speaks to the importance of the loaded factors in software project proposal evaluation. Functionality accounts for the highest variability in data, with an eigenvalue (λ) of 5.176 and 16.7% contribution (δ) to overall variability of data. This is followed by user experience (λ = 4.35, δ = 14.03), ease of implementation (λ = 2.93, δ = 9.44), vendor experience (λ = 2.38, δ = 7.68), ease of use (λ = 1.77, δ = 5.70), and completeness (λ = 1.51, δ = 4.88). These factors mainly relate to user, vendor, and product characteristics.
Software characteristics have been severally identified in literature as being very important in software evaluation. Uzoka (2009) identified performance and usability as key factors in software evaluation. The lower preference given to ease of use as compared to software characteristics (e.g., functionality) in our study is in consonance with previous studies. Davis and Williams (1994) , Uzoka (2009) and Verville and Halingten (2002b) , all affirmed the superiority of perceived usefulness of the software (PU) over the perceived ease of use (PEOU). It is also interesting to note that vendor experience (λ = 2.380, δ = 7.67) plays a significant role in the evaluation of software. This is not in consonance with a previous finding by Uzoka et al. (2008) , which found vendor support to be critically important in the selection of enterprise resource planning (ERP) software. Vendor support is generally becoming important in software selection, especially if the support is at little or no cost. With the downward trend in national economies, occasioned by drastic fall in crude oil price, organisations are downsizing. Therefore in-house IT support is gradually shrinking, giving way to more vendor-focused software maintenance. Software vendors and developers need to realise that system characteristics (e.g., functionality and ease of implementation) and vendor characteristics are very crucial considerations in the evaluation of software proposals. Organisations such as Apple excel in marketing their products due to a high level of vendor support, which customers pay for indirectly. With dwindling economies, organisations would likely be willing to pay more for reliable vendor support that would be complimented by a slim IT support unit.
Conclusions
The involvement of end users (management and operational staff) of client organisation in the process of procuring software system for the organisation is a pointer to having very good users' acceptance, adoption and usage of the software system for company's operations (Akinnuwesi et al., 2013a; Markus and Mao, 2004) . A number of studies have focused on end users' participation in software development vis-à-vis the perception of software developers to involve end users in the software development process, e.g., Akinnuwesi et al. (2013a Akinnuwesi et al. ( , 2012 , Gao et al. (2007) , Hardgrave et al. (2003) , Majid et al. (2010) and Serkan and Kursat (2005) . Some works such as Akinnuwesi et al (2013a) , Benson (2011 ), Gichoya (2005 and Owoseni and Imhanyehor (2011) established some factors that affect the involvement of end users in software development by software developers. However software project proposal evaluation at L1-PPE and L2-PPE is germane and should not be underestimated. In view of this we focused the research reported in this paper on eliciting client-centred parameters that are significant in the evaluation and selection of software project proposal submitted by vendors. This aligns with human-centred design policy defined in ISO 13407 (1999) that give the general guidance on specifying user and organisational requirements and objectives in system development. It states that the following elements should be covered in the process Also, it is important to manage changing requirements as the system develops.
In this research, we identified 83 software project proposal evaluation variables, out of which 31 variables were extracted under the following ten constructs, using EFA: functionality, user experience, ease of implementation, vendor experience, ease of use, completeness, ease of customisation, system adaptability, hardware factors, service cost. These factors can serve as the parameters for project proposal assessment by client organisations.
While the use of EFA provides some useful insight and basis for evaluating software project proposals based on a manageable number of factors, it is not a very strong basis of confirming relationships. Despite the fact that the Bartlet's values confirm the suitability of EFA for our analysis, the data size fails some of the rules regarding number of variables: sample size ratio. Using the rule of 1:2, we needed 166 instead of 160 data points for the EFA. Moreover, 16 respondents in our sample were developers. A more informative result could be obtained if these were tested against actual users, making sure that there was no significant item difference before merging into one group. In future, it might be better to use the modified Delphi process to prioritise the variables with a small group of equal number of users and developers.
Our future work is expected to address a number of these limitations, and focus on the development of a multi-criteria soft-computing model that will accept the 31 assessment variables as input parameters to evaluate and rank project proposal submitted by vendors, with the view of selecting the highest ranked proposals for further consideration.
