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Indicator dilution theory is the conceptual base for many ﬂow measurement methods
within living organisms; a whole animal, an organ, or an individual vessel. In this
manuscript, we provide a characterization of the system impulse response function for
ﬂow- and cross-sectionally sampled indicator curves within a rigid right circular tube.
The curves are measured downstream from the position of an injector, which labels
uniformly the streamlines of a steady, laminar power law ﬂuid ﬂow. The system impulse
response function is shown to be the weighted sum of a Dirac delta function and
a completely monotonic function. A numerical example employing data from a physical
experiment involving a vertically orientated, perfused glass tube is presented, illustrating
the characterization of the impulse response function between cross-sectionally sampled
upstream and downstream measurement sites.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Estimates of parameters of physiological ﬂow in vessels have been obtained using a variety of measurement modalities
and techniques, e.g., [7,13,18,19]. One of the well-established techniques is indicator dilution theory employing ﬂow-sampled
curves; that is, curves where each data point represents the entire outﬂow from a particular sampling site [8,10,13]. How-
ever, an associated indicator dilution theory for curves obtained from angiographic images (cross-sectionally sampled curves)
has not yet been thoroughly developed. In particular, the question of how to accurately and reliably determine parameters
of physiologic ﬂow (e.g., descriptors of the velocity proﬁle and the distribution of transit times) between an upstream and
a downstream sampling site remains unresolved [6]. The current work presents a mathematical characterization of the im-
pulse response function between an upstream and a downstream sampling site and serves as the initial step in creating a
sound theoretical basis from which experimentalists may explore various heuristics in order to provide meaningful estimates
of parameters of physiological ﬂows using different sampling modalities and experimental protocols [8,15].
Based upon various in vivo studies, the velocity proﬁle of ﬂowing blood within an in situ blood vessel is thought to be
considerably blunter than the parabolic proﬁle which arises from classical analysis of steady incompressible laminar ﬂow
in the Navier–Stokes equation [18]. It is challenging to measure the blood velocity proﬁle within a living creature without
disturbing the very system under study and novel experimental approaches have been developed to probe various sized
arterioles, venules and capillaries [2,3,14,17,18]. In rigorously controlled in vitro settings, the velocity proﬁle of blood ﬂowing
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H. Volkmer et al. / J. Math. Anal. Appl. 352 (2009) 702–710 703Fig. 1. Cross-sectionally sampled data acquired from an X-ray angiography system. Vertical axis denotes X-ray absorbance. Horizontal axis is time after
introduction of the radiopaque contrast medium into the ﬂow system. The black line is cx1 from the upstream sampling site, the gray line is cx2 from the
downstream sampling site. The apparent throughput component, i.e., the delta component of h (impulse response function), is most noticeable near the
leading vertical edge of cx2 .
in glass tubes has been shown to be considerably more blunt than parabolic [9,14]. These, and similar studies, suggest that
in a right cylindrical tube model of steady, laminar ﬂow in a blood vessel, the radial velocity proﬁle may be modeled as a
general power law that includes the ﬂow and a parameter that governs the bluntness of the velocity proﬁle [2,3,18].
2. Motivation and main results
Accurate quantiﬁcation of parameters of physiologic ﬂow within an intact organ depends on a thorough understanding
of the physiologic system as well as a complete mathematical analysis of the equations used to describe the system. Tra-
ditionally, the quantiﬁcation of parameters of physiologic ﬂows, or organ perfusion transit time distributions, has employed
indicator dilution theory. Indicator dilution theory determines ﬂow, or transit time, distributions by employing an “appro-
priate” injection of an indicator (some type of a ﬂuid ﬂow stream marker) at an “appropriate” upstream injection site with
subsequent samples of the ﬂuid taken at an “appropriate” downstream sampling site [13]. Although indicator dilution theory
is well-accepted for carefully speciﬁed deﬁnitions of “appropriate” injection site, subsequent measurement sites, and mea-
surement techniques [13], various controversies remain, with serious concerns raised regarding the use of cross-sectional
sampling techniques, such as X-ray angiography [6]. Resolution of a controversy typically requires development of additional
theory to begin to address the experimentalist’s concerns. In the theory we develop, the injection and sampling modalities
we consider represent idealized models of a common indicator dilution experimental set-up [22].
In the ﬂow-sampled setting, the impulse response function between two sampling sites is referred to the system’s trans-
port function [10,13,22]. The transport function is the ﬂow-weighted distribution of transit times obtained from volumetric
ﬂuid sampling and represents the curve that would be measured downstream in response to an ideal impulse upstream.
Knowledge of the transport or impulse response function is potentially useful in the assessment of vascular diseases, or their
corresponding therapies, in that changes in the impulse response function are typically related to modulation of the vascular
transit time or ﬂow distribution; which in turn play a critical role in ventilation-perfusion matching, impact metabolism of
vascular-borne agents, etc. [4,12]. The mean of the impulse response function between two sampling sites for various input
injections and velocity proﬁles has been considered extensively elsewhere [10,15], and is thus not the focus of the present
work. The primary objective of the present study is the mathematical characterization of the impulse response function
between indicator curves obtained at two sampling sites for the particular injection and sampling modalities discussed be-
low. It appears that the mathematical characterization of the impulse response function between two sampling sites has
not been considered, even though there is an extensive related literature regarding Volterra integral equations and complete
monotonicity.
To compare the impulse response function theory to what is observed physically, we performed a series of in vitro
experiments using a custom-made X-ray system [5]. The data set shown in Fig. 1 was obtained by measuring the change in
absorbance within a small electronic window positioned over the image of ﬂuid/contrast medium ﬂowing in a long vertical
glass tube (inner radius 0.16 cm and total tube length 120 cm), designed to simulate ﬂuid ﬂow in a vessel. The glass tube
was positioned about 3 cm from a 3 micron focal spot X-ray source. The cross-sectionally sampled data curves cx1 and cx2
were obtained from transverse projection images at distances, 11.5 and 76.4 cm, respectively, from the injection site. The
ﬂuid was a mixture of 75% ethylene glycol and 25% water. A 3 ml bolus of radiopaque contrast medium with viscosity
the same as the ﬂuid mixture was introduced into the system upstream from the sampling sites via a solenoid-controlled
injection loop. The injection was made so as to not disrupt, as best as possible, the ﬂow. It should be noted that imaging
at the two distinct sites required moving the tube, thus, the two curves represent two separate input injections. The X-ray
system was set in angiographic mode with a data acquisition rate of 30 frames per second.
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curves that arise from the introduction of a bolus via an idealized solenoid-controlled injection loop, the impulse response
function between the two sampling sites has a special form resulting in a downstream curve that is the superposition of a
scaled version and a dispersed version of the upstream curve. What is particularly unique about the current work is that the
dispersion effects due to the velocity proﬁle are represented by a completely monotone impulse response function. In the
numerical study section, we revisit the data set shown in Fig. 1 and compute a representation of the completely monotone
component of the impulse response function.
In experimental settings, the outﬂow from an organ system is often extrapolated using one or more exponential curves.
This extrapolation procedure has been motivated heuristically by the washout of a collection of mixing chambers [8,22].
Since completely monotone functions are well approximated by a sum of exponential functions, as we note in the Discus-
sion, we have provided an alternative framework for viewing the classical practice of approximating the tail of an organ
outﬂow curve via exponential extrapolation.
3. Impulse response function between sampling sites
Determination of the impulse response function between two sampling sites requires a complete description of the ﬂuid
velocity proﬁle as well as the detection method used to obtain the concentration curves measured at each site. Previous
work has shown that in a right cylindrical tube model of a blood vessel, the radial velocity proﬁle, v(r) can be represented
by a general power law of the form
v(r) = F (1+ α)(R
2 − r2)α
π R2(1+α)
, (1)
where R is tube inner radius, r is radial distance from the tube’s central axis, i.e., 0 r  R , F is volumetric ﬂow and α is
a dimensionless parameter, 0< α  1, that controls the bluntness of the velocity proﬁle. Although one could investigate the
model when α > 1, the ﬂow proﬁles given by (1) would typically no longer reﬂect proﬁles that are viewed as physiologic.
In [10], models of the curves measured downstream following introduction of a ﬂow marker upstream were presented
for two different sampling approaches; ﬂow-sampling and cross-sectional sampling. By ﬂow-sampled and cross-sectionally
sampled curves we mean if c(t, r, θ) is the actual concentration of the ﬂuid marker at a radial cross-section, S, of the
cylindrical tube, then the ﬂow-sampled curve, c f (t), at S is given by
c f (t) =
∫∫
S
c(t, r, θ)v(r)dA∫∫
S
v(r)dA
,
while the associated cross-sectionally sampled curve is
cx(t) =
∫∫
S
c(t, r, θ)dA∫∫
S
dA
.
Throughout, the subscript x denotes a cross-sectionally sampled curve or impulse response function, and a subscript f
denotes a ﬂow-sampled curve or impulse response function.
Also in [10], for various methods of tagging the ﬂow, that is, for different methods of introducing a ﬂuid marker into
ﬂowing streamlines, downstream ﬂow-sampled and cross-sectionally sampled detection of the marker were modeled. In this
work, we examine tagging of steady, laminar ﬂow past a transverse cross-section of a ﬂuid-ﬁlled right circular tube wherein
a ﬂuid marker is introduced upstream from a sampling site S so the input marker concentration c(t, r, θ) is spatially uniform
at any instance of time, t ,
c(t, r, θ) = cin(t) (2)
for 0  r < R and 0  θ  2π . Given this form of streamline tagging, at a downstream longitudinal distance d from the
injection site, the ﬂow-sampled and cross-sectionally sampled curves can be represented as the Laplace convolutions of the
input curve with their respective impulse response functions [10]. Mathematically, we can write
c f (t) = (h f ∗ cin)(t)
and
cx(t) = (hx ∗ cin)(t),
where
h f (t;a,α) =
{
0, t < a,
(1+ β)a(1+β)t−(2+β), t  a, (3)
hx(t;a,α) =
{
0, t < a,
βaβt−(1+β), t  a, (4)
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β = 1/α.
Instead of acquiring ﬂow-sampled curves at the input and output of a system, as is generally the case in standard
indicator dilution [13], recent technological advances have encouraged researchers to attempt determination of transit time
distributions between an upstream and downstream location using noninvasive modalities, such as X-ray irradiation of the
object of interest as a bolus of radiopaque contrast medium passes through the ﬁeld of view. X-ray imaging, for example,
results in two dispersed, relative to the input, cross-sectionally sampled curves, cx1 (t) and cx2 (t), where the subscripts x1
and x2 indicate that the curves were acquired cross-sectionally at positions S1 and S2, respectively. Throughout the following
discussion, S1 is downstream from the input port, while S2 is downstream from S1. An example of experimental cross-
sectionally sampled curves is shown in Fig. 1.
There is, of course, the question of whether, for a ﬁxed α, an impulse response function, or kernel, h, exists so that
cx2 (t) = (h ∗ cx1)(t) (5)
or, equivalently,
hx2 (t) = (h ∗ hx1 )(t), (6)
where hxi (t) = hx(t;ai,α), i = 1,2, and a2 > a1. And, if such an h exists, what are its corresponding properties. Due to the
jump discontinuity, if an impulse response function h exists, its functional form should be
h(t) := a1
a2
[
δ
(
t − (a2 − a1)
)+ g(t − (a2 − a1);a, c)], (7)
where g(u;a, c) = 0 for u < 0, a = a2/a1 = d2/d1 > 1, and c = 1 + β . The fact that the parameters a and c are part of the
deﬁnition highlights the dependence of g upon the downstream sampling site locations and the bluntness of the velocity
proﬁle. Employing (7) in (6), the nonsingular portion of h satisﬁes
(T /a + 1)−(1+β) − (T + 1)−(1+β) =
T∫
0
a1g
(
a1(T − z);a, c
)
(z + 1)−(1+β) dz, (8)
where T = (t − a2)/a1  0 represents normalized time after ﬁrst appearance of the input at the second sampling location,
scaled in units of a1. Let
K (t) := (1+ t)−c, (9)
where c > 1 and G(x;a, c) = a1g(a1x;a, c). Eq. (8) can then be rewritten as
(K ∗ G)(T ) = K (T /a) − K (T ). (10)
If the input to the tube is again tagged via (2), but ﬂow-sampled curves at S1 and S2 are used instead of cross-sectionally
sampled curves; (10) results with K and G as given above, except that c > 2.
Momentarily suppressing the dependence of G upon a and c, rewriting the Volterra integral equation (10) as an equation
of the second kind and resolving the equation via the iterated kernel series, the solution G : [0,∞) → R is shown to exist
and is unique in the space of continuous functions [11]. What is not well known, however, is that the solution to (10) (and
hence g in (7)) is completely monotone. Although mathematically this point is intriguing in and of itself, we will discuss
how complete monotonicity may give a different interpretation of a commonly used indicator dilution methodology for the
analysis of indicator curves in the presence of recirculation of indicator [8,22].
4. Complete monotonicity
For t  0, let G(t) denote the solution G(t;a, c) of the integral equation
t∫
0
K (t − τ )G(τ ;a, c)dτ = K (t/a) − K (t), (11)
where K is given by (9). Our goal is to write G(t) as the Laplace transform
G(t) =
∞∫
0
f (θ)e−θt dθ (12)
of a positive function f . This will then imply that G is completely monotone in t , that is,
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We proceed as follows. We ﬁrst collect some properties of the Laplace transform k(s) of K , then express the Laplace
transform g(s) of G in terms of k(s), and, ﬁnally, ﬁnd f by looking at the values of g(s) on the negative real s-axis.
The Laplace transform k(s) of K is given by
k(s) =
∞∫
0
(1+ t)−ce−st dt = essc−1(1− c, s), (13)
where (α, z) is the incomplete gamma function; see [16, §2.5]. We write the incomplete gamma function in the form
(α, s) = (α)(1− sαγ ∗(α, s)), (14)
where γ ∗(α, s) is an analytic function on C2 given by
γ ∗(α, s) = 1
(α)
∞∑
n=0
(−s)n
(α + n)n! = e
−s
∞∑
n=0
sn
(n + α + 1) ; (15)
see [1, 6.5.29]. In particular, this shows that k(s) is analytic on the Riemann surface of the logarithm but we will use this
function only for |arg s| π . Since k(s) is real for positive s, the values of k(s), arg s = π are conjugates of k(s), arg s = −π .
Eq. (14) only holds as stated if c is not a nonnegative integer, that is c = m = 2,3, . . . . However, all our formulas remain
true at these exceptional values by taking limits c →m.
A known asymptotic formula for the incomplete gamma function [16, §4.2] states
k(s) = 1
s
+ O
(
1
s2
)
as s → ∞, ∣∣arg(s)∣∣ π. (16)
We also note that Eqs. (13)–(15) imply
lim
s→0k(s) =
1
c − 1 . (17)
Using Euler’s integral for the gamma function we can write K itself as a Laplace transform
K (t) = 1
(c)
∞∫
0
θ c−1e−(t+1)θ dθ.
If we apply the Laplace transform to both sides of this equation we obtain k(s) as a Stieltjes transform [20, Chapter VIII]
k(s) = 1
(c)
∞∫
0
θ c−1e−θ
s + θ dθ.
This formula shows that k(s) = 0 for |arg s| < π .
We now consider k(s) for arg s = −π . For u > 0 we write k(−u − i0) = k1(u) + ik2(u) with real k1(u),k2(u). Since
γ ∗(α, s) is real for real arguments,
k1(u) = e−u(1− c)
(
uc−1 cos(1− c)π − γ ∗(1− c,−u)), (18)
k2(u) = (1− c)uc−1e−u sin(1− c)π = π
(c)
uc−1e−u . (19)
In particular, this shows that k(s) has no zeros for arg(s) = ±π .
By (11), the Laplace transform g(s) of G is given by
g(s) = ak(as)
k(s)
− 1. (20)
Thus, we have proved that k(s) is analytic for |arg s| π without zeros. Therefore, g(s) is analytic for |arg s| π .
It follows from (16) and (17) that
g(s) = O
(
1
s
)
as s → ∞, |arg s| π (21)
and
lim g(s) = a − 1, (22)
s→0
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∫∞
0 G(t)dt = a − 1. We now apply Cauchy’s integral formula to g using a standard contour consisting of two
circles of radii 0 < r < R centered at the origin and two segments −u ± i0, r  u  R . As r → 0 and R → ∞, Eqs. (21) and
(22) show that the contributions to the integral from the circles tend to 0. In this way we obtain
g(s) = 1
2π i
0∫
−∞
g(σ + i0) − g(σ − i0)
σ − s dσ .
Substituting σ = −θ we obtain g(s) as a Stieltjes transform
g(s) =
∞∫
0
f (θ)
s + θ dθ for |Im s| < π
when we deﬁne
f (θ) := 1
2π i
(
g(−θ − i0) − g(−θ + i0))= 1
π
Im g(−θ − i0).
Therefore, g(s) agrees with the Laplace transform of the Laplace transform of f . The uniqueness theorem for the Laplace
transform implies (12).
It remains to show that f (θ) > 0 for θ > 0. From Eqs. (18)–(20) we ﬁnd
f (u) = a
π
k1(u)k2(au) − k1(au)k2(u)
k1(u)2 + k2(u)2 . (23)
Therefore, in order to prove that f (u) is positive for u > 0 it is suﬃcient to show that the derivative of k1(u)/k2(u) is
negative for u > 0. Now
k1(u)
k2(u)
= cot(1− c)π − 1
sin(1− c)π u
1−cγ ∗(1− c,−u).
By (15),
d
du
u1−cγ ∗(1− c,−u) = 1
(1− c)u
−ceu .
Hence
d
du
k1(u)
k2(u)
= −1
(1− c) sin(1− c)π u
−ceu = −(c)
π
u−ceu < 0
which completes the proof that f (u) > 0 for u > 0.
We proved the following theorem.
Theorem 1. The solution G(t;a, c) of the integral equation (11) is the Laplace transform of the positive function f given by Eqs. (23),
(18), and (19). Consequently, G(t;a, c) is completely monotone in t and ∫∞0 G(t;a, c)dt = a − 1 for all c > 1.
In addition, we see
Corollary 2. The solution G(t;a, c) of the integral equation (11) satisﬁes G(t;a, c) → (a − 1)δ(t) as c → ∞.
Recall that
∞∫
0
G(t;a, c)dt = a − 1 (24)
for all c > 1. Since G(·;a, c) is a positive and decreasing function, the following estimate holds
t∫
0
K (t − τ )G(τ ;a, c)dτ  G(t;a, c)
t∫
0
K (t − τ )dτ = G(t;a, c)1− (1+ t)
1−c
c − 1 .
Therefore, using (11),
G(t;a, c) (c − 1) (1+ t/a)
−c − (1+ t)−c
c−1 .1− (1+ t)
708 H. Volkmer et al. / J. Math. Anal. Appl. 352 (2009) 702–710Fig. 2. Scaled cross-sectionally sampled data from Fig. 1. Vertical axis denotes scaled functional values. The horizontal axis is time after injection of a bolus
of radiopaque contrast medium. The solid black line is c1 := 2cx1 /max{cx1 }, the scaled upstream cross-sectionally sampled curve, the solid gray line is c2,
which represents the downstream cross-sectionally sampled curve cx2 with the delta component of the impulse response function removed, the dashed
line is the approximation of g(t − (a2 − a1);a, c), while the dotted line is the convolution g(t − (a2 − a1);a, c) ∗ c1(t) ≈ c2(t).
It follows that for every ﬁxed  > 0
lim
c→∞
∞∫

G(t;a, c)dt = 0. (25)
Eqs. (24) and (25) give
G(t;a, c) → (a − 1)δ(t) as c → ∞.
5. Numerical example
We now employ the data in Fig. 1 to provide a realization of the completely monotonic kernel, g , for a physical model
system. To focus attention upon the completely monotonic kernel, g , and obtain graphs of roughly the same vertical scale,
the linear Volterra equation (5) was rescaled and then written as
c2(t) = g
(
t − (a2 − a1);a, c
) ∗ c1(t)
using the scaling 2/maxti {cx1(ti)}, where ti denotes the ith sampling time point. Here, c1(ti) := 2maxti {cx1 (ti)} cx1(ti) is the
upstream cross-sectionally sampled curve, cx1 , adjusted to have a peak magnitude of 2 and an initial baseline set to achieve
mean zero before the appearance of the signal in the data window at a1 = 0.3 s. Similarly, the cx2 signal was adjusted to
achieve an initial mean zero baseline before its appearance at a2 = 1.3 s at the data window. Then c2 at time sample ti was
deﬁned as c2(ti) := 2maxti {cx1 (ti)}
a2
a1
cx2(ti)− c1(ti − (a2 − a1)), which represents the subtraction of the delta component of the
impulse response function h convoluted with cx1 , from the downstream cross-sectionally sampled curve cx2 .
To obtain the approximation of the completely monotone kernel, g(t − (a2 − a1);a, c), we performed numerical decon-
volution employing ﬁrst order regularization to slightly smooth the kernel [21]. This deconvolution was formulated as a
quadratic program subject to nonnegativity constraints [12], and the program was solved using Matlab’s™ quadprog rou-
tine and the convolution integration was implemented using the trapezoidal rule [4]. The rescaled data curves and the
resulting estimate of the modiﬁed impulse response function g are shown in Fig. 2.
6. Discussion
We have shown that an impulse response function exists between two ﬂow or two cross-sectionally sampled sites for
constant ﬂow in a rigid right cylinder following radially-uniform tagging. The tagging of the upstream input is allowed to be
a dispersed input, cin(t), and the data curves are acquired at downstream sites, alleviating several of the concerns regarding
cross-sectionally sampled methodology raised in [6]. The impulse response function, h, is the convex combination of two
distributions; a Dirac delta function and a completely monotone function in t ,
h(t) = λδ(t) + (1− λ)ρ(t;a, c)|t←t−(a2−a1),
where λ = 1/a = a1/a2 and ρ(t;a, c) = g(t;a, c)/
∫∞ g(τ ;a, c)dτ .0
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the limiting case, α → 0+ , corresponds to an ideal radially uniform velocity proﬁle. The uniform velocity proﬁle is often
referred to as “plug ﬂow” in the microcirculation literature, see, e.g. [18]. For a uniform velocity proﬁle, the various ﬂow-
and cross-sectionally sampled impulse responses are Dirac delta functions; there is no additional dispersion of the input
curve due to velocity proﬁle effects. Thus, when α = 0, ﬂow-sampled and cross-sectionally sampled curves are identical,
c f (t) = cx(t) at any sampling site.
The delta component of the impulse response function h in (7) between downstream sampling sites represents the
initial throughput, while the second component of h could be viewed as representing the additional dispersion due to
velocity proﬁle effects. Thus, when α → 0+ , the dispersional effects of the velocity proﬁle vanish, limiting to pure transport
delay, that is, g(t;a, c) → a2−a1a1 δ(t) as expected (Corollary 2).
Fig. 2 shows the results of numerical deconvolution using an experimental cross-sectionally sampled data set (Fig. 1). To
obtain the data set, X-ray projection imaging at the two distinct sites required movement of the glass tube. This physical
experimental sampling limitation required that two separate input injections be performed and the assumption made that
the injections were identical. Despite best efforts, one would envision that the movement of the glass tube may affect
the orientation of connective tubing, etc., which may have an impact on the bolus injection proﬁle as suggested by the
ﬂat portion of the c2 curve in Fig. 2 and the associated shape of that portion of cx2 in Fig. 1. Due to experimental noise
and the usual concerns regarding numerical deconvolution, we imposed ﬁrst order regularization to stabilize the calculation.
However, Corollary 2 suggests that overdamping may attenuate an anticipated spike in the completely monotone component
of the impulse response. Thus, the data set should be viewed as an experimental illustration of the theory.
In [22], Zierler presents a historical perspective of indicator dilution methods, including the history of using exponential
extrapolation methods to correct for indicator recirculation. These extrapolation methods were often justiﬁed by using a
mixing chambers analogy. More recently, Effros et al., observed that “multiexponential washout patterns would be expect-
ed” [8], which is interesting as it relates to the results herein. If we consider an input approximating a delta function and
upstream sampling close to the injector, we have shown that the downstream curve is a completely monotone function.
Since completely monotone functions on a closed bounded interval can be uniformly approximated by a sum of exponential
functions [20], the extrapolation methods could have just as easily been motivated by the draining of an ensemble of long
tubes wherein the tail of the single-pass transport function is approximated by a sum of exponential functions. In fact, in
Fig. 2, it is very easy to visualize a single exponential function which, over the time course of the data acquisition, would
well describe the completely monotone component of the impulse response kernel. Since biological data are typically noisy
and a biologically relevant time sampling period is somewhat short, the approximation could have been accomplished using
a single, or perhaps a few, exponential functions as is often done on an empirical basis by biomedical researchers [8,22].
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