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Abstract
Agent based models (ABMs) simulate actions and interactions of autonomous agents/groups
and their effect on systems as a whole, accounting for learning without assuming perfect
rationality or complete knowledge. ABMs are an increasingly popular approach to studying
complex, spatially distributed socio-environmental systems, but have still to become an
established approach in the sense of being one that is expected by those wanting to explore
scenarios in such systems. Partly, this is an issue of awareness – ABM is still new enough that
many people have not heard of it; partly, it is an issue of confidence – ABM has more to do to
prove itself if it is to become a preferred method. This paper will identify advances in the craft
and deployment of ABM needed if ABM is to become an accepted part of mainstream science
for policy or stakeholders. The conduct of ABM has, over the last decade, seen a transition
from using abstracted representations of systems (supporting theory-led thought experiments)
to more accessible representations derived empirically (to deliver more applied analysis). This
has enhanced the perception of potential users of ABM outputs that the latter are salient and
credible. Empirical ABM is not, however, a panacea, as it demands more computing and data
resources, limiting applications to domains where data exist along with suitable environmental
models where these are required. Further, empirical ABM is still facing serious questions of
validation and the ontology used to describe the system in the first place. Using Geoffrey A.
Moore’s Crossing the Chasm as a lens, we argue that the way ahead for ABM lies in
identifying the niches in which it can best demonstrate its advantages, working with collab-
orators to demonstrate that it can deliver on its promises. This leads us to identify several areas
where work is needed.
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1 Introduction
The case for agent-based modelling (ABM) has been made by several authors. ABMs can
simulate heterogeneous interacting individuals making decisions about their behaviour. It can
be spatially explicit and simulate social interactions under biophysical constraints. It can
capture complex dynamics that are infeasible, inelegant, or oversimplified when addressed
in other modelling approaches. It can explore formalizations of theories, and is less prone to
hiding assumptions, making it easier to use with stakeholders. It has been applied to a wide
range of case studies from water use to traffic simulation, and can be applied to modelling
proteins as agents to modelling interactions among nation states [1]. With ABMs dating back
at least to the 1960s (such as Schelling and Sakoda both modelling spatial dynamics of
homophily; [2]), it can hardly be said to be especially new. With all these advantages, it is
strange that ABM is not routinely taught in undergraduate courses (particularly in geography,
psychology, sociology, economics, politics); and policymakers, businesses, banks and research
funders are not typically expecting analyses to involve ABM.
One difficulty with ABM is defining what it is authoritatively. Controversies over whether
the entities in a model qualify as ‘agents’, for example, have a long history. Writing in 1999,
Gilbert and Troitzsch [3] observe (p. 159) that Bthere is no generally agreed definition of what
an ‘agent’ is.^ Some of the controversy has its origins in confusing representation with
implementation, with software agents [4] sometimes being used to implement ABMs. There
is intersection, but not equivalence, between ABM and software agents. To us, ABM is
primarily a concern with representation, and though some environments and languages are
more convenient than others, it matters little how that is implemented in a computer program.
It is not the place of this paper to authoritatively answer a question that to some extent derives
from the cross-disciplinary nature of ABM and hence is unlikely to be resolved to the satisfaction
of everyone. However, for our purposes, ABMs must at least explicitly represent the following:
& a ‘sufficient’ number of entities (sorites paradox notwithstanding) individually;
& each such entity having some attributes that are, in some sense, ‘theirs’ and not others’;
& each such entity also having some dynamics that they are, in some sense, responsible for
causing; with
& these dynamics having the potential to cause (directly or indirectly) changes to the
attributes belonging to other such entities.
This paper uses Moore’s [5] Crossing the Chasm book in the marketing literature as a lens
through which to examine the adoption of ABM. Moore’s book concentrates on the adoption
of disruptive technology, and takes the technology adoption lifecycle from Rogers’s [6]
Diffusion of Innovations as its starting point. In the technology adoption lifecycle, the
population is divided according to five psychodemographic profiles, labelled in order of
adoption: innovators (estimated to be 2.5% of the population), early adopters (13.5%), early
majority (34%), late majority (34%) and laggards (16%). These are usually depicted using a
normal curve, where the ‘mean’ sits between the early and late majorities.
Moore’s insight was that there is a qualitative difference between the challenge of appealing
to innovators and early adopters, and that of engaging the early and late majorities. Moore
describes the gaps between innovators and early adopters, and between early and late
majorities, as ‘cracks’ that are relatively easy (but not trivial) to cross. To bridge the crack
between innovators and early adopters, early adopters need a compelling use-case, rather than
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just trying something new for the sake of it, which is what innovators find exciting. To move
from the early to late majority, the late majority just need the innovation already adopted by the
early majority to be as easy as possible for them to use.
More challenging than the ‘cracks’, to Moore there is a ‘chasm’ (see Fig. 1) between the
early adopters and the early majority, which must be crossed if an innovation is ever to be
widely adopted. Appreciating that the chasm is more difficult to cross than the cracks requires
understanding the different psychological profiles of the two groups. Moore characterizes the
psychological profiles of innovators and early adopters as ‘visionaries’ who make horizontal
connections with people outside their community and specialism. By contrast, the early
majority are ‘pragmatists’ who are interested in what works, and primarily make vertical
connections within their community. The chasm exists because the qualities of an innovation
that appeal to visionaries (radicalness, transformational) are a turn-off to pragmatists, and vice
versa. Further, pragmatists give higher weight to the opinions of other pragmatists in their peer
group when evaluating an innovation than they do to opinions of visionaries. This means that
assumptions that uptake by early adopters will automatically and linearly lead to uptake by the
early majority are misplaced. Such assumptions are all-too-easy to make for commu-
nities, such as some academics, who might have the impression that all that is needed
for their obviously brilliant innovation to be adopted is to amass a sufficient body of
evidence that it is so.
Primarily aimed at a sales audience, Moore’s [5] book adopts a somewhat aggressive tone
towards the strategy for crossing the chasm, likening it to the Allies’ invasion of Normandy in
the final year of World War II. Such language may not be appropriate in the more refined arena
of academia, but it would be a mistake to assume that the advantages of ABM that are so clear
to those who use it will be automatically observed by others; or to expect that more established
Fig. 1 Graphical summary of the steps needed to cross the chasm in ABM in the style of the London
Underground (a ‘tube-map’). The technology adoption lifecycle from Rogers’s Diffusion of Innovations is
depicted using the grey segments of a normal curve. Moore’s [5] ‘cracks’ between innovators and early adopters,
between early and late majority, and between late majority and laggards, are depicted as non-interchange stops,
labelled accordingly. The ‘chasm’ is depicted as a sequence of four interchange stops each of which corresponds
to a step in Moore’s strategy for crossing the chasm. The interchange lines are coloured according to themes that
link with other areas of research. ‘I2S’ is short for the Implementation and Integration Sciences [7]
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approaches and entrenched epistemological positions will be dislodged without a struggle.
However, in less combative terminology, the strategy comprises the following steps for ABM:
1. Identify niches where ABM most clearly solves problems better than other approaches.
For Moore [5], this is about segmenting customers and analysing competitors in each
segment. More relevantly to ABM, he also characterizes it as ‘high-risk, low-data’
situation, because the market identified is unknown. This speaks clearly to classic
interdisciplinary situations: as an expert in building and using ABM, you will not have
as deep a knowledge of a particular empirical application domain as someone who has
spent their working life studying it.
2. Build alliances with interested parties in various disciplines and application domains.
Moore [5] articulates this around Levitt’s [8] ‘Whole Product’ model, which, for us,
involves thinking about how ABMwill fit in to the identified niche, and who else we need
to work with to make that happen. There is a more general point here, particularly for the
academic community where working as an individual can have higher perceived status
than collaborating in teams: applying ABM to policy scenarios in empirical contexts is
probably not an undertaking best conducted alone.
3. Define the agenda; be clear in each context why ABM is the right choice for that context.
Moore [5] characterizes this as ‘defining the competition’. For ABM, this entails devel-
oping clarity about where it is strong, and shifting the discourse on formal approaches to
modelling systems so that it encompasses territories where ABM has strengths.
4. Deliver on what ABM promises, and make sure it is as accessible as possible. In the world
of marketing, this is a question of distribution and pricing [5]. More generally, these are
both issues of accessibility, about which domain specialists curious about ABM have
complained. Since many high-tech products come ‘out of the box’ once delivered, there is
an additional element to work with ABM for it to be more widely adopted, which is that it
is perceived to have delivered on what was promised in any project in which it is applied.
Agent-based modelling has certainly had its visionaries. Many of the more stylized models of
the 1990s were concerned with explaining complex emergent socio-political phenomena using
interacting agents with ‘simple’ heterogeneous behavioural rules. Though this led to some
fascinating work, there was occasionally a tendency to overstate the interpretation of obser-
vations in the model for societies in the real world – sometimes based on quite arbitrary
implementation details or utilization practice with the model [9, 10]. However, it is worth
noting that ABM is not the only modelling discipline to have overreached itself from time to
time: game theory, neoclassical economics, cellular automata, system dynamics – all have
examples of work doing the equivalent of reading tea leaves. It is precisely this sort of
hyperbole that can put off the pragmatists comprising the early majority.
Reviews and introductory papers on ABM in various journals (e.g. [11–13]) chart the
beginnings of the journey across the chasm to appeal to established disciplines. As part of
building that appeal, work by authors such as Janssen and Ostrom [14] and Smajgl et al. [15]
shifted the narrative towards empirical applications of ABM. There were also calls to address
the seeming arbitrariness with which ABMs were put together and to link to established
theories [16, 17]. Various researchers applied ABM in policy contexts (e.g. [18–20]), or
alongside role-playing games in contexts of conflict over environmental resources [21, 22].
There is a way to go yet before the kind of acceptance among the early adopters is needed
to achieve the level of adoption of ABM outlined earlier, suggesting ABM is facing, or will
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shortly face, the chasm. The strategy outlined by Moore implies, for ABM, that we need to
demonstrate that it works in each of the niche areas of application to which it is to be applied,
taking control of the agenda with the aid of key allies in various disciplines and application
areas, and making ABM as accessible and easy to use as we can. At the same time, with
growing interest in Integration and Implementation Sciences (I2S; [7]), and interdisciplinary
and transdisciplinary research more generally (especially in policy arenas), ABM is well-
placed to make a significant, practical contribution.
The rest of this paper will consider the developments needed in ABM to complete
the bridge using Moore’s strategy for crossing the chasm as a lens. The structure is
outlined in Fig. 1.
2 Niches
Identifying possible niches for ABM to occupy entails (a) estimating the current stage of
adoption ABM has attained in a given niche; (b) understanding entry barriers to the niche; and
(c) being clear about how ABM might address the niche’s issues in ways other modelling
paradigms cannot. We now consider each of these in turn.
2.1 Assessing adoption
A rough impression of levels of adoption of ABM in specialist areas of research can be
gleaned using bibliographic databases to compare numbers of articles mentioning ABM as a
proportion of articles mentioning modelling or simulation generally. We used Clarivate
Analytics’s Web of Science Core Collection (WSCC) and Journal Citation Reports (JCR) to
rank journals in Web of Science Categories corresponding to research areas in Agriculture,
Economics, Sociology, Urban Systems and Water Management, as well as Multidisciplinary
research. These research areas were chosen subjectively for their potential in having a
significant human decision-making component, with micro-macro interactions between indi-
viduals and the whole system, and a possible need to integrate the social and the
environmental.
The thinking behind this approach was that in specific research areas, leading
researchers would be publishing in higher-ranking journals for those areas. Based on
the theory of Moore [5] about the characteristics of the late majority, domain-driven
researchers would be more likely to talk with each other than with researchers in
other disciplines. The level of presence of ABM among modelling and simulation
papers in each of the research areas would be one way to examine the level of
adoption. The results are summarized in Table 1, and show that levels of adoption are
less than 1% in each area. More details on the method used are in the appendix.
This rapid appraisal of the level of adoption is open to a number of criticisms.
Meanings of ‘model’ and ‘simulation’ in different disciplines can be diverse, and
phrases such as ‘role model’ might appear in an abstract without any relevance to
modelling or simulation. It may be that some articles were inappropriately included.
On the other hand, we did not include some variants of these terms, such as
‘simulating’, which would have increased the volume of articles captured. Similarly,
the search terms used to suggest the presence of an agent-based model ((‘model’ or
‘simulation’) and (‘agent-based’, ‘agent based’, ‘multi-agent’ or ‘multi agent’) are
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debatable, even before the complicated question of what, precisely, constitutes an
agent-based model, is raised. For us to reach the conclusion that ABM had crossed
the chasm in any of these areas, however, we would have needed the method yielding
a more accurate estimate of the level of adoption to produce results suggesting
between one and two orders of magnitude increase in the numbers of ABM papers
returned over the figures in Table 1.
The levels of adoption suggest ABM is chiefly used by innovators in empirical application
domains, but the margin of error from this exercise is potentially big enough that some
research areas may have crossed the crack from innovators to early adopters. For example,
Squazzoni and Casnici [23] show less citation of ABM work by the social sciences than vice
versa, suggesting it is innovators in the social sciences that are using ABM. By contrast,
O’Sullivan et al. [24], whose article is entitled, BYet another agent-based model, whatever,
never mind,^ suggest a sufficient volume of work in the Land Use and Cover Change (LUCC)
area1 that we might conclude that in this area, early adopters are using ABM. More generally,
bibliometric studies, such as that of Squazzoni and Casnici [23], particularly where they
included some form of network analysis, would be a useful way to assess the level of
engagement with ABM in application domains, and where the niches are.
2.2 Timely provision of clear messages
The assumption that there is an information deficit that policy-makers want filled through the
adoption of new modelling tools has proven false [25]. Policy-makers have many, varied
sources of information from which to support decision-making, including expert advice,
databases, reports from consultancies, spreadsheets, and existing in-house modelling tools.
Information provided by new models can be seen as ranking low on the importance hierarchy
of information sources to be taken into account [26]. Established, trusted sources of informa-
tion (including individual experts) are also hard to supersede, especially given the high levels
of personal liability that policy-makers typically have with respect to their decisions. The
simplicity and clarity of message can be hard to establish if the outputs of ABM simulations
are themselves complex, uncertain, or point to path dependencies and the need to differentiate
policies in space or across sectors. Developing new visualization techniques to help summarize
results succinctly is crucial for both salience and credibility. In policy circles, complexity is in
any case a hard sell at best, if not an outright deterrent, especially if it raises issues of model
output uncertainty (ibid.). Indeed, the academic community are not always especially keen on
complexity either [27]. However, managing risks entails being clear about uncertainty and
Table 1 Results in each research area, after searching Clarivate Analytics’s Web of Science Core Collection for
proportions of articles in the period 2008–2017 inclusive with ‘model’ or ‘simulation’ in the topic that also have
‘agent-based’, ‘agent based’, ‘multi-agent’ or ‘multi agent’ in the topic. See the appendix for more details







Model 13,894 74,694 8687 4628 55,564 11,954 108,839
ABM 53 575 74 30 89 104 527
%ABM 0.38 0.77 0.85 0.65 0.16 0.87 0.48
1 Itself insufficiently established that it has a clear Web of Science Category.
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other limits of what is known, rather than ignoring it for hypocognitive [28] reasons that are
often clothed in pragmatism.
To be able to effectively feed in to a policy process, there is also a need to achieve salience
at particular points in time. In fluid, uncertain, political cycles, there will be sequential phases
of interest and disinterest in what is being offered. There is thus a requirement for significant
flexibility, individually and institutionally, to be in a position to deliver the results at the most
propitious moment. Even with such foresight or adaptability, the impact of individual initia-
tives can depend as much on serendipity as it does on planning. A strategy for breaking in to a
niche with high entry barriers could be to have multiple small-scale projects in play, each with
plans for rapid reinforcement and exploitation of success when called upon, rather than putting
effort in to monolithic flagship projects.
2.3 Unintended consequences
‘Unintended consequences’ of a policy intervention can be described in terms of its Bknock-
on^, Bmultiplier^ and Bunanticipated^ effects ([29], p. 59). HM Treasury (ibid.) give examples
of four kinds of such effect: ‘displacement’ – the benefits of an intervention are offset by
negative outcomes elsewhere; ‘substitution’ – the outcomes are not Pareto-efficient; ‘leakage’
– benefits are experienced by those outside the intended group; and ‘deadweight’ – outcomes
supported by the intervention would have happened without it. To these, we may add ‘gaming
the system’, where actors intentionally take advantage of loopholes in an intervention to obtain
material gain with relatively little effort. Through connecting individual decisions with
systemic effects, we anticipate that ABM has a potential niche in the evaluation of unintended
consequences.
There are several reported advantages of ABM in the literature over other paradigms (e.g.
[30, 31]), typically argued on the basis of additional systemic features known to exist in the
real world that are challenging for other approaches to address. A key characteristic of ABM
enabling it to address these features is the high level of ‘expressivity’ of the formal languages
used to implement ABMs in comparison to other modelling paradigms [32]. This expressivity
allows more features to be modelled and simulated that would otherwise have to be assumed,
aggregated or abstracted away for reasons of tractability. Complex systems can be modelled in
greater degrees of complexity.
In terms of niche establishment for ABM, mere appeal to complexity is insufficient to
disrupt established practice. Crossing the chasm within a niche with considerable entry barriers
requires offering an exceptional service that includes previously unavailable features that are
novel and important, but critically, also salient. If we consider the field of LUCC, it is clear that
many of the problems of land use change are not amenable to tractable analysis with traditional
methods, not least because of issues with explicit representation of space. More significantly,
for some calculus-based approaches, the notion of change central to the concept of LUCC
itself suggests a system that is not at equilibrium. Further, the significant time delays between
activity and economic return for most land-based activities (and especially farming, forestry,
housing and infrastructure development), and intervening uncertainties, render optimization
with respect to profit infeasible for most decision-makers. There is thus a greater emphasis on
individual, societal and environmental context in the factors influencing land-based decision-
making. In addition to the heterogeneity of decision-makers and their contexts is the funda-
mental issue of spatial connectivity. Even if independent, norm-free reasoning processes are
assumed, spatial connectivity creates a physical basis for the effects of one land use decision to
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influence future decisions of a neighbour [33, 34]. Understanding LUCC also has potentially
profound implications for the governance and practice of landscape management, as it
influences landscape dynamics and configuration [35], which are crucial to meeting interna-
tional biodiversity obligations under the United Nations’ Convention on Biodiversity.
For LUCC modelling, the features that ABM offers include:
& interactions among humans and with the biophysical environment in a spatially explicit
environment;
& heterogeneous decision-making of individual humans based on their individual attitudes
and memories;
& environmental and social (normative) contextual aspects of decision-making;
& endogenous evolution of systemic change (away from equilibria);
& greater coverage of potential system state space (especially through multiple simulation
runs), including outcomes that might be low-probability, path-dependent and/or emergent.
Though we, as academics, might be persuaded that features such as these are important enough
to include in models, if established practice has been to ignore them, developing the niche for
ABM will need to be articulated around the perils of ignoring the features as opposed to
assembling more and more evidence that they exist. It is generally recognized that policies can
have unintended consequences, and there is a growing body of examples of well-intentioned
policies have not had the expected effect (e.g. [36]). Hence, complexity and systemic features
that do need to be modelled are better articulated in terms of unintended consequences in
policy evaluation contexts.
3 Allies
The social networks of the innovators and early adopters are, as stated earlier, qualitatively
different to those of the early and late majorities. The latter are much more likely to connect
and listen to people within their own community. Collaborations will be needed to enable
ABM to contribute to identified niches.
3.1 Inter- and trans-disciplinary integration
Appealing to target discipline and application domain practitioners requires joining forces with
key individuals therein who are already receptive to ABM. There has been recognition in the
social sciences of the relevance of complex systems theory (e.g. [37]), but, as noted earlier, in
policy circles complexity is not an attractive attribute. However, a more fruitful line of
argument to canvass allies might be that of integration.
ABM is an excellent integrator in collaborative interdisciplinary projects, providing a
platform for the explicit modelling of concepts from the social, physical, economic and
ecological sciences. Increasing recognition that integration is itself a specialist area [7], along
with growing demand for inter- and trans-disciplinary teams to tackle so-called ‘wicked’
problems [38, 39], also means that skills in ABM are potentially sought after when putting
together consortia.
The integrative benefit of ABM is, however, a double-edged sword. The risk of only ever
acting as an integrator in empirical contexts is the lack of opportunity to develop methodology
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and theory in a strategic way, rather than in a more ad hoc manner as needed in the projects in
which ABM practitioners happen to be involved. The Catch-22 is clear, and indeed a more
general issue for any novel approach in any area of research: funding bodies are unlikely to
part with limited resources purely to develop methodology and theory for ABM until it has
become established.
Assembling consortia of people who want to help advance the cause of ABM (whether
intentionally or not) requires different approaches in policy-relevant circles, in the
environmental/natural sciences, and in the (other) social sciences. For the social sciences, for
example, potential colleagues will want to see links with the theories and methods that they are
familiar with, and evidence that ABMs are not making naïve assumptions about humans and
societies that have long been discredited [16]. For the environmental and natural sciences,
where formal modelling is more universally accepted, the linkages required pertain to how to
meaningfully embed their models in a social simulation; a matter that is non-trivial semanti-
cally. For policy-relevance, it is important to show how ABM can operate successfully within
established policy evaluation frameworks, such as, in the UK, The Magenta Book [29], which
provides guidance to policy analysts in the civil service on methods and good practice for
evaluating government policies, projects and programmes.2
Since many practitioners in ABM have a background in the social sciences, and/or regard
the social sciences as the main audience for their work, the social sciences are important as a
potential source of allies to support crossing the chasm. Squazzoni [40] gives examples of the
various ways in which ABM has benefitted social sciences from economics to anthropology,
particularly around the refinement of theory and facilitating transdisciplinary research. Recent
formalizations of social theories in ABMs include Shove and Pantzar’s [41] Practice Theory
[42], Ingelhart and Welzel’s [43] Human Development Sequence Theory [44], and Lindenberg
and Steg’s [45] Goal-Framing Theory [46]. Formalization of theory is not unproblematic,
however – social theories are not software requirements specifications. Poile and Safayeni [47]
observe that equifinality and ‘reasonable technical assumptions’ about how to implement
social theories can obscure potential insights gained from so doing.
3.2 Hybridization
The quantification of environmental impacts inevitably requires hybridization of ABM with
modelling approaches used in the natural sciences. Filatova et al. [48] conclude that hybrid-
izing ABM with other modelling approaches holds the best prospects for modelling systemic
change, something that much of the policy around the most urgent global problems is trying to
achieve. Connecting models together (‘coupling’) is, however, not trivial [49]. Issues with
semantic heterogeneity when integrating databases also apply to integrating models.
Pluempitiwiriyawej and Hammer [50] categorize these into structural (e.g. is something a
class or a relationship), domain and data conflicts. Since models not only contain data, but
simulate processes, there are additional semantic heterogeneity issues with model integration.
Specifically, ‘algorithmic’ conflicts can occur [51] where two submodels each embed the same
process in a different way – a matter that is not at all clear if models only exchange input and
output variables. Using (computing science) ontologies (e.g. OWL; [52, 53]) to manage
integration allows at least some of these issues to be addressed [54, 55] but such approaches
2 Pages 65–67 cover simulation modelling, but more of the kind that can be implemented in a spreadsheet. No
mention is made of agent-based modelling!
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are not widely used, nor at a sufficient state of maturity that they reasonably can be.
Undertaking such work would be helpful; minimally, however, awareness of semantic hetero-
geneity and openness about the structure and functioning of (sub) models that are to be
coupled together, is vital if issues raised by Voinov and Shugart [49] are to be avoided [56].
3.3 Tackling prediction
Squazzoni [40] notes in his conclusion (pp. 220–221) that for ABM to advance, it needs to
develop the means to have impact on policy. He nevertheless includes a number of examples
of uses of ABM in policy contexts, and indeed there are special issues on the topic (e.g. that
introduced by [57]). Hamill [58], who came to ABM from a policy advice background,
observes that for it to be adopted, there needs to be a clear benefit of ABM over existing
approaches, in terms of the output from the model (rather than its features and mechanisms):
the quantitative predictions made by whatever method is used about the impacts and costs of
different policy options – BOption Awill do this and cost £Xm,^ as she puts it (ibid., para. 4.1).
However, Schulze et al. [59], reviewing ABM in socio-ecological systems, state that there is
Bstill a lack of predictive power of ABMs,^ whilst Ahrweiler [60] refers to Bweak prediction^.
Aodha and Edmonds [61] are more forthright, arguing that prediction should not even be
expected in policy contexts.
It is natural for a community well aware of the complexities and path dependencies of
societal systems to be cautious about prediction [60]. BPrediction^ is a contentious word that
some only use in contexts of certainty and precision when making statements about the future.
This may be one reason for the seeming caution, and no such meaning is intended here:
predictions can be uncertain and imprecise. A lack of willingness to engage with prediction
will not advance the cause of ABM, and represents lost opportunities for insights to be gained
from the attempt, including influencing understanding of the limits to prediction [62]. It also
leaves the door open for overconfident predictions based on oversimplified models to continue
to be used to justify policies, with potentially harmful side-effects on individuals, society as a
whole, and the environment. No reasonable person expects a crystal ball when models make
predictions – we are scientists, not prophets and fortune-tellers. Rather, it is a case of
presenting the prediction in ways that capture uncertainties, especially around the ‘reasonable
technical assumptions’ discussed above. Making several runs, exploring implementation
variants and parameter spaces, together with phase space analysis (see [63]), perhaps ABM
could one day make predictions such as: BOption Awill achieve goalG under scenario S P% of
the time at a cost of £X±E, as long as fewer than Y people do Z.^
That said, it is worth noting Edmonds’s [64] warnings that policymakers make unrealistic
demands of modellers, and are impatient with caveats. Arguably, such situations suggest
dysfunctional relationships between scientists and policymakers. Gilbert et al. [65] drawing
on their experience in computational policy modelling, stress the importance of the iterative
engagement and strong mutual understanding between scientists and policymakers. Even then,
they note (para. 2.5) that predicting specific values of variables at specific future times is
typically not possible; more realistic are qualitative predictions about whether an event will
occur, the direction of change of variables, or the possibility that unexpected outcomes could
emerge. Matthews et al. [66] describes the use of Quantitative Storytelling [67] in the context
of a project using system dynamics to inform policy around food-water-energy-waste-
biodiversity nexus issues. Such may be a more appropriate way in which to couch prediction
using ABMs.
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4 Defining the agenda
Psychologically, the early majority (our target at the other side of the chasm) prefer evolution
to revolution [5]. Arguing the revolutionary nature of Agent-Based Modelling is therefore
potentially off-putting. There are nevertheless capabilities introduced by ABM that mean
traditional ways of assessing models are not entirely appropriate.
4.1 Validation
Traditional methods for developing confidence in models and their predictions (e.g. out-of-
sample validation) do not do justice to ABMs, meaning that they are not competing on a level
playing field when statistics such as L2 norm or Akaike Information Criterion are the sole
metrics by which such confidence is established. There is a clear, qualitative difference
between adjusting parameters of a mathematical function until it fits some data, and replicating
those data as emergent phenomena of the interactions among heterogeneous agents. The latter
is arguably much harder to do, and has more meaningfully captured the underlying dynamics.
None of this is captured in the sum-of-squared error and similar fit-to-data metrics, and
research is needed to create new metrics that do address structural matters. Whether revolu-
tionary or evolutionary, the advent of ABM raises important questions about how models are
assessed.
Polhill and Salt [32] attempt to articulate the difference drawing on the concept of
expressiveness [68, 69] of the formal logics used to describe the state of a model. Essentially,
ABMs have richer ontologies to describe the states of a system than does, for example, a high-
order polynomial. Since the question of ontology does not really arise in more traditional
modelling approaches, methods for assessing their performance have naturally focused on fit-
to-data, and penalising models for unnecessary parameters.
The important point, if ABM is to define the agenda, is therefore to develop the means to
argue more formally what benefits it brings to the exploration of policy scenarios in spatially
distributed systems, beyond lists of system features it implements. Ideally, it would then be
possible to demonstrate that, under such a broader set of criteria by which confidence in a
model is to be assessed, ABM performs just as well or better. Such an ideal set of circum-
stances is not necessarily always realistic, but by being clearer about the multiplicity of ways in
which models are judged, those evaluating models are then at least in a position of having to
trade off criteria, and modellers are in less of a position of being able to play to a single
established metric. It also avoids circumstances in which assessing models is reduced to a
rather trivial debate about which fit-to-data metric should be used to establish the supremacy of
one model over another (see [70]).
4.2 Representation
ABM needs to move beyond mere appeal to complexity as a basis for trusting that ABM
captures real-world features that other models cannot. We are still not in a position where
complex systems are understood sufficiently that there are standardized tests and metrics to
demonstrate the statistical signatures of complexity in observed data, and whether a model
exhibits behaviours that adequately reproduce those signatures. There are other features of
real-world systems that have been emphasized in articulating the benefits of ABM, most
notably the influences of space and networks in mediating dynamics, and more realistic
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representations of decision-making. Here, it is less an issue of such features being poorly
understood, than it is the questions of whether they matter, and if they do matter, how they
‘should’ be represented.
Similarly, in the case of space and networks, there has been work showing that they make a
difference (e.g. [71]). Most ABMs, where they represent space, use rasterized representations.
There has been increasing use of Geographic Information Systems (GIS) in ABMs, providing
easier access to vector representations, especially with the embedding of GIS tools in
popularly-used platforms such as Repast [72] and Netlogo [73]. Besides rasters and vectors,
there are also qualitative spatial representations, such as the Region Connection Calculus [74],
which have only very rarely been applied in ABM contexts.
Where social networks are fixed rather than evolving, established artificial algorithms such
as Barabasi-Albert [75] or Watts-Strogatz [76] are commonly used, though these can have
artefacts [77]. A further issue for both spatial and network representation is that alternative
approaches to ABM can argue they include them (e.g. [78, 79]), meaning that, in the absence
of suitable metrics reflecting how the representation is achieved, arguments about whether
ABM or more established methods are more faithfully representing systems to which they are
applied become mired in technical detail. One way around this returns to the diversification of
quantitative metrics discussed above. For both space and, to a lesser extent, networks, there are
methods for making comparisons between models and the empirical world, and these should
be used more when empirically evaluating ABMs – even if they are not central to the objective
of the model, they are relevant in reflecting the model’s representation of the underlying
system.
Representing the individual explicitly also places an emphasis on means to initialize the
attributes of a population of agents. Where this cannot be achieved directly from data, it will be
necessary to synthesize these populations such that they have characteristics matching those
data that are available. Though there are methods in microsimulation (such as [80]) that ABMs
can and should draw on, research is needed to bring these together with methods for
initializing social networks and locations, or at least to study the extent to which systemic
outcomes are sensitive to the principles underlying the initialization of agents’ networks,
locations and attributes.
4.3 Decision-making
The ability of ABM to simulate decision-making by agents that have limited computational
and information resources is one of its most commonly mooted advantages. Such capability
does not preclude the possibility of representing decision-making using traditional utility
maximization approaches; but it is useful that the latter are not necessary in order for ABM
to work. The project of relaxing assumptions made in traditional domains to explore the effect
they have on macro-level dynamics is on-going, both in ABM and heterodox economics [81].
There are also examples where non-optimizing decision-making by agents has been shown to
make an important difference to the macro level dynamics (e.g. [82]).
The question of how to represent decision-making is almost a perennial topic of discussion
among those interested in ABM, and indeed boundedly and non-rational decision-making
more generally (e.g. [83, 84]), but Groeneveld et al. [85] found most researchers in ABM of
LUCC are still using utility maximization, whilst Huber et al. [86] note a lack of consideration
of values, norms and social interactions in ABMs of European agriculture. There are a plethora
of theories and algorithms for implementing decision-making in specific and general contexts.
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Part of the issue is in increasing awareness of them, and access to implementations – especially
for those with strong disciplinary backgrounds who are unlikely to have been exposed to ideas
outwith their narrow specialism. However, it is also important to establish and build collab-
orations with people in the AI community, since they provide a body of expertise in the
formalization of behaviour. Jager [87], reviewing implementations of psychological theories in
ABMs, observes the potential of drawing on cognitive modelling despite its tendency to focus
on a single individual, citing Sun’s [88] recommendation of enhancing collaboration between
cognitive models and social simulations.
If, as part of exploiting a potential niche for ABM in evaluating unintended consequences,
we are to tackle the exploration of agents’ abilities to ‘game the system’, decision-making
algorithms will need to be sophisticated and adaptive. Orr et al. [89] posit that ABMs of social
systems that fail to account for cognition will not generalize to new situations. Balke and
Gilbert [90] review approaches to implementing richer cognitive architectures in ABMs.
Various researchers have also used machine learning algorithms such as reinforcement learning
[91], genetic algorithms [92], and neural networks [93].
5 Delivery and accessibility
The people we might be trying to engage with ABM are not especially concerned with the
approach itself; they just need to know that it will help them answer the questions they are
interested in. Established methodologies are being implicitly (sometimes explicitly) criticized
when ABM is introduced to an area of research. If that is not hard enough to swallow, a lack of
standardization and uniformity of approach in ABM lends it an impression of lacking rigour:
building an ABM is still seen as something of a dark art. This is not necessarily a question of
developing such standards, though undoubtedly they would appeal to the early majority;
however, minimally, the accessibility and transparency of ABM needs to be improved.
Developing methodology will make it easier to put together education courses, and will
increase the openness of ABM. Empirical ABM in policy contexts also raises ethical issues
that need to be considered.
5.1 Developing methodology
Squazzoni ([40] p. 220) concludes that ABM needs standards and methodologies if it is to be
more widely adopted. Richiardi et al. [94], writing 4 years before that, suggested a three-step
strategy working towards such standards involving a meta-analysis of current practice, whilst
Alessa et al. [95] propose the development of e-infrastructure to support a community of
practice in modelling complex social-ecological systems. In the same year, Grimm et al. [96]
published the first version of their Overview, Design concepts and Details (ODD) protocol for
documenting the structure and implementation of ABMs in ecology, which has
subsequently been revised to appeal more to social simulation [97] and had various
suggested extensions to it, most notably ODD+D [98] with its emphasis on recording
decision-making. Grimm et al. [97] state that following the ODD protocol is also
suitable for ordering the model design and implementation stages, whilst Schmolke
et al. [99] propose the TRACE (TRansparent And Comprehensive Ecological model-
ling documentation) standard as a way of documenting the full modelling lifecycle,
including sensitivity testing, calibration and validation.
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The approaches of both TRACE and ODD suggest a linear modelling process, starting with
purpose and problem formulation, through stages of design, implementation and testing very
much akin to the traditional ‘waterfall’ model of software engineering. Such an approach is no
longer preferred in the software development community, with ‘agile’ approaches now much
more prominent. Agile approaches are fundamentally more iterative, and are aimed at situa-
tions where stakeholders in the software are not sufficiently clear about their requirements that
they can agree on precise specifications for the developers to implement; neither are the
developers sufficiently conversant with the stakeholders’ contexts that they are necessarily able
to implement something appropriate. Maintaining an ongoing relationship with the stake-
holders, agile software development projects are able to respond to evolving user require-
ments, and maximize the opportunity to deliver value.
An agile approach3 to the development of ABM is arguably more appropriate in inter- and
trans-disciplinary research contexts, including addressing policy [65]. Interestingly, the em-
phasis on iteration in the companion modelling approach (see [100]), where modelling is used
with stakeholders to resolve issues of conflict over environmental resources, is more akin to
agile. Broader consideration of ways in which the principles of agile software development can
be translated into policy-relevant ABM contexts would be useful.
There is considerable variation from one area of application to another in the standards by
which an approach is assessed to have ‘worked’. Hence, expecting uniformity and consistency
among ABM methodologies may be unrealistic, even if it is desirable to advance ABM as a
whole. However, Richiardi et al.’s [94] approach, involving the meta-study of ABMs and
practices, would be a promising way of eliciting emergent standards and methodologies, and
their applicability in different contexts, should funding be made available enabling such a
study. A similar approach would also apply to addressing issues with ‘arbitrariness’ in the
ways in which models are built (see [101], para. 3.9), and in synthesizing and generalizing
knowledge from the application of ABMs. With the late majority in mind, it would also be a
good idea to make the standards and methodologies easy to use and understand, rather than
burdensome constraints on research.
5.2 Education
A common complaint about ABM is the steep learning curve associated with taking it on, and
these challenges are often underestimated. Partly, this is a question of forming collaborations
rather than necessarily expecting a single individual to take on all the work. However, from the
perspective of the field researcher, who might already find learning statistics an unwelcome, if
necessary, distraction from their primary area of interest, ABM will surely seem an insur-
mountable obstacle. On the other hand, if such an individual has been taught about ABM
during their studies, then arguably that familiarity will make it easier to engage with,
individually or collaboratively, when appropriate later on. Even so, producing an ABM
requires more investment of time than, say, loading survey data into a statistical package
and running a standard statistical test.
Standards and methodologies make ABM easier to teach, and define some boundaries on
the knowledge needed. The latter is significant for working with collaborators in the traditional
social scientists, especially in terms of specialist requirements ABM has for data [58].
Knowledge elicitation techniques, such as those of Pahl-Wostl and Hare [22], are needed that
3 http://www.agilemanifesto.org/
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attend to these requirements – traditional methods in the social sciences: interviews, focus
groups, and questionnaire surveys, do not necessarily deliver data useful for configuring
ABMs. Neither is it necessarily the case that the knowledge elicitation methods from artificial
intelligence (e.g. [102]) will automatically be suitable, since AI has at least traditionally had a
focus on the individual rather than the social. Methodological development is thus not just
about how to build an ABM, but how this is done in collaboration with field research.
Education also plays a vital role in forming expectations of future policy analysts, stake-
holders, businesses and funding bodies. One of the main obstacles is learning to program.
Hamill [58] describes this as being a significant challenge, even in NetLogo, which is based on
a family of languages designed to teach children programming. If only programming were
more routinely taught in schools, and seen as being as important as arithmetic, reading and
writing, there would be no need for this matter to be such a hurdle. ABM will find useful allies
in the computing sciences and in industry if it joins voices with their calls for computing to be
taken more seriously in the education of children. Further, students should not expect to be
able to escape from formality by studying the social sciences in tertiary education. Squazzoni
([40], p. 221) has argued that ABM needs to be embedded in education in the social sciences at
the undergraduate level.
5.3 Openness
Open Science is a term covering diverse views on the everyday practice of science with a view
to fostering reuse, collaboration and accessibility of scientific knowledge [103]. There are
various dimensions to Open Science with relevance to ABM. Harnad [104], for example, has
been a long-term advocate of Open Access to scientific publications. There are also emerging
principles for provision of Open access to Data: ‘Findable, Accessible, Interoperable and
Reusable’ (FAIR; [105]). Though these both apply to ABM, of more specific relevance to the
social simulation community is what might be termed ‘Open Modelling’ [106].
Poile and Safayeni [47] recommend code sharing and documentation to address issues with
assumptions in formalization of theory. A lot of programmers learn by example from what
others have done; such practices would be beneficial from an education perspective. Whilst
there is a long-established tradition of sharing code in specialist repositories such as CoMSES-
Net’s openabm.org website [107], tools and techniques such as literate programming [108] and
provenance [109] to record metadata about software implementations are not typically applied.
Kremmydas et al. [110] also emphasize the importance of transparency when using ABMs
in agricultural policy contexts. Their survey of literature finds a rapid growth of ABMs used to
analyse agricultural policies since 2008, but only 11% of the 32 papers they surveyed released
model source code and data enabling interested parties to reproduce the results and adjust
assumptions to test sensitivity. Their recommendation to release source code and data empha-
sizes the points made earlier in the context of social theory, but provenance metadata around
simulation structure and outputs would help even further.
Metadata, source code release and documentation may not suffice, however. Edmonds and
Polhill [106] suggest a number of activities needed to make a model open. Releasing the
source code is not necessarily enough: the code itself would ideally be neatly laid out,
structured and commented. Version management should be used to keep track of which
version of the source code is associated with a specific article. Typical behaviour should be
documented, and tables of input-output data provided to characterize the important behaviour
of the model, with accompanying visualizations.
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A further issue with openness has to do with the potential ‘complicatedness’ of ABMs,
which can make them incomprehensible to anyone except their developers. This is a matter
raised by Couclelis [111] at Parker et al.’s [112] seminal workshop on ABM of LUCC. To
Couclelis [111], ABM-LUCC models would need both environmental and social dynamics
fitted to empirical observations – a matter that would introduce a degree of complicatedness to
the model such that questions would legitimately be asked about whether the benefits of such a
model outweigh the costs of building and calibrating it and analysing its outputs. Moss [113],
however, argues that real social systems are Bmessy systems^ (p. 2) in that there is not enough
knowledge about them to make them amendable to elegant analysis; indeed, in ‘wicked
problems’ what knowledge there is may well be contested [39]. Complexity and complicat-
edness cannot be ignored just because they are inelegant, difficult, or computationally expen-
sive to process.
Sun et al. [27] draw on Loehle’s [114] concept of the Medawar zone to argue that, in
comparison with conceptual ABMs, empirical ABMs have a relatively high level of compli-
catedness at which optimum model utility occurs. McDowall and Geels’s [115] response to
Holtz et al. [116] article on modelling transitions draws on Andersson et al. [117] to
characterize social-ecological systems as both complex (bottom-up, self-organized) and com-
plicated (in structure), and hence only amenable to narrative analysis. In fact, Andersson et al.
[117] draw on Edmonds and Moss [118] to argue that ‘descriptive’ agent-based simulations
push the boundary of applications of ABM into higher complicatedness than the more
traditional, Santa Fe Institute school of thought entailing high complexity but low complicat-
edness. Andersson et al. subsequently observe ([117], p. 155) that, though methods are not
developed, simulation and narrative analysis should complement each other in wicked con-
texts. Such complementarity, particularly in collaborative contexts, may provide the means by
which complicated, descriptive ABMs become more comprehensible.
5.4 Ethics
With increasing scrutiny over the use of personal data, we should be prepared that ABM will
pose challenges when applied in empirical contexts that are less of an issue otherwise. In some
cases, models may be simulating the future of specific households based on their data, for
example: their employment prospects, health, marital status, beliefs, and other attributes most
would quite reasonably consider an intrusion of their privacy. Whilst Fienberg and Makov
[119] provide a method for detecting whether a release of population classification data will
compromise confidentiality, we need methods for anonymization that allow data sharing and
visualization of results. An alternative when publishing work is always to use synthetic
populations with similar statistical properties to the empirical population. Methodologically
this has utility at least in assessing the robustness of observed outcomes in the simulation, and
any contingencies on the specific situation to which it is applied.
A further matter pertains to the involvement of ABMs in the policy process and the
democratic accountability thereof. This has not traditionally been considered necessary –
nobody was asked whether they wanted policy evaluated using General Equilibrium Models
or even whether they agreed with the underlying assumptions – but there are good arguments
for increasing openness to facilitate this [106].
It is also important from an ethical standpoint that ABM delivers on its promises, bearing in
mind McDowall and Geels’s [115] sixth challenge to would-be modellers of societal transi-
tions that they avoid being over-confident. This is significant where outcomes from simulation
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models might be used to influence policy decisions. Gilbert et al. [65], considering the ethics of
applying models in policy contexts, emphasize the potential for modellers to derogate the
uncertainty of their results for various reasons, including expert bias, a belief that
highlighting the uncertainty will not be well-received, failure to find effective ways to
communicate the uncertainty, and pressure from stakeholders. They note (para. 5.26)
that such risks are increased when models have not been developed collaboratively
with those who will use the results.
Ethics aside, over-confidence is also a concern for empirical applications of ABM in policy
contexts per se. Matthews et al. [120] draw on Nissen’s [121] depiction of the way in which
expectations of the potential of new technologies in comparison with established ones develop
over time from unbelief (lower expectations) through euphoria (maximum expectations) and
disappointment (lower expectations) to maturity (higher expectations). Matthews et al.’s [120]
depiction augments Nissen’s [121] with a bifurcation at the trough of disappointment, adding a
branch leading to abandonment.
To cross the chasm, ABM cannot rely on its ‘newness’ or ‘radicalness’, but on its ability to
show, across the spectrum of metrics and qualitative assessments resulting from the research in
section 5, that it can deliver better (more robust [122], more comprehensive) policy insights,
helping to create policy that avoids the kinds of adverse outcome in section 3, through
integrating diverse knowledge as described in section 4.
6 Discussion and conclusion
Figure 1 summarizes the discussion in the preceding sections as a ‘tube-map’ showing the
steps needed for ABM to cross the chasm as interchange stations between the early adopters
and early majority. Various themes emerge, which are visualized in Fig. 1 as the colours of the
lines intersecting with each station. We now discuss these themes in turn.
A meta-study of ABM would be useful in assessing the level of adoption of ABM in
various disciplines to look for niches that may not have been exploited, but also for areas
where a shift in approach may be needed to appeal to pragmatists. A meta-study would also
help with the development of methodology, and synthesizing knowledge from ABM applica-
tions. In addition to various reviews, cited earlier, examples of syntheses do exist, such as
Cioffi-Revilla and Gotts’s [123] TRAP2 classification, and Hare and Deadman’s [12] taxon-
omy. However, a much larger-scale, comprehensive activity should be undertaken, not only of
the models themselves, but of the contexts in which they are built.
Though we have said repeatedly that complexity is not attractive to policymakers, a critical
examination of it would help in being clearer how issues with complexity are important to
policymakers in avoiding unintended consequences and gaming the system. We need to
formalize further the statistical signatures [20] of complexity so that we can broaden the
means by which we argue our models have captured dynamics. We should anticipate that there
are various classifications of complex system (see [124]) rather than attempting a grand unified
theory of complexity at this stage, and undertake research in empirical and theoretical contexts
that allow us to discover what they are, learn how to detect them, and what the ontological
structures are that lead to associated observed statistical signatures.
Transparency is important in developing clear visualizations from ABMs and summarizing
outputs for policymakers, and links through to the open science agenda and ethics. It may be
easy for some in ABM to believe that model transparency is fully addressed through adopting
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ABM in the first place. Tesfatsion [125], for example, has argued (rightly) that ABM
representations are more transparent than equations. However, as Lorscheid et al. [126] point
out, the way the model is used to develop results is also an issue for transparency, as well as the
results themselves being so [127].
Ethics is sufficiently important to merit a theme in its own right, and a matter that has not
received a great deal of attention in the ABM literature ([65] being an exception). Hansson
[128], notes that, because it has regarded them as being in the domain of the decision sciences,
ethics has not treated risk appropriately, neither has it considered individual action in the
context of other actions that, in effect, reduce the degree to which consequences of the
individual action can be exclusively related to it.
Semantics is integral to developing meaningful hybridized models of social-ecological
systems, as well as providing the basis for structural validation of models through ontological
interoperability [32]. There is a sense in which ontologies can also facilitate transparency
[129], through separating the representation of the model from its implementation, and
ontologies have been argued by Livet et al. [130] and Gotts and Polhill [131] to have important
roles as intermediaries in inter- and trans-disciplinary research. Troitzsch [132] has argued that
extracting ontologies from models can lead to suggestions for how to improve them.
The Integration and Implementation Sciences (I2S) are a potentially useful community for
ABM to network with, a basis for gathering together disparate views on decision-making, and
provide a context in which ABM might be taught. Too many post-graduate students of ABM
find themselves in situations where they are the only student in their department (or even their
whole university) using the approach. Creating accredited on-line courses, summer schools
and training materials is one way to address the education issue. More generally, interdisci-
plinary collaborations face institutional obstacles discussed by various authors (e.g. [133–136])
that need to be overcome. If current institutions are not working, we will need to experiment
with new ones.
Applying ABM in the empirical world means facing up to prediction and validation.
Edmonds [137] outlines five purposes for modelling: prediction, explanation, theoretical
exposition, description and illustration. As he defines them, prediction is reliably anticipating
unknown data with useful accuracy (p. 42), explanation is about identifying plausible causal
chains (p. 45), theoretical exposition concerns the establishment of general principles (p. 48)
that need not necessarily apply in the real world (p. 49), description entails the (partial)
representation of a real-world situation (p. 50), and illustration is, in essence, using ABM
for the purposes of visualization (p. 53). We should not be naïve about which of these is going
to be of most interest to policymakers. Getting predictions wrong should be seen as opportu-
nities to learn, rather than the consequences of poor science by bad researchers. More
important, however, is developing feasible criteria with which we can assess whether someone
was in a position with respect to their model that they could reasonably have made the
predictions they did.
The tube-map metaphor highlights that many of the themes cut across endeavours in areas
of work not purely of interest to agent-based modellers (whilst also, it could be said, reflecting
the fact that ABM is still something of an ‘underground’ activity). As Squazzoni [40] has said,
ABM is fundamentally a cross-disciplinary endeavour. Tress et al. [138], clarifying some of
the terminology around integrated research, emphasize that inter- and transdisciplinary work is
about building new knowledge at boundaries. It is not uncommon for monodisciplinary
researchers to expect their work to be usable without them having to adapt their methods,
but this belief is mistaken: new knowledge is generated by working together. For ABM, this is
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important because it has specialist requirements that mean existing work may not be complete-
ly reusable. To take one example, hypothesis evaluation using significance testing with
simulation experiments has been questioned [139]. This does not mean that statistical testing
is irrelevant, just that we need new methods that are appropriate. Crossing the chasm should
therefore be expected to entail active inter- and trans-disciplinary collaborations. It is clear that
ABM will remain a cross-disciplinary endeavour, requiring researchers to be willing to work
together in ways that do not necessarily speak to their core disciplinary audiences. ABM work
will be done by coalitions, and part of the work of the chasm will involve training collaborators
to work with agent-based modellers.
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Appendix
Method for perfunctory niche analysis
To conduct the niche analysis described in section 2.1 of the main paper, we used two Clarivate
Analytics products: Web of Science Core Collection (WSCC), and Journal Citation Reports
(JCR). As characterized by Moore [5], the early majority prefer to talk to people they trust
within their own area. We used the WSCC Category field associated with each journal in JCR
to obtain lists of journals in a number of areas of endeavour (Appendix Table 2) in the year
2012. These areas were chosen subjectively for their requirements for what might be regarded
as core strengths of agent-based models, especially around social and coupled social-
environmental complexity, and exploring scenarios where macro/systemic goals are affected
by the interests and interactions of diverse individuals.
Table 2 Web of Science Categories used in the JCR database (2012) to select journals. Also shown is the
number of journals returned, and the ranks included to get the top 10% (which we classify as ‘high’), 25% (which
we classify as ‘high-medium’) and 50% (which we classify as ‘low medium’) of the journals in that area







Agriculture Agricultural Economics &
Policy
72 1–8 9–18 19–31
Agriculture, Multidisciplinary
Economics Economics 333 1–34 35–84 85–167





92 1–10 11–23 24–46
Sociology Sociology 138 1–14 15–35 36–69
Urban Systems Urban Studies 38 1–4 5–10 11–19
Water Management Water Resources 80 1–8 9–20 21–40
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The journals were then ranked in descending order of the 2012 Journal Impact Factor (JIF).
Though the source of some controversy in measuring the significance of a journal,4 it is still
commonly used. Further, later in the analysis and as shown in Appendix Table 2, we grouped
journals together according to whether their rank put them in the top 10%, 25% or 50% of
journals, This meant that the precise rank of a journal when sorted by JIF is not so important.
The assumption behind this approach is that specialist leaders in a research area will
typically publish in higher-ranking journals. These leaders will be the kind of people that
the rest of the early majority (from the point of view of adoption of ABM) will be looking to
trust and follow. They are the gatekeeper ‘pragmatists’ who need to see a clear, order-of-
magnitude benefit to using ABM if it is going to be more widely adopted in a research area.
The analysis then turned to the WSCC databases. We searched for articles (i.e. as a
WSCC document type) published in the 10 years from 2008 to 2017 inclusive,
assigned a Web of Science category corresponding to the research area in Appendix
Table 2. We then restricted this to articles mentioning ‘model’ or ‘simulation’ in the
topic (a combination of title, abstract, keywords and ‘keywords-plus’), and looked for
the subset of those with topic likely to indicate ABM: ‘agent-based’, ‘agent based’,
‘multi-agent’, or ‘multi agent’. An example search history for the Agriculture research
area is shown in Appendix Table 3.
Since we only searched the JCR database for the year 2012, some of the articles returned by
the WSCC search will not be in journals returned by the JCR search. Listing in the WSCC and
JCR databases for a journal requires meeting a number of criteria; journals listed in 2008–2011
or in 2013–2017 might not necessarily be listed in 2012, and vice versa. Further, individual
articles can be assigned more than one category, meaning that though they are relevant to the
category, they are not necessarily published in a journal assigned that category. In terms of
exploring the use of ABM in a research area, neither are particularly problematic. The new
listing or unlisting of a journal in JCR would typically occur in journals with lower levels of
impact, and unlikely to be read or published in by leaders in the field. It is these leaders that the
early majority would be looking to trust according to Moore’s [5] psychological characteriza-
tion. For similar reasons, an article addressing a research area, but not in one of the journals
assigned a relevant category, is not necessarily going to be read by a research leader in that
research area.
Somewhat frustratingly, theWCSS and JCR databases are not consistent: the strings used to
record journal names in the data returned by the WSCC and JCR databases can differ. Typical
reasons for this included the presence of non-alphabetic characters in journal titles (especially
the ampersand and dash), which appeared in JCR records, but were removed in WSCC; and
additional information (such as ‘VOL x’ or ‘ON LINE’) in the WSCC record for the journal
name that did not appear in the JCR record. Manual intervention was thus necessary to ensure
that all records returned by WSCC searches were counted in the JCR results, and this is a
source of potential error.
Appendix Table 2 shows the ranges of journal ranks (by JIF) included to capture the
proportions of model and simulation papers that also indicate relevance to ABM for the top
10%, 11–25%, 26–50% and bottom 50% of journals in each research area. The results are
summarized in Appendix Table 4, and show, in general, very low levels of adoption: less than
1%, with no particularly clear pattern across journal rankings, with the exception of the
Multidisciplinary research area, which has higher numbers in the bottom 75% of journals
4 https://sfdora.org/read/
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(low-medium ranking and bottom ranking). However, these ranks contain journals such as
Complexity and Advances in Complex Systems, where ABM might expect to be more common
than otherwise. We therefore show revised numbers separately for the Multidisciplinary
research area, treating ABM results as though they were other model/simulation papers.
The Interdisciplinary Social Sciences area is an exception. The results in Appendix
Table 4 show that just over 2% of articles mentioning model or simulation also
mention ABM in the high-medium category. The results shown already exclude the
Journal of Artificial Societies and Social Simulation (JASSS) from consideration.
Table 3 Example search history for the agriculture research area
ID Results Search expression
# 5 59 (#4 AND #1) AND DOCUMENT TYPES: (Article)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S,
CPCI-SSH, ESCI Timespan = 2008–2017
# 4 15,646 (WC= (“AGRICULTURAL ECONOMICS & POLICY” OR
“AGRICULTURE, MULTIDISCIPLINARY”) AND #2)
AND DOCUMENT TYPES: (Article)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S,
CPCI-SSH, ESCI Timespan = 2008–2017
# 3 10,844 (#1 AND #2) AND DOCUMENT TYPES: (Article)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S,
CPCI-SSH, ESCI Timespan = 2008–2017
# 2 3,565,579 (TS = (model OR simulation)) AND DOCUMENT TYPES:
(Article)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S,
CPCI-SSH, ESCI Timespan = 2008–2017
# 1 14,315 (TS = (“agent-based” OR “agent based” OR “multi-agent” OR
“multi agent”)) AND DOCUMENT TYPES: (Article)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S,
CPCI-SSH, ESCI Timespan = 2008–2017
Table 4 Summary of results showing the number of articles categorized in highest ranking (top 10%), high-
medium ranking (ranks from 11 to 25%), low-medium ranking (26–50%) and bottom ranking (50%) journals.
The rank cut-off points are shown in Appendix Table 2. The Multidisciplinary row also includes results where
ABM papers in journals with the word ‘complex’ in the title have not been counted by treating them as though
they were modelling papers but not ABM ones













Agriculture 5804 26 (4.5) 1881 5 (2.7) 2123 7 (3.3) 4086 15 (3.7)
Economics 11,574 93 (8.0) 12,899 37 (2.9) 21,548 202 (9.4) 28,673 243 (8.5)
Multidisciplinary
(without complex)
22,506 73 (3.2) 76,479 293 (3.8) 3887 46 (11.8) 5967 115
(19.3)




2778 4 (1.4) 2367 48 (20.3) 2248 15 (0.67) 1657 14 (8.4)
Sociology 1433 17 (11.9) 1415 12 (8.5) 3232 17 (5.3) 2607 28 (1.1)
Urban Systems 972 7 (7.2) 1045 6 (5.7) 1112 7 (6.3) 1499 10 (6.7)
Water Mgt 15,271 21 (1.4) 10,459 23 (2.2) 14,342 29 (2.0) 15,492 16 (1.0)
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JASSS is the journal in which to publish ABM work; were JASSS included, the
overall percentage of ABM papers (as a proportion of model or simulation) in the
Social Sciences Interdisciplinary Web of Science Category would be nearly 3.5%.
Returning to the 2% in the high-medium category, 38 of the 48 articles are from two
journals: Adaptive Behavior (27 articles) and Social Science Computer Review (11
articles). Both of these journals have remits that lend themselves to the publication of
ABM work. Though the intrusion of ABM into interdisciplinary science is debatable
in the sense that dialogue is not necessarily occurring with established leaders in the
area, the presence of three journals publishing ABM in the top 50% of this category
is notable.
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