On a very small surface, a chip, several thousands of oligonucleotides, can be synthesized using a mask technology. Given a set of oligos, the problems tackled here are :
Introduction
An oligo-chip is a kind of DNA array that is commonly used to quantify gene expression and to detect viruses or pathogene bacteria in some biological experiments or quality control measurements. Each oligo works as a probe and hybridizes the complementary part of a DNA fragment. The main technology to manufacture high density oligo-chips is photolithography using masks to select the oligos on which one base, among A, T, G or C, has to be added [Jacob and Fodor, 1994] . Each mask can be seen as a stencil and corresponds to a specific base. Thus, the series of masks can also be considered as a sequence, over the same alphabet. Consequently, each word corresponding to an oligo is a subsequence of the mask sequence. Or, equivalently, the series of masks that permits to synthesize the oligos, is a common supersequence of all the oligo words.
The first aim of this paper is to minimize the number of masks necessary to synthesize a given set of oligos. As soon as the number of oligo words is greater than two, the shortest common supersequence problem, or SCS-problem, has been proved NP-Hard [Maier, 1978] , even for binary strings [Räihä and Ukkonen 1981] and other various conditions [Li and Jiang, 1995] . It means that an optimal solution, for several thousands of oligos, can never be computed. We define approximate methods to build supersequences as short as possible. The first section is devoted to this kind of heuristics. They are compared and tested on a real data set and give results similar to those recently proposed by Rahmann [2003] .
Our second aim is to improve the reliability of a chip. If a single mask does not add the necessary nucleotides at the right positions, some oligos will not be correct and they could provide misinterpretations. In the second section, we investigate the possibility to put on the chip two copies of each oligo, these copies being synthesized by two disjoint subsequences of masks, having no common mask. Doing so, each copy can validate the other one (if they agree). We shall see that a series for a double copy requires much less masks than twice the necessary number for a single copy.
On the minimum number of masks
To manufacture oligo-chips, the trivial algorithm, actually used in an industrial process, is to fill each position along oligos one after another. And so, four masks are used for each position. Consequently, the number of masks is four times the length of the oligos, denoted L. This quantity, 4.L, is a good upper bound for our problem. A simple reasoning gives a lower bound. Let a i (resp. c i , g i and t i ) be the number of A (resp. C, G, T) in the i-th oligonucleotide. For the whole set, the minimum number of A is at least equal to the greatest a i . Finally the number of masks in a supersequence cannot be lower than
these maxima being generally reached by different oligos. It would suffice to have, in the given set, the four oligos made with a single base, to get a lower bound equal to the upper bound, and the trivial algorithm would be optimal.
Iterating dynamical programming
It is well known that a shortest common supersequence of two words µ and ν, denoted SCS(µ, ν), can be obtained using a dynamical programming method [Irving and Frazer, 1992] . Let T be a table such that T (i, j) is the length of a shortest supersequence common to prefixes µ [1, i] and ν [1, j] . We have :
• T (0, i) = i, since the shortest supersequence common to the empty word and ν is ν; • T (j, 0) = j for the same reason ;
• T (i, j) = 1 + T (i − 1, j − 1) if the two words have the same character in positions i and j ; These formula define a dynamical programming schema, which is easy to apply.
Example 1. Let ATTATGCTAT, TATATGCATT and CTATTGCCTA be three oligos. For the two first we obtain table T :
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There is a SCS of length 12 that can be established reading the table from the lower-right corner to the upper-left one ; the path is not unique. There is one corresponding to supersequence TATTATGCATAT. Now one can combine this sequence with the third oligo to get a supersequence of length 14 common to the three words : CTATTATGCCATAT. As the result depends on the order of the words during computation, it may be not optimal. 
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As λ is bounded by 4L, the complexity of this algorithm is O(N.L 2 ), making it practical whatever is the value of N .
We have observed performances of this iterating method. It is very good when there is a small number of oligos (less than a dozen) but it is very poor for the expected quantities (N 1000). In the following subsections, we investigate some constructive ideas, elaborated first for the dual problem of the longest common subsequence [Guénoche, Vitte 1995] . They derive from the greedy principle.
Greedy principle and scoring functions
Over the alphabet A = {A,T,G,C} each oligo is a word of length L. Each step consists in selecting one letter to progress along these words. It corresponds to one mask for adding the corresponding base at the end of all the oligos requiring it. Compared to the industrial process, the advance toward the next position is anticipated, progressing irregularly along the oligos.
At the current step, for each oligo some prefix is covered, and the running character is the one permitting to progress. The greedy principle is to select the letter that maximises a scoring function Sc : A → R. Letter c such that Sc(c) = max x∈A Sc(x) is retained. We never come back on this choice, so it is a greedy strategy, and all the words are covered just one time. In each step, the selection is made counting the required characters. So the algorithm has complexity O(N.L).
Several scoring functions have been tested :
The most required character
Let Req(x) be the number of oligos having a x in current position. The simplest idea is to select the most required character. In that case
Example 2. We always consider the three oligos of Example 1. Initially A, T and C are required once ; because of alphabetic order, A is retained. At the second step, two T and one C are required ; so T is retained. At this position, AT is covered in the first oligo, T in the second one and nothing in the third one. To continue, one A, T or C are needed, etc. Finally a supersequence of length 17 is obtained : ATATATGCTATTGCCTA.
Weighted characters
Because character C is only retained in 8-th position in the supersequence, the previous scoring function on this example gives a poor result. The third oligo starts too late to use characters common with the two first. Since oligonucleotides have the same length, it could be better to progress more or less regularly along them. For that, the required characters are weighted by the length of the suffix that remains to be covered. So the score of character x becomes more and more important along the iterations that put it aside, until to get the highest score. Let cc(i) be the current character of the i-th oligo and Ls(i) be the length of its suffix from this character ; we have
Ls(i).
Postponed characters
Another classical idea in combinatorial optimization is to anticipate the next selection. Evaluating what is required at the current position, one can foresee what will be necessary at the next one. If one character is often present at the next position, it could be wise not to select it at this step, in order to realize a more important covering at the next step. These are postponed characters, that could be kept. So we define another scoring function equal to the number of times a character is required less the number of times it is postponed. Let F (x, y) be the number of oligos in which there is an x at the current position, followed by a y at the next one. We have Req(x) = y∈A F (x, y). One character is postponed if it comes just after the current position, except if the two consecutive characters are equal. So P st(y) = x∈A F (x, y) − F (y, y) and
Example 3. At the first step, one A, T or C are required, and in second position, there are two T and one A. It is better not to begin with T, since it is postponed twice, nor with A which is equally required and postponed. So we begin with C. At the second step, T is required twice and postponed once and Sc(A) = −1. Consequently T is retained, etc. Finally, a supersequence of length 14 is obtained : CTATTATGCCTATT.
Anticipating the next step
Selecting the most required character maximizes the advance that can be done at this step. In the previous scoring function, we look one step ahead to characters for the next step, and we make a compromise : counting the number of times a character is in second position will not guaranty that all the instances could be used. For that, the first character must have been retained. If a x is selected at the current step, for the next one the most required different character, which realizes M ax y =x [Req(y)+F (x, y)], could be selected. But if we take again the same character x we will make an advance of F (x, x) positions. So we have Req(x) oligos requiring an x at the current step plus all the oligos having a y after x. The corresponding scoring function is
This quantity estimates the maximum number of positions that can be covered during two steps selecting first character x. But only one character is added in the supersequence, and the next choice depends on what will be observed at the next positions.
Two improvements
Bi-directional principle
Until now, all the oligos have been read from left to right. The opposite way generally leads to another supersequence. Some procedures to compose several parts in both supersequences, to realize a better one, have been studied for subsequences [Guénoche and Vitte 1995] . They have not been efficient enough for the SCS problem applied to a large number of oligos. The bidirectional algorithm is only the selection of the shortest supersequence after both runs, one in each direction.
Elimination of useless characters
It often happens that some character selected at one step becomes unnecessary in the final supersequence. These useless characters can be easily detected, checking if the series of masks in which they are (temporarily) deleted is always a common supersequence of all the oligos. All the characters of a supersequence are tested one after another from left to right. The first useless character is eliminated and we continue to test the remaining ones. There are λ characters to test and each one require O(N ·L) operations. Consequently, this elimination procedure is in O(N ·L 2 ).
Simulations and experimentation
To compare the efficiency of these scoring functions, simulations have been made. As for a real oligo-chip to design, we have selected at random some patterns that are words of length 20 over a four letter alphabet. For each one, we build four oligos corresponding to this pattern in which the central position (here position 10) is occupied by any other letter of the alphabet. With N p patterns, we get N = 4.N p oligos for a trial. The tested values for N p are respectively 250, 500, 1000, 2500 et 5000 corresponding to 1000, 2000, 4000, 10000 et 20000 oligos on a chip. The compared methods use the bi-directional principle with character elimination. They only differ in their scoring fonctions.
• A : Selection according to the required characters.
• B : Selection according to the weighted characters.
• C : Selection according to the postponed characters.
• D : Selection anticipating two steps.
These values are the average length of a supersequence, after 200 trials, corresponding to N p random patterns of length 20. Obviously, all the scoring functions give the same results in the average. But for a particular problem they differ in a few units ; for N p = 1000 it can goes up to 3 and the each method gives the best result half the time. Consequently, for a given set of oligos, the four functions must be tried, and the shortest supersequence is kept. Finally, for chips with 20 000 oligos, one can predict around 67 masks, 13 less than the 80 actually used.
As it can be predicted by the complexity analysis, the computation is very efficient. For N p = 1000, including the random selection of the oligos and the comparison of the four methods, hundred problems are solved in 40 seconds on a PC computer. And for N p = 5000 it takes 3'30" confirming the linearity in N .
About biological data, for a real chip on E. Coli, a set of probes has been selected by R. Christen (CNRS-Station marine de Villefranche/mer). There are 5328 oligos of length 20, as for the simulations. The minimum number of A, C, G, T are respectively 12, 11, 13, 10 making a lower bound equal to 46. The results of the four methods vary between 64 to 67 masks.
Complete bacterial genomes have also been tested , selecting one pattern in each gene. For Mycoplasma Genitalium, there are 484 genes providing 1936 oligos. For each trial, a supersequence of length 65 has been obtained. The same protocol has been done with the 5379 genes of the E. Coli referenced in the NCBI data bank. As it is predicted by the simulations, a supersequence of 67 masks has been determined.
Double supersequence
One of the main problems, synthesizing oligos on a chip, is the reliability of the mask technology. A faulty mask does not add the required nucleotide at the wanted positions on the chip or adds it at a wrong place. Consequently, unnecessary probes or incorrect ones, can be generated. This could be tested by quality controls, but present chips are generally made for a single use. Hubbell and Pevzner [1999] , proposed to make a special zone on the chip for quality probes to detect variation in the manufacturing process. Here, we investigate the possibility to put on the chip two instances of the same oligo, each one being synthesized by completely specific subsequence of masks.
Let ν be the sequence of masks. A realization of an oligo, is a subsequence of ν capable of synthesizing it. Two realizations are different subsequences giving two copies of the same oligo. They are disjoint or separate if they do not share any mask in ν. From a practical point of view, we would like to build a supersequence that contains at least two disjoint realizations of each oligo. This will be called a double supersequence, those of section 2 being just single supersequences. We propose to put on the chip two separate copies of each oligo giving two different spots. Because if there is just one copy, made with a unique subsequence of masks, it could indicate a wrong result. But if the two copies agree, the conclusion is more likely. And if they do not, one can check other probes generated with the same masks.
The decision problem "Given two words µ and ν, does ν contains two disjoint realizations of µ ?" have been studied in Guénoche [2000] . In this paper, we have introduced a polynomial algorithm, having time complexity O(L 2 ), to answer this question. It provides also the mask order for the two copies. We first summarize this algorithm.
A dynamical programming schema
Let µ 1 and µ 2 be the two searched copies of µ. For any pair of prefixes, the idea is to determine the number of characters in ν that are necessary to cover separately both prefixes. To do so, we build a two-dimensional table T , indexed on the positions in µ 1 and µ 2 , such that T (i, j) is the length of the shortest prefix of ν that permits to cover separately µ 1 For an efficient implementation of this method, the position of the next instance of any letter of the alphabet after a given position in ν must be memorized. This can be done realizing a table P os, row indexed on the alphabet and column indexed on the positions in ν. P os (x, k) designates the smallest position of character x that is greater than k, if any ; if there is no x after k, P os(x, k) = 0. A classical algorithm has been proposed by Apostolico and Guerra [1987] . The table P os being established, to compute table T , we apply the dynamical programming schema : 
The single oligo case
To extend a sequence ν to be a double supersequence of a single word µ, we have defined an elementary algorithm. Admitting µ is a subsequence of ν, we first delete from ν the leftmost realization of µ; it remains a sequence ν . If it is not a supersequence of µ, we build a shortest supersequence of µ and ν , σ = SCS(ν , µ), using the dynamical programming method of section 2.1. Then, we insert into σ the deleted characters of the leftmost copy of µ, taking care of the former positions. Now, the resulting supersequence contains two disjoint realizations of µ.
Example 4. We look for two disjoint copies of TCACGCG in TACGTCAC-TACGCTAGACG. Deleting characters of the leftmost copy of µ leads to ν = AGTCTACTAACG having length 12. Searching for SCS(ν , µ) gives a supersequence of length 13, σ = AGTCTACGTAACG. Thus, it suffices to add one character G to ν to get two disjoint realizations of TCACGCG. It remains to insert characters of µ at their previous positions which can be find back comparing ν and σ. Finally, we get TACGTCACTACGGCTAGACG. The first copy is indicated using + and the second one using -.
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This algorithm does not guaranty a shortest double supersequence, because it is possible to get less added characters deleting a copy of µ which is not the leftmost one.
The several oligos case
To establish a double supersequence of a oligo set, we have retained the following procedure after many simulations. It makes it possible to estimate the number of saved masks, compared to two identical series of a single supersequence. It is a stochastic algorithm, starting from a single supersequence computed by method A, B, C or D.
In Section 2 a lower bound for the length of a supersequence containing at least one copy of all the oligos have been indicated. For a double supersequence we multiply it by 2 to get the minimum numbers of A, T, C or G. Starting from a single supersequence, we put the additional characters at random places to get the necessary quantities. So we obtain a starting sequence denoted by ν. Doing so, two runs of the program generally will not give the same result, since the initial sequence was not the same. /* Algorithm to build a double supersequence */ While ν is not a double supersequence
Step 1 For each oligo µ If ν does not contain 2 disjoint copies of µ Eliminate from ν the characters of the leftmost copy of µ Let ν be the remaining sequence Evaluate Def (µ) = |SCS(ν , µ)| − |ν | End of For /* Def(µ) is the number of characters to add to get two disjoint copies of µ*/
Step 2 Let π be the oligo requiring the greatest number of added characters Def (π) = max{Def (µ)} Eliminate from ν the characters of the leftmost copy of π Let ν be the remaining sequence Compute σ = SCS(ν , π) Insert the characters of the leftmost copy of π in σ to get ν End of While
Step 3 Eliminate the useless characters in ν, testing each one. 2 ). The number of iterations is not foreseeable, but it is bounded by the difference of length between the single and the double supersequence, which is at most 4L. The observed number of iterations in our simulations is always much lower than L. The third step, to shorten the supersequence, is a loop indexed on the characters of ν. Each test of two disjoint copies is in O(L 2 ), so the third step is in O(λ.N.L 2 ) = O(N.L 3 ).
Coming back to the E. coli oligos
For the E.coli set of probes introduced in section 2, we have seen that 46 characters is the lower bound for a single supersequence. So we need at least 92 to realize a double. We have computed a single supersequence with 64 characters, and we put inside the 28 additional ones to get the necessary bases. We mention that it is important to complete a single supersequence because, generally, a random sequence of length 92 is not a common single supersequence ! After a small number of trials (less than 10), we have obtained a double supersequence of length 107. After the elimination of the useless characters, we arrive to a double supersequence of length 98. Compared to the trivial solution which consists in the periodic series ATGC repeated 40 times, making 160 masks to get two disjoint copies, 61 masks have been saved for this chip. For the other set of the 21516 oligos covering all the genes in E. coli, we have obtained a double supersequence of length 114, which is 20 masks less than twice 67. The computation time is about 15", mainly for the elimination step.
In conclusion, for a reasonable number of masks, much less than twice the necessary number for a single copy using the Afimetrix process, one can make a chip for 20000 oligonucleotides with two separate copies of each oligo. Shorter mask series can be obtained, if just a part of the oligo set necessitates a double copy.
