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ABSTRACT

Inferring Research Fields in Administrative Records Using Text Data
by
Ekaterina Levitskaya

Advisor: Dr. Rebecca Levitan
The UMETRICS database (Universities: Measuring the Effects of Research on Innovation,
Competitiveness, and Science) contains rich information on grants from sponsored federal and nonfederal research for 32 universities over a 15-year period. It is hosted at IRIS (Institute for Research
on Innovation and Science, University of Michigan) and serves as a rich source of university
administrative data; however, it does not contain information on research fields. Categorizing
grants data by research field can help to measure results of investment in research and science and
provide evidence for the data-driven policy-making; yet administrative data often lacks this type of
categorization. In the UMETRICS database the funding source name is mentioned on the grant, but
funders sponsor research from a variety of fields. For all/most grants, we discovered a grant title is
known. Our goal is to find a simple and interpretable method of assigning research field categories
using grant title text. We propose a straightforward and computationally inexpensive approach by
using keywords from the Wikipedia research fields’ corpus and assigning “probability” scores to a
grant title and its keywords as belonging to a given research field.
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INTRODUCTION
The UMETRICS database (Universities: Measuring the Effects of Research on Innovation,
Competitiveness, and Science) contains rich information on grants from sponsored federal and nonfederal research for 32 universities over a 15-year period. It is hosted at IRIS (Institute for Research
on Innovation and Science, University of Michigan) and serves as a rich source of university
administrative data; however, it does not contain information on research fields. Categorizing
grants data by research field can help to measure results of investment in research and science and
provide evidence for the data-driven policy-making; yet administrative data often lacks this type of
categorization. In the UMETRICS database the funding source name is mentioned on the grant, but
funders sponsor research from a variety of fields. For all/most grants, we discovered a grant title is
known. Our goal is to find a simple and interpretable method of assigning research field categories
using grant title text. We propose a straightforward and computationally inexpensive approach by
using keywords from the Wikipedia research fields’ corpus and assigning “probability” scores to a
grant title and its keywords as belonging to a given research field.
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BACKGROUND
The knowledge organization and categorization in modern science has its challenges: on the one
hand, there is an increased complexity of domain descriptions in terms of new fields and subfields
(simple taxonomy approaches cannot always capture that complexity); on the other hand, overly
complex ontologies are not favored by knowledge organization system users (scientists, science
administrators, funders, analysts, policy makers) - even though for machines complex organization
systems are not an issue, it is much harder for human perception [2]. If our goal is to enhance
existing administrative data with useful research field metadata for improved evidence-based
policy making, we should opt for creating simpler taxonomy structures. The need to enhance
administrative data has also been highlighted at an NSF workshop “Changing the Conduct of
Science in the Information Age”, during which the difficulty of documenting data for reuse was
mentioned as one of the primary social barriers to data access by workshop participants [3]. In
considering our approach, we also need to keep in mind that in order for a created taxonomy to be
accepted by a larger community and become truly reproducible, it has to be standardized enough.
Using raw text data to extract insights can enrich such “conventional” sources, as administrative
data [4].

Commonly used approaches for taxonomy creation and text categorization include the following
methods: 1) rule-based system, 2) keyword extraction, topic modeling, machine learning, 3) Wikilabeling. Rule-based system includes manual categorization of internationally standardized
categories (such as “physics”, “economics”) [5-6], however, this approach is not scalable enough
for application to today’s available big data and the need to categorize large amounts of text. The
second approach includes automated keyword extraction, topic modeling [7]. In our approach we
also utilize keywords (tokens), however, there is a downside to the use of a full topic modeling
2

approach, as topic models produce keywords rather than “ready-to-use” topic labels and still
require human review. In addition, topic modeling is a complex and not a very transparent method
for the use and adoption by a larger community (as well as other commonly used machine learning
approaches [8-14]). In our approach we propose a much simpler calculation of “probability” scores
for a given text of belonging to one or another category (described below). In addition, our
approach draws from the third text categorization method known as “Wiki-labeling”. The authors
of this method generate a taxonomy of concepts with associated Wikipedia pages (disciplines, such
as physics, chemistry, and engineering, are used as the original labels), and text is mapped to these
disciplinary categories through the similarity metrics [15]. In our approach we draw from this idea
of using Wikipedia articles as text proxies for research fields of interest, however, our goal is to
introduce an even simpler and more transparent approach to categorizing text based on keywords
and calculation of “probability” scores described below.

Our approach is inspired and led by the co-author of the work on a tool for assigning terms to
biomedical documents based on abstract similarity and references to MEDLINE records [16].
Previous work has also confirmed that even using such short text data samples as award titles can
prove efficient enough for automatic semantic document annotation [17]. Before describing our
approach in more detail, in the next section we discuss the exploration of the available grants text
data in the UMETRICS database.
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DATA EXPLORATION
Institute for Research on Innovation and Science, University of Michigan (IRIS)
collects record-level administrative data on sponsored research (federal/non-federal) from 31 U.S.
universities over ~15-year period. The data includes information on awarded grants, principal
investigators, grant titles, abstracts, keywords, but does not contain any information on the
sponsored research field.
Based on the grants data, it is possible to construct a network of research groups (collaborators
working with each other on overlapping grants). Research groups may be funded from different
sources (e.g. 80% from Agency 1, 20% from Agency 2, with the largest funding amount from
Agency 1). An example of a grant composition of a research group is provided in Figure 1. For this
research group, around 50% of grants come from USDA, 30% come from NSF, and around 20%
come from HHS. In terms of the award amount composition, over 50% belongs to USDA, and the
rest is shared between NSF and HHS.
Figure 1. Example of the award composition (number of grants and award amount) of a given research
group.

Understanding a grant composition of a research group can help to assign priority of a given
research field (if we assume that the largest funding has the largest influence on a research group’s
4

work).
To explore available text data in the UMETRICS database, we construct a matrix of all available
research fields terms. For every research group, we construct a weighted matrix based on the grant,
ProQuest dissertation and theses data, and research fields identified in those data sources. We link
the data sources based on the employee number of each research group’s faculty member with
NSF, NIH, and award data in UMETRICS. We also identify employee numbers of students
(graduate and postgraduate) and link them to ProQuest dissertations’ data to identify each one's
field of study.
We identify proxies for research fields based on available text data sources, including funding
source name, award titles, ProQuest dissertation and theses data subject categories, spending
categories, assigned project terms, organizational departments, directorates, and divisions (Table
1).
Table 1. Research field proxies in available data sources in the UMETRICS database.
Research Field (RF) Proxy
Data Source
Column name

Description

Example

RF Level

Biochemistry,
org_dept

Organizational department

Broad (0)
Pharmacology

NIH

Infectious Diseases,
nih_spending_cats

Spending categories

Fine (1)
Translational Research

project_terms

Award project terms

directorate

Directorate

Gene function, Proteins Detailed (2)
Directorate for
Broad (0)
Biological Sciences

NSF
Division of
division

Division
Environmental Biology Fine (1)
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Coarsely aggregated
coarseagg

Natural Sciences

Broad (0)

Biological Sciences

Fine (1)

dissertation field
ProQuest

fineagg

Fine dissertation field

subjects

Subject categories

Microbiology,
Detailed (2)
Bioinformatics
Animal & Plant Health

funding_source_name_
raw

Name of a funding source

Fine (1)
Inspection Service
Control of bee behavior

Awards
by stably engineered
award_title

Award title

Detailed (2)
gut microbial
communities

We then create a matrix of all available field terms from the linked data sources (Table 2). We
identify three levels of research fields: broad level (Level 0), fine level (Level 1) and a more
detailed level (Level 2). We then allocate the research field terms according to these levels.
Table 2. Example of a matrix per research group with different research field levels.
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In each data source category, we weigh the research field terms by number of grants, award
amount, and the frequency of terms used in the award/dissertations descriptions. Assuming that the
largest funding source has the largest influence on a research group’s work, we then assign
primary, secondary, tertiary, etc. focus based on each award amount and associated keywords
(Table 3).
Table 3. Assigning a research focus priority based on the award amount for a research group
(a simulated example).
Focus

RF Level 0

RF Level 1

RF Level 2

Amount/
Source

Primary

Zoology

Genetics

West Nile Virus

Infectious Diseases

Vector-Borne

Biotechnology

Diseases

1M/NIH

Rare Diseases
Secondary

Natural Sciences

Agriculture

Entomology

850K/Animal &

Biological Sciences

Plant Pathology

Plant Health
Inspection
Service

Tertiary

Geosciences

Polar Programs

420K/NSF

This exercise on finding proxies for research fields in the available text data in the UMETRICS
database (without any complex topic modeling or other machine learning approaches) shows us
that it is possible to leverage existing text data with a simple and transparent approach. In the next
section we describe our method of using the raw text of an award title to map it to the corpus of
research fields extracted from Wikipedia articles.
7

APPROACH
Our goal is to find a simple and interpretable method of assigning research field categories to
award title texts. We do so by using text of Wikipedia articles per research field [18].
We apply the following steps to both texts – award titles and Wikipedia articles:
1) Clean/standardize text:
a. remove punctuation and special symbols;
b. lowercase;
c. remove numbers.
2) Remove stopwords (using a standard NLTK corpus with stopwords [19]);
3) Stem words (using NLTK Porter Stemmer [19]);
4) Get the frequency of tokens in every award title / Wikipedia research field article/corpus.
We create the following 21 categories of research fields1, and we scrape associated Wikipedia text
articles (the Python code for scraper and Wikipedia articles’ links are provided in the Appendix):

1) Physics
2) Philosophy of religion
3) Architecture, Industrial Design
4) Mathematics
5) Engineering, Mechanical, Civil, Electrical Engineering
6) Social science, Economics, Sociology, Political Science
7) Geo Sciences, Earth science, Geology

1

These correspond to the names of the Wikipedia articles. Categories are closely related to ProQuest fine research
fields categories.
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8) Environmental Science, Ecosystem Science, Ecology
9) Area, Ethnic, Gender studies, Geography, Demography
10) Behavioral sciences, Psychology
11) Chemistry, Chemical Engineering
12) Biology, Biomedical Sciences
13) Health Sciences
14) Fine and Performing Arts
15) Education
16) Literature and Language, Linguistics
17) Agriculture
18) Information and Communication, ICT, Computer Science
19) Business, Finance, Accounting, Marketing, Management Sciences
20) History
21) Law (Jurisprudence, Law, Critical Legal Studies)
Our goal is to create for every award title a distribution of “probability” scores for these 21
research field categories (a likelihood that a given award title belongs to a given research field
category). We calculate it the following way:
➔ Create a term-frequency matrix for the Wikipedia research fields’ corpus, where a row is a
research field and columns are unique tokens in the Wikipedia corpus; values are the
frequency of those tokens in a given research field (we experiment with Count Vectorizer
and Term Frequency-Inverse Document Frequency (TFIDF) Vectorizer in Scikit-learn
Python package, 20]. We then convert those frequencies to percentages of the total – e.g.
how often a word “engineering” appears in a given research field relative to other fields.
9

➔ Get frequency counts of tokens in the award titles.
➔ For every word in an award title, if that word is in the Wikipedia term-document-frequency
matrix (vocabulary), multiply word frequency in a title by frequencies in the Wikipedia
term-document-frequency matrix (to get a final “probability” score per research field).
In the next section we present descriptive statistics of results and discuss our findings.
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RESULTS
Tables 4a and 4b show an example of weights for a word ‘molecular’ using simple frequency
counts and TF-IDF. The top 3 research fields based on frequency counts are “Chemistry”,
“Biology”, “Environmental Sciences”, while TF-IDF assigns more weight to “Biology”, followed
by “Chemistry” and “Physics”.
Table 4a. Frequency counts for ‘molecular’

Table 4b. TF-IDF weights for ‘molecular’

Research Field
Chemistry
Biology
Environmental Sciences
Physics
Agriculture
Behavioral Sciences
Engineering
Law & Legal Studies
Social Sciences
Architecture

‘molecular’
14
12
12
5
2
1
1
0
0
0

Research Field
Biology
Chemistry
Physics
Environmental Sciences
Agriculture
Behavioral Sciences
Engineering
Law & Legal Studies
Social Sciences
Architecture

‘molecular’
0.102866
0.053356
0.035243
0.024446
0.008561
0.003346
0.001838
0
0
0

Area, Ethnic, Gender Studies
Business
Information &
Communications
Education
Fine & Performing Arts
Health Sciences
History
Literature & Language
Mathematics
Earth Sciences
Philosophy of Religion

0
0

Area, Ethnic, Gender Studies
Business
Information &
Communications
Education
Fine & Performing Arts
Health Sciences
History
Literature & Language
Mathematics
Earth Sciences
Philosophy of Religion

0
0

0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0

Let’s take a look at the resulting assignment of research fields for grant titles containing word
‘molecular’. We can see that frequency counts distribute assignment between different research
fields (Figure 2a), while TF-IDF weights sharply highlight a field of ‘Biology’ (Figure 2b). TF-
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IDF weights allow to emphasize a particular field, however, note that assignments by either simple
frequency counts or TF-IDF weights make sense in both cases for titles containing word
‘molecular’ (both methods assign most grants to “Environmental Sciences”, “Biology”,
“Engineering”, “Chemistry”, “Health Sciences”).
Figure 2a. Assignment of research fields (for grant titles containing word ‘molecular’)
using frequency counts.

Frequency counts: grants titles with 'molecular' are
mostly assigned to Environmental Sciences
Environmental Sciences
Biology
Engineering
Chemistry
Behavioral Sciences
Literature & Language
Health Sciences
Social Sciences
Agriculture
Information & Communications
Area, Ethnic, Gender Studies
Fine & Performing Arts
Physics
Law & Legal Studies
Earth Sciences
Business
Architecture
Mathematics
Education
Religion
History

907
686
492
352
260
161
157
141
115
60
52
40
39
33
29
27
16
6
3
1
1
0

100

200

Source: IRIS UMETRICS 2019 Data Release
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Figure 2b. Assignment of research fields (for grant titles containing word ‘molecular’)
using TF-IDF weights.

TF-IDF weights: most grant titles with 'molecular' are
assigned to Biology
Biology
Chemistry
Environmental Sciences
Health Sciences
Behavioral Sciences
Physics
Engineering
Agriculture
Literature & Language
Information & Communications
Earth Sciences
Fine & Performing Arts
Area, Ethnic, Gender Studies
Architecture
Law & Legal Studies
Social Sciences
Business
Education
Mathematics
Philosophy of Religion
History

1826
339
281
172
170
138
123
122
74
64
55
41
37
32
27
26
16
11
8
7
5
0

200

400

600

800 1000 1200 1400 1600 1800 2000

Number of grants

We will now take a look at the distribution of research fields for all grants in our dataset. With
frequency counts, top 5 fields for all grants include “Engineering”, “Environmental Sciences”,
“Social Sciences”, “Agriculture”, “Behavioral Sciences” (Figure 3a). With TF-IDF weights, our
full dataset is mostly characterized by grants in “Agriculture”, “Biology”, “Behavioral Sciences”,
13

“Health Sciences”, “Environmental Sciences” (Figure 3b).

Figure 3a. Assignment of research fields (all grants) using frequency counts.

Frequency counts: most grants are assigned to Engineering and
Environmental Sciences
Engineering
Environmental Sciences
Social Sciences
Agriculture
Behavioral Sciences
Health Sciences
Biology
Area, Ethnic, Gender Studies
Literature & Language
Chemistry
Information & Communications
Law & Legal Studies
Business
Earth Sciences
Education
Physics
Fine & Performing Arts
Architecture
Mathematics
History
Philosophy of Religion

32,464
31,389
31,034
27,911
24,457
13,444
13,423
13,080
12,386
9,258
8,967
5,488
5,437
3,791
3,342
3,264
2,340
2,257
1,348
731
586
0

5,000

10,000

15,000

20,000

25,000

30,000

35,000

Number of grants (using CountVectorizer)
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Figure 3b. Assignment of research fields (all grants) using TF-IDF weights.

TFIDF Vectorizer assigns most grants to Agriculture and Biology
Agriculture

31,655

Biology

31,174

Behavioral Sciences

24,572

Health Sciences

21,994

Environmental Sciences

17,170

Engineering

16,235

Area, Ethnic, Gender Studies

14,703

Information & Communications

12,703

Chemistry

10,989

Physics

9,581

Education

8,924

Social Sciences

7,389

Business

7,087

Earth Sciences

6,524

Literature & Language

5,510

Architecture

5,305

Fine & Performing Arts

4,334

Law & Legal Studies

4,183

Mathematics

2,879

History

2,431

Philosophy of Religion

1,488
0

5,000

Source: IRIS UMETRICS 2019 Data Release
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Number of grants (using TFIDF-Vectorizer)

We further investigate whether the assignment of fields makes sense for the grants of particular
agencies. We look at two examples: grants from the United States Department of Energy (DOE),
and grants from the United States Department of Health and Human Services (HHS).
In the case of DOE (Figures 4a, 4b), the first point to notice is that the assignment to research fields
makes sense for most DOE grants. Top 5 research fields for DOE grants using frequency counts are

15

“Engineering”, “Environmental Sciences”, “Chemistry”, “Social Sciences”, and “Physics”, and
using TF-IDF weights those top 5 research fields are “Chemistry”, “Physics”, “Engineering”,
“Environmental Sciences”, and “Agriculture”. These assignments make sense based on the work
related to the Department of Energy. Another interesting observation: Figure 4a shows that using
frequency counts assigns most grants in favor of one field (“Engineering”), while TF-IDF weights
(Figure 4b) distribute assignment more equally between three fields (“Chemistry”, “Physics”, and
“Engineering”).
Figure 4a. Assignment of fields (DOE grants) using frequency counts.

Frequency counts: most DOE grants are assigned to
Engineering
Engineering
Environmental Sciences
Chemistry
Social Sciences
Physics
Agriculture
Information & Communications
Earth Sciences
Behavioral Sciences
Area, Ethnic, Gender Studies
Literature & Language
Business
Biology
Law and Legal Studies
Fine & Performing Arts
Architecture
Mathematics
Education
Religion
Health
History

1309
940
691
445
345
297
233
182
154
140
116
71
67
59
52
33
25
20
8
5
1
0

200

Source: IRIS UMETRICS 2019 Data Release
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Figure 4b. Assignment of research fields (DOE grants) using TF-IDF weights.

TF-IDF weights: DOE grants are more equally assigned
between Chemistry, Physics, and Engineering
Chemistry
Physics
Engineering
Environmental Sciences
Agriculture
Information & Communications
Earth Sciences
Biology
Behavioral Sciences
Area, Ethnic, Gender Studies
Architecture
Business
Social Sciences
Fine & Performing Arts
Law & Legal Studies
Literature & Language
Education
Mathematics
Health Sciences
Philosophy of Religion
History

849
775
686
495
395
339
324
241
218
177
123
101
100
99
55
53
53
44
41
24
10
0

100

200

Source: IRIS UMETRICS 2019 Data Release
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We now investigate a research field assignment of grants for another agency – the United States
Department of Health and Human Services (HHS). We first look whether top 5 research fields
make sense for the HHS area of work. With frequency counts, the top 5 research fields for HHS
grants include “Behavioral Sciences”, “Social Sciences”, “Health Sciences”, “Environmental
Sciences”, and “Biology” (Figure 5a); with TF-IDF weights, the top 5 research fields include
“Biology”, “Health Sciences”, “Behavioral Sciences”, “Agriculture”, “Environmental Sciences”
(Figure 5b). In both cases, the assignment of research fields makes sense for the HHS area of work.
17

Figure 5a. Assignment of research fields (HHS grants) using frequency counts.

Frequency counts: most HHS grants are assigned to
Behavioral Sciences
Behavioral Sciences
Social Sciences
Health Sciences
Environmental Sciences
Biology
Engineering
Agriculture
Literature & Language
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Information & Communications
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Business
Law & Legal Studies
Education
Fine & Performing Arts
Earth Sciences
Architecture
Physics
Philosophy of Religion
Mathematics
History

9,909
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6,045
5,201
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1,428
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Figure 5b. Assignment of research fields (HHS grants) using TF-IDF weights.

TF-IDF weights: most HHS grants are assigned to
Biology
Biology
Health Sciences
Behavioral Sciences
Agriculture
Environmental Sciences
Area, Ethnic, Gender Studies
Engineering
Information & Communications
Literature & Language
Education
Chemistry
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Business
Physics
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Law & Legal Studies
Fine & Performing Arts
Earth Sciences
History
Philosophy of Religion
Mathematics

16568
12528
9082
6332
3491
3457
2813
2687
2295
2066
2001
1967
1530
1439
1005
931
863
747
425
404
301
0

2000 4000 6000 8000 10000 12000 14000 16000 18000

Number of grants

The comparison of these descriptive statistics of results with using frequency counts and with TFIDF helps to observe the following. On the one hand, using only frequency counts proves to be
efficient enough to make research fields assignment which makes sense for our dataset. Using TFIDF weights helps to discriminate more sharply between different research fields. There are still
issues that need to be resolved in both cases. The grant titles are often very short, and after removal
of stop words, can consistent of only a few words, including homonyms. For example, a word
‘novel’ as a noun (a type of narrative fiction) has a high weight in the Wikipedia article about
“Literature”, and if a short title consists only of two words after removing stop words, such as
19

‘novel’ and ‘microbial’ (‘novel’ as an adjective, e.g. ‘novel method’), although we would want
such a grant to be assigned to “Biology”, a very high weight on a word ‘novel’ can push it towards
categorizing it as a “Literature & Language” research field. A possible solution to this is using partof-speech tagging to assign different weights based on a part of speech (such part-of-speech tagger
needs to be run on the full title text, before removing stop words, to preserve syntactic
information). Another point for further experimentation includes investigating the use of
lemmatized words. For example, a stem ‘imag’ can map to both words ‘imaging’ (e.g. with a high
weight in “Biology” field) and ‘image’ (e.g. with a high weight in “Fine & Performance Arts”). It
could be worth experimenting with and without including stemmed words, in order to be able to
preserve those distinctions.
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CONCLUSION
Our goal in this work has been to find a simple, fast, and transparent approach to categorize an
administrative data source (grants text data) with research fields. We propose a computationally
inexpensive approach using keywords of grant titles and openly available Wikipedia corpus. We
compare the use of frequency counts and TF-IDF weighted counts to conclude that in both cases
the assignment of research fields makes sense for most grants, with TF-IDF helping to make higher
distinction between the research fields. We hope to build on this implementation and to refine the
precision of assignment further, without having to utilize the machine learning approaches, in order
to keep our approach as simple, transparent, and computationally inexpensive as possible. We hope
that such implementation can be more widely adopted by a larger community due to its easy
reproducibility and transparency.
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APPENDIX
A). Python code to scrape Wikipedia corpus:
import requests
from bs4 import BeautifulSoup
from nltk.corpus import stopwords
from nltk.tokenize import word_tokenize
import nltk
from nltk.stem import WordNetLemmatizer
lemmatizer = WordNetLemmatizer().lemmatize

# Insert Wikipedia link
request = requests.get('https://en.wikipedia.org/wiki/Management_science').text

soup = BeautifulSoup(request, 'html.parser')

soup.title.string

text = []
for i in soup.find_all('p'):
text.append(i.get_text())

# Pre-proccess text
text = [i.strip() for i in text]
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text = [i for i in text if len(i) > 0]
stop_words = set(stopwords.words('english'))
text = [word_tokenize(i) for i in text]
text = [[y for y in i if y not in stop_words] for i in text]
text = [[y for y in i if y.isalpha()] for i in text]
text = [[y.lower() for y in i] for i in text]

other_stopwords = ['one', 'main', 'goal', 'understand', 'perhaps', 'two',
'much', 'suggest', 'unique', 'study',
'over']

text = [[y for y in i if y not in other_stopwords] for i in text]

text = [y for x in text for y in x]

with open(soup.title.string + '_text_all_words.txt', 'w', encoding='utf-8') as
file:
for i in text:
file.write(i + ',')

text = [lemmatizer(i) for i in text]

with open(soup.title.string + '_text_all_words_lemmatized.txt', 'w',
encoding='utf-8') as file:
for i in text:
file.write(i + ',')

words = set(nltk.corpus.words.words())
words = [i.lower() for i in words]
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text = [i for i in text if i in words]

with open(soup.title.string + '_text_filtered_words.txt', 'w', encoding='utf8') as file:
for i in text:
file.write(i + ',')

text = [lemmatizer(i) for i in text]

with open(soup.title.string + '_text_filtered_words_lemmatized.txt', 'w',
encoding='utf-8') as file:
for i in text:
file.write(i + ',')

B). A list of links used to construct final 21 research field categories (retrieved April 2020):
Physics - https://en.wikipedia.org/wiki/Physics
Philosophy of religion - https://en.wikipedia.org/wiki/Philosophy_of_religion
Architecture - https://en.wikipedia.org/wiki/Architecture
Mathematics - https://en.wikipedia.org/wiki/Mathematics
Engineering - https://en.wikipedia.org/wiki/Engineering
Social science - https://en.wikipedia.org/wiki/Social_science
Earth science - https://en.wikipedia.org/wiki/Earth_science
Geology - https://en.wikipedia.org/wiki/Geology
Environmental science - https://en.wikipedia.org/wiki/Environmental_science
Behavioral sciences - https://en.wikipedia.org/wiki/Behavioural_sciences
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Behavioral neurosciences - https://en.wikipedia.org/wiki/Behavioral_neuroscience
Chemistry - https://en.wikipedia.org/wiki/Chemistry
Biology - https://en.wikipedia.org/wiki/Biology
Health sciences - https://en.wikipedia.org/wiki/Outline_of_health_sciences
Health - https://en.wikipedia.org/wiki/Health
Fine art - https://en.wikipedia.org/wiki/Fine_art
Performing art - https://en.wikipedia.org/wiki/Performing_arts
Ecosystem - https://en.wikipedia.org/wiki/Ecosystem
Ecosystem ecology - https://en.wikipedia.org/wiki/Ecosystem_ecology
Ecology - https://en.wikipedia.org/wiki/Ecology
Education - https://en.wikipedia.org/wiki/Education
Literature - https://en.wikipedia.org/wiki/Literature
Language - https://en.wikipedia.org/wiki/Language
Linguistics - https://en.wikipedia.org/wiki/Linguistics
Agriculture - https://en.wikipedia.org/wiki/Agriculture
Area studies - https://en.wikipedia.org/wiki/Area_studies
Ethnic studies - https://en.wikipedia.org/wiki/Ethnic_studies
Gender studies - https://en.wikipedia.org/wiki/Gender_studies
Information and communication technology https://en.wikipedia.org/wiki/Information_and_communications_technology
Communication - https://en.wikipedia.org/wiki/Communication
Information - https://en.wikipedia.org/wiki/Information
Business - https://en.wikipedia.org/wiki/Business
History - https://en.wikipedia.org/wiki/History
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Jurisprudence - https://en.wikipedia.org/wiki/Jurisprudence
Law - https://en.wikipedia.org/wiki/Law
Critical legal studies - https://en.wikipedia.org/wiki/Critical_legal_studies
Industrial design - https://en.wikipedia.org/wiki/Industrial_design
Mechanical engineering - https://en.wikipedia.org/wiki/Mechanical_engineering
Civil engineering - https://en.wikipedia.org/wiki/Civil_engineering
Electrical engineering - https://en.wikipedia.org/wiki/Electrical_engineering
Economics - https://en.wikipedia.org/wiki/Economics
Sociology - https://en.wikipedia.org/wiki/Sociology
Political science - https://en.wikipedia.org/wiki/Political_science
Psychology - https://en.wikipedia.org/wiki/Psychology
Chemical engineering - https://en.wikipedia.org/wiki/Chemical_engineering
Biomedical sciences - https://en.wikipedia.org/wiki/Biomedical_sciences
Geography - https://en.wikipedia.org/wiki/Geography
Demography - https://en.wikipedia.org/wiki/Demography
Computer science - https://en.wikipedia.org/wiki/Computer_science
Finance - https://en.wikipedia.org/wiki/Finance
Accounting - https://en.wikipedia.org/wiki/Accounting
Marketing - https://en.wikipedia.org/wiki/Marketing
Management science - https://en.wikipedia.org/wiki/Management_science
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