In this paper, we examine the consequences of demand-function heterogeneity for the estimation of the consumer surplus. In particular, we show that, given a linear demand function with random coefficients, one can consistently estimate the consumer surplus distribution without making parametric assumptions about the coefficient distribution. The approach is illustrated using data on gasoline consumption.
Introduction
In recent years, there has been increased recognition that, although modelling consumer heterogeneity in terms of intercept heterogeneity will suffice for many purposes, there are other purposes for which this approach is inadequate. For example, the presence of heterogeneous consumers necessitates a different way of thinking about consumer surplus. Suppose that each consumer's (Marshallian) demand function is known up to some finite dimensional parameter, say f( p, y, u ): with price vector p and the income y, the consumer will spend f ( p, y, u ) . If the consumer heterogeneity is solely summarized by u, we can then view u as a random vector, and consumer i's demand function given u : 11-401-863-3883; fax: 11-401-863-1970 . E-mail address: jinyong-hahn@brown.edu (J. Hahn).
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The purpose of this paper is to address this i i problem using nonparametric methods. Specifically, we employ the approaches of Beran and Hall (1992) and Beran and Millar (1994) to analyze consumer surplus in a random coefficients (log) linear demand system. We consider semiparametric estimation of the consumer surplus distribution and the corresponding average consumer surplus assuming that the u distribution is nonparametrically specified. For i simplicity, we only consider the two-good linear demand system:
where, q, p and y denote the logarithms of quantity demanded, price and income, respectively. We identify and consistently estimate the u distribution utilizing the methodologies of Beran and Hall i 0 1
(1992) and Beran and Millar (1994) . With u distribution identified, it trivially follows that S u , p , p
involves solving a partial differential equation, but a closed form expression for our specification is available from Hausman (1981) .
Identification and estimation
In this section, the identification and consistent estimation of the consumer surplus distribution is discussed for the two-good linear demand system (1). The estimation strategy is taken from Beran and Millar (1994) . We first introduce some notation. Let F and G denote the distributions of u 5 a , b , g s d
F , G , and + F , G to be some sequence of distributions of u , p , y , and
denote any metric that metrizes weak convergence, e.g. the L -norm on characteristic functions. The each point being m . The minimum distance estimator defined by
can be shown to be consistent by Beran and Millar (1994, Proposition 2.4) . Note that the number of support points of this multinomial distribution can be interpreted as the number of consumer 'types'.
A multinomial distribution with three support points is interpreted as indicating that there are three different types of consumers, for example. Thus, the determination of m in the finite sample may be n guided by both economic and statistical intuition. random sample of size N from Q. As long as N →`as n →`, the corresponding simulated minimum distance estimator would still be consistent.
Empirical application
To estimate the average consumer surplus generated by changes in gasoline prices, we employ the data used by Hausman and Newey (1995) . The data set is from the US Department of Energy, and contains monthly gasoline consumptions q , the weighted averages of the gasoline price over a month the data set, see Hausman and Newey (1995, p. 1459) . We use the log linear individual demand specification log q 5 a 1 b log p 1 g log y (3)
We assume that the personal characteristics x can be used to predict u 5 a , b , g , but the prediction s d Tables 1-7 . In general, we find that there is a substantial difference between the average equivalent variations computed under the two assumptions. For the price change from $1.00 to $1.30, we find that most of the difference is accounted for by the difference in the tax revenue calculation, not to the deadweight loss. One possible explanation is that the difference in deadweight loss is minimal because the deadweight loss is of second order whereas the tax revenue is of first order in the price change. For the price change from $1.00 to $1.50, though, we observe a different pattern. The difference between these two specifications seems to arise from both sources. The average deadweight loss under unobserved heterogeneity is even lower than the corresponding figure for the price change to $1.30! Especially troubling is the fact that, for some types of consumers, 1 the deadweight losses are estimated to be negative! We do not have a good explanation, although one Table 3 Estimates of Consumer Surplus with m56
Unobserved heterogeneity Observed heterogeneity possible reason may be that the standard deviation of the deadweight loss is so big that a reliable average is hard to obtain even with a large sample. This is supported by our estimates of the standard deviation of the deadweight loss. A related possibility is that our estimator does not have a fast rate of convergence: even though we have established the consistency of our procedure, we do not expect the ] OE estimators to be n-consistent. Last, it may simply be the case that the log linear demand system is not a good specification for individual demand. It is instructive to compare our estimates with Hausman and Newey's (1995) . Their equivalent variation estimates are between $278.95 and $302.75 for the price change to $1.30, and $438.01 and 2 $475.91 for the price change to $1.50. Their deadweight loss estimates are between $29.19 and $38.68, and between $45.80 and $51.05, respectively. These numbers roughly correspond to our estimates calculated under the assumption that all heterogeneity is observed. On the other hand, our equivalent variation estimates (computed under the assumption that some heterogeneity is unobserved) are between $317.46 and $332.69 for the price change to $1.30, and $513.85 and $534.83 for the price change to $1.50. This difference seems to suggest that the unobserved heterogeneity may be more important than the demand function specification. Our deadweight loss estimates for the price change to $1.30 are roughly comparable to their numbers, whereas the ones for the price change to $1.50 are not. Again, we do not very well understand why the numbers are so much different for the latter price change. Focusing on the former price change, though, we observe that most of the difference between our numbers and Hausman and Newey's (1995) can be attributed to the tax revenue calculation.
