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Abstract — Discontinuities in data often provide vi-
tal information, and representing these discontinuities
sparsely is an important goal for approximation and
compression algorithms. Little work has been done
on eﬃcient representations for higher dimensional
functions containing arbitrarily smooth discontinu-
ities. We consider the N-dimensional Horizon class
– N-dimensional functions containing a CK smooth
(N − 1)-dimensional singularity separating two con-
stant regions. We derive the optimal rate-distortion
function for this class and introduce the multiscale
surﬂet representation for sparse piecewise approxi-
mation of these functions. We propose a compres-
sion algorithm using surﬂets that achieves the opti-
mal asymptotic rate-distortion performance for Hori-
zon functions. This algorithm can be implemented
using knowledge of only the N-dimensional function,
without explicitly estimating the (N − 1)-dimensional
discontinuity.
I. Introduction
Discontinuities are prevalent in real-world data and often
represent a boundary separating two regions, thus provid-
ing vital information. Representing discontinuities sparsely is
therefore an important goal for approximation and compres-
sion algorithms. Wavelets model smooth regions well, but fail
to represent discontinuities sparsely and capture their coher-
ent nature. Little work has been done on eﬃcient represen-
tations for higher dimensional functions with discontinuities
along smooth manifolds. There are a variety of situations such
as video (3-D) and light-ﬁeld imaging (4-D, 5-D) for which
such representations would be useful.
II. Definitions and Problem Setup
Let b be a function of N − 1 variables such that b :
[0, 1]N−1 → [0, 1]. Let x ∈ [0, 1]N and y = [x1, · · · , xN−1] ∈
[0, 1]N−1. We deﬁne the function f of N variables such that
f(x) = 1I{xN≥b(y)}, where 1I{·} is an indicator function.
The function f is known as a Horizon-class function [1],
where the function b deﬁnes a manifold horizon boundary be-
tween values 0 and 1. We consider the case where the horizon
b belongs to CK , where K = r + α, r is a positive integer,
α ∈ (0, 1], and all order-r partial derivatives of b exist and
belong to Lip(α) [2]. We denote the class of all Horizon-class
functions f containing such a discontinuity by F .
We have proved [2] that the optimal asymptotic rate-
distortion performance for the class F is given by D2(f,
 
fR)


1
R 
K
N−1 , where f ∈ F ,
 
fR is the approximation provided by
the compression algorithm using R bits, and D2(·, ·) denotes
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square-error distortion. The primary goal of our research is
to encode an arbitrary function f ∈ F while asymptotically
achieving the rate-distortion performance.
III. Surflets
A surﬂet at scale j is an N-dimensional atom deﬁned over
a dyadic hypercube domain [0, 2−j ]N . It is a Horizon-class
function with the discontinuity being a polynomial of degree
r. One can cover the entire domain [0, 1]N with a collection of
such dyadic hypercubes (possibly at diﬀerent scales) and use
surﬂets to approximate f locally over each of these smaller
domains. Note that deﬁning surﬂets in N dimensions enables
our algorithm to operate directly on the N-dimensional func-
tion, without explicit knowledge of the (N − 1)-dimensional
discontinuity.
We obtain a discrete surﬂet dictionary by quantizing the
set of allowable surﬂet polynomial coeﬃcients. For  ∈
{0, 1, . . . , r}, a surﬂet coeﬃcient of order  at scale j ∈ 
is restricted to values {n ·∆,j}n∈  , where the stepsize satis-
ﬁes ∆,j = 2
−(K−)j . These quantization stepsizes are care-
fully chosen to ensure the proper ﬁdelity of surﬂet approxi-
mations without requiring excess bitrate. We quantize and
encode higher-order polynomial coeﬃcients with lesser preci-
sion, without a substantial increase in distortion.
IV. Compression Algorithm
We propose a tree-based multiresolution approach to ap-
proximate and encode f . The approximation is arranged on
a 2N -tree, where each node in the tree at scale j represents
a hypercube of sidelength 2−j . Every node is either a leaf
node (hypercube), or has 2N children nodes (children hyper-
cubes that perfectly tile the volume of the parent hypercube).
Each node in the tree is labeled with a surﬂet. Leaf nodes pro-
vide the actual approximation to the function f , while interior
nodes are useful for predicting and encoding their descendants.
Combining the notion of multiresolution with predictive cod-
ing provides signiﬁcant gains in terms of rate-distortion perfor-
mance. In fact, we have proved [2] that a top-down predictive
surﬂet coding algorithm achieves the above optimal asymp-
totic performance for the class F . Finally, we note that with
a minor modiﬁcation, our algorithm can also achieve the opti-
mal asymptotic rate-distortion performance when the degree
of smoothness K is an unknown integer.
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