In this article, a distributed model-free consensus control is proposed for a network of nonlinear agents with unknown nonlinear dynamics, unknown process disturbances, and white noise measurement disturbances. Here, the purpose of the control protocol is to first synchronize the states of all follower agents in the network to a leader and then track a reference trajectory in the state space. The leader has at least one information connection with one of the follower agents in the network. The design procedure includes adaptive laws for estimating the unknown linear and nonlinear terms of each agent's dynamics. The salient feature of the proposed control scheme is that each agent's estimation is a model-free adaptive law, that is, the need for regressor or linear-in-parameter basis is alleviated. In addition, without requiring direct connection to the leader, the leader's control input can still be reconstructed by virtue of a robust observer which can be defined in a distributed manner in the network. The entire design procedure is analyzed successfully for the stability using Lyapunov stability theorem. In addition, it is shown that the proposed distributed controller includes an optimal term. Besides, a modified Kalman filter is added to eliminate the measurement noise. Finally, the simulation results on three networks of unknown nonlinear systems are presented. Moreover, a comparative study is presented to evaluate the proposed algorithm against a model-based cooperative control algorithm.
Introduction
Great attention has been paid to the problem of controlling multiagent systems ranging from consensus to formation control. [1] [2] [3] [4] The solutions applied to oscillator synchronization, mobile robot and aircraft formation, mobile sensor area coverage, vehicle routing in traffic, containment control of moving bodies, and so on. 5 Generally, all of these problems can be considered as a consensus problem, in which all agents' states (or outputs) should be synchronized inside a network. 6 In practice, each agent's dynamics usually has an unknown nonlinear structure due to unpredictable environmental disturbances, unmodeled dynamics, and other uncertainties. Hence, the requirement for designing distributed cooperative control without any a priori model of the agents' dynamics is essential. These types of control policies are called model-free controllers (MFCs) 7 or data-driven controllers 8 in the literature. Although several MFCs have been proposed for a single-agent system, 7,9-14 the use of MFCs for multiagent systems is quite new. 15, 16 The consensus problem for a class of nonlinear first-order multiagent systems with external disturbances is discussed by Das and Lewis, 17 while the problems for second-order and higher-order nonlinear multiagent systems are reported by Zhang and Lewis 1 and Peng et al., 2 respectively. Distributed adaptive leader-following control for unknown dynamic systems with guaranteed finite-time convergence is proposed by Mahyuddin et al. 18, 19 The algorithms are model-based cooperative controllers which require sufficiently rich input signals to guarantee persistently excitation condition for the regressors. The procedure to design a distributed state-output feedback cooperative control is presented by Wang et al. 20 for uncertain multiagent systems in undirected communication graphs. This procedure is extended for a directed communication graph with a spanning tree characteristic. 21 To remedy the problem of a nonaffine system for a general class, several works such as by Meng et al. 22 employ a direct adaptive approach using an artificial neural network (ANN).
Most of the MFCs for nonlinear systems in the literature are proposed under the context of reinforcement learning (RL). These controllers are actually optimal adaptive controllers, which calculate the optimal control policy in an online manner using some adaptive laws. 23 These algorithms include an online estimation process for the cost function to evaluate the controller performance (critic network) and another online process to estimate the optimal control signals (actor network). These two online estimations are performed using two distinct ANNs. 24 While more appropriate performances can be achieved by increasing the number of nodes in each of the mentioned ANNs, this may increase the computational complexity. 25 Future prospective applications may be limited due to this caveat especially involving scarce energy resources. If the MFCs do not include ANNs for online estimation, the number of adaptive laws is reduced and the problem of computational complexity would be eliminated. Such an attractive feature, that is, being lite in computation, opens up multiple possibility of having the control scheme deployed on any distributed system.
A robust adaptive cooperative control is proposed by Mahyuddin and Safaei 26 for formation-tracking problem, whereby the system matrix for dynamic system is assumed to be known. In this article, however, the system matrix is completely unknown and to be estimated with a model-free adaptive law. In contrast to the previous work by Mahyuddin and Safaei, 26 the main controller gains are, instead, determined online. Another salient feature exemplified in this article is that the proposed cooperative controller considers an optimal policy by virtue of RL to find a solution to the algebraic Riccati equation.
Safaei and Mahyuddin 27 proposed the idea of modelfree cooperative controller for the first time. By contrast, here an optimal analysis is also provided to show that an optimal term is incorporated into the proposed controller. Moreover, a detailed explanation about the dynamical structure for unknown dynamics of each agent in the network is presented in the current work. The approach adopted does not require the maximum absolute values for unknown dynamics of each agent.
In this article, a distributed consensus control problem is solved for a network of agents with general unknown nonlinear multi-input and multi-output (MIMO) dynamic system using a model-free control algorithm. The main contribution of this article is the design and development of an MFC algorithm for consensus problem involving a network of nonlinear multiagent systems without requiring the use of ANNs to estimate the unknown system dynamics and disturbances. Here, the proposed distributed MFC is based on a new structure for the unknown dynamics of each agent. The unknown dynamics of each agent can be segmented into two parts: linear-in-states and nonlinear. Two separate adaptive laws are proposed for estimating both linear and nonlinear terms in the system at each agent. The estimation of unknown nonlinear terms is performed in such a way that the dependence on any model regressor or nonlinear basis functions is removed. This implies that the estimation is regressor-free. By estimating the linear terms, a technique is proposed for online determination of the controller gains locally at each agent by the solution of a continuous-time algebraic Riccati equation (CARE). Moreover, a robust observer is designed for all the follower agents, which are not connected to the leader. The observer estimates the leader's control input(s). The stability analysis of the whole algorithm is provided with Lyapunov stability theorem. In addition, an optimality analysis based on the solution of a Hamilton-Jacobi-Bellman (HJB) equation is presented to illustrate the efficacy of the optimal term in the proposed cooperative MFC controller. Furthermore, since the proposed structure for unknown dynamics of each nonlinear agent in the network is linear-in-states, a modified Kalman filter is implemented to remove the measurement white noise. Finally, a simulation study is provided to evaluate the performance of the proposed distributed controller on a chaotic plant and a non-affine nonlinear system. The contributions of this article are listed as follows:
A distributed MFC protocol is proposed for a generic unknown nonlinear system without the use of any ANN. The network-based adaptive law for estimating the unknown nonlinear terms at each agent is regressorfree. The controller gain (P matrix) is updated online without requiring knowledge on the communication topology of the network.
In the following, first, a general formulation for a network of unknown nonlinear agents is proposed in General formulation for a network of unknown nonlinear MIMO agents. The design procedure for the MFC cooperative control is presented in Design procedure for model-free cooperative control with tracking objective. That section includes three different subsections dedicated to distributed estimation for unknown system matrix, adaptive MFC cooperative protocol, and cooperative robust observer for the leader's control inputs. In Cooperative robust observer for leader's control inputs, the modified Kalman filter observer is proposed for compensating the measurement noise. Finally, a simulation study including three different cases, a comparative study against a model-based cooperative control algorithm, and an analysis for different types of measurement noise are provided in Observer design for compensation of measurement noise, Simulation study, and Comparison with model-based cooperative control algorithms, respectively.
General formulation for a network of unknown nonlinear MIMO agents Definition 1. Consider a network of N homogenous nonlinear dynamic systems. Let GðV; E; AÞ be an undirected graph with the set of N nodes V ¼ ðv 1 ; :::; v N Þ, a set of edges E ¼ ðe ij Þ, and associated adjacency matrix A ¼ ða ij Þ 2 R N ÂN , representing the interagent connectivity. 5, 28 The in-degree matrix is the leader's control input. The values of u 0 are defined regarding the reference trajectory in the state space of agents, which should be followed by the entire network.
Definition 5. For a network defined in definition 1 to definition 4, we can define a consensus error e i 2 R n , considering the neighboring information available at agent i via the communication graph
The consensus errors of all agents in the network can be expressed as
where e ¼ ½e 1 ; :::; e N T 2 R NnÂ1 , I n is an identity matrix in R nÂn , and 1¼ ½1; :::;
Design procedure for model-free cooperative control with tracking objective Distributed robust adaptive parameter estimation for unknown system matrix. Lemma 1. Combination of a stable estimator and a stable controller within a dynamic system will lead to a stable system. This is investigated in the literature as separation principle for both linear and nonlinear dynamic systems. 29, 30 Theorem 1. Consider the dynamics of agent i in the network as in equation (6) . If one can define
as the rate for estimation of A at ith agent, where l is a positive scalar and
and
where s is the Laplacian operator and a 2 R þ is a constant positive scalar denoting filter coefficient of the designer's choice, then by considering the following Hamiltonian
the filtered format of H 0 defined as
converges to zero asymptotically.
Proof. Let us define the estimation error for A i as (6) as the dynamics of agent i. According to lemma 1, one can useĝ instead of g (a stable estimator will be proposed later in theorem 1 forĝ) in this equation. Hence, we have
Then, by filtering both sides with 1 sþa to avoid signal differentiation, we have
which is in the form of w i ¼ Ar i , where
consequently leading tow
Now, consider the following Lyapunov function
which has derivative as
To have _ V 0 < 0, we reach the adaptive law
It should be noted that according to definition 2, the elements of A are constant real values; hence _ A ¼ 0. Recalling the Lyapunov stability theorem, since V 0 > 0 and _ V 0 < 0 in R À f0g,w i converges to zero asymptotically. Then the proof is completed. Proposition 1. The adaptive law, estimating the linear term A, is equipped with a leakage term to make the estimation robust against bounded perturbation 31 as follows
where r 1 is a positive scalar. 
Distributed adaptive MFC protocol. In this section, two analyses are presented for designing the distributed adaptive MFC protocols. They are stability analysis and optimality analysis.
Stability analysis. Proposition 2. If the consensus errors of all agents as in equation (9) converge to zero, then all agents in the network will synchronize to each other and to the reference trajectory denoted by the leader agent successfully, that is, x i ! x j ; t ! 1 and 8 agent i, x i;j ! x o ; t ! 1.
Theorem 2. For a network with dynamics defined in equation (7) and recalling the consensus error in equation (9), with providing the conditions that the diagonal elements in H are nonzero and the gain matrix B is full-rank, if one can define the control input u i for agent i as 
where g is a positive constant scalar defining the adaptation rate and r 2 is another positive scalar acting as the leakage term, then proposition 1 will be achieved.
Proof. Consider the following Lyapunov function
where P ¼ diagðP 1 ; :::; P N Þ, K I ¼ diagðK 
By replacing _ x from equation (23), and also adding and subtracting 2e
T PÂðB x 0 Þ1, we have
Besides, by multiplying both sides of equation (9) witĥ A, we haveÂ e ¼ÂðH I n Þx ÀÂðB x 0 Þ1 ð30Þ
In addition, by recalling remark 1 and the undirected property for the communication graph of the network (which in turn means that matrix H is a symmetric matrix), one can have the following commutative propertŷ
Thus, by incorporating equations (30) and (31) into equation (29) and recalling the mixed-product property for Kronecker product, substituting _ x 0 ¼ u 0 , and also adding and subtracting 2e
T PðH I n Þĝ, one can rewrite equation (29) as
Since _ g 6 ¼ 0, we have
Then, by adding and subtracting
we lead to
Utilizing the following adaptive law
the third term in equation (35) is zero. Hence, we have
Since g is bounded and Lipschitz, we have jgj M g and j _ gj M _ g, where M g and M _ g are two positive vectors in R NnÂ1 . Equation (37) can be represented as follows
where
p and
Note that L 1 and d 1 are two positive constant scalars. Besides, if we set
where K ¼ diagðK 1 ; :::; K N Þ 2 R NnÂNn , one can reach
Further, by settinĝ
According to the LaSalle-Yoshizawa theorem, V 1 is uniformly ultimately bounded. Since V 1 includes the tracking error and the estimation error, we can deduce that e and its time integral z and alsog converge to a small radially bounded compact set around origin. Besides, the ith row (corresponding to the ith agent) in equation (40) can be presented as
Then, by rearranging this equation and recalling that B is full-rank and Hði; iÞ 6 ¼ 0, we lead to equation (24) . In addition, by considering equation (36), we can express the adaptive law for agent i as equation (25) . Then, the proof is completed.
Remark 3. According to equation (42), the controller gains P i can be determined online using the solution of following CARE
It is significant that the solution of this equation does not depend on the communication graph (i.e. H). This property will be beneficial while dealing with time-varying communication graph (i.e. when H ¼ HðtÞ). Only, the values for K should be tuned offline to be some large values with minimum effort, subject to communication graph being simply connected. for measuring the performance of a designed set of distributed control inputs u regarding the consensus-tracking objective. Here, V 4 ð:Þ is a scalar cost according to the performance of the system in future operations and J ð:Þ is a scalar value named system's utility.
Proposition 3. Based on the HJB equation, the optimal control for the dynamic system proposed in equation (23) should satisfy 32 0 ¼ min
Theorem 3. For the consensus problem defined in proposition 1, if one can construct the following cost function
and the following utility function
then it can be shown that the distributed controllers proposed in equation (24) include the optimal policies.
Proof. Since the dynamics of agents is proposed in a linear format as in equation (23), one can conclude that the costto-go function J for this system can be represented as quadratic functions of system states. 32 Hence, equation (49) can be defined. Besides, by recalling lemma 1, remark 2, and theorem 2, one can represent equation (23) as
For the defined V 4 and J in equations (49) and (50) and referring to equation (48), the following Hamiltonian is proposed
By replacing _ e from the derivative of equation (9) 
we have
Moreover, by replacing _ x from equation (52), we reach to
Then by recalling the mixed-product property for Kronecker product, we have
At this point, we redefine u in equation (40) as
By recalling _ x ¼ u 0 and also using equations (58) and (59) in equation (57), we have
Then by recalling equations (30) and (31), we have
or
which is equal to zero by determining the values of P from the CAREs in equation (46). In addition, by differentiating H 3 with respect to u 1 , we have
This equation is equal to zero by substituting u 1 from equation (58). It means that a part of u is designed in such a way that the partial derivative of H 3 is zero. Then by referring to proposition 3, the optimality condition is satisfied and the proof is completed.
Cooperative robust observer for leader's control inputs Remark 4 . Looking at equation (24), the controller input at the neighboring agent (i.e. u j ) is required for computing u i . But, this value is not available, since it is being computed at the same time. Thus, the need for an estimation algorithm for u j is invoked.
Theorem 4. For a network defined in definitions 1 and 2, if proposition 1 is satisfied by theorem 2, then one can have the following approximation for relation between the control inputs at agent j and the leader's control inputs
Proof. Recalling lemma 1 and theorem 1 and also by subtracting both sides of _ x 0 ¼ u 0 from equation (6), we have
Then, by reaching consensus on synchronization and tracking problem (according to theorem 2), one can state that
Using the time derivative of both sides of this equation, we have
Finally, the approximated value for controller inputs of agent j can be expressed as follows
Then the proof is completed.
Remark 5. Utilizing theorem 4, one can use equation (64) to compute the designed control inputs in equation (24) . But, considering the pinning gain matrix B, the values for u 0 are still not available to all agents in the network. Hence, one needs a cooperative observer to estimate the values of control inputs for the leader at each agent in the network. 
Hði; jÞ
where is a positive scalar, SðFÞ is a diagonal matrix whose elements are the sign of elements in vector F, and u 0 M is the maximum absolute value for _ u 0 , then proposition 4 can be achieved.
Proof. Considering the following Lyapunov function
Since the summation of all elements in each row of the Laplacian matrix is zero, 5 we have
Hence, equation (73) can be written as
In the case that the communication graph is connected and undirected and B has at least one nonzero diagonal element, ðH I n Þ is symmetric with positive diagonal and nonpositive off-diagonal elements. This means that the matrix has positive determinant and positive eigenvalues. Hence, ðH I n Þ is a nonsingular M-matrix. 5, 28 As a result, we can say that ðH I n Þ > 0. Then, the first term in equation (76) is surely negative. Let us consider
To achieve _ V 2 < 0, we should show that V 3 0. Recalling the mixed-product property of Kronecker product, equation (78) can be written as follows
At this point, we should only show that
Thus,
Finally, since
we haveT
and then the rate for observed parameter is
Using _ T from equation (85), we can have _ V 2 0, which in turn shows that e is stable and converging to zero referring to the Lyapunov stability theorem. Hence, proposition 4 is achieved. Equation (85) can be presented for agent i as in equation (71). Then, the proof is completed.
Remark 6. Recalling proposition 1 and theorems 2, 4, and 5, the distributed controller at agent i in the network is proposed as
Hðj; kÞ
and P i is the solution of following CARE
Remark 7. It should be noted that the number of estimations (excluding the number of observers for the leader's control inputs) at each agent in the network is equal to the number of adaptive laws forÂ andĝ, which in turn is depended only on the number of states in the dynamic system. In other words, the number of estimations only depends on the system's order and it is not related to the type of differential equations in the dynamic system. The only requirement for the dynamic system is that it should be Lipschitz continuous.
Observer design for compensation of measurement noise
Looking at the considered dynamical structure at each agent as in equation (6), one can implement a linear Kalman filter at each agent as an observer on the proposed distributed model-free control protocol to remove any possible bounded measurement noise. This forms one of the primary motivations for the expressed dynamical structure in equation (6) to have a linear-in-states term.
Proposition 5. Suppose that there is a source of white noise on each measured states of agent i. Hence, using the adapted parameters in equation (6), the dynamics of agent i in the network can be represented as
where t i 2 R nÂ1 is a normally distributed noise with zero mean and variance of R i ob 2 R nÂn , C 2 R nÂn is the output matrix, and y i 2 R nÂ1 is the measured output of the ith system which is simply the corrupted system states with white noise. Consider the Kalman filter for designing the state observer in continuous-time linear systems. 33 Recalling that here any process disturbances are estimated by the adaptive law for unknown nonlinear termĝ i , only the measurement disturbances should be eliminated using the Kalman filter. Hence, by assuming Bu i þĝ i in equation (89) as a modified control input for the nonlinear system, we can consider the system in equation (89) in a linear format and without any term for process disturbances. Then, a modified Kalman filter would be implemented on this system as follows
Here, h is a positive tuning gain defined to provide fast and accurate performance for the modified observer. It is shown in the study by Lewis et al. 33 that using equation (90), the observer error, that is, y i À Cx i is bounded and converged to zero asymptotically. Note that the term for effect of process disturbances is omitted in the first equation of equation (90), since it is included inĝ i . Using equation (90), the system states x i is replaced with a filtered version of system states (i.e.x i ) and incorporated into equations (86) and (87). The modified Kalman filter proposed here is implemented locally at each agent in the network. It should be noted that based on lemma 1, the combination of a stable controller and a stable observer leads to a stable system. 29, 30 The stability analysis of the standard Kalman filter can be found in the study by Lewis et al. 33 
Simulation study
In this section, three applications for the proposed consensus control protocol are presented. First, we studied the performance of the controller on a network including four chaotic plants. Then, the controller is evaluated on another network of non-affine nonlinear plants. The third simulation case is dedicated to a network including four limit cycle resonators. In these three applications, the properties of the communication graph and the constant parameters of the controller are considered to be the same. The communication network in each case consists of four agents with different initial values for the system states. The adjacency and pinning gain matrices for the communication graphs are 
In addition, the controller parameters at agent i in the network are tuned, as presented in Table 1 . These values are used for all of the following simulation cases, otherwise it is mentioned specifically. In Table 1 , I 2 is an identity matrix with dimensions of two. Moreover, in the following simulation cases, matrix B is assumed to be I 2 . Here, a normally distributed random noise with mean value of zero and variance equal to 0.5 and 0.05 is added as the measurement noise to the first and second states, respectively, at each agent for all of the simulation cases. 
where p 1 ¼ 0:3 þ 0:2 sin10t, q ¼ 5 þ 0:1 cost, p ¼ 0:2þ 0:2 cos5t, ! ¼ 0:5 þ 0:1 sint, hðuÞ ¼ u þ 0:5 cosu, and the external disturbance d ¼ 0:4 sin0:2ptþ 0:3 sinx 1 x 2 . Also, the desired trajectory for this system is considered as y d ¼ sin0:2t þ cos0:5t. As can be seen in equation (92), the Duffing-Holmes chaotic system has one control input and two states. The dynamic system can be formulated as in equation (6) Case 2: Non-affine nonlinear system. The dynamic system in this simulation case is
The system defined in equation (93) is a non-affine system. The desired value for the first state is zero for all agents, which are starting the simulation at different nonzero initial values. The dynamic system can be formulated as in equation (6) with two states. In addition, the controller parameters are set as suggested in Table 1 , except the value of K i which is equal to 1e3 Â I 2 and the value of h which is set to 1e3 in this case. The corresponding simulation results are depicted in Figures 7 to 11 . Tracking objective for all agents in the network is achieved.
Case 3: Limit cycle resonator. For the third case, a limit cycle dynamic system is considered for the dynamics of each agent in the network. The dynamic system for a Van der Pol resonator as a limit cycle dynamic system is proposed as follows
where p 1 and p 2 are two positive constant values. This simple dynamic system has a stable equilibrium point at (0, 0). In addition, the system has an unstable limit cycle surrounding the origin. 37 The unstable limit cycle represents the boundary between the transients which converge to the origin and those transients which diverge. 37 In this simulation, we consider p 1 ¼ 0. to 17. It can be seen that the states for all agents are converged to the desired value of 3, although the initial values for the states of agents are not the same. The convergence trends of the observed values of the leader control input in different agents are almost the same (see Figure 17) . Moreover, the tracking errors and the control inputs are bounded.
Comparison with model-based cooperative control algorithms
In this section, the performance of the proposed model-free cooperative control algorithm (remark 6) is compared with a well-known model-based cooperative control algorithm designed and presented by Lewis et al. 5 The control signal at agent i in this algorithm is defined as follows 
where d i and b i are defined in definition 1 and
In the above two equations, W i is -the vector of gains for the employed neural nodes at agent i, while i is the basis for activation functions of neural nodes. 5 Moreover, c, l, F, and k are constant parameters for tuning the control algorithm. The values for p i are defined based on the solution of a Lyapunov equation. 5 The algorithm is designed specifically for the unknown second-order dynamic systems, where x 1 i represents the first state at agent i (e.g. the position or displacement) and
i is the second state at that agent (e.g. the velocity or rate of changing in displacement). The dynamic system for the comparison study in this section is a reverse pendulum presented with the following model
where J p , M p , and L p are the moment of inertia, mass, and the length of the pendulum, respectively. In addition, g is the gravitational acceleration and B p is a constant for damping force. Here, we have a network of five agents with the dynamic system as presented in equation (97) at each agent. The communication graph in this network is presented in Figure 18 and only the third agent is pinned to the leader. 5 The desired value for x 1 of all agents in the network is x 1d ¼ 2. The parameters of the model are set at Figures 19 and 20 . Note that measurement noise is not considered. As can be seen, the convergence of the states using the model-free algorithm is comparatively faster than the convergence of the model-based control algorithm. In order to compare the control efforts in the two mentioned cases, the following equation is used to compute the total absolute effort T i ef of the cooperative controller at the agent i in the network. The values of T ef for all agents acquired by the model-based and the model-free cooperative control algorithms are presented in Table 2 . As it can be seen, the fewer control effort is required by the proposed model-free cooperative control algorithm.
Analysis for different type of measurement noise
As it is mentioned in proposition 5, the proposed observer is designed with this consideration that the measurement noise is a normally distributed random system. In this section, the performance of the proposed joint controller and observer system is evaluated under the assumption of the existing uniformly distributed noise (instead of normally distributed noise) on each state of all agents in the network.
In this regard, the simulation results for case 1 are computed again with considering the above assumption. Here, a uniformly distributed measurement noise with maximum value of 0.5 and minimum value of À0.5 is implemented on the first state. The implemented noise on the second state is less by a factor of 0.1. As it is shown in the plots in Figures 21 and 22 , the convergence is achieved appropriately and the errors are all bounded. Based on these results, one can say that the proposed distributed adaptive model-free cooperative control algorithm and the observer in proposition 5 have acceptable performance in the case of uniformly distributed measurement noise.
Conclusions
This article presents a model-free distributed control algorithm for consensus problem in a network of nonlinear agents with completely unknown dynamics and external disturbances. The main purpose is to achieve tracking objective for the whole network while all agents are synchronized with a virtual leader in the network. The algorithm includes two distributed adaptive laws for estimating both linear and nonlinear terms in the agents' dynamic systems. In addition, a cooperative observer is designed based on a consensus-type error for estimating the leader's control inputs at each agent. Since there are partial information links between the leader and the agents, the control inputs of the leader are required to be estimated at each agent in the distributed control protocols. While the stability of entire design is analyzed with Lyapunov stability theorem, an optimality analysis is presented to show that the proposed distributed controller has an optimal term. Utilizing a modified Kalman filter state observer, the measurement noise can be eliminated from the data available from onboard sensors. It is shown that the observer works for the measurement noise with normal distribution property and uniform distribution. The presented simulation results for three cases indicate the appropriate performance of the proposed distributed control algorithm. According to the comparative study, the provided convergence by the model-free cooperative control algorithm is faster in comparison with a model-based distributed control algorithm. In addition, less control effort is required in the proposed model-free algorithm. Moreover, minimal controller synthesis and tuning are needed in our proposed distributed MFC algorithm. In addition, since the adaptive laws are regressor-free, there is no requirement to define some regressor (activation) functions for the implementation of the distributed controller. Such salient properties provide practical convenience when implementing the proposed algorithm on a real hardware platform. Future investigations can be further corroborated to address some solutions for decreasing the number of estimations at each agent in the network.
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