Abstract. We consider abelian CM extensions L/k of a totally real field k, and we essentially determine the Fitting ideal of the dualized Iwasawa module studied by the second author [Ku3] in the case that only places above p ramify. In doing so we recover and generalise results of loc. cit. Remarkably, our explicit description of the Fitting ideal, apart from the contribution of the usual Stickelberger elementΘ at infinity, only depends on the group structure of the Galois group
Introduction 0.1. As a refinement of the main conjecture in Iwasawa theory for ideal class groups, we can describe in certain cases the Fitting ideals of class groups as Galois modules (algebraic objects) by using the Stickelberger elements (analytic objects). But in general, the usual class group does not fit well with (étale) cohomology theory, and certain modified class groups are used in the theory of the leading terms of L-functions (for example, the (S, T )-modified class group can be used in the theory of Stark's conjecture where S contains the ramified places and T is used to get a torsion-free subgroup of the unit group). In order to treat the class group in the usual non-modified sense, we need several devices. In this paper, we study these non-modified class groups and determine the Fitting ideals of modules which are related to them, in several new cases.
We consider finite abelian extensions L/k where L is a CM-field and k is totally real. Let G = Gal(L/k), p be a fixed odd prime number, and let A L be the minus part of the p-part of the classical ideal class group cl(L). For example, if k = Q, the second author showed with T. Miura in [KM1] that the Fitting ideal of A L over Z p [G] equals the "Stickelberger ideal" (tensored with Z p ). For general k, we know from earlier work (see [Gr2] , [Ku2] ) that the Pontrjagin dual of the class group (in the usual sense) works better than the class group itself, and the first author proved in [Gr2] that the Fitting ideal of the Pontrjagin dual A ∨ L over Z p [G] equals the "Stickelberger ideal" (tensored with Z p ), assuming the equivariant Tamagawa number conjecture and that the group µ p ∞ (L) of the roots of unity in L with p-power order is cohomologically trivial. If the group µ p of the p-th roots of unity in an algebraic closure of L is in L, the group µ p ∞ (L) is rarely cohomologically trivial, so the problem lies in the case that L contains µ p .
Let k ∞ /k be the cyclotomic Z p -extension. In the following, we assume that L ∩ k ∞ = k. If L contains a primitive p-th root of unity, then we encounter a totally different phenomenon on the Fitting ideal of A ∨ L , namely the Fitting ideal of A ∨ L cannot equal the Stickelberger ideal, in general. In fact, if L contains µ p and G (p) = G ⊗ Z p is not cyclic, one knows, for example by Theorem 1.2 in [KM2] , that [G] with cogredient action of G as in [GK] .
In this paper, we assume that L/k is unramified outside p, and that L contains µ p . We decompose G = ∆ × G (p) where #∆ is prime to p and G (p) is a p-group. Though our principal theorem is on a certain Iwasawa module, let us discuss some results for number fields (of finite degree over Q) that follow from the main result, before we explain the main result itself. We put s = dim Fp G/G p and p q = #µ p ∞ (L). We define an ideal A G of Theorem 0.1. Suppose that L/k is unramified outside p, µ p ⊂ L, no prime above p splits completely in L/L + , and the Iwasawa µ-invariant of the cyclotomic Z p -extension of L vanishes. Then we have
We give some corollaries which are obtained from Theorem 0.1 when G has a simple structure. In these corollaries, we assume the same conditions as in Theorem 0.1.
Corollary 0.2. Suppose also that G (p) is cyclic, i.e. s = 1. Then we have ] and p a , and whose other components are the ideals generated by 1.
(ii) Suppose next that q ≤ a. Then we have
We note that the statements of Theorem 0.1 and of Corollaries 0.2, 0.3, 0.4 are all equalities, which give an exact relationship between the Fitting ideal and the Stickelberger element. These statements give more precise information than deciding whether Ann Zp [G] 
We also note that under the conditions of Theorem 0.1 we can get Ann The numerical example in [KM2] §2 satisfies all the conditions of Corollary 0.3 with s = 2, and Corollary 0.4 with s = 2, a = 1, q = 1. In §4 we will discuss this numerical example in detail.
We assume in Theorem 0.1 that no so-called trivial zeros occur. In §4 we compute the Fitting ideal of a certain Galois group over L + without assuming the "no trivial zero" condition.
0.2. Our main theorem is on "the dualized Iwasawa module". Let L ∞ /L be the cyclotomic Z p -extension, L n the n-th layer, and A L∞ = ind.lim A Ln where A Ln is the minus part of the p-part of the class group cl(L n ). Our goal is to calculate the Fitting ideal of the Pontrjagin dual A ∨ L∞ , which is a module over the Iwasawa algebra
, and is called the dualized Iwasawa module.
. As usual, we choose a generator γ of the Galois group Gal(L ∞ /L) and identify Λ with
is of order p. There exist at least two other Iwasawa modules, which are closely related but in general not isomorphic to A ∨ L∞ : the "standard Iwasawa module" X std = proj.lim A n , and another module X du considered in [Gr1] ; the latter module is actually isomorphic to the Iwasawa adjoint of A ∨ L∞ . The Fitting ideal of X std was determined for k = Q by the second author in [Ku1] , and the Fitting ideal of both X std and X du was calculated outside the Teichmüller component by the first author in [Gr1] . Neither X std nor X du will play a role in the present paper, which focusses on proving a generalisation of the results of [Ku3] . Basically, that paper did the case where the p-part of G is cyclic. Both [Ku3] and the present paper need to assume that µ = 0 (which is conjecturally always the case) and that only places above p are ramified in L/k. The main novelty in our approach is the systematic use of the theory of Tate sequences. Our main result is Thm. 3.3. Let us state its second half here.
We explain the notation: s is the minimal number of generators of the p-part of G as in the previous subsection;Θ is the equivariant Stickelberger element at infinity, namely the projective limit of θ Ln/k for n 0; the dot denotes taking the mirror image as customary in cyclotomic Iwasawa theory; and most importantly, the ideal A G ⊂ Λ[G] is a purely algebraic invariant that depends only on the group G, not on the particular fields L and k. The idealṪ
is of finite index in the ideal generated byṪ and the augmentation ideal of Z p [G] . The definition of A G in general is complicated, and we have to refer the reader to the relevant sections of the paper, in particular §1. (For s ≤ 4 we give a complete list of generators.) But in a sense all the complications are in the Teichmüller part. If χ is a character of ∆ (the non-p-part of G) different from the Teichmüller character ω, then (Ȧ G ) χ = (Ṫ s−1 ). This part of the theorem had been known, see (2.3.2) in [Ku3] .
The main ingredients in determining the Fitting ideal of an Iwasawa module are usually twofold: firstly the Main Conjecture, and secondly techniques from algebra. These techniques often use, more or less explicitly, cohomologically trivial and projective modules. This is what happens in the present paper as well. The algebraic part of our arguments will be driven by the theory of Tate sequences. If we take the Iwasawa module X to be the mirror image of A ∨ L∞ , then there is a four-term sequence
-modules, where B and P have projective dimension at most 1. Our idea is now, very roughly, to take an explicit resolution of Z p via modules of projective dimension ≤ 1, let Ω 2 be the second kernel in this resolution (so we get a similar 4-sequence with rightmost term Z p , this time with leftmost term Ω 2 ), calculate the Fitting ideal of Ω 2 by brute force, and finally establish a link between this Fitting ideal and the Fitting ideal of X, the object of our quest.
To implement this idea requires a fair amount of technical work. Before we give a short description of this, let us give two instances of the main result, which are relatively easy to state, so as not to overtax the reader's patience. Remember ∆ is the non-p-part of G and G (p) denotes the p-part. Note that the Teichmüller character ω is Z p -valued, so that the ω-component of every Λ[G]-module is naturally a Λ[G (p) ]-module.
(I) Assume G (p) is the direct product of two cyclic subgroups σ 1 and σ 2 . Let ν i = o(σ i )−1 t=0 σ t i be the corresponding norm elements, and let
This result will be shown just before Corollary 3.5.
(II) Assume that the group G (p) is p-elementary of rank s ≤ 4 with generators σ 1 , . . . , σ s . Define τ i and ν i analogously as in (I). Let H be the augmentation ideal of Z p [G (p) ], J the ideal in this group ring generated by H and all ν i , and M the maximal ideal of Λ[G (p) ]. (Note that M is generated by p, H, and either one of T orṪ .) Then
This result will be established at the end of the paper.
Let us now explain the technical parts of the paper. We write down an explicit resolution and describe Ω 2 by generators and relations. Then we have to deal with the minors of the relation matrix, in order to understand the Fitting ideal of Ω 2 . All this is explained in §1, which in fact begins with some abstract calculations of matrix minors. The central issue in the main part §3 of the paper is the transition from Ω 2 to X. There does not seem to be a K-group suitable for our calculations, so we have to work from scratch. In doing so we need certain results on multiplicativity of Fitting ideals in short exact sequences, which cannot be extracted from the literature. We state and prove what we need in §2; the reader is advised to just have a quick glance at the results on a first reading. The main arithmetical arguments then follow in §3. As a corollary of our main result, we recover a negative result of the second author: If the p-part of G is not cyclic and I L∞ denotes the annihilator of Z p (1) over Λ [G] , then I L∞ times the Stickelberger element is not contained in the Fitting ideal of A ∨ L∞ . We explain the consequences over number fields of finite degree in §4.
As an appendix we give in §5 a simplified description of the ideal A G under some assumptions.
Further research might go in two directions. First, we would very much like to also deal with extensions L/k which have ramification at places not above p; the paper [Ku3] has some results in this direction already. Second, it would be interesting to have general results at finite level as well.
1. Matrices, minors and resolutions 1.1. The matrix M s and its minors. Fix a positive integer s and consider the set I = {1, . . . , s}. We are going to construct a very large sparse matrix M s . Its entries are taken from the list ν 1 , . . . , ν s , where for the time being all ν i are just variables. The column indices are "doubletons" in I, that is, two-element subsets of I. It is convenient to picture these indices as squarefree monomials of degree 2 in the formal variables x 1 , . . . , x n . The row indices are degree 3 monomials; but we only take those in which exactly two x i occur, that is, which are of the form x 2 i x j . At the intersection of row x 2 i x j with column x i x j we put the entry ν i , for all i = j, i, j ∈ I. All other entries are zero. The relevance of this matrix and the origin of the row and column indices will be explained in the next subsection; for the moment we ask the reader to accept these data as they are. Example for s = 3:
where the row indices are x 2 1 x 2 , x 1 x 2 2 , x 2 2 x 3 , . . . and the column indices are x 1 x 2 , x 2 x 3 , x 1 x 3 in this exact order.
For later use, we are interested in minors of M s . To get the flavour of the question, let us look at the 3-minors of the above matrix. One has to pick exactly one of rows 1 and 2; similarly for the two following pairs of rows. Every 3-minor is a cubic monomial in ν 1 , ν 2 , ν 3 (let us neglect the sign right now). Since each ν i occurs just twice in the matrix, it is plain that no minor can be ν . This is up to sign the minor (determinant of the submatrix) arising from the selector ϕ. We can write ν(ϕ) = i ν e i (ϕ) i ; this defines an s-vector e(ϕ) = (e 1 (ϕ), . . . , e s (ϕ)). We are now going to describe a condition on s-vectors of non-negative integers which will be easily seen to hold for all vectors e(ϕ) coming from selectors; the point will be to show that this condition on a vector e conversely implies that e comes from a selector. We will assume for the moment that e 1 + . . . + e s = s(s − 1)/2. This certainly holds for e = e(ϕ).
Let e = (e 1 , . . . , e s ) ∈ N s . We define a reference vector r = (s−1, s− 2, . . . , 1, 0). For each s-vector e let Σe = (e 1 , e 1 + e 2 , e 1 + e 2 + e 3 , . . .). Then Σr = (s − 1, 2s − 3, 3s − 6, . . . , s(s − 1)/2, s(s − 1)/2). A vector e will be called admissible, if Σe ≤ Σr (the relation ≤ being understood in every component).
Example s = 3: here Σr = (2, 3, 3). Then Σe ≤ Σr just means e 1 ≤ 2, since we are assuming e 1 + e 2 + e 3 = 3. Can this now be the precise criterion for ν e = ν is not a minor.) Something is missing, and this has to do with the ordering of the vector. We call e ordered if e 1 ≥ e 2 ≥ . . . ≥ e s , and for every e we writeẽ for the ordered vector arising from e by suitably permuting the entries. (The ordered vector is unique, the permutation isn't always.) Obviously, e arises from a selection map if and only ifẽ does, so we may restrict our attention to ordered vectors. For s = 3, the ordered admissible vectors are: (2, 1, 0) and (1, 1, 1). These are exactly the ordered vectors e such that ν e is a minor, see above.
Lemma 1.1. For every selector ϕ, the vector e(ϕ) is admissible.
this number is at most the number of doubletons which contain some j between 1 and i (inclusive). It is easy to count these doubletons: there are s − 1 which contain 1; then there are s − 2 doubletons containing 2, not yet counted; s − 3 containing 3 and not yet counted, and so on. Summing from 1 to i gives exactly the i-th entry of Σr. QED
We want to prove: If e is ordered and admissible, then there exists a selector ϕ with e = e(ϕ). Let us rephrase this in graph-theoretical terms. A selector is simply a way of turning the complete non-oriented graph on s vertices into an oriented graph: if ϕ({i, j}) = i, let the arrow point from j to i. The vector e(ϕ) is just the vector of in-degrees of the s vertices in the resulting oriented graph. Thus, we have to show: any preselected in-degree vector which is ordered and admissible can be realized by "orienting" the complete non-oriented graph on the set I. More formally: Proposition 1.2. With notation s and I as above, every ordered admissible vector c is of the form e(ϕ) for some selection map ϕ.
Proof: This is done by induction on s; s = 1 and s = 2 being clear. So fix s ≥ 3 and let c be an ordered and admissible s-vector of nonnegative integers. Write Σr = (q 1 , . . . , q s ), so q t = ts − (t + 1)t/2 for t = 1, . . . , s. We call t ≤ s critical for c if c 1 + . . . + c t = q t but for all i < t we have c 1 + . . . + c i < q i . (Recall: admissibility just says c 1 + . . . + c i ≤ q i for all i). Since c 1 + . . . + c s = q s , there is exactly one critical index t. We call the vector c critical if its critical index is different from s.
We first treat the case of a critical vector c. So t < s; we have c 1 +. . .+c t−1 < q t−1 and c 1 +. . .+c t = q t , so c t > q t −q t−1 = s−t. Hence c i > s−t for all i = 1, . . . , t. Now we can split I into I = {1, . . . , t} and I = I \I . Let c = (c 1 −(s−t), . . . , c t −(s−t)) and c = (c t+1 , . . . , c s ). Then both c and c are ordered. An easy calculation shows that c is admissible for I (note the reference vector for I is (t − 1, t − 2, . . . , 0) and that the entries of c are positive). The fact that t is a critical index implies, by another direct calculation, that c is admissible for I . (The indexing now goes from t + 1 to s, but the notion of admissibility stays the same: c t+1 ≤ (s − t) − 1, c t+2 ≤ (s − t) − 1 + (s − t) − 2, and so on.) We now find a selector ϕ (an orientation of the complete graph on I) as follows: on I , draw arrows so as to obtain the in-degrees given by c ; on I , draw arrows so as to obtain c . Finally, draw an arrow from every vertex in I to every vertex in I . This raises the in-degrees in I by s − t, so it turns the vector c back into the initial segment of c, and all is well.
Next suppose c is not critical, so t = s. Then c s is positive, since c s = 0 would imply c 1 + . . . + c s−1 = q t−1 (note q t−1 = q t = s(s − 1)/2), and c would be critical. We now do the following modification: raise c 1 by one and lower c s by one. Call the resulting vector c . By assumption all the inequalities c 1 + . . . + c i ≤ q i with i = 1, . . . , s − 1 are sharp (we are not concerned with i = s which always yields equality). This shows that c is still admissible, and it is again ordered.
Case distinction: (1) The new vector c is critical. Let t < s be its critical index. Then by the first part of the proof, there exists a selector ϕ producing the vector c in which there is an arrow s → i for all i ≤ t . We just reverse the arrow s → 1, to change c back into c.
(2) The new vector c is not critical. Then we do a second modification: lower c s = c s by 1 (again), raise c 2 (= c 2 ) by one. Call the resulting vector c . It is again ordered. Its critical index t cannot be 1, since c 1 = c 1 does not equal q 1 . We again distinguish: if t < s, we realize c as above; since t ≥ 2, we can turn c back into c again, by reversing the two arrows s → 1, s → 2. If t = s, we modify a third time (this time moving one unit from c s to c 3 ), and so forth.
Finally, since c s cannot be more than (s−1)/2, the process must stop after at most that many steps, so we do not run out of possibilities to do the modifications. We repeat: if c s = 0 then we are done. QED We also will have to consider partial selectors ψ; this is, by definition, a map from a subset D ψ ⊂ D to I, again satisfying the condition ψ(D) ∈ D whenever ψ(D) is defined. One defines ν(ψ) and e(ψ) just the same way as for total selectors. So one has in symbolic exponential notation: ν(ψ) = ν e(ψ) . The proof of the following result is easy and we omit it. Lemma 1.3. The following two statements are equivalent for a vector c ∈ N I :
(i) There is a partial selector ψ with c = e(ψ).
(ii) There is a selector ϕ such that c ≤ e(ϕ). (In fact ϕ can be chosen as an extension of ψ to the whole of D.)
In other words: The monomials ν(ψ) with ψ a partial selector are precisely the divisors of the monomials ν(ϕ) with ϕ a (total) selector.
The preceding results allow us to describe all minors of M s . As already explained in the case of maximal minors, specifying a minor amounts to the following: Among each pair of row indices (
we must select at most one; this amounts to marking at most one element of the doubleton {i, j}. Hence we have to specify a partial selector function ψ, and the determinant of the square matrix that arises from this selection of rows is (up to sign) exactly the monomial ν e(ψ) . For any matrix A over a commutative ring R and any j ≥ 0, let Min j (A) be the R-ideal generated by the minors of size j of A. By convention Min 0 (A) is the unit ideal. Now from the preceding lemma and proposition we obtain: Proposition 1.4. For any j ≥ 0, the ideal Min j (M s ) is generated by all monomials ν(ψ), where ψ ranges over all partial selectors whose domain of definition D ψ has j elements. Equivalently, Min j (M s ) is generated by all monomials of degree j which divide some ν(ϕ) where ϕ is a (total) selector. Lemma 1.1, Prop. 1.2 and Lemma 1.3 allow us to enumerate all the relevant monomials ν(ψ) of degree j: find all ordered admissible vectors c, take all degree j divisors of the monomials ν c , and also take all ν-monomials obtained from what we already have by permuting the ν i . For very small values of j it is faster to proceed directly. The special case j = s(s − 1)/2 corresponds to maximal minors. There will be a worked example near the end of this section; we defer this since the matrix M s is actually only a block in an even larger matrixM s , and we also need to look at minors ofM s .
We now put aside our matrices for a moment; we will come back to them very soon.
1.2. Complexes and resolutions, and the matrixM s . We will consider rings of the type Z[T ]/(T f ) with f some monic polynomial, and tensor products of finitely many of these rings. The images of T and f in Z[T ]/(T f ) will be written τ and ν respectively. For every cyclic group σ , the group ring Z[ σ ] is of this type: if σ has order
, and we put f = ((T + 1) n − 1)/T . Here we have τ = σ − 1 and ν = N σ = 1 + σ + . . . + σ n−1 . In the sequel we will have to deal simultaneously with s such rings R i = Z[T ]/(T f i ). In fact, all R i will be group rings of nontrivial cyclic p-groups σ i . We write τ i , ν i for the image of σ i (resp. N σ i ) in R i . Everything we do works also over Z p instead of Z; but let us stick with Z now and switch to Z p later.
Let us look for a moment at one ring R i and the trivial module Z = R i /τ i R i over it. We then have a very well-known periodic resolution:
. . .
• (R i ) denote the complex given by this infinite exact sequence, with the term Z deleted; so the rightmost R i is in degree 0.
We now take rings R 1 , . . . , R s of this type and tensor together the resolutions C
• (R i ), the tensor product being taken over Z. Let us point out that in our applications, all R i will be cyclic group rings. It is known that the resulting complex
then defines a resolution of Z ⊗ . . . ⊗ Z = Z over the tensor product of rings R := R 1 ⊗ . . . ⊗ R s . The main technical problem in working with this complex will be to manage the indices that occur when describing the terms of degree 1, 2 and 3. The degree 0 term of the complex is easy: this is just R. Note that R can be identified with the group ring Z[Γ] where Γ is defined to be G 1 × . . . × G s and G i is the cyclic p-group generated by σ i . (Note: The letter Γ without subscript will never denote a Galois group isomorphic to Z p in this paper.) To continue, we need to set up more notation. Let M q i denote the degree q term of the complex C
• (R i ). For any multidegree e = (e 1 , . . . , e s ) let M e = M e 1 1 ⊗ . . . ⊗ M es s . All these modules are free of rank one over R, with a canonical basis element that we call b e . The weight |e| of the multidegree e is just the sum e 1 + . . . + e s . Then we have
The set of multidegrees e with weight q can also be identified with the set of degree q monomials in the variables x 1 , . . . , x s . We will mostly be concerned with Ω 2 , which is defined as the cokernel of C 3 (R 1 , . . . , R s ) → C 2 (R 1 , . . . , R s ). So we have the four-term sequence
where the two modules in the middle are R-free of ranks s and 1 respectively. Quite generally, the R-rank of C q (R 1 , . . . , R s ) is s+q−1 q ; for q = 2 this gives s(s + 1)/2 and for q = 3 this gives s(s + 1)(s + 2)/6. We repeat that the canonical basis for the degree q term is indexed by the degree q monomials in x 1 , . . . , x s ; however, these monomials are a mere bookkeeping device.
The main point is to calculate the differentials. Let ∂ for short be the differential in C
• (R 1 , . . . , R s ) from degree 3 to degree 2. Then ∂ is given by a matrixM s whose rows (columns) are indexed by the cubic (respectively quadratic) monomials in the x i . If y is a cubic monomial and z a quadratic monomial, the (y, z)-entry is determined as follows:
-if z does not divide y, the entry is zero; -if z divides y, then y/z = x i for exactly one i, and we declare the entry to be ±τ i if the degree of x i in y is odd, and ±ν i if the degree of x i in y is even. The sign is (−1) n where n is the sum of the degrees of the x j in y with index j < i.
Let us describe some rows explicitly. First, take the row index x 3 i . Then plainly, the row has τ i in position x 2 i , and zeros everywhere else. Second, take the row index x 1 x 2 2 . Then we get −ν 2 in position x 1 x 2 and τ 1 in position x 2 2 . Third and last, take the row index x 1 x 2 x 3 . Then we have τ 1 in position x 2 x 3 , −τ 2 in position x 1 x 3 and τ 3 in position x 1 x 2 .
In full generality the matrixM s can be written as a block matrix
according to the following subdivision of indices: For the rows, first come the pure cubes x 3 i ; then the cubic monomials involving exactly two of the x i ; and finally the products of three different x i . For the columns, we first have the pure cubes x 2 i , and then the products x i x j with i < j. Please note at this point that the matrix written M s here does coincide (up to some minus signs which were neglected previously) with the matrix given that name in the previous subsection.
The matrix A is diagonal of format s × s with entries τ i . The matrix B is of format s(s − 1) × s; each of its rows has exactly one entry, and it is always of the form ±τ i . The matrix C is less easily described. Let us just say that for s = 3 we already calculated it a few paragraphs ago: it is (with appropriate indexing) the row (τ 3 τ 1 −τ 2 ). Let us, for the sake of clarity, write down the entire matrixM s for s = 3, with indices written out in the leftmost column and the top row:
Let us now go back to the general case. In the compound matrix . Let us introduce a little ad-hoc terminology. A ν-monomial is a product of terms ν i , and a τ -monomial is a product of terms τ i . Every monomial is uniquely a product of a ν-monomial (its ν-part, we will say) and a τ -monomial.
In Prop. 1.4 we already computed the minors of M s in terms of selector functions: Every minor is of the form (plus or minus) ν e(ψ) for a partial selection function ψ. It is easy to see that the same holds for the ν-part of any monomial that occurs as a summand of a minor of the entire matrixM s . A ν-monomial will be called admissible if it is of the form ν(ψ) with a partial selector ψ.
The R-Fitting ideal of Ω 2 is generated by the maximal minors ofM s . We can say a little about this ideal without calculating it exactly. Let J ⊂ R be generated by all τ i and all ν i . We can then say at once that
Any minor ofM s is a sum of (signed) monomials of the same degree. As seen above, the ν-part of any such monomial is admissible. Let H denote the ideal generated by τ 1 , . . . , τ s , let n j be the ideal generated by all admissible ν-monomials of degree j, and let H (j) be the ideal generated by all square-free monomials in the τ i of degree j. (Note that H (j) = 0 for j > s. Note also that the notation H j will mean the usual j-th power of the ideal H.) We put c = s(s + 1)/2 and look at the t-minors ofM s for t = c, c − 1, . . . , 0. 
We now show the first inclusion. Given d so that t − d ≤ s and any square-free τ -monomial y of degree t − d, we can realise y as a (t − d)-minor of the square matrix A. Any z ∈ n d can be realised as a d-minor of M s . Hence we can obtain yz as a t-minor ofM s . QED Remark: We conjecture that the second inclusion in this proposition is actually an equality.
Starting from now, we replace the base ring Z by Z p consistently. Also, we take Γ = G 1 ×. . .×G s which is a product of s cyclic nontrivial p-groups, R now means 
We get a set of defining relations for Ω 2 over Λ[Γ] by taking the defining relations over R, and adjoining a relation T b = 0 for each generator b. From this we get the formula .
The terms m t = Min t (M s ) were to some extent determined in Proposition 1.5. Let us look at the case s = 3 in some detail. As said in loc.cit., m (b) For s = 4, a ν-monomial is admissible iff no variable ν i has more than degree 3 in it, and the joint degree of any two variables never exceeds 5. We have verified that the right-hand inclusion of Prop. 1.5 is an equality for s = 4 as well. A more elegant argument that works for all s would be preferable, but is not in sight.
As the reader can see, our determination of A is not quite complete, at least for s ≥ 5. But the following information is very useful. Let ε : Λ[Γ] → Λ be the augmentation map. Then we obtain:
with equality if Γ is of exponent p (in other words, elementary pabelian).
Proof: We apply ε to the right hand side in Prop. 1.6. Generally ε(m t ) is contained in p t Λ, since all τ -terms vanish under augmentation, and all ν-terms go to multiples of p. On the other hand it is an easy exercise to see that ε(n t ) = p t Λ if G has exponent p. Now every monomial generating m c−s+1 has at least one τ -factor, so disappears under augmentation. Taking all this together, we obtain our result. QED 1.3. More general groups. We have explained the Fitting ideal of a certain module Ω 2 over the group ring R = Z p [Γ] (where Γ = G 1 × . . . × G s is a product of s cyclic nontrivial p-groups), and over Λ [Γ] , in terms of matrices and minors. Recall that Ω 2 occurs in a four-term sequence
(1) This is in fact a minimal projective 2-step resolution of Z p : the map R → Z p is augmentation, and its kernel requires s generators. This information already determines Ω 2 up to R-isomorphism.
For later use, we need to allow somewhat more general groups. This will require more and partly different notation, which we are going to introduce now. In our arithmetical applications, Γ will always be the p-part G (p) of an abelian group G, which is a Galois group Gal(L/k). We will have G = G (p) × ∆ with a group ∆ whose order is prime to p, and if we put
(with the same group G (p) ). Since we need several versions of Ω 2 , the Ω 2 in sequence (1) will be consistently written Ω
from now on, and we will also write A G (p) instead of A.
Since the kernel of augmentation Z p [G + ] → Z p is again minimally generated by s elements, there exists a projective 2-step resolution of quite similar shape, with G (p) replaced by G + :
If we take χ 0 -parts of this, where χ 0 is the trivial character of ∆, then we get back the previous sequence (1). If we take χ-parts for any nontrivial character of ∆, then (Z p ) χ vanishes and we obtain that (Ω
χ . Now we again consider all modules in the 4-sequence (2) as Λ-modules, with T ∈ Λ operating as zero. We define an ideal of Λ[G + ] by
Then we have the following relations:
The reader already sees that the main difficulty and interest is in the χ 0 -part; we include the other χ-parts only to get a more rounded-off result in the arithmetical setting.
Multiplicativity of Fitting ideals
In this section, which is again preparatory to the arithmetic matters proper, R is an arbitrary commutative ring. (So the use of the letter R in this section is not the same as in §1.) All modules will be finitely generated; by an R-torsion module we will always understand an Rmodule annihilated by some nonzero-divisor in R.
The following is well known (for the local case see e.g. Lemma 3 of [CG] ): if 0 → A → B → C → 0 is a short exact sequence of modules over R and C is an R-torsion-module of projective dimension at most 1 (equivalently, C can be written as the quotient of a projective Rmodule by a projective submodule of the same rank), then Fit R (B) = Fit R (A) Fit R (C). We will use this later; but this property will not suffice, since we will also encounter cases where it is A instead of C which has pd = 1. Over some rings R one can use duality (see [GK] ) to show that multiplicativity of Fitting ideals holds in that situation as well, for instance R = Λ[G] with G cyclic, and all modules finitely generated free over Z p . But again, this is not enough for us. In fact we will not be able to show multiplicativity of the Fitting ideal in s.e.s. with front term having pd ≤ 1 in general, but only in a special situation which is fortunately sufficient for us.
Let P be a torsion module of pd ≤ 1 over R, which we assume semilocal and connected, for simplicity. (The case pd R (P ) = 0 will only occur if P = 0 in later applications, so for the time being one should think of P as having pd = 1.) Then P can be written as the cokernel of an injective R-linear endomorphism of some free module R n . We think of this endomorphism as given by a square matrix A whose determinant is a nonzero-divisor. Now let u be a variable. The canonical u-extension P (u) of P is defined as the cokernel of the matrix uA on R [u] n . There is a short exact sequence
where the map P (u) → R[u] ⊗ R P is canonical (stemming from identity on R[u] n ), and the former map is induced by multiplication with the matrix A. Exactness of the sequence is easy to check, using the injectivity of multiplication by A. At least if we fix the number n, this extension (up to isomorphism) only depends on P , not on the choice of the matrix A. For instance if R is local, one can take n equal to the minimal number of generators of P , and then P (u) is really unique in a strong sense. But these uniqueness questions are not important for us.
We now consider an R-submodule X ⊂ P and we construct the pullback X(u) as follows:
All horizontal maps are injective, and all columns are short exact sequences. Note that in the rightmost column all modules have pd ≤ 1 over R [u] , whereas in the middle column we only know this about the top module. Nevertheless we have:
Lemma 2.1. With the above notation, we have
Of course the first factor on the right is Fit R (X)R [u] , and the second factor is u n R[u].
Proof: We first remark that by a general property of Fitting ideals in short exact sequences, the right hand side is always contained in the left hand side. So we only have to show the inclusion from left to right. Let M be a relation matrix for X over R, stemming from a set of generators x 1 , . . . , x r of X. Each row in M represents a relation, so M has r columns. Of course M is also a relation matrix for R[u] ⊗ R X =: X[u] over R [u] . Let e 1 , . . . , e n be the obvious system of generators of R [u] n /uR [u] n coming from the standard basis. Then the corresponding relation matrix for R [u] n /uR[u] n over R[u] is just u times I n , the n × n unit matrix. The module X(u) consists of all pairs (x, q) ∈ X[u]×P (u) having the same image in R[u] ⊗ R P =: P [u] . Let e i be the image of e i in P (u); then e i goes to zero in P [u], so (0, e i ) ∈ X(u). We also lift every generator x j ∈ X to some pair (x j , d j ) ∈ X(u). It is easy to see that e 1 , . . . , e n , x 1 , . . . , x r is a system of generators of X(u), and the corresponding relation matrix has the form uI n 0 B M , for some matrix B over R [u] . The Fitting ideal of X(u) is generated by all n + r-minors of this matrix, and in calculating this, we may first apply elementary row operations to the matrix as we please. The entries u in the first n rows are very convenient: we can use them to reduce every entry of B to an element of R. (Write B = (b ij ) and b ij = c ij + ud with c ij ∈ R; subtract d times the j-th row of the total matrix from the n + i-th row of the total matrix. This eliminates the term ud.) So we may suppose that B has all entries in R; we also recall that M has entries in R. Now let t ∈ R be a nonzero-divisor such that tX = 0. We basechange all our modules from R to R[1/t]. Then X becomes 0, and
. Recall that we have to show that the latter Fitting ideal lies in
Let us discuss the minors that generate the Fitting ideal. They arise from picking a rows of the upper region (uI n 0) of the matrix, and n + r −a rows of its lower region (B M ), and taking the determinant of the resulting matrix. If a = n, then the determinant that we get is simply u n times some r-minor of M , and this is indeed in u n Fit R (X). So suppose a < n. Then the resulting determinant has the form u a ρ, where ρ is an element of R. So by the previous paragraph this determinant is in the set
By comparing coefficients of polynomials in the variable u and recalling that R → R[1/t] is injective, we see that this intersection only contains the zero element. So all minors with a < n are zero. This shows the desired inclusion. QED
In the next step we eliminate the formal variable u. Let g be any nonzero-divisor of R. The base change from R[u]-modules to Rmodules induced by u → g will just be written with a superscript (. . . ) u=g during the following argument. For any R-module N , the module (R[u] ⊗ R N ) u=g identifies canonically with N itself.
It is clear from the construction that P (u) u=g has a description quite analogous to that of P (u): P (u) u=g is the cokernel of the injective map R n → R n given by multiplication by gA. There is a similar s.e.s. 0 → R n /gR n → P (u) u=g → P → 0. Given this, we will write P (g) for P (u) u=g , hoping that the two constructions, the one involving the polynomial ring R[u], the other performed over R, will not be confused; and we will call P (g) a canonical g-extension of P .
We apply the downward basechange () u=g to the entire pullback diagram above; X(g) will stand for X(u) u=g . We obtain:
The upper righthand vertical map is monic; actually the right hand column is a s.e.s. that was mentioned a few lines ago. The top horizontal map is an equality. Therefore the upper lefthand map is monic as well.
Hence the middle column is also a short exact sequence. This shows that the middle horizontal map is monic (we can replace the question mark by 0), and that the lower square is a pullback. Since Fitting ideals commute with base change, we know that Fit R (X(g)) = g n Fit R (X). We formulate what we have proved, recapitulating most hypotheses.
Proposition 2.2. Let R be a semilocal commutative ring, P a torsion module of pd ≤ 1 over R, X ⊂ P a submodule, and g ∈ R a nonzerodivisor. Let P (g) be a canonical g-extension of P . (This involves the choice of a presentation of P .) Finally, let X(g) be the pullback of X and P (g) over P . Then
We now show that this result continues to hold for a somewhat wider class of extensions.
Proposition 2.3. Take any short exact sequence of torsion R-modules 0 → Q →P → P → 0 in whichP and P have projective dimension at most one over R, and let X be any R-submodule of P . DefineX to be the pullback of X and P over P , so there is another s.e.s.
Proof: Since Fitting ideals commute with localization, we may and will assume that R is local. We may therefore suppose that there are free rank n submodulesF ⊂ F ⊂ R n such that P = R n /F and P = R n /F , the mapP → P being the canonical one. Let A be a square matrix that expresses a basis of F in terms of the standard basis of R n , and let B be a matrix that expresses a basis ofF in terms of a basis of F . Then P is the cokernel of A, andP is the cokernel of AB. The determinants of A and B are nonzerodivisors; write g = det(B). Then gI n = BB where B is the adjoint matrix of B.
Let P be the cokernel of gA = ABB . Then there are surjections P →P → P of torsion modules having pd ≤ 1. Moreover P is a canonical g-extension of P . RecallX is the pullback of X along P → P and let X be the pullback of X along P → P . Then X →X is onto with kernel isomorphic to ker(P →P ). The Fitting ideal of the latter module is principal and generated by det(B ). Similarly, the surjectionX → X has kernel ker(P → P ) = Q, and the Fitting ideal of this is principal generated by det(B). Finally, the kernel of X → X is ker(P → P ), whose Fitting ideal is generated by det(BB ) = det(gI n ) = g n . Thus:
By the general inclusion formula for Fitting ideals in s.e.s., the right hand side contains det(B) det(B ) Fit R (X). By Prop. 2.2, the left hand side equals det(B) det(B ) Fit R (X). We thus obtain
We see that both inclusions are equalities. Since det(B ) is a nonzerodivisor, we can simplify by it in the first equality, and we obtain the desired result (recall Q = ker(P → P )). QED These results will be applied for the ring R = Λ[G (p) ], where G (p) is the p-part of a finite abelian group G.
Arithmetical modules
The field-theoretical setup will be as follows: p > 2, k is a totally real number field, L/k is an abelian CM extension, and
Then of course G + = G/ j , where j means complex conjugation in G. We write G = G (p) ×∆, with a p-group G (p) and a group ∆ whose order is prime to p. Note that we then also have G + = G (p) × ∆ + , where ∆ + = ∆/ j . We also make the simplifying assumption that k ∞ and L are linearly disjoint over k. By Λ we denote the usual Iwasawa algebra
We assume that only places above p are ramified in L/k. (This is a serious restriction.) Finally, we assume µ = 0 throughout.
We are interested in the "dual" Iwasawa module A ∨ L∞ , where L ∞ = n L n is the cyclotomic p-Iwasawa tower over L and A L∞ = lim → A Ln with A Ln the p-part of the minus part of the class group of L n as usual. This module is by Kummer duality isomorphic to X # (1), where X = X Sp,L + ∞ /k is the standard Iwasawa module on the plus side, the exponent # means that the Galois group acts via inverses, and (1) is the Tate twist. More precisely, X is the Galois group of the maximal pabelian p-ramified extension of L + ∞ . Note that the module X is identical to its plus part. So we may also consider it as a G + -module. Now S p contains by assumption the set S of finite places that ramify in L + /k, so as shown by Ritter and Weiss we can involve X in a four-term sequence of Λ[G + ]-modules with middle terms of projective dimension (pd) at most one, which is an analog of the Tate sequence at infinite level. Let us agree that all occurring modules are assumed to be finitely generated. Then the "Tate sequence at infinite level" looks as follows. Proof: This is formula (3) on p.740 of [Gr1] . From that formula we also see that one may take
T ) (the idempotent e + is defined as (1 + j)/2 as usual), and the map B = Λ[G + ]/(T ) → Z p to be the augmentation map. QED As our next step we will modify this four-term sequence so as to make the two middle terms identical. We start with an easy technical result.
Lemma 3.2. Let R be a commutative ring, and M be a torsion Rmodule of pd 1, with Fitting ideal generated by the nonzero-divisor h ∈ R. Let M be generated by n elements. Then for any nonzero-divisor f ∈ R which is divisible by h, one can construct short exact sequences
in which M and M are again of pd ≤ 1.
Proof: This is very similar to a construction we saw in Section 2. We can write M as the cokernel of a matrix A ∈ R n×n with determinant h. Then there is a matrix B such that AB = f I n . Multiplication with B defines an injection M → (R/f R) n with cokernel M = R n /im(B). Similarly, if we put M = R n /im(B), then multiplication with A defines an injection M → R n /f R n with cokernel M . (In checking injectivity one uses that the determinant of all occurring matrices is a nonzerodivisor.) QED Now we take the exact sequence (1), assuming as we may that B has the special form Λ[G + ]/(T ). Choose an integer n ≥ 1 such that P is n-generated, and a distinguished polynomial f ∈ Λ which is a multiple of both Fit Λ[G] (P ) and Fit Λ[G] (B). (These two Fitting ideals have generators that are nonzero-divisors in Λ[G], with µ-invariant zero because B and X both have µ-invariant zero. Hence it is indeed possible, by taking the norm from Λ[G] to Λ, to find a distinguished polynomial in Λ which is a common multiple of both generators.) Note that f is divisible by T by our assumption on B. By the preceding lemma applied to Λ[G + ], we get short exact sequences
Now the s.e.s. (2) is used to modify the 4-sequence (1) on the right (pushout), and the s.e.s. (3) is used to modify the resulting 4-sequence on the left (pullback). These two processes commute with each other, and they simply reflect the functoriality of Ext 2 in both arguments. But in order to be quite clear, we visualise these modifications in a big diagram. The point is to obtain two equal terms in the middle of the bottom four-term sequence, and to know them explicitly.
In this diagram, the upper right-hand square is a pushout, and the lower left-hand square is a pullback. Moreover, the surjections X → X and (Λ[G + ]/(f )) n → P both have kernel P , and the injections
We now go back to the general constructions of Section 1. Let s be the minimal number of generators of the p-part G (p) of G. We recall that there is a 4-term sequence
This can also be viewed as a sequence of Λ[G + ]-modules, with T acting as zero. Note that the module Z p [G + ] can be identified with B above, and also that the map Z p [G + ] → Z p is the same as above (augmentation). We now subject the four-term sequence (4) to the same modifications as the former four-term sequence (1). The outcome is (this time we only write the bottom row):
The module Z is indeed the same as before. We need to assume that n was chosen ≥ s, which is no problem. We also need to use that T divides f . The surjectionΩ → Ω 2 G + has kernel Q which is of pd ≤ 1 and whose Fitting ideal is generated by
The almost final step is now to invoke the theory of syzygies over the semilocal ring
We have found two second syzygiesΩ and X of the module Z : the former syzygy in (5) and the latter in the bottom row of the big diagram above. Hence, by Schanuel's lemma, there are free 
. This is indeed an equivalence relation. From the preceding paragraph we getΩ ∼ pf X . Now from Prop. 2.3 we obtain thatΩ ∼ pf Ω Taking the mirror image twice gives back the original object.) Now we need to use an argument (Lemma 2 in [Gr1] ) that has gained some popularity. For all characters χ of G + , let the subscript χ denote just for this proof: tensor with Q p over Z p and then take χ-parts. (Warning: Previously, χ denoted characters of ∆, not of G + .) Then we know (loc.cit.): For any two principal ideals I and J of Λ[G] with µ-invariant zero, the equality I χ = J χ for all χ forces I = J.
Let
with T acting trivially. Hence (A G + ) χ = (T s−1 ). For the trivial character χ 0 of G + , the Z p term at the end does not vanish and we get
. This particular behaviour of the trivial character is important to make all things fit together in the end.
For the final calculation, we recall that by the Main Conjecture (see [MW] for the absolutely abelian case, where by the way µ = 0 is known to hold, and [Wi] for the general abelian CM case), the characteristic series of X χ is χ(Θ) for nontrivial χ, and T χ 0 (Θ) for χ = χ 0 . Note that the characteristic series generates the Fitting ideal of X χ over Q p Λ(χ).
From the pf-equivalence X ∼ pf Ω 2 G + shown above, we know that there are two principal ideals I and J in Λ[G + ] such that
For nontrivial characters χ, this entails I χ T s−1 = J χ χ(Θ). For the trivial character we get I χ 0 T s = J χ 0 T χ 0 (Θ). Thus for all χ we have
and T Θ is integral. Hence by the "popular argument" that was recalled just above, we have an equality of principal ideals
rewritten in terms of fractional ideals: I = T 1−s ΘJ. Therefore
This proves the first half of our main result. Before we state it, let us define A G to be the ideal which is A G + in the plus part and the unit ideal in the minus part. 
where the ideal A G + is defined, and in some cases determined, in Section 1.
(b) Let k be totally real and L/k be an abelian CM extension with group G such that L + /k satisfies the hypotheses of (a), and in addition
L∞ is given by the mirror of the ideal given in (a), which iṡ
in the minus part, and the unit ideal in the plus part. The elementΘ is the usual Stickelberger element at infinity in the minus part.
Proof: There is nothing more to say about (a). Part (b) follows by noting that A ∨ L∞ lives in the minus part, so the plus part of its Fitting ideal is the unit ideal and the minus part of its Fitting ideal is the mirror of the Fitting ideal of X, because of the mirror relation between X and A ∨ L∞ . QED Note: In this note and the sequel, χ will again denote characters of ∆, the non-p-part of G. Taking χ-parts is again meant in the usual sense, without tensoring by Q p . From §1 we then know:
(i) For every nontrivial even character χ of ∆, (A G ) χ = T s−1 . Hence:
This implies that for every odd character ψ of ∆ distinct from the Teichmüller character ω, we have
(ii) For the trivial character χ 0 of ∆ we have (
is the p-part of G, and of G + ). Hence
The ideal A G (p) was discussed at length in §1. Its generators were described in terms of T and certain simple elements τ i and
As a consequence,
(iii) In the last formula, taking the mirror of the ideal A G (p) only affects the terms T involved in the generators of A, not the terms τ i and ν i that come from the group G (p) . More precisely, ν i is its own mirror image, and τ i is associated to its mirror image. Note in this context thatṪ annihilates the projective limit of the roots of unity. (The Fitting ideal of that module is generated byṪ and all τ i .)
Remark: If we do not make the assumption that L/K is unramified outside p, then a version of part (a) of the theorem holds, in which X is replaced by the Iwasawa module X S,L + ∞ , where S is the set of finite places that ramify in L + ∞ /k. But the mirror of this is not the dualized Iwasawa module but something larger. We hope to be able to come back to this problem in the future.
To illustrate the theorem, let us repeat some information about the ideal A (short for A G (p) ). As shown in Prop. 1.6, we have
where
] is the ideal generated by the t-minors of a very large matrixM s that was given explicitly. The sequence of ideals m t is decreasing; m 1 is the ideal J generated by all τ i and ν i , and m 0 is the unit ideal. The ideal m s(s−1)/2+1 is contained in the kernel of augmentation since every generating monomial has at least one τ -factor, and one can show that all other m i are of finite index in
At the end of Section 1, we discussed the case s = 3 in detail. Let us do the cases s = 1 and s = 2 now. Explicit description for s = 1:
HereM s = (τ 1 ), a one-by-one matrix, and A = m 1 + m 0 T . Hence m 1 and m 0 are generated by τ 1 and 1 respectively, and we find A = (τ 1 , T ). Actually this shows thatȦ is the annihilator of Z p (1). From part (b) of the theorem we therefore obtain the following result:
Corollary 3.4. If the p-part of G is cyclic, then
Note that this formula generalises a result of the second author: in Theorem 0.1 (2) of [Ku3] , it was shown for the case that the p-part G (p) is (cyclic) of order p.
We now give the explicit description for s = 2; we will be more brief, just giving generators for the ideals m i and leaving the easy verifications to the reader.
• m 2 is generated by the monomials τ 
and we showed in Prop. 1.7 that this is a subset of
, then via division by the nonzerodivisor T Θ we would obtain that 1 lies in the fractional ideal T −s A G + . Hence 1 would also have to lie in the ideal ε
; from the description of the latter ideal we just recalled, we see plainly that this fails to hold for s > 1. QED Let us conclude by mentioning that we hope to obtain some results also in the case where some non-p-adic primes are ramified, in upcoming work. We already hinted at this in the last remark.
Consequences at finite level
In this section, we first prove Theorem 0.1 in the introduction. It is well-known that
This fact together with our assumption that there is no p-adic prime which splits in L/L + implies that the natural map
is bijective. Therefore, we have an isomorphism
Therefore, the image of the idealṪ Let H T be the ideal generated by H and T . Then it is easy to check that π( 
On the other hand, the explicit long computation in [KM2] shows that Fit Zp[G (p) ] (A 2 1 , pτ 2 2 , pτ 1 τ 2 ), and we have checked that the two descriptions do indeed agree.
Finally, we determine the Fitting ideal of a certain Galois group. Let M/L + be the maximal abelian pro-p extension which is unramified outside p. We note L 
where M ∞ /L + ∞ is the maximal abelian pro-p extension which is unramified outside p. We know Under these assumptions we are able to derive a much simpler expression for A (notation of §1.2). We review notation from §1: τ i = σ i − 1 with G i = σ i , and ν i is the norm element of Z[G i ]. All ideals are understood to be ideals of the ring Λ[Γ]. The ideals H and J are generated by τ 1 , . . . , τ s and by τ 1 , . . . , τ s , ν 1 , . . . , ν s respectively. The ideal n is spanned by all ν i ; n d is defined just prior to Prop. 1.5. Finally, m t is short for Min t (M s ). We will need three fairly simple lemmas, building on each other.
Lemma 5.1. Let y be a monomial of degree d in the ν i and let y 1 be obtained from y by replacing one factor ν i by ν j , where i, j ∈ {1, . . . , s} are arbitrary indices. Then y − y 1 ∈ Hn d−1 .
Proof: Write y = ν i z, y 1 = ν j z with z ∈ n d−1 . Then y−y 1 = (ν i −ν j )z, and our homogeneity assumption (II) implies that ν i − ν j has zero augmentation and hence is in H. QED The result (II) given in the introduction follows from this: take Γ to be p-elementary, take the factor T 1−s in Thm. 3.3 into account and pass over to mirror images.
So we arrive at a much easier description of the ideal A governing the algebraic structure of the Fitting ideal of the dualized Iwasawa module, if we are willing to sacrifice a little precision: at least in the elementary abelian case, A is fairly close to a high power of the maximal ideal.
