Remote homology detection refers to the problem of detecting protein homology in cases of low sequence similarity. Existing methods to establish homology relationships via sequence similarity do not work well for these remote homology. In this paper, we present a new method, SVM-HMMSTR, that overcomes the reliance on sequence similarity by taking into consideration the local structure similarity of two proteins as well as the overall conserved folding in the proteins in order to detect remote homologs. Two sets of features are defined, a global feature set that captures the amino acid composition and local structure similarity; and a local feature set that denotes the overall conserved folding in proteins. These feature sets are transformed into fixed dimension vectors as inputs to a Support Vector Machine. Experiment results on the SCOP 1.53 dataset shows that SVM-HMMSTR outperforms current technique s and our complexity analysis indicate that SVM-HMMSTR has the same time complexity as that of SVM-pairwise.
INTRODUCTION
With the surge in biological sequence information in the last decade caused by the breakthroughs in large-scale sequencing and the human genome project, researchers are increasingly relying on computational techniques to cope with the massive amount of information generated. Homology detection is one such computational approach to interpret the protein sequences through the detection of homologous proteins.
Early methods in homology detection are based on pairwise comparisons of protein sequences using dynamic programming algorithms such as the Needleman-Wunsch [21] and Smith-Waterman [28] algorithms. The popular database search tools BL-AST [1] and FASTA [24] are fast approximations of these dynamic programming algorithms. However, these pairwise comparisons approaches do not work well for remote homologies.
In order to detect remote homologues, methods such as profiles for protein families [8] , hidden Markov models [15, 3] , PSI-BLAST [2] or SAM-T98 [14] , are introduced. The basic idea behind these methods is to generate a representative model for each protein family. Instead of comparing an unknown sequence to a specific protein sequence, we compare it to the generated model of the respective family. While these approaches allow for better detection of the remote homologies as compared to the pairwise comparisons methods, they ignore the use of negative examples to further improve their homology detection accuracy. Realizing that negative examples also play an important role in determining true homolog relationships, prominent works such as SVM-Fisher [13] and SVM-pairwise [16] methods are proposed to model the boundaries between protein superfamilies. All these methods determine remote homology by using only sequence information. Figure 1 shows an example of two homologous proteins with similar 3D structure but very low sequence similarity. For such cases, these methods will fail to detect the homology relationship.
To overcome this limitation, our earlier work, SVM-I-sites [12] , investigated how local structure information can help in remote homology detection. We encoded the structure information in terms of the presence of a set of sequence-structure motifs in the I-sites library [5] . Experiments show that SVM-Isites is more efficient and maintains a comparable detection accuracy when compared to the state-ofthe-art method SVM-pairwise [16] .
Further investigation shows that encoding structure information in terms of I-sites motifs is not adequate. This is because the short motifs can occur in proteins of widely differing topology. Hence, they do not contain sufficient information to define the overall, global fold of the protein molecule. Moreover, many of the I-sites motifs tend to overlap. Bystroff et. al. [6] develop a set of rules to define the propagation of structure along a protein chain that have been extracted from the database of known protein structures. This is formalized as a hidden Markov model called HMMSTR. The output of HMMSTR is a γ matrix (see Table 1 ). The states in the HMMSTR denote the elements of the protein while their positions correspond to the (more or less) conserved overall folding of the protein. Both the states information and the position information are critical to correctly define the similarity of two proteins.
In this paper, we propose a technique to extract and represent both the states and the position information of the HMMSTR in the form of a fixed dimension vectors. These vectors can then be used to train a support vector machine, SVM-HMMSTR, to better discriminate the remote homologs. Thus, for each protein, we obtain two sets of features. The first feature is a variation of the Fisher score [13] that captures the states similarity while the second feature set defines the overall conserved folding similarity by encoding position information.
To the best of our knowledge, this is the first attempt to encode state position information in the training of a support vector machine. Encoding state position information involves high computational costs due to the high dimensionality of the γ matrices. We overcome this by performing a dimension reduction before attempting to align the γ matrices to obtain the position information. Further, one important requirement for the SVM is that the input must be a collection of fixedlength vectors, whereas the length of γ matrix is variable. We devise a feature extraction method to encode the position information into a set of fixed-length vectors. Experiment results show that SVM-HMMSTR on the SCOP 1.53 dataset outperforms all of the existing state-of-the-art methods.
The rest of the paper is organized as follows. Section 2 gives a brief description of the HMMSTR model. Section 3 discusses the feature extraction and representation issues. The training of the SVM is described in Section 4. Section 5 presents the experiment results, and we conclude in Section 6.
HMMSTR MODEL
In this section, we review the hidden Markov model, HMMSTR [6] , for general protein sequence based on the I-sites library of sequence-structure motifs.
The topology of HMMSTR is a highly branched and multi-cyclic network. The topology of HMM-STR is determined as follows: Each of the 262 I-sites motif is represented as a chain of Markov states, which contains information about the sequence and structure attributes of a single position in the motif. Adjacent positions are represented by transitions from one state to the next. A hierarchical merging of these linear chains of states, based on sequence and structure similarity, results in a graph that contains almost all the motifs. The merged graph of I-sites motifs comprise a network of states connected by probabilistic transitions, or more specifically, a HMM (see Figure 2 ).
Each state in HMMSTR can produce, or "emit", amino acids and structure symbols according to Symbols represent hidden states: circles, predominantly helix; squares, strand; diamonds, loop or turn; yellow, glycine; magenta, proline; blue, nonpolar; green, polar; white, no predominant amino acid. Only high probability connections are shown. 
where 
To give equal weights to the information in sequence families of different depths, we consider N count as a global parameter.
The output of HMMSTR is a γ matrix for each query protein obtained by forward-backward algorithm [26] . After HMMSTR is built, we use each single sequence as input to predict its structure elements. The profile of an input sequence is obtained as follows. First, PSI-BLAST is run against the SwissProt database to generate a multiple sequence alignment. Next, the multiple alignment is converted to a sequence profile. Finally, the input profile is aligned to HMMSTR to get a probability distribution of all the states at each position, namely γ matrix [26] .
A γ matrix describes the probability that the residue at the given position is associated with all the states of HMMSTR rather than a single state , i.e., we have available P (q i |a j ) for all the 281 HMMSTR states (1 ≤ i ≤ 281) for all the residues a j (1 ≤ j ≤ T , where T is the length of the protein) in a given protein . Each cell of the γ matrix is the posterior probability of each of the 281 state occurs in each of the T protein positions. The sum of each column of the matrix is 1.
FEATURE EXTRACTION AND REPRE-SENTATION
This section presents the details of our feature extraction and representation procedure. The objective is to capture both the states information and the position information in terms of some fixed length vectors to be used for training a SVM.
In general, there are two schools of thought in defining the similarity of proteins [17] :
1. The local view, which considers only 10 − 20% of residues to be critical [19] , and 2. The global view, which believes that interactions occur along the entire sequence while individual residues contribute minimally [4, 18] .
To accommodate both views, we define two sets of features: the global feature set and the local feature set.
Global Feature Set
The global feature set aims to capture the amino acid composition and local structure similarity of two proteins. These characteristics are captured by [13] in the form of Fisher score. The Fisher score is defined as
is the expected number of times we visit a state s and generate amino acid x, θ x,s is the probability of emitting amino acid x at state s and ξ(s) is the expected number of times we visit state s, as we traverse all paths through the model.
In HMMSTR, instead of a single amino acid sequence, the profile is used to predict the local structure. In other words, θ x,s is a variable dependent on both the state s and the position of state s. To model this, we define ξ(x, s) as our global feature set, which can be easily computed from the γ matrix:
Each feature of the feature set ξ(x, s) is the sum of all the probabilities of being in state s and observing amino acid x across all the positions of the target protein. Hence, it measures the global similarity of two proteins.
Local Feature Set
The global feature set does not model the positions of the states. These position information corresponds to the overall folding of a protein and is important for capturing the similarity of two proteins. In this section, we define a local feature set by aligning the γ matrices to include both the states posterior probability and their positions in the protein. The alignment process comprises three steps:
1. Dimension reduction 2. Similarity computation of two γ matrices 3. Transformation into fixed dimension vectors for input to SVM.
The details of each step are described in the following subsections.
Dimension Reduction
Recall that the γ matrix is a 281 rows by T columns where T is the length of the protein sequence. To encode the position information, we need to compute the similarity of two γ matrices. This involves performing the Smith-Waterman alignment algorithms on the two γ matrices. Given the high dimensionality of the γ matrix, it is important to first perform a dimension reduction to reduce the high computational requirement.
We observe that in most columns of the γ matrices, only a few states have probability values that are significantly greater than zero. Most of the states have probability values that are very close to 0. A state probability value is defined as "significant" if it occurs by chance with a probability less than or equal to a predefined probability value α. Table  2 lists the common cutoff values corresponding to the different probability values. The variable C in Table 2 This motivate us to reduce the dimensionality of the γ matrix by storing only the top C states for each column of the matrix. In our experiments, we set C to be 10 to ensure that all the significant values for α ≤ 0.01 are included. With this, we transform each γ matrix into a record with the following format:
where T is the length of the γ matrix, the set (S 1 V 1 ... S C V C ) denotes the concatenation of C entries of each column in the γ matrix, S i and V i (1 ≤ i ≤ C) represents the state number from 1 to 281 and the probability value corresponds to the state. Subsequent similarity comparisons are carried out on this transformed dataset.
Similarity Computation
We align the extracted γ matrices using SmithWaterman algorithm to get a similarity score to measure the overall conserved folding similarity of two proteins. In order to use the Smith-Waterman algorithm for alignment, a set of parameters (similarity score, gap penalties) called scoring scheme must be defined. Existing scoring schemes such as BLOSUM or PAM are designed for sequence alignment, and are not applicable for the γ matrices alignment problem. Hence, we redefine the parameters for γ matrices comparison. Golan Yona et al. [33] examined the principles for defining a new scoring scheme for the Smith-Waterman algorithm for a new alignment problem. They conclude that, in order to maintain consistenct with the BLOSUM and PAM scoring schemes, the similarity score of two positions must satisfy the conditions:
1. mean (Score(a, b) 
In addition, the mapped similarity score value and the parameters used for the candidates for gap open and extension penalties should be assigned according to the distribution of the columns' similarity scores. Based on these principles, we define the scoring scheme for our γ matrix alignment problem.
Similarity score Given two γ matrices columns p and q, where the top C states are stored, the similarity score is defined as the cosine similarity score of the two columns:
where "." denotes "dot product".
Algorithm 1 gives the details of computing the similarity score with the top C states. Note that the variables Kpq represents p · q, Kpp and Kqq represent p · p and q · q respectively.
The rationale for using this definition instead of the divergence score as defined in [33] is because the latter tends to highlight the difference of two columns which may be influenced much by those state values that are close to zero. However, in our case, those state values that are close to zero should have little influence as they are deemed to be insignificant. For this reason, we define the similarity score as a product of the state values (see Equation 2 ).
Once we have computed the similarity scores of all the pairwise columns of the two γ matrices, the next step is to map the computed similarity scores into a new range which guarantees that the average score of a random match is negative while at the same time, a match with a positive score is possible. A plot of the γ matrices similarity scores distribution reveals that the average similarity score is 0.05 while the transition point from columns of the same amino acids to columns with dissimilar seed amino acids span a range from 0.1 to 0.5. In other words, to ensure an average score that is negative while ensuring that it is possible to have a positive score, we need to subtract the similarity scores with a shift value between 0.05 to 0.5. Extensive experiments have been performed with shift value ranges from 0.05 to 0.5.
In addition to the shift value, gap penalty also plays an important role in deriving a sensitive scoring scheme. To determine the optimal shift value and gap penalty, a total of 5 × 3 sets of parameters are tested, with shift value between 0.05 and 0. 
Transformation of Similarity Score into E-value
So far, we have computed the similarity score of two γ matrices columns by running the SmithWaterman algorithm with the new scoring scheme. To assign statistical interpretation to the similarity scores, we transform the scores into a statistical significance value called "E-value" to distinguish true similarities from random matches. The E-value can be computed using the formula E = Kmne −λS where S denotes the similarity score, m, n are the length of the compared proteins and λ, K are two empirically derived parameters. This is because that empirical studies [29, 32] have shown that the distribution of local gapped similarity scores can be well approximated by the extreme value distribution [10] .
We use the direct estimation method [32] to estimate the parameters λ and K. We collect the scores of 5000 optimal alignments of γ matrices. These alignments are produced from random protein sequences of length n=m=900 with the scoring scheme described in the previous subsection. The number of alignments that score above a given threshold τ is counted. [32] suggested that the probability of an alignment scoring less than or equal to τ is given by exp(−λmnK τ ). After an appropriate transformation [log(−log(data))], the empirical distribution function is expected to form a straight line. It is then straightforward to estimate the parameters λ and K. However, this estimation does not take into consideration the length of the real data. This will have an effect on the value of parameter λ [32] . To eliminate this effect, λ is corrected by using the estimated λ and K to search the protein database using maximum likelihood estimation method(MLE).
Extraction of Fixed Dimension Feature Vectors
After computing all the pairwise E-values for any two proteins in the database, we define the local feature set corresponding to a protein X as
.., f x ω where ω is the total number of proteins in the training set and f x i is the E-value of the SmithWaterman score between sequence X and the ith training set protein.
SUPPORT VECTOR MACHINES
Given the labelled feature vectors, we build a binary classifier separate class members (positive examples) from non-members (negative examples) utilizing the technique of 'support vector' learning. Support Vector Machine (SVM) is a class of learning machine based on statistical learning theory. The basic idea of applying SVM to pattern classification can be stated briefly as follows.
First, we map the input vectors into one feature space (possibly with a higher dimension), either linearly or non-linearly, which is relevant with the selection of the kernel function. Then, within the feature space, we seek an optimized linear division, i.e. construct a hyperplane which separates two classes. SVM training always seeks a global optimized solution and avoids over-fitting, so it has the ability to deal with a large number of features. SVM's remarkably robust performance with respect to sparse and noisy data renders it our choice for remote homology detection. A complete description to the theory of SVMs for pattern recognition is found in Vapnik's book [31] .
In our work, we use the gist SVM software implemented by Noble and Pavlidis [22] . It contains a kernel function that acts as the similarity score between pairs of input vectors. The base kernel is normalized so that each vector has length 1 in the feature space; i.e.,
This kernel K(., .) is then transformed into a radial basis kernel K(., .), which has a Gaussian form:
where σ is the width of the Gaussian.
In our experiments, σ is the median Euclidean distance (in feature space) from any positive training samples to the nearest negative examples. The constant 10 is added to the kernel in order to translate the data away from the origin. This translation is necessary because gist algorithm requires that the separating hyperplane pass through the origin. By adding to the diagonal of the kernel matrix a constant whose magnitude depends on the class of the training example, one can control the fraction of misclassified points in the two classes. This technique ensures that the positive points are not regarded as noisy labels. For positive examples, the diagonal element is added to δ(κ + /ν), where κ + is the number of positive training examples, ν is the total number of training examples, and δ scale factor. A similar formula is used for the negative examples, with κ + replaced by κ − . In the experiments reported here, the scale factor is set to 0.1.
EXPERIMENTAL STUDY
We test our method on the SCOP database [20] version 1.53. The same experiment setup as the SVM-pairwise method is adopted here to allow for a direct comparison. In our experiments, remote homology is simulated by holding out all members of a target SCOP family from a given superfamily. This is accomplished as follows:
1. Close sequences are removed using an E-value threshold of 10 −25 and this resulted in 4352 distinct sequences, grouped into families and superfamilies.
2. Positive training examples are chosen from the remaining families in the same superfamily, and negative test and training examples are chosen from outside the target family's fold. The held out family members serve as positive test examples. Thus, a total 54 families containing at least 5 family members (positive test) and 10 superfamily members outside of the family (positive train) are produced. For each family, negative examples are taken from outside of the positive sequences' fold, and are randomly split into training and testing sets in the same ratio as the positive examples.
We use the two scoring methods as reported in SVM-pairwise [16] to compare these methods, namely, the receiver operating characteristic(ROC) scores, and median rate of false positives(RFP). The ROC score is the area under the receiver operating characteristic curve -the plot of true positives as a function of false positives [9] . A score of 1 indicates perfect separation of positives from negatives, whereas a score of 0 denotes that none of the sequences selected by the algorithm is positive. The median RFP score is the fraction of negative test sequences that score as high or better than the median-scoring positive test sequence.
Effect of Global and Local Feature Sets
In this experiment, we investigate the effect on detection accuracy with varying compositions of feature sets. We call the method using only the local feature set as "SVM-HMMSTR-Local"; and the method using only the global feature set as "SVM-HMMSTR-Global". Figure 4 is a family-byfamily comparison of the performances of the two methods. From Figure 4 , we realize that "SVM-HMMSTR-Local" and "SVM-HMMSTR-Global" are complementary. This suggests that local similarity and global similarity are equally important in determining the similarity of two proteins and a combination of the two feature sets should achieve a better performance than either feature set alone.
There are two basic approaches for combining the two feature sets. The most direct method is to concatenate the two feature sets into a longer feature set. We call this method "SVM-HMMSTRHybrid". Another approach is to first obtain two classifiers with the two feature sets individually and then combine their results, either taking the average or maximum, for each query protein. We refer to these methods as "SVM-HMMSTR-Ave" and "SVM-HMMSTR-Max" respectively. Table 3 compares the performance of the three combination methods together with the result of the two methods "SVM-HMMSTR-Local" and "SVM-HMMSTR-Global". SVM-HMMSTR-Ave gives the best performance compared to the other methods. Hence, we use the performance of SVM-HMMSTR-Ave to indicate the performance of combining the two feature sets for the rest of the experiments.
Methods

Comparative Study
In this section, we compare the performance SVM-HMMSTR with SVM-I-sites [12] , PSI-BLAST [2] , SAM [14] , SVM-Fisher [13] and SVM-pairwise [16] . We include the results of PSI-BLAST, SAM and SVM-Fisher methods which are presented in the SVM-pairwise paper [16] . Before we report the experiment result, we first briefly introduce these methods. For more details, please refer to SVMpairwise [16] and SVM-I-sites [12] .
In PSI-BLAST, a positive training set sequence is randomly selected to serve as the initial query. The complete positive training set is aligned using CLUSTALW [30] . Then the query sequence and the alignment are used as inputs. One iteration of PSI-BLAST is run with the test set as the database.
Note that PSI-BLAST is not run on the test set for multiple iterations. This allows a fair comparison with other non-iterative methods included in this study. The resulting E-values are used to rank the test set sequences. The SAM method trains the Hidden Markov models using the Sequence Alignment and Modeling toolkit [15] . Models are built from unaligned positive training set sequences using the local scoring option ("-SW 2"). Each of the test sequence is compared to the model by using hmmscore together with the local scoring option. The resulting E-values are used to rank the test set sequences.
SVM-Fisher, SVM-pairwise and SVM-I-sites belong to SVM-based methods. The key step of SVMbased methods is feature representation and extraction. For SVM-Fisher method, it uses the same trained HMMs as SAM method during the vectorization step to obtain a set of components of a gradient vector with forward and backward algorithms. SVM-pairwise uses a pairwise sequence similarity algorithm Smith-Waterman in place of the gradient vector in the SVM-Fisher method. Differing from the above two methods, SVM-I-sites encodes local structure information represented by a library of sequence-structure motifs [5] into features. After the vectorization step, all the SVMbased methods will define a similarity score of two proteins based on the vectors and use the similarity as the kernel of classifier.
Note that the setup of SAM and PSI-BLAST methods as presented in SVM-pairwise is slightly different from their commonly reported usuage [23] . It is possible for SAM, PSI-BLAST and SVM-Fisher to achieve better performance than those reported here if they have the benefit of putative homologs from large sequence databases as [23] .
The results of the comparative experiment are given in Figure 5 and Figure 6 . The two graphs rank the six homology detection methods according to ROC and median RFP scores. Each series corresponds to one protein homology detection method and a higher curve corresponds to more accurate homology detection performance. Figure 7 is a family-by-family comparison of the 54 ROC scores computed for SVM-pairwise and SVM-HMMSTR method. Figure 5 , Figure 6 and Figure   7 all show that SVM-HMMSTR can achieve a significantly better performance than all the state-ofthe-art approaches.
CONCLUSION
In this paper, we have presented a new method to extract and represent both the HMMs states and position information into feature space to capture the composition and overall conserved folding similarity of two proteins. Further, we have provided a framework for remote homology detection by combining the local structure prediction model HMMSTR with SVM.
The experiment results demonstrated that our method can achieve excellent performance and the reasons can be summarized as:
1. HMMSTR is a better structure prediction model compared to I-sites library.
2. Our approach extract two feature sets to define both the global and local similarity of two proteins.
3. The use of support vector machines enables effective learning to take place in high dimensional feature space.
One significant characteristic of any homology detection algorithm is its computational efficiency. In this respect, the vectorization step in SVM-HMMSTR has the same order of time complexity as SVM-pairwise method. This is because in SVM-HMMSTR, the time complexity of local feature set dominates the overall time complexity. Both our local feature set and SVM-pairwise features need to run O(N 2 M 2 ) pairwise Smith-Waterman algorithm, where M is the length of the longest training set sequence and N is the number of training set examples. When C is a small constant value, the time complexity of aligning two γ matrices columns has the same complexity of aligning two amino acid positions. Hence, the time complexity of our method is O(N 2 M 2 ).
Future work includes choosing an appropriate feature selection algorithm for the concatenated global and local feature sets to determine if this will lead to better performance.
