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THE AVERAGE SINGULAR VALUE OF A COMPLEX RANDOM
MATRIX DECREASES WITH DIMENSION
LUI´S DANIEL ABREU
Abstract. We obtain a recurrence relation in d for the average singular value α(d) of
a complex valued d × d matrix 1√
d
X with random i.i.d., N (0, 1) entries, and use it to
show that α(d) decreases monotonically with d to the limit given by the Marchenko-Pastur
distribution. The monotonicity of α(d) has been recently conjectured by Bandeira, Kennedy
and Singer in their study of the Little Grothendieck problem over the unitary group Ud [4],
a combinatorial optimization problem. The result implies sharp global estimates for α(d),
new bounds for the expected minimum and maximum singular values, and a lower bound for
the ratio of the expected maximum and the expected minimum singular value. The proof
is based on a connection with the theory of Tura´n determinants of orthogonal polynomials.
We also discuss some applications to the problem that originally motivated the conjecture.
1. Introduction
1.1. Main results. Let X be a d × d complex random matrix with random i.i.d. entries
N (0, 1). Let
σk
(
1√
d
X
)
denote the kth singular value of 1√
d
X . The corresponding average singular value is
αC (d) = E
[
1
d
d∑
k=1
σk
(
1√
d
X
)]
.
The following is our main result and answers in the positive the complex case of Conjecture
8 in [4].
Theorem 1. Let αC (d) be the average singular value of a complex valued d×d matrix 1√dX,
with random i.i.d. N (0, 1) entries. Then, for all d > 1,
(1.1) αC (d+ 1) ≤ αC (d) .
Theorem 1 has immediate applications in the analysis of expected singular values. As a
first corollary, it leads to sharp estimates for the average singular value
L.D. Abreu was supported by Austrian Science Foundation (FWF) START-project FLAME (“Frames
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Corollary 1. Let αC (d) be the average singular value of a complex valued d×d matrix 1√dX,
with random i.i.d., N (0, 1) entries. Then, for all d ≥ 1,
(1.2)
8
3pi
< αC (d) ≤
√
pi
4
.
Proof. As in [4], one can explicitly compute
αC (1) =
√
pi
4
and use the Marchenko-Pastur distribution [8] with density
mp(x) =
1
2pix
√
x(4− x)1[0,4],
to obtain
lim
d→∞
αC (d) =
∫ 4
0
√
x
1
2pix
√
x(4− x) = 8
3pi
Now (1.2) follows from Theorem 1. 
This improves, in particular, the lower bound 8
3pi
− 5.05
d
≤ αC (d) from [4, Theorem 7].
Since the average singular value is larger than the expected smallest singular value, we have
the following.
Corollary 2. Let smin(d) be the smallest singular value of a complex valued d × d matrix
1√
d
X, with random i.i.d., N (0, 1) entries. Then, for all d ≥ 1,
E[smin(d)] ≤
√
pi
4
.
Likewise, the average singular value is smaller than the expected largest singular value.
Corollary 3. Let smax(d) be the largest singular value of a complex valued d×d matrix 1√dX,
with random i.i.d., N (0, 1) entries. Then, for all d ≥ 1,
8
3pi
< E[smax(d)].
Finally, combining the two previous results, we obtain an upper bound for the ratio be-
tween the expected smaller and the expected larger eigenvalues.
Corollary 4. Let smax(d) and smin(d) as before. Then, for all d ≥ 1,
E[smin(d)]
E[smax(d)]
≤ 3pi
3
2
16
.
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1.2. Density of singular values. The singular values of 1√
d
X are the square-roots of the
eigenvalues of the Wishart matrix 1
d
XXT ,
σk
(
1√
d
X
)
=
√
λk(
1
d
XXT )
The eigenvalue distribution of such eigenvalues in the bulk of the spectrum is (see [14,
Theorem 2.17], [6] or [7]):
(1.3) p(x) =
1
d
d−1∑
n=0
e−xLn(x)2,
where Ln(x) = L
(0)
n (x) is the Laguerre polynomial, defined, for general parameter α ≥ 0, as
Lαn(x) =
n∑
k=0
(−1)k
(
n + α
n− k
)
xk
k!
.
By combining the above definitions, one can write αC (d) explicitly as
(1.4) αC (d) =
∫ ∞
0
x
1
2 e−x∆d(x)dx,
where
∆d(x) =
1
d
3
2
d−1∑
n=0
Ln(x)
2.
The proof of Theorem 1 depends on a recurrence relation for the average singular value
as a function of dimension, which may have independent interest. First define the constants
(1.5)
{
δd = (d+ 1)
− 1
2 − d− 12 < 0
δ˜d = (d+ 1)
− 3
2 − d− 32 < 0
and observe that
(1.6) δd − δ˜d ≤ 0.
Combined with the following result, this will reduce the proof of (1.1) to obtaining good
bounds for the two integrals below involving Laguerre polynomials.
Proposition 1. Let αC (d) be the average singular value of a complex valued d × d matrix
1√
d
X, with random i.i.d., N (0, 1) entries. Then, for all d ≥ 1,
αC (d+ 1)− αC (d) = δd
∫ ∞
0
x
1
2 e−xLd(x)2dx− δ˜d
∫ ∞
0
x
1
2 e−xL(1)d (x)L
(1)
d−1(x)dx.
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1.3. Tura´n determinants. Let us describe the connection of the problem to the theory of
Tura´n determinants. The Tura´n determinant of a sequence of orthogonal polynomials {Pn}
is an expression of the form
(1.7)
∣∣∣∣∣ Pn(x) Pn−1(x)Pn+1(x) Pn(x)
∣∣∣∣∣ = P 2n(x)− Pn+1(x)Pn−1(x).
The opening move of Proposition 1 is the following identity, which shows that the polynomial
part of the singular values intensity of the Laguerre ensemble of order 0 (given in terms of
Ln(x) = L
(0)
n (x)) can be written as a Tura´n determinant in terms of the Laguerre polynomials
L
(1)
d (x):
d
1
2∆d(x) = L
(1)
d−1(x)
2 − L(1)d−2(x)L(1)d (x).
Tura´n [12] proved that the expression (1.7) is positive in the case of Legendre polynomials. In
[11] Szego¨ found a manifold of connections with other mathematical areas which lead to sev-
eral proofs of this fact. Tura´n and Szego¨ were interested in the positivity of these expressions
and their methods were essentially analytic, but Sza´sz [10] found a proof depending only on
the three term recurrence relation satisfied by orthogonal polynomials. Sza´sz proof contains
a simple ingenious trick that we will use. We obtain the following recurrence relation for the
polynomial part of the singular values density:
(1.8) ∆d+1(x) = ∆d(x) + δdLd(x)
2 + δ˜dxL
(1)
d (x)L
(1)
d−1(x).
In face of (1.4) this implies Proposition 1. It should be emphasized that the expression
∆d+1(x)−∆d(x) has changes of signs. Thus, the non-positivity condition (1.1) says that the
singular values intensity is only decreasing in average.
1.4. The real case. In [4] it is also conjectured that the average singular value αC (d)
of a real random matrix is monotonic, but that it increases with dimension, rather then
decreasing, as we have shown to be the case for complex matrices. The problem is likely to
be more difficult, because we are dealing with a β-ensemble with β = 1 and the factor∏
j,k
|λk − λj |β
leads to eigenvalue intensities given by Pfafians (see, for instance, [9] or [6]), which are far
more complicated to deal in comparison with the case β = 2, which leads to a Determinantal
Point Process (see [5] for more on Determinantal Point Processes). Still, our results provide
information for the real case. In [4, Lemma 21] it has been proved that
(1.9)
8
3pi
− 9.07
d
≤ αR (d)
and that
αC (d)− αR (d) ≤ 4.02
d
.
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Combining this last inequality with (1.2) we obtain the following improvement of (1.9):
8
3pi
− 4.02
d
≤ αR (d) .
1.5. Application in combinatorial optimization. Theorem 1 has an immediate appli-
cation to the little Grothendieck problem over the unitary group Ud (U ∈ Ud if and only if
UUH = UHU = Id×d), the problem considered in [4] that originally motivated the conjecture:
given C ∈ Cdn×dn a complex valued semidefinite matrix, find
max
U1,...,Un∈Ud
n∑
i=1
n∑
j=1
tr
(
CHij UiU
H
j
)
.
In [4], an algorithm called Orthogonal-Cut for solving the above problem is presented, to-
gether with the following bounds.
Theorem 2. [4] Let C  0 and complex. If W1, ...,Wn ∈ Ud are the random output of the
Unitary version of the Orthogonal-cut algorithm, then
E
[
n∑
i=1
n∑
j=1
tr
(
CHijWiW
H
j
)] ≥ αC(d)2 max
U1,...,Un∈Ud
n∑
i=1
n∑
j=1
tr
(
CHij UiU
H
j
)
.
Remark 1. Combining this with Corollary 1 leads to the d-independent inequality
E
[
n∑
i=1
n∑
j=1
tr
(
CHijWiW
H
j
)] ≥ ( 8
3pi
)2
max
U1,...,Un∈Ud
n∑
i=1
n∑
j=1
tr
(
CHij UiU
H
j
)
.
Remark 2. Theorem 1 shows, as suggested in [4], that the approximation ratio in the algo-
rithm gets worse as the dimension increases.
2. Proofs
2.1. Proof of Theorem 1. Since
αC (d) =
∫ ∞
0
x
1
2 e−x∆d(x)dx,
one can use Proposition 1 to show that
αC (d+ 1)− αC (d) ≤ 0.
is equivalent to
(2.1) δd
∫ ∞
0
x
1
2 e−xLd(x)2dx+ δ˜d
∫ ∞
0
x
3
2 e−xL(1)d (x)L
(1)
d−1(x)dx ≤ 0.
To complete the proof, we show that (2.1) holds, resorting to the following Lemma, whose
proof is given in the last section.
Lemma 1. ∫ ∞
0
x3/2e−xL(1)d (x)L
(1)
d−1(x)dx ≤ −
3d
4pi(d− 3/2)(d− 1/2)3/2 .
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We already know from the proof of Lemma 19 in [4] that, for d ≥ 2,∫ ∞
0
x
1
2 e−xLd(x)2dx ≥ (d+ 1) 12 .
Combining this estimate with Proposition 1 and Lemma 1, yields:
αC (d+ 1)− αC (d) = δd
∫ ∞
0
x
1
2 e−xLd(x)2dx+ δ˜d
∫ ∞
0
x
3
2 e−xL(1)d (x)L
(1)
d−1(x)dx
≤ δd(d+ 1) 12 − δ˜d 3d
4pi(d− 3/2)(d− 1/2)3/2
≤ (δd − δ˜d)(d+ 1) 12
≤ 0.
using Γ(1/2) =
√
pi and Γ (5/2) = 3
4
√
pi.
2.2. Proof of Proposition 1. We start with the Christoffel-Darboux formula [3, Theorem
5.2.4]:
(2.2)
1
d
d−1∑
n=0
Ln(x)Ln(y) =
Ld−1(x)Ld(y)− Ld(x)Ld−1(y)
x− y .
Setting x = y in (2.2) we obtain
d
1
2∆d(x) =
1
d
d−1∑
n=0
Ln(x)
2 = Ld−1(x)
d
dx
Ld(x)− Ld(x) d
dx
Ld−1(x).
Using the formulas [3, (6.2.16), (6.2.18)]
(2.3)
{
d
dx
Ld(x) = −L(1)d−1(x)
Ld(x) = L
(1)
d (x)− L(1)d−1(x)
,
then d
1
2∆d(x) becomes a Tura´n determinant for L
(1)
d (x), the Laguerre polynomials of pa-
rameter α = 1:
(2.4) d
1
2∆d(x) = L
(1)
d−1(x)
2 − L(1)d−2(x)L(1)d (x).
Now we borrow a trick from Otto Sza´sz [10]. First use the recurrence formula [3, (6.2.5)]
(2.5) L
(1)
d+1(x) =
(
2− x
d+ 1
)
L
(1)
d (x)− L(1)d−1(x),
to eliminate L
(1)
d+1 from ∆d+1(x), leading to
(2.6) (d+ 1)
1
2∆d+1(x) = L
(1)
d (x)
2 + L
(1)
d−1(x)
2 −
(
2− x
d+ 1
)
L
(1)
d (x)L
(1)
d−1(x).
Then replace d→ d− 1 in (2.5) to yield
L
(1)
d (x) =
(
2− x
d
)
L
(1)
d−1(x)− L(1)d (x),
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which allows to eliminate L
(1)
d−2 from ∆d(x):
(2.7) d
1
2∆d(x) = L
(1)
d (x)
2 + L
(1)
d−1(x)
2 −
(
2− x
d
)
L
(1)
d (x)L
(1)
d−1(x).
Subtracting (2.7) from (2.6) we obtain a recurrence relation for ∆d(x) which can be consid-
erably simplified as follows
∆d+1(x)−∆d(x) =
(
(d+ 1)−
1
2 − d− 12
)(
L
(1)
d (x)
2 + L
(1)
d−1(x)
2
)
−
[
(d+ 1)−
1
2
(
2− x
d+ 1
)
− d− 12
(
2− x
d
)]
L
(1)
d (x)L
(1)
d−1(x)
=
(
(d+ 1)−
1
2 − d− 12
)(
L
(1)
d (x)
2 + L
(1)
d−1(x)
2 − 2L(1)d (x)L(1)d−1(x)
)
(2.8)
−
(
d−
3
2 − (d+ 1)− 32
)
xL
(1)
d (x)L
(1)
d−1(x)
Now recognizing the factor
(
L
(1)
d (x)− L(1)d−1(x)
)2
and using the definition (1.5) of the con-
stants δd and δ˜d, the above expression can be rewritten as
∆d+1(x)−∆d(x) = δd
(
L
(1)
d (x)
2 + L
(1)
d−1(x)
2
)
− 2δdL(1)d (x)L(1)d−1(x)
−
(
d−
3
2 − (d+ 1)− 32
)
xL
(1)
d (x)L
(1)
d−1(x)
= δd
(
L
(1)
d (x)− L(1)d−1(x)
)2
+ δ˜dxL
(1)
d (x)L
(1)
d−1(x),
Using (2.3) again,
∆d+1(x)−∆d(x) = δdLd(x)2 + δ˜dxL(1)d (x)L(1)d−1(x).
Finally we use
αC (d+ 1)− αC (d) =
∫ ∞
0
x
1
2 e−x [∆d+1(x)−∆d(x)] dx.
to see that (1.8) implies the equivalence between (1.1) and (2.1).
3. Proof of Lemma 1
We start with the formula [13, formula (16), p. 330], valid for p, α, β > −1,∫ ∞
0
xpe−xL(α)m (x)L
(β)
n (x)dx(3.1)
= Γ(p+ 1)
min{m,n}∑
i=0
(−1)m+n
(
p− α
m− i
)(
p− β
n− i
)(
p+ i
i
)
,
and rewrite it in hypergeometric notation (see [3] for general definitions and properties):
pFq
(
a1, a2, ..., ap
b1, ..., bq
; z
)
=
d−1∑
n=0
(a1)n(a2)n...(ap)n
(n + 1)!(b1)n(b2)n...(bq)n
zn
n!
,
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leading to ∫ ∞
0
xpe−xL(α)m (x)L
(β)
n (x)dx
=
(
m+ α
m
)(
n+ β − p− 1
n
)
Γ (p+ 1) 3F2
(
−m, p+ 1, p− β + 1
α + 1, p− β − n+ 1 ; 1
)
,
and setting α = β = 1, p = 3/2, n = d and m = d− 1 gives, using(
a
b
)
=
Γ (a+ 1)
Γ (b+ 1)Γ (a− b+ 1),
∫ ∞
0
x3/2e−xL(1)d (x)L
(1)
d−1(x)dx(3.2)
=
(
d
d− 1
)(
d− 3/2
d
)
Γ (5/2) 3F2
(
−d− 1, 5/2, 3/2
2, 3/2− d ; 1
)
(3.3)
=
Γ (5/2) Γ(d− 1/2)
Γ(1/2)Γ(d)
d−1∑
n=0
(−d − 1)n(5/2)n(3/2)n
(n+ 1)!(3/2− d)nn! .(3.4)
Now, recall the formulas [1, page 255]:
(x)n =
Γ(x+ n)
Γ(x)
1√
n
≤ Γ(n)
Γ(n + 1/2)
≤ 1√
n− 1/2
√
n ≤ Γ(n+ 1)
Γ(n + 1/2)
≤
√
n + 1/2.
From the second one we have
(3.5)
(5/2)n
(n + 1)!
=
Γ(n + 5/2)
Γ(5/2)Γ(n+ 2)
≥
√
n+ 3/2
Γ(5/2)
and
(3.6)
(5/2)n
(n + 1)!
≤
√
n + 2
Γ(5/2)
In face of (3.2)-(3.4), what we need is an upper bound for the following series
Γ(1/2)Γ(d)
Γ (5/2) Γ(d− 1/2)
∫ ∞
0
x3/2e−xL(1)d (x)L
(1)
d−1(x)dx =
d−1∑
n=0
(−d− 1)n(5/2)n(3/2)n
(n+ 1)!(3/2− d)nn!
First we bound the negative terms (the last two) of the series using (3.5) and the positive
ones (the first d− 2) using (3.6), and reorganize the sum into a 2F1 hypergeometric function
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as follows:
=
d−3∑
n=0
(−d− 1)n(5/2)n(3/2)n
(n + 1)!(3/2− d)nn! +
d−1∑
n=d−2
(−d− 1)n(5/2)n(3/2)n
(n+ 1)!(3/2− d)nn!
≤
√
d− 1
Γ(5/2)
d−3∑
n=0
(−d− 1)n(3/2)n
(3/2− d)nn! +
√
d− 1/2
Γ(5/2)
d−1∑
n=d−2
(−d− 1)n(3/2)n
(3/2− d)nn!
≤
√
d− 1/2
Γ(5/2)
d−3∑
n=0
(−d− 1)n(3/2)n
(3/2− d)nn! +
√
d− 1/2
Γ(5/2)
d−1∑
n=d−2
(−d − 1)n(3/2)n
(3/2− d)nn!
=
√
d− 1/2
Γ(5/2)
2F1 (−d− 1, 3/2, 3/2− d; 1) ,
and sum the 2F1 using Gauss formula:
2F1
(
a, b
c
; 1
)
=
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) ,
to obtain the estimate
(3.7)
Γ(1/2)Γ(d)
Γ (5/2) Γ(d− 1/2)
∫ ∞
0
x3/2e−xL(1)d (x)L
(1)
d−1(x)dx ≤
√
d− 1/2
Γ(5/2)
Γ(3/2− d)Γ(1)
Γ(5/2)Γ(−d) .
Finally,
Γ(d− 1/2)
Γ(d)
=
d
d− 1/2
Γ(d+ 1/2)
Γ(d+ 1)
≤ d
(d− 1/2)√d =
√
d
d− 1/2.
and
Γ(3/2− d)
Γ(−d) = −
d
(d− 1/2)(d− 3/2)
Γ(d+ 1/2)
Γ(d+ 1)
≤ − d
(d− 1/2)(d− 3/2)
1√
d
= −
√
d
(d− 1/2)(d− 3/2).
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Combining these two estimates with (3.7) gives∫ ∞
0
x3/2e−xL(1)d (x)L
(1)
d−1(x)dx ≤
√
d− 1/2
Γ(1/2)Γ(5/2)
Γ(d− 1/2)
Γ(d)
Γ(3/2− d)
Γ(−d)
≤ −
√
d− 1/2
Γ(1/2)Γ(5/2)
√
d
(d− 1/2)(d− 3/2)
√
d
d− 1/2
≤ − d
(d − 3/2)(d− 1/2)2
√
d− 1/2
4pi/3
= − 3d
4pi(d− 3/2)(d− 1/2)3/2 .
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