ABSTRACT. We set up the theory for a distributive algorithm for computing persistent homology. For this purpose we develop linear algebra of persistence modules. We present bases of persistence modules, and give motivation as for the advantages of using them. Our focus is on developing efficient methods for the computation of homology of chains of persistence modules. Later we give a brief, self contained presentation of the MayerVietoris spectral sequence. Then we study the Persistent Mayer-Vietoris spectral sequence and present a solution to the extension problem. Finally we outline applications of our results for Vietoris-Rips complexes, cubical complexes and α-complexes.
INTRODUCTION
Persistent homology has existed for about two decades [15] . This tool of applied topology has had a central role in applications, such as the study of geometric structure of sets of points lying in R n , see [12, 15] . This introduced the field of Topological Data Analysis which, very soon, was applied to a multitude of problems, see [5, 16] for a survey article and an introduction. Among others, persistent homology has been applied to study coverage in sensor networks [10] , pattern detection [23] , classification and recovery of signals [24] and it has also had an impact on shape recognition using machine learning techniques, see [1, 13] . All these applications motivate the need for fast algorithms for computing persistent homology. The usual algorithm used for these computations was introduced in [15] , with some later additions to speed up such as those of [7, 8, 11, 21] . The problem with this approach is that the computations are generally very expensive, both in terms of computational time and in memory required. In fact the complexity of computation can still scale up to N 3 in worst case scenario, where N is the size of the complex [22] .
In recent years, some methods have been developed for the parallelization of persitent homology. In practice computing the persistent homology of a given filtered complex is equivalent to computing its matrices of differentials and perform successive Gaussian eliminations; see [14, 15] . An algebraic approach consists in dividing the original matrix M into groups of rows, and sending these to different processors. These processors will, in turn, perform a local Gaussian Elimination and share the necessary information between them, see [3] . On the other hand, a more topological approach was introduced later in [18] , which consists of three steps:
(1) choose a cover U of a simplicial complex, S X , then (2) modify the underlying complex S X using a process called the Mayer-Vietoris Blowup, and finally, (3) compute the homology on each cover element and put everything together.
clarifies how to compute the Persistence Mayer-Vietoris spectral sequence, and also it leads to a procedure to compute homology of chains of persistence modules. Additionally, in Section 5, we present applications to Vietoris-Rips complexes, cubical complexes and α-complexes. It is not surprising that this approach works, since the Mayer-Vietoris spectral sequence has been employed for similar problems for a long time, see [4] . Furthermore, this approach has been already proposed on [19] , although without a solution to the extension problem. Here, we solve the extension problem in Subsection 4.2. Furthermore, we also present a method for implementing this result in practice. Also we extend some of the theoretical results from [25] . We believe that this approach, apart from speeding up the computations, will also bring extra local information to persistent homology.
1.1. Preliminaries. Definition 1.1. Given a set X, a simplicial complex K is a subset of the power set K ⊆ P(X) such that if σ ∈ K, then for all τ ⊆ σ we have that τ ∈ K. An element σ ∈ K will be called a n-simplex whenever |σ | = n + 1. Thus, if a simplex is contained in K all its faces must also be contained in K. Given a simplicial complex K, we denote by K n the set containing all the simplices from K of dimension less than or equal to n. Also, given a morphism f : K → L between two simplicial complexes K and L, we call f a simplicial morphism whenever f (K n ) ⊆ L n for all n ≥ 0. The category composed of simplicial complexes and simplicial morphisms will be denoted by SpCpx. Example 1. Let X be a topological space and suppose that U = {U i } i∈N is a cover of X by open sets. From this we can define the nerve of U , denoted by N U , to be a simplicial complex such that:
• For each open set U i ∈ U we define a vertex v i ∈ N U , these form the 0-simplices of N U .
• If U a 0 , . . .U a n ∈ U are such that U a 0 ∩ · · · ∩U a n = / 0, then [v a 0 , . . . , v a n ] is in N U .
Let F be a field. For each n ≥ 0 we define the free vector space over the n-simplices of K as
We also consider linear maps d n : S n (K) → S n−1 (K) usually called differentials, defined by where the hat notation,v i , is used to indicate omission of a vertex. Setting S n (K) = 0 for all n < 0 we put all of these in a sequence
It follows from formula (1) that the composition of two consecutive differentials vanishes: d n • d n−1 = 0 for all n ≥ 0, which can be checked easily. As a consequence Im(d n+1 ) ⊆ Ker(d n ), and so we can always define the homology group with coefficients in F to be
for all n ≥ 0. In general, F will be understood by the context and the notation H n (K) might be used instead.
Let R be the category of real numbers as a poset, where hom R (s,t) contains a single morphism whenever s ≤ t, and is empty otherwise. Suppose we have a functor F : R → SpCpx, and let F be a field. Through this work, F = F(P) will be constructed from a set of points P ⊆ R n . Composing this functor with the n-th F-homology we obtain H n (−, F) • F : R → Vect, where Vect denotes the category consisting of vector spaces and linear maps. This composition will be called persistent homology. This motivates the study of persistence modules. Examples for F(P) will be introduced in Section 5.
HOMOLOGY OF PERSISTENCE MODULES
2.1. Barcode Bases. In this section, we will introduce the category consisting of persistence modules and persistence morphisms. We will examine some of their properties and related objects, such as the definition of barcode bases and decomposition into barcodes. Our aim will be to come up with an efficient way of computing homology in this category. This will be a generalization of the traditional persistent homology, as illustrated in Example 5. Finally, we will introduce an algorithm performing this task and evaluate its computational complexity.
Let F be a field and let Vect denote the category of F-vector spaces. Also let vect ⊂ Vect be the subcategory of finite dimensional F-vector spaces.
Definition 2.1. A persistence module V is a covariant functor V : R → Vect. That is, to any r ∈ R, V assigns a vector space in Vect which will be denoted either by V(r) or V r . Additionally, to any pair of real numbers s ≤ t, there is a linear morphism V(s ≤ t) : V s → V t . These morphisms satisfy V(s ≤ s) = Id V s for any s ∈ R, and the relation V(r ≤ t) = V(s ≤ t) • V(r ≤ s) for all r ≤ s ≤ t in R. Given two persistence modules V and W, a morphism of persistence modules is a natural transformation f : V → W. Thus, for any pair of real numbers s ≤ t, there is a commuting square
Hence, whenever we are speaking about the naturality of f we will be referring to the commutative square above. A pointwise finite dimensional (p.f.d.) persistence module is a functor V : R → vect. A special class of persistence modules will be the barcodes. For any pair of real numbers s ≤ t, we denote by I(s,t) the interval module (2) I(s,t)(r) = F, for r ∈ [s,t) 0, otherwise.
The morphisms I(s,t)(a ≤ b) will be the identity for any two a, b ∈ [s,t) and will be 0 otherwise. Notice that in an analogous way we could have defined barcodes I(s,t) over intervals of the form [s,t], (s,t] or (s,t), with s ≤ t. Whenever V is a p.f.d persistence module, then it can be uniquely decomposed as a direct sum of barcodes i∈J I(s i ,t i ), as shown in [6] . This means that there is an isomorphism V i∈J I(s i ,t i ) of persistence modules. This will be called the barcode decomposition of V.
For a given barcode I(s,t), the values s and t will be called respectively the birth and death values of the barcode. Throughout this section, we will mainly be studying persistence modules that decompose into barcodes of the form (2) . The next definition will be crucial when working with barcode decompositions.
Definition 2.2 (Barcode Basis)
. A barcode basis, B, of a persistence module, V, is a choice of an isomorphism, β : i∈I I(a i , b i ) → V. Each direct summand of β defines a restricted morphism from a barcode β i : I(a i , b i ) → V, and will be called a barcode generator. We will usually denote a barcode basis B by the set of barcode generators B = {β i } i∈I . Also, by a slight abuse of notation, we will use the expression β r i := (β i • I(a i , b i ))(r) to denote the composite evaluation for all r ∈ R. We will usually write β i ∼ [a i , b i ) to denote that β i has domain [a i , b i ), and will usually say that β i is associated to the interval [a i , b i ). For any given r ∈ R, we denote the pointwise basis in V r as the following set:
Notice that if β ∈ B r and β ∼ [a β , b β ), then a β ≤ r < b β by naturality of β .
Remark. We can think of a persistence module V as a sheaf over R. The open sets are either the intervals [a, ∞) or (a, ∞), where a ∈ R. Thus the restriction morphism
A barcode basis can be thought of as a set of global sections of the sheaf V, such that they form pointwise basis of the vector spaces V r , for all r ∈ R. That is, B ⊂ V(R) forms a barcode basis for V if and only if B r forms a basis of V r for all r ∈ R. To make our work less cumbersome, we will only focus on very simple persistence modules. In fact, these modules will be the only ones relevant for our later applications.
Definition 2.3.
A tame persistence module V, is a p.f.d. persistence module that admits a finite barcode basis B = {β i } 1≤i≤N and all the barcodes β i are associated to an interval of the form
Thus, whenever we are speaking about tame persistence modules, we will assume that I(a, b) denotes a barcode over [a, b). The first problem one encounters when working with a barcode basis B = {β i } i∈I is taking linear combinations. Whenever we take a barcode generator β 1 ∈ B we have a natural transformation β 1 : I(a 1 , b 1 ) → V. However, this property does not need to hold for general sums. For example, suppose that β 1 ∼ [0, 2) and β 2 ∼ [1, 3) are two barcode generators from B, then we can define the sum pointwise γ(r) := β 1 (r) + β 2 (r) ∈ V(r) for all r ∈ R. Even though this γ is well defined, this assignment does not define a natural transformation since for example γ(1)
. This principle is depicted on Figure 1 .
More generally, assume that
is not satisfied for some r ≤ s in R. Something that we can do in order to 'correct' this situation is to 'chop down' the non-natural part. That is, we consider the following operation
where we have used the step function 1 s : R → F defined by:
Notice that in this case β 1 β 2 is associated to the interval I(a 2 , b 1 ). More generally, suppose we want to compute 1≤ j≤m k j β j with k j ∈ F and β j ∼ [a i , b i ) for all 1 ≤ j ≤ m. Taking into account the definition of for two terms and also the fact that 1 a 1 b = 1 max(a,b) , we can inductively extend the definition:
In the trivial case of k j = 0 for all 1 ≤ j ≤ m, we will set to zero the above definition. On the other hand, considering the value
we have that 1≤ j≤m k j β j is associated to I(A, B). Of course these β j do not need to form a basis, so perhaps the previous sum could have a more adjusted associated interval. This operation will be of great use when working with persistence morphisms.
Remark. Let us introduce some properties of the step function 1 s for s ∈ R. This satisfies that for any
} is a basis of V. Then 1 s (β + γ) and 1 s (β + τ) are linearly independent for all s < 1, but are equal for all s ≥ 1. Throughout this section it will be important to have these basic properties in mind.
Remark. Alternatively, one can recall the definition of persistence modules as
denotes the polynomial ring with F-coefficients and allowing all powers x r for r ∈ [0, ∞), where
There is no canonical way of relating barcodes from f .
by convention x 0 = 1 F . Given a persistence module V, one defines a barcode vector as a morphism of F[x [0,∞) ]-modules of either form:
where a 1 , b 1 ∈ [0, ∞) and a 1 < b 1 . These barcode vectors do not need to be injective. We denote by V (V) the set of all barcode vectors of V. The operation and the step function 1 s have interpretations for
or the barcode vector;
for a 1 < s; the latter is defined to be the restriction of v to the subideal (x s ), since one has that x s = x a 1 x s−a 1 . Suppose we have another barcode vector w ∼ [a 2 , b 2 ) with values a 2 < b 2 in [0, ∞). Then, one defines the barcode sum :
where A = max{a 1 , a 2 } and B = max{b 1 , b 2 }. In this context, a barcode basis B is a set of barcode vectors such that: ) ]-linearly independent with respect to .
Notice that, while there is a uniquely determined barcode decomposition of V, the particular choice of a basis is not unique. This is analogous to the case of vector spaces, where a vector space can admit multiple bases but has always the same rank. The main reason why we are introducing barcode bases is because we would like to work with morphisms between persistence modules f : V → W. Even though the respective barcode decompositions of V and W are determined, there is no unique 'assignment' of barcodes induced by f . In fact, it was proven in [2, prop 5.10] that matchings between barcodes of V and W cannot be defined in a functorial way. The following example will illustrate this principle.
Example 2. Consider two persistence modules:
. Suppose that we had chosen an alternative barcode basis for W defined by setting β 1 = β 1 + β 2 and β 2 = β 2 . Thus, in this case we have that f (α 1 ) = 1 1 (β 1 − β 2 ). Notice that the morphism f will relate different intervals depending on the chosen barcode bases. Therefore when studying morphisms we should not work directly with barcodes, but barcode bases instead. This is illustrated in Figure 2 .
Let f : V → W be a morphism of tame persistence modules and consider two bases A and B for V and W respectively. For each barcode generator α ∼ [a, b) in A , we would like to define the image f (α) in terms of B. First notice that we have an expression for f (α) a in terms of B a , since this forms a basis for W a . Thus there exist coefficients k β ,α ∈ F for all β ∈ B a such that
Therefore, since f is natural, we can write the image f (α) as
Recall that if β ∈ B a and β ∼ [a β , b β ), then a β ≤ a ≤ b β by naturality of β . Also notice that if b β > b, then k β ,α = 0, since otherwise f would not be natural as a persistence morphism. Thus we can define the subset of B a associated to α:
where α ∼ [a, b). The set B(α) denotes the barcodes β ∈ B such that the coefficients k β ,α might be non-zero. This gives us a sharper description of f (α):
Notice that there is no distinction between the expression above using and the ordinary sum. This is because we have already 'cut' the non-natural part of the sum. In particular, if β ∈B(α) k β ,α β is associated to I(A, B), then we can deduce that A ≤ a and B ≤ b. To visualize this, consider Figure 3 illustrating the restriction of f to some barcode α ∼ I(a, b). By pointwise-linearity and naturality of f , we have that
where k α ∈ F for all α ∈ A .
2.2.
Computing Kernels and Images. Let f : V → W be a morphism of tame persistence modules. The kernel of f is a persistence module Ker( f ) together with an inclusion morphism j : Ker( f ) → V, such that Ker( f ) r := Ker( f r ) for all r ∈ R. Therefore, if K is a barcode basis for the kernel, then for each barcode generator κ ∼ [a, b) we have
where k α,κ ∈ F for all α ∈ A . By 'finding' a basis for the kernel we mean that we want to find j(K ) in terms of the basis A . Since j is an injection and κ ∼ [a, b) is a basis generator, the image j(κ) needs to be non-zero along the interval [a, b). Thus if α∈A (κ) (k α,κ α) is associated to the interval [A, B), then by injectivity b ≤ B. On the other hand, since the image j(κ) is associated to [A, B), then B ≤ b by naturality of j, whence we obtain the equality B = b. Since A (κ) is finite, there must exist some α ∈ A (κ) with death radius b α = b.
The image of f , which will be denoted as Im( f ), is a persistence module together with a projection q : V Im( f ), such that Im( f ) r := Im( f r ) for all r ∈ R. Let A be a basis for V and I be a basis for Im( f ). Then for each generator γ ∈ I with γ ∼ [a, b), there exist coefficients c α,γ ∈ F such that γ = α∈A c α,γ q(α).
Notice that there was no need to multiply the above expression by 1 a , since γ is in the image of f . Thus, by finiteness of A , there must exist some α ∈ A such that q(α) has birth radius a. Additionally, we will have
Notice that ι : Im( f ) → W being an inclusion, will have properties analogous to those discussed for the kernel. Hence, there will be coefficients e β ,γ ∈ F satisfying the equation:
for each γ ∈ I with γ ∼ [a, b). Putting these two together and considering the image of f in terms of B, that is the equality ( f (α)) A = (β ) B b β ,α B×A , we get the equation:
In general, we start from the matrix (b β ,α ) B×A and will proceed to find the coefficients e β ,γ and c α,γ . This will be done by a process very similar to a Gaussian elimination. Each non-zero column e β ,γ B will lead to a barcode generator of the image. Its counterpart c α,γ A will lead to a basis for the kernel of f , although we will need to perform an additional Gaussian elimination. See Figure 4 for an illustration of these concepts. Some of these observations have already been studied in [2] .
A point to notice is that there is a natural ordering for B. For any pair of barcode generators α ∼ [a, b) and β ∼ [c, d), we will write α < β whenever a < c or when we have that a = c and d < b. As before, consider two finite barcode bases A = {α i } 0≤i≤n and B = {β j } 0≤ j≤m for V and W respectively. Additionally, suppose that both A and B have total orderings. That is, even if two barcode generators are associated to the same interval α 1 , α 2 ∼ [a, b), we have already made a choice α 1 < α 2 . Then we consider M = ( f (α 1 ), . . . , f (α n )) the matrix of f in the bases A and B. The aim will be to transform M performing left to right column additions so that we obtain a matrix
for all k i, j ∈ F and 0 ≤ i < j ≤ n. This I will have the property that its non-zero columns form a basis for Im( f ). Also, we can find coefficients q i, j ∈ F and c j ∈ F for all 0 ≤ i < j ≤ n, such that the set
forms a basis for Ker( f ). In the following we will present an algorithm obtaining such bases. First we will go through an illustrative example encoding some of the basic principles of the procedure. with barcode bases (α 1 , α 2 , α 3 ) and (β 1 , β 2 , β 3 ) respectively. Let the morphism f : V → W be given by the B × A matrix:
. Decomposition of barcodes in image, kernel, domain and codomain of f : V → W. The colors correspond to the different generators associated to I and K .
Then we will have matrices associated to f which are constant between pairs of consecutive parameters in
Since f is zero along (−∞, 1), we start considering the matrix associated to [1, 2) , together with its reduction by columns,
Next we consider F 2 along the interval [2, 3), which will inherit the previous reduction. Since a generator on the domain is being born, we add a new column at the right end of F 2 . This will be reduced by subtracting the first two columns from the last one,
Now, we compute the matrix F 3 of f along [3, 4) . We start from R(F 2 ) and we take out the second row, since its associated interval ends at 3. Thus, we obtain F 3 which is already reduced,
Since the second column is zero this means that a barcode has finished on the image. Thus, we add f (α 2 − α 1 ) = −1 1 β 2 into I . Additionally, we add 1 3 (α 2 − α 1 ) into K . The next interval to consider is [4, 5) . Now, before looking at the matrix F 4 of f along [4, 5), we consider 1 4 (K ). That is, we look at the element
. This already tells us extra information about the kernel of F 4 . We check this when we compute F 4 ,
Notice that we do not need to add
On the other hand, we add f (−α 1 ) = −1 1 (β 2 + β 3 ) into I . Again, this is because a barcode generator has finished in the image of f . The reason why we are adding f (−α 1 ) instead of f (α 1 ) to I , is because we detected this barcode from 1 4 (K ). Finally, since all generators in A die at 5, we add f
Altogether we have obtained a basis for the kernel
and also a basis for the image:
Therefore we obtain isomorphisms Ker( f ) I(3, 5) and Im( f ) I(1, 3) ⊕ I(1, 4) ⊕ I(2, 5) with respective barcode bases K and I . This is illustrated on Figure 5 . In practise, instead of adding elements to I , we will set I to be equal to f (A ) B and perform the corresponding reductions until we obtain a basis for the image of f .
Algorithm.
Here, we present an algorithm performing the above procedure. Suppose that f : V → W is a morphism between two tame persistence modules. Let A and B be barcode bases for V and W respectively. Suppose also that we know f (A ) B , the matrix associated to f with respect to barcode bases A and B. We want to find a barcode basis for the image I , and a barcode basis for the kernel K . For this I will start being set to be equal to the |B| × |A | matrix f (A ) B . Performing left to right column additions will lead to I being a basis for the image. On the other hand, K will be a matrix with |A | + 1 rows and whose number of columns will 'grow' as the computations develop. The extra row will be used for storing the parameter of the multiplying step function. Notice that K will have at most |A | columns, which is useful to know if we wanted to preallocate space for speed.
Notice that there exist values
We start by computing the values a i for all 0 ≤ i ≤ n. We will denote by A a i ( j) the index 1 ≤ A a i ( j) ≤ |A | of the j-element from A a i . Also given a matrix A, we will denote by A[ j] the j th column from A. The matrices R i will denote the successive Gaussian reductions as we increase the parameter 0 ≤ i ≤ n + 1. That is, we start withR 0 which will be the |B a 0 | × |A a 0 |-matrix of f along the interval a 0 < a 1 , then we reduce it to R 0 . Simultaneously, we perform exactly the same transformations to I . In order to track these additions performed, we will use a |A | × |A | matrix T . This T will be the identity matrix Id |A | . Thus, whenever we add columns in R 0 we perform the same additions in T . On the other hand, if some column
at the right end of the matrix of kernels K 0 . Additionally, we append T [A a 0 ( j)] to K , with associated step function coefficient a 0 . This can be done by storing T [A a 0 ( j)] as a vector, where the first entry is equal to a 0 . Since we require K to be linearly independent, we will introduce a set pivots for tracking the pivots of the elements in K . For each T [A a 0 ( j)] that we add into K , we add A a 0 ( j) into pivots. Note that in this first step there will be no repeated elements in pivots and the matrix K will be already reduced. Once we finish, we jump to the next parameter a 1 .
Let us go through the procedure for a 1 . For this, we add or take out rows and columns from R 0 and K 0 according to the life of each generator in A and B; these changes are stored intoR 1 andK 1 , respectively. Observe thatK 1 might not be reduced. Since we would like to obtain a basis for the kernel of f , we reduce it further to K 1 = R(K 1 ), performing the same additions on K . Next we proceed to reduceR 1 . There is a trick we can use here to speed up the computations. For each j-column in K 1 , if the pivot p of the column is not in pivots, this means that the p column inR 1 will become zero after reducing. Then we setR 1 [p] to zero directly, substitute the column
, and add p into pivots. Here by f (K 1 [ j]) we mean the result after adding the columns from f (A ) B with coefficients given by K 1 [ j] . Notice that this is the same as performing left to right column additions to the column I [A a 1 (p)], although we also permit this column be multiplied by a non-zero coefficient t ∈ F \ {0}. After performing these preprocessing tasks, we reduceR 1 into R 1 , performing the same transformations to T and I . Then we examine R 1 , and look for columns 1
at the right end of K 1 , and also into K with birth radius a 1 . Finally, we add A a 1 ( j) into pivots. This finishes the iteration for a 1 .
We repeat the previous step over and over again for parameters a 1 < a 2 < · · · < a n . On the i iteration, where 2 ≤ i ≤ n, we assume that we have well defined matrices R i−1 and K i−1 . As before, we update these matrices into a B a i × A a i -matrixR i , and a matrix with |A a i | columnsK i . These updates are performed by adding and deleting columns as the barcodes from A and B are born or die respectively. The rest of the procedure for a i is exactly as we outlined for a 1 earlier. Notice that while we are on the ith step, both K i and K will have the same number of columns. An outline of this procedure is shown in Algorithm 1. Proof. The key observation is that K forms a barcode basis for Ker( f ) if and only if K r is a basis for Ker( f ) r for all r ∈ R. Now, notice that K r generates Ker( f ) r since all kernel elements were sent to K . On the other hand, each K r is a linearly independent set, since we have performed Gaussian eliminations that ensured this. Similarly, for any r ∈ R we have that I r generates all the columns from f (A ) r B , and thus it generates Im( f ) r . We have also ensured linear independence of I r by the Gaussian elimination process. Thus, I is a barcode basis for Im( f ).
Algorithm 1 image kernel
Input: A , B, f (A ) B Output: K , I
1: Find values a 0 < a 1 < · · · < a n where a barcode generator dies, or is born in A or B 2:
UpdateR i andK i from R i−1 , and K i−1 respectively 5:
ReduceK i obtaining K i . Perform the same reductions to K 6: for each j-column of K i with pivot p / ∈ pivots do 7:
Add p into pivots ReduceR i into R i . Perform the same reductions to T and I 12:
Append T [A a i ( j)] at end of K i , and also at K with step coefficient a i
Add A a i ( j) into pivots 16: end if 17: end for 18: end for 19: return K and I Let us compute the complexity of the algorithm. We start noticing that n comes from the outer loop. Then the Gaussian reduction ofK i might take at most O(|A | 3 ) time. On the other hand the reduction ofR i might take O(|B||A | 2 ) time. The first inner loop will take less than O(|A |(|A | + |A ||B|)) time, where the multiplying |A | comes from the iteration. Within round brackets, the first term comes from checking pivots, whereas the second comes from computing f (K i [ j]). The second inner loop takes O(|A | 2 ) time, one |A | for the iteration and the other for checking pivots. Putting all together we obtain the following complexity:
where M = max(|A |, |B|).
2.4.
Computing Quotients. Now we consider the problem of computing quotients. Suppose that we have inclusions H ⊆ G ⊆ V of finite persistence modules of dimensions H ≤ G ≤ B respectively. Furthermore, suppose that H = {h j } 1≤ j≤H , G = {g k } 1≤k≤G and B = {b i } 1≤i≤B are barcode bases for H, G and V respectively. The aim will be to find a barcode basis for G/H. For each generator h j ∈ H , we will use the superscript notation h j ∼ [a h j , b h j ) for the associate interval. Also H will be ordered in a way such that a h i ≤ a h j whenever 1 ≤ i ≤ j ≤ H. The same conventions will be used for the bases B and G . Then there
where the operation is implicit on the equation. We will write this in the more compact form h = 1 H Mb.
Similarly, there exists a matrix N ∈ M G×B (F) such that g = 1 G Nb.
Consider the inclusions ι H : H → V and ι G : G → V, and define the morphism R : H × G → V by R := ι H + ι G . Thus we have that:
Hence, in order to compute a basis for the quotient, all that we need to do is apply image kernel to the matrix
The last |G | generators from I lead to a basis for G/H.
2.5.
Homology of Persistence Modules. Consider a sequence of tame persistence modules:
where each term has basis B j for 0 ≤ j ≤ n. Then applying image kernel we will obtain bases I j−1 and K j for the image and kernel of d j for all 0 ≤ j ≤ n. Proceeding as on the previous section, we consider matrices (R j (I j | K j )) B j and apply again image kernel. This leads to bases Q j for the homology for all 0 ≤ j ≤ n. The following example is an specialization of this principle.
Example 5. Suppose that we have a filtered simplicial complex (X r ) r∈R in such a way that X r ⊂ X s for all r ≤ s. Thus, taking free chains on the k-simplexes of these leads to tame persistence modules S k (X * ) for every positive integer k. This induces a sequence of tame persistence modules,
with the property that barcodes 'never die'. This setting would be the classical case of persistence homology over a filtered space presented in [15] . In this context, we can use the clear optimization, as presented in [3] . In a nutshell, this optimization consists of obtaining 'for free' some barcodes in ker(d i ) from barcodes in Im(d i+1 ). This is because of the composition rule d • d = 0 and also because of the fact that barcodes never die. This property allows us to create a more efficient algorithm. Thus, performing the homology of the chain complex above we recover the persistent homology PH n (X * ) for all degrees n ≥ 0.
Remark. An interesting question arises here. Would it be possible to have a clear optimization for an arbitrary chain of persistence modules? That is, given a persistence morphism f : V → W and a submodule I ⊂ Ker( f ), is it possible to deduce directly basis generators of Ker( f ) from I ? The simple answer is no. Nevertheless, we can get some information from I . A possible strategy is to search for a basis K of Ker( f ), such that a subset R ⊂ K 'extends' I . In other words, we suppose that |R| = |I | and 1 I R = I for some diagonal step function matrix 1 I . Then we will have matrices I, R ∈ M |I |×|B| such that
where B = {β i } 1≤i≤B denotes a fixed basis for V. Also there is a matrix M ∈ M |K \R|×|B| such that
In this setting, the clear optimization consists in finding R from the information in I. Denote by
, the respective generators of R and I with their associated intervals. In particular, notice that a R i ≤ a I i and b R i = b I i for all 1 ≤ i ≤ |R|, since 1 I R = I . Also assume that the j th generator from B is associated to [a B j , b B j ). Altogether, we have the following conditions on the coefficients R i, j of R:
In particular, notice that this does not determine R i, j for all indices 1 ≤ i ≤ |R| and 1 ≤ j ≤ |B|. All of these conditions come from 1 I RB = 1 I IB since 1 I R = I . Finding optimal procedures for the unknown coefficients will be a matter for future research.
A REVIEW ON THE MAYER-VIETORIS SPECTRAL SEQUENCE
In this section, we give an introduction to the Mayer-Vietoris spectral sequence. This section has no claims of originality, apart from the comments at the end outlining the procedure for an algorithm. These ideas come mainly from [4, 20] . The reason for including this is because we think it beneficial to include a minimal, self-contained explanation of the procedure. Also, we will be using this as a necessary background for Section 4. For simplicity we will focus on ordinary homology over a field F. Later on we will extend these ideas to the case of persistent homology over a field.
FIGURE 6. S 1 is covered by two arcs U and V . There are identifications and loops coming from the cover. We represent each connected component as a dot, thus the 0-homology classes of U and V are identified. The two components of U ∩ V merge into the same component in each arc. This induces a graph which is homeomorphic to a circle.
Let K be a simplicial complex, and V = {V i } 0≤i≤m be a cover of K by subcomplexes. Suppose that we want to compute the homology of K from the cover elements. Then a naive approach to solving the problem, would be to compute the homology groups H n (V i ), and proceed by adding all of them back together:
Unfortunately, this is hardly ever true and we will need to find other ways of dealing with this merging of information. To introduce the distributive problem, we forget about simplicial complexes, and go back to the domain of topological spaces and open covers.
3.1. The Mayer-Vietoris theorem. Consider the circle S 1 covered by two arcs U and V such that U ∪V = S 1 , as illustrated on Figure 6 . Then one sees that equality (4) does not hold in dimensions 0 and 1:
In order to amend this, one has to look at the information given by the intersection U ∩V . This information comes as identifications and new loops. In this example one has that U is connected to V through U ∩ V . Thus their respective 0-homology classes are identified, see Figure 6 . This identifications can be rephrased as taking the quotient,
induced by the inclusions ι U : U ∩ V → U and ι V : U ∩ V → V . More precisely, this is induced by the morphism on cochains δ 0 1 :
On the other hand, the intersection U ∩V has two connected components that merge into the same component in each arc U and V , see Figure 6 . This induces a graph that is isomorphic to S 1 . Equivalently, this is analogous to defining
Altogether we have that H 0 (S 1 ) ∼ = I 0 and
Similarly, one can cover the torus T 2 with two cylinders U and V in such a way that T 2 = U ∪ V , as illustrated in Figure 7 . In this case one has similar identifications and new loops coming from U ∩ V . As connected components, U and V are the same. Also, the loop going around each cylinder U and V is identified in the intersection. As before, these identifications are performed by taking the quotient
for all n ≥ 0. The previous morphism is theČech differential δ n 1 :
. Additionally, the 1-loops in the intersection merge to the same loop when included in each cylinder U or V . This situation creates a 2-loop or 'void', see Figure 7 . Thus we have the n-loops detected by the kernel
Loops:
Identifications: ∼ ∼ FIGURE 7. Torus covered by a pair of cylinders U and V .
for all n ≥ 0. Notice that n-loops are found by n − 1 information on the intersection. Putting all together, we have that
This leads to the expected result
On a more theoretical level, what we have presented here is commonly known as the Mayer-Vietoirs theorem. We can think of each homology group H n (U ∪V ) as a filtered object,
Then, the Mayer-Vietoris theorem gives us the expressions for the different ratios between consecutive filtrations,
In particular, since we are working with vector spaces we obtain
Let us give a more algebraic interpretation of L n and I n . Consider a class [α 1 ] in L n , together with a representative of the class α 1 ∈ S n−1 (U ∩V ). Then, by construction, H n−1 (δ Figure 8a illustrates this situation. In particular, the chain a + b ∈ S n (U ∪ V ) is a representative for an n-cycle. For instance, in the first example of Figure 6 , α 1 ∈ S 0 (U ∪ V ) is the sum p + q of two disconnected points on U ∩ V , and (a, b) ∈ S 1 (U) ⊕ S 1 (V ) would be a pair of paths connecting p and q on U and V respectively. In this case the combination a + b ∈ S 1 (U ∪ V ) is the 1-loop going round S 1 . On the other hand, suppose we have a class
Then, by definition, there must exist some elements γ 2 ∈ S n (U ∩V ) and
. This leads to the diagram in Figure 8b . For instance, in the first example in Figure 6 , assume that β 1 = (p, −q) for two given points p ∈ U and q ∈ V . Then γ 2 would be a point r ∈ U ∩V , and γ 0 would be a path from r to p, and γ 1 a path from q to r. Thus, composing γ 1 with γ 0 leads to a path from q to p.
FIGURE 8. Diagrams for loops and boundaries. The rows are specified by the values of j.
The above discussion gives rise to the total chain complex,
Notice that the first two morphisms do not change components, whereas the third encodes the 'merging' of information. This last morphism is represented by red arrows on the diagram:
where the rectangle of red arrows is commutative. In particular, this implies that d Tot n •d Tot n+1 = 0 for all n ≥ 0. Computing the homology with respect to the total differentials and using the previous characterization of I n and L n , one obtains
This result will be further generalized in proposition 11.
3.2. The Mayer-Vietoirs spectral sequence. After this digression, we move back to a simplicial complex K with a covering V = {V i } 0≤i≤m by subcomplexes. In this case, we need to take into account all the intersections between different subcomplexes. These will not only be restricted to pairwise intersections, but also all the triple, quadruple and higher. A way of dealing with this is to consider theČech chain complex. Let [m] be the simplicial complex defined by the power set of {0, 1, . . . , m}. That is, [m] p will denote the set of subsets σ ⊆ {0, 1, . . . , m} such that
In a fixed degree n ≥ 0, we have theČech chain complex,
Here, eachČech differential is defined by
where for p ≥ 1, we have used inclusions ι σ j : V σ → V ∂ j σ for all σ ∈ [m] p and all 0 ≤ j ≤ p. In the case p = 0, we have the inclusions ι j : V j → K for all 0 ≤ j ≤ m. It is straightforward to check that δ p+1 • δ p = 0 for all p ≥ 0.
Stacking all these sequences on top of each other, and also multiplying differentials in odd rows by −1, we obtain a diagram: 0
This leads to a double complex (S * , * ,δ , d) defined as
for all p, q ≥ 0, and also S p,q := 0 otherwise. We denoteδ = (−1) q δ , theČech differential multiplied by a −1 on odd rows. The reason for this change of sign is because we want S * , * to be a double complex, in the sense that the following equalities hold:
Since S * , * is a double complex, we can study the associated chain complex S Tot * , commonly known as the total complex. This is formed by taking the sums of anti-diagonals (5), see Figure 9 for a depiction of this. Later, in proposition 11, we will prove that H n (K) ∼ = H n (S Tot * ) for all n ≥ 0. The problem still remains difficult, since computing H n (S Tot * ) directly might be even harder than computing H n (K). The key is that there is a divide and conquer method which allows us to break apart the calculation of H n (S Tot * ) into small, computable steps.
Let us start by computing the kernel Ker(d Tot n ), which is depicted in Figure 9 . Recall that we will be working with vector spaces and linear maps all the time. Let s = (s k,n−k ) 0≤k≤n ∈ S Tot n be in Ker(d Tot n ). Then s will satisfy the equations d(s k,n−k ) = −δ (s k+1,n−k−1 ) for all 0 ≤ k < n. Thus, one can obtain kernel elements by considering subspaces GK p,q ⊆ S p,q . The subspace GK p,q is composed of elements s p,q ∈ S p,q such that d(s p,q ) = 0, and there exists a sequence s p−r,q+r ∈ S p−r,q+r satisfying equations d(s p−r,q+r ) = −δ (s p−r−1,q+r+1 ) for all 0 < r ≤ p. Notice that GK p,q is a subspace of S p,q since both d and δ are linear. We will see that one has (non-canonical) isomorphisms,
This is depicted in Figure 10 . It turns out that this is true only when we are working with vector spaces. Later, we will work with a more general case where such isomorphisms do not hold. This will be known as the extension problem.
Hence, recovering the sets GK p,q leads to the kernel of d Tot n . The problem with this approach is that each subspace GK p,q still requires a large set of equations to be checked. A step-by-step way of computing these is by adding one equation at a time. For this we define the subspaces GZ r equations progressively. That is, we start setting GZ 0 p,q = S p,q . Then we define GZ 1 p,q to be elements s p,q ∈ S p,q such that d(s p,q ) = 0, or equivalently GZ 1 p,q = Ker(d) p,q . In an inductive way, for r ≥ 2 we define GZ r p,q to be formed by elements s p,q ∈ GZ r−1 p,q such that there exists a sequence s p−k,q+k ∈ S p−k,q+k satisfying equations d(s p−k,q+k ) = −δ (s p−k+1,q+k−1 ) for all 1 ≤ k < r. Then, for all p, q ≥ 0, we have a decreasing sequence GK p,q = GZ Now we explain the notation GK p,q and the isomorphism (6). We start defining a vertical filtration F * V on S * , * by the following subcomplexes for all r ≥ 0: (S * , * ) ∼ = S p, * for all p ≥ 0. The filtration F * V respects the morphisms in S * , * in the sense that d(F t V (S * , * )) ⊂ F t V (S * , * ), and alsoδ (F t V (S * , * )) ⊂ F t V (S * , * ). See Figure 11 for a depiction of F * V . Another point to notice is that F * V will filter the total complex S Tot * , respecting its differential d Tot . That is, S Tot n will be filtered by subcomplexes, for all r ≥ 0. In particular, notice that Ker(d Tot ) also inherits the filtration F * V , where we will have filtration sets
We define the associated modules of Ker(d Tot ) n to be the quo-
Ker(d Tot ) n , which can be checked to be isomorphic with GK p,q for all p + q = n. This follows by considering morphisms
which are well-defined since s p,q does not change for representatives of the same class. In fact, this morphism is injective since two classes with the same image will be equal by definition of G p V Ker(d Tot ) n . On the other hand, the definition of GK p,q ensures surjectivity. In particular, since we are working with vector spaces, we have that:
which justifies isomorphism (6).
Next, we explain the notation GZ There is a procedure commonly known as a spectral sequence which leads to H n (S Tot * ) after a series of small, computable steps. This is done in an analogous way as we did before for computing Ker(d Tot ). In this case we will need to take the extra steps of taking quotients by the images of d Tot . First notice that the vertical filtration F * V transfers to homology H n (S Tot * ) by the inclusions F p V S Tot * ⊆ S Tot * for all p ≥ 0. That is, we have filtered sets:
which induce an increasing filtration on H n (S Tot * ). For this filtration the associated modules will be defined by the quotients
Notice that in this case, since we are assuming that we are working over a field, there will be no extension problems and we will recover the homology by taking direct sums:
In Section 4, we will be dealing with the situation where this is not true. Previously, we defined the sets Z r p,q which are kernels up to filtration. In an analogous way we define boundaries up to filtration by setting for all r ≥ 0, and p, q ≥ 0. Notice that we will have relations d Tot (Z r p,q ) = B r p−r,q+r−1 and also d Tot (B r p,q ) = 0. Additionally there is a sequence of inclusions,
From the previous discussion, we start defining the first page of the spectral sequence as 
The second page has differential d 2 induced by the total complex differential d Tot . Figure 13 illustrates this principle.
Doing the same for all pages we obtain the definition of the r-page: Thus, the ∞-page is:
Then, for n = p + q one has the equality
Therefore, computing the spectral sequence is a way of approximating the associated module G p V H n (S Tot * ). Thus adding up all of these leads to the result H n (S Tot * ). By convention, since
we say that E * p,q converges to H n (S Tot ) and we denote this as
Remark. Here we have adopted the definition of Z r p,q and B r p,q that one can find in [20] . Other sources such as [4] and [19] use the same notation for other terms.
3.3. Algorithm. Let us present a procedure for the computations. Consider the zero page E 0 p,q with differentials d 0 p,q = d. In this case we can compute the homology through any standard method and obtain the first page, E 1 p,q . Now, suppose that we have defined bases E 0 p,q and E 1 p,q for the zero and first page, respectively. Notice that the basis elements from E 1 p,q have representatives on the basis E 0 p,q , as the homology classes are represented by sums of simplices. By abuse of notation, E 1 p,q will also denote the matrix whose columns are the coefficients of class representatives on the basis E 0 p,q . For each generator α 1 ∈ E 1 p,q , we take its representative α 0 ∈ E 0 p,q , and compute its imageδ (α 0 ). We lift this to E 1 p−1,q by reducing it by the matrix
For subsequent pages we proceed in a similar way to the second page. We start with a generator α r ∈ E r p,q and its 0-page representative α 0 ∈ E 0 p,q . By definition, we can computeδ Computing homology leads to a basis E r+1 p,q for the (r + 1)-page. We say that the spectral sequence is bounded if there are only finitely many indices 0 ≤ p and 0 ≤ q such that E 0 p,q = 0. If we assume that E * p,q is bounded, then this process will end after we reach some m-page with 0 ≤ m. This page will be the ∞-page, and we usually say that E * p,q has collapsed at the m-page.
PERSISTENT MAYER-VIETORIS
4.1. Persistent Homology and Covers: Suppose that we have covered a filtered simplicial complex K with filtered subcomplexes V = {V i } i∈I , so that K = i∈I V i . Then, for n ≥ 0, the sum
will detect a few of the barcodes from PH n (K). The problem is that it might not detect all of them. Perhaps a barcode is detected by the combined effect of several covers. Instead one can compute the spectral sequence
where p + q = n. Notice that this is well-defined by applying the same reasoning as in Section 3, but within the category of persistence modules and morphisms. The difference comes in the last step, since we might have that
As the radius increases, more edges are added. At radius r = 0.5 a circle will be across the two covers U and V . Later on, at radius r = 0.6 this circle will be split into two.
This is the extension problem, which we will solve in Section 4.2. After solving this problem we will obtain the persistent homology for K. We will even recover more information. Notice that as pointed out in [25] , the knowledge of which subset J ⊂ I detects a feature from PH n (K) can potentially add insight into the information given by ordinary persistent homology. The following example illustrates this.
Example 6. Consider the case of a point cloud X covered by two open sets as in Figure 14 . From Sections 2 and 3, we know how to compute the ∞-page (E ∞ * , * ) r associated to any radius r ∈ R. In particular, when we take r = 0.5, then the combined work from U and V detects a 1-cycle. On the other hand, when r = 0.6 this cycle splits into two smaller cycles which are detected by U and V individually. Notice that if we want to come up with a persistent Mayer-Vietoris method then we need to be able to track these behaviours. That is, we need to know how cycles develop as r increases. In particular, the barcode I(0.5, 1) from PH 1 (X) will be broken down into some smaller barcodes, see diagram 15. These will be E ∞ 1,0 ∼ = I(0.5, 0.6) and also E ∞ 0,1 ∼ = I(0.6, 1.0) ⊕ I(0.6, 1.0). The way we will solve this problem is by using the barcode basis machinery developed in Section 2.
The Extension Problem:
Let (S * , * ,δ , d) be the simplicial double complex on the category of persistence modules. For each degree n ≥ 0, there is the total complex S Tot n , together with an associated vertical filtration,
Recall from Section 3 and appendix A, that for n = p + q we have
where we consider the n-homology H n (S Tot * ) as a persistence module. Notice that from now on by 'homology' we will mean persistence module homology. And also notice that H n (S Tot * ) will inherit an increasing filtration as pointed out on Section 3. Recall that the infinity terms satisfy isomorphisms
. Through this section we study the extension problem, that is, we will recover H n (S Tot * ) from the associated modules G p V H n S Tot * . Also, we will assume that the spectral sequence collapses at a page 0 ≤ m < ∞. r = 0 r ∼ 0.208 r = 0.5 FIGURE 16. A one loop is detected at radius r ∼ 0.208 which goes through three covers. Later, at radius r = 0.5, this loop splits into three loops, each included in one of the three covers.
Consider the persistence module
which defines a functor V : R → vect, together with the increasing filtration
We define the associated modules as the quotients
This gives rise to short exact sequences,
Adding up all associated modules we obtain
with an additional filtration given by
spectral sequence algorithm will lead to a barcode basis for G. Here we want to compute a basis B for V from a basis G of G.
Additionally, for each r ∈ R the sequence (9) splits, leading to morphisms
we have that d(β k ) = 0 and there exists a sequence of β i ∈ S i,n−i r such that d(β i ) = −δ (β i+1 ) for all 0 ≤ i < k. The choice of this sequence determines F k (r), so that
n . Notice that if we already computed G from the Mayer-Vietoris spectral sequence, then there is no need to do any extra computations to obtain these morphisms F k (r). All we need to do is to store our previous results. Adding over all 0 ≤ k ≤ n we obtain the isomorphism F (r) = n k=0 F k (r) :
This last morphism is an isomorphism since all its summands are injective, their images have mutual trivial intersection, and the dimensions of the domain and codomain coincide.
Recall that G has induced morphisms G(r ≤ s) from V(r ≤ s) for all values r ≤ s in R. Given G a basis for G, we would like to compute a basis B for V from this information. Notice that this is not a straightforward problem since (10) does not imply that one has an isomorphism F : G → V. A point to start is to define the image along each generator in G . That is, for each barcode generator g i ∼ [a i , b i ) in G , we choose an image at the start F (a i )(g i (a i )). After, we set F (r)(g i (r)) := V(a i < r) • F (a i )(g i (a i )) for all a i < r < b i . This leads to commutativity of F along each generator g i . Nevertheless this is still far from even defining a morphism F : G → V.
The solution to the problem above is to define a new persistence moduleG. We defineG(s) := G(s) for all s ∈ R. Then, if G = {g i } 1≤i≤G is a barcode basis for G, we will have that G (s) will be a basis ofG(s) for all s ∈ R. Now, given g i ∼ [a i , b i ) a generator in G , we define the morphismG(r ≤ s) by the recursive formulaG
where c i, j ∈ F for all 1 ≤ i, j ≤ G. We want to define c i, j in such a way thatG is isomorphic to V. For this we impose the commutativity conditioñ
which leads to the equation
This determines uniquely the coefficients c i, j for all 1 ≤ i, j ≤ G. Notice thatG respects the filtration on V, since the right hand side in (11) is a composition of filtration preserving morphisms. In particular, if
Fix a generator g i ∈ G k with associated interval [a i , b i ). Let us calculate the coefficients c i, j . Suppose that we have a representativeg j = (β
where for all 0 ≤ q ≤ n we define the subset I q ⊆ {1, . . . , G} of indices such that g j ∈ G q . Thus, we have
Hence, there must exist some γ ∈ S Tot n+1 (b i ) such that
How do we compute γ? We start by searching for the first page r ≥ 2 such that
where [·] r denotes the class in the r-page. Notice that this r must exist since we assumed that (13) vanishes on the ∞-page. In fact, this implies that there exists γ k+r−1 ∈ E r−1
Repeating this for all pages leads to elements γ k+t ∈ E t k+t,n−k−t+1 (b i ) for all 0 ≤ t ≤ r − 1, such that
Notice that equation (14) holds independently of the representatives, since if we changed some term, then the other representatives would adjust to the change. In particular, we have that the k component of (12) vanishes, whereas the k − 1 component will be equal to
Next we proceed to find coefficients c i, j ∈ F so that in G k−1 (b i ) we get the equality
Then we proceed as we did on G k . Doing this for all parameters 0 ≤ r ≤ k, there are coefficients c i, j ∈ F, and an elementγ ∈ S Tot n (b i ) so that
An outline for finding the coefficients c i, j ∈ F is displayed in Algorithm 2.
Proof. Since each F (s) is an isomorphism, and also we have commutative squares:
for all r ≤ s, then F must be an isomorphism of persistence modules.
This givesG ∼ = V, but we still need to compute a barcode basis. In fact, this can be done by applying the algorithm image kernel, but with barcode updates given by the morphisms ofG. The set I which results from this procedure will be a barcode basis forG, which by proposition 7 leads to a barcode basis for V.
Algorithm 2 extension
Input: Find a representative d j (γ r+ j ) ∈ E 0 r,n−r of the class d j (γ r+ j ) ∈ E j r,n−r
10:
σ r ← σ r − d j (γ r+ j ) (where σ r ∈ S r,n−r denotes the r-component of σ ) 11: end for
12:
σ r−1 ← σ r−1 −δ (γ r ) 13: end for 14: return (c i, j ) 1≤ j≤G
APPLICATIONS
We study three applications for our results. We will start analysing Vietoris-Rips complexes on point clouds. Afterwards we will work with cubical complexes, showing the great advantage these have on analysing images composed by pixels. Finally, we will study a mixture of both, the α-complexes. These will allow us to analyse the topology of point clouds, but with similar theoretical advantages than cubical complexes.
5.1. Vietoris-Rips complexes. We will start from a point cloud P in R n , and will proceed to study its topological properties.
Definition 5.1. Let r > 0, we define the Vietoris-Rips complex of radius r, denoted by VR r (X), to be the maximal complex in SpCpx such that [x, y] ∈ VR r (X) if and only if d(x, y) < r/2, where d is the Euclidean distance in R n .
Whenever X is finite, this defines a tame persistent module S n (VR r (X)) : R → vect, for each degree n ≥ 0. Given a cover of P into sub point clouds P = {P i } N i=1 , we would like to recover S n (VR r (P)) from the persistence modules {S n (VR r (P i ))} N i=1 . This is possible along an interval [0, R). The following proposition and corollary generalize Lemma 13 from [25] .
be a cover of P with P = N i=1 P i , and define R := min 0≤i< j≤N {d(P i \ P j , P j \ P i )}.
Proof. Suppose that 0 < r < R and we take a k-simplex σ ∈ VR r (P). We want to prove that σ must be contained in some VR r (P j ). For the sake of contradiction, we assume this is not the case. Also, assume that max 1≤i≤N {|σ ∩ P i |} = M, and take i such that |σ ∩ P i | = M. Then, since σ is not contained in VR r (P i ), there must exist some point p / ∈ P i . On the other hand, since P is a cover of P, there exists some P k such that p ∈ P k . Now since |σ ∩P k | ≤ M, there must exist some point q ∈ P i such that q / ∈ P k . Thus we have p ∈ P k \P i and q ∈ P i \ P k . Consequently, d(p, q) ≥ R, and σ cannot be in VR r (P), reaching a contradiction.
In particular, we obtain the following convergence result:
Corollary. Let P be a cover of P and let R be as in proposition 8. Then we have a spectral sequence
which converges to PH n (P) along the interval [0, R). Here PH q is the q-persistent homology precosheaf on N V , which is defined by setting
for all q ≥ 0, and all simplices σ ∈ N V . For any inclusion τ ⊆ σ of simplices in N V , we have an induced morphism:
Notice that exactly computing R might be expensive. In practice, we will divide P into convex regions from R n with some overlap between mutually adjacent regions. More precisely, consider a finite covering U = {U i } N i=1 of R n in such a way that each U i is convex. One can, for instance, consider hypercubes spanned by pairs of points p, q ∈ R n . With such a cover it is not difficult to compute the value K := min 0≤i< j≤N {d(U i \U j ,U j \U i )}. Now considering the cover of point clouds defined as P U := {U i ∩ P} N i=1 , one has that K ≤ R. Thus, in this case one can use the previous results to recover PH n (P) from E 2 p,q along the intervals [0, K). Vietoris-Rips complexes grow very quickly in size and this is the main reason why we need an upper bound for recovering its global information from local. Later on, we will see that α-complexes are much more well-behaved for parallelization.
Cubical Complexes over Lattices.
In this particular application, we will focus on complexes whose set of vertices V form a subset V ⊆ Z m for some m ∈ N. Also we will have edges between pairs of adjacent vertices in Z m . That is, any pair of points differing only in one coordinate by a unit. However instead of simplices, we have cubes. That is, given a family I i of 1 ≤ i ≤ n copies of the unit interval [0, 1], we define the n-cube as the product I 1 × · · · × I n . For each 0 ≤ i ≤ n we have two faces:
Let C be a set of cubes, and let C n denote the n-cubes in C , so that C = ∞ n=0 C n . We say that C is a cubical complex if and only if for each cube contained in C , all its faces are also contained in C . Given such a C , one can define a chain complex by setting C n (C ) to be the free F-vector space on the n-cubes of C . We define the differential δ n : C n (C ) → C n−1 (C ) as
for each q ∈ C n (C ). Without difficulties, one can check that δ n−1 δ n (q) = 0. Thus one can define the cubical homology of C in an analogous way to simplicial homology, see chapter 2 from [17] for an introduction to cubical homology. Our motivation for studying these objects comes from image processing. Suppose that one has a greyscale image, e.g. a two dimensional or three dimensional image. Since the image is greyscale, we can assign to each pixel (or voxel) a real number. Then we fix a threshold parameter ρ > 0 and proceed to define a cubical complex C ρ on top of V ⊂ Z m . C ρ will be defined to be the maximal cubical complex subject to two conditions:
(1) All points in V with value less than ρ are exactly the vertices of C ρ .
(2) Edges only connect adjacent vertices in Z m .
Notice that property 2 is very useful, since it allows us to cover our starting space with a very small overlap between adjacent regions. This presents a great advantage in comparison to the case of Vietoris-Rips complexes, where we had to be careful with the maximum radius R. Given a pair of lattice points p, q ∈ Z m , we define the rectangular set
We will call I ⊂ Z m a rectangle if I = R(p, q) for some pair p < q ∈ Z m . Here the poset relation in Z m is induced by the coordinatewise order. That is, we have that p ≤ q if and only if p i ≤ q i for all 1 ≤ i ≤ m.
Proposition 9. Let I ⊂ Z m be a filtered rectangle, together with a cover J = {I k = R(p k , q k )} N k=0 by rectangles with the same filtration. Suppose also that for any pair 1 ≤ k, r ≤ N, one has that
Proof. By contradiction, suppose that a cube c ∈ C n (I) is such that c / ∈ C n (I k ) for every 1 ≤ k ≤ N. By definition, this means that not all vertices from c lie in some C (I k ) for all 1 ≤ k ≤ N. Since J forms a cover of I, the vertex c (0,0,··· ,0) from c lies in
m ) be the maximal vertex from c lying in I k 1 , and S 1 ⊆ {1, 2, . . . , m} the subset of indices l satisfying j 1 l = 0. Notice that ( j 1 1 , j 1 2 , . . . , j 1 m ) = (1, 1, . . . , 1) since otherwise c would be in I k 1 . Then we consider c 1(S 1 ) , where 1(S 1 ) l = 1 if l ∈ S 1 and 1(S 1 ) l = 0 for l / ∈ S 1 . Since (c 1(
l for all l ∈ S 1 , we have that c 1(S 1 ) lies in some other I k 2 , for 1 ≤ k 2 ≤ N with k 2 = k 1 . Therefore we obtain p k 2 ≤ c 1(S 1 ) , and since (p k 2 ) l − (q k 1 ) l = 1 for all 1 ≤ l ≤ n, we must have (p r ) l ≤ (q k ) l for all l ∈ S 1 . In particular, c 0 must be in I k 2 . Let c j 2 be the maximal vertex from c lying in I k 2 , again this cannot be c 1 since otherwise c would be contained in I k 2 . Hence, we define the subset S 2 {1, 2, . . . , m} of indices l such that (c j 2 ) l = 0. Notice that S 1 ∩ S 2 = / 0 and we have that S 1 S 1 ∪ S 2 . Then we consider the vertex c 1(S 1 ∪S 2 ) and repeat the argument. Eventually there will be an index t ≥ 1 such that S 1 ∪ · · · ∪ S n = {1, 2, . . . , m}. Then we consider I r for some 1 ≤ r ≤ N containing c 1 . For each coordinate index 1 ≤ l ≤ m we will find (c 1 ) l − (q k i ) l = 1 for some 1 ≤ i ≤ t. Then c 0 must be contained in I r . Nevertheless this implies c is in I r , reaching a contradiction.
Corollary. Let I ⊂ Z m be a filtered rectangle, together with a cover J = {I i ⊂ Z m } N i=0 by rectangles with the same filtration. Suppose also that for any pair 1 ≤ k, r ≤ N, one has that (p k ) l − (q r ) l = 1 for all 1 ≤ l ≤ m. Then there is a converging spectral sequence, E 2 p,q = H p (PH q (J ),δ ) ⇒ PH n (I), where PH q denotes the cubical q-persistent homology precosheaf on N J .
5.3. α-complexes. Let P be a point cloud. Given a point q ∈ P, we define the Voronoi cell of q as the subset V P q = {x ∈ R n | d(x, q) ≤ d(x, P \ {q})} ⊆ R n we can filter these subsets defining R P q (r) = V P q ∩ B r (q), where B r (q) ⊆ R n denotes the closed ball with centre q and radius r ≥ 0. We define A r (P), the α-complex of radius r > 0, to be the maximal complex in SpCpx such that an edge [x, y] is in A r (P) if an only if R P x (r) ∩ R P y (r) = / 0. An advantage of using A r (P) instead of VR r (P) is that the number of simplices gets reduced substantially. Given a subset Q ⊆ P we define A P r (Q) to be the maximal subcomplex of A r (P) with vertices Q. Proof. The inclusion A P r (Q) ∪ A P r (S) ⊆ A P r (Q ∪ S) is direct by definition. Let us consider the opposite inclusion. By contradiction, suppose a simplex σ ∈ A P r (Q ∪ S) is not contained in A P r (Q) or A P r (S). Then there exists a pair of vertices v, w ∈ σ lying on the mutual complements v ∈ Q \ S and w ∈ S \ Q. By hypothesis, V P v ∩V P w = / 0 but then [v, w] ⊂ σ cannot be an edge in A P r (Q ∪ S), and so σ / ∈ A P r (Q ∪ S), reaching a contradiction.
Corollary. Let P = {P i } N i=1 be a cover of P such that V P Q\S ∩V P S\Q = / 0 for all pairs 1 ≤ i < j ≤ N, then
Furthermore, there is a convergent spectral sequence E 2 p,q = H p (PH α,P q (P)) ⇒ PH α n (P). Where PH α,P denotes the (α, P)-persistent homology precosheaf over N P .
Proof. The first statement follows inductively from proposition 10. Applying the persistent Mayer-Vietoris spectral sequence leads to the result.
CONCLUSION
We started by developing linear algebra for persistence modules. In doing so, we introduced bases of persistence modules, as well as associated matrices to morphisms. Also, we presented Algorithm 1, which computes bases for the image and the kernel of a persistence morphism. Then a generalization of traditional persistent homology was introduced in Subsection 2.5. This theory, has helped us to define and understand the Persistent Mayer-Vietoris spectral sequence. Furthermore, we have provided specific guidelines for a distributive algorithm, with a solution to the extension problem presented in Section 4.2. More precisely, we have shown that it is possible to break down the original data into pieces determined by a cover of the point cloud, and compute the global Persistent Homology from this local data. Additionally, we have presented some case-specific applications in Section 5. These exploratory results will be useful when implementing this method. It is worth pointing out that we focus here on the theoretical results. Coding an efficient implementation from the pseudo-code given in this paper, and applying it in the situations outlined in Section 5, will be a matter of future research. Another interesting direction of research is how to merge this method with existing algorithms, such as those from [7, 8, 11, 21] . Especially it would be interesting to explore the possible interactions of discrete Morse theory and this approach, see [9] . Additionally, it will be worth exploring, both theoretically and practically, which are the most suitable covers for different applications. Finally, we would also like to study the additional information given by the covering. This will add locality information from persistent homology. We expect that this will bring a valuable insight in future applications.
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APPENDIX A. CONVERGENCE OF SPECTRAL SEQUENCES
In this appendix we briefly cover convergence of bounded spectral sequences. This section has no claims of originality, except some comments at the end about the persistence Mayer-Vietoris spectral sequence. Let K be a simplicial complex, and V = {V i } 0≤i≤m be a cover of K by subcomplexes. Recall that in Section 3 we studied the total complex S Tot n together with a vertical filtration F r V . Similarly, there is a horizontal filtration, F r H S Tot n := p+q=n q≤r S p,q , for all r ≥ 0. We can apply the results from Section 3 to this filtration. An intuitive way of thinking of this is by applying a symmetry about the diagonal x = y on the previous discussion. Thus the first page is computed with the homology with respect to horizontal differentials, the second with respect to vertical differentials, and so on. This leads easily to the following widely known result: Proposition 11. H n (S Tot * ) ∼ = H n (K).
Proof. In order to turn to the first page, we need to compute homology with respect to the horizontal differentials δ . Since all the rows in S p,q are exact, we obtain the first page: Since the second page E 2 p,q has only one non-zero column p = 0, computing homology with respect to d 2 leaves this page intact. The same happens when we consider for any r > 2 homology with respect to differentials d r : E r p,q −→ E r p+r−1,q−r . Thus, we say that E * p,q has collapsed on the second page, which is usually denoted as E 2 p,q = E ∞ p,q . Each diagonal has a unique nonzero entry E ∞ 0,q ∼ = H q (K). In particular, we have isomorphisms
