



Istituto Nazionale di Fisica Nucleare, Sezione di Napoli, Mostra d’Oltremare Padiglione
20, 80125 Napoli, Italy
Universita` di Napoli Federico II, Dipartimento di Scienze Fisiche, Complesso Universitario
di Monte S. Angelo, Via Cintia, Edificio G, 80126 Napoli, Italy
Abstract. The Schro¨dinger equation for stationary states with non-Fuchsian singularities
both at the origin and at innity can be studied with the help of a suitable change of inde-
pendent variable, here taken to be of the form  = rγ , where γ is a real parameter greater
than 1 and r is the original independent variable. Whenever the potential contains a nite
number of negative and positive powers of r, the transformed stationary Schro¨dinger equa-
tion, expressed in terms of , is found to ‘tend’ to an equation with Fuchsian singularities,
if γ is suciently large. The three-dimensional isotropic harmonic oscillator is then con-
sidered, when the potential is modied by the addition of terms leading to non-Fuchsian
singularities in the stationary Schro¨dinger equation either at the origin or at innity. A
general algorithm for the solution of such problems, relying on a suitable factorization
of the wave function, is proposed, and a perturbative evaluation of the correction to the
ground-state energy is performed.
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1. Introduction
The investigation of a large class of stationary quantum-mechanical problems in a central
potential with an arbitrary number of spatial dimensions can be reduced, in the regular
case, to the analysis of the eigenvalue equation for an Hamiltonian operator of the form
[1, 2]






+W (r) r 2]0;1[ (1:1)
where b is a real parameter and W denotes the remaining part of the potential (e.g. propor-
tional to r2 for an harmomic oscillator). The parameter b has to satisfy some restrictions to
ensure essential self-adjointness of H, as can be proved by using the Weyl limit point-limit
circle criterion and a technical lemma (see [1] for the case when W vanishes).
In many applications, however, one has to consider W (r) in the form of further nega-




can be expressed as a Laurent series with innitely many terms, i.e. [3{6]








The family of operators dened in Eq. (1.2) gives rise to non-Fuchsian singularities both
at the origin and at innity, and one of the aims of the present paper is to introduce
a change of independent variable that leads to some new insight into the link between
the operator (1.2) and the operators associated, instead, to Fuchsian singularities in the
stationary Schro¨dinger equation. For this purpose, let us begin with a toy model, i.e. a
quantum-mechanical system with Hamiltonian







If one denes the new variable  = r2 in the attempt to reduce the operator (1.3) to the
operator H −W in Eq. (1.1), one nds the transformed Hamiltonian










and hence also the eigenvalue equation for H() has a non-Fuchsian singularity at  =
0. This failure, however, suggests a useful improvement, for which the new independent
variable reads
  rγ (1:5)
where γ is a real parameter greater than 1. This guarantees that when r tends to 0 also
 tends to 0, and the same for the point at innity. One then nds, for a more general
Hamiltonian operator like





























where p is taken to be an integer > 2. The corresponding eigenvalue equation for stationary
states,




















γ − a (2−p)γ − b

’() = 0: (1:8b)
It is now clear what has been gained by dening the independent variable  as in Eq. (1.5):



















’() = 0 (1:9)
which has, instead, a Fuchsian singularity at  = 0. The departure from the Fuchsian limit





F (")  "2

E2" − a(2−p)" − b

(1:11)
and expanding the function F in a Taylor series in the neighbourhood of " = 0, which
corresponds to increasingly large values of γ. This algorithm leads to
F (") = "2

E − a− b+ "(2E − (2− p)a) log + O("2) (1:12)
and hence the rst non-Fuchsian ‘correction’ to Eq. (1.9) can be written as
d2
d2








"2((E − a− b) + "(2E − (2− p)a) log )
i
’() = 0: (1:13)
Interestingly, such a scheme may provide a new point of view for the analysis of logarithmic
terms in the potential of the stationary Schro¨dinger equation.
At this stage, a naturally occurring question is whether the change of independent
variable dened in Eq. (1.5) remains useful if the Hamiltonian operator takes the form
(1.2). Indeed, the transformed Hamiltonian reads, in such a case (cf (1.7)),














































’() = 0: (1:15)
Such an equation has non-Fuchsian singularities both as ! 0 and as !1. When the
innite sum in Eq. (1.15) contains only nitely many non-vanishing coecients aq, whose
total number is here denoted by 2k + 1, it is legitimate to take the limit as γ ! 1 by


















1A35’() = 0: (1:16)
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Equation (1.16) admits solutions in the form (up to a multiplicative constant)
’() =  (1:17)



















































as  ! 0.
Sections 2 and 3 consider, in particular, a three-dimensional harmonic oscillator with
the addition of terms in the potential leading to non-Fuchsian singularities at the origin
or at innity. In the latter case, a perturbative evaluation of the correction to the ground-
state energy is performed to rst order in section 4. Concluding remarks are presented in
section 5.
2. Three-dimensional harmonic oscillator
A further advantage of the change of variable proposed in our paper is shown, as far as we
can see, by the quantum-mechanical Hamiltonian operator











acting on square-integrable functions on the positive half-line with respect to the Lebesgue
measure dr. This is obtained by setting  (r) = ’(r)r for the radial part of the wave function
of an isotropic harmonic oscillator in three dimensions. The operator H(r) acts then on
’(r) 2 L2(<+; dr), and the parameters "1; 1; 2 correspond to the harmonic potential,
the orbital angular momentum and a singular perturbation, respectively. The stationary
Schro¨dinger equation
H(r)’(r) = E’(r) (2:2)
has a non-Fuchsian singularity at r = 0 which can be treated with the help of singular
perturbation theory [7, 8], if 2
r4
is regarded as a singular perturbation of the Hamiltonian







where "1  m2!2h¯2 ; 1  l(l + 1). In the neighbourhood of the origin, the regular solutions
of the eigenvalue equation for H0 are dominated by rl+1, whereas as r !1 they decrease
exponentially as e−
m!r2
2h¯ . Thus, on setting   m!
h¯
and y  r2, one can express the
































v = 0 (2:4)
having set   E
h¯!
. The Kummer equation admits two linearly independent integrals, but
only one is regular at the origin, so that one nds eventually
















and the full wave function reads






























































’() = 0: (2:8)
The non-Fuchsian singularity at  = 0 of Eq. (2.8) is now much milder than the singularity
at r = 0 of Eq. (2.2), if we let γ tend to 1, because then −2− 2γ tends to −2, and is





γ as a singular perturbation, or studying a sequence of approximations of Eq. (2.8),
obtained by expanding in the parameter " dened in Eq. (1.10) (cf Eq. (1.13)). In the
latter case one has also to prove that, after a few iterations, the algorithm yields a highly
accurate approximation of the desired solution.
The comparison between the two descriptions of the perturbed oscillator can be made







which is independent of the angular momentum quantum number. For this operator the
origin is not a Fuchsian singularity, and hence no solution like r can be found as r ! 0+.



















’() = 0: (2:9)
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In this case, if one looks for approximate solutions in the form  as  ! 0+ (which
corresponds to r ! 0+), one nds the equation
−2













Now for very small (but nite) values of , one can take the limit γ !1, and hence  is







i.e.  = 0 and  = 1γ .
At the level of exact solutions of the limiting form of the stationary Schro¨dinger







’(r) = 0 (2:12)





When the independent variable  is used, Eq. (2.12) is mapped into Eq. (2.9), whose exact
solution is obtained by inserting r = 
1





























































For the full Hamiltonian (2.1) one can therefore write, for all r  0, the eigenfunctions
in the form (C being a constant)






because, as r ! 0+, the eigenvalue problem reduces to solving Eq. (2.12), whereas as
r ! 1 the harmonic potential, quadratic in r, dominates over all other terms which do
not involve derivatives of ’. Thus, on setting k2  2mE
h¯2










’(r) = 0 (2:18)






















− l(l + 1)
r2

(r) = 0: (2:19)
In Eq. (2.19) the origin is not a Fuchsian singular point, as it should have been expected




in the coecient of d
dr
.
If we were studying the limiting case when both k and  vanish (for which one no
longer deals with a perturbed harmonic oscillator), we could map Eq. (2.18) into an
equation with a regular singular point at the origin by using the technique of Predazzi and
Regge [9], i.e. by setting



































Ω(y) = 0 (2:22)
and hence it is clear why non-vanishing values of k and  are responsible for the occurrence
of non-Fuchsian singularities (but bear in mind that y = 0 corresponds to r = 1).
Changes of variable of the kind (1.5) are instead more helpful. For example, on
dening
z  Ar (2:23)
for some dimensionful constant A and positive parameter  , one nds that the function 



















































− l(l + 1)
z2

(z) = 0: (2:24)
If we now let  tend to1, we approach with increasing accuracy an equation with Fuchsian
singularity at z = 0 (cf (1.8b)).
3. General properties and a new example
So far our eorts have been only partially successful, whilst some exact results for the three-
dimensional harmonic oscillator with the addition of terms proportional to r− (  3)
were already available in [7]. Our aim is therefore to elucidate the general structure of the
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calculation for this oscillator whenever the potential contains a term which is singular, i.e.
leading to non-Fuchsian singularities at 0 and at innity. For this purpose, we start from








’(r) = 0 (3:1)
where, having set
V (r)  2m
h2
U(r) = 2r2 + S(r) (3:2)
the function S represents the ‘singular’ part of the potential according to our terminology.
We now look for exact solutions of Eq. (3.1) which can be written as
’(r) = A(r)eB(r) e−
r2
2 : (3:3)
The second exponential in (3.3) takes into account that, at large r, the term 2r2 dominates
over all other terms in the potential (including, of course, l(l+1)
r2
), and has not been absorbed
into B(r) for later convenience. It is worth stressing that Eq. (3.3) is not a JWKB ansatz
but rather a convenient factorization of the exact solution of Eq. (3.1). We are going
to determine B(r) from a non-linear equation by (straightforward) integration, whilst the
corresponding second-order equation for A is rather involved.
Indeed, insertion of (3.3) into Eq. (3.1) leads to
d2
dr2




k2 − − l(l + 1)
r2
− 2rB0
+B00 +B02 − S(r)

A(r) = 0: (3:4)
To avoid having coecients of this equation which depend in a non-linear way on B we
choose the function B so that
B02 − S(r) = 0 (3:5)
























A(r) = 0: (3:7)
This completes the set of calculations of general nature that can be developed for the
harmonic oscillator plus singular perturbations in three dimensions. Consider now, as a
new example, the case when S(r) reads
S(r) = 2 sin2 r (3:8)
for some dimensionful constants  and . By virtue of Eq. (3.7), we can then say that the









A(r) = 0 (3:9)
where
p(r)  2( sinr − r) (3:10)
q(r)  k2 − − l(l + 1)
r2
+ ( cosr − 2r sinr): (3:11)
Equation (3.9) has a non-Fuchsian singularity at innity. This can be proved by introducing
the independent variable   1
r
, so that the point at innity for (3.9) is mapped into the

























A() = 0: (3:12)
For equation (3.12) to have a Fuchsian singularity at  = 0 the functions p and q should
have zeros of degree  1 and  2, respectively, at  = 0. But such a condition is clearly
violated by the forms of p and q obtained in (3.10) and (3.11). This implies that S(r)
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dened in (3.8) is singular in that it leads to a non-Fuchsian singularity at innity in the
stationary Schro¨dinger equation, whose solution reads
’(r) = A(r)e−

 cos r e−
r2
2 (3:13)
where A(r) solves Eq. (3.9).
4. Perturbative calculation
In the model of section 3, with S(r) given by (3.8), perturbative techniques are of much
help in the spectral analysis, since the term 2 sin2 r is bounded with respect to the
harmonic oscillator Hamiltonian H0, in that (having set Γ2  h¯22m2)∥∥Γ2(sin2 r)’∥∥  a kH0’k+ b k’k 8’ 2 D(H0) (4:1)
for some real parameters a and b [1]. This implies that the spectrum of the full Hamil-
tonian operator remains discrete. In particular, it is instructive to perform explicitly the
evaluation of the simplest case, i.e. the rst-order correction E(1)0 to the energy of the
ground state, for which n = l = 0. The corresponding unperturbed wave function reads,
in spherical coordinates (cf (2.6)),










T0(r) = 3T0(r) (4:3)
because k2 = 3 = 3m!
h¯
in the ground state. One then nds





where the constant C may be determined from the normalization condition
Z 1
0
jT0(r)j2dr = 1 (4:5)
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which implies






















































































In the rst part of the present paper, we have shown that stationary Schro¨dinger equations
with non-Fuchsian singularities at zero and at innity can be mapped into stationary
Schro¨dinger equations that approximate with increasing accuracy equations with Fuchsian
singularities, as the parameter γ in Eq. (1.5) tends to innity. Such a property might be
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hopefully exploited for numerical and analytic investigations of some specic examples. In
this respect, it also appears interesting that logarithmic terms in the potential might be
viewed as the rst ‘non-Fuchsian correction’ to the Fuchsian limit of the original equation.
In the light of these properties, it appears suggestive to think that all well-posed quantum-
mechanical problems with Fuchsian singularities in the stationary Schro¨dinger equation
might turn out to be asymptotic limits, with respect to a suitable γ-parameter, of more
complicated equations whose singularities are not of the Fuchsian type. In the applications
to the quantum theory of elds, such a property might suggest new ways of relating theories
which are perturbatively renormalizable to theories for which perturbative renormalization
fails, bearing in mind that, for the latter, the eective potential in the Bethe{Salpeter
equation leads indeed to non-Fuchsian singularities [3{6].
We have then shown that the stationary Schro¨dinger equation (2.18) for a ‘spiked’
harmonic oscillator [11] is equivalent to nding solutions of the second-order equation
(2.19). This is a particular case of a general problem described by the Schro¨dinger equation
(3.1), and we have factorized the desired solution in the form (3.3), where the function B
is determined by (3.6) and A solves the equation (3.7). In particular, when the singular
part S(r) in the potential takes the form (3.8), the wave function can be expressed as
in (3.13), with the function A solving the complicated problem described by (3.9){(3.11).
Since the resulting discrete spectrum cannot be computed exactly, one is led to consider
the perturbative method, which yields all desired ‘corrections’ in closed form. For example,
the rst-order correction to the ground-state energy of the isotropic harmonic oscillator in
three dimensions is expressed by Eq. (4.11).
A naturally occurring question is whether geometric or group-theoretic methods might
lead to new perspectives and further insight. Indeed, the analysis of Eq. (3.1), with S(r)
having the form (3.8), can be re-formulated in terms of the associated Riccati equation.





+ eV (r)’(r) = k2’(r) (5:1)
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then the function G dened by
G(r)  − d
dr
log’(r) (5:2)
solves the non-linear equation of Riccati type
dG
dr
= −eV (r) + k2 +G2(r): (5:3)
In our problem, one has from (3.1) and (3.8) an ‘eective potential’
eV (r)  2r2 + l(l + 1)
r2
+ 2 sin2 r (5:4)
and Eq. (5.3) is a particular case of the Riccati equation
dG
dr
= a0(r) + a1(r)G(r) + a2(r)G2(r) (5:5)
i.e. we have
a0(r) = k2 − eV (r) (5:6)
a1(r) = 0 (5:7)
a2(r) = 1: (5:8)
Note now that Eq. (5.5) may be viewed as a dierential equation determining the integral
curves of the vector eld
X 





where r 2 R+ [ f0g. Interestingly, X is a linear combination with variable coecients of








L2  G2 @
@G
: (5:12)
Such vector elds obey the commutation relations of a three-dimensional Lie algebra, for
which [12]
[L0; L1] = L0 (5:13)
[L0; L2] = 2L1 (5:14)
[L1; L2] = L2: (5:15)
This means that the Lie algebra relevant for the analysis of the Riccati equation is iso-
morphic to sl(2;R). Moreover, the 1-parameter subgroups of local transformations of R
generated by L0; L1 and L2 are
G! G+ "; G! e"G; G! G
1−G": (5:16)
As pointed out in [12], the incompleteness of L2 as a vector eld on R is taken care of by
performing the 1-point compactication of R. Unfortunately, these properties are however
not enough to solve Eq. (3.1). If it were possible to determine three particular solutions
G1; G2; G3 of Eq. (5.3), the general solution G might be found by using the non-linear
superposition principle, which guarantees that
(G−G1)(G2 −G3)
(G−G2)(G1 −G3) = constant: (5:17)
But the eective potential dened in Eq. (5.4) makes it impossible, as far as we can see,
to nd even just one particular solution of Eq. (5.3).
Another interesting problem for further research is the re-derivation of the results in
[7] with the help of Eq. (2.19) or, instead, Eqs. (3.1){(3.7). This would lead, in turn,
to a better understanding of the singular Schro¨dinger operators occurring in quantum
mechanics.
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