A B S T R A C T Functional MRI using blood oxygenation level-dependent (BOLD) contrast indirectly probes neuronal activity via evoked cerebral blood volume (CBV) and oxygenation changes. Thus, its spatio-temporal characteristics are determined by vascular physiology and MRI parameters. In this paper, we focus on the spatial distribution and time course of the fMRI signal and their magnetic field strength dependence. Even though much is still unknown, the following consistent picture is emerging: a) For high spatial resolution imaging, fMRI contrast-tonoise increases supra-linearly with field strength. b) The location and spacing of penetrating arteries and ascending veins in the cortical tissue are not correlated to cortical columns, imposing limitations on achievable point-spread function (PSF) in fMRI. c) Baseline CBV distribution may vary over cortical layers biasing fMRI signal to layers with high CBV values. d) The largest CBV change is in the tissue microvasculature, less in surface arteries and even less in pial veins. e) Venous CBV changes are only relevant for longer stimuli, and oxygenation changes are largest in post-capillary blood vessels. f) The balloon effect (i.e. slow recovery of CBV to baseline) is located in the tissue, consistent with the fact that the post-stimulus undershoot has narrower spatial PSF than the positive BOLD response. g) The onset time following stimulation has been found to be shortest in middle/ lower layers, both in optical imaging and high-resolution fMRI, but we argue and demonstrate with simulations that varying signal latencies can also be caused by vascular properties and, therefore, may potentially not be interpreted as neural latencies. With simulations, we illustrate the field strength dependency of fMRI signal transients, such as the adaptation during stimulation, initial dip and the post-stimulus undershoot. In sum, vascular structure and function impose limitations on the achievable PSF of fMRI and give rise to complex fMRI transients, which contain time-varying amount of excitatory and inhibitory neuronal information. Nevertheless, non-invasive fMRI at ultra-high magnetic fields not only provides high contrast-to-noise but also an unprecedented detailed view on cognitive processes in the human brain.
Introduction
Spontaneous and stimulus-evoked neuronal activity causes changes in cerebral blood oxygenation and volume (CBV) (see Table of abbreviations) in the different vascular compartments (i.e. arteries, arterioles, capillaries, venules and veins) , and references therein), which are picked up by methods sensitive to those vascular changes, such as intrinsic optical signals (IOS) and functional MRI (fMRI). In particular, the fMRI signal is susceptible to the amount of deoxygenated hemoglobin (i.e. the blood oxygenation level-dependent (BOLD) effect) but also to CBV, an influence that is often not recognized. We will demonstrate below (Sections 2 and 5) that CBV effects have a strong influence on the magnetic field strength dependence of the fMRI time course. In addition to vascular physiology, imaging parameters -such as magnetic field strength, echo time (TE), radiofrequency (RF) pulses employed etc. -strongly influence the temporal and spatial properties of the fMRI signal. That is, even for the same neuronal activity and changes in oxygenation and CBV, the fMRI signal sensitivity, time course and location can vary for different choices of imaging parameters. Thus, the fMRI signal is an indirect reflection of neuronal activity and its characteristics are also determined by vascular physiology and MRI physics.
In the recent years, there has been a strong and growing interest in clinical and cognitive neuroscience research utilizing human 7 T (7 T) MRI scanners due to their wider availability and technological maturity. The main expected benefit is the increase in image signal-to-noise ratio (SNR). However, how much and whether image SNR increase translates into contrast-to-noise ratio (CNR) increase is MRI sequence dependent. For fMRI, 7 T using gradient-echo (GE) or spin-echo (SE) for standard spatial resolution (i.e. 2-4 mm isotropic) has been shown to outperform 1.5 T and 3 T in terms of statistical values, increasing sensitivity for detection of neuronal activity (see overview in De Martino et al., this issue) . For high-resolution studies (1mm isotropic or less), the main interest is in studying columnar and laminar processes in the human cortex (see overview in Dumoulin et al. and Polimeni et al., this issue) . However, at this spatial scale, understanding vascular organization, control of hyperemia and ensuing changes in oxygenation and CBV and their relationship to neuronal laminar and columnar structures become paramount. In addition, due to the influence of MRI parameters on how vasculature is probed with fMRI, the time course of the fMRI hemodynamic response is magnetic field strength dependent. Thus, in order to comprehensively characterize the features of fMRI, in particular how they change with magnetic field strength, we first provide an overview of fMRI physics (Section 2), then review literature on the underlying vascular physiology and anatomy (Sections 3-4), and finally review literature and provide novel simulations on the resulting spatio-temporal fMRI properties (Section 5). Note that we will review the vascular physiology, namely blood oxygenation and CBV, only as it is directly relevant for describing the field strength dependence of the fMRI signal. Other important topics on hemodynamics, such as mechanisms of neurovascular coupling or electrophysiological correlates of the hemodynamic response, are beyond the scope of this paper.
FMRI physics
From an MRI signal acquisition point-of-view, a typical fMRI experiment consists of an RF excitation of the water protons and signal detection after a delay (i.e. echo time TE). For the spatial encoding of the signal in fMRI, mostly an echo-planar imaging (EPI) readout is used. The signal decay after excitation is typically described by a single exponential (exp(-TE/T 2 *)) with relaxation time constant termed T 2 * and the MRI sequence is referred to as GE. The decay of the signal is faster the more inhomogeneous the magnetic field distribution is within the voxel. If a 180°RF pulse is applied at TE/2, some of the signal loss is refocused and the MRI sequence is called SE and the relaxation time constant termed T 2 . As deoxygenated hemoglobin is paramagnetic and oxygenated hemoglobin diamagnetic, a change in oxygenation (following neuronal activation or a vascular challenge) alters the magnetic susceptibility of the tissue and, hence, the T 2 * and T 2 values. Physiologically, the change in blood oxygenation results from combined changes in CBV, cerebral blood flow (CBV) and cerebral metabolic rate of oxygen (CMRO 2 ) . That is, magnetic field inhomogeneities within and around the blood vessels depend on the level of blood oxygenation, which, as a consequence, changes the MRI signal. This effect is defined as the blood oxygenation level-dependent (BOLD) signal (Ogawa et al., 1990) . Note that the main cause of the fMRI signal changes is the change in susceptibility due to local amount of deoxygenated hemoglobin but the signal itself stems from the net transverse magnetization of water protons within a voxel.
However, the single exponential decay does not fully describe the experimentally detected fMRI signal due to following reasons (among others, such as non-monoexponential decay of the intra-vascular signal (Havlicek et al., submitted) ): a) The various vascular compartments and the extra-vascular tissue have different transverse relaxation times during baseline and, thus, the relaxation follows a weighted sum of many exponential decays. b) In addition to the BOLD effect, the proportion of the tissue occupied by the various compartments affects the amount of intra-and extra-vascular water protons and, therefore, CBV may change the fMRI signal independently of any susceptibility change. Note that, nevertheless, most people use the terms BOLD and fMRI signals as interchangeable. The CBV contribution to the fMRI signal depends on the difference of the intra-vascular and extravascular relaxation times and is, therefore, dependent on the magnetic field strength. c) For short repetition time (TR), inflowing blood stemming from outside the imaging slab may have a different spin history (i.e. longitudinal magnetization) and contribute to the local fMRI signal. That is, an increase in macrovascular flow brings in proton spins with fully relaxed longitudinal magnetization to the imaging slab, whose magnetization did not fully recover for short TR: the shorter the TR the larger is the inflow effect. This inflow effect can be reduced, for example, by using saturation RF pulses exciting spins much beyond the imaging slab or by using so-called crusher MR gradients. In addition, for inter-slice intervals in the range of~100 ms or more, the blood experiencing an RF pulse in one particular slice has enough time to subsequently travel to other slices and can also create an fMRI signal change. The sensitivity to this problem depends on the MR imaging sequence used, and the orientation and acquisition order of the slices.
To quantitatively describe the fMRI signal, experimental and modeling studies have been performed ( (Gagnon et al., 2015; Uludag et al., 2009) , and references therein). The basic equation for the total MRI signal, S tot , for both GE and SE MRI sequences includes, thus, the intra-and extra-vascular contributions (S in,i with i denoting the different vascular compartments and S ex , respectively), weighted by their corresponding volumes (CBV i and (1-CBV), respectively) (see Uludag et al. (2009) ), for details):
The term ϕ is the relative proton spin density between intra-and extra-vascular spaces and has been experimentally determined to be close to 1 (Lu et al., 2003) due to high permeability of capillaries to water. However, this term can also be used to describe the apparent spin density by incorporating the inflow effects, as described above, or spin tagging as used in ASL MRI measuring CBF (Buxton, 2005) or spin inversion as used in VASO MRI measuring CBV (Lu et al., 2003) . Each of the signal contributions was described by a single exponential function with T 2 * for GE or T 2 for SE, and the corresponding transverse relaxation times for different magnetic field strengths were derived either from in vivo or blood sample measurements or from numerical simulations .
Putting all these parameters into the equation and calculating signal changes, the fMRI signal as a function of magnetic field strength, oxygenation and CBV can be predicted. Using this approach, ) investigated the spatial specificity of GE and SE fMRI for an assumed set of physiological changes in CBV and blood oxygenation in the micro-and macro-vasculature (representing a local vasculature unit and non-local pial or ascending veins, respectively). They found that the GE fMRI signal is dominated by macro-vasculature for all field strengths investigated, limiting spatial specificity of this approach. In contrast, SE fMRI has high tissue specificity for field strengths above 4 T. Note that this is true for a pure T 2 -weighting, which is difficult to achieve since, during the read-out, the signal additionally decays with T 2 * (Goense and Logothetis, 2006) . In addition, even for pure T 2 -contrast, the macro-vasculature contribution is significant (see Figs. 3 and 4 in Uludag et al. (2009)) .
The simulations of the extra-vascular relaxation rate in this and previous studies (e.g. (Boxerman et al., 1995a; Boxerman et al., 1995b; Ogawa et al., 1993) ) were based on a single cylinder model representing a blood vessel. Recently Gagnon and colleagues extended this approach and used a realistic vascular network model obtained in vivo using two-photon microscopy (Gagnon et al., 2015) . The vascular architecture, relative CBV fractions, CBV and CBF changes and blood oxygenation were matched to in-vivo observations in the rat cortex. The results confirmed previous results of higher spatial specificity of SE than of GE fMRI at high magnetic field strengths while utilizing a more realistic vascular anatomic model. In addition, they demonstrated experimentally and by modeling that the GE fMRI signal depends on the orientation of the tissue with respect to the magnetic field (see Section 3.1.4.), a topic that has not yet been experimentally studied in the context of laminar and columnar fMRI studies.
These modeling studies investigated the fMRI signal amplitude as a function of field strength and MRI sequence. In Fig. 1A , the field strength dependence of GE and SE fMRI signal amplitudes are shown, normalized to 3 T. It is important to recognize that the signal amplitude only is a faithful representation of fMRI image quality for high image SNR, as the noise is determined in this case by physiological noise, which in turn scales with the fMRI signal (Triantafyllou et al., 2005; Triantafyllou et al., 2016) . However, in high-resolution fMRI studies, the number of water protons per voxel is reduced and, consequentially, the thermal noise contribution increased. Thus, in this case, the signal amplitude does not sufficiently describe the gain in SNR as a function of field strength.
In order to quantitatively describe this extreme case, the signal amplitude of the previous studies has to be scaled by the image SNR gain with magnetic field strength B 0 , which has been recently experimentally determined to vary with SNR~B 0 1.65 (Pohmann et al., 2016) ( Fig. 1B) . As a result, for example, the relative SNR for GE fMRI in the physiological noise-dominated regime at 7 T compared to 3 T is~1.35 ( Fig. 1A ) and in the thermal noise-dominated regime~6 (Fig. 1B) . The relative contribution of each noise source depends on the spatial resolution and other MRI parameters (such as TE, RF coils, shimming). In other words, the experimental SNR as a function of field strength is between the physiological and thermal noise dominated extreme cases, with dramatic differences. Additional gain in SNR in high-resolution studies is expected due to the reduction in partial volume with white matter and CSF.
In the numerical simulations determining the extra-vascular relaxation times as a function of oxygenation, it is typically assumed that the signal decay is mono-exponential and that the tissue is surrounded by gray matter with a particular tissue relaxation time. The impact of both assumptions on spatial sensitivity has been evaluated by Pflugfelder et al. using a random network of cylinders, mimicking a real microvasculature network, and a single cylinder model, representing macrovasculature (Pflugfelder et al., 2011) . These simulations were performed only for SE fMRI, as for GE fMRI the macrovasculatureweighting is too dominant to be significantly affected by these considerations.
The inclusion of a second compartment in the simulations surrounding a blood vessel (i.e. CSF) results in a decrease of microvascular specificity, i.e. more weighting towards surface veins (Pflugfelder et al., 2011) . In addition, they further examined the signal decay for SE signals originating from the macrovasculature and found that the signal barely decays in the initial time period after RF excitation and then decays mono-exponentially, an effect which was well known before but has not been included in the other investigations of BOLD signal specificity. The duration of this initial "shoulder" decreases with field strength. As a result, in contrast to ) who found the maximum microvascular specificity between 4 and 9 T, Pflugfelder et al. found for SE fMRI a continuous increase of spatial specificity with field strength (Pflugfelder et al., 2011) .
An effect, which has not been considered in detail in this and previous simulations, is a varying oxygenation along a blood vessel, in particular in the capillaries, in which the oxygenation during baseline can, for example, drop from values 80-90% to 60-70% in normal physiology. In Gagnon et al., the effect of capillary inhomogeneity was taken into account but this effect is embedded in the final results and not directly studied for individual capillaries (Gagnon et al., 2015) . This drop and the uneven distribution of hemoglobin constitute an MR field gradient increasing the magnetic field inhomogeneities. As a result, it is expected that these inhomogeneities lead to an additional signal decay (i.e. fMRI signal sensitivity) caused by capillaries. Such effects are expected to have smaller impact on the fMRI signal stemming from arteries and veins due to their more homogeneous distribution of hemoglobin and oxygenation.
Taken together, these additional considerations have opposing impact on spatial specificity of the SE-fMRI signal: while the simulations including CSF of (Pflugfelder et al., 2011) suggest a decrease of microvasculature specificity of SE fMRI, the non-monoexponential (Pohmann et al., 2016) , indicating increase in functional SNR due to image SNR increase. Panel A is valid for low-thermal noise regime; panel B for high-thermal-noise regime.
K. Uludağ, P. Blinder NeuroImage 168 (2018) 279-295 decay and oxygenation inhomogeneity in capillaries predict an increase of the fMRI signal contribution from the microvasculature. Finally, these simulations assume that the field inhomogeneities originate from within the voxel. However, susceptibility effects reach also to neighboring voxels influencing their signal decay. While this is expected to have a low influence on SE signal, surface vessels can have a strong impact on the GE-fMRI signal of the upper layers of the GM. At extreme magnetic field strengths, not yet available for human imaging (e.g. 20 T), for which not only the intra-vascular signal but also the extra-vascular signal is vanished for oxygenation values typical for draining veins due to increase of transverse relaxation rates with magnetic field strength , the only fMRI signal detectable is expected to be from microvasculature and supplying arteries. While the aforementioned signal disturbances into neighboring voxels may make functional imaging in the cortical layers not feasible using GE-MRI, SE-fMRI would present a locally specific fMRI signal with no draining vein contribution, optimal for neuroimaging. However, RF energy deposition (i.e. SAR) considerations and transmit field B1 inhomogeneities may probably limit SE to sample only a small part of the cortex.
Taken all together, the fMRI spatial specificity and time course is determined by MRI parameters and vascular physiology, namely baseline and stimulus-induced blood oxygenation and CBV. The above-considerations reflect on the spatial specificity of the SE-and GE-fMRI signal on a coarse level distinguishing micro-and macrovasculature with no details on individual cortical layers and time points. Thus, in order to understand and quantitatively describe fMRI spatio-temporal features, in the following, we review the literature on vascular physiology.
Canonical vascular structure
The canonical structure of the cortical vasculature consists of three distinct components: a grid-like 2D pial vasculature, a 3D mesh-like microvasculature network and a set of 1D penetrating and ascending vessels connecting between them. The 2D-ness of the pial network comes, for example, from the fact that it is a planar graph (Blinder et al., 2010; Bohn and Magnasco, 2007 ) (i.e. one that can be embedded in a surface without overlapping between any of its elements). Therefore, the cortical -and probably other brain regions' blood flow supply -can be described as this type of tri-partite topological ensemble (for a review of cortical vascular architecture including topological characterization of blood vessels, see Hirsch et al. (2012) ). Note that for the fMRI community, the most relevant vascular information relates to post-capillary oxygenation and volume changes, in contrast to vascular physiologist who mostly study pre-capillary and capillary changes on animal models using IOS and two-photon microscopy.
Pial vasculature -a robust distribution network
The notion of a predominant tree-like structure of pial networks might have its source from early qualitative observation in humans ( Fig. 2) (Duvernoy et al., 1981) or rather spatially limited quantification of the cat (Herman et al., 2001 ) and rat (Lapi et al., 2008) pial vessels. Although a purely branching structure provides efficient distribution of resources (West et al., 1997 ), yet it has no redundancy (Katifori et al., 2010) . Increasing vascular robustness requires the establishment of redundant pathways for flow. In the pial vasculature, this is achieved by the presence of anastomoses: vascular segments that connect separated branches, eventually leading to the formation of vascular loops. As a consequence, the spatial specificity of pial vessels with respect to neuronal activity is reduced compared to intra-cortical vessels.
Cross-species analysis of pial vasculature showed that the number of pial anastomoses per mm 2 increases from none in frogs, less than two in hens and rabbits, and almost four in cats, dogs and monkeys (McHedlishvili and Kuridze, 1984) . Further, from the functional point of view, targeted disruption of pial vessel (excluding the distal portion of the main middle cerebral artery trunk) resulted in the reorganization of blood flow to circumvent the occluded vessel, including flow reversal to accommodate the new topological configuration (Blinder et al., 2010; Schaffer et al., 2006) . The exhaustive mapping of entire rat and mouse pial vasculature revealed a honeycomb like organization for the pial backbone (i.e. the portion that remained parallel to the cortical surface) with very short ramification before vessels dived into the parenchyma forming the set of penetrating arteries.
Penetrating arteries and ascending veins
Penetrating arteries (PA) branch off the pial network and penetrate the brain tissue along the entire cortical parenchyma. Similarly, ascending venules (AV) emerge from the parenchyma and drain into larger pial veins. The knowledge of the density of these PAs and AVs, their spacing and positioning to underlying structural and functional cortical columns is incomplete and certainly species-dependent. In macaques (and possibly also in humans), the AV-to-PA ratio is 1:1.6, reaching densities of 0.26 and 0.41 mm 2 for arteries and veins, respectively (Weber et al., 2008) . Even though exact numbers were not provided by the authors, the Figures on post mortem human temporal lobe, macaque and rhesus visual cortex presented in (Cassot et al., 2006) , (Weber et al., 2008) and (Adams et al., 2015) , respectively, suggest that distances between AVs are in the order of~300-1000 μm. , a density that translates into an inter-arteriole spacing of approximately 300 µm (O'Herron et al., 2016 ). An earlier report finds a higher density of 15.8 ± 1.2 arteries per mm 2 (McHedlishvili and Kuridze, 1984) , possibly due to inter-area differences. In rodents, the AV-to-PA ratio flips and the intra-vessel distances are reduced. For example, in rats, the AV-to-PA ratio is 1.8:1 (Nguyen et al., 2011) while the intraarteriolar distance becomes 130 ± 60 μm (mean ± SD) resulting in almost doubling PA density (Nishimura et al., 2007) . Similarly, mice show an increased AV-to-PA ratio close to 3:1 (Blinder et al., 2013) with mean artery distances similar to the rat. As a result, the distance between AVs is shorter than in humans and monkeys and in the order of 100-300 μm (see also, e.g., Gagnon et al. (2015) ). Using focused optogenetic activation of a population of cortical neurons, Vazquez and coworkers showed in rats a hemodynamic PSF, in the order of less than 200 μm, which is on the scale of the inter-arteriolar distance (Vazquez et al., 2014) . Note that these findings of variable inter-AVs and interPAs distances suggest that hemodynamic point-spread-functions (PSFs) are species-dependent and most likely also brain regiondependent.
Vasculature and columnar neuronal functional units
From the functional point-of-view and certainly for the interpretation of BOLD-based signals, the link between the location of PAperfusion and AV-draining domains and neuronal functional units has to be clarified. From the analysis of entire vascular networks over the mouse somatosensory cortex, Blinder and coworkers (Blinder et al., 2013) showed that the location of PAs bears no information as to the actual location of the underlying cortical units (in this case: barrels). Moreover, using rheological simulations and experimental data on the volume of infarcts, these authors showed that -on average -the perfusion domain of a single PA includes more than a single barrel. In addition, there was no particular organization between PAs and AVs location and the epicenter of neuronal activity (as defined by looking at the early negative IOS response associated with single whisker activation). Likely, such lack of spatial organization reflects the integrative nature of the cortex, where subthreshold electrical activity spreads well beyond the epicenter of activity within just 20-40ms. As a consequence, vascular responses cannot perfectly match neither the localized nature of the initial neuronal activity nor its following fast spread (see below Section 5.2.3. for further discussion).
Morphological evidence of a tight match between vasculature and morphological markers of energy demand are also reported. For example, while studying this issue in the visual cortices of squirrel monkeys and macaques, an area patterned by "blobs" (i.e. areas of increased mitochondrial density associated with cortical columnar organization), Keller and coworkers found that PAs and AVs tend to aggregate within these blobs (about 20% more) (Keller et al., 2011; Zheng et al., 1991) . However, the microvascular density around the "blobs" of the macaque visual cortex was only slightly increased (~4.5%) compared to around the inter-blobs (Keller et al., 2011) . Also in primate visual cortex, Adams and colleagues point to a laminar density match between vasculature and neuronal density but with no columnar counterpart (Adams et al., 2015) . In mice, Blinder et al. found no one-to-one match between geometrical or topological partitioning of complete microvascular networks and the location of cortical columns, even in Layer IV where the mitochondrial density is maximal (Blinder et al., 2013) .
These considerations have far-reaching implications for columnar specificity of hemodynamic methods, such as fMRI: If the vascular control of blood flow is on the level of PA, then columnar specificity is compromised due to the fact that neuronal activation of one column may lead to CBF increase not only for that but also for the neighboring columns. However, if the vascular control of CBF is in local microvasculature (i.e. small arterioles and capillaries), then a columnar neuronal activation leads to a columnar increase in CBF. Nevertheless, even in this case, such local increase can lead to a propagation of CBV and oxygenation changes beyond the column, antegrade to venules and veins and retrograde to arterioles and arteries (see below Section 4.2.). Thus, the lower limit of PSF of BOLD signal-based methods is given by the level of vascular control of CBF and the upper limit by the spatial spread of CBV and oxygenation changes in intra-cortical and pial veins. However, differential experimental paradigms matching non-columnar oxygenation and CBV changes in veins may increase the columnar specificity of such methods (e.g. (Grinvald et al., 1991; Moon et al., 2013; Yacoub et al., 2008) ).
Laminar organization of vasculature
In the human cortex, Duvernoy and coworkers define four cortical vascular layers based on the density and orientation of the micro vessels (Duvernoy et al., 1981) : "(1) First vascular layer with tangentially oriented vessels. (2) Second vascular layer with palisading effect. (3) Third vascular layer, whose vessels are oriented in all directions. (4) Fourth vascular layer, whose vessels have a tangential orientation" (Duvernoy et al., 1981) . A detailed quantification of these parameters in humans provided the following thickness-normalized division of the microvasculature in the temporal lobe (Lauwers et al., 2008) : (1) the first 10% of the cortical depth (relative to the surface of the grey matter) is largely deprived from a capillary bed, (2) from 10 to 50%, there is a slight gradual increase to reach the higher density area, (3) between the 50 to the 80% of the cortical depth, vasculature density slightly monotonically decreases and (4) after the 80% line, the density abruptly decreases towards the low density area of the sub-cortical white matter. In terms of the capillary preferred orientation, an almost perpendicular angle of 80 degrees relative to WM-CSF axis is preserved between the 10% to 60% of the cortical depth. Above this region, the angle shifts from almost parallel to the WM-CSF axis to preferred orientation. Similarly, below the 60% depth mark, the mean orientation shifts to a parallel angle with respect to the orientation of white matter tracks. Importantly, there is a large spread of angles around the preferred orientation (in the order of 45 degrees). As pointed out by the authors (Lauwers et al., 2008) , despite the large variance in orientation, it is far from being random as assumed in most statistical models used for modeling of BOLD related phenomena. In contrast, Gagnon et al. found in rats that capillaries are quite randomly oriented, whereas both arteries and veins have more representation in either parallel or orthogonal orientation with respect to WM-CSF axis (Gagnon et al., 2015) . Whether this discrepancy is due to species differences, methodology utilized or brain areas studied, has yet to be determined. Capillaries show little variation in diameter across the cortex pointing to limiting rheological factors that dominate their structure, regardless of location. However, large differences in baseline CBV are observed across different layers in the macaque in the visual area V1 but not in the extrastriate cortex: The non-capillary CBV (i.e. of PAs +AVs) is slightly larger than the capillary CBV with minimal total CBV in layer I of 2% in V1 and 1.9% in V2 (relative to tissue volume) and maximal total CBV in layer IV of 2.7% in V1 and 2.1% in V2 (Fig. 3) , respectively (Weber et al., 2008) . In various human brain areas on a post mortem specimen, the capillary and large vessel CBVs were approximately equal and did not vary much in the layers II to V (Lauwers et al., 2008) . In rat somatosensory barrel field, the microvasculature (including arterioles and venules up to 50 μm) was also highest in layer III/IV with~3% and lowest in layer I and VI with values of~2% (Masamoto et al., 2004) . In addition, Masamoto and colleagues showed variable CBV layer distribution for other parts of the somatosensory cortex. Such region-dependent differences were also described -among others -for the human cortex (Duvernoy et al., 1981) and cerebellum (Nonaka et al., 2002) , the cat inferior colliculus (Song et al., 2011) and for granular relative to agranular mouse cortex (Tsai et al., 2009) .
Despite the high level of detail provided by this bulk of work, no direct measurement between the neuronal density and microvasculature organization in the human cortex are present today. In the macaque visual cortex, Weber and coauthors used a combination of corrosion cast, immunohistochemistry and different types of microscopy to study the association between cortical vasculature with cellular densities (Weber et al., 2008) . In V1, an association between cytochrome oxidase (COX) activity levels (a marker of mitochondrial density and energy consumption) and capillaries was observed across the entire cortical depth. Tsai and coworkers used an optical clearing method to image thick samples of mouse cortex under two-photon microscopy and directly measure the correlation between neuronal and non-neuronal cell densities alongside vascular properties (Tsai et al., 2009 ). It was found that, despite the pronounced changes in cell density associated with cortical layers, the microvascular density remained rather constant with a peak near 600μm under the pial surface. One interpretation of these data is that the microvascular density is not adjusted to cellular density but to the local total metabolic demand (as indexed by COX levels) (Weber et al., 2008) .
In summary, these results indicate that microvascular distribution across layers can significantly vary but this variation is brain area and species dependent and most likely matched to local metabolic needs. As argued above, the depth distribution in baseline CBV has a strong influence on the sensitivity to evoke an fMRI signal. The higher the baseline CBV the higher is the fMRI signal sensitivity for the same change in neuronal activity and, as a result, fMRI signal is biased to laminae with high baseline CBV (see Section 5.1. for detailed discussion). As the fMRI spatio-temporal properties additionally depend on the distribution of CBV and oxygenation changes, it is crucial to understand which vascular compartment actively dilates following neuronal activity and the spatial spread of the ensuing passive volume changes and the downstream collection of deoxygenated blood.
Blood volume and oxygenation changes
Vessel diameter regulation and blood volume changes Vascular reactivity, as reflected in diameter changes, originates from two different processes: i) active dilation and constriction, which requires the presence of contractile elements (smooth muscle cells and pericytes), while ii) passive changes can also occur depending on the compliance of the vessel. While it is well accepted that smooth-muscle cells are the primary contractile elements of vessels walls, much recent debate circles around the role of pericytes in actively controlling vessel diameter (Fernandez-Klett et al., 2010; Fernandez-Klett and Priller, 2015; Hall et al., 2014; Hill et al., 2015; Peppiatt et al., 2006) . Differences in the conclusions drawn from these studies may be due to specific morphological definitions.
Despite discrepancies in cell classification, active volume changes have been observed from the level of pial vessels down to the fourth/ fifth subsequent branching order (Hall et al., 2014) . It has been recently suggested (Hartmann et al., 2015) that one should consider a phenotypic continuum of contractile elements rather than a clear-cut distinction. In addition, red blood cells can act as oxygen sensor and driver of the hemodynamic response along with modifying their own morphology resulting in direct changes in flow (Wei et al., 2016) . It is becoming evident that many cells in the cortical parenchyma contribute to the orchestrated hemodynamic response.
Pial vessels
Pial arteries have a thick layer of smooth muscle cells (SMCs) that form rings around then. The contractile state of these cells is modulated both by local and distant vasoactive innervations (Lecrux and Hamel, 2011) and by propagating waves along the endothelia syncytium and mediated through the vast repertoire of vasoactive messengers these cells can release (Hillman, 2014; Iadecola, 2004) . The thick layer of muscle in the arterial wall increases its compliance and acts as a low pass filter, partially damping the pulsation from the heart and, possibly, the hemodynamic response (see below). In the past, it was, therefore, intuitive to consider that the largest changes in CBV should occur in the veins as this compartment has a much higher compliance.
Nevertheless, direct measurements in awake mice have challenged this view, as a rather small yet significant increase in pial vein diameter was observed only for 30 s long stimuli (Drew et al., 2011) . Even then, the pial venous CBV increase was low in amplitude compared to pial arterial CBV changes (Fig. 4A) . Interestingly, arterial CBV exhibited a small post-stimulus undershoot (see also Gagnon et al. (2015) ) while the venous CBV recovered slowly to baseline, supporting theories that CBF and venous CBV are sources for the fMRI signal undershoot (see Section 5.2.2.). In turn, short stimuli such as single air puff or a 10 s continuous puff, elicited a detectable response only in the pial arterial compartment (Drew et al., 2011) . Capillaries up to 50 μm depth did not exhibit any change in their diameter. Note that the study of Drew et al. did not provide any data below this depth due to limited penetration of IOS.
Similar observations were also made in anesthetized rats using 9.4 T MRI. A 15 s long stimulus induced changes with equal amplitude in arterial and total CBV Lee et al., 2001) . (Note that in these and other studies arterial CBV may also include capillary CBV.) Using IOS on rats, Hillman and colleagues confirmed the larger change in CBV (indexed by the total amount of hemoglobin) of pial arteries as compared to pial veins but measured a CBV undershoot in both vessel types even surpassing the initial positive CBV response (Ma et al., 2016a) . In another study in cats, the pial arteries dominated the initial CBV response but, at later time points, CBV in the tissue was more significant (Moon et al., 2013) .
The observation of CBV changes dominated by the pial arterial and (2008)). CBV mirrors the COX distribution (green), an indicator of metabolism.
K. Uludağ, P. Blinder NeuroImage 168 (2018) 279-295 not by the pial vein compartment have been often considered to contradict the widely accepted dynamic models for the fMRI signalthe balloon or windkessel model (Buxton et al., 1998; Havlicek et al., 2015; Mandeville et al., 1999 ) -, which states that fMRI transients (such as post-stimulus undershoot) can be described by elevated venous CBV after stimulus cessation uncoupled to the fast return to baseline of CBF. However, the balloon model was developed for lowresolution fMRI studies, in which individual vascular compartments cannot be discerned. Thus, in high-resolution studies, fMRI transients can be reconciled with a balloon effect that is not located in the pial veins but in intra-cortical blood vessels with high amount of deoxygenated hemoglobin, e.g. capillaries, venules in the local microvasculature and AVs (see Section 5.2.2).
Penetrating vessels and microvasculature
As pial arteries branch and dive into the parenchyma, the layer of SMC becomes thinner as the vessel diameter tapers down. Similarly, first and second order branches from the PAs start to loose SMC and it is here where a transition to pericytes (of different types) occurs. Hall and coworkers used intravital microscopy to characterize, in mice brain slices and in vivo, the response probability of a stimulus-induced vasodilation (considered as larger than 5%) as a function of branching order (Hall et al., 2014) . The largest number of vessels responding to the stimulus was~50% at 0th order (i.e. PAs, as defined in this work) and 35% of 4th branching order. Low branching order "pre-capillary" vessels were shown to be best correlated with neuronal dynamics (Hill et al., 2015) .
As one moves deeper into the cortical parenchyma, the onset time and the time to peak of the vasculature response is shortened, as shown both in anesthetized rats and mice (Tian et al., 2010; Uhlirova et al., 2016) , where onset times decrease from about 1 s at the pial level to 300 ms in layer V (Fig. 4B ) (see Section 5.2.3. for laminar onset times in fMRI). Uhlirova and coworkers showed that under awake conditions sensory stimulation resulted in a monophasic hemodynamic response, while optogenetic activation of interneurons had a bi-phasic shape with a slight undershoot before returning to baseline (Uhlirova et al., 2016) .
Thus, the neuronal contribution to the post-stimulus undershoot is variable and depends on neuronal populations involved (see Section 5.2.2). In addition, they observed that the largest CBV change was detected in the cortex rather than on the surface. Similarly, (Vazquez et al., 2012) , (Gagnon et al., 2015) and (Ma et al., 2016a ) measured the largest CBV changes in small arterioles, and the CBV changes were lower for more downstream vascular segments and for veins, consistent with the observation that the signals detected using CBV-based fMRI methods are located in the cortical tissue rather than on the surface (e.g. (Huber et al., 2016; Smirnakis et al., 2007) and Section 5.1.). Taken these results together with those of Drew et al. (Drew et al., 2011) , as described above, suggest that the largest CBV change is in the tissue; and, on the surface of the tissue, CBV change of the supplying arteries is much larger than that of the draining veins. In addition, there might be a time-dependent changes in spatial specificity in the tissue vs. pial vessels, as experimentally demonstrated by (Moon et al., 2013) . Urban et al. have shown that a balloon-like effect is present in the cortical blood vessels (Urban et al., 2015) . Using functional ultrasound, they showed a slow recovery of CBV within the cortex to baseline for a 7 s whisker stimulation in rats, albeit without differentiation of blood vessel types (Fig. 5B ). For 1 s stimulation, the recovery to baseline was much faster indicating that the balloon-like effect is stimulus duration dependent (Fig. 5A) . Similarly, Tian et al. observed a slow recovery of CBV in higher order arteries despite a post-stimulus undershoot on the surface and lower order arteries (Tian et al., 2010) . That is, the "sharp" arterial CBV response gets smoothed out in the downstream vascular segments. Thus, the balloon effect, if present, is primarily located in the cortical tissue but more investigations are needed to determine the relative contribution of PAs, microvasculature and AVs (see Section 5.2.2. for further discussion).
Reichold et al. also simulated changes in flow on a realistic vasculature model and found that the perfusion territory (i.e. PSF) increases the more upstream the vascular changes are (i.e. the closer to the cortical surface) (Reichold et al., 2009) , suggesting that the vascular PSF may be cortical depth-dependent. Recently, O'Herron and coworkers investigated the spatial and stimulus specificity of the hemodynamic response of single penetrating arteries (O'Herron et al., 2016) . They used two-photon microscopy to measure cat and rat neuronal calcium dynamics and single PA diameter changes as a response to different orientation stimuli and showed that the sensory-evoked response in single PA is only partially correlated with neuronal activity. Even though the PAs main tuning direction was similar to that of nearby neurons (in a 400 μm window around the PA), PAs had a broader tuning curve compared to that of neurons resulting in a lower orientation specificity of the PA dilatory response. This finding corresponds well with the relative independence of neuronal populations and vascular columnar domains (Blinder et al., 2013) , as described above. In addition, O'Herron et al. found that the surface vessels change their diameter slightly less than blood vessels in the parenchyma both in cats and rats (O'Herron et al., 2016) , confirming the results on the distribution of CBV changes as described above.
Nevertheless, the broader tuning of PAs relative to neuronal activity does not exclude the possibility of columnar imaging with CBV or oxygenation changes. For example, Berwick et al. showed that activation of different whisker barrels could be easily discerned with IOS, with higher spatial specificity of total hemoglobin (i.e. CBV) than of oxygenation changes (i.e. oxygenated and deoxygenated hemoglobin) (Berwick et al., 2008) . Similarly, Moon et al. demonstrated orientation column-specificity with CBV in cats using exogenous MION contrast agent (Moon et al., 2013) , and layer-specificity of excitatory and inhibitory activity in the rat olfactory bulb at 9.4 T with CBV using ferumoxytol (Poplawsky et al., 2015) .
Note that in fMRI, the main signal sources originate from postcapillary blood vessels (e.g. venules, AVs, pial veins). Thus, there might be further reduction of neuronal specificity for venous CBV and K. Uludağ, P. Blinder NeuroImage 168 (2018) 279-295 oxygenation changes. In fact, the studies of Moon et al. and Poplawsky et al. revealed a much lower columnar and laminar specificity of the GE-BOLD signal as compared with that of CBV (Moon et al., 2013; Poplawsky et al., 2015) . In addition, Moon et al. showed for longer stimulus duration (e.g. 20 s stimulation) that the spatial specificity of the positive CBV response increases as compared to the initial period (Moon et al., 2013) . As argued above, clever experimental designs, such as imaging of differences between experimental conditions, may help to recover laminar-columnar specificity using the BOLD effect.
Blood oxygenation during baseline condition and following neuronal activity
As argued above, the fMRI signal is not only sensitive to CBV but also -and even more strongly -to oxygenation in the various vascular compartments. Under baseline conditions, in anesthetized rats, pial arterial pO 2 shows a strong correlation with vessel diameter (diameters between 40 to 80 μm) with values ranging from 60 to 120 mmHg (mean 108.25 ± 11.02 mmHg). In turn, pial veins show large variability but no dependency on vessel diameter with a mean value of 50 mmHg (Yaseen et al., 2011) . Using two-photon microscopy for pO 2 measurements, Sakadzić and coworkers explored the fate of oxygen extraction in mouse cortical penetrating arteries under isofluorane anesthesia (Sakadzic et al., 2010) . This work provided a surprising finding: at baseline conditions, about 50% of the oxygen is delivered from the penetrating arteries to the surrounding tissue with the rest carried to the microvasculature by the first order arteriolar branches (Sakadzic et al., 2014) . In addition, oxygen saturation levels, SO 2 , sharply decrease from PAs to AVs, with lowest values found within the capillary bed then followed by a small but steady increase along the AVs. This latter component results in pial veins having a slightly larger SO 2 value compared to pre-venular capillaries.
The values of SO 2 of 40% in first-order post-capillary venules in rats, as detected in this study (Sakadzic et al., 2014) , are well below what is detected in humans, where typically values of 60% are found (e.g. , (Gusnard et al., 2001 ) and references therein). Whether this discrepancy is due to measurement methodologies, species differences or physiological conditions is unclear. The dramatic effect of anesthesia on pO 2 , as also utilized in this study, has been recently demonstrated in mice: isoflurane anesthesia almost doubled its value compared to awake conditions (Lyons et al., 2016) . This study in addition found that arteriolar as well as venular SO 2 , red blood cell flow and hematocrit values are approximately constant over cortical depth. A recent study by Ma et al. demonstrated a much slower hemodynamic response during urethane anesthesia as compared to awake conditions (Ma et al., 2016b) . Interestingly, this study showed that an fMRI post-stimulus undershoot is only present during awake state.
Using oxygen sensitive microelectrodes in rats, (Vovenko, 1999 ) and (Vazquez et al., 2012) found an average arterial SO 2 of 95% in firstbranching-order arteries and 80% in fifth-order arteries (Fig. 6 ). In venules, SO 2 drops to values of 54-59% similar to capillary values suggesting no further oxygen extraction at the venous side. As in (Sakadzic et al., 2010) , Vazquez and colleagues found a slight increase in SO 2 in the veins (Vazquez et al., 2012) . The finding of higher SO 2 in the veins compared to venules may suggest direct oxygen diffusion in the CSF and tissue from pial and penetrating arteries to pial and ascending veins. Importantly, such oxygen shunting was directly measured in mice olfactory vasculature (Lecoq et al., 2011 ). Vazquez et al. have quantified the change in SO 2 during functional activation in the various compartments (Vazquez et al., 2012) and found, as expected, that the largest increase in SO 2 is in the veins (see also Gagnon et al. (2015) , Berwick et al. (2008) ) (Fig. 6) . The change in SO 2 was approximately three times larger in veins than in arteries, emphasizing the fact that methods sensitive to changes in blood oxygenation are weighted towards post-capillary vessels.
The large spatial spread of oxygenation changes in the veins has a detrimental effect on the PSF of fMRI. For the human cortex, Turner has numerically estimated that the spatial spread of oxygenation in pial veins depends on the neuronal activation area (Turner, 2002 ) (e.g. activated area of 100 mm 2 causes undiluted oxygenation change in the vein as far as 4.2 mm, after which the oxygenation change drops). Thus, MRI sequences dominated by oxygenation change in pial veins, such as T 2 *-weighted GE imaging, will have much larger PSF than sequences reducing this signal source, such as T 2 -weighted spin-echo (SE) imaging (Shmuel et al., 2007) .
FMRI signal spatio-temporal characteristics
The above considerations in Section 2 assumed a specific set of physiological changes representative for a steady-state activation after stimulation. In these studies, no attempt was made to distinguish layer or columnar fMRI signals but only between microvasculature (representing a vascular unit in the tissue) and macrovasculature fMRI signals (representing AVs or pial veins). That is, the intra-cortical distribution of the fMRI signal was not considered. In addition, dynamically, as described above in Sections 3 and 4, the vascular variables underlying the fMRI signal and their respective spatial spread can vary. In the following, we review existing fMRI literature on both A) the spatial cortical profile of activation during steady-state, and B) fMRI signal transients and their spatial profile. In addition, these observations are compared to simulations evaluating possible physiological scenarios, as described above.
Spatial profile of activation during steady-state
The typical pattern of the experimentally-observed spatial profile in high spatial resolution fMRI studies is an increase of the cortical laminar signal from white matter to the CSF border. Controversially, in some studies a "bump" in middle layers has been observed. This signal peak in the middle layers has been related to a higher vascular density (i.e. CBV, see above Section 2.1.4.), as baseline CBV is a multiplicative factor for BOLD signal sensitivity is most fMRI signal models (e.g. Davis et al., 1998) ), and/or higher electrophysiological activity in layer IV of V1 typically measured in case of feedforward processing of external stimuli (see, e.g., (Logothetis et al., 2001) ). However, many studies, in particular in humans, have failed to report such a peak in the fMRI signal (see below).
In the rat whisker barrel cortex using 3T, Lu et al. observed a middle layer peak both in fMRI using GE and ΔCBV using MION contrast agent co-located well with Fos expression, indicative of neuronal activity (Lu et al., 2004) . Previously, Silva & Korestky observed a larger GE fMRI signal in layer I-III compared to lower layers in the rat cortex at 11.7T (Silva and Koretsky, 2002) . Harel et al. and Zhao et al. confirmed this observation in the cat visual areas 17 and 18 for both GE and SE MRI sequences at 9.4T Zhao et al., 2006) . In both studies, CBV was also measured using MION contrast agent and the CBV change was, however, slightly shifted to upper layers. That is, even though the largest CBV change was in the layer~II/III, the largest BOLD signal changes were located in layer~IV for both GE and SE MRI sequences. Chen & Roe using 4.7T on V1 of macaque monkeys detected a peak in layer IV using GE sequence, which was further emphasized after removal of veins (Chen et al., 2013) . This removal was done by excluding the top 40% highest activated voxels, as veins are expected to have the highest sensitivity for activation in GE imaging. In contrast, Goense and Logothetis at 4.7T only observed a peak in the middle layer for SE but not for GE in the macaque early visual cortex (Goense and Logothetis, 2006) . Zappe et al. measured the laminar profile of the BOLD signal and CBF using the ASL MRI technique and found that the CBF change is maximal in the middle layers whilst the BOLD signal did not exhibit any peak in this layer (Zappe et al., 2008) . (Zhao et al., 2007; Zhao et al., 2006) and (Jin and Kim, 2008) showed that, while CBV (and CBF) peaked in slightly higher layer than the "bump" in the BOLD signal, the peak in the BOLD signal was more pronounced for longer stimulation (32-60 s after stimulus onset). Kim, 2010, 2011) also demonstrated that both arterial and total CBV increase most in the middle layer but closer to the surface than the BOLD signal in cat visual area 18 using magnetization-transfer and contrast agent methods at 9.4T. (Hirano et al., 2011) measured in rats in a layer-specific manner the fMRI signal, CBF and CBV for different number of electrical pulse stimulations. As above, they found that the fMRI signal and CBF decreases in amplitude with cortical depth and consistently exhibits a post-stimulus undershoot. In contrast, CBV showed a slow recovery to baseline, most strongly expressed in the upper layers, and this effect increased with the number of pulses.
In humans, (Duong et al., 2002) and (Yacoub et al., 2003) observed cortical tissue weighting of SE fMRI at 4T and 7T in the visual cortex albeit with no reported specification for the different cortical layers. In addition, Duong et al. reported cortical weighting of the CBF change. To the best of our knowledge, this and the study of (Pfeuffer et al., 2002) are the only studies so far, which have demonstrated a CBF increase in humans with ASL fMRI comparable to laminar fMRI investigations. Currently, we are performing a study with sub-millimeter resolution using ASL and found baseline CBF distribution and CBF activation mirroring the expected baseline CBV distribution in the early visual cortex with peak in the middle layers (Huber et al., submitted) . Koopmans et al. used T2*-weighted 3D FLASH sequence with 0.75 mm isotropic resolution at 3 T and detected an fMRI signal of 3.5% in presumed layer IV compared to 2-2.5% amplitude in the surrounding layers in human V1 following 7.5 Hz checkerboard stimulation (Koopmans et al., 2010) . Layer IV in V1 was identified using the Stria of Gennari from a registered anatomical image, which was used as landmarks to align cortical layers. Large vein removal did not affect the peak in layer IV but reduced the surface weighting of the BOLD signal. In contrast, (Polimeni et al., 2010) , (Siero et al., 2011) and (De Martino et al., 2013) did not observe a peak in layer IV for GE fMRI at 7 T but only the standard monotonic increase of the BOLD signal from WM to CSF border, confirming an earlier 3 T study of (Ress et al., 2007) . De Martino et al., in addition, observed a reduced surface weighting with the T2-weighted GRASE technique (De Martino et al., 2013) . In a later study, (Koopmans et al., 2011) used multi-echo GE and found that the laminar profile of the BOLD signal depends on the echo time (TE) used, with middle layer-weighting for long TEs and surface-weighting for short TEs. This finding argues that the contributions of intra-and extra-vascular fMRI signals change with TE (see also, ) and Havlicek et al., submitted) . Huber and colleagues (2015) showed similar cortical profiles for CBV changes and BOLD signal (except the top cortical layers and surface of the brain) with maximal CBV increase in layer II/III (Huber et al., 2015) . Using realistic vasculature modeling for the human cortex, (Markuerkiaga et al., 2016) predict that SE exhibits a peak in middle layer but not GE, which monotonically increases its signal towards the surface of the cortex.
In summary, the fMRI signal using GE and SE typically increases its signal amplitude from WM/GM border to the GM/CSF border in both animal and human experiments. In some studies, the monotonicity of the increase is suspended in the middle layers, sometimes exhibiting a pronounced peak. This peak has been shown to depend on imaging (e.g. TE or MRI sequence) and analysis parameters (e.g. removal of surface veins or highest activated voxels). In the studies additionally acquiring (arterial, venous or total) CBV or CBF, a distinct layer profile has been observed with peak in layers closer to the surface (i.e. presumed layer II/III). At high magnetic field strength, a CBV increase leads to a decrease of the fMRI signal ( (Uludag, 2010; Uludag et al., 2009 ) and below Section 5.2). Thus, the higher CBV increase in layers II/III may actually contribute to the observation of the peak in layer IV in the GE-fMRI signal. However, the studies discussed above are not consistent with respect to detecting a peak in the fMRI signal, even when the same type of MRI sequence is employed. Thus, it is currently not clear whether this discrepancy is due to differences in MRI acquisition − such as magnetic field strength, voxel resolution, inflow effects and MRI sequence parameters −, area and species investigated, data analysis and/or experimental design.
In Fig. 7 , we show -for the same assumed absolute oxygenation and CBV changes using the model as described in for 3 T and 7T-that the baseline CBV distribution as taken from macaque V1 (Weber et al., 2008 ) is non-linearly reflected in the spatial profile of the fMRI signal for both GE and SE sequences. In other words, even when the neuronal activity is the same in the different layers, the fMRI signal is biased to layers with higher vascular density. (Note that to compare simulation results in Fig. 7 with experimental results, an additional increase in fMRI signal with decreasing cortical depth has to be added accounting for the contribution of AVs.) This baseline CBV dependency has already been acknowledged by singlevascular compartment BOLD signal models, such as the Davis' model or the balloon model Davis et al., 1998) . As described in Section 3, the cortical CBV distribution varies between brain areas. Thus, this vascular bias is differently present depending on the area investigated.
Nevertheless, this bias of the fMRI signal has to be taken into account to deduce the true laminar distribution of neuronal activity from the measured fMRI signals. This can be potentially achieved by calibrating the spatial profile of the fMRI signal for a standardized experimental stimulus (Kashyap et al., submitted) . That is, in this approach, the laminar distribution of the fMRI signal is measured using a standardized experimental stimulus and the spatial profile evoked by the novel experimental stimulus is divided by this standard laminar profile thereby eliminating this and potentially other vascular bias common in both tasks. This is because baseline CBV is a multiplicative factor in the BOLD signal sensitivity Davis et al., 1998) . As a result, the changes in the laminar profile between two tasks are obtained albeit not the un-biased laminar profile evoked by only one task. The same reasoning can also be applied for different time points in the fMRI signal (i.e. spatial profile of the poststimulus undershoot divided by that of the positive response). However, this method may only (partially) account for the baseline distribution of CBV but not for the draining effect present in the AVs. Note, however, subtraction of profiles for different task is typically used in cognitive studies instead. In our opinion, this method does not fully account for the baseline CBV bias, as this bias influences the fMRI signal in a multiplicative manner Davis et al., 1998) .
For feedback-related fMRI activation, which targets primarily the upper cortical layers, no calibration is necessary as the modulation of the fMRI in the upper layers coincides in this case with the neuronal activation profile (see Muckli et al., 2015) , and therefore a direct interpretation of such a laminar effect is warranted. Note, however, for such data it is of utmost importance to have appropriate control condition accounting for draining vein effects from outside the regionof-interest. Please see overview of laminar and columnar cognitive studies on humans and analysis strategies in de Martino et al., Dumoulin et al. and Polimeni et al. (this issue) .
Ultimately, the removal of the vascular bias has to be based on modeling the spatial profile of the fMRI activation given activity in a specific neuronal layer and to deconvolve the measured profile using this theoretically estimated bias. For example, (Heinzle et al., 2016) extended the dynamic causal model (DCM) framework to laminar fMRI. In this two-layered model, the blood draining from the lower layer is picked up by the upper layer with variables accounting for delay and strength of the draining effect. However, these variables have been introduced ad hoc and not derived from mass balance equations. In addition, the model accounts only for two layers. Nevertheless, it can be easily extended to cover more layers as detected in high-resolution fMRI studies. The model was face-validated in simulations and reproduced layer time courses as measured in Siero et al. (2011) (see below Section 5.2.3). A different approach to account for the steadystate laminar distribution has been presented by Markuerkiaga et al., 2016) . They used a realistic vascular model published by Boas et al. (2008) and the fMRI signal model by Uludag et al. (2009) and determined the laminar PSF for GE and SE MRI sequences. They found that SE signal from one layer has low contamination from the other layers. In contrast, the GE signal of the upper layers can have large contamination from the lower layers, i.e. the specificity of the laminar GE signal decreases the closer the layer is to the surface of the cortex. This model has not yet been applied to experimental data but promises to allow deconvolving true neuronal laminar profiles during steady-state from the measured fMRI signal spatial distributions.
Dynamical features of the fMRI signal
The most prominent transients discussed in the fMRI literature are the initial dip and the post-stimulus undershoot. In addition, an adaptation of the fMRI signal to a steady-state value is observed for sustained stimulation. Besides these well-described transients, other dynamical features of the fMRI signal for block design experiments have received less attention, such as onset and offset transients ((Gonzalez-Castillo et al., 2012; Uludag, 2008) , and references therein). One trivial neuronal explanation for the fMRI transients is that the CBVs of the different vascular compartments, along with CBF and Fig. 7 . Predicted laminar fMRI signal profiles using equations from , assuming same absolute change in oxygenation and volume, and baseline CBV taken from (Reproduced with permission from (Weber et al., 2008) ). The simulations were performed for 3 T and 7 T (dotted and solid lines, respectively) and for GE and SE MRI sequences (blue and red, respectively). Baseline CBV distribution is non-linearly reflected in the laminar fMRI profiles. Note that, in these calculations, AVs are not accounted for, which would yield an additional linear increasing signal change with decreasing cortical depth. CMRO 2 , follow identical time courses with a constant ratio of their fractional changes over the entire time course. However, as described in Section 4, this is not what is experimentally observed and these physiological variables may be temporally uncoupled and can create fMRI transients not present in any of these underlying variables.
The dependency of the fMRI signal transients on field strength is illustrated in the simulations shown in Fig. 8 (Havlicek et al., 2015) : For two different values of CBF-venous CBV coupling (i.e. α value, (Grubb et al., 1974) ), the adaptation and the amplitude of the fMRI signal undershoot increase with magnetic field strength. In addition, the field strength dependency is larger and the transients more expressed for larger α values. The prediction from the data presented in Section 4 (i.e. venous CBV becomes only significant for long stimuli) is that the fMRI signal transients have low field strength dependency for short stimuli and stronger dependency the longer the stimulus duration. As a result, the amplitude of the fMRI signal is ambiguous with respect to vascular physiological variables and additional data and biophysical models are needed to deduce the vascular processes and, ultimately, neuronal activity from the measured fMRI signals.
Initial dip
The "initial dip" is a transient response that appears rapidly subsequent to a stimulus-induced increase in neuronal activity and typically lasts less than 2 s in humans before the dominant positive fMRI response overwhelms it (Buxton, 2001; Ugurbil et al., 2003) . It was first described in optical imaging based studies of brain function in animal models (Grinvald et al., 1991; Malonek and Grinvald, 1996) , based on IOS that report on hemoglobin content and in its spectroscopic form on the oxygenated and deoxygenated hemoglobin as well. Because of its implications on BOLD based contrast, it was rapidly picked up and reported in MR studies using either localized spectroscopy (Ernst and Hennig, 1994; Hennig et al., 1995) or high field (4 T) fMRI (Hu et al., 1997; Hu and Yacoub, 2012; Menon et al., 1995; Yacoub et al., 1999; Yacoub et al., 2001) . The interest in the initial dip was sparked by the claim, based on optical imaging data, that it provided a higher effective spatial resolution than the subsequent main positive hemodynamic response, during which the changes in blood oxygenation and CBV may not be just localized to the neuronally active tissue volume.
The most prevalent hypothesis for the 'elusive' initial dip is that CMRO 2 starts earlier than the CBF or CBV response creating an early hypo-oxygenation (i.e. increase in deoxygenated hemoglobin) of the blood (reviewed in (Buxton, 2001; Vanzetta, 2006) ). Parpaleix et al., for example, found in capillaries in the rat olfactory bulb a small drop of PO 2 lasting less than 2 s before the increase in red blood cell flow leads to the standard increase in PO 2 (Parpaleix et al., 2013) . Alternatively, an increase in arterial CBV might cause an initial dip of the fMRI signal. Arterial CBV increase prior to a change in CMRO 2 leads to an increase of the intra-vascular water fraction and only to a small change in the amount of deoxygenated hemoglobin (i.e. changes in the susceptibility value). If the baseline intra-vascular relaxation rate R 2 * is larger than that of the extra-vascular relaxation rate, arterial CBV changes with no concomitant change in oxygenation would, therefore, be associated with an initial dip (Uludag, 2010) . A recent optical imaging study (Sirotin et al., 2009 ) on macaques found that, for example, in the early phase of the hemodynamic response, there is not much change in blood oxygenation but only in blood volume (corresponding to the total amount of hemoglobin in optical imaging). This finding is in apparent contradiction to the above-mentioned study of Parpaleix et al. However, note that both studies were performed on different species (macaque vs. rat), brain areas (visual cortex vs. olfactory bulb), brain states (awake vs. ketamine and xylazine anesthesia) and utilized different techniques (IOS vs. two-photon microscopy).
The hypothesized early CMRO 2 increase would occur in the tissue and thus provide a more accurate localization of brain activity. However, even if the 'arterial CBV'-hypothesis were true, a better localization would also be achieved if the hemodynamic response in its initial stage were dominated by small arteries and capillaries. That is, regardless whether the early CMRO 2 or arterial CBV change hypothesis is correct, the initial dip (or, in general, the initial phase of the hemodynamic response even without the presence of a dip) is expected to have higher spatial specificity than the main positive response (Uludag, 2010) . In general, this result indicates that the spatial specificity of the hemodynamic response is time-dependent. This finding is in agreement with the aforementioned study by Sirotin and colleagues who found a smaller spatial spread of hemodynamic changes in the initial phase (and during the post-stimulus undershoot) than during the peak of the response (2-4 s after stimulus begin) (Sirotin et al., 2009) . Although the scientific community has been interested in the initial dip from its inception, there is almost no fMRI study utilizing this phenomenon for a better delineation of functional units in the brain (but see Kim et al., 2000) , criticism in (Logothetis, 2000) .
In humans at 7 T, Siero et al. observed a small initial dip of 0.4% compared to peak BOLD response of~10% with maximum amplitude of the dip in the upper layers (Siero et al., 2015) . However, the spatial resolution of 1.3 mm isotropic did not allow to further characterizing the laminar profile of the initial dip. In addition, due to a short inter- K. Uludağ, P. Blinder NeuroImage 168 (2018) 279-295 stimulus interval of 16 s, it is not clear whether the hemodynamic response with its undershoot is fully resolved before the next stimulus and thereby potentially confounding the detection of the initial dip.
In Fig. 9 , using the equations presented by ), both hypotheses are simulated: The CMRO 2 hypothesis (purple line) predicts an initial dip for any magnetic field strength, because a hypooxygenation is always associated with a decrease in the fMRI signal. However, a fast arterial CBV response (orange line) results in magnetic field strength dependence of the initial dip (Uludag, 2010) . The dip generated by an arterial CBV change is only detected for field strengths ≥ 5 T for GE MRI sequence providing evidence why most studies reporting the initial dip have been performed at high magnetic fields and not many at 1.5 and 3 T (but see (Yesilyurt et al., 2008) ).
Post-stimulus undershoot
A more common observation is a dip of the fMRI signal below baseline after the end of the stimulus, referred to as a post-stimulus undershoot ("one of the most debated issues in fMRI" (van Zijl et al., 2012) , alternative view in (Chen and Pike, 2009; Sadaghiani et al., 2010) and references therein), that can take a long time to resolve ( > 30 s). In block design experiments, in which the rest period is not sufficiently long to allow the undershoot to resolve, the effect appears as an apparent lowering of the baseline after the first stimulus block. Therefore, it is generally recommended that the rest periods should be at least twice as long as the stimulus duration to fully allow recovering of the fMRI signal back to baseline. Sirotin and colleagues have demonstrated with optical imaging that the spatial spread of the post-stimulus undershoot is smaller than that of the peak of the positive response (Sirotin et al., 2009) suggesting that the undershoot in the tissue partly reflects active neuronal processes (Boorman et al., 2015; Mullinger et al., 2013; Sadaghiani et al., 2010; Shmuel et al., 2006) and not just passive biomechanical after-effects of the positive response.
Three different (non-exclusive) explanations of the post-stimulus undershoot of the fMRI signal (or overshoot of deoxygenated hemoglobin) are under discussion:
1. Higher deoxyhemoglobin content per voxel due to elevated venous CBV: Two similar models, the balloon model and the windkessel model (Buxton et al., 1998; Mandeville et al., 1999) , have been proposed to explain this phenomenon as a slow return of CBV to baseline after the stimulus (see Section 4). That is, the long time constant for CBV to adjust is regarded as the biomechanical property of post-capillary vessels. 2. Reduced delivery of oxygenated hemoglobin: In some studies, CBF drops below baseline after the stimulus ends (Hoge et al., 1999; Uludag et al., 2004) , presumably due to neuronal inhibition and a corresponding decrease of the neural activity in the post-stimulus period. Balloon model calculations show that a small CBF decrease yields a much larger fMRI signal undershoot consistent with experimental observations. The contribution of CBF to the fMRI signal undershoot is variable and reflects active neuronal inhibition (Bandettini et al., 1997; Sadaghiani et al., 2009) and not secondary vascular developments. In a recent study by Uhlirova, they convincingly showed that inhibition or, more specifically, vasoconstrictive mechanism as Neuropeptide Y (NPY) acting on Y1 receptors are responsible for vasoconstriction after the peak of the hemodynamic response and for the post-stimulus undershoot (Uhlirova et al., 2016) . 3. Sustained production of deoxygenated hemoglobin: A transient uncoupling of CBF and CMRO 2 (Frahm et al., 1996) , with CMRO 2 recovering to its baseline value slower than the CBF, also leads to hypo-oxygenation of the blood and, hence, to an fMRI undershoot. However, currently, there is only indirect MRI data and no direct dynamic data on oxygen metabolism supporting this hypothesis. Thus, the concept of elevated post-stimulus CMRO 2 comes as hypothesis to substitute for the persistent elevated CBV explanation or CBF deactivation as the cause of the fMRI undershoot.
Experimentally, Zhao et al. found that the post-stimulus undershoot with laminar-resolved GE MRI sequence in cats is localized to the tissue in contrast to the main positive fMRI response ( (Zhao et al., 2007) , see also ). Kashyap et al. recently observed in humans that the fMRI post-stimulus undershoot is better localized to the tissue and less present in the CSF voxels (Kashyap et al., submitted) . This is consistent with the observation that the CBV change measured with fMRI is largely located in the tissue (see Section 4 for details). Yacoub et al. reported that in the cat visual area 18 CBV response measured using exogenous iron oxide particles is spatially dependent, persisting in the post-stimulus period in the middle layers but returning to baseline rapidly on the cortical surface where pial vessels are located . The fMRI response, on the other hand, displays a post-stimulus undershoot in both regions. They argue that while persistent post-stimulus CBV elevation can account partially for the signal change seen in the middle layers, there must be additional contributions from CMRO 2 /CBF dynamics to explain the post-stimulus negative BOLD effect. In our opinion, the most plausible explanation for this observation is related to the drainage of deoxygenated hemoglobin: As the veins are draining the blood from the tissue, altered blood oxygenation of the middle layers will also lead to hypooxygenation in the vein and, hence, to an undershoot in the BOLD signal at the pial surface.
In Fig. 10 , we have simulated the field strength dependency of the post-stimulus undershoot relative to the positive response, assuming a) sustained metabolism (purple line) and b) slow venous recovery and CBF undershoot (orange line) (based on the equations derived by ). For both cases, the relative undershoot amplitude has a maximum at 7 T. The reason why the post-stimulus undershoot does not just scale as the positive response is that the ratio of the changes in blood oxygenation and venous CBV change is different for these two phases (see (Havlicek et al., 2015) for details). That is, regardless of the physiological origin, the relative undershoot varies with field strength and, as a consequence, the amplitude of the fMRI signal undershoot is not directly indicative of the ratio of the post-stimulus neuronal inhibition to the stimulus-phase neuronal activity.
Laminar onset times
In electrophysiology, feed-forward and feedback activation is distinguished by their respective onset times relative to stimulation. We have discussed above that the steady-state spatial profile in the fMRI Fig. 9 . Modeling initial dip. FMRI signal change for a pure change in oxygen metabolism (purple) or arterial CBV change (orange) as a function of field strength. Oxygen metabolism change is associated with negative fMRI signal for all field strengths, but arterial CBV only for > 5 T.
K. Uludağ, P. Blinder NeuroImage 168 (2018) 279-295 signal may yield information on the processing direction of cortical functions. However, as in electrophysiology, also the fMRI onset time may potentially be useful to distinguish sensory feed-forward processing from cognitive feedback.
To study the laminar onset times, submillimeter spatial resolution and sub-second temporal resolution are needed. These two conditions are difficult to achieve with MRI and, thus, there are not many animal and human studies accurately studying the onset times of the fMRI hemodynamic response. The first study on layer specific onset times was performed by Silva & Korestky with single-slice GE and TR = 40ms and 200 × 200 μm (or 50 × 50 μm in some animals) in-plane resolution and 2mm slice thickness (Silva and Koretsky, 2002) . The layer IV-V onset time was~0.6 s and preceded the responses in layer I-III and VI with onset times between 1.1-1.3 s. The same spatial pattern was also observed for the time-to-peak values. Jin & Kim investigated the onset time (defined as 10% of the peak) and time-to-peak in cats at 9.4 T for sustained visual stimulation of 60 s duration (Jin and Kim, 2008) . They found that the fMRI signal of the upper layers is delayed by~0.5 s compared to lower layers. However, they also observed that the CBV onset times are 0.5-1 s earlier and the upper layer CBV change occurs first. Hirano et al. measured the shortest onset times for CBF (around 350ms) and the longest for the BOLD signal (Hirano et al., 2011) . The CBV onset time was dependent on the number of pulses (i.e. stimulus duration), with longer onset time for longer duration indicating stimulus-dependent stronger venous contribution in the CBV (see Section 4 and below).
Tian et al. measured onset time and time-to-peak both with GE fMRI and optical imaging (Tian et al., 2010) . They confirmed the optical observations (Section 4) with fMRI but extended those to deeper layers. Interestingly, an initial dip and the post-stimulus undershoot were largest for layer I (Fig. 11) , in contrast to the studies of Zhao et al. and Yacoub et al. (see above) . In addition, a delay in the time-to-peak was detected with increasing vascular branching order. Note that the onset time was often determined using the interception of a linear fit to the rising slope of the hemodynamic responses. This presents a potential confound as differences in the slope and time-topeak may translate into differences in onset times.
Yu et al. delivered 4 s of electrical stimulation to the whisker pad of rats at 11.7 T (Yu et al., 2012) . Consistent with previous results, the earliest onset times were detected in layer IV-V as early as 0.8 s and the latest in layer VI. In addition, they could identify intra-cortical AVs and found that their responses are delayed compared to the cortical tissue voxels. In another study by Yu et al., they utilized an innovative MRI approach to increase the temporal resolution (TR =50ms) whilst achieving high spatial resolution (depth resolution: 50μm) (Yu et al., 2014) : In this so-called line scanning approach, they selected a limited volume for imaging by saturating spins outside of the volume and omitted the phase-encoding step thereby projecting all signal at a certain cortical depth to a single dimension. This scheme preserves laminar spatial information as the cortex of the rat is not folded. The onset time to 1 s forepaw stimulation in layer IV in the somatosensory cortex (FP-S1) was~0.7 s followed by layer II/III and layer VI responding at~0.9 s. The slowest responses were detected at layer I and VI with responses ranging from 1-1.5 s (Fig. 12) . The motor cortex receives indirect input from FP-S1 and they could detect the earliest responses in layers II/III and V, demonstrating that feed-forward stimulus processing and cortical feedback may exhibit different laminar profiles both in amplitude and onset times. In order to test this hypothesis, the infraorbital nerve projecting to the barrel cortex was unilaterally dissected. They found that stimulation of the affected site resembles the ipsilateral cortical laminar profile in non-dissected rats suggesting stimulus processing in those animals via indirect callosal projections. This changed input pattern to the ipsilateral barrel cortex was confirmed by the so-called MEMRI approach, which traces the action potential pathway via intra-neuronal transport of injected Mn+ (Yu et al., 2014) .
Due to the requirements of both high-spatial and temporal resolution, there have not been many studies performed in humans investigating the onset time distributions within the cortical sheet. Siero et al. found in humans at 7 T using GE fMRI and 1.5mm isotropic resolution earlier onset times the deeper the layer is (Siero et al., 2013; Siero et al., 2011) : In 2-3mm depth, the fMRI hemodynamic response was0
.5 s faster than the response of the large surface vessels. In addition, time-to-peak and full-width-half-maximum were also found to decrease with cortical depth, in agreement with the afore-mentioned animals studies. However, because the TR was 440ms and 880ms for imaging the visual and motor cortex, respectively, the onset times could not be directly determined but were calculated by the intersection of the baseline to a linear fit of the slope between 20% to 80% of the peak amplitude. Thus, as in Tian et al., a potential confound of this approach is that the determination of the onset times are affected by that of the differences in the time-to-peak (Tian et al., 2010) .
The observed location of the fastest fMRI responses seems to correspond well with our expectations of how cortical input is (2010)). FMRI signal amplitude increase with decreasing cortical depth, typical for GE imaging. Initial dip and post-stimulus undershoot are more expressed close to the cortical surface.
K. Uludağ, P. Blinder NeuroImage 168 (2018) [279] [280] [281] [282] [283] [284] [285] [286] [287] [288] [289] [290] [291] [292] [293] [294] [295] processed: The thalamic input to primary sensory areas is first received in layer IV, then processed and propagated to the upper and lower layers for interaction with other cortical and sub-cortical areas. Thus, the most straightforward explanation for the exact timing of the observed delays in onset times in both humans and animals presumably is the conductance delay of neuronal activity. However, action potentials propagation needs only few milliseconds to cross different layers and, therefore, cannot account for the observed delays in the range of few hundreds milliseconds. Yu et al. suggest that another mechanism may explain the observed onset times (Yu et al., 2014) : stimulus input evokes more reliable responses and these feed-forward stimulus responses are, for example, most present in the input layer IV in FP-S1. The subsequent processing is more time dispersed, potentially less coherent and less effective in evoking further processing in the other layers. Therefore, averaging of all the initial and subsequent responses accounts for increased delay in the layers II/III and V/VI compared to action potential conductance times. In our opinion, the most likely explanation for the findings of (Yu et al., 2014 ) is differences in neuronal dynamics: the faster the increase to peak neuronal activity, the faster is the increase in CBF and oxygenation. Assuming that the fMRI signal is dominated by the changes in venous vessels, as the venous CBV increases slowly, there is larger mismatch between oxygenation and venous CBV changes leading to shorter apparent onset time in the fMRI signal. In other words, the faster the blood oxygenation increase is relative to the change in venous CBV, the shorter is the observed fMRI onset time.
We illustrate this hypothesis in the Fig. 13 showing fMRI responses (using the equations in ) for the same oxygenation response but with varied amplitude of the venous CBV response, mimicking how fast venous CBV follows the oxygenation change. Note that the onset time of oxygenation and CBV were chosen to be identical and not varied. However, the combined effect of both variables resulted in different shapes of fMRI time courses as a function of assumed venous CBV response speed. Thus, onset times of the fMRI response can vary even if the onset times of the underlying physiological variables is fixed and this effect is also magnetic field strength dependent. This simple picture, however, becomes more complicated if we take into account also the blood oxygenation and CBV changes in other vascular compartments, too. Clearly, more work is needed to investigate the sources of variability of fMRI onset times, in particular, and hemodynamic responses, in general.
Conclusions
FMRI signal and its spatio-temporal characteristics are often considered to be a direct reflection of neuronal activity. However, underlying the fMRI signal, in addition to excitatory and inhibitory neuronal activation, are complex vascular-physiological and MRIphysical processes. Key vascular parameters are: blood oxygenation and volume, and key MRI physics parameters: magnetic field strength, TE and MRI sequence. Thus, it is not possible to draw direct inferences on the neuronal level from fMRI data, especially at high spatial resolutions. Temporal features of the fMRI signal may originate from vascular changes due to biomechanics of blood vessels than to be of neuronal origin. However, this also implies that the fMRI signal at different time points, if correctly interpreted, reveals diverse and rich information on excitatory and inhibitory neuronal processes. In this paper, we have reviewed structural and functional vascular physiology and have sketched the limitations imposed by them on the neuronal specificity of fMRI signals. In addition, the complex blood oxygenation and CBV changes in the various vascular compartments following neuronal stimulation evoke fMRI signal changes, and we have shown with simulations the resulting spatio-temporal features as a function of magnetic field strength and MRI sequence.
However, much is unknown both on the vascular and fMRI physics level. In particular, the structural and functional properties of vasculature are brain area-and species-dependent. For example, it is known that human V1 has higher vascular density than extra-striate cortex but a complete overview on the baseline cortical and subcortical CBV distribution and stimulus-induced CBV changes is still lacking. Thus, much more work is needed to study various brain structures with different vascular architectures (e.g. olfactory bulb, thalamus, etc.) both in animals and humans. Much of our knowledge on vascular physiology stems from animal models but a direct transfer of results to humans is often not granted. For example, rats have much higher baseline CBF than primates (by a factor of more than 2), which may not only affect structural vascular properties but also how and which parts of the vasculature change upon functional stimulation. A further complication, as argued above, is the use of anesthesia in most animal experiments, possibly impacting baseline blood volume and oxygenation values (see above). In addition, we have to be aware of the limitations and definitions used in different techniques. For example, in the MRI and PET community, blood flow is defined as arterial blood delivered to the tissue. That is, using these methods, blood flowing in post-capillary blood vessels is not counted as blood flow, in contrast to reports from many optical imaging studies. Furthermore, optical K. Uludağ, P. Blinder NeuroImage 168 (2018) 279-295 imaging methods often have limited penetration depths and, therefore, some of the results obtained may not be generalizable to lower cortical layers. Finally, certain topics (such as hematocrit distribution and changes), possibly very relevant to describe both vascular physiology and fMRI, have not been sufficiently studied. In summary, we have shown that a coherent picture on vascular processes in the brain following functional stimulation is emerging, but much more work has to be done to complete the picture and resolve real and apparent discrepancies. Ultimately, bridging the gap between fMRI and invasive vascular physiology approaches will be key to understand brain functioning in animals, and in healthy and diseased human brains. Comprehensive vascular and fMRI physics models will play a crucial role in this endeavor.
