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PREFACE
Special functions are the solutions of a wide class of mathematically and physically
relevant functional as well as differential equations. The role of special functions as the
solution of differential equations was investigated by Newton and Leibnitz. The first “spe-
cial functions” one meets up with are the exponential function, the natural logarithm and
trigonometric functions. The special functions have been used for centuries because of
their remarkable applications, for example, in astronomy, trigonometric functions have
been studied for over a thousand years. Even the series expansions for sine and cosine
(and probably the arc tangent) were known to Madhava in the fourteenth century. Since
then the subject of special functions has been continuously developed, with contributions
by a host of mathematicians, including Euler, Legendre, Laplace, Gauss, Kummer, Ein-
stein, Riemann and Ramanujan.
In the nineteenth century, it was the idea of Einstein and Kronecker to express and de-
velop mathematical results by means of formulas. Before them, this attitude was common
and best exemplified in the works of Euler, Jacobi and sometimes Gauss. The theory of
special functions with its numerous beautiful formulas is very well suited to an algorithmic
approach to mathematics.
Sequences of polynomials play a fundamental role in applied mathematics. One of
the important class of polynomial sequences is the class of Sheffer sequences introduced by
Sheffer [138], which extends the class of Appell sequences. Sheffer also noticed the simi-
larities between the Appell sequences and umbral calculus, introduced in the second half of
the 19th century. The Appell sequences introduced by Appell [7] form a subclass of Shef-
fer sequences. The Appell and Sheffer sequences are widely spread in literature, in several
contexts and applications. Roman in [127] summarizes properties of Appell sequences us-
ing modern classical umbral calculus and gives a number of specific examples. The Appell
i
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polynomial sequences present a large variety of features and include famous polynomial se-
quences like the Hermite polynomials, the Bernoulli polynomials and Euler polynomials.
Examples of Sheffer sequences include the actuarial polynomials, Bernoulli polynomials
of the second kind, Boole polynomials, Laguerre polynomials, Meixner polynomials of the
first and second kinds, Poisson-Charlier polynomials and Stirling polynomials. The Sheffer
class also contains a subclass of associated Sheffer sequences. Roman [127] summarizes
properties of the associated Sheffer sequences and gives a number of specific examples
like Abel polynomials, Bell polynomials, falling factorials, Gould polynomials, Mahler
polynomials, Mittag-Leffler polynomials, Mott polynomials and power polynomials. The
umbral formalism allows to characterize the generating functions of polynomial sequences
of Sheffer and Appell type. Every Appell sequence is a Sheffer sequence, but most Sheffer
sequences are not Appell sequences.
In 1978, Roman and Rota viewed the classical umbral calculus from a new perspec-
tive and proposed an interesting approach based on a simple but innovative indication for
the effect of linear functionals on polynomials, which Roman later called the modern clas-
sical umbral calculus [127, 129]. The sequences of Sheffer polynomials are then charac-
terized using this approach and it was shown that this new proposed family of polynomials
is equivalent to the family of polynomials of type zero, previously introduced by Sheffer.
The use of the Roman-Rota formalism has the advantage of providing a natural language
which allows the mathematical treatment of many polynomial sequences to be unified. The
set of all Sheffer sequences is a group under the operation of umbral composition of poly-
nomial sequences. Two important subgroups of the Sheffer group are the group of Appell
sequences and group of sequences of binomial type. The group of Appell sequences is
abelian and the group of sequences of binomial type is not. The group of Appell sequences
is a normal subgroup but the group of sequences of binomial type is not. The group of
Sheffer sequences is a semidirect product of the group of Appell sequences and the group
of sequences of binomial type. It follows that each coset of the group of Appell sequences
contains exactly one sequence of binomial type.
The use of operational methods has allowed the derivation of new and known gener-
ating functions associated with wide classes of special functions of conventional and gen-
eralized types [47]. Operational methods trace back to the works of Euler and Lagrange
ii
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in connection with some generating functions of number sequences. The operational tech-
niques combined with the monomiality principle open new possibilities to deal with the
theoretical foundations of special polynomials and also to introduce new families of spe-
cial polynomials. The idea of monomiality arises from the concept of poweroid suggested
by Steffensen [150]. This idea is reformulated and systematically used by Dattoli [31]. The
concepts and formalism associated with the monomiality treatment can be exploited in dif-
ferent ways. They can be used to introduce new families of special polynomials as well as
to establish rules of operational nature, framing the special polynomials within the context
of particular solutions of generalized forms of partial differential equations of evolution
type.
Extensive use of operational methods has been recently proposed by Dattoli and his
co-authors, in connection with the study of classical and new sets of special functions, in-
cluding multi-dimensional and multi-index cases. The operational methods can be used to
derive the properties of both ordinary and generalized special functions and can provide a
unified study of these polynomials, see for example [31, 32, 37–39, 41, 42, 44]. Ricci and
Tavkhelidze [125] also develop a useful introductory exposition of operational techniques
associated with special polynomials. The operational methods are proved to be useful tool
in obtaining formal solutions of a wide class of boundary value problems for partial dif-
ferential equations in a straightforward way. Many properties of conventional and general-
ized polynomials have been shown to be easily derivable within an operational framework,
which is a consequence of monomiality principle.
Certain orthogonal polynomials began appearing in mathematics before the signif-
icance of such a concept became clear. Laplace used Hermite polynomials in his stud-
ies in probability while Legendre and Laplace utilized Legendre polynomials in celestial
mechanics. Orthogonal polynomials have connections with some combinatorial objects.
These connections have been studied extensively in recent years. The orthogonal polyno-
mials in general and the classical orthogonal polynomials in particular have been the object
of extensive works. In particular, they are connected with the study of vector Pade´ approx-
imants [65,66], simultaneous Pade´ approximants [24] and other problems such as vectorial
continued fractions, polynomials solutions of the higher-order differential equations, spec-
tral study of multi diagonal non-symmetric operators [9].
iii
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The notions of d-dimensional orthogonality for polynomials [114], vectorial orthog-
onality [65] or simultaneous orthogonality [24] are the generalizations of ordinary orthog-
onality for polynomials. Such polynomials are characterized by the fact that they satisfy a
(d + 1)-order recurrence relationship, that is a relation between (d + 2) consecutive poly-
nomials [65]. All these new notions of d-orthogonality for polynomials and equivalently,
1/d-orthogonality [17] appear as particular cases of the general notion of biorthogonal-
ity studied in [23]. Recently, they have been the subject of numerous investigations and
applications. The finite order recurrence relations and differential equations for the Ap-
pell polynomial sequences are used to study the orthogonality or the d-orthogonality of the
Appell sequences in [49]. Further, Srivastava and Cheikh in [146] used the idea of monomi-
ality to study the orthogonality of some polynomial sets. More precisely, they established
sufficient conditions, in terms of the derivative and multiplicative operators to ensure the
orthogonality of these polynomial sets.
The Appell and Sheffer polynomial sequences are well studied from different as-
pects [7,16,19–22,29,30,45,49,62,67,119,127,137,140,156,159] due to their applications
in various fields. One aspect of such study is to find recurrence relations and differential
equations for the Appell and Sheffer sequences and their members. For example, He and
Ricci [62] established the finite order recurrence relations and differential equations for the
Appell sequences and their members by using factorization method. The main idea of the
factorization method is to find the derivative and multiplicative operators. The factoriza-
tion method can be equivalently treated as the monomiality principle. Another, important
aspect of this study is to find determinantal forms for the Appell and Sheffer families and
their members. A systematic study of certain new classes of mixed special polynomi-
als related to Appell and Sheffer sequences is well presented in [80–85, 89, 90, 118, 149].
For example, Srivastava et al. in [149] established the differential, integro-differential and
partial differential equations for the Hermite-Appell polynomials family. The recurrence
relations, differential equations and other results of these mixed type special polynomials
can be used to solve the existing as well as new emerging problems in certain branches of
science. To establish the determinantal forms for the mixed special polynomials is a new
and recent investigation which can be helpful for computation purposes.
The subject of q-calculus started appearing in the nineteenth century due to its ap-
plications in various fields of mathematics, physics and engineering. The development of
iv
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quantum groups and their applications in mathematics and physics, starting from 1980s,
has lead to renewed interest in the subject of q-series with a history starting in the 19th cen-
tury. The q-series are a generalization of hypergeometric series. A q-series is a series
∑
cn
where cn+1
cn
is a rational function of qn for a fixed parameter q. Here, the sum runs over
all integers, instead of only nonnegative ones. One important example is the theta function
∞∑
−∞
qn
2
xn. The recent interest in the subject is due to the fact that q-series has popped in
such diverse areas as statistical mechanics, quantum groups, transcendental number theory,
etc. The famous example in statistical mechanics is Baxter’s beautiful solution of the hard
hexagonal model wherein the Rogers-Ramanujan identities first arose in physics. There are
several examples of the applications of q-series outside pure mathematics. The Lie alge-
bras and their representations are well known to provide a unifying framework for special
functions. It is found that quantum groups play a similar role for q-special functions. For
example, the representation theory of quantum group Uq(sl(2)) involves 2φ1 functions and
some q-Jacobi polynomials. So, it is expected that whenever quantum groups are relevant
to the description of physical models, the q-series will arise.
A very nice little introduction that motivates this subject using combinatorial setting
based on lattice paths in R2 leads to a q-extension of binomial theorem. The q-binomial
theorem was independently known to several mathematicians of the nineteenth century.
The interpretation of the q-binomial coefficient in terms of areas under lattice paths is due
to Po´lya [123, Vol.4 p.444]. The infinite q-binomial theorem can be seen as an analog
formula for the beta integral on (0, 1) in terms of gamma function. A generalization of
the q-binomial theorem is the 1Ψ1 formula of Ramanujan, which can also be considered as
a q-extension of the beta integral on (0,∞). The beta integrals and their extensions and
analogues are very useful and important due to their association with a set of orthogonal
polynomials that is beginning to find applications in several areas of mathematics.
In 1967 Al-Salaam [1], introduced the family of q-Appell polynomials and studied
some of their properties. The q-Bernoulli and q-Euler polynomials are introduced as the
particular members of the q-Appell family by Al-Salaam. The q-Appell polynomials are
considered as the generalization of the Appell polynomials.
In 1982, Srivastava [143] gave several characterizations for the well known Appell
polynomials and for their basic analogues: the q-Appell polynomials. Moreover, certain
v
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new applications for these polynomials are considered. Some interesting connections be-
tween the results of the Appell polynomials with q-Appell polynomials are well presented.
Recently, Srivastava [145] gave some generalizations and basic (or q-) extensions of the
Bernoulli, Euler and Genocchi polynomials. Further, a unified study of Zeta and q-Zeta
functions and associated series and integrals is given by Srivastava et al. [147].
In 1985, Roman proposed an approach similar to the umbral approach under the
area of nonclassical umbral calculus which is called q-umbral calculus [126, 128]. Further,
Ernst gave a wide and thorough study of q-Appell, q-Bernoulli and q-Euler polynomials
within the context of q-umbral calculus, see for example [53, 55, 56]. Examples of certain
q-orthogonal polynomials are also given in [54]. Moreover, the q-Appell, q-Bernoulli and
q-Euler polynomials are studied from different aspects, see for example [75,76,94,113,136,
160]. Establishing q-recurrence relations and q-difference equations is one of the aspect and
obtaining determinantal forms for the q-Appell polynomials and their members is another
important aspect of such study.
In this thesis, certain new families of special polynomials associated with Appell and
Sheffer sequences are introduced and studied. The mixed type special polynomial families
are introduced by using operational techniques combined with the monomiality principle.
The 2-iterated q-special polynomial families are introduced by using a different approach
based on replacement techniques. The determinantal forms of the polynomial families are
also established.
The objectives of the work presented in this thesis are:
(1) To introduce the following mixed type special and q-special polynomials:
(i) Families of the Sheffer-Appell polynomials.
(ii) Families of the 2-variable Apostol type polynomials.
(iii) Families of the Gould-Hopper-Sheffer polynomials.
(iv) Family of the 2-iterated q-Appell polynomials.
(2) To derive the recurrence relations, differential equations and integral equations for
the Appell and 2-iterated Appell polynomials using generalized factorization method.
Also, to establish the corresponding results for a mixed type special polynomial.
(3) To establish the properties, i.e., quasi-monomiality, operational representations and
determinantal forms of mixed type special polynomials mentioned in 1((i) and (iii)).
vi
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(4) To derive certain results, i.e., recurrence relations, differential equations, summation
formulae and symmetry identities for the mixed type special polynomials of two
variables mentioned in 1(ii).
(5) To establish the determinantal forms, q-recurrence relations, q-difference equations
and other important properties of the 2-iterated q-Appell polynomials family men-
tioned in 1(iv). To derive the corresponding results for certain members of this fam-
ily.
The results established in this thesis for the 2-iterated and mixed type special poly-
nomials can be used to solve the existing as well as new emerging problems of certain
branches of mathematics, physics and engineering. The properties and results of the 2-
iterated and mixed type q-special polynomials considered in this thesis can also be taken to
solve various problems arising in different areas of science and engineering.
The present thesis entitled “Certain New Families of Special Polynomials Associ-
ated with Appell and Sheffer Sequences” is a part of research work carried out by the
author during last two years. The thesis comprises of six chapters and each chapter is
subdivided into five sections.
In Chapter 1, the basic definitions and preliminaries related to the Appell and Sheffer
sequences, operational and determinantal approach, special polynomials of two variables
and q-calculus are given. The Appell and Sheffer polynomial sequences are defined and
certain members belonging to these sequences and related numbers are considered. The
concepts related to the operational techniques and monomiality principle are reviewed.
The determinantal approach to the Appell and Sheffer sequences is also considered. The
2-variable forms of certain special polynomials are defined. Finally, certain q-analogues
of elementary functions are discussed. However, the definitions, concepts and results re-
viewed in this chapter are only those, which are required in carrying out the research work
presented in the thesis.
In Chapter 2, the recurrence relations and differential equations for the 2-iterated Ap-
pell polynomials are derived. The differential equations for k = 1 and k = 2 are also
obtained as special cases. The integral equations for the Appell polynomials and 2-iterated
vii
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Appell polynomials are established for the first time. The shift operators, differential equa-
tions and the integral equations for the 2-iterated generalized Bernoulli and 2-iterated gen-
eralized Euler polynomials are derived as illustrations. Finally, mixed type special polyno-
mials are considered by taking two different members of the 2-iterated Appell family and
recurrence relation, shift operators and differential equation are derived.
In Chapter 3, the composition of Appell and Sheffer polynomials is considered to
introduce a new family of special polynomials, namely the Sheffer-Appell family. The im-
portant properties of this family are established. The generating function, series definition
and determinantal forms of the Sheffer-Appell polynomials are established. Further, these
polynomials are framed within the context of monomiality principle and their properties
are derived. The Sheffer-Bernoulli and Sheffer-Euler polynomials are introduced as mem-
bers of the Sheffer-Appell family. Examples of some members belonging to the family
of Sheffer-Appell polynomials are also considered. Further, the graphs of some members
belonging to the Sheffer-Appell family are drawn for suitable values of the indices.
In Chapter 4, a family of the 2-variable Apostol type polynomials is introduced and
certain results for these polynomials are derived. The generating function and series def-
inition for the 2-variable Apostol type polynomials are established and their properties
are derived by using monomiality principle. Certain summation formulae and symmetry
identities for the 2-variable Apostol type polynomials are established. Examples of some
members belonging to this family are considered. The numbers corresponding to certain
mixed special polynomials are also explored.
In Chapter 5, the Sheffer and Gould-Hopper polynomials are combined to introduce
the family of Gould-Hopper-Sheffer polynomials by using operational methods. These
polynomials are introduced by means of generating function, series definition and determi-
nantal form. The quasi-monomial properties and operational rules for these polynomials
are also established. Examples of some members belonging to this family are considered.
Further, the numbers related to certain mixed special polynomials belonging to this family
are introduced. The graphs of some special polynomials are also drawn for suitable values
of the indices.
In Chapter 6, the family of the 2-iterated q-Appell polynomials is introduced. The
determinantal definitions, recurrence relations, q-difference equations and other properties
of this family are established. Certain members belonging to the 2-iterated q-Appell family
viii
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and some mixed type q-special polynomials are also considered. Further, the determinantal
forms, recurrence relations and q-difference equations for the 2-iterated q-members and for
the mixed type q-Appell polynomials are derived.
Each chapter (except Chapter 1) of the thesis ends with some concluding remarks. A
comprehensive list of references, monographs, proceedings and research papers is provided
at the end of this thesis.
The published and communicated research papers based on the work of this thesis
are as follows:
1. Subuhi Khan and Mumtaz Riyasat, A determinantal approach to Sheffer-Appell poly-
nomials via monomiality principle, Journal of Mathematical Analysis and Applica-
tions, 421 (2015) 806-829.
2. Subuhi Khan and Mumtaz Riyasat, Determinantal approach to certain mixed spe-
cial polynomials related to Gould-Hopper polynomials, Applied Mathematics and
Computation, 251 (2015) 599-614.
3. Subuhi Khan, Ghazala Yasmin and Mumtaz Riyasat, Certain results for the 2-variable
Apostol type and related polynomials, Computers and Mathematics with Applica-
tions, 69 (2015) 1367-1382.
4. Subuhi Khan and Mumtaz Riyasat, A determinantal approach to Hermite-Sheffer
polynomials, Proceedings of the Second International Conference on Computer
and Communication Technologies, IC3T 2015, Advances in Intelligence System
and Computing, Springer, 380 (2) (2016) 525-534.
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CHAPTER 1
INTRODUCTION AND PRELIMINARIES
1.1 Introduction
Special functions have centuries of history with immense literature and are known for their
ambiguity and great applicability within mathematics as well as outside it. The special
functions have played and are playing a crucial role in pure and applied mathematics, in
physics, engineering and other fields of research involving mathematics as an operative
tool. The special functions started appearing in the late 1600s with the arrival of calculus.
Then by the 1720s, Euler started his major industrial drive into the world of calculus and
also started talking about lots of standard special functions. He found the gamma func-
tion as a continuation of factorial. He defined Bessel functions for investigating circular
drums. He looked systematically at elliptic integrals. Later, in the mid of twentieth century
Bateman Manuscript Project, under the editorship of Arthur Erde´lyi [50–52], attempted
to unify the theory of special functions. A vast mathematical literature has been devoted
to the theory of these functions, as constructed in the works of Chebyshev, Euler, Gauss,
Hardy, Hermite, Legendre, Ramanujan and other classical authors. Some other develop-
ments are given by Andrews [3, 4], Andrews et al. [5], Wassail et al. [68], Lebedev [92],
Rainville [124], Sneddon [142] etc.
In the past forty five years, the discoveries of new special functions and of applica-
tions of special functions to new areas of mathematics have initiated a resurgence of interest
in this field. These discoveries include work in combinatorics initiated by Schu¨tzenberger
and Foata. Moreover, in recent years, particular cases of long familiar special functions
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have been clearly defined and applied as orthogonal polynomials.
The problem of finding a function of continuous variable x that equals n! when x = n,
an integer, was investigated by Euler in the late 1720s. Suppose that x ≥ 0 and n ≥ 0 are
integers. Write
x! =
(x+ n)!
(x+ 1)n
, (1.1.1)
where (a)n denotes the shifted factorial defined by
(a)0 = 1, (a)n = a(a+ 1)(a+ 2) . . . (a+ n− 1), n ∈ N (1.1.2)
and a is any real or complex number. Rewrite equation (1.1.1) as
x! =
n!(n+ 1)x
(x+ 1)n
=
n! nx
(x+ 1)n
.
(n+ 1)x
nx
. (1.1.3)
Since
x! = lim
n→∞
(n+ 1)x
nx
= 1, (1.1.4)
therefore
x! = lim
n→∞
n! nx
(x+ 1)n
. (1.1.5)
Euler discovered the gamma function Γ(x) by extending the domain of the factorial
function. For all complex numbers x 6= 0,−1,−2, . . ., the gamma function Γ(x) is defined
by
Γ(x) = lim
k→∞
k! kx−1
(x)k
. (1.1.6)
The function Γ(x) is a meromorphic function with poles at x = −n, where n is a
nonnegative integer.
Note that
Γ(x+ 1) = xΓ(x) (1.1.7)
for any x and
Γ(n+ 1) = n! . (1.1.8)
The beta integral is defined for Re α > 0, Re β > 0 by
B(α, β) =
1∫
0
tα−1(1− t)β−1dt = Γ(α)Γ(β)
Γ(α + β)
. (1.1.9)
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This chapter contains the basic definitions and preliminaries related to Appell and
Sheffer sequences, operational and determinantal approach, special polynomials of two
variables and q-calculus. In Section 1.2, the Appell and Sheffer polynomial sequences are
defined and certain members belonging to these sequences and related numbers are consid-
ered. In Section 1.3, the operational techniques associated with monomiality principle are
presented. The determinantal approach to define the Appell and Sheffer sequences is also
considered. In Section 1.4, the 2-variable forms of certain special polynomials are defined.
Finally, in Section 1.5, certain q-analogues of elementary functions are discussed. How-
ever, the definitions, concepts and results reviewed here are only those, which are required
in carrying out the research work presented in the thesis.
1.2 Appell and Sheffer Sequences
One of the important classes of polynomial sequences is the class of Appell polynomial se-
quences [7]. The Appell polynomial sequences arise in numerous problems of applied
mathematics, theoretical physics, approximation theory and several other mathematical
branches. In the past few decades, there has been a renewed interest in Appell sequences.
Properties of the Appell sequences are naturally handled within the framework of mod-
ern classical umbral calculus by Roman [127]. Recently, more than five hundred old and
new results related to Appell polynomial sequences are summarized and documented by
Di Bucchianico and Loeb [25].
Recall that, in 1880, Appell [7] introduced and studied sequences of n-degree poly-
nomials An(x), n = 0, 1, 2, · · · , satisfying the recurrence relation
d
dx
An(x) = n An−1(x), n = 1, 2, · · · . (1.2.1)
In particular, Appell noticed the one-to-one correspondence between the set of such
sequences {An(x)}n and set of numerical sequences {An}n, A0 6= 0 given by the explicit
representation
An(x) = An +
(
n
1
)
An−1x+
(
n
2
)
An−2x2 + · · ·+ A0xn, n = 0, 1, 2, · · · . (1.2.2)
The above equation, in particular shows explicitly that for each n ≥ 1, An(x) is
completely determined by An−1(x) and by choice of the constant of integration An. Appell
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also provided an alternate general method to determine such sequences of polynomials that
satisfy relation (1.2.1). In fact, given the power series
A(t) = A0 +
t
1!
A1 +
t2
2!
A2 + · · ·+ t
n
n!
An + · · · =
∞∑
n=0
An
tn
n!
, A0 6= 0, (1.2.3)
with Ai (i = 0, 1, 2, · · · ) real coefficients, a sequence of polynomials satisfying (1.2.1) is
determined by the power series expansion of the product A(t)ext, that is
A(t)ext = A0(x) +
t
1!
A1(x) +
t2
2!
A2(x) + · · ·+ t
n
n!
An(x) + · · · , (1.2.4)
or, equivalently
A(x, t) := A(t)ext =
∞∑
n=0
An(x)
tn
n!
. (1.2.5)
The function A(t)ext is called generating function of the sequence of polynomials
An(x) and the function A(t) is an analytic function at t = 0 and
An := An(0) (1.2.6)
are the Appell numbers.
Alternatively, the sequence An(x) is Appell for g(t) [127], if and only if
1
g(t)
ext =
∞∑
n=0
An(x)
tn
n!
, (1.2.7)
where
g(t) =
∞∑
n=0
gn
tn
n!
, g0 6= 0. (1.2.8)
From relations (1.2.5) and (1.2.7), it follows that
A(t) =
1
g(t)
. (1.2.9)
The Bernoulli polynomials Bn(x), the Euler polynomials En(x) and Genocchi poly-
nomials Gn(x), together with their familiar generalizations B
(α)
n (x), E
(α)
n (x) and G
(α)
n (x)
of (real or complex) order α, belong to the class of Appell sequences.
The polynomials B(α)n (x), E
(α)
n (x) and G
(α)
n (x) are defined by the following generat-
ing functions [52, 130]:( t
et − 1
)α
ext =
∞∑
n=0
B(α)n (x)
tn
n!
, |t| < 2pi, (1.2.10)
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et + 1
)α
ext =
∞∑
n=0
E(α)n (x)
tn
n!
, |t| < pi, (1.2.11)
( 2t
et + 1
)α
ext =
∞∑
n=0
G(α)n (x)
tn
n!
, |t| < pi. (1.2.12)
Note that
B(α)n := B
(α)
n (0); E
(α)
n := E
(α)
n (0); G
(α)
n := G
(α)
n (0) (1.2.13)
are the Bernoulli numbers, Euler numbers and Genocchi numbers each of order α.
The polynomials Bn(x), En(x) and Gn(x) are given, respectively, by
B(1)n (x) := Bn(x); E
(1)
n (x) := En(x); G
(1)
n (x) := Gn(x), n ∈ N0 := N ∪ {0}. (1.2.14)
The generating functions for the polynomials Bn(x), En(x) and Gn(x) are given by( t
et − 1
)
ext =
∞∑
n=0
Bn(x)
tn
n!
, |t| < 2pi, (1.2.15)
( 2
et + 1
)
ext =
∞∑
n=0
En(x)
tn
n!
, |t| < pi (1.2.16)
and ( 2t
et + 1
)
ext =
∞∑
n=0
Gn(x)
tn
n!
, |t| < pi, (1.2.17)
respectively.
The Bernoulli numbers Bn, Euler numbers En and Genocchi numbers Gn of order n
appear as special values of the Bernoulli, Euler and Genocchi polynomials and are given
as:
Bn := Bn(0) := B
(1)
n (0); En := En(0) := E
(1)
n (0); Gn := Gn(0) := G
(1)
n (0), (1.2.18)
respectively.
Moreover,
Bn(0) = (−1)nBn(1) = 1
21−n − 1Bn
(1
2
)
, n ∈ N0. (1.2.19)
The Bernoulli numbers [14, 34] enter in many mathematical formulas, such as the
Taylor expansion in a neighborhood of the origin of the trigonometric and hyperbolic tan-
gent and cotangent functions and the sums of powers of natural numbers. The Bernoulli
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polynomials are employed in the integral representation of differentiable periodic functions
and play an important role in the approximation of such functions by means of polynomi-
als. They are also used in the remainder term of the composite Euler Maclaurin quadrature
formula [151].
The Euler polynomials are strictly connected with the Bernoulli ones and enter in
the Taylor expansion in a neighborhood of the origin of the trigonometric and hyperbolic
secant functions. The Bernoulli and Euler numbers have deep connections with number
theory and occur in combinatorics.
A recursive computation of the Bernoulli and Euler polynomials can be obtained by
using the following formulas:
n−1∑
k=0
(
n
k
)
Bk(x) = n x
n−1, n = 2, 3, . . . , (1.2.20)
En(x) +
n∑
k=0
(
n
k
)
Ek(x) = 2x
n, n = 1, 2, . . . . (1.2.21)
Some recurrent properties of the Bernoulli polynomials in terms of the Euler polyno-
mials are also given in [60]. Further, some interesting analogues of the Bernoulli and Euler
polynomials were first investigated by Apostol [6] and further studied by Srivastava [144].
Luo and Srivastava [108] introduced the Apostol-Bernoulli polynomials of order α ∈
N0, denoted by B(α)n (x;λ), λ ∈ C, which are defined by the generating function( t
λet − 1
)α
ext =
∞∑
n=0
B(α)n (x;λ)
tn
n!
, |t| < |logλ|, (1.2.22)
with
B(α)n (x; 1) = B
(α)
n (x) (1.2.23)
and
B(α)n (0;λ) = B
(α)
n (λ), (1.2.24)
where B(α)n (λ) denotes the Apostol-Bernoulli numbers of order α.
The Apostol-Euler polynomials of order α ∈ N0, denoted by E(α)n (x;λ), λ ∈ C are
introduced by Luo [100] and are defined by the generating function( 2
λet + 1
)α
ext =
∞∑
n=0
E(α)n (x;λ)
tn
n!
, |t| < |log(−λ)|, (1.2.25)
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with
E(α)n (x; 1) = E
(α)
n (x) (1.2.26)
and
E(α)n (0;λ) = E
(α)
n (λ), (1.2.27)
where E(α)n (λ) denotes the Apostol-Euler numbers of order α.
Further, Luo [105] introduced the Apostol-Genocchi polynomials of order α ∈ N0,
denoted by G(α)n (x;λ), λ ∈ C, which are defined by the generating function( 2t
λet + 1
)α
ext =
∞∑
n=0
G(α)n (x;λ)
tn
n!
, |t| < |log(−λ)|, (1.2.28)
with
G(α)n (x; 1) = G(α)n (x) (1.2.29)
and
G(α)n (0;λ) = G(α)n (λ), (1.2.30)
where G(α)n (λ) denotes the Apostol-Genocchi numbers of order α.
Certain properties of the Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi
polynomials such as asymptotic estimates, fourier expansions, multiplication formulas etc.
are studied by several researchers, see for example [11, 101–103, 107, 109, 116, 117].
Another, important class of the polynomial sequences is the class of Sheffer se-
quences. The Sheffer sequences [138] arise in numerous problems of applied mathemat-
ics, theoretical physics, approximation theory and several other mathematical branches.
There are several ways to define the Sheffer sequences, among which by a generating func-
tion and by a differential recurrence relation are most common. A polynomial sequence
{sn(x)}∞n=0(sn(x) being a polynomial of degree n) is called Sheffer A-type zero [124,
p.222 (Theorem 72)] (which we shall hereafter call Sheffer-type), if sn(x) possesses the
exponential generating function of the form
A(t)exH(t) =
∞∑
n=0
sn(x)
tn
n!
, (1.2.31)
where A(t) and H(t) have (at least the formal) expansions:
A(t) =
∞∑
n=0
An t
n
n!
, A0 6= 0 (1.2.32)
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and
H(t) =
∞∑
n=1
Hn
tn
n!
, H1 6= 0, (1.2.33)
respectively. The order of a formal power series
f(t) =
∞∑
k=0
akt
k, ak ∈ C, (1.2.34)
denoted by O(f(t)) is the smallest integer k for which the coefficient of tk does not vanish.
The series f(t) has a multiplicative inverse, denoted by f(t)−1 or 1/f(t), if and only if
O(f(t)) = 0. A series with O(f(t)) = 0 is called an invertible series. If O(f(t)) = 1,
then the formal power series f(t) has a compositional inverse f¯(t) satisfying f(f¯(t)) =
f¯(f(t)) = t. A series f(t) for which O(f(t)) = 1 is called a delta series.
The following result [127, p.17] can be viewed as an alternate definition of Sheffer
sequences:
Let f(t) be a delta series and g(t) be an invertible series of the following forms:
f(t) =
∞∑
n=0
fn
tn
n!
, f0 = 0; f1 6= 0 (1.2.35)
and
g(t) =
∞∑
n=0
gn
tn
n!
, g0 6= 0. (1.2.36)
Then there exists a unique sequence sn(x) of polynomials satisfying the orthogonal-
ity conditions
〈g(t)f(t)k|sn(x)〉 = n! δn,k, ∀ n, k ≥ 0. (1.2.37)
According to Roman [127, p.18(Theorem 2.3.4)], the polynomial sequence sn(x) is
uniquely determined by two (formal) power series given by equations (1.2.35) and (1.2.36).
The exponential generating function of sn(x) is then given by
1
g(f−1(t))
ex(f
−1(t)) =
∞∑
n=0
sn(x)
tn
n!
, (1.2.38)
for all x in C, where f−1(t) is the compositional inverse of f(t).
From equations (1.2.31) and (1.2.38), it follows that
A(t) = 1
g(f−1(t))
(1.2.39)
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and
H(t) = f−1(t). (1.2.40)
The Hermite polynomialsHn(x) and Laguerre polynomials Ln(x) are the two impor-
tant members of the Sheffer family. The Hermite polynomialsHn(x) play an important role
in problems involving Laplace’s equation in parabolic coordinates and in various problems
of quantum mechanics. The Laguerre polynomials Ln(x) play a key role in applied math-
ematics and physics as they are involved in the solutions of the wave equation of hydrogen
atom.
The Hermite polynomials Hn(x) and Laguerre polynomials Ln(x) are defined by the
generating functions [3]:
e2xt−t
2
=
∞∑
n=0
Hn(x)
tn
n!
, |t| <∞; |x| <∞ (1.2.41)
and
1
(1− t) exp
( xt
t− 1
)
=
∞∑
n=0
Ln(x)t
n, |t| < 1; 0 ≤ x <∞, (1.2.42)
respectively.
The series definitions for the Hermite polynomials Hn(x) and Laguerre polynomials
Ln(x) are given as [3]:
Hn(x) = n!
[n
2
]∑
k=0
(−1)k (2x)n−2k
k! (n− 2k)! (1.2.43)
and
Ln(x) = n!
n∑
k=0
(−1)kxk
(n− k)!(k!)2 , (1.2.44)
respectively.
The Hermite numbers Hn are the values of the Hermite polynomials Hn(x) at zero
argument, that is
Hn := Hn(0). (1.2.45)
From generating function (1.2.41) of the Hermite polynomials, it follows that
exp(−t2) =
∞∑
n=0
Hn
tn
n!
, |t| <∞. (1.2.46)
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A closed formula for Hn is given as:
Hn =

0, if n is odd
(−1)n/2n!(
n
2
)
!
, if n is even.
(1.2.47)
The Hermite numbers Hn are related to the Hermite polynomials Hn(x) by
Hn(x) = (H + 2x)
n, (1.2.48)
where formally the nth power of H is the nth Hermite number Hn.
Also
Hn = (H − 2x)n, (1.2.49)
where formally the nth power of H is the nth Hermite polynomial Hn(x).
The sequence sn(x) in equation (1.2.38) is the Sheffer sequence for the pair (g(t), f(t)).
The Sheffer sequence for (1, f(t)) is called the associated Sheffer sequence for f(t) and
Sheffer sequence for (g(t), t) becomes the Appell sequence for g(t) [127, p.17].
Thus, the associated Sheffer sequence pn(x) is defined by the generating function
exp(xH(t)) =
∞∑
n=0
pn(x)
tn
n!
. (1.2.50)
In the next section, the definitions and concepts related to the operational techniques,
monomiality principle and determinantal approach are considered.
1.3 Operational and Determinantal Approach
The operational techniques (including differential and integral operators) provide a system-
atic and analytic approach to study special functions. Operational methods provide power-
ful techniques to solve problems both in classical and quantum mechanics. The distinctive
feature of these tools is their versatility and possibility of exploiting them in absolutely
different contexts, from the time-dependent Schro¨dinger problems to the charged beam
transport problems in accelerators. Differential equations have been the primary motiva-
tion for the introduction of these techniques. Operational methods have become “popular”
in applied sciences for their wide flexibility and have stimulated the development of new
computer languages, useful for symbolic manipulation.
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Dattoli and his co-authors proposed the use of operational techniques combined with
the monomiality principle in connection with the study of classical and new sets of the
special functions, including the multi-dimensional and multi-index case. It has been shown
that the operational methods can be used to simplify the derivation of the properties of
ordinary and generalized special functions and also provide a unique tool to treat various
polynomials from a general and unified point of view, see for example [31, 32, 37–39, 41,
42,44]. A useful introductory exposition of operational techniques and special polynomials
is given by Ricci and Tavkhelidze [125].
The idea of monomiality arises from the concept of poweroid suggested by Steffensen
[150]. This idea is reformulated and systematically used by Dattoli [31]. The operational
techniques combined with the monomiality principle open new possibilities to deal with
the theoretical foundations of special polynomials and also to introduce new families of
special polynomials.
According to the monomiality principle [31, 150], there exist two operators Mˆ and
Pˆ playing, respectively, the role of multiplicative and derivative operators for a polynomial
set {pn(x)}n∈N, that is, Mˆ and Pˆ satisfy the following identities, for all n ∈ N:
Mˆ{pn(x)} = pn+1(x) (1.3.1)
and
Pˆ{pn(x)} = n pn−1(x). (1.3.2)
The polynomial set {pn(x)}n∈N is then called a quasi-monomial. The operators Mˆ
and Pˆ must satisfy the commutation relation
[Pˆ , Mˆ ] = Pˆ Mˆ − MˆPˆ = 1ˆ (1.3.3)
and thus display a Weyl group structure.
If the considered polynomial set {pn(x)}n∈N is quasi-monomial, its properties can be
easily derived from these of the Mˆ and Pˆ operators. In fact the following holds:
(i) If Mˆ and Pˆ have differential realizations, then the polynomials pn(x) satisfy the
differential equation
MˆPˆ{pn(x)} = n pn(x). (1.3.4)
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(ii) Assuming that p0(x) = 1, then pn(x) can be explicitly constructed as
pn(x) = Mˆ
n {1}. (1.3.5)
(iii) In view of identity (1.3.5), the exponential generating function of pn(x) can be given
in the form
etMˆ{1} =
∞∑
n=0
pn(x)
tn
n!
, |t| <∞ . (1.3.6)
Most of the properties of families of polynomials, recognized as quasi-monomial,
can be deduced by using operational rules associated with the relevant multiplicative and
derivative operators. The notion of quasi-monomiality has been exploited within different
contexts to deal with isospectral problems [141] and to study the properties of new families
of special functions, see for example [31]. Thus, the families of isospectral problems can
be defined by using the following correspondence:
Mˆ ⇔ x,
Pˆ ⇔ ∂
∂x
,
pn(x) ⇔ xn.
(1.3.7)
There is a continuous demand of operational techniques in research fields like classi-
cal and quantum optics and in these fields the operational techniques provide powerful and
efficient means of investigation. Further, the Appell and Sheffer polynomials are consid-
ered within the frame work of monomiality formalism.
The Appell polynomials An(x) are quasi-monomial with respect to the following
multiplicative and derivative operators :
MˆA = x+
A′(∂x)
A(∂x)
, (1.3.8)
or, equivalently
MˆA = x− g
′(∂x)
g(∂x)
(1.3.9)
and
PˆA = ∂x, (1.3.10)
respectively.
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Sequences of Appell polynomials have been well studied because of their remarkable
applications in mathematical and numerical analysis, as well as in number theory, as both
classical literature [7, 16, 127, 137, 140] and recent literature [19–22, 45, 49, 62, 67] testify.
The Sheffer polynomials sn(x) and monomiality principle, along with the underlying
operational formalism offer a powerful tool for investigation of the properties of a wide
class of polynomials, see for example [15, 43, 122]. It has been shown in [122], that if
sn(x) are of Sheffer-type then it is possible to give explicit representations of Mˆ and Pˆ .
Conversely, if Mˆ = Mˆ(x, ∂x) and Pˆ = Pˆ (∂x), then sn(x) satisfying equations (1.3.1) and
(1.3.2) are necessarily of Sheffer-type. The multiplicative and derivative operators (also
known as raising and lowering operators) for the Sheffer polynomials sn(x) are given by
Mˆs = xH
′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x)) , (1.3.11)
or, equivalently
Mˆs =
(
x− g
′(∂x)
g(∂x)
)
1
f ′(∂x)
(1.3.12)
and
Pˆs = H
−1(∂x), (1.3.13)
or, equivalently
Pˆs = f(∂x), (1.3.14)
respectively, where ∂x := ∂∂x .
In the past few decades, there has been a renewed interest in Sheffer polynomials. The
connection between the Sheffer polynomials and Riordan arrays is sketched in [134] and
the isomorphism between the Sheffer group and Riordan group is proved in [61]. The the-
ory of Sheffer is mainly based on formal power series. In 1941, Steffensen [150] published
a theory on Sheffer polynomials based on formal power series too. However, these theories
were not viable as they did not provide sufficient computational tools. Afterwards, Roman
and Rota [129], Mullin and Rota [115] and Roman [127] using the operators method gave
a beautiful, though not simple, theory of umbral calculus including Sheffer polynomials.
Costabile et al. [28] have given a new approach to Bernoulli polynomials based on a
determinantal definition. The following determinantal definition for the Bernoulli polyno-
mials holds [28, p.4(2)]:
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Definition 1.3.1. The Bernoulli polynomials Bn(x) of degree n are defined by
B0(x) = 1,
Bn(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x x2 · · · xn−1 xn
1 1
2
1
3
· · · 1
n
1
n+1
0 1
(
2
1
)
1
2
· · · (n−1
1
)
1
n−1
(
n
1
)
1
n
0 0 1 · · · (n−1
2
)
1
n−2
(
n
2
)
1
n−1
. . . · · · . .
0 0 0 · · · 1 ( n
n−1
)
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · .
(1.3.15)
The basic tools of linear algebra are used in [28] to derive the fundamental properties
of the Bernoulli polynomials.
This approach is further extended to provide determinantal definition of the Appell
polynomial sequences by Costabile and Longo in [29]. The following determinantal defi-
nition for the Appell polynomials An(x) holds true [29, p.1533 (29)-(30)]:
Definition 1.3.2. The Appell polynomials An(x) of degree n are defined by
A0(x) =
1
β0
,
An(x) =
(−1)n
(β0)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x x2 · · · xn−1 xn
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(1.3.16)
where β0, β1, · · · , βn ∈ R, β0 6= 0 and
β0 =
1
A0
,
βn = − 1A0
( n∑
k=1
(
n
k
)
Ak βn−k
)
, n = 1, 2, · · · .
(1.3.17)
The algebraic approach provides a unifying theory for the classes of polynomials, for
example, the Bernoulli sequences [14, 72], Euler sequences [57, 72], Hermite normalized
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sequences [16] and Laguerre sequences [16] and their very natural generalization. This
approach is simpler than the classical analytic approaches.
It is possible to compute the coefficients or the value in a chosen point, for particu-
lar sequences of Appell polynomials, through an efficient and stable Gaussian algorithm.
The algebraic approach also allows the solution of the following remarkable general linear
interpolation problem, which is an advanced phase of study:
Let Pn be the space of univariate polynomials of degree≤ n and L a linear functional
defined on Cn[a, b] such that L(1) 6= 0. Let w0, w1, . . . , wn ∈ R. Then, there exists a
unique polynomial Pn(x) ∈ Pn such that
L
(
di
dxi
Pn(x)
i!
)
= wi, i = 0, 1, 2, . . . , n. (1.3.18)
The solution of above equation can be expressed, using the determinantal form by a
basis of Appell polynomials.
The determinantal definitions of the Bernoulli and Euler polynomials can be obtained
by taking suitable values of βi (i = 0, 1, 2, · · · , n) in the determinantal definition (1.3.16)
of the Appell polynomials. For example, by taking β0 = 1 and βi = 1i+1 (i = 1, 2, · · · , n) in
the determinantal definition of the Appell polynomials An(x), the determinantal definition
(1.3.15) of the Bernoulli polynomials can be obtained.
Similarly, by taking β0 = 1 and βi = 12 (i = 1, 2, · · · , n) in equation (1.3.16), the
following determinantal definition of the Euler polynomials is obtained [29, p.1540 (60-
61)]:
Definition 1.3.3. The Euler polynomials En(x) of degree n are defined by
E0(x) = 1,
En(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x x2 · · · xn−1 xn
1 1
2
1
2
· · · 1
2
1
2
0 1
(
2
1
)
1
2
· · · (n−1
1
)
1
2
(
n
1
)
1
2
0 0 1 · · · (n−1
2
)
1
2
(
n
2
)
1
2
. . . · · · . .
0 0 0 · · · 1 ( n
n−1
)
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · .
(1.3.19)
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Recently, a determinantal form for the Sheffer polynomials is proposed [30] by ex-
tending the one for the Appell polynomials given in [29]. The simplicity of this approach
allows non-specialists to use its applications and it is also suitable for computation.
Let pn(x), n = 0, 1, 2, . . ., be a polynomial sequence of binomial type and let
βn, n = 0, 1, 2, . . ., a real numerical sequence with β0 6= 0, then
Definition 1.3.4. The polynomial sequence sn(x), n = 0, 1, 2, . . ., defined by
s0(x) =
1
β0
,
sn(x) =
(−1)n
(β0)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 p1(x) p2(x) · · · pn−1(x) pn(x)
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, . . . ,
(1.3.20)
is called the Sheffer polynomial sequence for (βn,pn(x)).
Also, note that sn(x) is the Sheffer polynomial sequence for (βn,pn(x)) if and only
if the following holds:
sn(x) = αn +
(
n
1
)
αn−1p1(x) +
(
n
2
)
αn−2p2(x) + · · ·+ α0pn(x), n = 0, 1, 2, · · · ,
(1.3.21)
with
α0 =
1
β0
,
αi = − 1β0
( i−1∑
k=0
(
i
k
)
βi−k αk
)
, i = 1, 2, . . . n.
(1.3.22)
According to Roman and Rota [129, p.139], a polynomial sequence sn(x) is defined
as the Sheffer sequence related to a sequence pn(x) of binomial type [129, p.96], if it
satisfies the functional equation:
sn(x+ y) =
n∑
k=0
(
n
k
)
sk(x)pn−k(y), (1.3.23)
for all n ≥ 0 and for all y ∈ K, n being the degree of the polynomial and K a field of
characteristic zero.
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However, the determinantal approaches are equivalent to their corresponding other
existing approaches. Hence, the simplicity of the algebraic approach to the Appell and
Sheffer sequences allows several applications.
In the next section, certain special polynomials of two variables are considered.
1.4 2-Variable Special Polynomials
Generalized and multi-variable forms of the special functions of mathematical physics have
witnessed a significant evolution during the recent years. In particular, the special polyno-
mials of two variables provided new means of analysis for the solution of large classes
of partial differential equations often encountered in physical problems. Most of the spe-
cial functions of mathematical physics and their generalizations have been suggested by
physical problems.
The Hermite polynomials are frequently exploited in many branches of pure and
applied mathematics and physics. The importance of multi-variable Hermite polynomials
has been recognized in [33, 40] and these polynomials have been exploited to deal with
quantum mechanical and optical beam transport problems.
The 2-variable Hermite Kampe´ de Feriet polynomials (2VHKdFP) Hn(x, y) [8] de-
fined by the generating function
exp(xt+ yt2) =
∞∑
n=0
Hn(x, y)
tn
n!
(1.4.1)
are solutions of the heat equation
∂
∂y
Hn(x, y) =
∂2
∂x2
Hn(x, y), (1.4.2)
Hn(x, 0) = x
n. (1.4.3)
The 2VHKdFP Hn(x, y) are also defined by
Hn(x, y) = n!
[n
2
]∑
k=0
ykxn−2k
k!(n− 2k)! . (1.4.4)
The properties of the 2VHKdFP Hn(x, y) can be derived by using the concepts and
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formalism associated with monomiality principle. The 2VHKdFP Hn(x, y) are quasi-
monomial with respect to the following multiplicative and derivative operators [31]:
MˆH(2) := x+ 2y
∂
∂x
(1.4.5)
and
PˆH(2) :=
∂
∂x
, (1.4.6)
respectively.
The higher order Hermite polynomials, sometimes called the Kampe´ de Feriet poly-
nomials of order m or the Gould-Hopper polynomials (GHP) H(m)n (x, y) defined by the
generating function [59, p.58(6.3)]
exp(xt+ ytm) =
∞∑
n=0
H(m)n (x, y)
tn
n!
(1.4.7)
are solutions of the generalized heat equation [32]
∂
∂y
f(x, y) =
∂m
∂xm
f(x, y), (1.4.8)
f(x, 0) = xn. (1.4.9)
The GHP H(m)n (x, y) are also defined by
gmn (x, y) = H
(m)
n (x, y) = n!
[ n
m
]∑
k=0
ykxn−mk
k!(n−mk)! . (1.4.10)
The polynomials H(m)n (x, y) are quasi-monomial under the action of the operators
[32]:
MˆH(m) := x+my
∂m−1
∂xm−1
(1.4.11)
and
PˆH(m) :=
∂
∂x
(1.4.12)
respectively.
Also, note that
H(2)n (x, y) = Hn(x, y), (1.4.13)
Hn(2x,−1) = Hn(x), (1.4.14)
where Hn(x) are the Hermite polynomials defined by equations (1.2.41) and (1.2.43).
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Next, the 2-variable Laguerre polynomials (2VLP) Ln(x, y) [31, p.150] are defined
by the generating function
eytC0(xt) =
∞∑
n=0
Ln(x, y)
tn
n!
, (1.4.15)
where C0(x) denotes the 0th order Tricomi function [3]. These polynomials are the natural
solutions of the equation
∂
∂y
Ln(x, y) = −
( ∂
∂x
x
∂
∂x
)
Ln(x, y), (1.4.16)
Ln(x, 0) =
(−x)n
n!
, (1.4.17)
which is a kind of heat diffusion equation of Fokker-Plank type and is used to study the
beam life-time due to quantum fluctuation in storage rings [157].
The 2VLP Ln(x, y) are also defined by
Ln(x, y) = n!
n∑
k=0
(−1)k yn−kxk
(k!)2(n− k)! . (1.4.18)
The polynomials Ln(x, y) are quasi-monomial under the action of the operators [31]:
MˆL := y − ∂
−1
∂x−1
(1.4.19)
and
PˆL := − ∂
∂x
x
∂
∂x
, (1.4.20)
respectively.
The 2-variable generalized Laguerre polynomials (2VGLP) mLn(x, y) are defined by
the following generating function [41, p.214 (30)]:
eytC0(−xtm) =
∞∑
n=0
mLn(x, y)
tn
n!
. (1.4.21)
The 2VGLP mLn(x, y) are also defined by
mLn(x, y) = n!
[ n
m
]∑
k=0
xk yn−mk
(k!)2(n−mk)! . (1.4.22)
In particular,
1Ln(−x, y) = Ln(x, y) (1.4.23)
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and
Ln(x, 1) = Ln(x), (1.4.24)
where Ln(x) are the Laguerre polynomials defined by equations (1.2.42) and (1.2.44).
The 2-variable truncated exponential polynomials (2VTEP) en(x, y) are defined by
the following generating function [35, p.600(32)]:
ext
(1− yt2) =
∞∑
n=0
en(x, y)t
n. (1.4.25)
The 2VTEP en(x, y) are also defined by [35, p.599(31)]
en(x, y) =
[n
2
]∑
k=0
yk xn−2k
(n− 2k)! . (1.4.26)
Also, the 2VTEP (of order r) e(r)n (x, y) are defined by the following generating func-
tion [42, p.174 (30)]:
ext
(1− ytr) =
∞∑
n=0
e(r)n (x, y)
tn
n!
. (1.4.27)
The 2VTEP (of order r) e(r)n (x, y) are also defined by [42, p.174(29)]
e(r)n (x, y) = n!
[n
r
]∑
k=0
yk xn−rk
(n− rk)! . (1.4.28)
The 2VTEP (of order r) e(r)n (x, y) are quasi-monomial under the action of the follow-
ing multiplicative and derivative operators:
Mˆe(r) := x+ ry
∂
∂y
y
∂r−1
∂xr−1
(1.4.29)
and
Pˆe(r) :=
∂
∂x
, (1.4.30)
respectively.
In particular,
e(2)n (x, y) = n! en(x, y) (1.4.31)
and
en(x, 1) = en(x), (1.4.32)
20
Introduction and Preliminaries
where the truncated exponential polynomials (TEP) en(x) are defined by the following
generating function [35, p.598(18)]:
ext
(1− t2) =
∞∑
n=0
en(x)t
n. (1.4.33)
The TEP en(x) are also defined by [35, p.597(14)]:
en(x) =
[n
2
]∑
k=0
xn−2k
(n− 2k)! (1.4.34)
These polynomials appear in many problems of optics and quantum mechanics and
also play an important role in the evaluation of integrals involving product of special func-
tions.
In the next section, the basic definitions in q-calculus are reviewed.
1.5 Basic Definitions in q-Calculus
The area of q-calculus has in the last twenty years served as a bridge between mathe-
matics and physics. Recently, there is a significant increase of activities in the area of
q-calculus due to its applications in various fields such as mechanics, mathematics and
physics. The applications of q-calculus in the area of approximation theory were initiated
by Lupas [111], who first introduced q-Bernstein polynomials. In 1910, Jackson [69] de-
fined and studied the q-integral in a systematic way. Later, the integral representations of
q-gamma and q-beta functions were proposed by De Sole and Kac [133].
The progress in q-calculus is heavily dependent on the use of a proper notation [74].
This is a modest attempt to present a new notation for q-calculus and in particular for
q-hypergeometric series, which is compatible with the old notation. The q-series are a
generalization of hypergeometric series and are of crucial importance in combinatorics,
number theory and also in abstruse world of particle physics.
The definitions and notations of q-calculus reviewed here are only those, which will
be used in sixth Chapter and are taken from [5].
The q-analogue of the shifted factorial (a)n is defined by
(a; q)0 = 1, (a; q)n =
n−1∏
m=0
(1− qma), n ∈ N; (a; q)∞ =
∞∏
m=0
(1− qma), |q| < 1; a ∈ C.
(1.5.1)
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The computations can be arranged so that in the limit as q → 1 the term ratio becomes
a rational function of n and series becomes a hypergeometric series.
The q-analogues of a complex number a and of factorial function are defined by
[a]q =
1− qa
1− q , q ∈ C− {1}; a ∈ C, (1.5.2)
[n]q! =
n∏
m=1
[m]q = [1]q[2]q · · · [n]q = (q; q)n
(1− q)n , q 6= 1; n ∈ N, [0]q! = 1, q ∈ C; 0 < q < 1.
(1.5.3)
The Gauss q-binomial coefficient
[
n
k
]
q
is defined by[
n
k
]
q
=
[n]q!
[k]q![n− k]q! =
(q; q)n
(q; q)k(q; q)n−k
, k = 0, 1, . . . , n. (1.5.4)
The q-analogue of the gamma function is defined as
Γq(x) =
(1− q)1−x(q; q)∞
(qx; q)∞
, |q| < 1. (1.5.5)
The function Γq(x) is a meromorphic function with poles at x = −n± 2piiklog q , where k
and n are nonnegative integers.
Note that
Γq(x+ 1) = [x]qΓq(x) (1.5.6)
for any x and
Γq(n+ 1) = [n]q! . (1.5.7)
The q-Beta function is given by
Bq(α, β) =
1∫
0
xα−1
(qx; q)∞
(qβx; q)∞
dqx =
Γq(α)Γq(β)
Γq(α + β)
. (1.5.8)
The q-binomial formula is defined by
(1− a)nq :=
n−1∏
m=0
(1− qma) =
n∑
k=0
[
n
k
]
q
qk(k−1)/2(−1)kak, n ∈ N. (1.5.9)
The q-analogue of the function (x+ y)n is defined as:
(x+ y)nq :=
n∑
k=0
[
n
k
]
q
qk(k−1)/2xn−kyk, n ∈ N0. (1.5.10)
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In the standard approach to q-calculus two exponential functions are used and these
are defined as:
eq(x) =
∞∑
n=0
xn
[n]q!
:=
1
((1− q)x; q)∞ , 0 < |q| < 1; |x| < |1− q|
−1, (1.5.11)
Eq(x) =
∞∑
n=0
qn(n−1)/2
xn
[n]q!
:= (−(1− q)x; q)∞, 0 < |q| < 1; x ∈ C. (1.5.12)
It is also noted that
eq(x)Eq(−x) = Eq(x)eq(−x) = 1. (1.5.13)
Moreover, the functions eq(x) and Eq(x) satisfy the following properties:
Dqeq(x) = eq(x), DqEq(x) = Eq(qx). (1.5.14)
The q-derivative Dqf of a function f at a point 0 6= z ∈ C is defined as:
Dqf(z) :=
f(qz)− f(z)
qz − z , 0 < |q| < 1. (1.5.15)
Also, for any two arbitrary functions f(z) and g(z), the following relations for the
q-derivative hold true:
(i) If f is differentiable,
lim
q→1
Dq,zf(z) =
df(z)
dz
, (1.5.16)
where d
dz
indicates the ordinary derivative.
(ii)
Dq,z(f(z)g(z)) = f(z)Dq,zg(z) + g(qz)Dq,zf(z). (1.5.17)
(iii)
Dq,z
(
f(z)
g(z)
)
=
g(qz)Dq,zf(z)− f(qz)Dq,zg(z)
g(z)g(qz)
. (1.5.18)
The Leibnitz rule for the q-derivative operator is defined by
D(n)q (fg)(z) =
n∑
k=0
[
n
k
]
q
D(k)q f(zq
n−k)D(n−k)q g(z). (1.5.19)
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For the first time in 1909 Jackson introduced the q-analogue of Taylor series expan-
sion of an arbitrary function f(z) for 0 < q < 1, as follows:
f(z) =
∞∑
n=0
(1− q)n
(q; q)n
Dnq f(a)(z − a)nq , (1.5.20)
where Dnq f(a) is the n
th q-derivative of the function f at point a.
Furthermore, Jackson integral of an arbitrary function f(x) is defined as [73]
x∫
0
f(x)dqx = (1− q)
∞∑
k=0
xqkf(xqk), 0 < q < 1. (1.5.21)
From equations (1.5.15) and (1.5.21), it is clear that
Dq
x∫
0
f(x)dqx = f(x),
b∫
a
f(x)dqx =
b∫
0
f(x)dqx−
a∫
0
f(x)dqx. (1.5.22)
It is to be noted that, as the ordinary antiderivative of a continuous function can
be represented by its Riemann integral, the Jackson integral can also give a unique q-
antiderivative within a certain class of functions, see for example [78].
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DIFFERENTIAL AND INTEGRAL EQUATIONS FOR
THE 2-ITERATED APPELL POLYNOMIALS
2.1 Introduction
The Appell polynomial sequences constitute an important class of polynomials because of
their remarkable applications in numerous fields. In the past few decades, there has been
a renewed interest in Appell sequences. In 1936, an initial bibliography was provided by
Davis [48]. Di Bucchianico [25] summarized and documented more than five hundred old
and new findings related to the study of Appell sequences. These polynomials are discussed
in detail in Section 1.2 of Chapter 1.
Recently, the 2-iterated Appell polynomials [84] are introduced and studied by com-
bining two different sets of Appell polynomials. The 2-iterated Appell polynomials (2IAP)
A
[2]
n (x) are defined by means of the following generating function [84, p.9471(2.5)]:
G(x, t) := A1(t) A2(t) e
xt =
∞∑
n=0
A[2]n (x)
tn
n!
, (2.1.1)
where
A1(t) =
∞∑
n=0
An
tn
n!
, A1(0) 6= 0; An := An(0), (2.1.2)
A2(t) =
∞∑
n=0
An t
n
n!
, A2(0) 6= 0; An := An(0). (2.1.3)
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The series definition for the 2IAP A[2]n (x) is given as [84, p.9471(2.9)]:
A[2]n (x) =
n∑
m=0
(
n
m
)
AmAn−m(x), (2.1.4)
where
A[2]n (0) =
n∑
m=0
(
n
m
)
AmAn−m, (2.1.5)
denotes the 2-iterated Appell numbers.
It is given that, if pn(x) and qn(x) =
n∑
k=0
qn,kx
k are sequences of polynomials, then
the umbral composition of qn(x) with pn(x) is defined to be the sequence [127]
qn(p(x)) =
n∑
k=0
qn,k pk(x), (2.1.6)
which is equivalent to condition (2.1.4).
The set of all Appell sequences is closed under the operation of umbral composition
of polynomial sequences. Under this operation the set of all Appell sequences is an abelian
group. Since the generating function of the 2IAP is of the form A?(t)ext, with A?(t) as the
product of two similar functions of t. Therefore, the set of all 2IAP sequences also forms an
abelian group under the operation of umbral composition. With the help of determinantal
form of the 2IAP considered in [88], it may be possible to compute the coefficients or
the value in a chosen point, for particular sequences of the 2IAP family also, through an
efficient and stable Gaussian algorithm. It can also be useful in finding the solution of
general linear interpolation problem.
The recurrence relations are of fundamental importance in analysis of algorithms
[27,132]. In digital signal processing, recurrence relations can model feedback in a system,
where outputs at one time become inputs for future time. Thus, they arise in infinite impulse
response (IIR) digital filters. The linear recurrence relations are also used extensively in
both theoretical and empirical economics [131].
The study of differential equations is a wide field in pure and applied mathematics,
physics, and engineering. The problems arising in different areas of science and engineer-
ing are usually expressed in terms of differential equations, which in most of the cases have
special functions as their solutions. During the past three decades, the development of non-
linear analysis, dynamical systems and their applications to science and engineering has
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stimulated renewed enthusiasm for the theory of differential equations. Differential equa-
tions play an important role in modelling virtually every physical, technical or biological
process from celestial motion to bridge design and to interactions between neurons. Many
fundamental laws of physics and chemistry can be formulated as differential equations. In
biology and economics, differential equations are used to model the behavior of complex
systems, for more applications see [71].
During the past few decades, the class of Appell polynomials An(x) has been studied
from different aspects, see for example [7, 16, 127, 137, 140] and recent literature [19–22,
45, 49, 62, 67]. One aspect of such study is to find differential equations and recurrence
relations for Appell sequences. Some preliminaries are considered from [62, 119].
Let {pn(x)}∞n=0 be a sequence of polynomials such that deg(pn(x)) = n, (n ∈ N0 :=
{0, 1, 2, . . .} . The differential operators Θ−n and Θ+n satisfying the properties
Θ−n {pn(x)} = pn−1(x) (2.1.7)
and
Θ+n {pn(x)} = pn+1(x), (2.1.8)
are called derivative and multiplicative operators, respectively. The monomiality principle
discussed in Section 1.3 of Chapter 1 and associated operational rules are used in [34] to
explore new classes of isospectral problems leading to nontrivial generalizations of special
functions. Note that the above conditions may be taken as equivalent forms of conditions
(1.3.1) and (1.3.2). However, to derive the properties of the polynomials pn(x), the mono-
miality equations (1.3.4)-(1.3.6) are modified accordingly.
Most of the properties of the families of polynomials associated with these operators
can be deduced using operator rules with the Θ−n and Θ
+
n operators. Obtaining the derivative
and multiplicative operators of a given family of polynomials give rise to some useful
properties such as
(Θ−n+1Θ
+
n ){pn(x)} = pn(x), (2.1.9)
(Θ+n−1Θ
+
n−2 . . .Θ
+
2 Θ
+
1 Θ
+
0 ){p0(x)} = pn(x). (2.1.10)
Note that, if Θ−n and Θ
+
n are differential realizations, then the above equations give
the differential equation satisfied by pn(x). The technique used in obtaining differential
equations via (2.1.9) and (2.1.10) is known as the factorization method. The main idea of
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the factorization method is to find the derivative operator Θ−n and multiplicative operator
Θ+n such that equation (2.1.9) holds. He and Ricci [62] used the classical factorization
method introduced by Infeld and Hull [64] to study finite order differential equations for
the Appell polynomials An(x).
Motivated by this approach O¨zarslan and Yilmaz [119] extended this method to ob-
tain a set of finite order (kth order, k ∈ N) differential equations for An(x) by constructing
the operators Θ−(k)n and Θ
+(k)
n satisfying
Θ−(k)n {pn(x)} = pn−k(x), (2.1.11)
Θ+(k)n {pn(x)} = pn+k(x), (2.1.12)
the operators Θ−(k)n and Θ
+(k)
n are called k-times derivative and k-times multiplicative op-
erators, respectively. Obtaining these operators for a given polynomial set provide several
useful relations for the corresponding polynomial set. Such as, when Θ−(k)n and Θ
+(k)
n are
differential operators then, for each k ∈ N, the relation
(Θ
−(k)
n+kΘ
+(k)
n ){pn(x)} = pn(x), (2.1.13)
gives the differential equations for this polynomial set. This method is called generalized
factorization method [119] and it can be used to obtain a set of differential equations for
pn(x), because for each k ∈ N, one differential equation can be obtained for this polyno-
mial. On the other hand, if n = mk + r then, by using few number of operators, equation
(2.1.10) can be expressed as
(Θ+n−1Θ
+
n−2 . . .Θ
+
mkΘ
+(k)
(m−1)k . . .Θ
+(k)
k Θ
+(k)
0 ){p0(x)} = pn(x). (2.1.14)
Some problems having mathematical representation appear directly and in a natural
way, in terms of integral equations. Other problems, whose direct representation is in terms
of differential equations and their auxiliary conditions, may also be reduced to integral
equations. Integral equations are important in many applications [70]. Problems in which
integral equations encountered include radiative energy transfer and oscillations of a string,
membrane or axle. The oscillation problems may also be solved as differential equations.
In this chapter, recurrence relations and differential equations for the 2-iterated Ap-
pell polynomials are derived. The integral equations for the Appell and 2-iterated Appell
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polynomials are established for the first time. In Section 2.2, the shift operators Θ−(k)n and
Θ
+(k)
n (k ∈ N) are determined and a set of finite order differential equations for the 2IAP
A
[2]
n (x) is derived. The differential equations for k = 1 and k = 2 are also obtained as
special cases. In Section 2.3, the integral equations for the Appell polynomials An(x) and
2IAP A[2]n (x) are established. In Section 2.4, the shift operators, differential equations and
integral equations for the 2-iterated generalized Bernoulli and 2-iterated generalized Euler
polynomials are derived as examples. The analogous results for the 2-iterated Bernoulli
and 2-iterated Euler polynomials are also deduced. Finally, in Section 2.5, the recurrence
relation, shift operators and differential equation for the Bernoulli-Euler polynomials are
derived.
2.2 Recurrence Relations and Differential Equations
In this section, a set of finite order recurrence relations for the 2IAP A[2]n (x) is established
and shift operators Θ−(k)n and Θ
+(k)
n for each k ∈ N are determined. Further, a set of
finite order differential equations for the 2IAP A[2]n (x) is derived. In order to establish the
recurrence relations, the following result is proved:
Theorem 2.2.1. For two different sets of Appell polynomials An(x) and An(x) and with
A1(t) and A2(t) defined by equations (2.1.2) and (2.1.3), let
A
(m)
1 (t)
A1(t)
=
∞∑
n=0
α(m)n
tn
n!
(2.2.1)
and
A
(m)
2 (t)
A2(t)
=
∞∑
n=0
β(m)n
tn
n!
, (2.2.2)
respectively.
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Then, the following finite set of recurrence relations for the 2-iterated Appell polyno-
mials A[2]n (x) holds true:
A
[2]
n+k(x) =
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0 A
[2]
n (x) +
k∑
m=1
(
k
m
)
xk−m
m∑
l=0
(
m
l
)[ n−1∑
s=0
(
n
s
)
×(α(l)0 β(m−l)n−s + α(l)n−sβ(m−l)0 ) +
n∑
s=0
(
n
s
) n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p
]
A
[2]
s (x).
(2.2.3)
Moreover, the k-times shift operators are given by
Θ
−(k)
n :=
n∏
m=n−k+1
Φ−m =
n∏
m=n−k+1
1
m
Dx =
(n−k)!
n!
Dkx (2.2.4)
and
Θ
+(k)
n :=
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0 +
k∑
m=1
(
k
m
)
xk−m
m∑
l=0
(
m
l
)[ n−1∑
s=0
1
(n−s)!
×(α(l)0 β(m−l)n−s + α(l)n−sβ(m−l)0 )Dn−sx +
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p Dn−sx
]
,
(2.2.5)
where Dx := ∂∂x .
Proof. Differentiating equation (2.1.1) k-times with respect to x and using the fact that
∂kG
∂xk
= tkG(x, t), (2.2.6)
gives
∞∑
n=0
A[2]n (x)
tn+k
n!
=
∞∑
n=0
Dkx{A[2]n (x)}
tn
n!
,
which on equating the coefficients of same powers of t gives
(A[2]n )
(k)(x) =
n!
(n− k)!A
[2]
n−k(x). (2.2.7)
Since the operator Φ−n =
1
n
Dx satisfies the following operational relation [84]:
Φ−n {A[2]n (x)} = A[2]n−1(x). (2.2.8)
Therefore, considering the derivative operator as:
Φ−n =
1
n
Dx (2.2.9)
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and in view of equation (2.2.7), it follows that
Θ−(k)n {A[2]n (x)} :=
n∏
m=n−k+1
Φ−m{A[2]n (x)} = A[2]n−k(x). (2.2.10)
Using equations (2.2.7) and (2.2.9) in the r.h.s. of equation (2.2.10), it gives
Θ
−(k)
n {A[2]n (x)} :=
n∏
m=n−k+1
Φ−m{A[2]n (x)} =
n∏
m=n−k+1
1
m
Dx{A[2]n (x)}
= (n−k)!
n!
Dkx{A[2]n (x)},
(2.2.11)
which proves that the k-times derivative operator is given by (2.2.4).
Differentiating the relation G(x, t) = A1(t)A2(t)ext by using the formula:
∂k
∂tk
{f(t)g(t)} =
k∑
m=0
(
k
m
)
Dmt {f(t)}Dk−mt {g(t)}, (2.2.12)
it follows that
∂kG(x, t)
∂tk
=
k∑
m=0
(
k
m
)
Dmt {A1(t)A2(t)}Dk−mt {ext}, (2.2.13)
that is
∂kG(x, t)
∂tk
= ext
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
Dlt{A1(t)}Dm−lt {A2(t)}, (2.2.14)
which on multiplying and dividing by A1(t)A2(t) becomes
∂kG(x, t)
∂tk
= G(x, t)
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
A
(l)
1 (t)
A1(t)
A
(m−l)
2 (t)
A2(t)
. (2.2.15)
Now, differentiating equation (2.1.1) k-times with respect to t and then using expres-
sion (2.2.15) in the resultant equation, it yields
G(x, t)
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
A
(l)
1 (t)
A1(t)
A
(m−l)
2 (t)
A2(t)
=
∞∑
n=0
A
[2]
n+k(x)
tn
n!
, (2.2.16)
which on making use of equations (2.2.1), (2.2.2) and (2.1.1) in the l.h.s. becomes
∞∑
s=0
A[2]s (x)
ts
s!
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)[ ∞∑
n=0
n∑
p=0
(
n
p
)
α
(l)
n−pβ
(m−l)
p
tn
n!
]
=
∞∑
n=0
A
[2]
n+k(x)
tn
n!
.
(2.2.17)
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Regulating the series in the l.h.s. of equation (2.2.17) and then equating the coeffi-
cients of the same powers of t, it follows that
A
[2]
n+k(x) =
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
) n∑
s=0
(
n
s
) n−s∑
p=0
(
n− s
p
)
α
(l)
n−s−pβ
(m−l)
p A
[2]
s (x),
(2.2.18)
or, equivalently
A
[2]
n+k(x) =
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
) n∑
s=0
(
n
s
) n−s−1∑
p=0
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p A
[2]
s (x)
+
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
) n∑
s=0
(
n
s
)
α
(l)
0 β
(m−l)
n−s A
[2]
s (x).
(2.2.19)
Since
α(0)n = β
(0)
n = δn,0 :=

1 for n = 0,
0 otherwise.
(2.2.20)
Therefore, it follows that
A
[2]
n+k(x) =
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0 A
[2]
n (x) +
k∑
m=1
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
×
[ n−1∑
s=0
(
n
s
)
α
(l)
0 β
(m−l)
n−s A
[2]
s (x) +
n∑
s=0
(
n
s
) n−s−1∑
p=0
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p A
[2]
s (x)
]
,
(2.2.21)
or, equivalently
A
[2]
n+k(x) =
k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0 A
[2]
n (x) +
k∑
m=1
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
×
[ n−1∑
s=0
(
n
s
)
α
(l)
0 β
(m−l)
n−s A
[2]
s (x) +
n∑
s=0
(
n
s
) n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p A
[2]
s (x)
+
n∑
s=0
(
n
s
)
α
(l)
n−sβ
(m−l)
0 A
[2]
s (x)
]
,
(2.2.22)
which on rearranging the summations in the second term of the r.h.s. yields assertion
(2.2.3).
Further, from equations (2.2.7) and (2.2.10), it follows that
A[2]s (x) =
n∏
m=s+1
Φ−m{A[2]n (x)} =
s!
n!
Dn−sx {A[2]n (x)}. (2.2.23)
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Use of equation (2.2.23) in recurrence relation (2.2.3), yields
A
[2]
n+k(x) =
[ k∑
m=0
(
k
m
)
xk−m
m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0 +
k∑
m=1
(
k
m
)
xk−m
m∑
l=0
(
m
l
)( n−1∑
s=0
1
(n−s)!
×(α(l)0 β(m−l)n−s + α(l)n−sβ(m−l)0 )Dn−sx +
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p
×Dn−sx
)]
{A[2]n (x)},
(2.2.24)
which proves that the k-times multiplicative operator Θ+(k)n is given by equation (2.2.5).

Deriving a set of finite order differential equations for the 2IAP A[2]n (x) is a new
investigation. Therefore, a set of finite order differential equations for the 2IAP A[2]n (x), for
each k ∈ N is derived by proving the following result:
Theorem 2.2.2. For each k and n ∈ N, the 2-iterated Appell polynomials A[2]n (x) satisfy
the following set of differential equations:
L(x)n,k{A[2]n (x)} =
((n+ k)!
n!
− k!
)
A[2]n (x), (2.2.25)
where
L(x)n,k :=
[ k∑
j=1
(
k
j
)
k!
j!
xjDjx +
k∑
m=1
(
k
m
) m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0
k∑
j=m
(
k
j
) (k−m)!
(j−m)!x
j−mDjx
+
k∑
m=1
(
k
m
) m∑
l=0
(
m
l
)( n−1∑
s=0
1
(n−s)!
(
α
(l)
n−sβ
(m−l)
0 + α
(l)
0 β
(m−l)
n−s
)
+
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p
) k∑
j=m
(
k
j
)
(k−m)!
(j−m)!x
j−mDn−s+jx
]
.
(2.2.26)
Proof. Replacement of n by n+ k in equation (2.2.7) gives
A
[2]
n (x) = n!(n+k)!D
k
x{A[2]n+k(x)}, (2.2.27)
which on making use of equation (2.2.24) in the r.h.s. and then applying product rule
(2.2.12) becomes
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A
[2]
n (x) = n!(n+k)!
[ k∑
m=0
(
k
m
) m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0
k∑
j=m
(
k
j
)
Dk−jx {xk−m}Djx{A[2]n (x)}
+
k∑
m=1
(
k
m
) m∑
l=0
(
m
l
)( n−1∑
s=0
1
(n−s)!
(
α
(l)
n−sβ
(m−l)
0 + α
(l)
0 β
(m−l)
n−s
)
+
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p
) k∑
j=m
(
k
j
)
Dk−jx {xk−m}Dn−s+jx {A[2]n (x)}
]
.
(2.2.28)
On solving the summation for m = 0 in the first term of the above equation and then
using equation (2.2.23) in the resultant equation, it follows that
A
[2]
n (x) = n!(n+k)!
[
k!A
[2]
n (x) +
k∑
j=1
(
k
j
)
Dk−jx {xk}Djx{A[2]n (x)}+
k∑
m=1
(
k
m
) m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0
×
k∑
j=m
(
k
j
)
Dk−jx {xk−m}Djx{A[2]n (x)}+
k∑
m=1
(
k
m
) m∑
l=0
(
m
l
)( n−1∑
s=0
1
(n−s)!(α
(l)
n−sβ
(m−l)
0
+α
(l)
0 β
(m−l)
n−s ) +
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p
) k∑
j=m
(
k
j
)
Dk−jx {xk−m}
×Dn−s+jx {A[2]n (x)}
]
,
(2.2.29)
which on making use of equation (2.2.23) again, becomes
A
[2]
n (x) = n!(n+k)!
[
k!A
[2]
n (x) +
k∑
j=1
(
k
j
)
k!
j!
xjDjx{A[2]n (x)}+
k∑
m=1
(
k
m
) m∑
l=0
(
m
l
)
α
(l)
0 β
(m−l)
0
k∑
j=m
(
k
j
) (k−m)!
(j−m)!{xj−m}Djx{A[2]n (x)}+
k∑
m=1
(
k
m
) m∑
l=0
(
m
l
)( n−1∑
s=0
1
(n−s)!(α
(l)
n−s
×β(m−l)0 + α(l)0 β(m−l)n−s ) +
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
α
(l)
n−s−pβ
(m−l)
p
) k∑
j=m
(
k
j
)
× (k−m)!
(j−m)!x
j−mDn−s+jx {A[2]n (x)}
]
.
(2.2.30)
On simplifying the above equation assertion (2.2.25) is proved. 
Remark 2.2.1. For k = 1 and k = 2, the following consequences of Theorem 2.2.1 are
deduced:
Corollary 2.2.1. For two different sets of Appell polynomials An(x) and An(x) and with
A1(t) and A2(t) defined by equations (2.1.2) and (2.1.3), let
A
′
1(t)
A1(t)
=
∞∑
n=0
α(1)n
tn
n!
(2.2.31)
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and
A
′
2(t)
A2(t)
=
∞∑
n=0
β(1)n
tn
n!
, (2.2.32)
respectively.
Then, under assumption (2.2.20), the following recurrence relation for the 2-iterated
Appell polynomials A[2]n (x) holds true:
A
[2]
n+1(x) = (x+ α
(1)
0 + β
(1)
0 )A
[2]
n (x) +
n−1∑
s=0
(
n
s
)
(α
(1)
n−s + β
(1)
n−s)A
[2]
s (x). (2.2.33)
The single-time shift operators (or simply the shift operators) are given by
Θ−(1)n := Φ
−
n =
1
n
Dx (2.2.34)
and
Θ+(1)n := (x+ α
(1)
0 + β
(1)
0 ) +
n−1∑
s=0
1
(n− s)!(α
(1)
n−s + β
(1)
n−s)D
n−s
x . (2.2.35)
Corollary 2.2.2. For two different sets of Appell polynomials An(x) and An(x) and with
A1(t) and A2(t) defined by equations (2.1.2) and (2.1.3), let
A
′
1(t)
A1(t)
=
∞∑
n=0
α(1)n
tn
n!
,
A
′′
1(t)
A1(t)
=
∞∑
n=0
α(2)n
tn
n!
(2.2.36)
and
A
′
2(t)
A2(t)
=
∞∑
n=0
β(1)n
tn
n!
,
A
′′
2(t)
A2(t)
=
∞∑
n=0
β(2)n
tn
n!
, (2.2.37)
respectively.
Then, under assumption (2.2.20), the following recurrence relation for the 2-iterated
Appell polynomials A[2]n (x) holds true:
A
[2]
n+2(x) =
(
x2 + 2(α
(1)
0 + β
(1)
0 )x+ α
(2)
0 + β
(2)
0 + 2α
(1)
0 β
(1)
0
)
A
[2]
n (x)
+
n−1∑
s=0
(
n
s
)(
2x(α
(1)
n−s + β
(1)
n−s) + α
(2)
n−s + β
(2)
n−s + 2(α
(1)
n−sβ
(1)
0 + α
(1)
0 β
(1)
n−s)
)
×A[2]s (x) + 2
n∑
s=0
(
n
s
) n−s−1∑
p=1
(
n−s
p
)
α
(1)
n−s−pβ
(1)
p A
[2]
s (x).
(2.2.38)
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The corresponding shift operators are given by
Θ−(2)n := Φ
−
n−1Φ
−
n =
1
n(n− 1)D
2
x (2.2.39)
and
Θ
+(2)
n :=
(
x2 + 2(α
(1)
0 + β
(1)
0 )x+ α
(2)
0 + β
(2)
0 + 2α
(1)
0 β
(1)
0
)
+
n−1∑
s=0
1
(n−s)!
(
2x(α
(1)
n−s + β
(1)
n−s)x+ α
(2)
n−s + β
(2)
n−s + 2(α
(1)
n−sβ
(1)
0 + α
(1)
0 β
(1)
n−s)
)
Dn−sx
+2
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
α
(1)
n−s−pβ
(1)
p Dn−sx .
(2.2.40)
Remark 2.2.2. For k = 1 and k = 2, the following consequences of Theorem 2.2.2 are
deduced:
Corollary 2.2.3. For n ∈ N, the 2-iterated Appell polynomialsA[2]n (x) satisfy the following
differential equation:
L(x)n,1{A[2]n (x)} = n A[2]n (x), (2.2.41)
where
L(x)n,1 := (x+ α(1)0 + β(1)0 )Dx +
n−1∑
s=0
1
(n− s)!(α
(1)
n−s + β
(1)
n−s)D
n−s+1
x . (2.2.42)
Note. By taking β(1)0 = β
(1)
1 = β
(1)
2 = . . . = β
(1)
n−1 = β
(1)
n = 0, it follows that equation
(2.2.42) reduces to the differential equation for the Appell polynomials [119, p.112]:(
αn−1
(n− 1)!D
n
x +
αn−2
(n− 2)!D
n−1
x + . . .+
α1
1!
D2x + (x+ α0)Dx − n
)
An(x) = 0. (2.2.43)
Corollary 2.2.4. For n ∈ N, the 2-iterated Appell polynomialsA[2]n (x) satisfy the following
differential equation:
L(x)n,2{A[2]n (x)} = (n2 + 3n) A[2]n (x), (2.2.44)
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where
L(x)n,2 : = 4
(
x+ α
(1)
0 + β
(1)
0
)
Dx +
(
x2 + 2(α
(1)
0 + β
(1)
0 )x+ α
(2)
0 + β
(2)
0 + 2α
(1)
0 β
(1)
0
)
D2x
+
n−1∑
s=0
1
(n−s)!
(
4α
(1)
n−s + 4β
(1)
n−s
)
Dn−s+1x +
n−1∑
s=0
1
(n−s)!
(
2x(α
(1)
n−s + β
(1)
n−s)+
α
(2)
n−s + β
(2)
n−s + 2α
(1)
n−sβ
(1)
0 + 2α
(1)
0 β
(1)
n−s
)
Dn−s+2x + 2
n∑
s=0
1
(n−s)!
n−s−1∑
p=1
(
n−s
p
)
×α(1)n−s−pβ(1)p Dn−s+2x .
(2.2.45)
In the next section, the integral equations for the Appell polynomialsAn(x) and 2IAP
A
[2]
n (x) are derived.
2.3 Integral Equations
Integral equations arise in many scientific and engineering problems. A large class of ini-
tial and boundary value problems can be converted to Volterra or Fredholm integral equa-
tions. The potential theory contributed more than any field to give rise to integral equa-
tions. Mathematical physics models, such as diffraction problems, scattering in quantum
mechanics, conformal mapping and water waves also contributed to the creation of integral
equations.
The integral equations for the Appell polynomials An(x) and 2-iterated Appell poly-
nomials A[2]n (x) have not been found before. The integral equations satisfied by these poly-
nomials can be used to express the problems arising in new and emerging areas of science
and engineering.
Recall that, the Appell polynomials An(x) are the solutions of the following differ-
ential equation [62, p.234(2.1)]:
αn−1
(n− 1)!y
(n) +
αn−2
(n− 2)!y
(n−1) + · · ·+ α1
1!
y′′ + (x+ α0)y′ − ny = 0, (2.3.1)
which is equivalent to differential equation (2.2.43).
First, the integral equation for the Appell polynomials An(x) is derived by making
use of the differential equation (2.3.1). For this, the following result is proved:
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Theorem 2.3.1. For the Appell polynomials An(x) defined by equation (1.2.5), the follow-
ing homogeneous Volterra integral equation holds true:
φ(x) = −
(
(n− 1)δ2Pn−2
)
−
(
(n− 1)(n− 2)δ3Pn−2x+ Pn−3
)
− · · · −
(
(n− 1)!δn−1
Pn−2 xn−3(n−3)! + Pn−3 x
n−4
(n−4)! + · · ·+ P2 x1! + P1
)
−
(
(n− 1)!
(
x
αn−1
+ δn
)
Pn−2 xn−2(n−2)!
+Pn−3 xn−3(n−3)! + · · ·+ P1 x1! +mAm−1
)
+
(
n!
αn−1
Pn−2 xn−1(n−1)! + Pn−3 x
n−2
(n−2)! + · · ·+
mAm−1 x1! + Am
)
−
x∫
0
(
(n− 1)δ2 + (n− 1)(n− 2)δ3(x− ξ) + · · ·+ (n− 1)!
δn−1(x− ξ)n−3 + (n− 1)!
(
x
αn−1
+ δn
)
(x− ξ)n−2 − n!
αn−1
(x− ξ)n−1
)
φ(ξ)dξ,
(2.3.2)
where δi :=
αn−i
αn−1
(i = 2, 3, . . . , n− 1, n) and numerical coefficients αk (k = 1, 2, · · · , n−
1) are given by
A′(t)
A(t)
=
∞∑
n=0
αn
tn
n!
. (2.3.3)
Proof. Consider differential equation (2.3.1) in the following form:
dny
dxn
+ (n− 1)δ2 dn−1ydxn−1 + (n− 1)(n− 2)δ3 d
n−2y
dxn−2 + · · ·+ (n− 1)!δn−1 d
2y
dx2
+ (n− 1)!
×
(
x
αn−1
+ δn
)
dy
dx
− n!
αn−1
y = 0,
(2.3.4)
where δi :=
αn−i
αn−1
(i = 2, 3, . . . , n − 1, n) and αk (k = 1, 2, · · · , n − 1) are the numerical
coefficients given by equation (2.3.3).
In view of equations (1.2.1)-(1.2.6) the following initial conditions are obtained:
y(0) = Am,
y′(0) = mAm−1,
y′′(0) = m(m− 1)Am−2 = P1 :=
1∏
k=0
(m− k)Am−2,
...
...
y(n−2)(0) = m(m− 1) · · · (m− n+ 3)Am−n+2 = Pn−3 :=
n−3∏
k=0
(m− k)Am−n+2,
y(n−1)(0) = m(m− 1) · · · (m− n+ 2)Am−n+1 = Pn−2 :=
n−2∏
k=0
(m− k)Am−n+1,
(2.3.5)
where prime denotes differentiation with respect to x and
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Pn−s :=
n−s∏
k=0
(m− k)Am−n+(s−1), s = n− 1, n− 2, . . . , 3, 2.
Consider
dny
dxn
= φ(x), (2.3.6)
Integration of equation (2.3.6) along with initial conditions (2.3.5) gives
dn−1y
dxn−1 =
x∫
0
φ(ξ)dξ + Pn−2,
dn−2y
dxn−2 =
x∫
0
φ(ξ)dξ2 + Pn−2x+ Pn−3,
...
...
d2y
dx2
=
x∫
0
φ(ξ)dξn−2 + Pn−2 xn−3(n−3)! + Pn−3 x
n−4
(n−4)! + · · ·+ P2 x1! + P1,
dy
dx
=
x∫
0
φ(ξ)dξn−1 + Pn−2 xn−2(n−2)! + Pn−3 x
n−3
(n−3)! + · · ·+ P1 x1! +mAm−1,
y =
x∫
0
φ(ξ)dξn + Pn−2 xn−1(n−1)! + Pn−3 x
n−2
(n−2)! + · · ·+mAm−1 x1! + Am.
(2.3.7)
Using expressions (2.3.7) in equation (2.3.4), it follows that
φ(x) +
(
(n− 1)δ2
x∫
0
φ(ξ)dξ + Pn−2
)
+
(
(n− 1)(n− 2)δ3
x∫
0
φ(ξ)dξ2 + Pn−2x+
Pn−3
)
+ · · ·+
(
(n− 1)!δn−1
x∫
0
φ(ξ)dξn−2 + Pn−2 xn−3(n−3)! + Pn−3 x
n−4
(n−4)! + · · ·+ P2 x1!
+P1
)
+
(
(n− 1)!
(
x
αn−1
+ δn
) x∫
0
φ(ξ)dξn−1 + Pn−2 xn−2(n−2)! + Pn−3 x
n−3
(n−3)! + · · ·+ P1 x1!
+mAm−1
)
−
(
n!
αn−1
x∫
0
φ(ξ)dξn + Pn−2 xn−1(n−1)! + Pn−3 x
n−2
(n−2)! + · · ·+
(
mAm−1
)
x
1!
+Am
})
= 0,
(2.3.8)
which after simplification yields assertion (2.3.2). 
Theorem 2.3.2. For the 2-iterated Appell polynomials A[2]n (x) defined by equation (2.1.1),
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the following homogeneous Volterra integral equation holds true:
ψ(x) = −(n− 1)γ2
{( n−2∏
k=0
(m− k)T(n−1)−p
)}
− (n− 1)(n− 2)γ3
{( n−2∏
k=0
(m− k)
T(n−1)−p
)
x+
n−3∏
k=0
(m− k)T(n−2)−p
}
− · · · − (n− 1)!γn−1
{( n−2∏
k=0
(m− k)
T(n−1)−p
)
xn−3
(n−3)! + · · ·+
( 2∏
k=0
(m− k)T3−p
)
x
1!
+
1∏
k=0
(m− k)T2−p
}
− (n− 1)!(
x
αn−1+βn−1
+ γn
){( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−2
(n−2)! + · · ·+
( 1∏
k=0
(m− k)T2−p
)
x
1!
+mT1−p
}
+
(
n!
αn−1+βn−1
){( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−1
(n−1)! + · · ·+
(
mT1−p
)
x
1!
+T−p
}
−
x∫
0
(
(n− 1)γ2 + (n− 1)(n− 2)γ3(x− ξ) + · · ·+ (n− 1)!γn−1
(x− ξ)n−3 + (n− 1)!
(
x
αn−1+βn−1
+ γn
)
(x− ξ)n−2 −
(
n!
αn−1+βn−1
)
(x− ξ)n−1
)
ψ(ξ)dξ,
(2.3.9)
where γi :=
αn−i+βn−i
αn−1+βn−1
(i = 2, 3, . . . , n − 1, n) and numerical coefficients αk, βk (k =
1, 2, · · · , n− 1) are given by
A
′
1(t)
A1(t)
=
∞∑
n=0
αn
tn
n!
(2.3.10)
and
A
′
2(t)
A2(t)
=
∞∑
n=0
βn
tn
n!
, (2.3.11)
respectively.
Proof. Consider differential equation (2.2.41) (with (2.2.42)) for the 2IAP A[2]n (x) in the
following form:
dny
dxn
+(n− 1)γ2 dn−1ydxn−1 + (n− 1)(n− 2)γ3 d
n−2y
dxn−2 + · · ·+ (n− 1)!γn−1 d
2y
dx2
+ (n− 1)!
×
(
x
αn−1+βn−1
+ γn
)
dy
dx
−
(
n!
αn−1+βn−1
)
y = 0,
(2.3.12)
where γi :=
αn−i+βn−i
αn−1+βn−1
(i = 2, 3, . . . , n − 1, n) and αk, βk (k = 1, 2, · · · , n − 1) are the
numerical coefficients given by equations (2.3.10) and (2.3.11), respectively.
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In view of equations (2.1.1)-(2.1.5), the initial conditions are obtained as follows:
y(0) =
m∑
p=0
(
m
p
)
Am−pAp = T−p,
y′(0) = m
m−1∑
p=0
(
m−1
p
)
Am−1−pAp = mT1−p,
y′′(0) = m(m− 1)
m−2∑
p=0
(
m−2
p
)
Am−2−pAp =
1∏
k=0
(m− k)T2−p,
...
...
y(n−2)(0) = m(m− 1) · · · (m− n+ 3)
m−n+2∑
p=0
(
m−n+2
p
)
Am−n+2−pAp
=
n−3∏
k=0
(m− k)T(n−2)−p,
y(n−1)(0) = m(m− 1) · · · (m− n+ 2)
m−n+1∑
p=0
(
m−n+1
p
)
Am−n+1−pAp
=
n−2∏
k=0
(m− k)T(n−1)−p,
(2.3.13)
where prime denotes differentiation with respect to x and
Ts−p :=
m−s∑
p=0
(
m− s
p
)
Am−s−pAp, s = 0, 1, 2, . . . , n− 2, n− 1.
Consider
dny
dxn
= ψ(x), (2.3.14)
Integration of equation (2.3.14) along with initial conditions (2.3.13) yields
dn−1y
dxn−1 =
x∫
0
ψ(ξ)dξ +
( n−2∏
k=0
(m− k)T(n−1)−p
)
,
dn−2y
dxn−2 =
x∫
0
ψ(ξ)dξ2 +
( n−2∏
k=0
(m− k)T(n−1)−p
)
x+
( n−3∏
k=0
(m− k)T(n−2)−p
)
...
d2y
dx2
=
x∫
0
ψ(ξ)dξn−2 +
( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−3
(n−3)! + · · ·+
( 2∏
k=0
(m− k)T3−p
)
x
1!
+
( 1∏
k=0
(m− k)T2−p
)
,
dy
dx
=
x∫
0
ψ(ξ)dξn−1 +
( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−2
(n−2)! + · · ·+
( 1∏
k=0
(m− k)T2−p
)
x
1!
+mT1−p,
y =
x∫
0
ψ(ξ)dξn +
( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−1
(n−1)! + · · ·+
(
mT1−p
)
x
1!
+ T−p.
(2.3.15)
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Use of expressions (2.3.15) in equation (2.3.12) gives
ψ(x) +
(
(n− 1)γ2
{ x∫
0
ψ(ξ)dξ +
n−2∏
k=0
(m− k)T(n−1)−p
})
+
(
(n− 1)(n− 2)γ3{ x∫
0
ψ(ξ)dξ2 +
( n−2∏
k=0
(m− k)T(n−1)−p
)
x+
( n−3∏
k=0
(m− k)T(n−2)−p
)})
+ · · ·+(
(n− 1)!γn−1
{ x∫
0
ψ(ξ)dξn−2 +
( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−3
(n−3)! + · · ·+
( 2∏
k=0
(m− k)
T3−p
)
x
1!
+
( 1∏
k=0
(m− k)T2−p
)})
+
(
(n− 1)!
(
x
αn−1+βn−1
+ γn
){ x∫
0
ψ(ξ)dξn−1
+
( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−2
(n−2)! + · · ·+
( 1∏
k=0
(m− k)T2−p
)
x
1!
+
(
mT1−p
)})
−
((
n!
αn−1+βn−1
){ x∫
0
ψ(ξ)dξn +
( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−1
(n−1)! + · · ·+
(
mT1−p
)
x
1!
+
(
T−p
)})
= 0,
(2.3.16)
which after simplification yields assertion (2.3.9). 
Remark 2.3.1. An independent proof to derive integral equation (2.3.2) for the Appell
polynomials An(x) is given. The integral equation (2.3.2) can also be obtained from inte-
gral equation (2.3.9) of the 2IAPA[2]n (x) by taking p = 0 and βn−i = 0 (i = 1, 2, 3, . . . , n−
1, n) i.e., replacing γi by
αn−i
αn−1
:= δi (i = 2, 3, . . . , n− 1, n).
In the next section, the recurrence relations, differential equations and integral equa-
tions for certain members belonging to the 2IAP family A[2]n (x) are derived.
2.4 Examples
The Bernoulli and Euler polynomials Bn(x) and En(x), respectively, together with their
generalizations, the generalized Bernoulli and Euler polynomials (or the Bernoulli and Eu-
ler polynomials of order λ) B(λ)n (x) and E
(λ)
n (x), respectively are the important members
of the Appell polynomials family.
It has been shown in [84], that corresponding to each member belonging to the Appell
family, there exists a new mixed special polynomial belonging to the 2IAP family. Note
that corresponding to the Bernoulli polynomials Bn(x) defined by equation (1.2.15), the
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2-iterated Bernoulli polynomials (2IBP) B[2]n (x) are defined by the following generating
function [84, p.9474(Table 2.1)]:( t
et − 1
)2
ext =
∞∑
n=0
B[2]n (x)
tn
n!
. (2.4.1)
Similarly, corresponding to the generalized Bernoulli polynomials (or the Bernoulli
polynomials of order λ) B(λ)n (x) defined by equation (1.2.10), the 2-iterated generalized
Bernoulli polynomials (2IGBP) B(λ)[2]n (x) are defined by the generating function [84]:( t
et − 1
)2λ
ext =
∞∑
n=0
B(λ)[2]n (x)
tn
n!
. (2.4.2)
Again, corresponding to the Euler polynomials En(x) defined by equation (1.2.16),
the 2-iterated Euler polynomials (2IEP) E[2]n (x) are defined by the following generating
function [84, p.9474(Table 2.1)]:( 2
et + 1
)2
ext =
∞∑
n=0
E[2]n (x)
tn
n!
. (2.4.3)
Similarly, corresponding to the generalized Euler polynomials (or the Euler polyno-
mials of order λ) E(λ)n (x) defined by equation (1.2.11), the 2-iterated generalized Euler
polynomials (2IGEP) E(λ)[2]n (x) are defined by the generating function [84]:( 2
et + 1
)2λ
ext =
∞∑
n=0
E(λ)[2]n (x)
tn
n!
. (2.4.4)
The recurrence relations, shift operators and differential equations for the general-
ized Bernoulli polynomials B(λ)n (x), Bernoulli polynomials Bn(x) and Euler polynomials
En(x) are derived in [62, 95].
To derive the recurrence relation, shift operators, differential equation and integral
equation for the 2IGBP B(λ)[2]n (x) and 2IGEP E
(λ)[2]
n (x), the following examples are con-
sidered:
Example 2.4.1. Taking A1(t) = A2(t) =
(
t
et−1
)λ
(that is when the 2IAP A[2]n (x) reduce to
the 2IGBP B(λ)[2]n (x)) and using generating function (1.2.15) (with x = 1), it follows that
A
′
1(t)
A1(t)
=
A
′
2(t)
A2(t)
= −λ
∞∑
n=0
Bn+1(1)
n+ 1
tn
n!
. (2.4.5)
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Use of equations (2.2.31) and (2.2.32) in the above equation gives
∞∑
n=0
αn
tn
n!
=
∞∑
n=0
βn
tn
n!
= −λ
∞∑
n=0
Bn+1(1)
n+ 1
tn
n!
. (2.4.6)
Consequently
αn = βn = −λBn+1(1)
n+ 1
; α0 = β0 = −λ
2
. (2.4.7)
Now, substituting the values of the coefficients from equation (2.4.7) in equation
(2.2.33), the following recurrence relation for the 2IGBP B(λ)[2]n (x) is obtained:
B
(λ)[2]
n+1 (x) = (x− λ)B(λ)[2]n (x)− 2λ
n−1∑
s=0
(
n
s
)
Bn−s+1(1)
n− s+ 1 B
(λ)[2]
s (x). (2.4.8)
Similarly, from equations (2.2.34) and (2.2.35), the following shift operators for the
2IGBP B(λ)[2]n (x) are obtained:
Θ−(1)n := Φ
−
n =
1
n
Dx (2.4.9)
and
Θ+(1)n := (x− λ)− 2λ
n−1∑
s=0
Bn−s+1(1)
(n− s+ 1)!D
n−s
x . (2.4.10)
Further, equations (2.2.41) and (2.2.42) yield the following differential equation for
the 2IGBP B(λ)[2]n (x):(
Bn(1)
(n)!
Dnx +
Bn−1(1)
(n− 1)!D
n−1
x + . . .+
B2(1)
2!
D2x −
(
x
2λ
− 1
2
)
Dx +
n
2λ
)
B(λ)[2]n (x) = 0.
(2.4.11)
Remark 2.4.1. Taking λ = 1 in equations (2.4.8)-(2.4.11) and in view of relation (1.2.14),
recurrence relation, shift operators and differential equation for the 2IBP B[2]n (x) are ob-
tained as:
B
[2]
n+1(x) = (x− 1)B[2]n (x)− 2
n−1∑
s=0
(
n
s
)
Bn−s+1(1)
n− s+ 1 B
[2]
s (x), (2.4.12)
Θ−(1)n := Φ
−
n =
1
n
Dx; (2.4.13)
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Θ+(1)n := (x− 1)− 2
n−1∑
s=0
Bn−s+1(1)
(n− s+ 1)!D
n−s
x (2.4.14)
and
(
Bn(1)
(n)!
Dnx +
Bn−1(1)
(n− 1)!D
n−1
x + . . .+
B2(1)
2!
D2x −
(
x
2
− 1
2
)
Dx +
n
2
)
B[2]n (x) = 0,
(2.4.15)
respectively.
Next, the integral equation for the generalized Bernoulli polynomials B(λ)n (x) is de-
rived from the integral equation of the Appell polynomials An(x).
Taking A(t) =
(
t
et−1
)λ
, (that is when the Appell polynomials An(x) reduce to the
generalized Bernoulli polynomials B(λ)n (x)) and from generating function (1.2.15) (with
x = 1), it follows that
A
′
(t)
A(t)
= −λ
∞∑
n=0
Bn+1(1)
n+ 1
tn
n!
, (2.4.16)
which in view of equation (2.2.31) gives
∞∑
n=0
αn
tn
n!
= −λ
∞∑
n=0
Bn+1(1)
n+ 1
tn
n!
. (2.4.17)
Taking n = 0, 1, . . . , n− 2, n− 1 in equation (2.4.17), the values of coefficients are
obtained as:
α0 = −λB1(1) = −λ2
(
since B1(1) = 12
)
,
α1 = −λB2(1)2 = − λ12
(
since B2(1) = 16
)
,
...
αn−3 = −λBn−2(1)n−2 ,
αn−2 = −λBn−1(1)n−1 ,
αn−1 = −λBn(1)n .
(2.4.18)
Using the values from equation (2.4.18), the coefficients δi :=
αn−i
αn−1
(i = 2, 3, . . . , n−
1, n) are obtained. Finally, substituting these values in integral equation (2.3.2) of the
Appell polynomials An(x) and replacing the coefficients Am of the Appell numbers by the
coefficients B(λ)m of the generalized Bernoulli numbers, the following integral equation for
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the generalized Bernoulli polynomials B(λ)n (x) is obtained:
φ(x) = −n
(
Bn−1(1)
Bn(1)
)
Pn−2 − n(n− 1)
(
Bn−2(1)
Bn(1)
)[
Pn−2x+ Pn−3
]
− · · · − n!
12(
1
Bn(1)
)[
Pn−2 xn−3(n−3)! + Pn−3 x
n−4
(n−4)! + · · ·+ P2 x1! + P1
]
+ n!
(
x
λ
− 1
2
)
1
Bn(1)
[
Pn−2 xn−2(n−2)! + Pn−3 x
n−3
(n−3)! + · · ·+ P1 x1! +mB(λ)m−1
]
− n!
λ
(
n
Bn(1)
)
[
Pn−2 xn−1(n−1)! + Pn−3 x
n−2
(n−2)! + · · ·+mB(λ)m−1 x1! +B(λ)m
]
−
x∫
0
n
[(
Bn−1(1)
Bn(1)
)
+(n− 1)
(
Bn−2(1)
Bn(1)
)
(x− ξ) + · · ·+ (n−1)!
12
(
1
Bn(1)
)
(x− ξ)n−3 − (n− 1)!(
x
λ
− 1
2
)(
1
Bn(1)
)
(x− ξ)n−2 +
(
n!
λ
)(
1
Bn(1)
)
(x− ξ)n−1
]
φ(ξ)dξ,
(2.4.19)
where
Pn−s :=
n−s∏
k=0
(m− k)B(λ)m−n+(s−1), s = n− 1, n− 2, . . . , 3, 2.
Further, the integral equation for the 2-iterated generalized Bernoulli polynomials
B
(λ)[2]
n (x) is derived from the integral equation of the 2IAP A
[2]
n (x).
Taking A1(t) = A2(t) =
(
t
et−1
)λ
, (that is when the 2IAP A[2]n (x) reduce to the
2IGBP B(λ)[2]n (x)) and using generating function (1.2.15) (with x = 1), it follows that
A
′
1(t)
A1(t)
=
A
′
2(t)
A2(t)
= −λ
∞∑
n=0
Bn+1(1)
n+ 1
tn
n!
, (2.4.20)
which in view of equations (2.2.31) and (2.2.32) gives
∞∑
n=0
αn
tn
n!
=
∞∑
n=0
βn
tn
n!
= −λ
∞∑
n=0
Bn+1(1)
n+ 1
tn
n!
. (2.4.21)
Taking n = 0, 1, . . . , n− 2, n− 1 in equation (2.4.21), the values of coefficients are
obtained as:
α0 = β0 = −λB1(1) = −λ2
(
since B1(1) = 12
)
,
α1 = β1 = −λB2(1)2 = − λ12
(
since B2(1) = 16
)
,
...
αn−3 = βn−3 = −λBn−2(1)n−2 ,
αn−2 = βn−2 = −λBn−1(1)n−1 ,
αn−1 = βn−1 = −λBn(1)n .
(2.4.22)
Making use of the values from equation (2.4.22), the coefficients γi :=
αn−i+βn−i
αn−1+βn−1
(i =
2, 3, . . . , n − 1, n) are obtained. Finally, substituting these values in integral equation
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(2.3.9) of the 2IAP A[2]n (x) and replacing the Appell coefficients Am, Ap by the coeffi-
cients B(λ)m , B
(λ)
p of the generalized Bernoulli numbers, the following integral equation for
the 2-iterated generalized Bernoulli polynomials B(λ)[2]n (x) is obtained:
ψ(x) = −n
(
Bn−1(1)
Bn(1)
)[( n−2∏
k=0
(m− k)T(n−1)−p
)]
− n(n− 1)
(
Bn−2(1)
Bn(1)
)[( n−2∏
k=0
(m− k)
T(n−1)−p
)
x+
( n−3∏
k=0
(m− k)T(n−2)−p
)]
− · · · − n!
12
(
1
Bn(1)
)[( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−3
(n−3)! + · · ·+
( 2∏
k=0
(m− k)T3−p
)
x
1!
+
( 1∏
k=0
(m− k)T2−p
)]
+ n!
(
x
2λ
− 1
2
)(
1
Bn(1)
)
[( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−2
(n−2)! + · · ·+
( 1∏
k=0
(m− k)T2−p
)
x
1!
+
(
mT1−p
)]
−
(
n!
2λ
)
(
n
Bn(1)
)[( n−2∏
k=0
(m− k)T(n−1)−p
)
xn−1
(n−1)! + · · ·+
(
mT1−p
)
x
1!
+
(
T−p
)]
−
x∫
0
n[(
Bn−1(1)
Bn(1)
)
+ (n− 1)
(
Bn−2(1)
Bn(1)
)
(x− ξ) + · · ·+ (n−1)!
12
(
1
Bn(1)
)
(x− ξ)n−3−
(n− 1)!
(
x
2λ
− 1
2
)(
1
Bn(1)
)
(x− ξ)n−2 +
(
n!
2λ
)(
1
Bn(1)
)
(x− ξ)n−1
]
ψ(ξ)dξ,
(2.4.23)
where
Ts−p :=
m−s∑
p=0
(
m− s
p
)
B
(λ)
m−s−pB
(λ)
p , s = 0, 1, 2, . . . , n− 2, n− 1.
Remark 2.4.2. By taking λ = 1 in integral equations (2.4.19) and (2.4.23) of the gener-
alized Bernoulli polynomials B(λ)n (x) and 2IGBP B
(λ)[2]
n (x), the integral equations of the
Bernoulli polynomials Bn(x) and 2IBP B
[2]
n (x) can be obtained.
In the next example, the recurrence relation, shift operators and differential equation
for the 2IGEP E(λ)[2]n (x) are derived.
Example 2.4.2. Taking A1(t) = A2(t) =
(
2
et+1
)λ
(that is when the 2IAP A[2]n (x) reduce to
the 2IGEP E(λ)[2]n (x)) and using generating function (1.2.16) (with x = 0), it follows that
A
′
1(t)
A1(t)
=
A
′
2(t)
A2(t)
= λ
∞∑
n=0
En
2
tn
n!
, (2.4.24)
which in view of equations (2.2.31) and (2.2.32) gives
∞∑
n=0
αn
tn
n!
=
∞∑
n=0
βn
tn
n!
= λ
∞∑
n=0
En
2
tn
n!
. (2.4.25)
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Consequently
αn = βn =
λEn
2
; α0 = β0 = −λ
2
. (2.4.26)
Now, substituting the values of the coefficients from equation (2.4.26) in equation
(2.2.33), the following recurrence relation for the 2IGEP E(λ)[2]n (x) is obtained:
E
(λ)[2]
n+1 (x) = (x− λ)E(λ)[2]n (x) + λ
n−1∑
s=0
(
n
s
)
En−sE(λ)[2]s (x). (2.4.27)
Similarly, from equations (2.2.34) and (2.2.35), the following shift operators for the
2IGEP E(λ)[2]n (x) are obtained:
Θ−(1)n := Φ
−
n =
1
n
Dx (2.4.28)
and
Θ+(1)n := (x− λ) + λ
n−1∑
s=0
1
(n− s)!En−sD
n−s
x . (2.4.29)
Further, from equations (2.2.41) and (2.2.42), it follows that the 2IGEP E(λ)[2]n (x)
satisfy the following differential equation:(
En−1
(n− 1)!D
n
x +
En−2
(n− 2)!D
n−1
x + . . .+
E1
1!
D2x +
(x
λ
− 1
)
Dx − n
λ
)
E(λ)[2]n (x) = 0.
(2.4.30)
The integral equations for the generalized Euler polynomials E(λ)n (x) and 2-iterated
generalized Euler polynomials E(λ)[2]n (x) can be obtained by making use of values given in
equation (2.4.26) and proceeding on the same lines as in Example 2.4.1.
Remark 2.4.3. Taking λ = 1 in equations (2.4.27)-(2.4.30) and in other results and in view
of relation (1.2.14), the recurrence relation, shift operators, differential equation and other
results for the 2IEP E[2]n (x) can be obtained.
In the next section, the recurrence relation, shift operators and differential equation
for the Bernoulli-Euler polynomials BEn(x) are derived.
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2.5 Concluding Remarks
It has been shown in [84] that by combining two different sets of Appell polynomials a
mixed type special polynomial can be obtained. The Bernoulli-Euler polynomials BEn(x)
are defined by means of the following generating function [84, p.9475(3.8)]:
2t
e2t − 1 e
xt =
∞∑
n=0
BEn(x)
tn
n!
. (2.5.1)
It is also shown in [84] that the Bernoulli-Euler polynomials are equivalent to the
Euler-Bernoulli polynomials (EBP) EBn(x), i.e., BEn(x) ≡E Bn(x). This is due to the fact
that the Appell polynomial sequences are closed under the operation of umbral composition
and form an abelian group.
Now, taking A1(t) =
(
t
et−1
)
and A2(t) =
(
2
et+1
)
(that is when the 2IAP A[2]n (x)
reduce to the BEP BEn(x)) in equations (2.2.31) and (2.2.32), respectively, the following
equations are obtained:
∞∑
n=0
αn
tn
n!
= −
∞∑
n=0
Bn+1(1)
n+ 1
tn
n!
(2.5.2)
and ∞∑
n=0
βn
tn
n!
=
∞∑
n=0
En
2
tn
n!
, (2.5.3)
respectively.
Consequently
αn = −Bn+1(1)
n+ 1
, α0 − 1
2
, (2.5.4)
βn =
En
2
, β0 = −1
2
. (2.5.5)
Now, substituting the values of coefficients from equations (2.5.4) and (2.5.5) in
equations (2.2.33)-(2.2.35) and (2.2.41), (2.2.42), the following recurrence relation, shift
operators and differential equation for the BEP BEn(x) are obtained:
BEn+1(x) = (x− 1)BEn(x)−
n−1∑
s=0
(
n
s
)(
Bn−s+1(1)
n− s+ 1 −
En−s
2
)
BEs(x), (2.5.6)
Θ−(1)n := Φ
−
n =
1
n
Dx; (2.5.7)
Θ+(1)n := (x− 1)−
n−1∑
s=0
1
(n− s)!
(
Bn−s+1(1)
(n− s+ 1) −
En−s
2
)
Dn−sx (2.5.8)
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and ((
Bn(1)
(n)!
− En−1
2(n−1)!
)
Dnx +
(
Bn−1(1)
(n−1)! − En−22(n−2)!
)
Dn−1x + . . .+
(
B2(1)
2!
− E1
2(1)!
)
×D2x − (x− 1)Dx + n
)
BEn(x) = 0,
(2.5.9)
respectively.
The integral equation for the Bernoulli-Euler polynomials BEn(x) can be obtained
by making use of values given in equations (2.5.4) and (2.5.5) and proceeding on the same
lines as in Example 2.4.1 of the previous section.
The problem of finding all polynomial sequences, which are at the same time Appell
polynomials and d-orthogonal is considered in [49]. The recurrence relations and differ-
ential equations of the 2IAP A[2]n (x) established in this chapter may be used to study the
d-orthogonality of these polynomials. This aspect may be considered in further investiga-
tion.
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DETERMINANTAL APPROACH TO THE SHEFFER-
APPELL POLYNOMIALS
3.1 Introduction
Sequences of polynomials play a fundamental role in applied mathematics. The Appell
polynomial sequences appear in different applications in pure and applied mathematics.
These sequences arise in theoretical physics, chemistry [10, 152] and several branches of
mathematics [93] such as the study of polynomial expansions of analytic functions, num-
ber theory and numerical analysis. The typical examples of Appell polynomial sequences
are the Bernoulli and Euler polynomials. These polynomials play an important role in var-
ious expansions and approximation formulas which are useful both in analytic theory of
numbers and in classical and numerical analysis and can be defined by various methods
depending on the applications.
In 1939, Sheffer [138] introduced a new class of polynomials which extends the class
of Appell polynomials; he called these polynomials of type zero, but nowadays they are
called Sheffer polynomials. Sheffer also noticed the similarities between Appell polyno-
mials and umbral calculus, introduced in the second half of the 19th century with the work
of mathematicians such as Sylvester, Cayley and Blissard, see for example [13]. The Shef-
fer theory is mainly based on formal power series. The Sheffer class contains important
sequences such as the Hermite, Laguerre, Bessel, Bernoulli, Poisson-Charlier polynomials
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etc. These polynomials are important from the viewpoint of applications in physics and
number theory. The definitions and concepts related to the Appell and Sheffer polynomials
are discussed in Section 1.2 of Chapter 1.
Recently, certain mixed special polynomial families related to the Appell and Sheffer
sequences are studied in a systematic way, see for example [80,81,90]. These polynomials
are studied thoroughly due to their applications in various fields of mathematics, physics
and engineering. The properties of these mixed special families lie within the properties
of the parent polynomials. To find the differential, integro-differential and partial differ-
ential equations for a mixed special polynomial family [90] is a recent investigation [149].
Introducing a determinantal definition for the mixed special polynomials via operational
techniques is a new study, which has been taken into consideration. The technique of com-
bining two sequences by means of umbral composition is a systematic way of constructing
mixed special sequences studied by Roman in [127]. The set of all Appell and Sheffer
sequences form a group under the umbral composition.
In this chapter, the composition of Appell and Sheffer polynomials is considered to
introduce a new family of special polynomials, namely the Sheffer-Appell family. The
important properties of this family are established. In Section 3.2, the generating func-
tion, series definition and determinantal definition for the Sheffer-Appell polynomials are
established . Further, these polynomials are framed within the context of the monomiality
principle and their properties are derived. In Section 3.3, the Sheffer-Bernoulli and Sheffer-
Euler polynomials are introduced as special cases of this family. In Section 3.4, examples
of some members belonging to this family are considered. In Section 3.5, graphs of some
members belonging to this family are drawn for suitable values of the indices.
3.2 Sheffer-Appell Polynomials
The polynomials defined as the discrete convolution of the known polynomials are used to
explore new families of special polynomials. The discrete Appell convolution f (A)n (x) is
defined as
f (A)n (x) =
n∑
k=0
(
n
k
)
Akfn−k(x).
52
Determinantal approach to the Sheffer-Appell polynomials
Taking the generic polynomials fn(x) (n ∈ N, x ∈ R) as xn in the above equation,
it follows that f (A)n (x) reduce to the Appell polynomials An(x) [127].
In this section, the Sheffer-Appell polynomials are introduced by means of the gen-
erating function and series definition. Further, a determinantal definition of the Sheffer-
Appell polynomials is established.
First, the generating function for the Sheffer-Appell polynomials is derived by prov-
ing the following result.
Theorem 3.2.1. The Sheffer-Appell polynomials sAn(x) are defined by the following gen-
erating function:
A(t)A(t)exH(t) =
∞∑
n=0
sAn(x)
tn
n!
, (3.2.1)
or, equivalently
1
g(f−1(t))
1
g(t)
ex(f
−1(t)) =
∞∑
n=0
sAn(x)
tn
n!
. (3.2.2)
Proof. Replacement of x by the multiplicative operator Mˆs ((1.3.11) or (1.3.12)) of the
Sheffer polynomials sn(x) in the l.h.s. of generating function (1.2.5) of the Appell polyno-
mials gives
A(t)eMˆst{1} =
∞∑
n=0
An(Mˆs)
tn
n!
, (3.2.3)
which on using equation (1.3.6) in the l.h.s. and denoting the resultant Sheffer-Appell
polynomials in the r.h.s. by sAn(x), that is
sAn(x) = An(Mˆs), Mˆs := Multiplicative operator of sn(x), (3.2.4)
gives
A(t)
∞∑
n=0
sn(x)
tn
n!
=
∞∑
n=0
sAn(x)
tn
n!
. (3.2.5)
The use of generating function (1.2.31) in the l.h.s. of the above equation yields
assertion (3.2.1). Also, in view of relations (1.2.9), (1.2.39) and (1.2.40), equation (3.2.1)
can be expressed equivalently as (3.2.2). 
Next, the series definition of the Sheffer-Appell polynomials sAn(x) is obtained by
proving following result:
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Theorem 3.2.2. The Sheffer-Appell polynomials sAn(x) are defined by the following se-
ries:
sAn(x) =
n∑
k=0
(
n
k
)
Ak sn−k(x). (3.2.6)
Proof. Use of expansion (1.2.3) of A(t) in the l.h.s. of equation (3.2.5) gives
∞∑
n=0
∞∑
k=0
Ak sn(x)
tn+k
n!k!
=
∞∑
n=0
sAn(x)
tn
n!
, (3.2.7)
which after replacing n by n − k in the l.h.s. and then equating the coefficients of like
powers of t in both sides of the resultant equation yields assertion (3.2.6). 
Note. It is important to note that definition (3.2.6) is a direct consequence of the fact that
the Sheffer-Appell polynomials sAn(x) are discrete Appell convolution of the Sheffer poly-
nomials sn(x).
Remark 3.2.1. It is important to remark that equation (3.2.4) is the operational correspon-
dence between the Sheffer-Appell polynomials sAn(x) and Appell polynomials An(x).
In order to give the determinantal definition of the Sheffer-Appell polynomials sAn(x),
the following result is proved:
Theorem 3.2.3. The Sheffer-Appell polynomials sAn(x) of degree n are defined by
sA0(x) =
1
β0
,
sAn(x) =
(−1)n
(β0)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 s1(x) s2(x) · · · sn−1(x) sn(x)
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(3.2.8)
where n = 1, 2, . . . and sn(x) (n = 0, 1, · · · ) are the Sheffer polynomials of degree n
defined by equation (1.2.31) (or (1.2.38)); β0, β1, · · · , βn ∈ R; β0 6= 0 and
β0 =
1
A0
,
βn = − 1A0
( n∑
k=1
(
n
k
)
Ak βn−k
)
, n = 1, 2, . . . .
(3.2.9)
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Proof. The first part of assertion (3.2.8) is proved by taking n = 0 in series definition
(3.2.6) of the Sheffer-Appell polynomials and then using relation A0(x) = 1β0 (equation
(1.3.16)) in the resultant equation.
In order to prove second part of assertion (3.2.8), the determinant of the Appell poly-
nomials given in equation (1.3.16) is expanded with respect to the first row, so that
An(x) =
(−1)n
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β1 β2 · · · βn−1 βn
β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . · · · . .
0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− (−1)nx
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β2 · · · βn−1 βn
0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . · · · . .
0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ (−1)
nx2
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β1 · · · βn−1 βn
0 β0 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 · · · (n−1
2
)
βn−3
(
n
2
)
βn−2
. . · · · . .
0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+ xn−1
(β0)n+1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β1 β2 · · · βn
0 β0
(
2
1
)
β1 · · ·
(
n
1
)
βn−1
0 0 β0 · · ·
(
n
2
)
βn−2
. . . · · · .
0 0 0 · · · ( n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ (−1)
2n+1xn
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β1 β2 · · · βn−1
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
0 0 β0 · · ·
(
n−1
2
)
βn−3
. . . · · · .
0 0 0 · · · β0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
(3.2.10)
Since each minor in equation (3.2.10) is independent of x, therefore replacing x by
Mˆs in equation (3.2.10) and then using the fact that s0(x) = 1 and sn(x) = Mˆns {s0(x)} (n =
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1, 2, 3, · · · ) in the r.h.s. of the resultant equation, it follows that
An(Mˆs) =
(−1)n
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β1 β2 · · · βn−1 βn
β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . · · · . .
0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− (−1)ns1(x)
(β0)n+1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β2 · · · βn−1 βn
0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . · · · . .
0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ (−1)
ns2(x)
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β1 · · · βn−1 βn
0 β0 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 · · · (n−1
2
)
βn−3
(
n
2
)
βn−2
. . · · · . .
0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+ sn−1(x)
(β0)n+1
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β1 β2 · · · βn
0 β0
(
2
1
)
β1 · · ·
(
n
1
)
βn−1
0 0 β0 · · ·
(
n
2
)
βn−2
. . . · · · .
0 0 0 · · · ( n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ (−1)
2n+1sn(x)
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β1 β2 · · · βn−1
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
0 0 β0 · · ·
(
n−1
2
)
βn−3
. . . · · · .
0 0 0 · · · β0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(3.2.11)
which on using operational rule (3.2.4) in the l.h.s. and combining the terms in the r.h.s. of
equation (3.2.11) proves second part of assertion (3.2.8). 
The Appell and Sheffer polynomials,An(x) and sn(x) respectively, are quasi-monomial.
In order to show that the Sheffer-Appell polynomials sAn(x) are quasi-monomial, the fol-
lowing result is proved:
Theorem 3.2.4. The Sheffer-Appell polynomials sAn(x) are quasi-monomial with respect
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to the following multiplicative and derivative operators :
MˆsA = xH
′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x))
, (3.2.12)
or, equivalently
MˆsA =
(
x− g
′(∂x)
g(∂x)
)
1
f ′(∂x)
− g
′(f(∂x))
g(f(∂x))
(3.2.13)
and
PˆsA = H
−1(∂x), (3.2.14)
or, equivalently
PˆsA = f(∂x), (3.2.15)
respectively.
Proof. Differentiation of equation (3.2.1) partially with respect to t gives(
xH ′(t) +
A′(t)
A(t) +
A′(t)
A(t)
)
A(t)A(t)exH(t) =
∞∑
n=0
sAn+1(x)
tn
n!
. (3.2.16)
Since A(t) and A(t) are invertible series of t, therefore A′(t)A(t) and A
′(t)
A(t)
possess power
series expansions of t. Thus, in view of the following identity for the Sheffer-Appell poly-
nomials:
∂x{A(t)A(t)exH(t)} = H(t)A(t)A(t)exH(t), (3.2.17)
or, equivalently
H−1(∂x){A(t)A(t)exH(t)} = tA(t)A(t)exH(t), (3.2.18)
equation (3.2.16) becomes(
xH ′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x))
)
{A(t)A(t)exH(t)} =
∞∑
n=0
sAn+1(x)
tn
n!
,
(3.2.19)
which on using generating function (3.2.1) in the l.h.s. and rearranging the summation
yields
∞∑
n=0
(
xH ′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x))
){
sAn(x)
tn
n!
}
=
∞∑
n=0
sAn+1(x)
tn
n!
.
57
Chapter 3
Equating the coefficients of the same powers of t in both sides of the above equation,
it follows that(
xH ′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x))
){
sAn(x)
}
= sAn+1(x), (3.2.20)
which in view of monomiality principle equation (1.3.1) yields assertion (3.2.12). Also, in
view of relations (1.2.9), (1.2.39) and (1.2.40), equation (3.2.12) can be expressed equiva-
lently as (3.2.13).
In order to prove assertion (3.2.14), generating function (3.2.1) is used in both sides
of identity (3.2.18), so that
H−1(∂x)
{ ∞∑
n=0
sAn(x)
tn
n!
}
=
∞∑
n=1
sAn−1(x)
tn
(n− 1)! , (3.2.21)
which on rearranging the summation in the l.h.s. and then equating the coefficients of the
same powers of t in both sides of the resultant equation gives
H−1(∂x){sAn(x)} = n sAn−1(x), n ≥ 1. (3.2.22)
Consequently, assertion (3.2.14) is proved in view of monomiality principle equation
(1.3.2). Also, in view of relation (1.2.40), equation (3.2.14) can be expressed equivalently
as (3.2.15). 
Remark 3.2.2. It is important to observe that, equations (3.2.20) and (3.2.22) are the dif-
ferential recurrence relations satisfied by the Sheffer-Appell polynomials sAn(x).
Theorem 3.2.5. The Sheffer-Appell polynomials sAn(x) satisfy the following differential
equation:(
xH ′(H−1(∂x))H−1(∂x) +
A′(H−1(∂x))
A(H−1(∂x))H
−1(∂x) +
A′(H−1(∂x))
A(H−1(∂x))
H−1(∂x)− n
)
sAn(x) = 0,
(3.2.23)
or, equivalently((
x− g
′(∂x)
g(∂x)
)
f(∂x)
f ′(∂x)
− g
′(f(∂x))
g(f(∂x))
f(∂x)− n
)
sAn(x) = 0. (3.2.24)
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Proof. Using equations (3.2.12) (or (3.2.13)) and (3.2.14) (or (3.2.15)) in monomiality
principle equation (1.3.4), assertion (3.2.23) (or (3.2.24)) follows. 
The operational rule (3.2.4) can be used to derive the results for the Sheffer-Appell
polynomials from the results of the Appell polynomials. To give an example, the following
identities involving the Appell polynomials are considered [29]:
An(x) =
1
β0
(
xn −
n−1∑
k=0
(
n
k
)
βn−k Ak(x)
)
, n = 1, 2, · · · ,
xn =
n∑
k=0
(
n
k
)
βn−k Ak(x), n = 0, 1, · · · .
(3.2.25)
Replacement of x by Mˆs in the above equations and use of operational rules (3.2.4)
and (1.3.6) yield the following results for the Sheffer-Appell polynomials sAn(x):
sAn(x) =
1
β0
(
sn(x)−
n−1∑
k=0
(
n
k
)
βn−k sAk(x)
)
, n = 1, 2, · · · ,
sn(x) =
n∑
k=0
(
n
k
)
βn−k sAk(x), n = 0, 1, · · · .
(3.2.26)
It is important to note that the Sheffer-Appell polynomials introduced in this sec-
tion are actually the Sheffer polynomials, since their generating function is of the type
A?(t)exH(t), with a suitable choice for A?(t).
In the next section, the Sheffer-Bernoulli and Sheffer-Euler polynomials are intro-
duced as members of the Sheffer-Appell polynomials family sAn(x).
3.3 Sheffer-Bernoulli and Sheffer-Euler Polynomials
The typical examples of Appell polynomials besides the trivial example {xn}∞n=0 are the
Bernoulli, Euler and Hermite polynomials. In particular, the Hermite polynomials sequence
Hen(x) defined by the generating function
e(xt−
t2
2
) =
∞∑
n=0
Hen(x)
tn
n!
, |t| <∞; |x| <∞ (3.3.1)
is a unique sequence of Appell polynomials that is also orthogonal with respect to a positive
measure. Some known Appell polynomials are mentioned in Section 1.2 of Chapter 1.
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The Bernoulli polynomials Bn(x) and Euler polynomials En(x) are important mem-
bers of the Appell family. Therefore, in this section, the Sheffer-Bernoulli and Sheffer-
Euler polynomials, sBn(x) and sEn(x) respectively, are introduced by means of generating
functions and series definitions. The determinantal definitions for these polynomials are
also given.
Taking A(t)
(
or 1
g(t)
)
= t
et−1 of the Bernoulli polynomials Bn(x) in the l.h.s. of
generating function (3.2.1) (or (3.2.2)) and denoting the resultant Sheffer-Bernoulli poly-
nomials in the r.h.s. by sBn(x), the following generating function for the Sheffer-Bernoulli
polynomials sBn(x) is obtained:
t
et − 1 A(t)e
xH(t) =
∞∑
n=0
sBn(x)
tn
n!
, (3.3.2)
or, equivalently
t
et − 1
1
g(f−1(t))
ex(f
−1(t)) =
∞∑
n=0
sBn(x)
tn
n!
. (3.3.3)
Similarly, taking A(t)
(
or 1
g(t)
)
= 2
et+1
of the Euler polynomials En(x) in the l.h.s.
of generating function (3.2.1) (or (3.2.2)) and denoting the resultant Sheffer-Euler poly-
nomials in the r.h.s. by sEn(x), the following generating function for the Sheffer-Euler
polynomials sEn(x) is obtained:
2
et + 1
A(t)exH(t) =
∞∑
n=0
sEn(x)
tn
n!
, (3.3.4)
or, equivalently
2
et + 1
1
g(f−1(t))
ex(f
−1(t)) =
∞∑
n=0
sEn(x)
tn
n!
. (3.3.5)
Replacement of An(x) by Bn(x) in the l.h.s. and Ak by Bk in the r.h.s. of equation
(3.2.6) gives the following series definition for the Sheffer-Bernoulli polynomials sBn(x):
sBn(x) =
n∑
k=0
(
n
k
)
Bk sn−k(x). (3.3.6)
Similarly, for An(x) = En(x) and Ak = Ek, the following series definition for the
Sheffer-Euler polynomials sEn(x) is obtained:
sEn(x) =
n∑
k=0
(
n
k
)
Ek sn−k(x). (3.3.7)
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Next, taking An(x) = Bn(x) in equation (3.2.4), the following operational relation
between the Bernoulli and Sheffer-Bernoulli polynomials is obtained:
sBn(x) = Bn(Mˆs), Mˆs := Multiplicative operator of sn(x) (3.3.8)
and for An(x) = En(x), the following operational relation between the Euler and Sheffer-
Euler polynomials is obtained:
sEn(x) = En(Mˆs), Mˆs := Multiplicative operator of sn(x). (3.3.9)
It is mentioned in Section 1.3 of Chapter 1, that for β0 = 1 and βi = 1i+1 (i =
1, 2, · · · , n) the determinantal definition (1.3.16) of the Appell polynomials An(x) reduces
to the determinantal definition of the Bernoulli polynomials Bn(x) [28].
Therefore, taking β0 = 1 and βi = 1i+1 (i = 1, 2, · · · , n) in equation (3.2.8), the fol-
lowing determinantal definition of the Sheffer-Bernoulli polynomials sBn(x) is obtained:
Definition 3.3.1. The Sheffer-Bernoulli polynomials sBn(x) of degree n are defined by
sB0(x) = 1,
sBn(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 s1(x) s2(x) · · · sn−1(x) sn(x)
1 1
2
1
3
· · · 1
n
1
n+1
0 1
(
2
1
)
1
2
· · · (n−1
1
)
1
n−1
(
n
1
)
1
n
0 0 1 · · · (n−1
2
)
1
n−2
(
n
2
)
1
n−1
. . . · · · . .
0 0 0 · · · 1 ( n
n−1
)
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(3.3.10)
where sn(x) (n = 0, 1, 2, · · · ) are the Sheffer polynomials of degree n.
Again, in view of the fact that, for β0 = 1 and βi = 12 (i = 1, 2, · · · , n), equation
(1.3.16) gives the determinantal definition of the Euler polynomials [29, p.1540(60-61)],
the following determinantal definition of the Sheffer-Euler polynomials sEn(x) is obtained:
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Definition 3.3.2. The Sheffer-Euler polynomials sEn(x) of degree n are defined by
sE0(x) = 1,
sEn(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 s1(x) s2(x) · · · sn−1(x) sn(x)
1 1
2
1
2
· · · 1
2
1
2
0 1 1
2
(
2
1
) · · · 1
2
(
n−1
1
)
1
2
(
n
1
)
0 0 1 · · · 1
2
(
n−1
2
)
1
2
(
n
2
)
. . . · · · . .
0 0 0 · · · 1 1
2
(
n
n−1
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(3.3.11)
where sn(x) (n = 0, 1, 2, · · · ) are the Sheffer polynomials of degree n.
In order to frame the Sheffer-Bernoulli and Sheffer-Euler polynomials, sBn(x) and
sEn(x) respectively, within the context of monomiality principle, the following results are
proved:
Theorem 3.3.1. The Sheffer-Bernoulli polynomials sBn(x) are quasi-monomial with re-
spect to the following multiplicative and derivative operators :
MˆsB = xH
′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x)) +
e(H
−1(∂x))(1−(H−1(∂x)))−1
H−1(∂x)(e(H−1(∂x))−1) ,
(3.3.12)
or, equivalently
MˆsB =
(
x− g
′(∂x)
g(∂x)
) 1
f ′(∂x)
+
ef(∂x)(1− f(∂x))− 1
f(∂x)(ef(∂x) − 1) (3.3.13)
and
PˆsB = H
−1(∂x), (3.3.14)
or, equivalently
PˆsB = f(∂x), (3.3.15)
respectively.
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Proof. For the Bernoulli polynomials Bn(x), it follows that A(t)
(
or 1
g(t)
)
= t
et−1 . There-
fore, taking A(H−1(∂x)) =
(H−1(∂x))
e(H
−1(∂x))−1 and A
′(H−1(∂x)) =
e(H
−1(∂x))(1−(H−1(∂x)))−1
(e(H
−1(∂x))−1)2 in
equation (3.2.12), assertion (3.3.12) is proved.
Similarly, taking g(f(∂x)) = e
f(∂x)−1
f(∂x)
and consequently g′(f(∂x)) =
e(f(∂x))(f(∂x)−1)+1
(f(∂x))
2
in equation (3.2.13), assertion (3.3.13) is proved.
Further, in view of equation (3.2.14) (or (3.2.15)), assertion (3.3.14) (or (3.3.15))
follows. 
Theorem 3.3.2. The Sheffer-Bernoulli polynomials sBn(x) satisfy the following differential
equation: (
xH ′(H−1(∂x))H−1(∂x) +
A′(H−1(∂x))
A(H−1(∂x))H
−1(∂x)
+ e
(H−1(∂x))(1−(H−1(∂x)))−1
H−1(∂x)(e(H−1(∂x))−1) H
−1(∂x)− n
)
sBn(x) = 0,
(3.3.16)
or, equivalently((
x− g
′(∂x)
g(∂x)
) f(∂x)
f ′(∂x)
+
ef(∂x)(1− f(∂x))− 1
f(∂x)(ef(∂x) − 1) f(∂x)− n
)
sBn(x) = 0. (3.3.17)
Proof. Use of equations (3.3.12) (or (3.3.13)) and (3.3.14) (or (3.3.15)) in monomiality
principle equation (1.3.4) yields assertion (3.3.16) (or (3.3.17)). 
Theorem 3.3.3. The Sheffer-Euler polynomials sEn(x) are quasi-monomial with respect
to the following multiplicative and derivative operators :
MˆsE = xH
′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x)) −
e(H
−1(∂x))
(eH−1(∂x) + 1)
, (3.3.18)
or, equivalently
MˆsE =
(
x− g
′(∂x)
g(∂x)
)
1
f ′(∂x)
− e
f(∂x)
(ef(∂x) + 1)
(3.3.19)
and
PˆsE = H
−1(∂x), (3.3.20)
or, equivalently
PˆsB = f(∂x), (3.3.21)
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respectively.
Proof. Since, for the Euler polynomials En(x), A(t)
(
or 1
g(t)
)
= 2
et+1
. Therefore, taking
A(H−1(∂x)) = 2e(H−1(∂x))+1 and consequently A
′(H−1(∂x)) = − 2e(H
−1(∂x))
(e(H
−1(∂x))+1)2
in equation
(3.2.12), assertion (3.3.18) is obtained.
Similarly, taking g(f(∂x)) = e
f(∂x)+1
2
and consequently g′(f(∂x)) = e
f(∂x)
2
in equa-
tion (3.2.13), assertion (3.3.19) is obtained.
Further, in view of equation (3.2.14) (or (3.2.15)) assertion (3.3.20) (or (3.3.21))
follows. 
Theorem 3.3.4. The Sheffer-Euler polynomials sEn(x) satisfy the following differential
equation:(
xH ′(H−1(∂x))H−1(∂x)+
A′(H−1(∂x))
A(H−1(∂x))H
−1(∂x)− e
(H−1(∂x))
(eH−1(∂x) + 1)
H−1(∂x)−n
)
sEn(x) = 0,
(3.3.22)
or, equivalently((
x− g
′(∂x)
g(∂x)
)
f(∂x)
f ′(∂x)
− e
f(∂x)
ef(∂x) + 1
f(∂x)− n
)
sEn(x) = 0. (3.3.23)
Proof. Use of equations (3.3.18) (or (3.3.19)) and (3.3.20) (or (3.3.21)) in monomiality
principle equation (1.3.4) yields assertion (3.3.22) (or (3.3.23)). 
Next, the applications of operational rules (3.3.8) and (3.3.9) are considered to derive
the results for the Sheffer-Bernoulli and the Sheffer-Euler polynomials, from the results of
the Bernoulli and Euler polynomials respectively.
For this, the following functional equations for the Bernoulli and Euler polynomials
are considered [29]:
n−1∑
k=0
(
n
k
)
Bk(x) = nx
n−1, n = 2, 3, · · · (3.3.24)
and
En(x) = x
n − 1
2n
n−1∑
k=0
(
n
k
)
Ek(x), n = 1, 2, · · · , (3.3.25)
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respectively.
Replacing x by the multiplicative operator Mˆs of the Sheffer polynomials sn(x) in
above equations and then using appropriate operational rules in the resultant equations, the
following functional equations for the Sheffer-Bernoulli and Sheffer-Euler polynomials are
obtained:
n−1∑
k=0
(
n
k
)
sBk(x) = nsn−1(x), n = 2, 3, · · · (3.3.26)
and
sEn(x) = sn(x)− 1
2n
n−1∑
k=0
(
n
k
)
sEk(x), n = 1, 2, · · · , (3.3.27)
respectively.
The above examples illustrate that the operational relations established in this chapter
can be used to derive the results for the newly introduced families of polynomials from the
results of any member belonging to the Appell family.
In the next section, certain results for the Hermite-Appell and Laguerre-Appell poly-
nomials are derived.
3.4 Examples
The Hermite and Laguerre polynomials are important members of the Sheffer family. The
generating functions and other results for these polynomials are considered in Section 1.3
of Chapter 1. In order to derive the results for the Hermite-Appell and Laguerre-Appell
polynomials, the following examples are considered:
Example 3.4.1. Taking A(t)
(
or 1g(f−1(t))
)
= e−t
2 and H(t) (or f−1(t)) = 2t of the Her-
mite polynomials Hn(x) in equation (3.2.1) (or (3.2.2)), the following generating function
for the Hermite-Appell polynomials is obtained [90]:
A(t)e(2xt−t
2) =
∞∑
n=0
HAn(x)
tn
n!
, (3.4.1)
or, equivalently
1
g(t)
e(2xt−t
2) =
∞∑
n=0
HAn(x)
tn
n!
. (3.4.2)
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By making suitable substitutions and using appropriate notations in the results de-
rived in Section 3.2, the corresponding results for the Hermite-Appell polynomials HAn(x)
are obtained. These results are given in Table 3.1.
Table 3.1. Results for HAn(x)
S. No. Results Hermite-Appell polynomialsHAn(x)
I. Series definition HAn(x) =
n∑
k=0
(
n
k
)
AkHn−k(x)
II. Multiplicative and MˆHA = 2x− ∂x + A
′(∂x/2)
A(∂x/2)
derivative operators PˆHA =
∂x
2
III. Differential equation
(
∂2x − 2x∂x − A
′(∂x/2)
A(∂x/2)
∂x + 2n
)
HAn(x) = 0
IV. Operational rule HAn(x) = An(MˆH ); MˆH :=Multiplicative operator ofHn(x)
Taking sn(x) = Hn(x) (n = 0, 1, · · · ) in equation (3.2.8), the following determinan-
tal definition of the Hermite-Appell polynomials HAn(x) is obtained:
Definition 3.4.1. The Hermite-Appell polynomials HAn(x) of degree n are defined by
HA0(x) =
1
β0
,
HAn(x) =
(−1)n
(β0)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H1(x) H2(x) · · · Hn−1(x) Hn(x)
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(3.4.3)
where n = 1, 2, . . . andHn(x) (n = 0, 1, · · · ) are the Hermite polynomials; β0, β1, · · · , βn
∈ R; β0 6= 0 and
β0 =
1
A0
,
βn = − 1A0
( n∑
k=1
(
n
k
)
Ak βn−k
)
, n = 1, 2, . . . .
(3.4.4)
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With the help of the results given in Table 3.1 and by taking A(t) (or g(t)) of the
members belonging to the Appell polynomials family, the generating functions and other
results for the corresponding members of the Hermite-Appell family can be derived.
To give an example, consider An(x) = Bn(x) then from equation (1.2.15), it follows
that A(t)
(
or 1
g(t)
)
= t
et−1 and thus in view of equation (3.4.1) (or (3.4.2)), the following
generating function for the Hermite-Bernoulli polynomials HBn(x) is obtained:
t
et − 1e
(2xt−t2) =
∞∑
n=0
HBn(x)
tn
n!
. (3.4.5)
Similarly, by taking An(x) = En(x), it follows that A(t)
(
or 1
g(t)
)
= 2
et+1
and thus
in view of equation (3.4.1) (or (3.4.2)), the following generating function for the Hermite-
Euler polynomials HEn(x) is obtained:
2
et + 1
e(2xt−t
2) =
∞∑
n=0
HEn(x)
tn
n!
. (3.4.6)
The series definitions and other results for the Hermite-Bernoulli and Hermite-Euler
polynomials are given in Table 3.2.
Table 3.2. Results for HBn(x) and HEn(x)
S. No. Results Hermite-Bernoulli polynomialsHBn(x) Hermite-Euler polynomialsHEn(x)
I. Series definitions HBn(x) =
n∑
k=0
(
n
k
)
BkHn−k(x) HEn(x) =
n∑
k=0
(
n
k
)
Ek Hn−k(x)
II. Multiplicative and MˆHB = 2x− ∂x +
e∂x/2
(
1− ∂x
2
)
−1
∂x
2
(e∂x/2−1)
MˆHE = 2x− ∂x − e
∂x/2
e∂x/2+1
derivative operators PˆHB =
∂x
2
PˆHE =
∂x
2
III. Differential
(
∂2x − 2x∂x −
e∂x/2
(
1− ∂x
2
)
−1
∂x
2
(e∂x/2−1)
(
∂2x − 2x∂x + e
∂x/2
e∂x/2+1
equations ∂x + 2n
)
HBn(x) = 0 +2n
)
HEn(x) = 0
IV. Operational rules HBn(x) = Bn(MˆH ); MˆH :=Multiplicative HEn(x) = En(MˆH ); MˆH :=Multiplicative
operator ofHn(x) operator ofHn(x)
Taking β0 = 1 and βi = 1i+1 (i = 1, 2, · · · , n) in equation (3.4.3), the following
determinantal definition of the Hermite-Bernoulli polynomials HBn(x) is obtained:
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Definition 3.4.2. The Hermite-Bernoulli polynomials HBn(x) of degree n are defined by
HB0(x) = 1,
HBn(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H1(x) H2(x) · · · Hn−1(x) Hn(x)
1 1
2
1
3
· · · 1
n
1
n+1
0 1
(
2
1
)
1
2
· · · (n−1
1
)
1
n−1
(
n
1
)
1
n
0 0 1 · · · (n−1
2
)
1
n−2
(
n
2
)
1
n−1
. . . · · · . .
0 0 0 · · · 1 ( n
n−1
)
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(3.4.7)
where Hn(x) (n = 0, 1, 2, · · · ) are the Hermite polynomials of degree n.
Next, by taking β0 = 1 and βi = 12 (i = 1, 2, · · · , n) in equation (3.4.3), the following
determinantal definition of the Hermite-Euler polynomials HEn(x) is obtained:
Definition 3.4.3. The Hermite-Euler polynomials HEn(x) of degree n are defined by
HE0(x) = 1,
HEn(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H1(x) H2(x) · · · Hn−1(x) Hn(x)
1 1
2
1
2
· · · 1
2
1
2
0 1 1
2
(
2
1
) · · · 1
2
(
n−1
1
)
1
2
(
n
1
)
0 0 1 · · · 1
2
(
n−1
2
)
1
2
(
n
2
)
. . . · · · . .
0 0 0 · · · 1 1
2
(
n
n−1
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(3.4.8)
where Hn(x) (n = 0, 1, 2, · · · ) are the Hermite polynomials of degree n.
Example 3.4.2. Taking A(t)
(
or 1g(f−1(t))
)
= 1
1−t and H(t) (or f
−1(t)) = t
t−1 of the La-
guerre polynomials Ln(x) in equation (3.2.1) (or (3.2.2)), the following generating function
for the Laguerre-Appell polynomials is obtained [80]:
A(t)
1
1− te
(−xt
1−t ) =
∞∑
n=0
LAn(x)
tn
n!
, (3.4.9)
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or, equivalently
1
g(t)
1
1− te
(−xt
1−t ) =
∞∑
n=0
LAn(x)
tn
n!
. (3.4.10)
By making suitable substitutions and using appropriate notations in the results de-
rived in Section 3.2, the corresponding results for the Laguerre-Appell polynomials LAn(x)
are obtained. These results are given in Table 3.3.
Table 3.3. Results for LAn(x)
S. No. Results Laguerre-Appell polynomials LAn(x)
I. Series definition LAn(x) =
n∑
k=0
(
n
k
)
Ak Ln−k(x)
II. Multiplicative and MˆLA = −x∂2x + (2x− 1)∂x − (x− 1) + A
′(∂x/∂x−1)
A(∂x/∂x−1)
derivative operators PˆLA =
∂x
∂x−1
III. Differential equation
(
x∂2x − (2x− 1)∂x + (x− 1)− A
′(∂x/∂x−1)
A(∂x/∂x−1) + n
∂x−1
∂x
)
LAn(x) = 0
IV. Operational rule LAn(x) = An(MˆL); MˆL := Multiplicative operator ofLn(x)
Taking sn(x) = Ln(x) (n = 0, 1, · · · ) in equation (3.2.8), the following determinan-
tal definition of the Laguerre-Appell polynomials LAn(x) is obtained:
Definition 3.4.4. The Laguerre-Appell polynomials LAn(x) of degree n are defined by
LA0(x) =
1
β0
,
LAn(x) =
(−1)n
(β0)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 L1(x) L2(x) · · · Ln−1(x) Ln(x)
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(3.4.11)
where n = 1, 2, . . . andLn(x) (n = 0, 1, · · · ) are the Laguerre polynomials; β0, β1, · · · , βn ∈
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R; β0 6= 0 and
β0 =
1
A0
,
βn = − 1A0
( n∑
k=1
(
n
k
)
Ak βn−k
)
, n = 1, 2, . . . .
(3.4.12)
With the help of the results given in Table 3.3 and by taking A(t) (or g(t)) of the
members belonging to the Appell polynomials family, the generating functions and other
results for the corresponding members of the Laguerre-Appell family can be derived.
In view of equation (3.4.9) (or (3.4.10)), the following generating functions for the
Laguerre-Bernoulli and Laguerre-Euler polynomials LBn(x) and LEn(x) are obtained:
t
(et − 1)(1− t)e
(−xt
1−t ) =
∞∑
n=0
LBn(x)
tn
n!
(3.4.13)
and
2
(et + 1)(1− t)e
(−xt
1−t ) =
∞∑
n=0
LEn(x)
tn
n!
, (3.4.14)
respectively.
The series definitions and other results for the Laguerre-Bernoulli and Laguerre-Euler
polynomials are given in Table 3.4.
Table 3.4. Results for LBn(x) and LEn(x)
S.No. Results Laguerre-Bernoulli polynomials LBn(x) Laguerre-Euler polynomials LEn(x)
I. Series definitions LBn(x) =
n∑
k=0
(
n
k
)
Bk Ln−k(x) LEn(x) =
n∑
k=0
(
n
k
)
Ek Ln−k(x)
II. Multiplicative and MˆLB = −x∂2x + (2x− 1)∂x − (x− 1) MˆLE = −x∂2x + (2x− 1)∂x − (x− 1)
derivative operators +
exp
(
∂x
∂x−1
)(
1− ∂x
∂x−1
)
−1(
∂x
∂x−1
)(
exp
(
∂x
∂x−1
)
−1
) − exp
(
∂x
∂x−1
)
(
exp
(
∂x
∂x−1
)
+1
)
PˆLB =
∂x
∂x−1 PˆLE =
∂x
∂x−1
III. Differential
(
x∂2x − (2x− 1)∂x + (x− 1)
(
x∂2x − (2x− 1)∂x + (x− 1)
equations −
exp
(
∂x
∂x−1
)(
1− ∂x
∂x−1
)
−1(
∂x
∂x−1
)(
exp
(
∂x
∂x−1
)
−1
) + exp
(
∂x
∂x−1
)
(
exp
(
∂x
∂x−1
)
+1
) + n ∂x−1
∂x
)
LEn(x) = 0
+n ∂x−1
∂x
)
LBn(x) = 0
IV. Operational rules LBn(x) = Bn(MˆL); MˆL :=Multiplicative LEn(x) = En(MˆL); MˆL :=Multiplicative
operator ofLn(x) operator ofLn(x)
By taking β0 = 1 and βi = 1i+1 (i = 1, 2, · · · , n) in equation (3.4.11), the following
determinantal definition of the Laguerre-Bernoulli polynomials LBn(x) is obtained:
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Definition 3.4.5. The Laguerre-Bernoulli polynomials LBn(x) of degree n are defined by
LB0(x) = 1,
LBn(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 L1(x) L2(x) · · · Ln−1(x) Ln(x)
1 1
2
1
3
· · · 1
n
1
n+1
0 1
(
2
1
)
1
2
· · · (n−1
1
)
1
n−1
(
n
1
)
1
n
0 0 1 · · · (n−1
2
)
1
n−2
(
n
2
)
1
n−1
. . . · · · . .
0 0 0 · · · 1 ( n
n−1
)
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(3.4.15)
where Ln(x) (n = 0, 1, 2, · · · ) are the Laguerre polynomials of degree n.
Taking β0 = 1 and βi = 12 (i = 1, 2, · · · ) in equation (3.4.11), the following determi-
nantal definition of the Laguerre-Euler polynomials LEn(x) is obtained:
Definition 3.4.6. The Laguerre-Euler polynomials LEn(x) of degree n are defined by
LE0(x) = 1,
LEn(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 L1(x) L2(x) · · · Ln−1(x) Ln(x)
1 1
2
1
2
· · · 1
2
1
2
0 1 1
2
(
2
1
) · · · 1
2
(
n−1
1
)
1
2
(
n
1
)
0 0 1 · · · 1
2
(
n−1
2
)
1
2
(
n
2
)
. . . · · · . .
0 0 0 · · · 1 1
2
(
n
n−1
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(3.4.16)
where Ln(x) (n = 0, 1, 2, · · · ) are the Laguerre polynomials of degree n.
In the next section, the graphs of some special members belonging to the Sheffer-
Appell family are drawn.
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3.5 Concluding Remarks
In this section, the graphs of HBn(x), HEn(x), LBn(x) and LEn(x) are drawn for n = 3
and n = 4. To draw the graphs of these polynomials, the expressions of the first five Her-
mite polynomials Hn(x) and Laguerre polynomials Ln(x) are required. By making use of
their generating functions given in equations (1.2.41) and (1.2.42), the expressions for the
first five Hermite and Laguerre polynomials are obtained and are given in Table 3.5.
Table 3.5. Expressions of first five Hn(x) and Ln(x)
n 0 1 2 3 4
Hn(x) 1 2x 4x2 − 2 8x3 − 12x 16x4 − 48x2 + 12
Ln(x) 1 1− x 12 (x2 − 4x + 2) 16 (−x3 + 9x2 − 18x + 6) 124 (x4 − 16x3 + 72x2 − 96x + 24)
By taking n = 3 in equations (3.4.7), (3.4.8), (3.4.15) and (3.4.16), the following
determinantal expressions of HBn(x), HEn(x), LBn(x) and LEn(x) are obtained:
HB3(x) = −
∣∣∣∣∣∣∣∣∣∣∣
1 H1(x) H2(x) H3(x)
1 1/2 1/3 1/4
0 1 1 1
0 0 1 3/2
∣∣∣∣∣∣∣∣∣∣∣
, (3.5.1)
HE3(x) = −
∣∣∣∣∣∣∣∣∣∣∣
1 H1(x) H2(x) H3(x)
1 1/2 1/2 1/2
0 1 1 3/2
0 0 1 3/2
∣∣∣∣∣∣∣∣∣∣∣
, (3.5.2)
LB3(x) = −
∣∣∣∣∣∣∣∣∣∣∣
1 L1(x) L2(x) L3(x)
1 1/2 1/3 1/4
0 1 1 1
0 0 1 3/2
∣∣∣∣∣∣∣∣∣∣∣
(3.5.3)
and
LE3(x) = −
∣∣∣∣∣∣∣∣∣∣∣
1 L1(x) L2(x) L3(x)
1 1/2 1/2 1/2
0 1 1 3/2
0 0 1 3/2
∣∣∣∣∣∣∣∣∣∣∣
, (3.5.4)
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respectively.
By making use of expressions of first four Hn(x) and Ln(x) from Table 3.5 in equa-
tions (3.5.1)-(3.5.4) and simplifying, it follows that
HB3(x) = 8x
3 − 6x2 − 13x+ 5
2
, (3.5.5)
HE3(x) = 8x
3 − 6x2 − 12x− 5
4
, (3.5.6)
LB3(x) = −1
6
x3 +
3
4
x2 +
1
2
x− 1
2
, (3.5.7)
LE3(x) = −1
6
x3 +
3
4
x2 − 7
4
. (3.5.8)
Next, the expressions of HBn(x), HEn(x), LBn(x) and LEn(x) are obtained by tak-
ing n = 4 in equations (3.4.7), (3.4.8), (3.4.15) and (3.4.16), so that
HB4(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H1(x) H2(x) H3(x) H4(x)
1 1/2 1/3 1/4 1/5
0 1 1 1 1
0 0 1 3/2 2
0 0 0 1 2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.5.9)
HE4(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H1(x) H2(x) H3(x) H4(x)
1 1/2 1/2 1/2 1/2
0 1 1 3/2 2
0 0 1 3/2 3
0 0 0 1 2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.5.10)
LB4(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 L1(x) L2(x) L3(x) L4(x)
1 1/2 1/3 1/4 1/5
0 1 1 1 1
0 0 1 3/2 2
0 0 0 1 2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.5.11)
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and
LE4(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 L1(x) L2(x) L3(x) L4(x)
1 1/2 1/2 1/2 1/2
0 1 1 3/2 2
0 0 1 3/2 3
0 0 0 1 2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.5.12)
respectively.
Further, using the expressions of first five Hn(x) and Ln(x) from Table 3.5 in equa-
tions (3.5.9)-(3.5.12), it follows that
HB4(x) = 16x
4 − 16x3 − 44x2 + 24x+ 299
30
, (3.5.13)
HE4(x) = 16x
4 − 16x3 − 48x2 + 26x+ 12, (3.5.14)
LB4(x) =
1
24
x4 − 1
3
x3 +
1
2
x2 − 1
30
, (3.5.15)
LE4(x) =
1
24
x4 − 1
3
x3 + x. (3.5.16)
With the help of Matlab and using equations (3.5.5)-(3.5.8) and (3.5.13)-(3.5.16), the
following graphs are drawn:
Figure 3.5.1 Figure 3.5.2
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Figure 3.5.3 Figure 3.5.4
Figure 3.5.5 Figure 3.5.6
Figure 3.5.7 Figure 3.5.8
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The above graphs indicate the behavior of the polynomials for odd and even indices.
Since, an nth degree polynomial has at most (n − 1) turning points or relative extrema.
Thus, the following conclusions are drawn:
(i) Figures 3.5.1 and 3.5.2 show that HB3(x) and HB4(x) have two and three turning
points, respectively.
(ii) Figures 3.5.3 and 3.5.4 show that HE3(x) and HE4(x) have two and three turning
points, respectively.
(iii) Figures 3.5.5 and 3.5.6 show that LB3(x) and LB4(x) both have two turning points.
(iv) Figures 3.5.7 and 3.5.8 show that LE3(x) and LE4(x) both have two turning points.
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CERTAIN RESULTS FOR THE 2-VARIABLE APOSTOL
TYPE AND RELATED POLYNOMIALS
4.1 Introduction
The special polynomials of two variables are useful from the point of view of applications
in physics. These polynomials also allow the derivation of a number of useful identities
in a fairly straight forward way and help in introducing new families of special polynomi-
als. For example, Bretti et al. [19] introduced general classes of the Appell polynomials of
two variables by using properties of an iterated isomorphism, related to the Laguerre-type
exponentials. The two-variable forms of the Hermite, Laguerre and truncated exponen-
tial polynomials as well as their generalizations are considered by several authors, see for
example [8, 31, 35, 41, 42, 59].
Certain special polynomials of two variables are considered in Section 1.4 of Chapter
1. Motivated by the importance of the special functions of two variables in applications,
a general class of the 2-variable polynomials, namely the 2-variable general polynomials
(2VGP) pn(x, y) is considered in [85]. The 2VGP pn(x, y) are defined by means of the
following generating function [85, p.4(14)]:
extφ(y, t) =
∞∑
n=0
pn(x, y)
tn
n!
, p0(x, y) = 1, (4.1.1)
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where φ(y, t) has (at least the formal) series expansion
φ(y, t) =
∞∑
n=0
φn(y)
tn
n!
, φ0(y) 6= 0. (4.1.2)
In view of generating functions (1.4.1), (1.4.7), (1.4.15), (1.4.21), (1.4.27) and (4.1.1),
it follows that the 2-variable Hermite Kampe´ de Feriet polynomials Hn(x, y), Gould-
Hopper polynomialsH(m)n (x, y), 2-variable Laguerre polynomialsLn(y, x), 2-variable gen-
eralized Laguerre polynomials mLn(y, x) and 2-variable truncated exponential polynomials
e
(r)
n (x, y) (of order r) are the members of the 2VGP family.
The 2D Appell polynomialsR(m)n (x, y) [19], the Hermite-Appell polynomials HAn(x,
y) [90] and Laguerre-Appell polynomials LAn(y, x) [80] also belong to the class of the
2VGP family. These polynomials are defined by the following generating functions:
A(t) exp(xt+ ytm) =
∞∑
n=0
HA
(m)
n (x, y)
tn
n!
=
∞∑
n=0
R(m)n (x, y)
tn
n!
, (4.1.3)
A(t) exp(xt+ yt2) =
∞∑
n=0
HAn(x, y)
tn
n!
(4.1.4)
and
A(t)extC0(yt) =
∞∑
n=0
LAn(y, x)
tn
n!
, (4.1.5)
respectively.
It has been shown in [85] that the polynomials pn(x, y) are quasi-monomial with
respect to the following multiplicative and derivative operators:
Mˆp = x+
φ′(y, ∂x)
φ(y, ∂x)
, φ′(y, t) :=
∂
∂t
φ(y, t) (4.1.6)
and
Pˆp = ∂x, (4.1.7)
respectively.
The Apostol-Bernoulli polynomialsB(α)n (x;λ), Apostol-Euler polynomialsE
(α)
n (x;λ)
and Apostol-Genocchi polynomials G(α)n (x;λ), each of order α are considered in Section
1.2 of Chapter 1. Luo and Srivastava [110] introduced the Apostol type polynomials
F (α)n (x;λ;µ, ν) (α ∈ N; λ, µ, ν ∈ C) of order α as a unification and generalization of
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the polynomials B(α)n (x;λ), E
(α)
n (x;λ) and G(α)n (x;λ). The polynomials F (α)n (x;λ;µ, ν)
are defined by means of the following generating function:
( 2µ tν
λet + 1
)α
ext =
∞∑
n=0
F (α)n (x;λ;µ, ν)
tn
n!
, |t| < |log(−λ)|, (4.1.8)
where
F (α)n (λ;µ, ν) := F (α)n (0;λ;µ, ν), (4.1.9)
are the Apostol type numbers of order α, defined by the generating function
( 2µ tν
λet + 1
)α
=
∞∑
n=0
F (α)n (λ;µ, ν)
tn
n!
, |t| < |log(−λ)|. (4.1.10)
In fact, from equations (1.2.22), (1.2.25), (1.2.28) and (4.1.8), it follows that
(−1)αF (α)n (x;−λ; 0, 1) = B(α)n (x;λ), (4.1.11)
F (α)n (x;λ; 1, 0) = E(α)n (x;λ), (4.1.12)
F (α)n (x;λ; 1, 1) = G(α)n (x;λ). (4.1.13)
Certain results for the Apostol type polynomials and their generalized forms are es-
tablished, see for example [26, 96–99, 104, 106, 154]. Also, Boyadzhiev [18] gave some
properties and representations of the Apostol-Bernoulli polynomials and Eulerian polyno-
mials. Garg et al. [58] studied the Apostol-Bernoulli polynomials of order α and obtained
some new relations and formulas involving the Apostol type polynomials and the Hurwitz
(or generalized) zeta function ζ(s, a).
In this chapter, a family of the 2-variable Apostol type polynomials is introduced
and certain results for these polynomials are derived. In Section 4.2, the generating func-
tion and series definition for the 2-variable Apostol type polynomials are established and
their properties are derived by using monomiality principle. In Section 4.3, certain sum-
mation formulae and symmetry identities for the 2-variable Apostol type polynomials are
established. In Section 4.4, examples of some members belonging to this family are con-
sidered. In Section 4.5, the numbers corresponding to certain mixed special polynomials
are explored.
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4.2 2-Variable Apostol Type Polynomials
The 2-variable Apostol type polynomials (2VATP in the following) of order α, denoted
by pF (α)n (x, y;λ;µ, ν) will be considered as the discrete Apostol type convolution of the
2-variable general polynomials pn(x, y).
In this section, the 2VATP are introduced by means of generating function and series
definition. Certain properties of these polynomials are also derived.
First, the generating function for the 2VATP pF (α)n (x, y;λ, µ, ν) is derived by proving
the following result:
Theorem 4.2.1. The 2-variable Apostol type polynomials pF (α)n (x, y;λ;µ, ν) are defined
by the following generating function:( 2µ tν
λet + 1
)α
extφ(y, t) =
∞∑
n=0
pF (α)n (x, y;λ;µ, ν)
tn
n!
, |t| < |log(−λ)|. (4.2.1)
Proof. Replacement of x in the l.h.s. and r.h.s. of generating function (4.1.8) by the multi-
plicative operator Mˆp of the 2VGP pn(x, y) yields( 2µ tν
λet + 1
)α
exp(Mˆpt){1} =
∞∑
n=0
F (α)n (Mˆp;λ;µ, ν)
tn
n!
, |t| < |log(−λ)|, (4.2.2)
which on using equation (1.3.6) in the l.h.s. and equation (4.1.6) in the r.h.s. becomes( 2µ tν
λet + 1
)α ∞∑
n=0
pn(x, y)
tn
n!
=
∞∑
n=0
F (α)n
(
x+
φ′(y, ∂x)
φ(y, ∂x)
;λ;µ, ν
) tn
n!
. (4.2.3)
Now, using equation (4.1.1) in the l.h.s. of the above equation and denoting the
resultant 2-variable Apostol type polynomials (2VATP) in the r.h.s. by pF (α)n (x, y;λ;µ, ν),
that is
pF (α)n (x, y;λ;µ, ν) = F (α)n (Mˆp;λ;µ, ν) = F (α)n
(
x+
φ′(y, ∂x)
φ(y, ∂x)
;λ;µ, ν
)
, (4.2.4)
assertion (4.2.1) follows. 
Remark 4.2.1. It is important to remark that equation (4.2.4) is the operational representa-
tion between the Apostol type polynomialsF (α)n (x;λ;µ, ν) and 2VATP pF (α)n (x, y;λ;µ, ν).
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Next, the series definition of the 2VATP pF (α)n (x, y;λ;µ, ν) is obtained by proving
the following result:
Theorem 4.2.2. The 2-variable Apostol type polynomials pF (α)n (x, y;λ;µ, ν) are defined
by the following series:
pF (α)n (x, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
F (α)n−k(λ;µ, ν)pk(x, y). (4.2.5)
Proof. Using equation (4.1.10) in the l.h.s. and equation (4.2.4) in the r.h.s. of equation
(4.2.3) and then applying the Cauchy-product rule in the resultant equation, it follows that
∞∑
n=0
n∑
k=0
F (α)n−k(λ;µ, ν)pk(x, y)tn
(n− k)!k! =
∞∑
n=0
pF (α)n (x, y;λ;µ, ν)
tn
n!
, (4.2.6)
which on equating the coefficients of the same powers of t gives assertion (4.2.5). 
Note. From definition (4.2.5), it follows that the 2VATP pF (α)n (x, y;λ;µ, ν) are defined as
the discrete Apostol type convolution of the 2-variable general polynomials pn(x, y).
In order to frame the 2VATP pF (α)n (x, y;λ;µ, ν) within the context of monomiality
principle, the following result is proved:
Theorem 4.2.3. The 2-variable Apostol type polynomials pF (α)n (x, y;λ;µ, ν) are quasi-
monomial with respect to the following multiplicative and derivative operators:
MˆpF = x+
φ′(y, ∂x)
φ(y, ∂x)
+
αν(λe∂x + 1)− αλ∂xe∂x
∂x(λe∂x + 1)
(4.2.7)
and
PˆpF = ∂x, (4.2.8)
respectively.
Proof. Consider the identity
∂x{extφ(y, t)} = t {extφ(y, t)}. (4.2.9)
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Partial differentiation of equation (4.2.1) with respect to t gives(
x+ φ
′(y,t)
φ(y,t)
+ αν(λe
t+1)−αλtet
t(λet+1)
)(
2µ tν
λet+1
)α
extφ(y, t)
=
∞∑
n=0
pF (α)n+1(x, y;λ;µ, ν) t
n
n!
.
(4.2.10)
Since φ(y, t) is an invertible series of t, therefore φ
′(y,t)
φ(y,t)
possess power series expan-
sion of t. Thus, in view of identity (4.2.9), the above equation becomes(
x+ φ
′(y,∂x)
φ(y,∂x)
+ αν(λe
∂x+1)−αλ∂xe∂x
∂x(λe∂x+1)
){(
2µ tν
λet+1
)α
extφ(y, t)
}
=
∞∑
n=0
pF (α)n+1(x, y;λ;µ, ν) t
n
n!
.
(4.2.11)
Use of generating function (4.2.1) in the l.h.s. of equation (4.2.11) and rearrangement
of the summation yields
∞∑
n=0
(
x+ φ
′(y,∂x)
φ(y,∂x)
+ αν(λe
∂x+1)−αλ∂xe∂x
∂x(λe∂x+1)
){
pF (α)n (x, y;λ;µ, ν) tnn!
}
=
∞∑
n=0
pF (α)n+1(x, y;λ;µ, ν) t
n
n!
.
(4.2.12)
Equating the coefficients of the same powers of t in both sides of equation (4.2.12),
it follows that(
x+
φ′(y, ∂x)
φ(y, ∂x)
+
αν(λe∂x + 1)− αλ∂xe∂x
∂x(λe∂x + 1)
){
pF (α)n (x, y;λ;µ, ν)
}
= pF (α)n+1(x, y;λ;µ, ν),
(4.2.13)
which in view of monomiality principle equation (1.3.1) (for pF (α)n (x, y;λ;µ, ν)) yields
assertion (4.2.7).
Again, in view of generating function (4.2.1) and identity (4.2.9), it follows that
∂x
{ ∞∑
n=0
pF (α)n (x, y;λ;µ, ν)
tn
n!
}
=
∞∑
n=1
pF (α)n−1(x, y;λ;µ, ν)
tn
(n− 1)! . (4.2.14)
On equating the coefficients of the same powers of t in both sides of equation (4.2.14),
it follows that
∂x
{
pF (α)n (x, y;λ;µ, ν)
}
= n pF (α)n−1(x, y;λ;µ, ν), n ≥ 1, (4.2.15)
which in view of monomiality principle equation (1.3.2) (for pF (α)n (x, y;λ;µ, ν)) yields
assertion (4.2.8). 
82
Certain results for the 2-variable Apostol type and related polynomials
The properties of quasi-monomial can be derived by using the expressions of the
multiplicative and derivative operators. To derive the differential equation for the 2VATP
pF (α)n (x, y;λ;µ, ν), the following result is proved:
Theorem 4.2.4. The 2-variable Apostol type polynomials pF (α)n (x, y;λ, µ, ν) satisfy the
following differential equation:
(
x∂x +
φ′(y, ∂x)
φ(y, ∂x)
∂x +
αν(λe∂x + 1)− αλ∂xe∂x
(λe∂x + 1)
− n
)
pF (α)n (x, y;λ;µ, ν) = 0. (4.2.16)
Proof. Using expressions (4.2.7) and (4.2.8) and in view of monomiality principle equation
(1.3.4), assertion (4.2.16) follows. 
Remark 4.2.2. It is important to remark that equations (4.2.13) and (4.2.15) are the differ-
ential recurrence relations satisfied by the 2VATP pF (α)n (x, y;λ;µ, ν).
By taking suitable values of the parameters in equations (4.2.1), (4.2.4), (4.2.5),
(4.2.7), (4.2.8), (4.2.16) and in view of relations (4.1.11)-(4.1.13), the generating functions
and other results for the mixed special polynomials related to pF (α)n (x, y;λ;µ, ν) can be
obtained. The generating functions and series definitions for these polynomials are given
in Table 4.1.
Table 4.1. Special cases of the 2VATP pF (α)n (x, y;λ;µ, ν)
S. No. Values of the Relation between Name of the resultant Generating function and series definition
parameters the 2VATP special polynomials of the resultant special polynomials
pF(α)n (x, y;λ;µ, ν)
and its special case
I. λ→ −λ, µ = 0 (−1)αpF(α)n (x, y;−λ; 0, 1) 2-variable Apostol-
(
t
λet−1
)α
extφ(y, t) =
∞∑
n=0
pB
(α)
n (x, y;λ)
tn
n!
,
ν = 1 = pB
(α)
n (x, y;λ) Bernoulli polynomials
(2VABP) of order α pB
(α)
n (x, y;λ) =
n∑
k=0
(
n
k
)
B
(α)
n−k(λ)pk(x, y)
II. µ = 1, ν = 0 pF(α)n (x, y;λ; 1, 0) 2-variable Apostol-
(
2
λet+1
)α
extφ(y, t) =
∞∑
n=0
pE
(α)
n (x, y;λ)
tn
n!
,
= pE
(α)
n (x, y;λ) Euler polynomials
(2VAEP) of order α pE
(α)
n (x, y;λ) =
n∑
k=0
(
n
k
)
E
(α)
n−k(λ)pk(x, y)
III. µ = 1, ν = 1 pF(α)n (x, y;λ; 1, 1) 2-variable Apostol-
(
2t
λet+1
)α
extφ(y, t) =
∞∑
n=0
pG(α)n (x, y;λ) t
n
n!
,
= pG(α)n (x, y;λ) Genocchi polynomials
(2VAGP) of order α pG(α)n (x, y;λ) =
n∑
k=0
(
n
k
)
G(α)
n−k(λ)pk(x, y)
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Note. For λ = 1, the results derived above for the 2VABP pB
(α)
n (x, y;λ), 2VAEP pE
(α)
n (x,
y;λ) and 2VAGP pG(α)n (x, y;λ) give the corresponding results for the 2-variable Bernoulli
polynomials (2VBP) (of order α) pB
(α)
n (x, y), 2-variable Euler polynomials (2VEP) (of
order α) pE
(α)
n (x, y) and 2-variable Genocchi polynomials (2VGP) (of order α) pG
(α)
n (x, y),
respectively. Again, for α = 1, the corresponding results for the 2-variable Bernoulli
polynomials (2VBP) pBn(x, y), 2-variable Euler polynomials (2VEP) pEn(x, y) and 2-
variable Genocchi polynomials (2VGP) pGn(x, y) can be obtained.
In the next section, certain summation formulae and symmetry identities for the
2VATP pF (α)n (x, y;λ;µ, ν) are derived.
4.3 Summation Formulae and Symmetry Identities
It happens very often that the solution of a given problem in physics or applied mathematics
requires the evaluation of infinite sums involving special functions. The summation formu-
lae of special functions of more than one variable often appear in applications ranging from
electromagnetic processes to combinatorics, see for example [33]. The importance of sum-
mation formulae of special functions provides motivation to find the summation formulae
for the 2VATP pF (α)n (x, y;λ;µ, ν).
The summation formulae for the 2VATP pF (α)n (x, y;λ;µ, ν) are derived by proving
the following theorems:
Theorem 4.3.1. The following implicit summation formula for the 2-variable Apostol type
polynomials pF (α)n (x, y;λ;µ, ν) holds true:
pF (α)n (x+ w, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
pF (α)k (x, y;λ;µ, ν)wn−k. (4.3.1)
Proof. Replacement of x byx+ w in generating function (4.2.1) gives( 2µ tν
λet + 1
)α
e(x+w)tφ(y, t) =
∞∑
n=0
pF (α)n (x+ w, y;λ;µ, ν)
tn
n!
, (4.3.2)
which on using equation (4.2.1) and expanding ewt in the l.h.s. becomes
∞∑
n=0
∞∑
k=0
pF (α)k (x, y;λ;µ, ν)wn
tn+k
n!k!
=
∞∑
n=0
pF (α)n (x+ w, y;λ;µ, ν)
tn
n!
. (4.3.3)
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On equating the coefficients of the same powers of t in both sides of equation (4.3.3),
assertion (4.3.1) follows. 
Remark 4.3.1. It is important to remark that, using equations (4.1.8) and (4.1.1) in the l.h.s.
of equation (4.3.2) and then applying the Cauchy-product rule in the resultant equation, the
following explicit summation formula for the 2VATP pF (α)n (x, y;λ;µ, ν) in terms of the
Apostol type polynomials F (α)n (x;λ;µ, ν) is obtained:
pF (α)n (x+ w, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
F (α)k (x;λ;µ, ν)pn−k(w, y). (4.3.4)
Theorem 4.3.2. The following implicit summation formula for the 2-variable Apostol type
polynomials pF (α)n (x, y;λ;µ, ν) holds true:
pF (α)n+k(z, y;λ;µ, ν) =
n,k∑
l,m=0
n! k!(z − x)l+mpF (α)n+k−l−m(x, y;λ;µ, ν)
(n− l)! (k −m)! l! m! . (4.3.5)
Proof. Replacing t by t+ u in generating function (4.2.1) and using the following rule:
∞∑
N=0
f(N)
(x+ y)N
N !
=
∞∑
l,m=0
f(l +m)
xl ym
l! m!
(4.3.6)
in the r.h.s. of the resultant equation, it follows that(2µ (t+ u)ν
λe(t+u) + 1
)α
ex(t+u)φ(y, t+ u) =
∞∑
n,k=0
pF (α)n+k(x, y;λ;µ, ν)
tn uk
n! k!
. (4.3.7)
Rewriting equation (4.3.7) as:(2µ (t+ u)ν
λe(t+u) + 1
)α
φ(y, t+ u) = e−x(t+u)
∞∑
n,k=0
pF (α)n+k(x, y;λ;µ, ν)
tn uk
n! k!
.
Replacing x by z in the above equation and then equating the resultant equation to
the above equation, so that
∞∑
n,k=0
pF (α)n+k(z, y;λ;µ, ν)
tn uk
n! k!
= e(z−x)(t+u)
∞∑
n,k=0
pF (α)n+k(x, y;λ;µ, ν)
tn uk
n! k!
, (4.3.8)
which on expanding the exponential in the r.h.s. becomes
∞∑
n,k=0
pF (α)n+k(z, y;λ;µ, ν)
tn uk
n! k!
=
∞∑
N=0
[(z − x)(t+ u)]N
N !
∞∑
n,k=0
pF (α)n+k(x, y;λ;µ, ν)
tn uk
n! k!
.
(4.3.9)
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Again, using formula (4.3.6) in the r.h.s. of equation (4.3.9), it follows that
∞∑
n,k=0
pF (α)n+k(z, y;λ;µ, ν)
tn uk
n! k!
=
∞∑
l,m=0
(z − x)l+m t
l um
l! m!
∞∑
n,k=0
pF (α)n+k(x, y;λ;µ, ν)
tn uk
n! k!
,
(4.3.10)
which on replacing n by n− l and k by k −m in the r.h.s. gives
∞∑
n,k=0
pF (α)n+k(z, y;λ;µ, ν) t
n uk
n! k!
=
∞∑
n,k=0
n,k∑
l,m=0
(z−x)l+m
l! m! p
F (α)n+k−l−m(x, y;λ;µ, ν)
× tn uk
(n−l)! (k−m)! .
(4.3.11)
Finally, on equating the coefficients of the same powers of t and u in equation
(4.3.11), assertion (4.3.5) is proved. 
Yang in [158] derived symmetry identities for the Bernoulli polynomials (of order
α) B(α)n (x). Further, Zhang and Yang in [161] derived certain symmetry identities for
the polynomials B(α)n (x;λ) and E
(α)
n (x;λ) involving generalized sum of integer powers
Sk(n;λ) and generalized sum of alternative integer powers Mk(n;λ). O¨zarslan [118]
also derived some symmetry identities for the unified Hermite-based Apostol polynomi-
als HP(α)n,β(x, y, z; k, a, b).
First, the following definitions are reviewed from [161]:
Definition 4.3.1. For each integer k ≥ 0, the sum Sk(n) =
n∑
i=0
ik is known as the sum of
integer powers or simply the power sum. The exponential generating function for Sk(n) is
given as:
∞∑
k=0
Sk(n)
tk
k!
= 1 + et + e2t + . . .+ ent =
e(n+1)t − 1
et − 1 . (4.3.12)
Definition 4.3.2. For an arbitrary real or complex parameter λ, the generalized sum of
integer powers Sk(n;λ) is defined by the following generating function:
λe(n+1)t − 1
λet − 1 =
∞∑
k=0
Sk(n;λ) t
k
k!
. (4.3.13)
From equations (4.3.12) and (4.3.13), it follows that
Sk(n; 1) = Sk(n). (4.3.14)
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Definition 4.3.3. For each integer k ≥ 0, the sum Mk(n) =
n∑
i=0
(−1)kik is known as the
sum of alternative integer powers. The exponential generating function for Mk(n) is given
as:
∞∑
k=0
Mk(n)
tk
k!
= 1− et + e2t + . . .+ (−1)nent = 1− (−e
t)(n+1)
et + 1
. (4.3.15)
Definition 4.3.4. For an arbitrary real or complex parameter λ, the generalized sum of
alternative integer powersMk(n;λ) is defined by the following generating function:
1− λ(−et)(n+1)
λet + 1
=
∞∑
k=0
Mk(n;λ) t
k
k!
. (4.3.16)
Note that
Mk(n; 1) = Mk(n). (4.3.17)
Also, for even n, the following holds:
Sk(n;−λ) =Mk(n;λ). (4.3.18)
The importance of the 2-variable forms of the special polynomials in applications and
the works of Yang [158], Zhang and Yang [161] and O¨zarslan [118] on symmetry identities
provide motivation to consider symmetry identities for more general families.
In order to derive the symmetry identity for the 2VATP pF (α)n (x, y;λ;µ, ν), the fol-
lowing result is proved:
Theorem 4.3.3. For all integers c, d > 0 and n ≥ 0; α ≥ 1; λ, µ, ν ∈ C, the following
symmetry identity for the 2VATP pF (α)n (x, y;λ;µ, ν) holds true:
n∑
k=0
(
n
k
)
cn−kdν+kpF (α)n−k(dx, dy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(c− 1;−λ)
×pF (α−1)k−l (cX, cY ;λ;µ, ν)
=
n∑
k=0
(
n
k
)
dn−kcν+kpF (α)n−k(cx, cy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(d− 1;−λ)
×pF (α−1)k−l (dX, dY ;λ;µ, ν).
(4.3.19)
Proof. Let
G(t) :=
2µ(2α−1)tν(2α−1)ecdxtφ(y, cdt)(λecdt + 1)ecdXtφ(Y, cdt)
(λect + 1)α(λedt + 1)α
, (4.3.20)
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which on rearranging the powers becomes
G(t) = 1
cναdν(α−1)
(
2µcνtν
λect+1
)α
ecdxtφ(y, cdt)
(
λecdt+1
λedt+1
)(
2µdνtν
λedt+1
)α−1
ecdXtφ(Y, cdt).
(4.3.21)
Since expression (4.3.20) for G(t) is symmetric in c and d, therefore, G(t) can be
expanded into series in two ways. First, the following expansion is considered:
G(t) = 1
cναdν(α−1)
(
2µ(ct)ν
λect+1
)α
ecdxtφ(dy, ct)
(
λecdt+1
λedt+1
)(
2µ(dt)ν
λedt+1
)α−1
ecdXtφ(cY, dt).
(4.3.22)
In view of equations (4.2.1) and (4.3.13), the above equation becomes
G(t) = 1
cναdν(α−1)
( ∞∑
n=0
pF (α)n (dx, dy;λ;µ, ν) (ct)nn!
)(∞∑
l=0
Sl(c− 1;−λ) (dt)ll!
)
×
( ∞∑
k=0
pF (α−1)k (cX, cY ;λ;µ, ν) (dt)
k
k!
)
,
(4.3.23)
which on using [148, p.890 (Corollary 2)] gives
G(t) = 1
cναdνα
∞∑
n=0
( n∑
k=0
(
n
k
)
cn−kdν+kpF (α)n−k(dx, dy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(c− 1;−λ)
×pF (α−1)k−l (cX, cY ;λ;µ, ν)
)
tn
n!
.
(4.3.24)
In view of symmetry of c and d in expression (4.3.20), another expansion of G(t) is
obtained as:
G(t) = 1
dναcν(α−1)
(
2µ(dt)ν
λedt+1
)α
ecdxtφ(cy, dt)
(
λecdt+1
λect+1
)(
2µ(ct)ν
λect+1
)α−1
ecdXtφ(dY, ct),
(4.3.25)
which on using equations (4.2.1) and (4.3.13) in the r.h.s. becomes
G(t) = 1
dναcν(α−1)
( ∞∑
n=0
pF (α)n (cx, cy;λ;µ, ν) (dt)nn!
)(∞∑
l=0
Sl(d− 1;−λ) (ct)ll!
)
×
( ∞∑
k=0
pF (α−1)k (dX, dY ;λ;µ, ν) (ct)
k
k!
)
,
(4.3.26)
that is, the following expansion is obtained:
G(t) = 1
dναcνα
∞∑
n=0
( n∑
k=0
(
n
k
)
dn−kcν+kpF (α)n−k(cx, cy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(d− 1;−λ)
×pF (α−1)k−l (dX, dY ;λ;µ, ν)
)
tn
n!
.
(4.3.27)
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Equating the coefficients of same powers of t in expansions (4.3.24) and (4.3.27),
assertion (4.3.19) follows. 
Next, another symmetry identity for the 2VATP pF (α)n (x, y;λ;µ, ν) is established by
proving the following result:
Theorem 4.3.4. For each pair of positive integers c, d and for all integers n ≥ 0; α ≥
1; λ, µ, ν ∈ C, the following symmetry identity for the 2VATP pF (α)n (x, y;λ;µ, ν) holds
true:
n∑
k=0
(
n
k
) c−1∑
i=0
d−1∑
j=0
(−λ)i+jckdn−kpF (α)k
(
dx+ d
c
i, dy;λ;µ, ν
)
×pF (α)n−k
(
cX + c
d
j, cY ;λ;µ, ν
)
=
n∑
k=0
(
n
k
) d−1∑
i=0
c−1∑
j=0
(−λ)i+jdkcn−kpF (α)k
(
cx+ c
d
i, cy;λ;µ, ν
)
×pF (α)n−k
(
dX + d
c
j, dY ;λ;µ, ν
)
.
(4.3.28)
Proof. Let
H(t) :=
22µαt2ναecdxtφ(y, cdt)(λcecdt + 1)(λdecdt + 1)ecdXtφ(Y, cdt)
(λect + 1)α+1(λedt + 1)α+1
, (4.3.29)
which on rearranging the powers becomes
H(t) = 1
cναdνα
(
2µcνtν
λect+1
)α
ecdxtφ(y, cdt)
(
λcecdt+1
λedt+1
)(
2µdνtν
λedt+1
)α
ecdXtφ(Y, cdt)
(
λdecdt+1
λect+1
)
.
(4.3.30)
Since expression (4.3.29) for H(t) is symmetric in c and d, therefore, H(t) can be
expanded into series in two ways. First, the following expansion is considered:
H(t) = 1
cναdνα
(
2µcνtν
λect+1
)α
ecdxtφ(dy, ct)
(
λcecdt+1
λedt+1
)(
2µdνtν
λedt+1
)α
ecdXtφ(cY, dt)
(
λdecdt+1
λect+1
)
.
(4.3.31)
Making use of the series expansions for
(
λcecdt+1
λedt+1
)
and
(
λdecdt+1
λect+1
)
in the r.h.s. of
equation (4.3.31), it follows that
H(t) = 1
cναdνα
(
2µ(ct)ν
λect+1
)α
ecdxtφ(dy, ct)
c−1∑
i=0
(−λ)iedti
(
2µ(dt)ν
λedt+1
)α
ecdXtφ(cY, dt)
×
d−1∑
j=0
(−λ)jectj.
(4.3.32)
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The exponential terms in the above expression are combined to get
H(t) = 1
cναdνα
c−1∑
i=0
(−λ)i
(
2µ(ct)ν
λect+1
)α
e
(
dx+ d
c
i
)
ctφ(dy, ct)
d−1∑
j=0
(−λ)j
(
2µ(dt)ν
λedt+1
)α
×e
(
cX+ c
d
j
)
dtφ(cY, dt),
which on using equation (4.2.1) becomes
H(t) = 1
cναdνα
(
c−1∑
i=0
(−λ)i
∞∑
n=0
pF (α)n
(
dx+ d
c
i, dy;λ;µ, ν
) (ct)n
n!
)
×
(
d−1∑
j=0
(−λ)j
∞∑
n=0
pF (α)n
(
cX + c
d
j, cY ;λ;µ, ν
)
(dt)n
n!
)
.
(4.3.33)
On applying the Cauchy-product rule in the r.h.s. of expression (4.3.33), it becomes
H(t) = 1
cναdνα
∞∑
n=0
n∑
k=0
(
n
k
) c−1∑
i=0
d−1∑
j=0
(−λ)i+jckdn−kpF (α)k
(
dx+ d
c
i, dy;λ;µ, ν
)
×pF (α)n−k
(
cX + c
d
j, cY ;λ;µ, ν
)
tn
n!
.
(4.3.34)
Using a similar plan, the second expansion of H(t) is obtained as:
H(t) = 1
cναdνα
∞∑
n=0
n∑
k=0
(
n
k
) d−1∑
i=0
c−1∑
j=0
(−λ)i+jdkcn−kpF (α)k
(
cx+ c
d
i, cy;λ;µ, ν
)
×pF (α)n−k
(
dX + d
c
j, dY ;λ;µ, ν
)
tn
n!
.
(4.3.35)
Equating the coefficients of same powers of t in expansions (4.3.34) and (4.3.35),
assertion (4.3.28) follows. 
Certain special cases of the 2VATP pF (α)n (x, y;λ;µ, ν) are considered and their gen-
erating functions and series definitions are given in Table 4.1. By making similar substitu-
tions, the summation formulae and symmetry identities for these special polynomials can
be obtained.
In the next section, examples of certain members belonging to the family of 2VATP
pF (α)n (x, y; λ;µ, ν) are considered.
4.4 Examples
The 2VGP family pn(x, y) contains a number of important special polynomials of two vari-
ables. Certain members belonging to the 2VGP family pn(x, y) are mentioned in Section
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4.1. Corresponding to each member belonging to the family of 2VGP pn(x, y), there exists
a new special polynomial belonging to the family of 2VATP pF (α)n (x, y;λ;µ, ν). Thus, by
making suitable choice for the function φ(y, t) in equation (4.2.1), the generating func-
tion for the corresponding member belonging to the 2VATP pF (α)n (x, y;λ;µ, ν) family can
be obtained. The other properties of these special polynomials can be obtained from the
results derived in Sections 4.2 and 4.3.
The following examples are considered:
Example 4.4.1. Taking φ(y, t) = eytm (for which the 2VGP pn(x, y) reduce to the GHP
H
(m)
n (x, y)) in the l.h.s. of generating function (4.2.1) and denoting the resultant Gould-
Hopper Apostol type polynomials (GHATP) in the r.h.s. by H(m)F (α)n (x, y;λ;µ, ν), the
following generating function is obtained:
( 2µ tν
λet + 1
)α
ext+yt
m
=
∞∑
n=0
H(m)F (α)n (x, y;λ;µ, ν)
tn
n!
. (4.4.1)
The series definitions and other results for the GHATP H(m)F (α)n (x, y;λ;µ, ν) are
given in Table 4.2.
Table 4.2. Results for the GHATP H(m)F (α)n (x, y;λ;µ, ν)
S. No. Results Expressions
I. Series definition
H(m)
F(α)n (x, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
F(α)
n−k(λ;µ, ν)H
(m)
k
(x, y)
II. Multiplicative and Mˆ
H(m)F = x +my∂
m−1
x +
αν(λe∂x+1)−αλ∂xe∂x
∂x(λe
∂x+1)
derivative operators Pˆ
H(m)F = ∂x
III. Differential equation
(
x∂x +my∂
m
x +
αν(λe∂x+1)−αλ∂xe∂x
(λe∂x+1)
− n
)
H(m)
F(α)n (x, y;λ;µ, ν) = 0
IV. Operational rule
H(m)
F(α)n (x, y;λ;µ, ν) = F(α)n (MˆH(m) ;λ;µ, ν);
Mˆ
H(m)
:=Multiplicative operator ofH(m)n (x, y)
V. Summation formulae
H(m)
F(α)n (x + w, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
H(m)
F(α)
k
(x, y;λ;µ, ν)wn−k
H(m)
F(α)
n+k
(z, y;λ;µ, ν) =
n,k∑
l,m=0
n! k!(z−x)l+m
H(m)
F(α)
n+k−l−m(x,y;λ;µ,ν)
(n−l)! (k−m)! l!m!
H(m)
F(α)n (x + w, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
F(α)
k
(x;λ;µ, ν)H
(m)
n−k(w, y)
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In order to derive the symmetry identities for the 2VGHATP H(m)F (α)n (x, y;λ;µ, ν),
the following results are proved:
Theorem 4.4.1. For all integers c, d > 0 and n ≥ 0; α ≥ 1; λ, µ, ν ∈ C, the following
symmetry identity for the 2-variable Gould-Hopper Apostol type polynomials H(m)F (α)n (x, y;
λ;µ, ν) holds true:
n∑
k=0
(
n
k
)
cn−kdν+kH(m)F (α)n−k(dx, dmy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(c− 1;−λ)
×H(m)F (α−1)k−l (cX, cmY ;λ;µ, ν)
=
n∑
k=0
(
n
k
)
dn−kcν+kH(m)F (α)n−k(cx, cmy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(d− 1;−λ)
×H(m)F (α−1)k−l (dX, dmY ;λ;µ, ν).
(4.4.2)
Proof. Substitution of φ(y, cdt) = ey(cdt)m and φ(Y, cdt) = eY (cdt)m in expression (4.3.20)
of G(t) gives
G1(t) :=
2µ(2α−1)tν(2α−1)ecdxt+y(cdt)
m
(λecdt + 1)ecdXt+Y (cdt)
m
(λect + 1)α(λedt + 1)α
, (4.4.3)
which on rearranging the powers becomes
G1(t) =
1
cναdν(α−1)
(
2µcνtν
λect+1
)α
ecdxt+y(cdt)
m
(
λecdt+1
λedt+1
)(
2µdνtν
λedt+1
)α−1
ecdXt+Y (cdt)
m
.
(4.4.4)
Since the expression (4.4.4) for G1(t) is symmetric in c and d. Therefore, G1(t) can
be expanded into series in two ways. Consider the expansion
G1(t) =
1
cναdν(α−1)
(
2µcνtν
λect+1
)α
edxct+d
my(ct)m
(
λecdt+1
λedt+1
)(
2µdνtν
λedt+1
)α−1
ecXdt+c
mY (dt)m ,
(4.4.5)
which in view of equations (4.3.13) and (4.4.1) becomes
G1(t) =
1
cναdν(α−1)
( ∞∑
n=0
H(m)F (α)n (dx, dmy;λ;µ, ν) (ct)
n
n!
)(∞∑
l=0
Sl(c− 1;−λ) (dt)ll!
)
×
( ∞∑
k=0
H(m)F (α−1)k (cX, cmY ;λ;µ, ν) (dt)
k
k!
)
.
(4.4.6)
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The use of result [148, p.890 (Corollary 2)] in equation (4.4.6) gives
G1(t) =
1
cναdνα
∞∑
n=0
( n∑
k=0
(
n
k
)
cn−kdν+kH(m)F (α)n−k(dx, dmy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(c− 1;−λ)
×H(m)F (α−1)k−l (cX, cmY ;λ;µ, ν)
)
tn
n!
.
(4.4.7)
Using a similar plan, the following equation is obtained:
G1(t) =
1
dναcνα
∞∑
n=0
( n∑
k=0
(
n
k
)
dn−kcν+kH(m)F (α)n−k(cx, cmy;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(d− 1;−λ)
×H(m)F (α−1)k−l (dX, dmY ;λ;µ, ν)
)
tn
n!
.
(4.4.8)
Equating the coefficients of same powers of t in expansions (4.4.7) and (4.4.8), as-
sertion (4.4.2) follows. 
Theorem 4.4.2. For each pair of positive integers c, d and for all integers n ≥ 0; α ≥
1; λ, µ, ν ∈ C, the following symmetry identity for the 2-variable Gould-Hopper Apostol
type polynomials H(m)F (α)n (x, y;λ;µ, ν) holds true:
n∑
k=0
(
n
k
) c−1∑
i=0
d−1∑
j=0
(−λ)i+jckdn−kH(m)F (α)k
(
dx+ d
c
i, dmy;λ;µ, ν
)
×H(m)F (α)n−k
(
cX + c
d
j, cmY ;λ;µ, ν
)
=
n∑
k=0
(
n
k
) d−1∑
i=0
c−1∑
j=0
(−λ)i+jdkcn−kH(m)F (α)k
(
cx+ c
d
i, cmy;λ;µ, ν
)
×H(m)F (α)n−k
(
dX + d
c
j, dmY ;λ;µ, ν
)
.
(4.4.9)
Proof. Substitution of φ(y, cdt) = ey(cdt)m and φ(Y, cdt) = eY (cdt)m in expression (4.3.29)
of H(t) gives
H1(t) :=
22µαt2ναecdxtey(cdt)
m
(λcecdt + 1)(λdecdt + 1)ecdXteY (cdt)
m
(λect + 1)α+1(λedt + 1)α+1
, (4.4.10)
which on rearranging the powers becomes
H1(t) =
1
cναdνα
(
2µcνtν
λect+1
)α
ecdxt+y(cdt)
m
(
λcecdt+1
λedt+1
)(
2µdνtν
λedt+1
)α
ecdXt+Y (cdt)
m
(
λdecdt+1
λect+1
)
.
(4.4.11)
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Since expression (4.4.11) for H1(t) is symmetric in c and d. Therefore, H1(t) can be
expanded into series in two ways. Consider the expansion
H1(t) =
1
cναdνα
(
2µcνtν
λect+1
)α
edxct+d
my(ct)m
(
λcecdt+1
λedt+1
)(
2µdνtν
λedt+1
)α
edXct+d
mY (ct)m
(
λdecdt+1
λect+1
)
.
Making use of series expansions for
(
λcecdt+1
λedt+1
)
and
(
λdecdt+1
λect+1
)
in the r.h.s. of above
equation, it follows that
H1(t) =
1
cναdνα
(
2µ(ct)ν
λect+1
)α
edxct+d
my(ct)m
c−1∑
i=0
(−λ)iedti
(
2µ(dt)ν
λedt+1
)α
edXct+d
mY (ct)m
×
d−1∑
j=0
(−λ)jectj.
The exponential terms in the above equation are combined to get
H1(t) =
1
cναdνα
c−1∑
i=0
(−λ)i
(
2µ(ct)ν
λect+1
)α
e
(
dx+ d
c
i
)
ct+dmy(ct)m
d−1∑
j=0
(−λ)j
(
2µ(dt)ν
λedt+1
)α
×e
(
cX+ c
d
j
)
dt+cmY (dt)m ,
(4.4.12)
which on using equation (4.4.1) becomes
H1(t) =
1
cναdνα
(
c−1∑
i=0
(−λ)i
∞∑
n=0
H(m)F (α)n
(
dx+ d
c
i, dmy;λ;µ, ν
)
(ct)n
n!
)
×
(
d−1∑
j=0
(−λ)j
∞∑
n=0
H(m)F (α)n
(
cX + c
d
j, cmY ;λ;µ, ν
) (dt)n
n!
)
.
(4.4.13)
On applying the Cauchy-product rule in the r.h.s. of expression (4.4.13), it becomes
H1(t) =
1
cναdνα
∞∑
n=0
n∑
k=0
(
n
k
) c−1∑
i=0
d−1∑
j=0
(−λ)i+jckdn−kH(m)F (α)k
(
dx+ d
c
i, dmy;λ;µ, ν
)
×H(m)F (α)n−k
(
cX + c
d
j, cmY ;λ;µ, ν
)
tn
n!
.
(4.4.14)
Using a similar plan, the second expansion of H1(t) is obtained as:
H1(t) =
1
cναdνα
∞∑
n=0
n∑
k=0
(
n
k
) d−1∑
i=0
c−1∑
j=0
(−λ)i+jdkcn−kH(m)F (α)k
(
cx+ c
d
i, cmy;λ;µ, ν
)
×H(m)F (α)n−k
(
dX + d
c
j, dmY ;λ;µ, ν
)
tn
n!
.
(4.4.15)
Equating the coefficients of same powers of t in expansions (4.4.14) and (4.4.15),
assertion (4.4.9) is obtained. 
94
Certain results for the 2-variable Apostol type and related polynomials
Remark 4.4.1. Since for m = 2, the GHP H(m)n (x, y) reduce to the 2VHKdFP Hn(x, y).
Therefore, by taking m = 2 in equation (4.4.1), the following generating function for the
2-variable Hermite Apostol type polynomials (2VHATP), denoted by HF (α)n (x, y;λ;µ, ν)
is obtained:
( 2µ tν
λet + 1
)α
ext+yt
2
=
∞∑
n=0
HF (α)n (x, y;λ;µ, ν)
tn
n!
. (4.4.16)
The series definition and other results for the 2VHATP HF (α)n (x, y;λ;µ, ν) can be
obtained by taking m = 2 in the results given in Table 4.2. By taking m = 2 in equa-
tions (4.4.2) and (4.4.9), the symmetry identities for the 2VHATP HF (α)n (x, y;λ;µ, ν) can
be obtained. These identities are viewed as particular cases of the identities obtained by
O¨zarslan in [118].
Remark 4.4.2. Since for x → 2x and y = −1 the 2VHKdFP Hn(x, y) reduce to the
Hermite polynomials Hn(x). Therefore, replacing x by 2x and taking y = −1 in equa-
tion (4.4.16), the following generating function for the Hermite Apostol type polynomials
(HATP), denoted by HF (α)n (x;λ;µ, ν) is obtained:
( 2µ tν
λet + 1
)α
e2xt−t
2
=
∞∑
n=0
HF (α)n (x;λ;µ, ν)
tn
n!
. (4.4.17)
The series definition and other results for the HATP HF (α)n (x;λ;µ, ν) can be obtained
by taking m = 2, y = −1 and replacing x by 2x in the results given in Table 4.2 and in
equations (4.4.2) and (4.4.9).
Taking suitable values of the parameters in the results of the GHATP H(m)F (α)n (x, y;
λ;µ, ν) and in view of equations (4.1.11)-(4.1.13), the corresponding results for the mixed
special polynomials related to H(m)F (α)n (x, y;λ;µ, ν) can be obtained. The generating func-
tions and series definitions for these resultant polynomials are given in Table 4.3 with ap-
propriate notations and names.
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Table 4.3. Special cases of the GHATP H(m)F (α)n (x, y;λ;µ, ν)
S. No. Values of the Relation between Name of the resultant Generating function and series definition
parameters the GHATP special polynomials of the resultant special polynomials
H(m)
F(α)n (x, y;λ;µ, ν)
and its special case
I. λ→ −λ, µ = 0 (−1)α
H(m)
F(α)n (x, y;−λ; 0, 1) Gould-Hopper-Apostol-
(
t
λet−1
)α
ext+yt
m
=
∞∑
n=0H
(m)B
(α)
n (x, y;λ)
tn
n!
,
ν = 1 =
H(m)
B
(α)
n (x, y;λ) Bernoulli polynomials
(GHABP) of order α
H(m)
B
(α)
n (x, y;λ) =
n∑
k=0
(
n
k
)
B
(α)
n−k(λ)H
(m)
k
(x, y)
II. µ = 1, ν = 0
H(m)
F(α)n (x, y;λ; 1, 0) Gould-Hopper-Apostol-
(
2
λet+1
)α
ext+yt
m
=
∞∑
n=0H
(m)E
(α)
n (x, y;λ)
tn
n!
,
=
H(m)
E
(α)
n (x, y;λ) Euler polynomials
(GHAEP) of order α
H(m)
E
(α)
n (x, y;λ) =
n∑
k=0
(
n
k
)
E
(α)
n−k(λ)H
(m)
k
(x, y)
III. µ = ν = 1
H(m)
F(α)n (x, y;λ; 1, 1) Gould-Hopper-Apostol-
(
2t
λet+1
)α
ext+yt
m
=
∞∑
n=0H
(m)G(α)n (x, y;λ) t
n
n!
,
=
H(m)
G(α)n (x, y;λ) Genocchi polynomials
(GHAGP) of order α
H(m)
G(α)n (x, y;λ) =
n∑
k=0
(
n
k
)
G(α)
n−k(λ)H
(m)
k
(x, y)
The other results such as the multiplicative and derivative operators, differential equa-
tions, operational rules, summation formulae and symmetry identities can also be obtained
by making the similar substitution as given in Table 4.3.
Note. For λ = 1, the generating function and series definition mentioned in Table 4.3
and other results for the GHABP (of order α) H(m)B
(α)
n (x, y;λ), GHAEP (of order α)
H(m)E
(α)
n (x, y;λ) and GHAGP (of order α) H(m)G(α)n (x, y;λ) reduce to the corresponding
results for the Gould-Hopper-Bernoulli polynomials (GHBP) (of order α) H(m)B
(α)
n (x, y),
Gould-Hopper-Euler polynomials (GHEP) (of order α) H(m)E
(α)
n (x, y) and Gould-Hopper-
Genocchi polynomials (GHGP) (of order α) H(m)G
(α)
n (x, y), respectively. Again, for α = 1,
the corresponding results for the Gould-Hopper-Bernoulli polynomials (GHBP) H(m)Bn(x, y),
Gould-Hopper-Euler polynomials (GHEP) H(m)En(x, y) and Gould-Hopper-Genocchi poly-
nomials (GHGP) H(m)Gn(x, y) can be obtained.
It is also important to observe that, by taking m = 2 in the results of the mixed spe-
cial polynomials with H(m)n (x, y) as base, the results for the corresponding mixed special
polynomials with Hn(x, y) as base can be obtained. Some of these results can be found
in [118, 121]. For m = 2, y = −1 and replacing x by 2x, the results for the mixed special
polynomials with Hn(x) as base can be obtained. Some of these results are given in [120].
Example 4.4.2. Taking φ(y, t) = C0(−ytm) (for which the 2VGP pn(x, y) reduce to the
2VGLP mLn(y, x)) in the l.h.s. of generating function (4.2.1) and denoting the resultant 2-
variable generalized Laguerre Apostol type polynomials (2VGLATP) by mLF (α)n (y, x;λ;µ, ν)
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in the r.h.s., the following generating function is obtained:( 2µ tν
λet + 1
)α
extC0(−ytm) =
∞∑
n=0
mLF (α)n (y, x;λ;µ, ν)
tn
n!
. (4.4.18)
The series definitions and other results for the 2VGLATP mLF (α)n (y, x;λ;µ, ν) are
given in Table 4.4.
Table 4.4. Results for the 2VGLATP mLF (α)n (y, x;λ;µ, ν)
S. No. Results Expressions
I. Series definition mLF
(α)
n (y, x;λ;µ, ν) =
n∑
k=0
(
n
k
)
F(α)
n−k(λ;µ, ν)mLk(y, x)
II. Multiplicative and MˆmLF = x +m∂
−1
y ∂
m−1
x +
αν(λe∂x+1)−αλ∂xe∂x
∂x(λe
∂x+1)
derivative operators PˆmLF = ∂x
III. Differential equation
(
x∂x +m∂
−1
y ∂
m
x +
αν(λe∂x+1)−αλ∂xe∂x
(λe∂x+1)
− n
)
mLF
(α)
n (y, x;λ;µ, ν) = 0
IV. Operational rule mLF
(α)
n (y, x;λ;µ, ν) = F(α)n (MˆmL;λ;µ, ν);
MˆmL:=Multiplicative operator ofmLn(y, x)
V. Summation formulae mLF
(α)
n (y, x + w;λ;µ, ν) =
n∑
k=0
(
n
k
)
mLF
(α)
k
(y, x;λ;µ, ν)wn−k
mLF
(α)
n+k
(y, z;λ;µ, ν) =
n,k∑
l,m=0
n! k!(z−x)l+m
mL
F(α)
n+k−l−m(y,x;λ;µ,ν)
(n−l)! (k−m)! l!m!
mLF
(α)
n (y, x + w;λ;µ, ν) =
n∑
k=0
(
n
k
)
F(α)
k
(x;λ;µ, ν)mLn−k(y, w)
The symmetry identities for the 2VGLATP mLF (α)n (y, x;λ;µ, ν) are derived by prov-
ing the following results:
Theorem 4.4.3. For all integers c, d > 0 and n ≥ 0; α ≥ 1; λ, µ, ν ∈ C, the follow-
ing symmetry identity for the 2-variable generalized Laguerre Apostol type polynomials
mLF (α)n (y, x;λ;µ, ν) holds true:
n∑
k=0
(
n
k
)
cn−kdν+kmLF (α)n−k(dmy, dx;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(c− 1;−λ)
×mLF (α−1)k−l (cmY, cX;λ;µ, ν)
=
n∑
k=0
(
n
k
)
dn−kcν+kmLF (α)n−k(cmy, cx;λ;µ, ν)
k∑
l=0
(
k
l
)Sl(d− 1;−λ)
×mLF (α−1)k−l (dmY, dX;λ;µ, ν).
(4.4.19)
Proof. Substitution of φ(y, cdt) = C0(−y(cdt)m) and φ(Y, cdt) = C0(−Y (cdt)m) in ex-
pression (4.3.20) of G(t) gives
G2(t) :=
2µ(2α−1)tν(2α−1)ecdxtC0(−y(cdt)m)(λecdt + 1)ecdXtC0(−Y (cdt)m)
(λect + 1)α(λedt + 1)α
. (4.4.20)
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Now, rearranging the powers in expression (4.4.20) of G2(t) and using the fact that
G2(t) is symmetric in c and d, two expansions of G2(t) can be obtained as in proof of
Theorem 4.3.3. Finally, equating the coefficients of same powers of t in these expansions,
assertion (4.4.19) follows. 
Theorem 4.4.4. For each pair of positive integers c, d and for all integers n ≥ 0; α ≥
1; λ, µ, ν ∈ C, the following symmetry identity for the 2-variable generalized Laguerre
Apostol type polynomials mLF (α)n (y, x;λ;µ, ν) holds true:
n∑
k=0
(
n
k
) c−1∑
i=0
d−1∑
j=0
(−λ)i+jckdn−kmLF (α)k
(
dmy, dx+ d
c
i;λ;µ, ν
)
×mLF (α)n−k
(
cmY, cX + c
d
j;λ;µ, ν
)
=
n∑
k=0
(
n
k
) d−1∑
i=0
c−1∑
j=0
(−λ)i+jdkcn−kmLF (α)k
(
cmy, cx+ c
d
i;λ;µ, ν
)
×mLF (α)n−k
(
dmY, dX + d
c
j;λ;µ, ν
)
.
(4.4.21)
Proof. Substitution of φ(y, cdt) = C0(−y(cdt)m) and φ(Y, cdt) = C0(−Y (cdt)m) in ex-
pression (4.3.29) of H(t) gives
H2(t) :=
22µαt2ναecdxtC0(−y(cdt)m)(λcecdt + 1)(λdecdt + 1)ecdXtC0(−Y (cdt)m)
(λect + 1)α+1(λedt + 1)α+1
.
(4.4.22)
Now, rearranging the powers in expression (4.4.22) of H2(t) and using the fact that
H2(t) is symmetric in c and d, two expansions of H2(t) can be obtained as in proof of
Theorem 4.3.4. Finally, equating the coefficients of same powers of t in these expansions,
assertion (4.4.21) follows. 
Remark 4.4.3. Since for m = 1 and y → −y, the 2VGLP mLn(y, x) reduce to the 2VLP
Ln(y, x). Therefore, taking m = 1 and replacing y by −y in equation (4.4.18), the follow-
ing generating function for the 2-variable Laguerre Apostol type polynomials (2VLATP),
denoted by LF (α)n (y, x;λ;µ, ν) is obtained:( 2µ tν
λet + 1
)α
extC0(yt) =
∞∑
n=0
LF (α)n (y, x;λ;µ, ν)
tn
n!
. (4.4.23)
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The series definition and other results for the 2VLATP LF (α)n (y, x;λ;µ, ν) can be
obtained by taking m = 1 and replacing y by −y in the results given in Table 4.4 and in
equations (4.4.19) and (4.4.21).
Remark 4.4.4. Since for x = 1, the 2VLP Ln(y, x) reduce to the Laguerre polynomials
Ln(y). Therefore, taking x = 1 in equation (4.4.23), the following generating function for
the Laguerre Apostol type polynomials (LATP), denoted by LF (α)n (y;λ;µ, ν) is obtained:( 2µ tν
λet + 1
)α
etC0(yt) =
∞∑
n=0
LF (α)n (y;λ;µ, ν)
tn
n!
. (4.4.24)
The series definition and other results for the LATP LF (α)n (y;λ;µ, ν) can be obtained
by taking m = x = 1 and replacing y by −y in the results given in Table 4.4 and in
equations (4.4.19) and (4.4.21).
Taking suitable values of the parameters in the results of the 2VGLATP mLF (α)n (y, x;
λ;µ, ν) and in view of equations (4.1.11)-(4.1.13), corresponding results for the mixed spe-
cial polynomials related to mLF (α)n (y, x;λ;µ, ν) can be obtained. The generating functions
and series definitions for these resultant polynomials are given in Table 4.5 with appropri-
ate notations and names.
Table 4.5. Special cases of the 2VGLATP mLF (α)n (y, x;λ;µ, ν)
S. No. Values of the Relation between Name of the resultant Generating function and series definition
parameters the 2VGLATP special polynomials of the resultant special polynomials
mLF
(α)
n (y, x;λ;µ, ν)
and its special case
I. λ→ −λ, µ = 0 (−1)αmLF
(α)
n (y, x;−λ; 0, 1) 2-variable generalized
(
t
λet−1
)α
extC0(−ytm) =
∞∑
n=0
mLB
(α)
n (y, x;λ)
tn
n!
,
Laguerre-Apostol-
ν = 1 = mLB
(α)
n (y, x;λ) Bernoulli polynomials
(2VGLABP) of order α mLB
(α)
n (y, x;λ) =
n∑
k=0
(
n
k
)
B
(α)
n−k(λ)mLk(y, x)
II. µ = 1, ν = 0 mLF
(α)
n (y, x;λ; 1, 0) 2-variable generalized
(
2
λet+1
)α
extC0(−ytm) =
∞∑
n=0
mLE
(α)
n (y, x;λ)
tn
n!
,
Laguerre-Apostol-
= mLE
(α)
n (y, x;λ) Euler polynomials
(2VGLAEP) of order α mLE
(α)
n (y, x;λ) =
n∑
k=0
(
n
k
)
E
(α)
n−k(λ)mLk(y, x)
III. µ = ν = 1 mLF
(α)
n (y, x;λ; 1, 1) 2-variable generalized
(
2t
λet+1
)α
extC0(−ytm) =
∞∑
n=0
mLG
(α)
n (y, x;λ)
tn
n!
,
Laguerre-Apostol-
= mLG
(α)
n (y, x;λ) Genocchi polynomials
(2VGLAGP) of order α mLG
(α)
n (y, x;λ) =
n∑
k=0
(
n
k
)
G(α)
n−k(λ)mLk(y, x)
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The other results such as the multiplicative and derivative operators, differential equa-
tions, operational rules, summation formulae and symmetry identities can also be obtained
by making the similar substitution as given in Table 4.5.
Note. For λ = 1, the generating function and series definition mentioned in Table 4.5
and other results for the 2VGLABP (of order α) mLB
(α)
n (x, y;λ), 2VGLAEP (of order α)
mLE
(α)
n (x, y;λ) and 2VGLAGP (of order α) mLG(α)n (x, y;λ) reduce to the corresponding
results for the 2-variable generalized Laguerre-Bernoulli polynomials (2VGLBP) (of order
α) mLB
(α)
n (x, y), 2-variable generalized Laguerre-Euler polynomials (2VGLEP) (of order
α) mLE
(α)
n (x, y) and 2-variable generalized Laguerre-Genocchi polynomials (2VGLGP)
(of order α) mLG
(α)
n (x, y), respectively.
Again, for α = 1, the corresponding results for the 2-variable generalized Laguerre-
Bernoulli polynomials (2VGLBP) mLBn(x, y), 2-variable generalized Laguerre-Euler poly-
nomials (2VGLEP) mLEn(x, y) and 2-variable generalized Laguerre-Genocchi polynomi-
als (2VGLGP) mLGn(x, y) can be obtained.
Since for m = 1 and y → −y the 2VGLP mLn(y, x) reduces to the 2VLP Ln(y, x).
Therefore, taking m = 1 and replacing y by −y in the results of the mixed special polyno-
mials with mLn(y, x) as base, the results for the corresponding mixed special polynomials
with Ln(y, x) as base can be obtained.
Further, by taking m = x = 1 and replacing y by −y in the results of the mixed
special polynomials with Ln(y, x) as base the results for the corresponding polynomials
with Ln(y) as base can be obtained.
Example 4.4.3. By taking φ(y, t) = 1
(1−ytr) (for which the 2VGP pn(x, y) reduce to the
2VTEP e(r)n (x, y)) in the l.h.s. of generating function (4.2.1) and denoting the resultant
2-variable truncated exponential Apostol type polynomials (2VTEATP) (of order r) by
e(r)F (α)n (x, y;λ;µ, ν) in the r.h.s., the following generating function is obtained:
( 2µ tν
λet + 1
)α( ext
1− ytr
)
=
∞∑
n=0
e(r)F (α)n (x, y;λ;µ, ν)
tn
n!
. (4.4.25)
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The series definitions and other results for the 2VTEATP e(r)F (α)n (x, y;λ;µ, ν) are
given in Table 4.6.
Table 4.6. Results for the 2VTEATP e(r)F (α)n (x, y;λ;µ, ν)
S.No. Results Expressions
I. Series definition
e(r)
F(α)n (x, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
F(α)
n−k(λ;µ, ν)e
(r)
k
(x, y)
II. Multiplicative and Mˆ
e(r)F = x + ry∂yy∂
r−1
x +
αν(λe∂x+1)−αλ∂xe∂x
∂x(λe
∂x+1)
derivative operators Pˆ
e(r)F = ∂x
III. Differential equation
(
x∂x + ry∂yy∂
r
x +
αν(λe∂x+1)−αλ∂xe∂x
(λe∂x+1)
− n
)
e(r)
F(α)n (x, y;λ;µ, ν) = 0
IV. Operational rule
e(r)
F(α)n (x, y;λ;µ, ν) = F(α)n (Mˆe(r) ;λ;µ, ν);
Mˆ
e(r)
:=Multiplicative operator of e(r)n (x, y)
V. Summation formulae
e(r)
F(α)n (x + w, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
e(r)
F(α)
k
(x, y;λ;µ, ν)wn−k
e(r)
F(α)
n+k
(z, y;λ;µ, ν) =
n,k∑
l,m=0
n! k!(z−x)l+m
e(r)
F(α)
n+k−l−m(x,y;λ;µ,ν)
(n−l)! (k−m)! l!m!
e(r)
F(α)n (x + w, y;λ;µ, ν) =
n∑
k=0
(
n
k
)
F(α)
k
(x;λ;µ, ν)e
(r)
n−k(w, y)
The symmetry identities for the 2VTEATP e(r)F (α)n (x, y;λ;µ, ν) are derived by prov-
ing the following results:
Theorem 4.4.5. For all integers c, d > 0 and n ≥ 0; α ≥ 1; λ, µ, ν ∈ C, the follow-
ing symmetry identity for the 2-variable truncated exponential Apostol type polynomials
e(r)F (α)n (x, y;λ;µ, ν) holds true:
n∑
k=0
k∑
l=0
(
n
k
)(
k
l
)
cn−kdν+ke(r)F (α)n−k(dx, dry;λ;µ, ν)Sl(c− 1;−λ)
×e(r)F (α−1)k−l (cX, crY ;λ;µ, ν)
=
n∑
k=0
k∑
l=0
(
n
k
)(
k
l
)
dn−kcν+ke(r)F (α)n−k(cx, cry;λ;µ, ν)Sl(d− 1;−λ)
×e(r)F (α−1)k−l (dX, drY ;λ;µ, ν).
(4.4.26)
Proof. Substitution of φ(y, cdt) = 1
(1−y(cdt)r) and φ(Y, cdt) =
1
(1−Y (cdt)r) in expression
(4.3.20) of G(t) gives
G3(t) :=
2µ(2α−1)tν(2α−1)ecdxt 1
(1−y(cdt)r)(λe
cdt + 1)ecdXt 1
(1−Y (cdt)r)
(λect + 1)α(λedt + 1)α
. (4.4.27)
Now, rearranging the powers in expression (4.4.27) of G3(t) and using the fact that
G3(t) is symmetric in c and d, two expansions of G3(t) can be obtained as in proof of
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Theorem 4.3.3. Finally, equating the coefficients of same powers of t in these expansions,
assertion (4.4.26) follows. 
Theorem 4.4.6. For each pair of positive integers c, d and for all integers n ≥ 0; α ≥
1; λ, µ, ν ∈ C, the following symmetry identity for the 2-variable truncated exponential
Apostol type polynomials e(r)F (α)n (x, y;λ;µ, ν) holds true:
n∑
k=0
(
n
k
) c−1∑
i=0
d−1∑
j=0
(−λ)i+jckdn−ke(r)F (α)k
(
dx+ dc i, d
ry;λ;µ, ν
)
×e(r)F (α)n−k
(
cX + cdj, c
rY ;λ;µ, ν
)
=
n∑
k=0
(
n
k
) d−1∑
i=0
c−1∑
j=0
(−λ)i+jdkcn−ke(r)F (α)k
(
cx+ cd i, c
ry;λ;µ, ν
)
×e(r)F (α)n−k
(
dX + dc j, d
rY ;λ;µ, ν
)
.
(4.4.28)
Proof. Substitution of φ(y, cdt) = 1
(1−y(cdt)r) and φ(Y, cdt) =
1
(1−Y (cdt)r) in expression
(4.3.29) of H(t) gives
H3(t) :=
22µαt2ναecdxt 1
(1−y(cdt)r)(λ
cecdt + 1)(λdecdt + 1)ecdXt 1
(1−Y (cdt)r)
(λect + 1)α+1(λedt + 1)α+1
. (4.4.29)
Now, rearranging the powers in expression (4.4.29) of H3(t) and using the fact that
H3(t) is symmetric in c and d, two expansions of H3(t) can be obtained as in proof of
Theorem 4.3.4. Finally, equating the coefficients of same powers of t in these expansions,
assertion (4.4.28) follows. 
Remark 4.4.5. Since for r = 2, the 2VTEP e(r)n (x, y) (of order r) reduce to the 2VTEP
en(x, y). Therefore, by taking r = 2 in equation (4.4.25), the following generating function
for the 2-variable truncated exponential Apostol type polynomials (2VTEATP), denoted by
eF (α)n (x, y;λ;µ, ν) is obtained:( 2µ tν
λet + 1
)α( ext
1− yt2
)
=
∞∑
n=0
eF (α)n (x, y;λ;µ, ν)
tn
n!
. (4.4.30)
The series definition and other results for the 2VTEATP eF (α)n (x, y;λ;µ, ν) can be
obtained by taking r = 2 in the results given in Table 4.6 and in equations (4.4.26) and
(4.4.28).
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Remark 4.4.6. Since for y = 1, the 2VTEP en(x, y) reduce to the truncated exponential
polynomials en(x). Therefore, by taking y = 1 in equation (4.4.30), the following generat-
ing function for the truncated exponential Apostol type polynomials (TEATP), denoted by
eF (α)n (x;λ;µ, ν) is obtained:( 2µ tν
λet + 1
)α( ext
1− t2
)
=
∞∑
n=0
eF (α)n (x;λ;µ, ν)
tn
n!
. (4.4.31)
The series definition and other results for the TEATP eF (α)n (x;λ;µ, ν) can be ob-
tained by taking r = 2 and y = 1 in the results given in Table 4.6 and in equations (4.4.26)
and (4.4.28).
Taking suitable values of the parameters in the results of the 2VTEATP e(r)F (α)n (x, y;
λ;µ, ν) and in view of equations (4.1.11)-(4.1.13), the corresponding results for the mixed
special polynomials related to e(r)F (α)n (x, y;λ;µ, ν) can be obtained. The generating func-
tions and series definitions for these resultant polynomials are given in Table 4.7 with ap-
propriate notations and names.
Table 4.7. Special cases of the 2VTEATP e(r)F (α)n (x, y;λ;µ, ν)
S. No. Values of the Relation between Name of the resultant Generating function and series definition
parameters the 2VTEATP special polynomials of the resultant special polynomials
e(r)
F(α)n (x, y;λ;µ, ν)
and its special case
I. λ→ −λ, µ = 0 (−1)α
e(r)
F(α)n (x, y;−λ; 0, 1) 2-variable truncated
(
t
λet−1
)α( ext
1−ytr
)
=
∞∑
n=0 e
(r)B
(α)
n (x, y;λ)
tn
n!
,
exponential-Apostol-
ν = 1 =
e(r)
B
(α)
n (x, y;λ) Bernoulli polynomials
(2VTEABP) of order α
e(r)
B
(α)
n (x, y;λ) =
n∑
k=0
(
n
k
)
B
(α)
n−k(λ)e
(r)
k
(x, y)
II. µ = 1, ν = 0
e(r)
F(α)n (x, y;λ; 1, 0) 2-variable truncated
(
2
λet+1
)α( ext
1−ytr
)
=
∞∑
n=0 e
(r)E
(α)
n (x, y;λ)
tn
n!
,
exponential-Apostol-
=
e(r)
E
(α)
n (x, y;λ) Euler polynomials
(2VTEAEP) of order α
e(r)
E
(α)
n (x, y;λ) =
n∑
k=0
(
n
k
)
E
(α)
n−k(λ)e
(r)
k
(x, y)
III. µ = ν = 1
e(r)
F(α)n (x, y;λ; 1, 1) 2-variable truncated
(
2t
λet+1
)α( ext
1−ytr
)
=
∞∑
n=0 e
(r)G(α)n (x, y;λ) t
n
n!
,
exponential-Apostol-
=
e(r)
G(α)n (x, y;λ) Genocchi polynomials
(2VTEAGP) of order α
e(r)
G(α)n (x, y;λ) =
n∑
k=0
(
n
k
)
G(α)
n−k(λ)e
(r)
k
(x, y)
Note. For λ = 1, the generating function and series definition mentioned in Table 4.7
and other results for the 2VTEABP (of order α) e(r)B
(α)
n (x, y;λ), 2VTEAEP (of order α)
e(r)E
(α)
n (x, y;λ) and 2VTEAGP (of order α) e(r)G(α)n (x, y;λ) reduce to the corresponding
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results for the 2-variable truncated exponential-Bernoulli polynomials (2VTEBP) (of order
α) e(r)B
(α)
n (x, y), 2-variable truncated exponential-Euler polynomials (2VTEEP) (of order
α) e(r)E
(α)
n (x, y) and 2-variable truncated exponential-Genocchi polynomials (2VTEGP)
(of order α) e(r)G
(α)
n (x, y), respectively. Again, for α = 1, the corresponding results for the
2-variable truncated exponential-Bernoulli polynomials (2VTEBP) e(r)Bn(x, y), 2-variable
truncated exponential-Euler polynomials (2VTEEP) e(r)En(x, y) and 2-variable truncated
exponential-Genocchi polynomials (2VTEGP) e(r)Gn(x, y) can be obtained.
It is also important to observe that taking r = 2 in the results of the mixed special
polynomials with e(r)n (x, y) as base, the results for the corresponding mixed special poly-
nomials with en(x, y) as base can be obtained. Also, by taking r = 2 and y = 1, the results
for the mixed special polynomials with en(x) as base can be obtained.
In the next section, the numbers related to some members of the 2VATP family
pF (α)n (x, y;λ;µ, ν) are explored.
4.5 Concluding Remarks
The Apostol type numbers F (α)n (λ;µ, ν) of order α are defined by the generating func-
tion (4.1.10). In view of relations (4.1.11)-(4.1.13) and from equations (1.2.24), (1.2.27),
(1.2.30) and (4.1.9), the following special cases of F (α)n (λ;µ, ν) are obtained:
(−1)αF (α)n (−λ; 0, 1) = B(α)n (λ), (4.5.1)
F (α)n (λ; 1, 0) = E(α)n (λ), (4.5.2)
F (α)n (λ; 1, 1) = G(α)n (λ). (4.5.3)
Also, in view of relations (1.2.23), (1.2.26), (1.2.29) and (1.2.13), the following rela-
tions hold:
B(α)n (1) = B
(α)
n , (4.5.4)
E(α)n (1) = E
(α)
n , (4.5.5)
G(α)n (1) = G(α)n . (4.5.6)
Here, the numbers corresponding to the HATP HF (α)n (x;λ;µ, ν) defined by the gen-
erating function (4.4.17) are explored. Taking m = 2, y = −1 and replacing x by 2x in
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series definition of the GHATP H(m)F (α)n (x, y;λ;µ, ν) (Table 4.2 (I)), the following series
definition of the HATP HF (α)n (x;λ;µ, ν) is obtained:
HF (α)n (x;λ;µ, ν) =
n∑
k=0
(
n
k
)
F (α)n−k(λ;µ, ν)Hk(x). (4.5.7)
Since, the HATP HF (α)n (x;λ;µ, ν) are defined in terms of the Hermite polynomials.
Therefore, in order to find the Hermite Apostol type numbers, denoted by HF (α)n (λ;µ, ν),
Hermite numbers are required. The Hermite numbers are defined by equations (1.2.45)-
(1.2.47) (Section 1.3, Chapter 1).
Now, taking x = 0 in both sides of definition (4.5.7) and using the notation
HF (α)n (0;λ;µ, ν) := HF (α)n (λ;µ, ν) (4.5.8)
in the l.h.s. and notation (1.2.45) in the r.h.s. of the resultant equation, it follows that the
Hermite Apostol type numbers of order α, HF (α)n (λ;µ, ν) are defined as:
HF (α)n (λ;µ, ν) =
n∑
k=0
(
n
k
)
F (α)n−k(λ;µ, ν)Hk. (4.5.9)
Taking µ = 0 and ν = 1 and replacing λ by−λ in equation (4.5.9) and using relation
(4.5.1) in the r.h.s. and denoting the resultant Hermite-Apostol-Bernoulli numbers of order
α, in the l.h.s. by HB
(α)
n (λ), that is
HB
(α)
n (λ) := (−1)αHF (α)n (−λ; 0, 1), (4.5.10)
the following series definition of the HB
(α)
n (λ) is obtained:
HB
(α)
n (λ) =
n∑
k=0
(
n
k
)
B
(α)
n−k(λ)Hk. (4.5.11)
Next, taking µ = 1 and ν = 0 in equation (4.5.9) and using relation (4.5.2) in the
r.h.s. and denoting the resultant Hermite-Apostol-Euler numbers of order α, in the l.h.s. by
HE
(α)
n (λ), that is
HE
(α)
n (λ) := HF (α)n (λ; 1, 0), (4.5.12)
the following series definition of the HE
(α)
n (λ) is obtained:
HE
(α)
n (λ) =
n∑
k=0
(
n
k
)
E
(α)
n−k(λ)Hk. (4.5.13)
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Similarly, taking µ = ν = 1 in equation (4.5.9) and using relation (4.5.3) in the r.h.s.
and denoting the resultant Hermite-Apostol-Genocchi numbers of order α, in the l.h.s. by
HG(α)n (λ), that is
HG(α)n (λ) := HF (α)n (λ; 1, 1), (4.5.14)
the following series definition of the HG(α)n (λ) is obtained:
HG(α)n (λ) =
n∑
k=0
(
n
k
)
G(α)n−k(λ)Hk. (4.5.15)
Further, taking λ = 1 in equations (4.5.11), (4.5.13), (4.5.15) and using relations
(4.5.4), (4.5.5) and (4.5.6), respectively in the resultant equations and using suitable nota-
tions for the corresponding numbers in the l.h.s., it follows that
HB
(α)
n =
n∑
k=0
(
n
k
)
B
(α)
n−kHk, (4.5.16)
HE
(α)
n =
n∑
k=0
(
n
k
)
E
(α)
n−kHk, (4.5.17)
HG
(α)
n =
n∑
k=0
(
n
k
)
G
(α)
n−kHk, (4.5.18)
where HB
(α)
n , HE
(α)
n and HG
(α)
n are the Hermite-Bernoulli, Hermite-Euler and Hermite-
Genocchi numbers, respectively of order α.
For α = 1, equations (4.5.16)-(4.5.18) yield the following series definitions of the
Hermite-Bernoulli numbers HBn , Hermite-Euler numbers HEn and Hermite-Genocchi
numbers HGn:
HBn =
n∑
k=0
(
n
k
)
Bn−kHk, (4.5.19)
HEn =
n∑
k=0
(
n
k
)
En−kHk, (4.5.20)
HGn =
n∑
k=0
(
n
k
)
Gn−kHk. (4.5.21)
The polynomials corresponding to Hermite-Bernoulli and Hermite-Euler numbers
are given in [90]. The connections of the mixed type numbers considered above with
number theory and combinatorics can be taken as further research problem.
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CERTAIN PROPERTIES OF THE GOULD-HOPPER-
SHEFFER POLYNOMIALS
5.1 Introduction
Various generalizations of special functions of mathematical physics have witnessed a sig-
nificant evolution during the recent years. This further advancement in the theory of special
functions serves as an analytic foundation for the majority of problems in mathematical
physics that have been solved exactly and find broad practical applications. For example,
the importance of generalized Hermite polynomials has been recognized [40, 46, 91] and
has been exploited to deal with quantum mechanical and beam transport problems.
The introduction of multi-index and multi-variable special functions is an important
development in the theory of special functions. The importance of these functions has been
recognized both in purely mathematical and applied frame works. These polynomials arise
in problems ranging from the theory of partial differential equations to the abstract group
theory. The theory of multi-index and multi-variable Hermite polynomials was initially
developed by Hermite [63]. Some research contributions are given in order to develop
the theory of multi-variable and multi-index special functions and polynomials, see for
example [12, 37, 46].
The Hermite polynomials are frequently used in many branches of pure and applied
mathematics and physics. The Hermite Kampe´ de Fe´riet polynomials and higher-order
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Hermite polynomials or the Gould-Hopper polynomials are considered and their proper-
ties are discussed in Section 1.4 of Chapter 1. These polynomials also belong to the class
of the 2-variable general polynomial family pn(x, y). Certain 2-variable mixed special
polynomial families related to the Gould-Hopper polynomials are introduced and studied
in [79,85]. These polynomial have applications in various fields of pure and applied math-
ematics, physics and engineering. The Sheffer polynomials have applications in applied
mathematics, theoretical physics and approximation theory. The concepts related to the
Sheffer sequences are given in Section 1.2 of Chapter 1.
In this chapter, the Sheffer and Gould-Hopper polynomials are combined to intro-
duce the family of Gould-Hopper-Sheffer polynomials by using operational methods. The
determinantal forms and other properties for this family are derived. In Section 5.2, the
generating function, series definition and determinantal definition for the Gould-Hopper-
Sheffer polynomials are established. In Section 5.3, these polynomials are framed within
the context of monomiality principle in order to derive the differential equation. In Section
5.4, examples of some members belonging to this family are considered. In Section 5.5,
the numbers related to special polynomials belonging to this family are considered. The
graphs of some special polynomials are also drawn for suitable values of the indices.
5.2 Gould-Hopper-Sheffer Polynomials
In order to derive the generating function for the Gould-Hopper-Sheffer polynomials (GHSP
in the following), the following result is proved:
Theorem 5.2.1. The Gould-Hopper-Sheffer polynomials H(m)sn(x, y) are defined by the
following generating function:
A(t) exp(xH(t) + y(H(t))m) =
∞∑
n=0
H(m)sn(x, y)
tn
n!
, (5.2.1)
or, equivalently
1
g(f−1(t))
exp(xf−1(t) + y(f−1(t))m) =
∞∑
n=0
H(m)sn(x, y)
tn
n!
. (5.2.2)
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Proof. Taking the GHP H(m)n (x, y) as base in generating function (1.2.31) of the Sheffer
sequence, therefore, replacing x in equation (1.2.31) by the multiplicative operator MˆH(m)
of the GHP H(m)n (x, y), it follows that
A(t) exp(MˆH(m)H(t)) =
∞∑
n=0
sn
(
MˆH(m)
) tn
n!
, (5.2.3)
which on using the expression of MˆH(m) given in equation (1.4.11) and then decoupling
the exponential operator in the l.h.s. of the resultant equation by using the Crofton-type
identity [44, p.12]
f
(
x+mλ
dm−1
dxm−1
)
{1} = exp
(
λ
dm
dxm
)
{f(x)}, (5.2.4)
becomes
A(t) exp
(
y
∂m
∂xm
)
{exp(xH(t))} =
∞∑
n=0
sn
(
x+my
∂m−1
∂xm−1
)
. (5.2.5)
On expanding the first exponential in the l.h.s. of equation (5.2.5) and denoting the
resultant Gould-Hopper-Sheffer polynomials (GHSP) in the r.h.s. by H(m)sn(x, y), that is
H(m)sn(x, y) = sn
(
MˆH(m)
)
= sn
(
x+my
∂m−1
∂xm−1
)
, (5.2.6)
assertion (5.2.1) is proved. Also, in view of equations (1.2.39) and (1.2.40), generating
function (5.2.1) can be expressed equivalently as equation (5.2.2). 
Remark 5.2.1. Since, for A(t) = 1, the Sheffer polynomials sn(x) reduce to the asso-
ciated Sheffer polynomials pn(x). Therefore, by taking A(t) = 1 (or g(t) = 1) in the
l.h.s. of equation (5.2.1) (or (5.2.2)) and denoting the resultant Gould-Hopper-associated
Sheffer polynomials (GHASP in the following) by H(m)pn(x, y) in the r.h.s., the following
consequence of Theorem 5.2.1 is deduced:
Corollary 5.2.1. The Gould-Hopper-associated Sheffer polynomials H(m)pn(x, y) are de-
fined by the following generating function:
exp(xH(t) + y(H(t))m) =
∞∑
n=0
H(m)pn(x, y)
tn
n!
, (5.2.7)
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or, equivalently
exp(xf−1(t) + y(f−1(t))m) =
∞∑
n=0
H(m)pn(x, y)
tn
n!
. (5.2.8)
Remark 5.2.2. Since, for H(t) = t, the Sheffer polynomials sn(x) reduce to the Appell
polynomials An(x). Therefore, by taking H(t) = t (or f−1(t) = t) in the l.h.s. of equa-
tion (5.2.1) (or (5.2.2)), the following generating function for the Gould-Hopper-Appell
polynomials (GHAP) H(m)An(x, y) is obtained [85] :
A(t) exp(xt+ ytm) =
∞∑
n=0
H(m)An(x, y)
tn
n!
. (5.2.9)
In order to find the determinantal definition of the GHSP H(m)sn(x, y), the following
result is proved:
Theorem 5.2.2. The Gould-Hopper-Sheffer polynomial H(m)sn(x, y) of degree n are de-
fined by
H(m)s0(x, y) =
1
β0
,
H(m)sn(x, y) =
(−1)n
(β0)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H(m)p1(x, y) H(m)p2(x, y) · · · H(m)pn−1(x, y) H(m)pn(x, y)
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(5.2.10)
where n = 1, 2, . . . and H(m)pn(x, y) (n = 0, 1, 2, . . .) are the Gould-Hopper associated
Sheffer polynomials of degree n and
β0 =
1
α0
,
βn = − 1α0
( n∑
k=1
(
n
k
)
αk βn−k
)
, n = 1, 2, . . . .
(5.2.11)
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Proof. Let H(m)sn(x, y) be a sequence of polynomials with generating function given in
equation (5.2.1) and αn, βn be two numerical sequences such that
A(t) = α0 +
t
1!
α1 +
t2
2!
α2 + · · ·+ t
n
n!
αn + · · · , n = 0, 1, . . . ; α0 6= 0, (5.2.12)
Aˆ(t) = β0 +
t
1!
β1 +
t2
2!
β2 + · · ·+ t
n
n!
βn + · · · , n = 0, 1, . . . ; β0 6= 0, (5.2.13)
satisfying
A(t)Aˆ(t) = 1. (5.2.14)
Then, according to the Cauchy-product rule, it follows that
A(t)Aˆ(t) =
∞∑
n=0
n∑
k=0
(
n
k
)
αk βn−k
tn
n!
,
by which
n∑
k=0
(
n
k
)
αk βn−k =

1 for n = 0,
0 for n > 0.
(5.2.15)
Hence 
β0 =
1
α0
,
βn = − 1α0
( n∑
k=1
(
n
k
)
αk βn−k
)
, n = 1, 2, . . . .
(5.2.16)
Multiplication of equation (5.2.1) by Aˆ(t) gives
A(t)Aˆ(t) exp(xH(t) + y(H(t))m) = Aˆ(t)
∞∑
n=0
H(m)sn(x, y)
tn
n!
, (5.2.17)
which in view of equations (5.2.7), (5.2.13) and (5.2.14) becomes
∞∑
n=0
H(m)pn(x, y)
tn
n!
=
∞∑
n=0
H(m)sn(x, y)
tn
n!
∞∑
k=0
βk
tk
k!
. (5.2.18)
Again, multiplication of the series on the r.h.s. of equation (5.2.18) according to
Cauchy-product rule leads to the following system of infinite equations in the unknowns
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H(m)sn(x, y) (n = 0, 1, . . .):
H(m)s0(x, y)β0 = 1,
H(m)s0(x, y)β1 + H(m)s1(x, y)β0 = H(m)p1(x, y),
H(m)s0(x, y)β2 +
(
2
1
)
H(m)s1(x, y)β1 + H(m)s2(x, y)β0 = H(m)p2(x, y),
...
H(m)s0(x, y)βn +
(
n
1
)
H(m)s1(x, y)βn−1 + · · ·+ H(m)sn(x, y)β0 = H(m)pn(x, y),
...
(5.2.19)
From first equation of system (5.2.19), first part of assertion (5.2.10) follows. Also,
the special form of system (5.2.19) (lower triangular) allows to work out the unknowns
H(m)sn(x, y). Operating with the first n + 1 equations of system (5.2.19) by applying the
Cramer’s rule, it follows that
H(m)sn(x, y) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 0 0 · · · 0 1
β1 β0 0 · · · 0 H(m)p1(x, y)
β2
(
2
1
)
β1 β0 · · · 0 H(m)p2(x, y)
. . . · · · . .
βn−1
(
n−1
1
)
βn−2
(
n−1
2
)
βn−3 · · · β0 H(m)pn−1(x, y)
βn
(
n
1
)
βn−1
(
n
2
)
βn−2 · · ·
(
n
n−1
)
β1 H(m)pn(x, y)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 0 0 · · · 0 0
β1 β0 0 · · · 0 0
β2
(
2
1
)
β1 β0 · · · 0 0
. . . · · · . .
βn−1
(
n−1
1
)
βn−2
(
n−1
2
)
βn−3 · · · β0 0
βn
(
n
1
)
βn−1
(
n
2
)
βn−2 · · ·
(
n
n−1
)
β1 β0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(5.2.20)
where n = 1, 2, . . ..
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Now, taking the transpose of the determinant in the numerator and expanding the
determinant in the denominator, so that
H(m)sn(x, y) =
1
(β0)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
1 H(m)p1(x, y) H(m)p2(x, y) · · · H(m)pn−1(x, y) H(m)pn(x, y)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(5.2.21)
which after n circular row exchanges, that is after moving the ith row to the (i + 1)th
position for i = 1, 2, . . . , n− 1, yields second part of assertion (5.2.10). 
Remark 5.2.3. From equations (5.2.1) and (1.2.31), it follows that
H(m)sn(x, 0) = sn(x). (5.2.22)
Similarly, from equations (5.2.7) and (1.2.50), it follows that
H(m)pn(x, 0) = pn(x). (5.2.23)
Consequently, for y = 0, Theorem 5.2.2 yields the determinantal definition of the
Sheffer sequence sn(x) given by equation (1.3.20).
Remark 5.2.4. Since forH(t) = t, the GHSP H(m)sn(x, y) reduce to the GHAP H(m)An(x, y)
and GHASP H(m)pn(x, y) reduce to the GHP H
(m)
n (x, y). Therefore, the following conse-
quence of Theorem 5.2.2 is deduced:
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Corollary 5.2.2. The Gould-Hopper-Appell polynomial H(m)An(x, y) of degree n are de-
fined by
H(m)A0(x, y) =
1
β0
,
H(m)An(x, y) =
(−1)n
(β0)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H
(m)
1 (x, y) H
(m)
2 (x, y) · · · H(m)n−1(x, y) H(m)n (x, y)
β0 β1 β2 · · · βn−1 βn
0 β0
(
2
1
)
β1 · · ·
(
n−1
1
)
βn−2
(
n
1
)
βn−1
0 0 β0 · · ·
(
n−1
2
)
βn−3
(
n
2
)
βn−2
. . . · · · . .
0 0 0 · · · β0
(
n
n−1
)
β1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(5.2.24)
where n = 1, 2, . . . and H(m)n (x, y) (n = 0, 1, 2, . . .) are the Gould-Hopper polynomials of
degree n and
β0 =
1
α0
,
βn = − 1α0
( n∑
k=1
(
n
k
)
αk βn−k
)
, n = 1, 2, . . . .
(5.2.25)
Remark 5.2.5. It is also observed that
H(m)An(x, 0) = An(x) (5.2.26)
and
H(m)n (x, 0) = x
n. (5.2.27)
Thus, for y = 0, Corollary 5.2.2 yields the determinantal definition of the Appell
sequence An(x) given by equation (1.3.16).
The Bernoulli and Euler polynomials are the important members of the Appell family
and since for β0 = 1 and βi = 1i+1 (i = 1, 2, · · · , n) the determinantal form of the Appell
polynomials An(x) reduces to the determinantal form of the Bernoulli polynomials Bn(x)
(Chapter 1, Section 1.3). Therefore, taking β0 = 1 and βi = 1i+1 (i = 1, 2, · · · , n) in
equation (5.2.24), the following determinantal definition of the Gould-Hopper-Bernoulli
polynomials (GHBP) H(m)Bn(x, y) is obtained:
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Definition 5.2.1. The Gould-Hopper-Bernoulli polynomials H(m)Bn(x, y) of degree n are
defined by
H(m)B0(x, y) = 1,
H(m)Bn(x, y) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H
(m)
1 (x, y) H
(m)
2 (x, y) · · · H(m)n (x, y)
1 1
2
1
3
· · · 1
n+1
0 1
(
2
1
)
1
2
· · · (n
1
)
1
n
0 0 1 · · · (n
2
)
1
n−1
. . . · · · .
0 0 0 · · · ( n
n−1
)
1
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(5.2.28)
where H(m)n (x, y) (n = 0, 1, 2, . . .) are the Gould-Hopper polynomials of degree n.
Also, for β0 = 1 and βi = 12 (i = 1, 2, · · · , n) the determinantal form of the Appell
polynomials An(x) reduces to the determinantal form of the Euler polynomials En(x).
Therefore, taking β0 = 1 and βi = 12 (i = 1, 2, · · · , n) in equation (5.2.24), the following
determinantal definition of the Gould-Hopper-Euler polynomials (GHEP) H(m)En(x, y) is
obtained:
Definition 5.2.2. The Gould-Hopper-Euler polynomials H(m)En(x, y) of degree n are de-
fined by
H(m)E0(x, y) = 1,
H(m)En(x, y) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 H
(m)
1 (x, y) H
(m)
2 (x, y) · · · H(m)n (x, y)
1 1
2
1
2
· · · 1
2
0 1 1
2
(
2
1
) · · · 1
2
(
n
1
)
0 0 1 · · · 1
2
(
n
2
)
. . . · · · .
0 0 0 · · · 1
2
(
n
n−1
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
(5.2.29)
where H(m)n (x, y) (n = 0, 1, 2, . . .) are the Gould-Hopper polynomials of degree n.
115
Chapter 5
Since for m = 2, the GHP H(m)n (x, y) reduce to the 2VHKdFP Hn(x, y). Therefore,
taking m = 2 in the results derived above, the corresponding results for the Hn(x, y) based
Sheffer polynomials can be obtained. Some of these results are considered in [81, 87].
In the next section, the GHSP H(m)sn(x, y) and GHASP H(m)pn(x, y) are framed
within the context of monomiality principle. Certain properties of these polynomials are
also established by using the concepts associated with monomiality principle.
5.3 Quasi-Monomial Properties
In order to frame the GHSP H(m)sn(x, y) within the context of monomiality principle, the
following result is proved:
Theorem 5.3.1. The Gould-Hopper-Sheffer polynomial H(m)sn(x, y) are quasi-monomial
with respect to the following multiplicative and derivative operators:
MˆH(m)s =
(
x+my
∂m−1
∂xm−1
)
H ′(H−1(∂x) +
A′(H−1(∂x))
A(H−1(∂x))
(5.3.1)
and
PˆH(m)s = H
−1(∂x), (5.3.2)
respectively, where ∂x := ∂∂x .
Proof. Consider the identity
∂x {A(t) exp(xH(t) + y(H(t))m)} = H(t) (A(t) exp(xH(t) + y(H(t))m)). (5.3.3)
Since H(t) has expansion (1.2.33) in powers of t, therefore, the above identity can
be written as:
H−1(∂x) {A(t) exp(xH(t) + y(H(t))m)} = t (A(t) exp(xH(t) + y(H(t))m)). (5.3.4)
Differentiating equation (5.2.3) partially with respect to t and using equation (5.2.6)
in the r.h.s. of the resultant equation, it follows that(
MˆH(m)H
′(t) +
A′(t)
A(t)
)
{A(t) exp(MˆH(m)H(t))} =
∞∑
n=0
H(m)sn+1(x, y)
tn
n!
, (5.3.5)
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which on using equations (5.2.3), (5.2.6) and (5.2.1) gives(
MˆH(m)H
′(t) +
A′(t)
A(t)
)
{A(t) exp(xH(t) + y(H(t))m)} =
∞∑
n=0
H(m)sn+1(x, y)
tn
n!
. (5.3.6)
Since A(t) is an invertible series and A
′(t)
A(t)
has Taylor’s series expansion in powers of
t. Therefore, in view of identity (5.3.4), equation (5.3.6) becomes(
MˆH(m)H
′(H−1(∂x))+
A′(H−1(∂x))
A(H−1(∂x))
)
{A(t) exp(xH(t) + y(H(t))m)}
=
∞∑
n=0
H(m)sn+1(x, y)
tn
n!
.
(5.3.7)
Now, using equations (1.4.11) and (5.2.1) in the l.h.s. of equation (5.3.7) and then
rearranging the summation, it follows that
∞∑
n=0
((
x+my ∂
m−1
∂xm−1
)
H ′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x))
){
H(m)sn(x, y)
tn
n!
}
=
∞∑
n=0
H(m)sn+1(x, y)
tn
n!
.
(5.3.8)
The coefficients of same powers of t in both sides of the above equation are equated
to get((
x+my
∂m−1
∂xm−1
)
H ′(H−1(∂x)) +
A′(H−1(∂x))
A(H−1(∂x))
)
{H(m)sn(x, y)} = H(m)sn+1(x, y),
(5.3.9)
which in view of monomiality principle equation (1.3.1) (for H(m)sn(x, y)), yields assertion
(5.3.1).
In view of generating function (5.2.1), identity (5.3.4) gives
H−1(∂x)
{ ∞∑
n=0
H(m)sn(x, y)
tn
n!
}
=
∞∑
n=1
H(m)sn−1(x, y)
tn
(n− 1)! . (5.3.10)
Equating the coefficients of like powers of t in both sides of equation (5.3.10), it
follows that
H−1(∂x){H(m)sn(x, y)} = n H(m)sn−1(x, y), n ≥ 1, (5.3.11)
which in view of monomiality principle equation (1.3.2) (for H(m)sn(x, y)), yields assertion
(5.3.2). 
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Remark 5.3.1. Since forA(t) = 1, the GHSP H(m)sn(x, y) reduce to the GHASP H(m)pn(x, y).
Therefore, taking A(t) = 1 and consequently A′(t) = 0 in equations (5.3.1) and (5.3.2),
the following consequence of Theorem 5.3.1 is deduced:
Corollary 5.3.1. The Gould-Hopper-associated Sheffer polynomials H(m)pn(x, y) are quasi-
monomial with respect to the following multiplicative and derivative operators:
MˆH(m)p =
(
x+my
∂m−1
∂xm−1
)
H ′(H−1(∂x)) (5.3.12)
and
PˆH(m)p = H
−1(∂x), (5.3.13)
respectively.
The properties of a quasi-monomial can be derived by using the expressions of the
multiplicative and derivative operators. To derive the differential equation for the GHSP
H(m)sn(x, y), the following result is proved:
Theorem 5.3.2. The Gould-Hopper-Sheffer polynomials H(m)sn(x, y) satisfy the following
differential equation:((
x+my
∂m−1
∂xm−1
)
H ′(H−1(∂x))H−1(∂x) +
A′(H−1(∂x))
A(H−1(∂x))
H−1(∂x)− n
)
H(m)sn(x, y) = 0.
(5.3.14)
Proof. Use of expressions (5.3.1) and (5.3.2) in monomiality principle equation (1.3.4) (for
H(m)sn(x, y)) yields assertion (5.3.14). 
Remark 5.3.2. Taking A(t) = 1 and consequently A′(t) = 0 in equation (5.3.14), the
following consequence of Theorem 5.3.2 is deduced:
Corollary 5.3.2. The Gould-Hopper-associated Sheffer polynomials H(m)pn(x, y) satisfy
the following differential equation:((
x+my
∂m−1
∂xm−1
)
H ′(H−1(∂x))H−1(∂x)− n
)
H(m)pn(x, y) = 0. (5.3.15)
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Further, to establish the operational rule connecting the GHSP H(m)sn(x, y) with the
Sheffer polynomials sn(x), the following result is proved:
Theorem 5.3.3. The following operational representation connecting the Gould-Hopper-
Sheffer polynomials H(m)sn(x, y) with the Sheffer polynomials sn(x) holds true:
H(m)sn(x, y) = exp
(
y
∂m
∂xm
)
{sn(x)}. (5.3.16)
Proof. In view of equation (5.2.6), the proof is the direct use of identity (5.2.4). 
Remark 5.3.3. A simple computation shows that operational rule (5.3.16) can be written
in the following generalized forms:
H(m)sn(r(x+ w), r
my) = exp
(
y
∂m
∂xm
)
{sn(r(x+ w))}. (5.3.17)
For r = 1, equation (5.3.17) becomes
H(m)sn((x+ w), y) = exp
(
y
∂m
∂xm
)
{sn(x+ w)}, (5.3.18)
Again, for w = 0 equation (5.3.17) reduces to
H(m)sn(rx, r
my) = exp
(
y
∂m
∂xm
)
{sn(rx)}. (5.3.19)
In order to give applications of the operational connection between the GHSP H(m)sn(x,
y) and Sheffer polynomials sn(x), the following identities for the Sheffer sequences are
considered [30]:
sn(x) =
n∑
k=0
(
n
k
)
sn−k(0) pk(x), n = 0, 1, . . . ,
sn(rx) =
n∑
k=0
(
n
k
)
sn−k(x) pk((r − 1)x), n = 0, 1, . . . ; r = 1, 2, . . . ,
sn(x) =
1
β0
(
pn(x)−
n−1∑
k=0
(
n
k
)
βn−k sk(x)
)
, n = 1, 2, . . . ,
pn(x) =
n∑
k=0
(
n
k
)
βn−k sk(x), n = 0, 1, . . . .
(5.3.20)
Now, performing the following operation:
O: Operating exp
(
y ∂
m
∂xm
)
,
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on both sides of above equations and then using appropriate operational rules on the resul-
tant equations, the following identities for the GHSP H(m)sn(x, y) are obtained:
H(m)sn(x, y) =
n∑
k=0
(
n
k
)
sn−k(0) H(m)pk(x, y), n = 0, 1, . . . ,
H(m)sn(rx, r
my) =
n∑
k=0
(
n
k
)
H(m)sn−k(x, y)H(m)pk((r − 1)x, (r − 1)my),
n = 0, 1, . . . ; r = 1, 2, . . . ,
H(m)sn(x, y) =
1
β0
(
H(m)pn(x, y)−
n−1∑
k=0
(
n
k
)
βn−k H(m)sk(x, y)
)
, n = 1, 2, . . . ,
H(m)pn(x, y) =
n∑
k=0
(
n
k
)
βn−k H(m)sk(x, y), n = 0, 1, . . . .
(5.3.21)
By taking m = 2, in the results established above, the corresponding results for the
Hn(x, y) based Sheffer polynomials can be obtained. Some of these results are considered
in [81].
In the next section, example of some members belonging to the family of GHSP
H(m)sn(x, y) are considered.
5.4 Examples
The Hermite polynomials Hn(x) and Laguerre polynomials Ln(x) are the two important
members of the Sheffer family. The Hermite polynomials Hn(x) arise in combinatorics, as
an example of an Appell sequence, obeying the umbral calculus, in numerical analysis as
Gaussian quadrature, in physics, they give rise to the eigen states of the quantum harmonic
oscillator and in systems theory in connection with nonlinear operations on Gaussian noise.
The Laguerre polynomials Ln(x) arise in quantum mechanics, in the radial part of the
solution of the Schro¨dinger equation for a one-electron atom. These polynomials describe
the static Wigner functions of oscillator systems in quantum mechanics in phase space and
also appear in the quantum mechanics of the morse potential and of 3D isotropic harmonic
oscillator.
Corresponding to each member belonging to the Sheffer family, there exists a new
special polynomial belonging to the GHSP family. Thus, by making suitable choice for
the functions A(t) and H(t) in equation (5.2.1), the generating function for the corre-
sponding member belonging to the GHSP family can be obtained. The other properties
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of these special polynomials can be obtained from the results derived in Sections 5.2 and
5.3. Corresponding to the Hermite and Laguerre polynomials, the following examples are
considered:
Example 5.4.1. Taking A(t) = e−t2 and H(t) = 2t (that is when the Sheffer polynomials
sn(x) reduce to the Hermite polynomials Hn(x)) in the l.h.s. of generating function (5.2.1)
and denoting the resultant Gould-Hopper-Hermite polynomials (GHHP) H(m)Hn(x, y) in
the r.h.s., the following generating function is obtained:
exp(2xt+ y(2t)m − t2) =
∞∑
n=0
H(m)Hn(x, y)
tn
n!
. (5.4.1)
From equations (5.3.1) and (5.3.2), the following multiplicative and derivative oper-
ators for the GHHP H(m)Hn(x, y) are obtained:
MˆH(m)H = 2
(
x+my
∂m−1
∂xm−1
)
− ∂x (5.4.2)
and
PˆH(m)H =
1
2
∂x, (5.4.3)
respectively. From equation (5.3.14), it follows that, the GHHP H(m)Hn(x, y) satisfy the
following differential equation:(
my
∂m
∂xm
− 1
2
∂2
∂x2
+ x
∂
∂x
− n
)
H(m)Hn(x, y) = 0. (5.4.4)
Also, from equation (5.3.16), it follows that, the following operational representation
for the GHHP H(m)Hn(x, y) is obtained:
H(m)Hn(x, y) = exp
(
y
∂m
∂xm
)
{Hn(x)}. (5.4.5)
In view of equations (5.4.5), (1.2.43) and following rule:
H(m)n (x, y) = exp
(
y
∂m
∂xm
)
{xn}, (5.4.6)
the following series definition for the GHHP H(m)Hn(x, y) is obtained:
H(m)Hn(x, y) = n!
[n/2]∑
k=0
(−1)k2n−2k
(n− 2k)!k!H
(m)
n−2k(x, y). (5.4.7)
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Example 5.4.2. Taking A(t) = 1
(1−t) and H(t) =
−t
(1−t) (that is when the Sheffer polyno-
mials sn(x) reduce to the Laguerre polynomials Ln(x)) in the l.h.s. of generating func-
tion (5.2.1) and denoting the resultant Gould-Hopper-Laguerre polynomials (GHLP) by
H(m)Ln(x, y) in the r.h.s, the following generating function is obtained:
1
1− t exp
( −xt
1− t + y
( −t
1− t
)m)
=
∞∑
n=0
H(m)Ln(x, y)t
n. (5.4.8)
In view of equations (5.3.1) and (5.3.2), it follows that, the GHLP H(m)Ln(x, y) are
quasi-monomial with respect to the following multiplicative and derivative operators:
MˆH(m)L = −my
∂m+1
∂xm+1
+2my
∂m
∂xm
−my ∂
m−1
∂xm−1
−x ∂
2
∂x2
+(2x−1) ∂
∂x
+(1−x) (5.4.9)
and
PˆH(m)L =
∂x
∂x − 1 , (5.4.10)
respectively. From equation (5.3.14), the following differential equation for the GHLP
H(m)Ln(x, y) is obtained:(
my ∂
m+1
∂xm+1
− 2my ∂m
∂xm
+my ∂
m−1
∂xm−1 + x
∂2
∂x2
− (2x− 1) ∂
∂x
− (1− x) + n
(
1− 1
∂x
))
×H(m)Ln(x, y) = 0.
(5.4.11)
Also, from equation (5.3.16), the following operational representation for the GHLP
H(m)Ln(x, y) is obtained:
H(m)Ln(x, y) = exp
(
y
∂m
∂xm
)
{Ln(x)}. (5.4.12)
In view of equations (5.4.12), (1.2.44) and (5.4.6), the following series definition for
the GHLP H(m)Ln(x, y) is obtained:
H(m)Ln(x, y) = n!
n∑
k=0
(−1)k
(n− k)!(k!)2H
(m)
k (x, y). (5.4.13)
Remark 5.4.1. In view of operational rules (5.4.5) and (5.4.12), the corresponding results
for the GHHP H(m)Hn(x, y) and GHLP H(m)Ln(x, y) can be obtained from the results of
the Hermite and Laguerre polynomials.
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Note. Since, for m = 2, the GHP H(m)n (x, y) reduce to the 2VHKdFP Hn(x, y). There-
fore, taking m = 2 in equations (5.4.1)-(5.4.7), the corresponding results for the Hermite-
Hermite polynomials denoted by HHn(x, y) can be obtained. The polynomials similar to
the Gould-Hopper-Hermite and Hermite-Hermite polynomials are considered in [36].
Also, taking m = 2, in equations (5.4.8)-(5.4.13), the corresponding results for the
Hermite-Laguerre polynomials denoted by HLn(x, y) can be obtained.
In the next section, the numbers related to certain mixed special polynomials belong-
ing to the family of GHSP H(m)sn(x, y) are considered.
5.5 Concluding Remarks
In Section 1.2 of Chapter 1, the Bernoulli, Euler and Hermite numbers are considered.
In this section, the numbers related to certain mixed special polynomials are explored by
making use of these numbers.
First, the Gould-Hopper-Bernoulli number is considered, which will be denoted by
H(m)Bn.
For this, the following series definition for the GHBP H(m)Bn(x, y) is considered [85,
p.9 (A.1)]:
H(m)Bn(x, y) = n!
[n/m]∑
k=0
Bn−mk(x)yk
(n−mk)! k! . (5.5.1)
Taking y = −1 and replacing x by 2x in equation (5.5.1) and denoting the resul-
tant Gould-Hopper-Bernoulli polynomials of single variable in the l.h.s. by H(m)Bn(x), it
follows that
H(m)Bn(x) = n!
[n/m]∑
k=0
(−1)kBn−mk(2x)
(n−mk)! k! . (5.5.2)
Again, taking x = 0 in both sides of equation (5.5.2) and using the notation
H(m)Bn := H(m)Bn(0), (5.5.3)
in the l.h.s. of the resultant equation, the following series definition of the Gould-Hopper-
Bernoulli numbers H(m)Bn is obtained:
H(m)Bn = n!
[n/m]∑
k=0
(−1)kBn−mk
(n−mk)! k! . (5.5.4)
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Similarly, taking y = −1 and replacing x by 2x in series definition
H(m)En(x, y) = n!
[n/m]∑
k=0
En−mk(x)yk
(n−mk)! k! (5.5.5)
of the GHEP H(m)En(x, y) [85, p.9 (A.2)] and denoting the resultant Gould-Hopper-Euler
polynomials of single variable in the l.h.s. by H(m)En(x), it follows that
H(m)En(x) = n!
[n/m]∑
k=0
(−1)kEn−mk(2x)
(n−mk)! k! . (5.5.6)
Again, taking x = 0 in both sides of equation (5.5.6) and using the notation
H(m)En := H(m)En(0), (5.5.7)
in l.h.s. of the resultant equation, the following series definition of the Gould-Hopper-Euler
numbers H(m)En is obtained:
H(m)En = n!
[n/m]∑
k=0
(−1)kEn−mk
(n−mk)! k! . (5.5.8)
Further, taking m = 2 in equation (5.5.4), the following series definition of the
Hermite-Bernoulli numbers HBn is obtained:
HBn = n!
[n/2]∑
k=0
(−1)kBn−2k
(n− 2k)! k! . (5.5.9)
Similarly, taking m = 2 in equation (5.5.8), the following series definition of the
Hermite-Euler numbers HEn is obtained:
HEn = n!
[n/2]∑
k=0
(−1)kEn−2k
(n− 2k)! k! . (5.5.10)
The polynomials corresponding to Hermite-Bernoulli and Hermite-Euler numbers
are considered in [90].
For sn(x) = Hn(x) and m = 2, the GHSP H(m)sn(x, y) reduce to the Hermite-
Hermite polynomials denoted by HHn(x, y), which are defined by the series
HHn(x, y) = n!
[n/2]∑
k=0
(−1)k2n−2k
(n− 2k)!k!Hn−2k(x, y). (5.5.11)
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Taking y = −1 and replacing x by 2x in equation (5.5.11) and denoting the resultant
Hermite-Hermite polynomials of single variable in the l.h.s by HHn(x) and using relation
(1.4.14) in the r.h.s., it follows that
HHn(x) = n!
[n/2]∑
k=0
(−1)k2n−2k
(n− 2k)!k!Hn−2k(x), (5.5.12)
which on taking x = 0 and using the notation
HHn := HHn(0), (5.5.13)
in the l.h.s. of the resultant equation gives the following series definition for the Hermite-
Hermite numbers HHn:
HHn = n!
[n/2]∑
k=0
(−1)k2n−2k
(n− 2k)!k!Hn−2k. (5.5.14)
Similarly, for sn(x) = Ln(x) and m = 2, the GHSP H(m)sn(x, y) reduce to the
Hermite-Laguerre polynomials denoted by HLn(x, y), which are defined by the series
HLn(x, y) = n!
n∑
k=0
(−1)k
(n− k)!(k!)2Hk(x, y). (5.5.15)
Taking y = −1 and replacing x by 2x in equation (5.5.15) and denoting the resultant
Hermite-Laguerre polynomials of single variable in the l.h.s by HLn(x) and using relation
(1.4.14) in the r.h.s., it follows that
HLn(x) = n!
n∑
k=0
(−1)k
(n− k)!(k!)2Hk(x), (5.5.16)
which on taking x = 0 and using the notation
HLn := HLn(0), (5.5.17)
in the l.h.s. of the resultant equation gives the following series definition for the Hermite-
Laguerre numbers HLn:
HLn = n!
n∑
k=0
(−1)k
(n− k)!(k!)2Hk. (5.5.18)
It is important to observe that expressions for the Hermite-Bernoulli and Hermite-
Euler numbers HBn and HEn given by equations (5.5.9) and (5.5.10) respectively are
equivalent to expressions (4.5.19) and (4.5.20) respectively.
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The surface plots of H(m)Bn(x, y) and H(m)En(x, y) are given in [85]. Also, the
graphs of HBn(x), HEn(x), LBn(x) and LEn(x) are given in [86].
In order to draw the graphs of HHn(x) and HLn(x) for n = 3 and n = 4, the ex-
pressions of the first five Hermite polynomials Hn(x) are required. In view of generating
function (1.2.41), the expressions of first five Hermite polynomials are obtained which are
given in Table 5.1.
Table 5.1. Expressions of first five Hn(x)
n 0 1 2 3 4
Hn(x) 1 2x 4x2 − 2 8x3 − 12x 16x4 − 48x2 + 12
First, the expressions of HHn(x) and HLn(x) are obtained for n = 3. Therefore,
taking n = 3 and by making use of expressions of first four Hn(x) from Table 5.1 in
equations (5.5.12) and (5.5.16) and simplifying, it follows that
HH3(x) = 64x
3 − 120x (5.5.19)
and
HL3(x) = −4
3
x3 + 6x2 − 4x− 2, (5.5.20)
respectively.
Next, the expressions of HHn(x) and HLn(x) are obtained by taking n = 4 and
using expressions of first five Hn(x) from Table 5.1 in equations (5.5.12) and (5.5.16) and
simplifying, it follows that
HH4(x) = 256x
4 − 384x3 − 768x2 + 204 (5.5.21)
and
HL4(x) =
2
3
x4 − 16
3
x3 + 10x2 − 9
2
, (5.5.22)
respectively.
With the help of Matlab and using equations (5.5.19)-(5.5.20) and (5.5.21)-(5.5.22),
the following graphs are drawn:
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Figure 5.5.1 Figure 5.5.2
Figure 5.5.3 Figure 5.5.4
The above graphs indicate the behavior of the polynomials for odd and even indices.
Since, an nth degree polynomial has at most (n − 1) turning points or relative extrema.
Thus, the following conclusions are drawn:
(i) Figures 5.5.1 and 5.5.2 show that HH3(x) and HH4(x) both have two turning points.
(ii) Figures 5.5.3 and 5.5.4 show that HL3(x) and HL4(x) both have two turning points.
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CHAPTER 6
CERTAIN RESULTS FOR THE 2-ITERATED q-APPELL
POLYNOMIALS
6.1 Introduction
The subject of q-calculus started appearing in the nineteenth century due to its applications
in various fields of mathematics, physics and engineering. The recent interest in the subject
is due to the fact that q-series has popped in such diverse areas as statistical mechanics,
quantum groups, transcendental number theory, etc. By using q-analysis and q-umbral
calculus, many special polynomials have been studied, see for example [53–55,94]. Certain
definitions and concepts related to the q-calculus are considered in Section 1.5 of Chapter
1, which will be used in this chapter.
The class of Appell polynomials is characterized completely by Appell [7] in 1880.
Later, Thorne [153], Sheffer [139] and Varma [155] studied this class of polynomials from
different point of views. In 1954, Sharma and Chak [135] introduced a q-analogue for
the family of Appell polynomials and called this sequence of polynomials as q-harmonic.
Further, Al-Salaam, in 1967 introduced the family of q-Appell polynomials {An,q(x)}n≥0
and studied some of its properties [1]. The n-degree polynomials An,q(x) are called q-
Appell provided they satisfy the following q-differential equation:
Dq,x {An,q(x)} = [n]q An−1,q(x), n = 0, 1, 2, . . . ; q ∈ C; 0 < q < 1. (6.1.1)
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The q-Appell polynomials An,q(x) are also defined by means of the following gener-
ating function [1]:
Aq(t)eq(xt) =
∞∑
n=0
An,q(x)
tn
[n]q!
, 0 < q < 1, (6.1.2)
where
Aq(t) :=
∞∑
n=0
An,q
tn
[n]q!
, A0,q = 1; Aq(t) 6= 0. (6.1.3)
It is to be noted that Aq(t) is an analytic function at t = 0 and
An,q := An,q(0) (6.1.4)
are the q-Appell numbers. Also, there exists a sequence of numbers {An,q}n≥0, such that
the sequence An,q(x) satisfies the following relation [1]:
An,q(x) = An,q+
[
n
1
]
q
An−1,q x+
[
n
2
]
q
An−2,q x2+ · · ·+A0,q xn, n = 0, 1, 2, . . . . (6.1.5)
During the past few decades, the class of q-Appell polynomials An,q(x) has been stud-
ied from different aspects, see for example [56, 136, 143, 145, 147]. Certain properties of
these polynomials are derived by using operator algebra in [94]. Based on appropriate
selection for the function Aq(t), different members belonging to the family of q-Appell
polynomials can be obtained. These members are mentioned in Table 6.1.
Table 6.1. Certain members belonging to the q-Appell family
S. Name of the Aq(t) Generating function Series definition
No. q-special
polynomial and
related number
I. q-Bernoulli
(
t
eq(t)−1
) (
t
eq(t)−1
)
eq(xt) =
∞∑
n=0
Bn,q(x)
tn
[n]q !
Bn,q(x) =
n∑
k=0
[
n
k
]
q
Bk,qx
n−k
polynomials
(
t
eq(t)−1
)
=
∞∑
n=0
Bn,q
tn
[n]q !
and number Bn,q := Bn,q(0)
[2, 53]
II. q-Euler
(
2
eq(t)+1
) (
2
eq(t)+1
)
eq(xt) =
∞∑
n=0
En,q(x)
tn
[n]q !
En,q(x) =
n∑
k=0
[
n
k
]
q
Ek,qx
n−k
polynomials
(
2
eq(t)+1
)
=
∞∑
n=0
En,q
tn
[n]q !
and number En,q := En,q(0)
[53, 112]
III. q-Genocchi
(
2t
eq(t)+1
) (
2t
eq(t)+1
)
eq(xt) =
∞∑
n=0
Gn,q(x)
tn
[n]q !
Gn,q(x) =
n∑
k=0
[
n
k
]
q
Gk,qx
n−k
polynomials
(
2t
eq(t)+1
)
=
∞∑
n=0
Gn,q
tn
[n]q !
and number Gn,q := Gn,q(0)
[76, 112]
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In this chapter, a family of the 2-iterated q-Appell polynomials is introduced. The
determinantal definitions, recurrence relations, q-difference equations and other properties
of this family and also for certain members belonging to this family are established. In
Section 6.2, the 2-iterated q-Appell polynomials are introduced by means of generating
function and series definition. Certain members belonging to the 2-iterated q-Appell fam-
ily and some mixed type q-special polynomials and related numbers are also considered. In
Section 6.3, the determinantal definition for the 2-iterated q-Appell family is established.
The determinantal forms of the 2-iterated q-members and for certain mixed type q-Appell
polynomials are also derived. In Section 6.4, the q-recurrence relations and q-difference
equations for the 2-iterated q-Appell polynomials family and for certain members belong-
ing to this family are derived. In Section 6.5, the graphs for some members belonging to
the family of 2-iterated q-Appell polynomials are drawn.
6.2 2-Iterated q-Appell Polynomials
The 2-iterated q-Appell polynomials (2IqAP in the following) are introduced by means of
generating function and series definition. In order to introduce the 2IqAP, two different sets
of q-Appell polynomials A(1)n,q(x) and A
(2)
n,q(x) are considered.
Thus, from definitions (6.1.2) and (6.1.3), it follows that
A(1)q (t)eq(xt) =
∞∑
n=0
A(1)n,q(x)
tn
[n]q!
, 0 < q < 1, (6.2.1)
where
A(1)q (t) :=
∞∑
n=0
A(1)n,q
tn
[n]q!
; A(1)n,q := A
(1)
n,q(0); A
(1)
0,q = 1; A
(1)
q (t) 6= 0 (6.2.2)
and
A(2)q (t)eq(xt) =
∞∑
n=0
A(2)n,q(x)
tn
[n]q!
, 0 < q < 1, (6.2.3)
where
A(2)q (t) :=
∞∑
n=0
A(2)n,q
tn
[n]q!
; A(2)n,q := A
(2)
n,q(0); A
(2)
0,q = 1; A
(2)
q (t) 6= 0, (6.2.4)
respectively.
The generating function for the 2IqAP is derived by proving the following result:
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Theorem 6.2.1. The 2-iterated q-Appell polynomials are defined by the following generat-
ing function:
Gq(x, t) := A
(1)
q (t)A
(2)
q (t)eq(xt) =
∞∑
n=0
A[2]n,q(x)
tn
[n]q!
, 0 < q < 1. (6.2.5)
Proof. Expanding the q-exponential function eq(xt) in the l.h.s. of equation (6.2.1) and
then replacing the powers of x, i.e. x0, x1, x2, . . . , xn by the corresponding polynomials
A
(2)
0,q(x), A
(2)
1,q(x), . . . , A
(2)
n,q(x) in l.h.s. and replacing x by the polynomial A
(2)
1,q(x) in the
r.h.s. of the resultant equation, it follows that
A(1)q (t)
[
1+A
(2)
1,q(x)
t
[1]q!
+A
(2)
2,q(x)
t2
[2]q!
+. . .+A(2)n,q(x)
tn
[n]q!
+. . .
]
=
∞∑
n=0
A(1)n,q{A(2)1,q(x)}
tn
[n]q!
.
(6.2.6)
Summing up the series in l.h.s. and then using equation (6.2.3) and denoting the
resultant 2IqAP in the r.h.s. by A[2]n,q(x), that is
A[2]n,q(x) = A
(1)
n,q{A(2)1,q(x)}, (6.2.7)
assertion (6.2.5) is proved. 
Remark 6.2.1. The generating function (6.2.5) for the 2IqAP A[2]n,q(x) is derived by re-
placing the powers of x by the polynomials A(2)n,q(x) (n = 0, 1, . . .) in generating function
(6.2.1) of the q-Appell polynomials A(1)n,q(x). The replacements of the powers of x by the
polynomials A(1)n,q(x) (n = 0, 1, . . .) in generating function (6.2.3) of the q-Appell polyno-
mials A(2)n,q(x), yields the same generating function.
Remark 6.2.2. It is important to remark that equation (6.2.7) is the operational correspon-
dence between the 2IqAP A[2]n,q(x) and q-Appell polynomials An,q(x).
Next, the series definition for the 2IqAP is obtained by proving the following result:
Theorem 6.2.2. The 2-iterated q-Appell polynomials A[2]n,q(x) are defined by the following
series:
A[2]n,q(x) =
n∑
k=0
[
n
k
]
q
A
(1)
k,q A
(2)
n−k,q(x). (6.2.8)
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Proof. Using equations (6.2.2) and (6.2.3) in the l.h.s. of generating function (6.2.5) and
then using Cauchy-product rule in the l.h.s. of the resultant equation, such that
∞∑
n=0
n∑
k=0
[
n
k
]
q
A
(1)
k,q A
(2)
n−k,q(x)
tn
[n]q!
=
∞∑
n=0
A[2]n,q(x)
tn
[n]q!
. (6.2.9)
Equating the coefficients of same powers of t in both sides of equation (6.2.9), asser-
tion (6.2.8) follows. 
Certain members belonging to the q-Appell family are given in Table 6.1. Since, cor-
responding to each member belonging to the q-Appell family, there exists a new special
polynomial belonging to the 2-iterated q-Appell family. Thus, by making suitable choice
for the functions A(1)q (t) and A
(2)
q (t) in equations (6.2.5) and (6.2.8), the generating func-
tion and series definition for the corresponding member belonging to the 2-iterated q-Appell
family can be obtained. These resultant 2-iterated q-Appell polynomials along with their
notations, names, generating functions and series definitions are given in Table 6.2.
Table 6.2. Certain members belonging to the 2-Iterated q-Appell family
S. A(1)q (t) = A
(2)
q (t) Notation Generating function Series definition
No. and name
of the
resultant
2IqAP
I.
(
t
eq(t)−1
)
B
[2]
n,q(x):=
(
t
eq(t)−1
)2
eq(xt) =
∞∑
n=0
B
[2]
n,q(x)
tn
[n]q !
B
[2]
n,q(x) =
n∑
k=0
[
n
k
]
q
Bk,qBn−k,q(x)
2-iterated
q-Bernoulli
polynomials
(2IqBP)
II.
(
2
eq(t)+1
)
E
[2]
n,q(x):=
(
2
eq(t)+1
)2
eq(xt) =
∞∑
n=0
E
[2]
n,q(x)
tn
[n]q !
E
[2]
n,q(x) =
n∑
k=0
[
n
k
]
q
Ek,qEn−k,q(x)
2-iterated
q-Euler
polynomials
(2IqEP)
III.
(
2t
eq(t)+1
)
G
[2]
n,q(x):=
(
2t
eq(t)+1
)2
eq(xt) =
∞∑
n=0
G
[2]
n,q(x)
tn
[n]q !
G
[2]
n,q(x) =
n∑
k=0
[
n
k
]
q
Gk,qGn−k,q(x)
2-iterated
q-Genocchi
polynomials
(2IqGP)
The combinations of any two different members of the q-Appell family in the 2-
iterated q-Appell family, yields a new mixed type q-special polynomial. Thus, by making
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suitable selections for the functions A(1)q (t) and A
(2)
q (t) in equations (6.2.5) and (6.2.8), the
generating function and series definition of the resultant mixed type q-special polynomials
are obtained.
The possible combinations of the q-Bernoulli, q-Euler and q-Genocchi polynomials
(Table 6.1 (I-III)) are considered. The resultant mixed type q-special polynomials along
with their notations, names, generating functions and series definitions are given in Table
6.3.
Table 6.3. Certain mixed type q-special polynomials
S. A(1)q (t); A
(2)
q (t) Notation Generating functions Series definitions
and
No. name
of the
mixed
type
q-special
polynomials
I.
(
t
eq(t)−1
)
; BEn,q(x) :=
(2t)
(eq(t)−1)(eq(t)+1) eq(xt) =
∞∑
n=0
BEn,q(x)
tn
[n]q ! B
En,q(x) =
n∑
k=0
[
n
k
]
q
Ek,qBn−k,q(x)(
2
eq(t)+1
)
q-Bernoulli-
Euler
polynomials
(qBEP)
II.
(
t
eq(t)−1
)
; BGn,q(x):=
(2t2)
(eq(t)−1)(eq(t)+1) eq(xt) =
∞∑
n=0
BGn,q(x)
tn
[n]q ! B
Gn,q(x) =
n∑
k=0
[
n
k
]
q
Gk,qBn−k,q(x)(
2t
eq(t)+1
)
q-Bernoulli-
Genocchi
polynomials
(qBGP)
III.
(
2
eq(t)+1
)
; EGn,q(x):=
(
2t1/2
eq(t)+1
)2
eq(xt) =
∞∑
n=0
EGn,q(x)
tn
[n]q ! E
Gn,q(x) =
n∑
k=0
[
n
k
]
q
Gk,qEn−k,q(x)(
2t
eq(t)+1
)
q-Euler-
Genocchi
polynomials
(qEGP)
Remark 6.2.3. From Remark 6.2.1 and Table 6.3, it follows that
BEn,q(x) ≡ EBn,q(x); BGn,q(x) ≡ GBn,q(x); EGn,q(x) ≡ GEn,q(x), (6.2.10)
where EBn,q(x), GBn,q(x) and GEn,q(x) are the q-Euler-Bernoulli polynomials (qEBP),
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q-Genocchi-Bernoulli polynomials (qGBP) and q-Genocchi-Euler polynomials (qGEP).
This is due to the fact that the set of all q-Appell sequences is closed under the opera-
tion of q-umbral composition of polynomial sequences. Under this operation the set of all
q-Appell sequences is an abelian group and it can be seen by considering the fact that every
q-Appell sequence is of the form
pn,q(x) =
( ∞∑
k=0
ck,q
[k]q!
Dkq
)
xn (6.2.11)
and that umbral composition of q-Appell sequences corresponds to multiplication of these
formal q-power series in the operator Dq.
Next, the numbers related to the 2IqAP A[2]n,q(x) and also related to certain members of
this family given in Tables 6.2 and 6.3 are explored.
As mentioned in definition (6.1.4), the q-Appell numbers are the values of the q-Appell
polynomials An,q(x) at x = 0 and satisfy equation (6.1.5).
Taking x = 0 in equation (6.2.8), the following series definition for the 2-iterated
q-Appell numbers (2IqAN) A[2]n,q := A
[2]
n,q(0) is obtained
A[2]n,q =
n∑
k=0
[
n
k
]
q
A
(1)
k,qA
(2)
n−k,q, (6.2.12)
where A(1)n,q and A
(2)
n,q denote two different sets of q-Appell numbers.
Next, the numbers related to the 2IqBP B[2]n,q(x), 2IqEP E
[2]
n,q(x) and 2IqGP G
[2]
n,q(x) are
explored.
Taking x = 0 in series definitions of the 2IqBP B[2]n,q(x), 2IqEP E
[2]
n,q(x) and 2IqGP
G
[2]
n,q(x) given in Table 6.2 (I-III) and in view of the notations given in Table 6.1, the 2-
iterated q-Bernoulli, q-Euler and q-Genocchi numbers are obtained. These numbers are
given in Table 6.4.
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Table 6.4. 2-Iterated q-numbers
S.No. Notation and name of the 2-iterated q-number Series definition
I. B[2]n,q := B
[2]
n,q(0) B
[2]
n,q =
n∑
k=0
[
n
k
]
q
Bk,qBn−k,q
2-iterated q-Bernoulli numbers (2IqBN)
II. E[2]n,q := E
[2]
n,q(0) E
[2]
n,q =
n∑
k=0
[
n
k
]
q
Ek,qEn−k,q
2-iterated q-Euler numbers (2IqEN)
III. G[2]n,q := G
[2]
n,q(0) G
[2]
n,q =
n∑
k=0
[
n
k
]
q
Gk,qGn−k,q
2-iterated q-Genocchi numbers (2IqGN)
Further, the numbers corresponding to the mixed type q-special polynomials given in
Table 6.3 are explored.
Taking x = 0 in series definitions of the qBEP BEn,q(x), qBGP BGn,q(x) and qEGP
EGn,q(x) (Table 6.3 (I-III)) and in view of notations given in Table 6.1, the q-Bernoulli-
Euler, q-Bernoulli-Genocchi and q-Euler-Genocchi numbers are obtained. These numbers
are given in Table 6.5.
Table 6.5. Mixed type q-numbers
S.No. Notation and name of the mixed type q-number Series definition
I. BEn,q := BEn,q(0) BEn,q =
n∑
k=0
[
n
k
]
q
Ek,qBn−k,q
q-Bernoulli-Euler numbers (qBEN)
II. BGn,q := BGn,q(0) BGn,q =
n∑
k=0
[
n
k
]
q
Gk,qBn−k,q
q-Bernoulli-Genocchi numbers (qBGN)
III. EGn,q := EGn,q(0) EGn,q =
n∑
k=0
[
n
k
]
q
Gk,qEn−k,q
q-Euler-Genocchi numbers (qEGN)
Note. From Remark 6.2.3 and Table 6.5, it follows that
BEn,q ≡ EBn,q := EBn,q(0); BGn,q ≡ GBn,q := GBn,q(0); EGn,q ≡ GEn,q := GEn,q(0),
(6.2.13)
where EBn,q, GBn,q and GEn,q are the q-Euler-Bernoulli numbers (qEBN), q-Genocchi-
Bernoulli numbers (qGBN) and q-Genocchi-Euler numbers (qGEN).
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In the next section, the determinantal definitions for the 2-iterated q-Appell and mixed
type q-special polynomials are established.
6.3 Determinantal Approach
Keleshteri and Mahmudov [75] studied the q-Appell polynomials from determinantal point
of view. Due to the importance of the determinantal forms for computational and applied
purposes, the determinantal definitions of the q-special polynomials introduced in previous
section are established.
In order to define the 2IqAP A[2]n,q(x) by means of determinant, the following result is
proved:
Theorem 6.3.1. The 2-iterated q-Appell polynomials A[2]n,q(x) of degree n are defined by
A
[2]
0,q(x) =
1
β0,q
,
A
[2]
n,q(x) =
(−1)n
(β0,q)
n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 A
(2)
1,q(x) A
(2)
2,q(x) · · · A(2)n−1,q(x) A(2)n,q(x)
β0,q β1,q β2,q · · · βn−1,q βn,q
0 β0,q
[
2
1
]
q
β1,q · · ·
[
n−1
1
]
q
βn−2,q
[
n
1
]
q
βn−1,q
0 0 β0,q · · ·
[
n−1
2
]
q
βn−3,q
[
n
2
]
q
βn−2,q
. . . · · · . .
0 0 0 · · · β0,q
[
n
n−1
]
q
β1,q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(6.3.1)
where n = 1, 2, . . . and A(2)n,q(x) (n = 0, 1, 2, . . .) are the q-Appell polynomials of degree
n; β0,q 6= 0 and
β0,q =
1
A
(1)
0,q
,
βn,q = − 1
A
(1)
0,q
( n∑
k=1
[
n
k
]
q
A
(1)
k,q βn−k,q
)
, n = 1, 2, . . . .
(6.3.2)
Proof. Let A[2]n,q(x) be a sequence of the 2IqAP defined by equation (6.2.5) and A
(1)
n,q, βn,q,
be two numerical sequences (the coefficients of q-Taylor’s series expansions of functions)
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such that
A(1)q (t) = A
(1)
0,q +
t
[1]q!
A
(1)
1,q +
t2
[2]q!
A
(1)
2,q + · · ·+
tn
[n]q!
A(1)n,q + · · · , n = 0, 1, . . . ; A(1)0,q 6= 0,
(6.3.3)
Aˆ(1)q (t) = β0,q+
t
[1]q!
β1,q+
t2
[2]q!
β2,q+· · ·+ t
n
[n]q!
βn,q+· · · , n = 0, 1, . . . ; β0,q 6= 0, (6.3.4)
satisfying
A(1)q (t)Aˆ
(1)
q (t) = 1. (6.3.5)
Then, according to the Cauchy-product rule, it follows that
A(1)q (t)Aˆ
(1)
q (t) =
∞∑
n=0
n∑
k=0
[
n
k
]
q
A
(1)
k,q βn−k,q
tn
[n]q!
,
which gives
n∑
k=0
[
n
k
]
q
A
(1)
k,q βn−k,q =

1 for n = 0,
0 for n > 0.
(6.3.6)
Consequently, the following holds:
β0,q =
1
A
(1)
0,q
,
βn,q = − 1
A
(1)
0,q
( n∑
k=1
[
n
k
]
q
A
(1)
k,q βn−k,q
)
, n = 1, 2, . . . .
(6.3.7)
Multiplication of equation (6.2.5) by Aˆ(1)q (t) gives
A(1)q (t)Aˆ
(1)
q (t)A
(2)
q (t)eq(xt) = Aˆ
(1)
q (t)
∞∑
n=0
A[2]n,q(x)
tn
n!
,
which in view of equations (6.3.4), (6.3.5) and (6.2.3) gives
∞∑
n=0
A(2)n,q(x)
tn
[n]q!
=
∞∑
n=0
A[2]n,q(x)
tn
[n]q!
∞∑
k=0
βk,q
tk
[k]q!
. (6.3.8)
Again, multiplication of the series on the r.h.s. of equation (6.3.8) according to Cauchy-
product rule leads to the following system of infinite equations in the unknownsA[2]n,q(x) (n =
0, 1, . . .):
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
A
[2]
0,q(x)β0,q = 1,
A
[2]
0,q(x)β1,q + A
[2]
1,q(x)β0,q = A
(2)
1,q(x),
A
[2]
0,q(x)β2,q +
[
2
1
]
q
A
[2]
1,q(x)β1,q + A
[2]
2,q(x)β0,q = A
(2)
2,q(x),
...
A
[2]
0,q(x)βn−1,q +
[
n−1
1
]
q
A
[2]
1,q(x)βn−2,q + · · ·+ A[2]n,q(x)β0,q = A(2)n−1,q(x),
A
[2]
0,q(x)βn,q +
[
n
1
]
q
A
[2]
1,q(x)βn−1,q + · · ·+ A[2]n,q(x)β0,q = A(2)n,q(x),
...
(6.3.9)
First equation of system (6.3.9), proves the first part of assertion (6.3.1). Also, the
special form of system (6.3.9) (lower triangular) allows to work out the unknowns A[2]n,q(x).
Operating with the first n + 1 equations simply by applying the Cramer’s rule, it follows
that
A
[2]
n,q(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0,q 0 0 · · · 0 1
β1,q β0,q 0 · · · 0 A(2)1,q(x)
β2,q
[
2
1
]
q
β1,q β0,q · · · 0 A(2)2,q(x)
. . . · · · . .
βn−1,q
[
n−1
1
]
q
βn−2,q
[
n−1
2
]
q
βn−3,q · · · β0,q A(2)n−1,q(x)
βn,q
[
n
1
]
q
βn−1,q
[
n
2
]
q
βn−2,q · · ·
[
n
n−1
]
q
β1,q A
(2)
n,q(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0,q 0 0 · · · 0 0
β1,q β0,q 0 · · · 0 0
β2,q
[
2
1
]
q
β1,q β0,q · · · 0 0
. . . · · · . .
βn−1,q
[
n−1
1
]
q
βn−2,q
[
n−1
2
]
q
βn−3,q · · · β0,q 0
βn,q
[
n
1
]
q
βn−1,q
[
n
2
]
q
βn−2,q · · ·
[
n
n−1
]
q
β1,q β0,q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(6.3.10)
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where, n = 1, 2, . . . .
Now, taking the transpose of the determinant in the numerator and expanding the de-
terminant in the denominator, so that
A
[2]
n,q(x) = 1(β0,q)n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
β0,q β1,q β2,q · · · βn−1,q βn,q
0 β0,q
[
2
1
]
q
β1,q · · ·
[
n−1
1
]
q
βn−2,q
[
n
1
]
q
βn−1,q
0 0 β0,q · · ·
[
n−1
2
]
q
βn−3,q
[
n
2
]
q
βn−2,q
. . . · · · . .
0 0 0 · · · β0,q
[
n
n−1
]
q
β1,q
1 A
(2)
1,q(x) A
(2)
2,q(x) · · · A(2)n−1,q(x) A(2)n,q(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(6.3.11)
which after n circular row exchanges, that is after moving the ith row to the (i + 1)th
position for i = 1, 2, . . . , n− 1, yields second part of assertion (6.3.1).

Remark 6.3.1. Since for q → 1, A(2)n,q(x) → A(2)n (x) (n = 0, 1, 2, . . .), A(1)n,q → A(1)n (n =
0, 1, 2, . . .); A[2]n,q(x) → A[2]n (x); βn,q → βn (n = 0, 1, 2, . . .) and
[
n
k
]
q
→ (n
k
)
(k =
0, 1, . . . , n). Therefore, taking q → 1 in equations (6.3.1) and (6.3.2), the determinan-
tal definition for the 2-iterated Appell polynomials A[2]n (x) can be obtained.
Remark 6.3.2. Since the q-Bernoulli polynomials Bn,q(x), q-Euler polynomials En,q(x)
and q-Genocchi polynomialsGn,q(x) are particular members of the q-Appell familyAn,q(x).
Therefore, the determinantal definitions of Bn,q(x), En,q(x) and Gn,q(x) can be obtained
by giving suitable values to the coefficients β0,q and βi,q (i = 1, 2, · · · , n) in the definition
of An,q(x).
Taking β0,q = 1, βi,q = 1[i+1]q (i = 1, 2, · · · , n) in the determinantal definition of the
q-Appell polynomials An,q(x) [75, p.12(19)], the following determinantal definition of the
q-Bernoulli polynomials Bn,q(x) is obtained:
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Definition 6.3.1. The q-Bernoulli polynomials Bn,q(x) of degree n are defined by
B0,q(x) = 1,
Bn,q(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x x2 · · · xn−1 xn
1 1
[2]q
1
[3]q
· · · 1
[n]q
1
[n+1]q
0 1
[
2
1
]
q
1
[2]q
· · · [n−1
1
]
q
1
[n−1]q
[
n
1
]
q
1
[n]q
0 0 1 · · · [n−1
2
]
q
1
[n−2]q
[
n
2
]
q
1
[n−1]q
. . . · · · . .
0 0 0 · · · 1 [ n
n−1
]
q
1
[2]q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · .
(6.3.12)
The particular case of definition (6.3.12), for n = 4 is considered in [156, p.250].
Next, taking β0,q = 1, βi,q = 12 (i = 1, 2, · · · , n) in the determinantal definition of the
q-Appell polynomials An,q(x) [75, p.12(19)], the following determinantal definition of the
q-Euler polynomials En,q(x) is obtained:
Definition 6.3.2. The q-Euler polynomials En,q(x) of degree n are defined by
E0,q(x) = 1,
En,q(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x x2 · · · xn−1 xn
1 1
2
1
2
· · · 1
2
1
2
0 1 1
2
[
2
1
]
q
· · · 1
2
[
n−1
1
]
q
1
2
[
n
1
]
q
0 0 1 · · · 1
2
[
n−1
2
]
q
1
2
[
n
2
]
q
. . . · · · . .
0 0 0 · · · 1 1
2
[
n
n−1
]
q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · .
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Further, taking β0,q = 1, βi,q = 12[i+1]q (i = 1, 2, · · · , n) in the determinantal definition
of the q-Appell polynomials An,q(x) [75, p.12(19)], the following determinantal definition
of the q-Genocchi polynomials Gn,q(x) is obtained:
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Definition 6.3.3. The q-Genocchi polynomials Gn,q(x) of degree n are defined by
G0,q(x) = 1,
Gn,q(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x x2 · · · xn−1 xn
1 1
2[2]q
1
2[3]q
· · · 1
2[n]q
1
2[n+1]q
0 1
[
2
1
]
q
1
2[2]q
· · · [n−1
1
]
q
1
2[n−1]q
[
n
1
]
q
1
2[n]q
0 0 1 · · · [n−1
2
]
q
1
2[n−2]q
[
n
2
]
q
1
2[n−1]q
. . . · · · . .
0 0 0 · · · 1 [ n
n−1
]
q
1
2[2]q
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, n = 1, 2, · · · .
(6.3.14)
Remark 6.3.3. Taking suitable values of the coefficients β0,q and βi,q (i = 1, 2, · · · , n) in
the determinantal definition of the 2IqAP family, the determinantal definitions for the 2-
iterated q-members belonging to this family and certain mixed type q-special polynomials
can be obtained.
First, the determinantal definitions for the members of the 2IqAP given in Table 6.2
are obtained. Taking β0,q = 1, βi,q = 1[i+1]q (i = 1, 2, · · · , n) and A
(2)
n,q(x) = Bn,q(x) in
equation (6.3.1), the following determinantal definition of the 2IqBP B[2]n,q(x) is obtained:
Definition 6.3.4. The 2-iterated q-Bernoulli polynomials B[2]n,q(x) of degree n are defined
by
B
[2]
0,q(x) = 1,
B
[2]
n,q(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 B1,q(x) B2,q(x) · · · Bn−1,q(x) Bn,q(x)
1 1
[2]q
1
[3]q
· · · 1
[n]q
1
[n+1]q
0 1
[
2
1
]
q
1
[2]q
· · · [n−1
1
]
q
1
[n−1]q
[
n
1
]
q
1
[n]q
0 0 1 · · · [n−1
2
]
q
1
[n−2]q
[
n
2
]
q
1
[n−1]q
. . . · · · . .
0 0 0 · · · 1 [ n
n−1
]
q
1
[2]q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, · · · ,
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where Bn,q(x) (n = 0, 1, 2, . . .) are the q-Bernoulli polynomials of degree n.
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Taking β0,q = 1, βi,q = 12 (i = 1, 2, · · · , n) and A(2)n,q(x) = En,q(x) in equation (6.3.1),
the following determinantal definition of the 2IqEP E[2]n,q(x) is obtained:
Definition 6.3.5. The 2-iterated q-Euler polynomials E[2]n,q(x) of degree n are defined by
E
[2]
0,q(x) = 1,
E
[2]
n,q(x) = (−1)n
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1 E1,q(x) E2,q(x) · · · En−1,q(x) En,q(x)
1 1
2
1
2
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1
2
0 1 1
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1
]
q
· · · 1
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q
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2
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n
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q
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q
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q
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, n = 1, 2, · · · ,
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where En,q(x) (n = 0, 1, 2, . . .) are the q-Euler polynomials of degree n.
Taking β0,q = 1, βi,q = 12[i+1]q (i = 1, 2, · · · , n) and A
(2)
n,q(x) = Gn,q(x) in equation
(6.3.1), the following determinantal definition of the 2IqGP G[2]n,q(x) is obtained:
Definition 6.3.6. The 2-iterated q-Genocchi polynomials G[2]n,q(x) of degree n are defined
by
G
[2]
0,q(x) = 1,
G
[2]
n,q(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 G1,q(x) G2,q(x) · · · Gn−1,q(x) Gn,q(x)
1 1
2[2]q
1
2[3]q
· · · 1
2[n]q
1
2[n+1]q
0 1
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2
1
]
q
1
2[2]q
· · · [n−1
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]
q
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2[n−1]q
[
n
1
]
q
1
2[n]q
0 0 1 · · · [n−1
2
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q
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2
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q
1
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. . . · · · . .
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2[2]q
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, n = 1, 2, · · · ,
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where Gn,q(x) (n = 0, 1, 2, . . .) are the q-Genocchi polynomials of degree n.
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Next, the determinantal definitions for the mixed type q-special polynomials given in
Table 6.3 are obtained.
Taking β0,q = 1, βi,q = 12 (i = 1, 2, · · · , n) and A(2)n,q(x) = Bn,q(x) in equation (6.3.1),
the following determinantal definition of the qBEP BEn,q(x) is obtained:
Definition 6.3.7. The q-Bernoulli-Euler polynomials BEn,q(x) of degree n are defined by
BE0,q(x) = 1,
BEn,q(x) = (−1)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 B1,q(x) B2,q(x) · · · Bn−1,q(x) Bn,q(x)
1 1
2
1
2
· · · 1
2
1
2
0 1 1
2
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2
1
]
q
· · · 1
2
[
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1
]
q
1
2
[
n
1
]
q
0 0 1 · · · 1
2
[
n−1
2
]
q
1
2
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2
]
q
. . . · · · . .
0 0 0 · · · 1 1
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n
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]
q
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, n = 1, 2, · · · ,
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where Bn,q(x) (n = 0, 1, 2, . . .) are the q-Bernoulli polynomials of degree n.
Taking β0,q = 1, βi,q = 12[i+1]q (i = 1, 2, · · · , n) and A
(2)
n,q(x) = Bn,q(x) in equation
(6.3.1), the following determinantal definition of the qBGP BGn,q(x) is obtained:
Definition 6.3.8. The q-Bernoulli-Genocchi polynomials BGn,q(x) of degree n are defined
by
BG0,q(x) = 1,
BGn,q(x) = (−1)n
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1 B1,q(x) B2,q(x) · · · Bn−1,q(x) Bn,q(x)
1 1
2[2]q
1
2[3]q
· · · 1
2[n]q
1
2[n+1]q
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[
2
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]
q
1
2[2]q
· · · [n−1
1
]
q
1
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[
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1
]
q
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2[n]q
0 0 1 · · · [n−1
2
]
q
1
2[n−2]q
[
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2
]
q
1
2[n−1]q
. . . · · · . .
0 0 0 · · · 1 [ n
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]
q
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2[2]q
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, n = 1, 2, · · · ,
(6.3.19)
where Bn,q(x) (n = 0, 1, 2, . . .) are the q-Bernoulli polynomials of degree n.
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Taking β0,q = 1, βi,q = 12[i+1]q (i = 1, 2, · · · , n) and A
(2)
n,q(x) = En,q(x) in equation
(6.3.1), the following determinantal definition of the qEGP EGn,q(x) is obtained:
Definition 6.3.9. The q-Euler-Genocchi polynomials EGn,q(x) of degree n are defined by
EG0,q(x) = 1,
EGn,q(x) = (−1)n
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1 E1,q(x) E2,q(x) · · · En−1,q(x) En,q(x)
1 1
2[2]q
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2[3]q
· · · 1
2[n]q
1
2[n+1]q
0 1
[
2
1
]
q
1
2[2]q
· · · [n−1
1
]
q
1
2[n−1]q
[
n
1
]
q
1
2[n]q
0 0 1 · · · [n−1
2
]
q
1
2[n−2]q
[
n
2
]
q
1
2[n−1]q
. . . · · · . .
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q
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2[2]q
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, n = 1, 2, · · · ,
(6.3.20)
where En,q(x) (n = 0, 1, 2, . . .) are the q-Euler polynomials of degree n.
In the next section, the recurrence relations and q-difference equations for the q-special
polynomials introduced in Section 6.2 are established.
6.4 Recurrence Relations and q-Difference Equations
He and Ricci [62] used the classical factorization method [64] to study the finite order
differential equation for the Appell polynomials An(x) by using lowering and raising op-
erators. Note that the raising operators are not available for general polynomials, although
lowering operators always exist. Recently, Mahmudov [113] used the lowering operators
to study the recurrence relations and q-difference equations for the q-Appell polynomials
An,q(x).
In order to derive the recurrence relation for the 2IqAP A[2]n,q(x), the following result is
proved:
Theorem 6.4.1. For two different sets of q-Appell polynomials A(1)n,q(x) and A(2)n,q(x) and
with A(1)q (t) and A
(2)
q (t) defined by equations (6.2.2) and (6.2.4), assume that
t
Dq,tA
(1)
q (t)
A
(1)
q (qt)
=
∞∑
n=0
αn
tn
[n]q!
(6.4.1)
145
Chapter 6
and
t
Dq,tA
(2)
q (t)
A
(2)
q (qt)
=
∞∑
n=0
βn
tn
[n]q!
, (6.4.2)
respectively.
Then, the following linear homogeneous recurrence relation for the 2-iterated q-Appell
polynomials A[2]n,q(x) holds true:
A[2]n,q(qx) =
1
[n]q
n∑
k=0
[
n
k
]
q
(αn−k + βn−k)qkA
[2]
k,q(x) + xq
nA
[2]
n−1,q(x), n ≥ 1, (6.4.3)
or, equivalently
A
[2]
n,q(qx) = 1[n]q (α0 + β0)q
nA
[2]
n,q(x) + qn(x+ α1q
−1 + β1q−1)A
[2]
n−1,q(x)
+ 1
[n]q
n−2∑
k=0
[
n
k
]
q
(αn−k + βn−k)qkA
[2]
k,q(x), n ≥ 1.
(6.4.4)
Proof. Differentiating generating function (6.2.5) k-times with respect to x and using the
fact that
∂kGq(x, t)
∂xk
= tkGq(x, t), (6.4.5)
it follows that
∞∑
n=0
A[2]n,q(x)
tn+k
[n]q!
=
∞∑
n=0
Dkq,x{A[2]n,q(x)}
tn
[n]q!
, (6.4.6)
which on equating the coefficients of same powers of t gives
Dkq,xA
[2]
n,q(x) =
[n]q!
[n− k]q!A
[2]
n−k,q(x). (6.4.7)
Since the operator Φn,q = 1[n]qDq,x satisfies the following operational relation:
Φn,qA
[2]
n,q(x) = A
[2]
n−1,q(x). (6.4.8)
Therefore, considering the lowering operator as:
Φn,q =
1
[n]q
Dq,x , (6.4.9)
it follows that
A
[2]
n−k,q(x) = (Φn−k,q.Φn−k+1,q . . .Φn,q){A[2]n,q(x)} =
[n− k]q!
[n]q!
Dkq,x{A[2]n,q(x)}, (6.4.10)
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which is the k-times derivative operator for the 2IqAP A[2]n,q(x).
Replacement of x by qx in generating function (6.2.5) and then differentiation of the
resultant equation with respect to t using formula (1.5.17), gives
A(1)q (qt)A
(2)
q (qt)eq(tqx)qx+Dq,t(A
(1)
q (t)A
(2)
q (t))eq(tqx) =
∞∑
n=0
A
[2]
n+1,q(qx)
tn
[n]q!
. (6.4.11)
Further, use of formula (1.5.17) in equation (6.4.11) and then multiplication by t yields
A
(1)
q (qt)A
(2)
q (qt)eq(tqx)tqx+ tDq,t(A
(1)
q (t))A
(2)
q (qt)eq(tqx) + tDq,t(A
(2)
q (t))A
(1)
q (qt)
eq(tqx) =
∞∑
n=0
[n]qA
[2]
n,q(qx) t
n
[n]q !
,
(6.4.12)
which on simplifying and interchanging the sides becomes
∞∑
n=0
[n]qA
[2]
n,q(qx)
tn
[n]q!
= A(1)q (qt)A
(2)
q (qt)eq(tqx)
[
t
Dq,tA
(1)
q (t)
A
(1)
q (qt)
+ t
Dq,tA
(2)
q (t)
A
(2)
q (qt)
+ tqx
]
.
(6.4.13)
In view of assumptions (6.4.1), (6.4.2) and equation (6.2.5) (with t replaced by qt), the
above equation gives
∞∑
n=0
[n]qA
[2]
n,q(qx)
tn
[n]q!
=
∞∑
n=0
qnA[2]n,q(x)
tn
[n]q!
[ ∞∑
k=0
αk
tk
[k]q!
+
∞∑
k=0
βk
tk
[k]q!
+ tqx
]
, (6.4.14)
which on rearranging the summations in the r.h.s. becomes
∞∑
n=0
[n]qA
[2]
n,q(qx) t
n
[n]q !
=
∞∑
n=0
n∑
k=0
[
n
k
]
q
αkq
n−kA[2]n−k,q(x)
tn
[n]q !
+
∞∑
n=0
n∑
k=0
[
n
k
]
q
βkq
n−k
×A[2]n−k,q(x) t
n
[n]q !
+ x
∞∑
n=0
qn[n]qA
[2]
n−1,q(x)
tn
[n]q !
.
(6.4.15)
Equating the coefficients of same powers of t on both sides of the above equation, it
follows that
[n]qA
[2]
n,q(qx) =
n∑
k=0
[
n
k
]
q
(αk + βk)q
n−kA[2]n−k,q(x) + x[n]qq
nA
[2]
n−1,q(x), (6.4.16)
which on replacing k by n− k in the first term of the r.h.s. yields assertion (6.4.3).
Solving the summation for k = 0, 1 in the first term of the r.h.s. of equation (6.4.3)
and then simplifying the resultant equation, assertion (6.4.4) is proved. 
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Next, the q-difference equation for the 2IqAP A[2]n,q(x) is derived by proving the fol-
lowing result:
Theorem 6.4.2. The 2-iterated q-Appell polynomialsA[2]n,q(x) satisfy the following q-difference
equation:(
(αn+βn)
[n]q !
Dnq,x +
q(αn−1+βn−1)
[n−1]q ! D
n−1
q,x + . . .+
(
qn−1(α1+β1)
[1]q !
+ xqn
)
Dq,x +
qn(α0+β0)
[0]q !
)
A
[2]
n,q(x)
−[n]qA[2]n,q(qx) = 0.
(6.4.17)
Proof. Following the same lines of proof as in Theorem 6.4.1 up to equation (6.4.16) and
then using identity (6.4.10) in the r.h.s. of equation (6.4.16), it follows that
[n]qA
[2]
n,q(qx) =
n∑
k=0
[
n
k
]
q
(αk + βk)q
n−k [n−k]q !
[n]q !
Dkq,x{A[2]n,q(x)}
+x[n]qq
n [n−1]q !
[n]q !
Dq,x{A[2]n,q(x)},
(6.4.18)
which on expanding the summation yields assertion (6.4.17). 
In order to derive the recurrence relations and q-difference equations for the 2-iterated
q-Bernoulli, 2-iterated q-Euler and 2-iterated q-Genocchi polynomials, the following ex-
amples are considered:
Example 6.4.1. Taking A(1)q (t) = A(2)q (t) =
(
t
eq(t)−1
)
(that is when the 2IqAP A[2]n,q(x)
reduce to the 2IqBP B[2]n,q(x)) in equations (6.4.1) and (6.4.2), so that
t
Dq,t
t
eq(t)−1
qt
eq(qt)−1
=
∞∑
n=0
αn
tn
[n]q!
=
∞∑
n=0
βn
tn
[n]q!
. (6.4.19)
From the generating function of the q-Bernoulli number (Table 6.1 (I)) and result [77,
p.6(24)], it follows that
αn = βn =
−1
q
Bn,q; α0 = β0 = 0; α1 = β1 = − 1
[2]q
. (6.4.20)
Substituting the values from equation (6.4.20) in recurrence relation (6.4.4), the fol-
lowing linear homogeneous recurrence relation for the 2IqBP B[2]n,q(x) is obtained:
B[2]n,q(qx) =
(
x− 2
[2]qq
)
qnB
[2]
n−1,q(x)−
2
[n]q
n−2∑
k=0
[
n
k
]
q
qk−1Bn−k,qB
[2]
k,q(x), n ≥ 1.
(6.4.21)
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Further, substitution of values from equation (6.4.20) in equation (6.4.17) gives the
following q-difference equation for the 2IqBP B[2]n,q(x):(
2Bn,q
q[n]q!
Dnq,x +
2Bn−1,q
[n− 1]q!D
n−1
q,x + . . .− qn
(
x− 2
q[2]q
)
Dq,x
)
B[2]n,q(x)+[n]qB
[2]
n,q(qx) = 0.
(6.4.22)
Example 6.4.2. Taking A(1)q (t) = A(2)q (t) =
(
2
eq(t)+1
)
(that is when the 2IqAP A[2]n,q(x)
reduce to the 2IqEP E[2]n,q(x)) in equations (6.4.1) and (6.4.2), so that
t
Dq,t
2
eq(t)+1
2
eq(qt)+1
=
∞∑
n=0
αn
tn
[n]q!
=
∞∑
n=0
βn
tn
[n]q!
. (6.4.23)
From the generating function of the q-Euler number (Table 6.1 (II)) and result [77,
p.8(32)], it follows that
αn = βn =
1
2
En−1,q; α0 = β0 = 0; α1 = β1 = −1
2
. (6.4.24)
Substituting the values from equation (6.4.24) in equation (6.4.4), the following linear
homogeneous recurrence relation for the 2IqEP E[2]n,q(x) is obtained:
E[2]n,q(qx) = q
n
(
x− 1
q
)
E
[2]
n−1,q(x) +
1
[n]q
n−2∑
k=0
[
n
k
]
q
qkEn−k−1,qE
[2]
k,q(x), n ≥ 1. (6.4.25)
Similarly, substitution of values from equation (6.4.24) in equation (6.4.17) gives the
following q-difference equation for the 2IqEP E[2]n,q(x):(
En−1,q
[n]q!
Dnq,x + q
En−2,q
[n− 1]q!D
n−1
q,x + . . .+ q
n
(
x− 1
q
)
Dq,x
)
E[2]n,q(x)− [n]qE[2]n,q(qx) = 0.
(6.4.26)
Example 6.4.3. Taking A(1)q (t) = A(2)q (t) =
(
2t
eq(t)+1
)
(that is when the 2IqAP A[2]n,q(x)
reduce to the 2IqGP G[2]n,q(x)) in equations (6.4.1) and (6.4.2), so that
t
Dq,t
2t
eq(t)+1
2qt
eq(qt)+1
=
∞∑
n=0
αn
tn
[n]q!
=
∞∑
n=0
βn
tn
[n]q!
. (6.4.27)
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From the generating function of the q-Genocchi number (Table 6.1 (III)) and result [77,
p. 9(37)], it follows that
αn = βn =
1
2q
Gn,q; α0 = β0 =
1
q
; α1 = β1 = − 1
2q
. (6.4.28)
Substituting the values from equation (6.4.28) in equation (6.4.4), the following linear
homogeneous recurrence relation for the 2IqGP G[2]n,q(x) is obtained:
G
[2]
n,q(qx) = 2[n]q q
n−1G[2]n,q(x) + qn−1
(
xq − 1
q
)
G
[2]
n−1,q(x) +
1
[n]q
n−2∑
k=0
[
n
k
]
q
×qk−1Gn−k,qG[2]k,q(x), n ≥ 1.
(6.4.29)
Similarly, in view of equations (6.4.28) and (6.4.17), the following q-difference equa-
tion for the 2IqGP G[2]n,q(x) is obtained:(
Gn,q
q[n]q !
Dnq,x +
Gn−1,q
[n−1]q !D
n−1
q,x + . . .+
qn
[1]q !
(
x− 1
q2
)
Dq,x +
2qn−1
[0]q !
)
G
[2]
n,q(x)
−[n]qG[2]n,q(qx) = 0.
(6.4.30)
Further, to derive the recurrence relations and q-difference equations for certain mixed
type q-special polynomials, the following examples are considered:
Example 6.4.4. Taking A(1)q (t) =
(
t
eq(t)−1
)
and A(2)q (t) =
(
2
eq(t)+1
)
(that is when the
2IqAP A[2]n,q(x) reduce to the qBEP BEn,q(x)) in equations (6.4.1) and (6.4.2), respectively,
so that
t
Dq,t
t
eq(t)−1
qt
eq(qt)−1
=
∞∑
n=0
αn
tn
[n]q!
(6.4.31)
and
t
Dq,t
2
eq(t)+1
2
eq(qt)+1
=
∞∑
n=0
βn
tn
[n]q!
, (6.4.32)
respectively.
In view of generating functions (Table 6.1 (I, II)), the above equations give
αn =
−1
q
Bn,q; α0 = 0; α1 = − 1
[2]q
(6.4.33)
and
βn =
1
2
En−1,q; β0 = 0; β1 = −1
2
, (6.4.34)
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respectively.
Substitution of values from equations (6.4.33) and (6.4.34) in equation (6.4.4) yields
the following linear homogeneous recurrence relation for the qBEP BEn,q(x):
BEn,q(qx) = q
n
(
x− 1
[2]qq
− 1
2q
)
BEn−1,q(x)− qk[n]q
n−2∑
k=0
[
n
k
]
q
(
1
q
Bn−k,q − 12En−k−1,q
)
BEk,q(x), n ≥ 1.
(6.4.35)
Similarly, substituting the values from equations (6.4.33) and (6.4.34) in equation
(6.4.17), the following q-difference equation for the qBEP BEn,q(x) is obtained:(
1
[n]q !
(
−1
q
Bn,q +
1
2
En−1,q
)
Dnq,x +
q
[n−1]q !
(
−1
q
Bn−1,q + 12En−2,q
)
Dn−1q,x
+ · · ·+ qn
[1]q !
(
x− 1
q[2]q
− 1
2q
)
Dq,x
)
BEn,q(x)− [n]qBEn,q(qx) = 0.
(6.4.36)
Example 6.4.5. Taking A(1)q (t) =
(
t
eq(t)−1
)
and A(2)q (t) =
(
2t
eq(t)+1
)
(that is when the
2IqAP A[2]n,q(x) reduce to the qBGP BGn,q(x)) in equations (6.4.1) and (6.4.2), respectively,
so that
t
Dq,t
t
eq(t)−1
qt
eq(qt)−1
=
∞∑
n=0
αn
tn
[n]q!
(6.4.37)
and
t
Dq,t
2t
eq(t)+1
2qt
eq(qt)+1
=
∞∑
n=0
βn
tn
[n]q!
, (6.4.38)
respectively.
In view of generating functions (Table 6.1 (I, III)), the above equations give
αn =
−1
q
Bn,q; α0 = 0; α1 = − 1
[2]q
(6.4.39)
and
βn =
1
2q
Gn,q; β0 =
1
q
; β1 = − 1
2q
, (6.4.40)
respectively.
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Substituting the values from equations (6.4.39) and (6.4.40) in equation (6.4.4), the
following linear homogeneous recurrence relation for the qBGP BGn,q(x) is obtained:
BGn,q(qx) =
qn−1
[n]q B
Gn,q(x) + q
n
(
x− 1
q[2]q
− 1
2q2
)
BGn−1,q(x)− qk[n]q
n−2∑
k=0
[
n
k
]
q
×
(
1
q
Bn−k,q − 12qGn−k,q
)
BGk,q(x), n ≥ 1.
(6.4.41)
Similarly, using equations (6.4.39) and (6.4.40) in equation (6.4.17), the following
q-difference equation for the qBGP BGn,q(x) is obtained:(
1
[n]q !
(
−1
q
Bn,q +
1
2q
Gn,q
)
Dnq,x +
q
[n−1]q !
(
−1
q
Bn−1,q + 12qGn−1,q
)
Dn−1q,x
+ · · ·+ qn
[1]q !
(
x− 1
q[2]q
− 1
2q2
)
Dq,x +
qn−1
[0]q !
)
BGn,q(x)− [n]qBGn,q(qx) = 0.
(6.4.42)
Example 6.4.6. Taking A(1)q (t) =
(
2
eq(t)+1
)
and A(2)q (t) =
(
2t
eq(t)+1
)
(that is when the
2IqAP A[2]n,q(x) reduce to the qEGP EGn,q(x)) in equations (6.4.1) and (6.4.2), respectively,
so that
t
Dq,t
2
eq(t)+1
2
eq(qt)+1
=
∞∑
n=0
αn
tn
[n]q!
(6.4.43)
and
t
Dq,t
2t
eq(t)+1
2qt
eq(qt)+1
=
∞∑
n=0
βn
tn
[n]q!
, (6.4.44)
respectively.
In view of generating functions (Table 6.1 (II, III)), the above equations give
αn =
1
2
En−1,q; α0 = 0; α1 = −1
2
(6.4.45)
and
βn =
1
2q
Gn,q; β0 =
1
q
; β1 = − 1
2q
, (6.4.46)
respectively.
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Using equations (6.4.45) and (6.4.46) in equation (6.4.4), the following linear homo-
geneous recurrence relation for the qEGP EGn,q(x) is obtained:
EGn,q(qx) =
qn−1
[n]q E
Gn,q(x) + q
n
(
x− 1
2q
− 1
2q2
)
EGn−1,q(x) +
qk
[n]q
n−2∑
k=0
[
n
k
]
q
×
(
1
2
En−k−1,q + 12qGn−k,q
)
EGk,q(x), n ≥ 1.
(6.4.47)
Similarly, substituting the values from equations (6.4.45) and (6.4.46) in equation
(6.4.17), the following q-difference equation for the qEGP EGn,q(x) is obtained:(
1
[n]q !
(
1
2
En−1,q + 12qGn,q
)
Dnq,x +
q
[n−1]q !
(
1
2
En−2,q + 12qGn−1,q
)
Dn−1q,x
+ · · ·+ qn
[1]q !
(
x− 1
2q
− 1
2q2
)
Dq,x +
qn−1
[0]q !
)
EGn,q(x)− [n]qEGn,q(qx) = 0.
(6.4.48)
In the next section, the graphs for some members belonging to the 2-iterated q-Appell
polynomials family are drawn.
6.5 Concluding Remarks
In this section, the graphs of B[2]n,q(x), E
[2]
n,q(x), G
[2]
n,q(x), BEn,q(x), BGn,q(x) and EGn,q(x)
are drawn. To draw the graphs of these polynomials, the values of the first four Bn,q, En,q
and Gn,q are required. The values of first four Bn,q, En,q and Gn,q [53, 76] are given in
Table 6.6.
Table 6.6. Values of first four Bn,q, En,q and Gn,q
n 0 1 2 3
Bn,q 1 −(1 + q)−1 q2([3]q !)−1 (1− q)q3([2]q)−1([4]q)−1
En,q 1 − 12 14 (−1 + q) 18 (−1 + 2q + 2q2 − q3)
Gn,q 1
q
1+q
−(q3+3q2+4q+3)
(1+q)(1+q+q2)
1
(1+q)
(2q3 + q2)
The expressions of the first four Bn,q(x), En,q(x) and Gn,q(x) are obtained by making
use of the values of first four Bn,q, En,q and Gn,q in the series definitions given in Table
6.1 (I-III). The expressions of first fourBn,q(x), En,q(x) andGn,q(x) are given in Table 6.7.
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Table 6.7. Expressions of first four Bn,q(x), En,q(x) and Gn,q(x)
n 0 1 2 3
Bn,q(x) 1 x− 11+q x2 −
[2]q
1+q
x + q
2
[3]q [2]q
x3 − [3]qx
2
1+q
+ q
2x
[2]q
+
(1−q)q3
[2]q [4]q
En,q(x) 1 x− 12 x2 −
[2]q
2
x + 1
4
(−1 + q) x3 − [3]q
2
x2 +
[3]q
4
(−1 + q)x + 1
8
(−1 + 2q + 2q2 − q3)
Gn,q(x) 1 x +
q
1+q
x2 + qx− (q
3+3q2+4q+3)
(1+q)(1+q+q2)
x3 +
[3]qq
(1+q)
x2 − (q
3+3q2+4q+3)
(1+q)
x +
(2q3+q2)
(1+q)
Further, taking n = 3 and q = 1
2
in series definitions (Tables 6.2 and 6.3 (I-III)) and
then making the appropriate substitutions from Tables 6.6 and 6.7 in the resultant equations,
the following expressions of B[2]n,q(x), E
[2]
n,q(x), G
[2]
n,q(x), BEn,q(x), BGn,q(x) and EGn,q(x)
are obtained:
B
[2]
3,1/2(x) = x
3 − 7
3
x2 +
3
2
x− 8
45
, (6.5.1)
E
[2]
3,1/2(x) = x
3 − 7
4
x2 +
7
32
x+
5
16
, (6.5.2)
G
[2]
3,1/2(x) = x
3 +
7
6
x2 − 181
24
x− 37
18
, (6.5.3)
BE3,1/2(x) = x
3 − 49
24
x2 +
79
96
x+
379
2880
, (6.5.4)
BG3,1/2(x) = x
3 − 7
12
x2 − 5
12
x+
21
70
, (6.5.5)
EG3,1/2(x) = x
3 − 7
24
x2 − 439
96
x+
1187
576
. (6.5.6)
With the help of Matlab and using equations (6.5.1)-(6.5.6), the following graphs are
drawn:
Figure 6.5.1
154
Certain results for the 2-iterated q-Appell polynomials
Figure 6.5.2
Figure 6.5.3
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Figure 6.5.4
Figure 6.5.5
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Figure 6.5.6
The above graphs indicate the behavior of the polynomials for an odd index. Figures
6.5.1, 6.5.2, 6.5.4 and 6.5.5 indicate the same pattern for B[2]3,1/2(x), E
[2]
3,1/2(x), BE3,1/2(x)
and BG3,1/2(x) while Figures 6.5.3 and 6.5.6 show different patterns for G
[2]
3,1/2(x) and
EG3,1/2(x). It is also observed that, all the graphs have two turning points or relative
extrema. Moreover, the corresponding graphs can also be drawn for different values of q
such that 0 < q < 1.
The graphs of the polynomialsB[2]n,1/2(x),E
[2]
n,1/2(x),G
[2]
n,1/2(x), BEn,1/2(x), BGn,1/2(x)
and EGn,1/2(x) for an even index can also be drawn, in order to compare the change in
their behavior for odd and even indices as in Sections 3.5 and 5.5 of Chapters 3 and 5
respectively.
The problem of finding all polynomial sequences, which are at the same time q-Appell
polynomials and d-orthogonal is considered in [160]. The q-recurrence relations and q-
difference equations of the 2IqAP A[2]n,q(x) established in this chapter may be used to study
the d-orthogonality of these polynomials. This aspect may be considered in further inves-
tigation.
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