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a b s t r a c t
Constraint automata have been introduced to provide a uniform operational model for
specifying service interfaces of components, the network that yields the glue code for the
components, and the operational behavior of the composite system. Constraint automata
have been used as the basis for equivalence checking and model checking temporal
logical properties. This paper presents a multi-player semantics for constraint automata
which serves to reason about controllability, interaction and cooperation facilities of
individual components or coalitions of components in a given network. We introduce a
temporal logic framework, called alternating-time stream logic, that combines classical
features of alternating-time logic (ATL) for concurrent games with special operators for
specifying regular conditions on the data streams in the network and on the write and
read operations at the I/O-ports of the components. Since constraint automata support any
kind of synchronous and asynchronous peer-to-peer communication, the resulting game
structure is non-standard and requires a series of nontrivial adaptations to the semantics
and verification algorithms for classical alternating-time approaches.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the last decade several models and specification languages for formal reasoning about the middle-ware layer of
software have been developed. Such coordination models consist of ad hoc libraries of functions providing higher-level
inter-process communication support in parallel and especially distributed applications. They aim at a clean separation
between individual software components and their interactions within their overall software organization. Thus, these
models improve software productivity, enhance maintainability, advocate modularity, promote reusability, and lead to
software organizations and architectures that are more tractable and more amenable to verification and global analysis.
The current interest in constructing applications out of independent software components necessitates attention to the so-
called glue code; see e.g. [22]. The purpose of glue code is to compose a set of components by filling the significant interface
gaps that naturally arise among them.
The operationalmodel used in this paper are constraint automatawhich have been introduced to provide a compositional
semantics [6] for the exogenous coordination Reo language [2]. Constraint automata can be used as a uniform model that
specifies the coordination mechanism of the glue code, the behavioral interfaces of components, and the overall behavior
of the composite system. The syntax of constraint automata is similar to that of ordinary labeled transition systems and
relatedmodels, such as timed port automata [16], I/O-automata [20], and interface automata [11]. The differences aremainly
based on the fact that constraint automata support any kind of synchronous and asynchronous peer-to-peer communication,
including data dependencies of I/O-operations. An extensive discussion about the differences and similarities can be found
in [6].
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The purpose of this paper is to provide a game semantics for constraint automata and a corresponding logical framework
that serves to specify and verify alternating-time properties. The assumption is here that the given constraint automaton
models the coordination mechanism of a system with several components. The connected components are treated as
individual players and the glue code can be seen as a complex set of social laws [14,25] that the players have to stick to.
Constraint automata interpreted as multi-player games are concurrent games of a special type. The specific challenges of an
alternating-time approach for constraint automata are caused by the very special mixture of asynchrony and synchrony,
mutual dependencies of I/O-operations and data dependencies. In each state, several concurrent I/O-operations can be
enabled, but only some of them might be available once a player refuses some synchronization or declares conditions on
the data values accepted on their input ports or on their pending write operations. Furthermore, constraint automata can
contain some internal nondeterminism that is inherent in the coordination mechanism. These special features of constraint
automata yield a non-standard concurrent game structure where the enabledness and also the effect of a concurrent I/O-
operation highly depends on the choices of the other players. As a consequence, we also need a non-standard notion
of strategies for components or coalitions of components that may select sets of I/O-operations or even refuse any I/O-
operations. We are not aware of any other paper that treats alternating-time aspects for such concurrent games.
For specifying and analyzing the ‘‘local views’’ (such as receptiveness or interaction possibilities) of component coalitions
we introduce an alternating-time logic called alternating-time stream logic (ASL). The logic ASL is a CTL-like branching-time
logic which combines the features of the alternating-time temporal logic ATL [1] with the operators of BTSL [19]. The logic
BTSL has been introduced as a temporal logic for reasoning about (Reo) networks. Beside the standardmodalities of CTL [10]
for formalizing classical state-based temporal properties (safety, liveness), BTSL supports the specification of the observable
data flow at the I/O-ports of channels and components by means of regular expressions. The focus of ATL is on asking for
the existence (and absence) of a coalition’s strategy for achieving (avoiding respectively) a specific temporal goal.
As a first step toward a game-theoretic interpretation of constraint automata and a corresponding alternating-time
logic, we assume complete information on the system (i.e., perfect recall on the past and perfect information on the states).
This interpretation of constraint automata as a multi-player game is somewhat idealized and not realistic in the context
of exogenous coordination languages such as Reo [2]. However, the game-based approach with complete information is
consistent with the standard semantics of ATL and several variants thereof, and adequate if the strategies are viewed
as a central control that is aware of all activities in the system. Furthermore, assuming complete information is justified
when component interfaces are modeled at a high level of abstraction such that only the visible behavior of components is
represented.
For an example that motivates our game-based approach with complete information we consider a modern home
heating system. A heating system consists of many individual components such as radiators, the boiler, a storage tank, a
circulating pump, a clock, photovoltaic generators, a thermostat and other sensors, valves, air vents, heat dissipators, etc.
Composing those individual components not only requires mechanical skills, but also some controller device coordinating
their activities. This controlling device receives information from sensors, the thermostat, and the clock. Moreover it gets
information from the other devices about their current status, like the fill level of the storage tank and the status of pressure
reducing or shut-off valves. On the basis of these values visible to the controller it may then coordinate the individual
activities of the controlled components by sending data and signals to them. For the controlled devices the controller
may forward some external sensor data to the boiler, change the status of valves, or increase the rotational frequency of
circulating pump. The logic ASL can serve for reasoning about the existence of controller devices such that the composite
home heating system fulfills some temporal properties. For example, we may ask for a controller strategy that ensures that
the temperature in the cold storage room never exceeds a certain value and/or that within 24 hours each of the valves has
been opened once to avoid choking.
For another example we consider a database management system equipped with scheduling algorithms that coordinate
the I/O-behavior of a some component C to ensure a certain goal of C . If the interactions between C and other components
are controlled just by denying some of the requested I/O-operations of other components in certain situations, but without
enforcing them to perform certain I/O-operations, then such scheduling algorithms can be viewed as strategies for C that
rely on the assumption of complete information.
Although the syntax and semantics of ASL rely on a combination of standard concepts, our framework differs from other
ATL-like approaches for concurrentmulti-player games in various aspects. As stated above, our non-standard game structure
requires a revised notion of strategies for (coalitions of) components which is central for the semantics of alternating-time
logics. Since components may refuse any further interaction from some moment on, the concept of finite runs and fairness
plays a crucial role in the logic ASL. To reason about liveness properties we need an adaptation of the standard notion of
strong (process) fairness. Our notion of fairness is not a requirement for strategies, but formalizes the ability of certain
strategies of a component C to enforce infinite data flow at the I/O-ports of C . Furthermore, ASL provides special operators
for reasoning about the observable data flow at the I/O-ports of the components and the nodes of the given network. To
the best of our knowledge, such operators have not yet been investigated in the context of alternating-time game models.
Although interface automata [11] are also based on a game semantics, they aim at a general notion of compatibility rather
than on checking temporal properties.
Organization. Section 2 gives a brief introduction to constraint automata. In Section 3, we provide the multi-player
semantics for constraint automata and introduce the notion of a strategy and its runs. Section 4 introduces the temporal
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logic ASL, explains the main steps of an ASL model checking algorithm and discusses the complexity of the model checking
problem for ASL and BTSL. Section 5 addresses the concept of fairness assumptions in ASL. Section 6 contains a brief summary
and further directions.
2. Constraint automata
This section summarizes the main concepts of constraint automata (CA) which have been introduced in [6] to provide
an operational semantics for the exogenous coordination language Reo [2]. Constraint automata are variants of labeled
transition systems where the labels of the transitions represent the (possibly data-dependent) I/O-operations of the
components and the network that yields the glue code for the components.
In the approach of [6], transitions in a CA are labeled with sets of I/O-operations, represented in a symbolic way by
Boolean conditions on the nodes (ports) where the I/O-operations are performed and on the transmitted data values. We
slightly depart from the syntax of CA as introduced in [6] and deal with transitions q
c−→ p, where c is a concurrent I/O-
operation, i.e., c consists of a (possibly empty) node-set N ⊆ N together with data items for each A ∈ N that are written or
received at node A. In the moment where c is executed there is no data flow at the nodes A ∈ N \ N .
In the sequel, let Data be a finite non-empty data domain andN a finite, non-empty set of nodes.
Definition 1 (Concurrent I/O-operations (CIO)). A concurrent I/O-operation is a partial function assigning data values to the
nodes, i.e., a function c : N → Data∪{⊥}, where the symbol⊥means ‘‘undefined’’. We writeNodes(c) for the set of nodes
A ∈ N such that c(A) ∈ Data. The empty concurrent I/O-operation, denoted as c∅, is formalized as the unique concurrent
I/O-operation where Nodes(c∅) = ∅.
The empty concurrent I/O-operation c∅ represents any step where no data flow at some node A ∈ N is observable. Thus,
it models any internal step of some component or any non-observable step of the network where data flow appears at most
at some ‘‘hidden nodes’’ of the network.
Tomodel deadlocks or other situations where no further I/O-operations will be executed, we use a special symbol
√
that
indicates that data flow has stopped.
Notation 1 (The Sets CIO and CIO√). CIO denotes the set of all concurrent I/O-operations (including c∅), while CIO√ stands for
CIO ∪ {√}.
As we supposeN and Data to be finite, the set CIO of concurrent I/O-operations (and hence also CIO√) is finite as well.
Our logical framework will refer to the I/O-operations, but also to the states bymeans of atomic propositions. The atomic
propositions can be understood as unary state predicates. Typically, the atomic propositions impose conditions on the local
states of the components or the network configuration. For example, if the network contains a FIFO channel then theremight
be atomic propositions stating, for example, that all buffer cells are empty or that the first buffer cell contains a value d in
some set D ⊆ Data.
Definition 2 (Constraint Automata [6]). A constraint automaton (CA) is a tuple A = 〈Q ,N ,−→,Q0,AP, L〉 where Q is a
finite and non-empty set of states,N a finite set of nodes,−→ a subset of Q × CIO× Q called the transition relation ofA,
Q0 ⊆ Q a non-empty set of initial states, AP a finite set of atomic propositions, and L : Q → 2AP a labeling function.
We write q
c−→ p instead of (q, c, p) ∈−→. Furthermore, we define the set of all I/O-operations enabled in state q ∈ Q by
CIO(q) def= { c ∈ CIO : q c−→ p for some p ∈ Q }.
Constraint automata provide a generic operational model for formalizing the behavioral interfaces of the components
or the network that coordinates the components (i.e., the glue code or component connector) or (using the composition
operators introduced in [6]) the composite system consisting of the components and the glue code. The nodes of a CA play
the role of the I/O-ports of the components or the network. The states represent the local states or configurations of the
connector. For CAmodeling the composite system, the states are tuples consisting of local states of the components and the
configuration of the connector. The transitions in a CA describe the potential one-step behavior. The meaning of a transition
instance q
c−→ p is that in configuration q, the concurrent I/O-operation c is enabled and state p is a possible successor state
of q executing the concurrent I/O-operation c.
Sometimes it is useful to use a symbolic representation of the transition relation by combining transitions with the same
starting and target states (e.g., in our implementation of the model checker). For this purpose, we deal with I/O-constraints,
i.e., propositional formulas in positive normal form that stand for sets of concurrent I/O-operations. The I/O-constraints may
impose conditions on the nodes that may or may not be involved and on the data items written on or read from them.
Definition 3 (I/O-Constraints (IOC)). The abstract syntax of I/O-constraints is given by the grammar
ioc ::= tt ∣∣ ff ∣∣ A ∣∣ ¬A ∣∣ (dA1 , . . . , dAk) ∈ D ∣∣ ioc1 ∧ ioc2 ∣∣ ioc1 ∨ ioc2
where A ∈ N , A1, . . . , Ak are pairwise distinct nodes inN and D ⊆ Datak.
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Fig. 1. Dining philosophers scenario.
Fig. 2. The node names of philosopher #i.
Themeaning of an I/O-constraint ioc is a subsetdioce of CIO defined in the expectedway.We definedtte def= CIO,dffe def= ∅,
and for the literals A ∈ N and their negations ¬A,
dAe def= { c ∈ CIO : A ∈ Nodes(c) }
d¬Ae def= { c ∈ CIO : A /∈ Nodes(c) }.
The I/O-constraints (dA1 , . . . , dAk) ∈ D impose conditions for the written and read data items. That is, d(dA1 , . . . , dAk) ∈ De
agrees with the set{
c ∈ CIO : {A1, . . . , Ak} ⊆ Nodes(c), (c(A1), . . . , c(Ak)) ∈ D
}
.
Conjunction and disjunction have their standard meaning, i.e.,
dioc1 ∧ ioc2e def= dioc1e ∩ dioc2e
dioc1 ∨ ioc2e def= dioc1e ∪ dioc2e.
We often use simplified notation for the IOC of the form (dA1 , . . . , dAk) ∈ D. For example, the notation dA = dB is shorthand
for (dA, dB) ∈ {(d1, d2) ∈ Data2 : d1 = d2}, while A∧ (dB ∈ D) stands for the set {c ∈ CIO : {A, B} ⊆ Nodes(c) ∧ c(B) ∈ D}.
The notation {A, B} is used as shorthand for the set {c ∈ CIO : Nodes(c) = {A, B}}.
Example 1 (Dining Philosophers). To illustrate the use of CA we consider the prominent dining philosopher problem. A
group of philosophers sit around a table. After thinking for a while, the philosophers get hungry, stop thinking, and try to
start eating. For eating they need the two chopsticks, the one on the left and the one on the right which they share with the
nearby neighbor. The setup is illustrated in Fig. 1 where the arrows are synchronous channels, connecting the philosophers
with their chopsticks.
The interface of philosopher #i can be modeled by a constraint automaton with the node-set
Pi = {take_firsti, take_secondi, eati, release_firsti, release_secondi}
where the ports take_firsti, take_secondi, release_firsti, release_secondi serve for accessing the chopsticks. Port eati just
serves to send a signal to the environment indicating that philosopher #i is eating. See Fig. 2 for the node names of
philosopher #1. The constraint automaton modeling the interface of philosopher #1 is depicted in the left part of Fig. 3.
Please notice that the model contains no data dependencies and therefore the transitions are labeled with constraints over
port activity only.
A chopstick as a shared resource can either be available or busy. An interface specification for the i-th chopstick can
therefore be provided by a constraint automaton with two states and the node-set Ci = {takei, releasei} as shown on the
right of Fig. 3.
The CA for the composite system in Fig. 1 is then obtained by a product construction [6] of the individual CA for the
philosophers, the chopsticks, and the synchronous channels. Its node-set N is the union of the sets Pi and Ci. The states
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Fig. 3. CA for philosopher #i and chopstick #i.
are tuples consisting of local states for each philosopher and each chopstick. The concurrent I/O-operations result from the
synchronization of write and read operations at the ports of each of the philosophers and the two chopsticks next to them.
For instance, in each global state s where philosopher #i is in its initial state and the chopstick #i is available then s has
an outgoing transition labeled by a concurrent I/O-operation c where Nodes(c) = {take_firsti, takei} and the data items
observed at the ports take_firsti and takei agree. ♣
A state q of a CA is called quiescent if data flowmay stop in state q. This is the case if all enabled concurrent I/O-operations
require some activity of at least one I/O-port of a component. Formally:
Definition 4 (Quiescent States). State q of a CA is said to be quiescent if for all concurrent I/O-operations c that are enabled
in state q (i.e., all c ∈ CIO(q)), the node-set Nodes(c) is non-empty.
Stated differently, state q is quiescent iff c∅ /∈ CIO(q). Note that data flow does not need to stop in quiescent states.
Instead data flow continues if there is an enabled concurrent I/O-operation c where the components involved agree on
interacting with each other by means of performing the write and read operation specified by c. For each non-quiescent
state q, an invisible transition is enabled, i.e., we have c∅ ∈ CIO(q). This I/O-operation does not require any interaction with
the components and will fire, unless another transition is taken.
Definition 5 (Execution, Completeness of Executions). An execution in A is a finite or infinite sequence built by instances of
consecutive transitions:
η = q0 c1−→ q1 c2−→ . . .
where q0, q1, . . . ∈ Q , c1, c2, . . . ∈ CIO, and qi ci+1−−→ qi+1 for all i ≥ 0. An execution is said to be complete if it is either infinite
or it is finite and ends in a quiescent state.
The notion of complete executions serves for reasoning about ‘‘maximal’’ behaviors of CA, called paths. A path of A is
either an infinite execution or arises from a finite complete execution by adding a special transition symbol
√
to denote
termination.
Definition 6 (Path). Each infinite execution ofA is called a path. Finite paths inA have the form
pi = q0 c1−→ · · · cn−→ qn
√
−→ qn
where qn is quiescent.
In the sequel, we shall use the symbol η for executions and the symbolpi to range over paths.Wewrite Paths(q) to denote
the set of all paths starting in q and Execfin(q) for the set of all finite executions starting in q. The length |pi | of a path pi is the
total number of transitions taken in pi (including the pseudo-transition with label
√
). Thus, the length of an infinite path is
∞, while the length of a finite path pi as in Definition 6 is n+ 1.
Let pi = q0 c1−→ q1 c2−→ . . . be a path and 0 ≤ n < |pi |. Then pi ↓ n denotes the prefix of path pi with length n. Thus,
pi ↓ n def= q0 c1−→ · · · cn−→ qn
is an execution. For finite paths of length n, the n-th prefix is defined to be pi . In particular, if n = |pi | then pi ↓ n = pi is a
path.
The I/O-stream ios(η) of a finite execution η is the finite word over CIO that is obtained by taking the projection to the
labels of the transitions. Similarly, for finite paths the I/O-stream is a finite word over CIO√. (For the purposes of this paper,
the I/O-streams of infinite paths are not needed.)
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Definition 7 (I/O-stream (IOS)). If η = q0 c1−→ · · · cn−→ qn is a finite execution then ios(η) def= c1 . . . cn ∈ CIO∗. The associated
I/O-stream for a finite path
pi = q0 c1−→ · · · cn−→ qn
√
−→ qn
is defined by ios(pi) def= c1 . . . cn√ ∈ CIO∗√. The set of all I/O-streams is denoted by IOS def= CIO∗ ∪ CIO∗√.
3. Constraint automata as multi-player games
In this section we introduce a game-based interpretation of constraint automata. For this game-based view of CA, it is
assumed that the CA under consideration models a system where several components are glued via a network consisting
of several (a)synchronous channels. The players of the game are the individual components. Each of the players has control
over his write and read operations at his interface nodes. A player might refuse some or even any synchronization operation
with other players. Players might build arbitrary coalitions to achieve a certain common goal, e.g., to enforce that a certain
temporal property holds. In our approach, a coalition of players is given by a set of controllable nodes N ⊆ N , the union of
all controllable coalition nodes, for which the players might try to develop a common strategy to achieve their objectives.
Intuitively, a strategy for the set N of controllable nodes, called an N-strategy for short, takes the history of the system,
formalized by a finite execution, as input and declares the conditions under which the N-agents (members of the coalition)
are willing to cooperate with each other and their opponents. For instance, an N-strategy might offer to write data value
0 at a source node A ∈ N , but refuse to write data value 1. Furthermore, an N-strategy might suggest that the N-agents
completely refuse any participation in concurrent I/O-operations. The special symbol stopwill be used for this purpose.
Definition 8 (Strategy). LetA be a CA as in Definition 2, and let N ⊆ N be a node-set. An N-strategy is a function
S : Execfin(A)→ 2CIO ∪ {stop},
assigning to any finite execution η a set S(η) consisting of I/O-operations c ∈ CIO or the special symbol stop such that if
c ∈ CIO and Nodes(c) ∩ N = ∅ then c ∈ S(η).
Unlike strategies in standard multi-player games, an N-strategy does not necessarily determine unique activities for the
controlled components. Instead it yields a set of potential interactions. This is reasonable for the game semantics of CA since
the enabledness of a concurrent I/O-operation c with node-setNodes(c) = M depends on the agreement of all components
that have an I/O-port in M to perform synchronized write and read operations according to c . Hence, only if M is a non-
empty subset of N , the concurrent I/O-operation c is controllable by N in the sense that the N-nodes can offer c , although
they cannot enforce that c will indeed be taken.
The rationale behind the condition requiring that c ∈ S(η) whenever c is a concurrent I/O-operation with Nodes(c) ∩
N = ∅ is that the N-nodes are not in the position to refuse an I/O-operation c where none of the N-nodes is involved. In
particular, invisible I/O-operations (i.e., the concurrent I/O-operation c∅ with the empty node-set) cannot be ruled out by an
N-strategy. Thus, c∅ ∈ S(η) for each execution η and N-strategyS.
Given an N-strategyS, theS-paths are those paths inA that can be obtained when the I/O-operations performed at the
nodes in N are consistent withS. For finite paths, consistency withS requires thatS has returned the special symbol stop
(which indicates that the N-agents refuse any further interactions at their ports) or that the opponents have been in the
position to stop data flow by refusing any I/O-request.
Definition 9 (S-executions,S-completeness). LetS be an N-strategy. AS-execution is a finite or infinite execution
η = q0 c1−→ q1 c2−→ . . .
such that for any position i ∈ Nwith i < |η|we have ci+1 ∈ S(η ↓ i).
Each infinite S-execution is said to be S-complete. A finite S-execution η is called S-complete if its last state q is
quiescent (see Definition 4) and at least one of the following two conditions (i) or (ii) holds:
(i) stop ∈ S(η);
(ii) there is no c ∈ CIO(q) ∩S(η) such that Nodes(c) ⊆ N .
Condition (i) indicates that refusing any data flow on the N-nodes is a potential behavior under strategy S, while (ii)
stands for the possibility for the opponents to do the sameon their part (i.e. refusing any synchronization on theN \N nodes).
Definition 10 (S-paths). LetS be an N-strategy. AS-path denotes any infiniteS-execution or any finite path
pi = q0 c1−→ · · · cn−→ qn
√
−→ qn
where pi ↓ n is aS-completeS-execution.
Wewrite Paths(q,S) to denote allS-paths starting in q. Similarly, Execfin(q,S) denotes the set of all finiteS-executions
from q.
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The general definition of strategies does not impose any restrictions on their realizability. For example, strategies may
even be not computable. As we will see later, for our purposes strategies with finite memory are sufficient. These are
strategies that make their decisions on the basis of a finite automaton rather than the full history.
Definition 11 (Finite-memory and Memoryless Strategies). A finite-memory N-strategy is a tupleM = (Modes,∆, µ,m0),
where
• Modes is a finite set (of so-called modes),
• m0 ∈ Modes, the starting mode,• µ : Q ×Modes→ 2CIO ∪ {stop}, the decision function, and
• ∆ : Modes× (Q × CIO× Q )→ Modes, the next-mode function.
For the decision function µ we require that µ(q,m) ⊇ {c ∈ CIO : Nodes(c) ∩ N = ∅} for all states q ∈ Q and modes
m ∈ Modes. IfModes is a singleton thenwe refer toM as amemoryless strategy.Memoryless strategies are typically specified
as functionsS : Q → 2CIO ∪ {stop}.
Given a finite-memory N-strategyM then the associated N-strategySM (in the sense of Definition 8) is given by
SM
(
q0
c1−→ · · · ci−→ qi
) = µ(qi,∆∗(m0, q0 c1−→ · · · ci−→ qi))
where∆∗(m, η) is defined by induction on the length of η. For executions of length 0we put∆∗(m, q0)
def= m. For executions
of length 1,∆∗ agrees with the next-mode function∆, i.e.,
∆∗(m, q0
c1−→ q1) def= ∆(m, q0 c1−→ q1),
while for executions of length i ≥ 2 we define
∆∗
(
m, q0
c1−→ q1 c2−→ · · · ci−→ qi
) def= ∆∗(∆(m, q0 c1−→ q1), q1 c2−→ · · · ci−→ qi).
Example 2. For a simple informal example, we revise the dining philosophers scenario introduced earlier. In this context
one might be interested in whether or not an alliance of philosophers has a strategy for forcing another philosopher into
starvation (or saving them from starvation). Another question might be that of whether all philosophers can prevent the
composite scenario from deadlock if they act as a group. ♣
4. Alternating-time stream logic
To reason about the components from a game-based point of view, we introduce the alternating-time stream logic (ASL)
which is inspired by alternating-time temporal logic (ATL) [1]. ASL is a CTL-like branching-time logic with state and path
formulas. The state formula fragment is as in ATL, but adapted to the CA framework where the alternating-time quantifiers
range over the strategies of certain node-sets. Intuitively, these node-sets stand for the interface nodes of one or more
components. The existential quantifier EN is used to indicate that the components with nodes in N have a strategy ensuring
reaching a certain goal, no matter how the other components connected to the nodes in N \ N behave. The universal
quantifier AN is dual and serves to state that the components providing the write and read actions at the N-nodes cannot
avoid a certain condition holding.
The syntax of the ASL path formulas is the same as in the branching-time stream logic BTSL [19] and uses the standard
until and release operators, but replaces the standard next modality © with special operators 〈〈α〉〉 and [[α]] to impose
conditions on the I/O-streams of finite executions or finite paths. This type of formula is inspired by propositional dynamic
logic [13], extended temporal logic [24], and timed scheduled data stream logic [3]. In path formulas of the type 〈〈α〉〉Φ or
[[α]]Φ , the formulaΦ is a state formula, while α is a regular expression that stands for a regular language over the alphabet
CIO√. Intuitively, the path formula 〈〈α〉〉Φ holds for a path pi iff there is a finite prefix of pi that ends in a state where Φ
holds and where the associated I/O-stream belongs to α, while [[α]]Φ requires that for each finite prefix of pi that has an
I/O-stream satisfying the constraint given by α, the state formulaΦ holds in the last state of that prefix.
In Section 4.1 we will present the syntax of ASL formulas and explain the interpretation of ASL state and path formulas
over the states and paths in a CA. The model checking problem for ASL and its complexity will be discussed in Sections 4.2
and 4.3, respectively.
4.1. Syntax and standard semantics of ASL
In the sequel, we assume a fixed, non-empty and finite node-set N and a non-empty and finite set AP of atomic
propositions.N and APwill serve as signature for ASL formulas. Before presenting the syntax of ASL state and path formulas
we explain the syntax of stream expressions α that will be used in the path formulas 〈〈α〉〉Φ and [[α]]Φ .
Stream expressions. The abstract syntax of regular I/O-stream expressions, called stream expressions for short, is given by
the following grammar:
α ::= ioc
∣∣∣ √ ∣∣∣ α∗ ∣∣∣ α1;α2 ∣∣∣ α1 ∪ α2
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where ioc ranges over all I/O-constraints (see Definition 3). Any stream expression represents a regular set of I/O-streams.
The formal definition of the regular languages IOS(α) ⊆ IOS is defined by structural induction. IOS(ioc) is the set consisting
of the I/O-streams of length 1 given by ioc, i.e., IOS(ioc) def= dioce. (Recall that the semantics dioce of an I/O-constraint ioc has
been defined in Definition 3.) Similarly, IOS(
√
) is the singleton set consisting of the I/O-stream
√
. Union (∪), Kleene star (∗)
and concatenation (;) have their standard meaning, except that Kleene star and concatenation rely on a special treatment
of the termination symbol
√
. ForΣ ,Θ ⊆ IOSwe define
Σ ◦Θ def= { σθ : σ ∈ Σ ∩ CIO∗ ∧ θ ∈ Θ }
andΣ (0) def= { ε},Σ (1) = Σ , andΣ (n+1) def= Σ ◦Σ (n). Then
IOS(α1 ∪ α2) def= IOS(α1) ∪ IOS(α2)
IOS(α1;α2) def= IOS(α1) ◦ IOS(α2)
IOS(α∗) def= ⋃
n≥0
IOS(α)(n)
As usual, we write α+ for α;α∗.
Syntax of ASL state and path formulas. State formulas (denoted by capital Greek lettersΦ ,Ψ ) and path formulas (denoted
by small Greek letters ϕ, ψ) of ASL are built by the following grammar:
Φ ::= true
∣∣∣ a ∣∣∣ Φ1 ∧ Φ2 ∣∣∣ ¬Φ ∣∣∣ ENϕ
ϕ ::= 〈〈α〉〉Φ
∣∣∣ [[α]]Φ ∣∣∣ Φ1 UΦ2 ∣∣∣ Φ1 RΦ2
where N ⊆ N , a ∈ AP and α is a stream expression. The operator EN corresponds to an existential quantification over all
N-strategies. The dual operator ANϕ stating that no strategy for the nodes in N can avoid ϕ holding is defined by
AN〈〈α〉〉Φ def= ¬EN [[α]]¬Φ AN(Φ1 UΦ2) def= ¬EN(¬Φ1 R¬Φ2)
AN [[α]]Φ def= ¬EN〈〈α〉〉¬Φ AN(Φ1 RΦ2) def= ¬EN(¬Φ1 U¬Φ2).
Other Boolean connectives, like disjunction or implication, are obtained in the standard way. In the following, we write
for short EAϕ for E{A}ϕ and AAϕ for A{A}ϕ.
ASL path formulas are interpreted over paths in a CA. The modalities U and R denote the standard until operator and
release operator, respectively. The eventually and always operators are obtained in the usual way using ♦Φ def= (true UΦ)
and Φ def= (false RΦ).
The intended meaning of 〈〈α〉〉Φ is that it holds for a path pi iff pi has a finite prefix generating an α-stream andΦ holds
for the state reached afterwards. [[α]]Φ is the dual operator of 〈〈α〉〉Φ and holds for a path pi iff for all finite prefixes of pi
generating an α-stream, formulaΦ holds for the last state of the prefix. The standard next operator is derived in ASL using
©Φ def= 〈〈tt〉〉Φ.
Recall that IOS(tt) = dtte = CIO. Thus,©Φ holds for all paths where the underlying execution has at least one transition
and Φ holds afterwards. The presence of some observable data flow can be expressed by 〈〈A1 ∨ · · · ∨ An〉〉true, where
N = {A1, . . . , An}.
Example 3 (Ticket Vending Machine). For a simple example, we consider a ticket vending machine consisting of several
components like a terminal, clock, a database, etc. togetherwith the network providing the glue code. One of the components
serves as an interface for the user. We may ask whether a potential passenger using the interface (i.e., having control over
the data flow at the interface ports N) has a strategy for getting a ticket without paying, i.e., if the following state formula
holds:
EN〈〈(¬paid)∗〉〉 ticket_printed
where ticket_printed is an atomic proposition with the obvious meaning and (¬paid)∗ denotes a stream expression that
formalizes the set of I/O-streams where the user has not paid. For instance, there might be a special port paid where the
machine confirms the payment of the correct amount of money. ♣
Example 4 (Dining Philosophers (Revisited)). Let us return to the dining philosophers example (Example 1) and assume
that k is the number of philosophers. The mutual exclusion property stating that two neighboring philosophers never eat
simultaneously can be expressed in ASL using the quantifier E∅ (which is equivalent to the standard CTL path quantifier ∀)
and the always operator:
E∅
∧
1≤i<j≤k
(¬eatingi ∨ ¬eatingj)
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where eatingi is an atomic proposition that holds for the two (local) states of philosopher #i in Fig. 3 connected via the
transition labeled by eati. The ASL state formula
EPi−1∪Pi∪Pi+1♦∀©false
asserts that the coalition of the philosophers #(i − 1), #i and #(i + 1) is able to force the composite system into deadlock.
The property stating that the two philosophers #(i + 1) and #(i − 1) can drive their conjoined neighbor (philosopher #i)
into starvation can be formalized by the ASL state formula
EPi+1∪Pi−1 [[tt∗; eati]]false
where port name eati is used as an atomic stream expression to indicate that the philosopher #i is now eating. Thus,
[[tt∗; eati]]false asserts that philosopher #i never eats. The following ASL state formula asserts the existence of a common
strategy for all philosophers, ensuring that all of them eat at least once:
EP 〈〈α〉〉 true
where α is a stream expression that holds for all I/O-streams where each philosopher sends the eating signal at least once:
α =
⋃
(i1,...,1k)∈Πk
tt∗; eati1; tt∗; eati2; . . . ; tt∗; eatik .
Here, Πk is the set of all permutations (i1, . . . , ik) of (1, 2, . . . , k) and P = ⋃1≤i≤k Pi stands for the union of all ports of
the philosophers. Even more politely we may ask for a common strategy stating that none of the philosophers is eating for
the second time in a row if his neighbor has not eaten in the meantime:
EP [[β]] false
where β characterizes all I/O-streams where philosopher #i sends the eating signal twice, while in between his neighbor
philosopher #(i+ 1) does not eat:
β =
⋃
1≤i≤k
tt∗; eati; (¬eati+1)∗; eati
(where we identify philosopher k+ 1 with philosopher 1). The term¬eati denotes a stream expression that formalizes the
set of all concurrent I/O-operations where the i-th philosopher does not eat. That is, c ∈ d¬eatie iff eati /∈ Nodes(c). ♣
Standard semantics of ASL. LetA be a CA and pi a path inA. The satisfaction relation |= for ASL state formulas is defined
by structural induction as shown below:
q |= true
q |= a iff a ∈ L(q)
q |= Φ1 ∧ Φ2 iff q |= Φ1 and q |= Φ2
q |= ¬Φ iff q 6|= Φ
q |= ENϕ iff there is an N-strategyS such that
for all pi ∈ Paths(q,S)we have: pi |= ϕ.
For the dual alternating-time modality AN we obtain the expected semantics:
q |= ANϕ iff for all N-strategiesS there exists pi ∈ Paths(q,S)
such that pi |= ϕ.
The satisfaction relation |= for ASL path formulas and the path pi inA is defined as follows:
pi |= 〈〈α〉〉Φ iff there exists n ∈ N such that 0 ≤ n ≤ |pi | and
ios(pi ↓ n) ∈ IOS(α) and qn |= Φ
pi |= [[α]]Φ iff for all n ∈ N such that 0 ≤ n ≤ |pi |we have:
ios(pi ↓ n) ∈ IOS(α) implies qn |= Φ
pi |= Φ1 UΦ2 iff there exists n ∈ N such that 0 ≤ n < |pi |where
qn |= Φ2 and qi |= Φ1 for 0 ≤ i < n
pi |= Φ1 RΦ2 iff at least one of the following conditions (i) or (ii) holds:
(i) for all n ∈ Nwith 0 ≤ n < |pi |we have: qn |= Φ2
(ii) there exists some n ∈ Nwith 0 ≤ n ≤ |pi | such that:
qn |= Φ1 ∧ Φ2 and qi |= Φ2 for 0 ≤ i ≤ n.
We refer to the above semantics as the standard semantics for ASL to contrast it with the semantics under fairness
assumptions that will be addressed later in Section 5.
The standard CTL path quantifiers that range over all paths can be derived using the EN and AN quantifiers with the
node-set N = ∅:
∀ϕ def= E∅ϕ and ∃ϕ def= A∅ϕ.
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Fig. 4. Two components connected via a FIFO channel.
Fig. 5. Network (left) and constraint automaton (right).
This is due to the fact that N-strategies for the empty node-set N = ∅ cannot rule out any concurrent I/O-operation, i.e.,
CIO ⊆ S(η) for each ∅-strategyS and execution η. Hence, all paths areS-paths.
The quiescent states (cf. Definition 4) are characterized by the state formula ∃〈〈√〉〉true, while ∀〈〈√〉〉true is satisfied in
exactly those states where no concurrent I/O-operation is enabled. The path formula [[tt∗;√]]false is characteristic for the
infinite paths, while 〈〈tt∗;√〉〉true holds exactly for the finite paths.
Definition 12 (Winning Strategy). Given a state q and an ASL path formula ϕ, an N-strategyS is calledwinning for the tuple
〈q, ϕ〉 if ϕ holds for all S-paths starting in q. Thus, q |= ENϕ iff there exists a winning N-strategy for 〈q, ϕ〉. We say that S
is winning for ϕ ifS is winning for all pairs 〈q, ϕ〉where q |= ENϕ.
Example 5. For a simple example, consider a system consisting of two components CA and CB that are connected via a FIFO
channelwith a single buffer cell as illustrated in the left part of Fig. 4. The corresponding CA for the data domainData = {0, 1}
is depicted on the right where we treat CA and CB as black box components.
Suppose that empty is an atomic proposition stating that the buffer is empty. Then, the ASL state formula EA empty
asserts that component CA has the power to ensure that the buffer remains always empty. In fact, we have q0 |= EA empty
as the memoryless A-strategy that assigns {stop} ∪ {c ∈ CIO : B ∈ Nodes(c)} to all states is winning for state q0 and the
objective  empty. Similarly, q0 |= EA (buffer 6= 0) holds where (buffer 6= 0) is an atomic proposition stating that either
the buffer is empty or contains a data value different from 0. However, A has no strategy that ensures that A can write twice
to the buffer. That is,
q0 6|= EA〈〈tt∗; A; tt; A〉〉true.
The reason for this is that once the CA has written some value into the buffer then CA is not in the position to force CB to read
the written value eventually. But if CB never takes the element from the buffer then CA ’s writing request at port A remains
disabled forever. ♣
Standard turn-based games are determined which means that given a state q, a coalition C and a winning objective ϕ
then either C has a strategy for ensuring that ϕ holds or the opponents, i.e., all agents not in C, have a strategy for ensuring
that ¬ϕ holds. This does not hold for the ASL games. We illustrate this phenomenon by means of two toy examples.
Example 6 (ASL Games are Not Determined). A system with two components CA and CB with one output port each (called A
and B, respectively) is shown on the left of Fig. 5 where we used the Reo syntax to depict the network. The glue code consists
of two circular FIFO channels with a single buffer cell. The picture on the right of Fig. 5 shows a corresponding constraint
automata where we treat CA and CB as black box components. Initially (state q0), the upper buffer contains the data item
0, while the lower buffer is empty. As long as neither CA nor CB write into the buffer then the data item 0 can alternate
between the upper and lower buffers via a non-observable step (the empty concurrent I/O-operation c∅). In state q0 the
write operation at port A of component CA is blocked (as the upper buffer is filled), while component CB can write into the
lower buffer by performing a write operation at port B. The situation where the lower buffer is filled and the upper buffer is
empty (state q1) is symmetric. As soon as one of the components writes on its output port, both buffers become full (state
q2) which blocks any further data flow in the network.
We now consider the ASL state formula Φ = EA♦¬∃©true. We first observe that q |= ¬∃©true iff q = q2. Thus, Φ
asserts that node A (i.e., component CA ) has a strategy for ensuring that eventually state q2 will be reached. Intuitively, one
might expect Φ to hold for states q0 and q1, since a write operation at node A is enabled in state q1 and leads to state q2.
However, this is not the case since CA cannot avoid the path
pi = q0 c∅−→ q1 c∅−→ q0 c∅−→ . . .
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Fig. 6. Network with three components (left) and its CA (right).
where no I/O-operation at A or Bwill be performed. Note thatpi is aS-path for any A-strategyS that offers a write operation
at node Awhenever the system is in state q1, e.g., the memoryless strategyS(qi) = CIO. Thus, A has no winning strategy for
〈q0, ♦¬∃©true〉. Therefore
q0 |= EA♦¬∃©true
which can be rephrased as q0 6|= AA∃©true stating that A cannot avoid the system being always in one of the states q0 or
q1. On the other hand, the opponent CB does not have a winning strategy for the objective ¬♦¬∃©true ≡ ∃©true, as CB
cannot avoid, in state q1, the A-transition to state q2 being taken eventually. ♣
In the above example, the property of reaching state q2 cannot be enforced by A since the writing request made
by component CA might be ignored forever. This pathological case can be ruled out by imposing appropriate fairness
assumptions where all controllable concurrent I/O-operations that are infinitely often offered by a strategy will be taken
infinitely often (see Section 5). However, even under such fairness assumptions the multi-player game associated with a CA
is not determined because of the internal nondeterminism that is inherent in the choice between transitions with the same
source state and the same I/O-operation.
Example 7 (ASL games are not determined (internal nondeterminism)). Consider a networkwith three componentsCA,C1,C2
as shown on the left in Fig. 6. The components C1 and C2 have one input and one output port. We assume that the interface
specifications of CA,C1 , and C2 declare that their read and write actions alternate. Component CA serves as a producer and
consumer in this example. It has one output port Bout and two input ports Ain1 and A
in
2 . Again we use Reo syntax to specify
the glue code. The network consists of three synchronous channels, a component connector that realizes an exclusive router
and two FIFO channels with one buffer cell each. The (data–abstract) operational semantics of this network is modeled by
the CA with the node-setN = {Ain1 , Ain2 , Aout, Bin1 , Bout1 , Bin2 , Bout2 } shown on the right in Fig. 6.
In the initial state q0 the two buffers are empty and the only possible action is a write operation performed by CA at its
output port Aout. Then, the exclusive router delivers the data item written by CA to one of the two buffers where the choice
of which buffer is chosen is resolved internally in a nondeterministic way. Depending on which buffer is filled, we are in
state qi where i = 1 or i = 2, and then component Ci can perform a read operation on its input port Bini to take the data item
written by CA from the buffer. The resulting state is q3 or q4, and CA can synchronize with Ci via the synchronous channel
Aini B
out
i which leads back to the initial state q0.
Because of the nondeterminism in the initial state q0, CA does not have the power to enforce that state q1 will be reached
eventually, and nor does the coalition {C1,C2} have a strategy to guarantee that state q1 will never be reached. Thus,
q0 6|= EN♦∃〈〈Bin1 〉〉true and q0 6|= EN \N¬∃〈〈Bin1 〉〉true
where N = {Ain1 , Ain2 , Aout}. Note that q |= ∃〈〈Bin1 〉〉true iff q = q1. ♣
4.2. ASL model checking
The model checking problem for ASL asks whether, for a given CA A and ASL state formula Φ0, all initial states q0 of A
satisfyΦ0. Themain procedure for ASLmodel checking follows the standard approach for CTL-like branching-time logics [10]
and recursively calculates the satisfaction sets
Sat(Ψ )
def= {q ∈ Q : q |= Ψ }
for all subformulasΨ ofΦ0. The treatment of the BTSL-fragment of ASL is the same as for BTSL (see [19]). The only interesting
part is how to calculate Sat(ENϕ) for an ASL path formula ϕ and node-set N ⊆ N . The essential ingredient for this is the
predecessor operator Pre(P,N) which is defined as the set of all states q ∈ Q such that the N-nodes have a strategy which
guarantees to move within one step to a state in P .
Definition 13 (Post, Pre-operators). If c is a concurrent I/O-operation and q a state then
Post[c](q) def= {p ∈ Q : q c−→ p}.
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Let P ⊆ Q and N ⊆ N , a node-set. Then, Pre(P,N) denotes the set of all states q ∈ Q such that the following two conditions
hold:
(1) for all c ∈ CIO(q) such that Nodes(c) ∩ N = ∅we have Post[c](q) ⊆ P ,
(2) there exists c ∈ CIO(q) such that Nodes(c) ⊆ N and Post[c](q) ⊆ P .
Recall that CIO(q) denotes the set of all concurrent I/O-operations that are enabled in state q. ♣
Condition (1) is needed to ensure that no uncontrollable transition (from the view of theN-agents) leads to a state outside
of P , while condition (2) asserts the existence of at least one concurrent I/O-operation that is controllable by the N-agents
and certainly leads to a state in P .
Lemma 1 (Correctness of the Pre-operator). Pre(P,N) = { q ∈ Q : q |= EN©P }
Proof. ‘‘⊆’’: Suppose that q ∈ Pre(P,N). LetS be a memoryless N-strategy such that
S(q) = {c ∈ CIO : Nodes(c) ∩ N = ∅} ∪
{c ∈ CIO(q) : Nodes(c) ⊆ N ∧ Post[c](q) ⊆ P}.
We then have:
• {c ∈ S(q) : Nodes(c) ⊆ N} 6= ∅ by condition (2) in Definition 13,
• Post[c](q) ⊆ P for all c ∈ S(q) ∩ CIO(q) by condition (1).
Hence, eachS-completeS-execution η from q starts with a transition q
c−→ pwhere c ∈ S(q) ∩ CIO(q). But then pi |= ©P
for all pi ∈ Paths(q,S). Thus,S yields a witness for q |= EN©P .
‘‘⊇’’: Suppose now that q |= EN©P . We have to check conditions (1) and (2) in Definition 13. Let S be a memoryless
N-strategy winning for 〈q,©P〉.
(1) Let c ∈ CIO(q) such that Nodes(c) ∩ N = ∅ and let p ∈ Post[c](q). By the requirements for N-strategies, we have
c ∈ S(q). Let pi be an arbitraryS-path that starts with the transition q c−→ p. Since pi |= ©P we get p ∈ P .
(2) If q is quiescent then the execution q of length 0 cannot beS-complete, since
q
√
−→ q 6|= ©true
and ©P holds for all S-paths from q. Hence, there exists a concurrent I/O-operation c ∈ CIO(q) ∩ S(q) such that
Nodes(c) ⊆ N . We now show that Post[c](q) ⊆ P . For each state p ∈ Post[c](q) there exists aS-path pi that starts with
the transition q
c−→ p. As pi |= ©P we get p ∈ P . 
As for standard CTL (and ATL), the semantics of the until and release operators have a fixed point characterization. The set
Sat(EN(Φ1 UΦ2)) is the least fixed point,while the setSat(EN(Φ1 RΦ2)) is the greatest fixed point of the following operators
2Q → 2Q :
P 7→ Sat(Φ2) ∪ (Pre(P,N) ∩ Sat(Φ1)) (until)
P 7→ Sat(Φ2) ∩ (Pre(P,N) ∪ Sat(Φ1)) (release).
Hence, in ASL with the standard semantics we have the following expansion laws:
EN(Φ1 UΦ2) ≡ Φ2 ∨ (Φ1 ∧ EN©EN(Φ1 UΦ2))
EN(Φ1 RΦ2) ≡ Φ2 ∧ (Φ1 ∨ EN©EN(Φ1 RΦ2))
where≡denotes equivalence of ASL state formulas. On the basis of the expansion laws,we obtain that forwinning objectives
formalized by ASL path formulas ϕ of the form (Φ1 UΦ2) or (Φ1 RΦ2), memoryless strategies are sufficient. Furthermore,
the satisfaction set Sat(ENϕ) can be computed by means of the standard procedures to compute least and greatest fixed
points of monotonic operators.
The main steps are summarized in Algorithms 1 and 2 which, at the same time, compute a memoryless N-strategy S
that is winning for all states q where EN(Φ1 UΦ2) or EN(Φ1 RΦ2), respectively, holds. The correctness of these algorithms
is stated in the following lemma:
Lemma 2 (Correctness of Algorithms 1 and 2). Let A be a CA as before, N ⊆ N a node-set and let Φ1 and Φ2 be ASL state
formulas. Then:
(a) Algorithm 1 correctly returns the set Sat(EN(Φ1 UΦ2)) and the computed memoryless N-strategyS is winning for all states
q ∈ Sat(EN(Φ1 UΦ2)) and the ASL path formula (Φ1 UΦ2).
(b) Algorithm 2 correctly returns the set Sat(EN(Φ1 RΦ2)) and the computed memoryless N-strategyS is winning for all states
q ∈ Sat(EN(Φ1 RΦ2)) and the ASL path formula (Φ1 RΦ2).
410 S. Klüppelholz, C. Baier / Science of Computer Programming 75 (2010) 398–425
Algorithm 1 Algorithm for computing Sat(EN(Φ1 UΦ2))
P0 := Sat(Φ2);
i := 0;
repeat
Pi+1 := Pi ∪
(
Sat(Φ1) ∩ Pre(Pi,N)
)
;
for all states p ∈ Pi+1 \ Pi do
S(p) := { c ∈ CIO : Nodes(c) ∩ N = ∅ ∨ ∅ 6= Post[c](p) ⊆ Pi };
end for
i := i+ 1;
until Pi = Pi−1;
for all states p ∈ (Q \ Pi) ∪ Sat(Φ2) do
S(p) := CIO ∪ {stop};
end for
return Pi; (* Pi = Sat(EN(Φ1 UΦ2)) *)
Algorithm 2 Algorithm for computing Sat(EN(Φ1 RΦ2))
for all states p ∈ Q do
S(p) := CIO ∪ {stop};
end for
P0 := Sat(Φ2);
i := 0;
repeat
Pi+1 := Pi ∩
(
Sat(Φ1) ∪ Pre(Pi,N)
)
;
for all states p ∈ Pi+1 \ Sat(Φ1) do
S(p) := S(p) \ { c ∈ CIO(p) : Post[c](p) 6⊆ Pi };
end for
i := i+ 1;
until Pi = Pi−1;
return Pi; (* Pi = Sat(EN(Φ1 RΦ2)) *)
Proof. Both algorithms rely on the standard iterative approach for computing least and greatest fixed points of monotonic
operators. This yields that the returned sets Pi agree with the satisfaction sets Sat(EN(Φ1 UΦ2)) and Sat(EN(Φ1 RΦ2)),
respectively. It remains to check that the computed strategies are winning.
ad (a). Let j be the number of iterations of the repeat-loop in Algorithm 1. Then,
Sat(Φ2) = P0 ⊆ P1 ⊆ · · · ⊆ Pj−1 ⊆ Pj = Sat(EN(Φ1 UΦ2)).
Let us first observe that S is indeed an N-strategy, i.e., S(q) contains all c ∈ CIO where Nodes(c) ∩ N = ∅. This condition
is obvious for the states q ∈ (Q \ Pj) ∪ Sat(Φ2). If q is a state in Pi+1 \ Pi then
{c ∈ CIO : Nodes(c) ∩ N = ∅} ⊆ S(q)
by the definition ofS(q).
It remains to check that (Φ1 UΦ2) holds for all S-paths that start in a state q ∈ Pj. This is obvious for q ∈ Sat(Φ2).
Suppose q ∈ Pi+1 \ Pi where 0 ≤ i < j. Then, q ∈ Pre(Pi,N). By the definition of the Pre-operator and the definition ofS(q)
we obtain:
• Post[c](q) ⊆ Pi for all c ∈ S(q),
• S(q) ∩ {c ∈ CIO(q) : Nodes(c) ⊆ N} 6= ∅.
From this, we get by induction on n that for each finiteS-execution
η = q0 c0−→ q1 c1−→ · · · cn−→ qn
such that q0 |= EN(Φ1 UΦ2) and qi 6|= Φ2 for 0 ≤ i ≤ n the following two conditions hold:
• There exist indices j ≥ j0 > j1 > j2 > · · · > jn such that qi ∈ Pji for 0 ≤ i ≤ n.• η is notS-complete, i.e., there is a c ∈ S(qn) ∩ CIO(qn)with Nodes(c) ⊆ N .
As Pi ⊆ Sat(Φ1) for i ≥ 1 and P0 = Sat(Φ2) we obtain that pi |= (Φ1 UΦ2) for each S-path pi that starts in a state
q0 ∈ Pj = Sat(EN(Φ1 UΦ2)).
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ad (b). Let j be the number of iterations of the repeat-loop in Algorithm 2. Then, Algorithm 2 returns the set Pj and we
have
Sat(EN(Φ1 RΦ2)) = Pj ⊆ Pj−1 ⊆ · · · ⊆ P0 = Sat(Φ2).
Let us first check that S meets the condition required for N-strategies, i.e., S does not rule out any non-controllable
concurrent I/O-operation. This is obvious for the states p ∈ Sat(Φ1) ∪ (Q \ Pj). If p ∈ Pj \ Sat(Φ1) then
{c ∈ CIO(p) : Post[c](p) ⊆ Pj} ⊆ S(p).
Furthermore, p ∈ Pre(Pj,N) which yields that Post[c](p) ⊆ Pj for all c ∈ CIO with Nodes(c) ∩ N = ∅ by condition (1) in
Definition 13.
We now show that (Φ1 RΦ2) holds for all S-paths that start in a state q ∈ Pj. For the states q ∈ Pj ∩ Sat(Φ1) we have
q |= Φ1 ∧ Φ2, and therefore pi |= (Φ1 RΦ2) for all paths pi starting in q. If q ∈ Pj \ Sat(Φ1) then for all c ∈ S(q) we
have Post[c](q) ⊆ Pj (by definition of S) and q ∈ Pre(Pj,N). The definition of the Pre-operator yields the existence of a
concurrent I/O-operation c ∈ CIO(q) such that
Nodes(c) ⊆ N and Post[c](q) ⊆ Pj.
But then c ∈ S(q), and eachS-execution ending in q isS-incomplete.
Hence, eachS-path pi = q0 c1−→ q1 c2−→ . . . ∈ Paths(q0,S) starting in a state q0 ∈ Pj is
• infinite and consists of states in Pj \ Sat(Φ1)
• or has a prefix q0 c1−→ · · · cn−→ qn where q0, . . . , qn−1 |= Φ2 and qn |= Φ1 ∧ Φ2.
In both cases, we have pi |= (Φ1 RΦ2). 
It remains to provide algorithms for the computation of the satisfaction sets for ASL state formulas of the form EN〈〈α〉〉Φ
or EN [[α]]Φ . Since themodality E∅ is equivalent to the standard CTL universal path quantifier, the case N = ∅ can be treated
as in the BTSL model checking algorithm [19]. In what follows, we assume that N is a non-empty subset of N . To compute
the satisfaction sets of EN〈〈α〉〉Φ and EN [[α]]Φ , we follow an automata-theoretic approach which resembles the standard
automata-based LTL model checking procedure and relies on a representation of α by means of a finite automaton Z and
model checking ASL state formulas of the form EN ′♦Ψ and EN ′Ψ , respectively, in the product ofA and Z. Using standard
methods for regular languages,we first generate a deterministic finite automata (DFA)Z over the alphabetCIO√ = CIO∪{√}
such that the accepted language of Z agrees with IOS(α). In the sequel, let
Z = (Z,CIO√, δ, z0, ZF ),
where Z stands for the state space, z0 denotes the initial state, ZF is the set of final (accept) states and δ : Z × CIO√ → Z the
transition function. In fact, beside the special
√
-transitions, Z can be viewed as a CA where the set ZF plays the role of the
labeling function which separates the final states from the non-final states. Due to the special role of the symbol
√
(which
can only appear at the end of a word in IOS(α)), we can assume that there are special states zaccept ∈ ZF and zreject ∈ Z \ ZF
such that each
√
-transition leads to one of the states zaccept or zreject and that the states zaccept or zreject cannot be entered via
any other symbol.
GivenA and Z, we built the productA FG Z, similar to the product of finite automata and the join operator for CAs [6],
but with special treatment of the pseudo-transitions with label
√
. In fact, the product construction that we use here differs
from those used in the BTSL model checking procedure [19] since in the context of the EN -operator we have to incorporate
the possibilities of the N-agents to enforce termination. For this purpose, the product will use an additional controllable
node Astop. Thus, for A FG Z we will ask for (N ∪ {Astop})-strategies rather than N-strategies, as illustrated in Fig. 7 for the
treatment of ASL state formulas of the form EN〈〈α〉〉Φ . Furthermore, let cstop denote some concurrent I/O-operation with
Nodes(cstop) = {Astop}. The data item cstop(Astop) is irrelevant. It can be an arbitrary element from the data domain Data.
Definition 14 (Product). LetA be a CA as in Definition 2 andZ a DFA as above. Furthermore, let ∅ 6= N ⊆ N andΦ an ASL
state formula. We define the CAA FGN,Φ Z, or for shortA FG Z if N andΦ are clear from the context, as follows:
A FG Z def= (S,N ∪ {Astop},−→, S0,AP′, L′).
The state space S is Q × Z and Astop is a new node name (not contained in N ). The transitions in A FG Z are obtained
by the following synchronization rule for concurrent I/O-operations c ∈ CIO (i.e., c 6= √), state q in A, and state z ∈
Z \ {zaccept, zreject}:
q
c−→ q′ ∧ z ′ = δ(z, c)
〈q, z〉 c−→ 〈q′, z ′〉
. (1)
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Fig. 7. Schema for the treatment of EN 〈〈α〉〉Φ .
In addition, we have the following rules for each quiescent state q inA and state z ∈ Z \ {zaccept, zreject}:
¬∃c ∈ CIO(q) s.t. Nodes(c) ⊆ N ∧ c∅ /∈ CIO(q)
〈q, z〉 c∅−→ 〈q, δ(z,√)〉
(2)
∃c ∈ CIO(q) s.t. Nodes(c) ∩ N 6= ∅ ∧ c∅ /∈ CIO(q)
〈q, z〉 cstop−−→ 〈q, δ(z,√)〉
. (3)
The atomic propositions and labeling function in A FG Z are given by the set AP′ = {aΦ, accept} and the following
conditions:
aΦ ∈ L′(〈q, z〉) iff q |= Φ
accept ∈ L′(〈q, z〉) iff z ∈ ZF .
The set of initial states is given by S0
def= { 〈q, z0〉 : q ∈ Q0}.
Rule (2) in Definition 14 formalizes the fact that if q is quiescent (i.e., c∅ /∈ CIO(q)) and there is no c ∈ CIO(q) such that
Nodes(c) ⊆ N then the opponents of the N-agents may refuse any write or read operation and can therefore force data
flow to stop. This is modeled in the product by a transition with the label c∅. Rule (3) stands for the fact that whenever q is
a quiescent state for which some concurrent I/O-operation c is enabled where the N-nodes are involved then the N-agents
might decide not to participate in any further I/O-operation. This is modeled in the product by a transition with the label
cstop where the new node Astop is supposed to be controllable.
The following lemma states a relation between strategies in A and strategies in the product. It uses the notion of A-
projections of paths in the product which are roughly obtained by dropping the Z-components from the states. The formal
definition ofA-projections and Z-projections is provided in the last paragraph of this section.
Lemma 3 (Correspondence of Strategies inA andA FG Z). Let S be an N-strategy for A and T an (N ∪ {Astop})-strategy for
A FG Z such that for all finite executions η˜ inA FG Z starting in a state 〈q, z0〉 the following conditions hold:
(a) If c : N → (Data ∪ {⊥}) is a concurrent I/O-operation for node-setN then c ∈ T(η˜) iff c ∈ S(projA(η˜)).
(b) cstop ∈ T(η˜) iff stop ∈ S(projA(η˜)).
(c) stop /∈ T(η˜).
Then, theA-projections of the T-paths starting in a state 〈q, z0〉 are exactly theS-paths starting in q.
The proof of Lemma 3 is rather technical and deferred to the last paragraph of this section (see Lemma 11).
The following lemma formalizes the reduction of the model checking problem for an ASL state formula of the form
EN〈〈α〉〉Φ to the problem of computing satisfaction sets for formulas of the type EN∪{Astop}♦Ψ in the product (which can
be treated via Algorithm 1). Furthermore, it asserts the existence of finite-memory winning strategies for objectives of the
form 〈〈α〉〉Φ .
Lemma 4 (Treatment of EN〈〈α〉〉Φ). LetA be a CA, and Z = (Z,CIO√, δ, z0, ZF ) a DFA for a stream expression α. Furthermore,
let q be a state inA, N ⊆ N andΦ an ASL state formula. Then, the following statements are equivalent:
(a) q |= EN〈〈α〉〉Φ inA.
(b) 〈q, z0〉 |= EN∪{Astop}♦(aΦ ∧ accept) inA FG Z.
(c) There exists a finite-memory N-strategyS forA that is winning for 〈q, 〈〈α〉〉Φ〉.
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Proof. The implication (c)=⇒ (a) is obvious.
‘‘(a) =⇒ (b)’’: Suppose that q |= EN〈〈α〉〉Φ and that S is an N-strategy for A that is winning for 〈q, 〈〈α〉〉Φ〉. The goal is to
define a corresponding (N ∪ {Astop})-strategy T forA FG Z.
Given a finite execution η˜ in the product we take itsA-projection η def= projA(η˜)) and define
T(η˜)
def=
{
S(η) : if stop /∈ S(η)
(S(η) \ {stop}) ∪ {cstop} : otherwise.
Then, T andS are related as required in Lemma 3. Furthermore, for each path p˜i in the product starting in a state 〈q, z0〉we
have
p˜i |= ♦(aΦ ∧ accept) iff projA(p˜i) |= 〈〈α〉〉Φ.
This is shown in the last paragraph of this section (see Lemma 9). Hence, T is winning for the state 〈q, z0〉 in the product and
the objective ♦(aΦ ∧ accept).
(b) =⇒ (c):’’ Suppose 〈q, z0〉 |= EN∪{Astop}♦(aΦ ∧ accept). Part (a) of Lemma 2 asserts the existence of a memoryless
(N ∪ {Astop})-strategy T forA FG Z that is winning for 〈〈q, z0〉, ♦(aΦ ∧ accept)〉. We now define a finite-memory N-strategy
M = (Modes,∆, µ,m0) forA as follows. The set of modes agrees with the state space of Z, i.e.,Modes = Z . The decision
function µ is given by
µ(q, z) def=
{
T(〈q, z〉) : if cstop /∈ T(〈q, z〉)
(T(〈q, z〉) \ {cstop}) ∪ {stop} : otherwise.
The transition relation∆ is defined by∆(z, q
c−→ p) def= δ(z, c).
It remains to show thatM is winning for 〈q, 〈〈α〉〉Φ〉. In fact, T andM are related as Lemma 3. Again, we make use of the
fact that p˜i |= ♦(aΦ ∧ accept) if and only if projA(p˜i) |= 〈〈α〉〉Φ , provided that p˜i is a path in the product starting in a state〈q, z0〉. We thus may conclude thatM is winning for 〈q, 〈〈α〉〉Φ〉. 
There is an analogous result for ASL state formulas of the type EN [[α]]Φ where the objective [[α]]Φ inA is transformed
to the objective (accept→ aΦ) in the product. More precisely:
Lemma 5 (Treatment of EN [[α]]Φ). Let A, Z, α, Φ be as in Lemma 4. Then, for all states q ∈ Q the following statements are
equivalent:
(a) q |= EN [[α]]Φ inA.
(b) 〈q, z0〉 |= EN∪{Astop}(accept→ aΦ) inA FG Z.
(c) There exists a finite-memory N-strategyS which is winning for 〈q, [[α]]Φ〉.
Proof. The argument is analogous to the proof of Lemma 4 and relies on the observation that
p˜i |= (accept→ aΦ) iff projA(p˜i) |= [[α]]Φ
for each path p˜i in the product starting in a state 〈q, z0〉. This is shown in the last paragraph of this section (Lemma 10). 
Thanks to Lemmas 4 and 5 the satisfaction sets Sat(EN〈〈α〉〉Φ) and Sat(EN [[α]]Φ) can be computed by means of a
reduction to the model checking problem for the EN -operator in combination with the eventually and always modalities.
More precisely, we first have to construct a DFA Z for α, then build the productA FG Z and finally apply the algorithm for
until and release, respectively, to compute the satisfaction sets for EN∪{Astop}♦(aΦ ∧ accept) and EN∪{Astop}(accept → aΦ)
in the product. Furthermore, the memoryless winning (N ∪ {Astop})-strategies for the product and the goals ♦(aΦ ∧ accept)
and (accept→ aΦ) yield finite-memory winning N-strategies inA for the objectives 〈〈α〉〉Φ and [[α]]Φ , respectively.√
-free stream expressions. We conclude this section with a simple observation concerning the case where α is a
√
-free
expression (i.e., does not contain a subexpression of the form β;√). In fact, for√-free expressions, the ‘‘best’’ strategy for
the N-agents for ensuring [[α]]Φ is to stop the data flow whenever possible. This is formalized in the following lemma.
Lemma 6 (Winning Strategies for
√
-free Expressions). Let Sstop be the memoryless N-strategy given by Sstop(q) = {stop} ∪
{c ∈ CIO : Nodes(c) ∩ N = ∅} for all states q. Then, for each√-free stream expression α and state q we have
q |= EN [[α]]Φ iff Sstop is winning for 〈q, [[α]]Φ〉.
Proof. The implication=⇒ is obvious by the semantics for the modality EN . Suppose now that q |= EN [[α]]Φ . The goal is to
show thatSstop is a winning strategy for 〈q, [[α]]Φ〉. We pick a winning strategy T for 〈q, [[α]]Φ〉. That is, pi |= [[α]]Φ for all
T-paths pi that start in state q. By definition of Sstop we get that for each incomplete Sstop-execution η = q0 c1−→ · · · ci−→ qi
we have
Sstop(qi) ∩ CIO(qi) ⊆ T(η).
414 S. Klüppelholz, C. Baier / Science of Computer Programming 75 (2010) 398–425
Hence, all incomplete executions in Execfin(q,Sstop) are prefixes of T-executions. Thus, if η ∈ Execfin(q,Sstop) and η is an
incomplete T-execution starting in q then we have
if ios(η) ∈ IOS(α) implies p |= Φ where p is the last state of η.
In particular, this yields pi |= [[α]]Φ for all infinite Sstop-paths that start in q. As α is √-free, none of the I/O-streams in
IOS(α) contains the termination symbol
√
. Hence, for each finite Sstop-path pi we have ios(pi) /∈ IOS(α) and therefore
pi |= [[α]]Φ . 
Thus, if α is
√
-free then the set Sat(EN [[α]]Φ) can be computed by considering the sub-automatonA′ ofA that results
from the memoryless strategy Sstop and then computing the satisfaction set for SatA′(∀[[α]]Φ) in A′. This can be done by
means of a BTSL model checker [19].
In order to have a clear presentation in this section we skipped some of the interesting technical details and results. In
the remainder of this section we will present these results.
Properties of the product. To distinguish the transitions in A from those in the product we use the subscript A for the
transition relation in A. Thus, in the sequel we deal with a CA of the form A = (Q ,N ,−→A,Q0,AP, L). Furthermore,
let N ⊆ N a node-set andΦ an ASL state formula and Z = (Z,CIO√, δ, z0, ZF ) a DFA for a stream expression α. We simply
writeA FG Z for the product-CAA FGN,Φ Z (see Definition 14). Recall that the state space ofA FG Z is S = Q × Z and that
the node-set ofA FG Z is
N˜
def= N ∪ {Astop}
where Astop is an auxiliary name of a node that is supposed to be controllable and serves for giving a proper treatment of
terminating behaviors (i.e., finite paths). The transition relation in A FG Z is given by the three rules in Definition 14: the
synchronization rule (1) and the rules (2) and (3) that specify transitions for states 〈q, z〉 to 〈q, δ(z,√)〉, provided that q
is quiescent. Rule (2) yields an outgoing transition of 〈q, z〉 with label c∅ if there no controllable concurrent I/O-operation
is enabled in q. Rule (3) introduces an outgoing transition of 〈q, z〉 for the special concurrent I/O-operation cstop which is
viewed as being controllable in A FG Z as Nodes(cstop) = {Astop}. The premise of rule (3) requires the existence of an
enabled I/O-operation that can be prevented by N .
As stated in Section 4.2, we suppose that Z contains two special states zaccept and zreject such that for all states z ∈ Z
δ(z,
√
) ∈ {zaccept, zreject}.
Thus, for all transitions of the product generated by the rules (2) and (3) in Definition 14, a state in
S√ def= { 〈q, zaccept〉, 〈q, zreject〉 : q ∈ Q }
will be entered. For technical reasons we add self-loops with label c∅ for the states in S√:
〈q, zaccept〉 c∅−→ 〈q, zaccept〉 〈q, zreject〉 c∅−→ 〈q, zreject〉.
These transitions ensure that all paths in the product that eventually enter a state 〈q, z〉where z ∈ {zaccept, zreject} are infinite
and repeat state 〈q, z〉 forever. For each transition in the product (obtained by one of the above composition rules) we define
its projection toA as follows.
• If 〈q, z〉 c−→ 〈q′, z ′〉 arises by applying rule (1) in Definition 14 then itsA-projection is q c−→A q′.
• If 〈q, z〉 c−→ 〈q, z ′〉 (where z ′ ∈ {zaccept, zreject} and c ∈ {c∅, cstop}) is obtained from rule (2) or rule (3) in Definition 14 then
theA-projection is q
√
−→A q.
• The A-projection of the pseudo-transition 〈q, z〉
√
−→ 〈q, z〉 that might appear at the end of a finite path in A FG Z is
q
√
−→A q.
Given a path p˜i in the product A FG Z that does not enter a state of the form 〈q, zaccept〉 or 〈q, zreject〉 then we define the
A-projection projA(p˜i) as the unique path in A that results by taking the A-projection of all transitions in p˜i . For a path p˜i
that eventually enters a state of the form 〈q, z〉with z ∈ {zaccept, zreject}we ignore the (infinite) suffix
〈q, z〉 c∅−→ 〈q, z〉 c∅−→ . . .
and define projA(p˜i) as theA-projection of the prefix of pi that leads to 〈q, z〉.
Similarly, we define the Z-projection projZ(p˜i) as an infinite or finite sequence of elements in Z of the same length as
projA(p˜i). Then, if p˜i starts in a state 〈q0, z0〉 (where z0 is the initial state ofZ) then projZ(p˜i) is the run for the I/O-stream of
projA(p˜i) in Z. The definitions of the projections are extended for executions (i.e., prefixes of paths) in the obvious way.
The following lemma states some properties of quiescent states in the product. Recall that a quiescent state in a CAmight
have outgoing transitions with non-empty node-sets (see Definition 4).
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Lemma 7 (Quiescent States in the Product). If 〈q, z〉 is quiescent inA FG Z then
(a) q is quiescent inA,
(b) there is a concurrent I/O-operation c ∈ CIO(q) such that ∅ 6= Nodes(c) ⊆ N, and
(c) cstop is enabled in 〈q, z〉.
Proof. Let 〈q, z〉 be a quiescent state in the product. Thus, c∅ /∈ CIO(〈q, z〉).
ad (a). Each transition q
c∅−→A p inA can be lifted to a transition 〈q, z〉 c∅−→ 〈p, δ(z, c∅)〉 in the product. Hence, if state q is
not quiescent inA, then 〈q, z〉 is not quiescent in the product.
ad (b). There is some concurrent I/O-operation c ∈ CIO(q) such that Nodes(c) ⊆ N , as otherwise rule (2) would yield
that c∅ is enabled in 〈q, z〉.
ad (c).We show that cstop ∈ CIO(〈q, z〉). This can be seen as follows. We have c∅ /∈ CIO(q) (as q is quiescent inA by part
(b)). Suppose by contradiction that cstop /∈ CIO(〈q, z〉). Then, there is no c ∈ CIO(q) such thatNodes(c)∩N 6= ∅ (the premise
of rule (3) in Definition 14). But then
Nodes(c) ∩ N = ∅ for all c ∈ CIO(q).
As c∅ /∈ CIO(q), there is no c ∈ CIO(q) such that Nodes(c) ⊆ N . But then rule (2) in Definition 14 yields c∅ ∈ CIO(〈q, z〉).
This contradicts the assumption that 〈q, z〉 is quiescent in the product. 
Lemma 8 (Projection of Paths in the Product). If p˜i is a path inA FG Z then projA(p˜i) is a path inA.
Proof. By Lemma 7, all paths in the product are infinite or end in a state 〈q, z〉where q is quiescent inA and cstop is enabled
in 〈q, z〉. The projection of an infinite path p˜i in the product that never enters a state in S√ is an infinite path in A, since
all their transitions arise by rule (1) (i.e., their labels are concurrent I/O-operations for the original node-set N ). The same
holds for all finite paths in the product that do not enter S√. They end in a quiescent state 〈q, z〉 of the product. But then q
is quiescent inA and theA-projection is a finite path inA. Paths in the productA FG Z that eventually enter a state in S√
are infinite, but they are projected to finite paths inA. 
Lemma 9 (ASL Path Formulas 〈〈α〉〉Φ). For each path p˜i in the product starting in a state 〈q, z0〉 we have
p˜i |= ♦(aΦ ∧ accept) iff projA(p˜i) |= 〈〈α〉〉Φ.
Proof. Let p˜i be a path in the product starting in a state 〈q, z0〉 and let pi def= projA(p˜i) be itsA-projection.
‘‘=⇒’’: Suppose first that p˜i |= ♦(aΦ ∧ accept). Then, p˜i has a finite prefix that leads to a state 〈p, z〉 where (aΦ ∧ accept)
holds. Hence, p |= Φ and z ∈ ZF . Let n be the length of this prefix and let z0 z1 . . . zn be the sequence of states obtained by
the projection projZ(p˜i ↓ n) and c1 . . . cn = ios(p˜i ↓ n) its I/O-stream. We may suppose that n ≤ |pi |. (Note that paths that
eventually enter a state 〈p, z〉 ∈ S√ stay in this state 〈p, z〉 forever.) Then, we have:
• c1 . . . cn = ios(pi ↓ n);
• z0 z1 . . . zn is the run for c1 . . . cn in Z and zn = z ∈ ZF .
But then c1 . . . cn is accepted by Z and we get c1 . . . cn ∈ IOS(α). Furthermore, the last state of pi ↓ n is p. SinceΦ holds
in p, this yields pi |= 〈〈α〉〉Φ .
‘‘⇐=’’: Suppose now that pi |= 〈〈α〉〉Φ . Then, there is some prefix pi ↓ n of pi such that its I/O-stream ios(pi ↓ n) belongs
to IOS(α) and the last state p of pi ↓ n belongs to Sat(Φ). Let z0, . . . , zn be the run for ios(pi ↓ n) in Z. Then, zn ∈ ZF and
state 〈p, zn〉 is the last state of p˜i ↓ n. As
〈p, zn〉 |= (aφ ∧ accept)
we get p˜i |= ♦(aΦ ∧ accept). 
Lemma 10 (ASL Path Formulas [[α]]Φ). For each path p˜i in the product starting in a state 〈q, z0〉 we have
p˜i |= (accept→ aΦ) iff projA(p˜i) |= [[α]]Φ.
Proof. Let p˜i = 〈q0, z0〉 c1−→ 〈q1, z1〉 c2−→ . . . be a path in the product starting in a state 〈q0, z0〉 and let pi def= projA(p˜i) be its
A-projection.
‘‘=⇒’’: Suppose first that p˜i |= (accept→ aΦ). Let n ≤ |pi | such that
ios(pi ↓ n) ∈ IOS(α).
Then, z0 z1 . . . zn is the run for ios(pi ↓ n) in Z. Hence, zn ∈ ZF and therefore 〈qn, zn〉 |= accept. As
p˜i |= (accept→ aΦ)
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and 〈qn, zn〉 is the (n+ 1)-st state of p˜i we have 〈qn, zn〉 |= aΦ . This yields that qn |= Φ , and therefore pi |= [[α]]Φ .
‘‘⇐=’’: Assume pi |= [[α]]Φ . Let n ≤ |p˜i |. The goal is to show that the (n+ 1)-st state of p˜i satisfies (accept→ aΦ), i.e.,
〈qn, zn〉 |= (accept→ aΦ).
This is obvious if accept does not hold for 〈qn, zn〉. Assume now that 〈qn, zn〉 |= accept. Then, zn ∈ ZF .
• If 〈qn, zn〉 6∈ S√ then n ≤ |pi | and z0 z1 . . . zn is the run for ios(pi ↓ n) in Z. As zn ∈ ZF we get that
ios(pi ↓ n) ∈ IOS(α),
and therefore qn |= Φ . But then, 〈qn, zn〉 |= aΦ .
• If 〈qn, zn〉 ∈ S√ then there is somem ≤ n such thatm ≤ |pi | and
〈qm, zm〉 = 〈qm+1, zm+1〉 = · · · = 〈qn, zn〉.
Then, z0 z1 . . . zm is the run for ios(pi ↓ m) in Z. As zm = zn ∈ ZF we get that
ios(pi ↓ m) ∈ IOS(α).
But this yields qm |= Φ . Hence, 〈qm, zm〉 = 〈qn, zn〉 |= aΦ . 
Lemma 11 (Relating Strategies inA andA FG Z (see Lemma 3)). LetS be an N-strategy forA and T an (N ∪ {Astop})-strategy
forA FG Z such that for all finite executions η˜ inA FG Z starting in a state 〈q, z0〉 the following conditions hold:
(a) If c : N → (Data ∪ {⊥}) is a concurrent I/O-operation for node-setN then c ∈ T(η˜) iff c ∈ S(projA(η˜)).
(b) cstop ∈ T(η˜) iff stop ∈ S(projA(η˜)).
(c) stop /∈ T(η˜).
Then, theA-projections of the T-paths starting in a state 〈q, z0〉 are exactly theS-paths starting in q.
Proof. We first show that theA-projection of each T-path is aS-path:
• Each T-execution that enters S√ via a transition 〈p, z〉 c∅−→ 〈p, δ(z,√)〉 is projected to a finite path pi that ends with the
pseudo-transition
p
√
−→A p.
By the premise of rule (2) in Definition 14, we get that Nodes(c) \ N 6= ∅ for all c ∈ CIO(p). If n = |pi | − 1. then the
prefix pi ↓ n of pi leads from some initial state q0 ∈ Q0 to state p and constitutes aS-completeS-execution. Hence, pi is
a finiteS-path.
• Each T-execution that enters S√ via a transition 〈p, z〉 cstop−−→ 〈p, δ(z,√)〉 is also projected to a finite path pi that ends
with the pseudo-transition
p
√
−→A p.
Again, let n = |pi | − 1. We consider the prefix η˜ = p˜i ↓ n of p˜i that leads from the first state 〈q, z0〉 of p˜i to 〈p, z〉. Then,
the concurrent I/O-operation cstop belongs to T(η˜). By the second assumption on the relation between T andSwe get
stop ∈ S(η) for theA-projection η = projA(η˜).
State p is quiescent by the premise of rule (3) in Definition 14. Hence, we get that the execution η = pi ↓ n isS-complete.
Therefore, pi is a finiteS-path.
• We now consider a T-complete finite execution η˜ that does not visit S√ and ends in state 〈p, z〉. Then, 〈p, z〉 is quiescent
and there is no concurrent I/O-operation c˜ ∈ T(η˜) ∩ CIO(〈p, z〉) such that Nodes(c˜) ⊆ N ∪ {Astop}. Hence, there is also
no c ∈ S(η) ∩ CIO(p) such that Nodes(c) ⊆ N . But then η def= projA(η˜) is a S-complete execution and therefore the
corresponding path pi is aS-path.
• Given an infinite T-execution η˜ that does not enter S√, itsA-projection is an infinite path inA and therefore aS-path.
This shows that the projections of all T-paths areS-paths.
We now consider a S-path pi in A and show that it is the A-projection of some T-path. This is obvious if pi is infinite
since then it can be lifted to an infinite T-path in the product that does not enter S√. Assume now that
pi = q0 c1−→A · · · cn−→A qn
√
−→A qn
is finite of length n+ 1. Let z0 z1 . . . zn zn+1 be the run for the I/O-stream c1 . . . cn√ of pi . Then,
η˜ = 〈q0, z0〉 c1−→ · · · cn−→ 〈qn, zn〉
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is a T-execution in the product and its projection η def= projA(η˜) = pi ↓ n isS-complete. Hence, qn is quiescent and at least
one of the following two conditions (1) or (2) holds:
(1) stop ∈ S(η);
(2) there is no concurrent I/O-operation c ∈ S(η) ∩ CIO(qn)with Nodes(c) ⊆ N .
If 〈qn, zn〉 is non-quiescent then c∅ is enabled in 〈qn, zn〉 because of rule (2) in Definition 14 and we have
Post[c∅](〈qn, zn〉) = {〈qn, δ(zn,√)〉}.
But then pi is the projection of the infinite T-path
η˜
c∅−→ 〈qn, δ(z0,√)〉 c∅−→ 〈qn, δ(z0,√)〉 c∅−→ . . .
Let us now assume that 〈qn, zn〉 is quiescent, i.e., c∅ is not enabled in 〈qn, zn〉. Then,
∅ 6= Nodes(c) ⊆ N for all c ∈ CIO(qn)
because otherwise the premise of rule (2) in Definition 14 applies and 〈qn, zn〉 would be non-quiescent. Suppose first that
case (1) applies. Then, cstop ∈ T(η˜),
η˜
cstop−−→ 〈qn, δ(z0,√)〉 c∅−→ 〈qn, δ(z0,√)〉 c∅−→ . . .
is an infinite T-path and itsA-projection is pi .
Suppose now that case (2) but not case (1) applies. That is, stop /∈ S(η) and there is no concurrent I/O-operation
c ∈ S(η) ∩ CIO(qn) such that Nodes(c) ⊆ N . Then, cstop /∈ T(η˜). Hence, there is no concurrent I/O-operation
c˜ ∈ T(η˜) ∩ CIO(〈qn, zn〉) such that Nodes(c˜) ⊆ N ∪ {Astop}.
But then η˜ is T-complete and η˜
√
−→ 〈qn, zn〉 is a T-path and its projection is pi . 
4.3. Complexity of the ASL model checking problem
Let us first study the asymptotic worst-case time complexity of the ASL model checking algorithm sketched in the
previous subsection. For this, we assume an explicit representation ofA as a directed graph with list representations for the
enabled concurrent I/O-operations c ∈ CIO(q) and the successor sets Post[c](q) for each state q. The size |A| ofA denotes
the number of states plus the total number of transitions.
The time required to derive the predecessor-sets Pre(P,N) from the explicit representation ofA is polynomially bounded
in |A|. (The precise time complexity depends on the data structures used for P and N and the organization of the additional
information of the concurrent I/O-operations. Such details are irrelevant for the following considerations.) The treatment of
the until or release operator on the basis of Algorithms 1 and 2 relies on a standard fixed point computation and requires
at most |Q | iterations. Hence, assuming that Sat(Φ1) and Sat(Φ2) have already been computed, then both algorithms run
in timeO(poly(|A|)). We now address the time complexity of the automata-based approach for computing the satisfaction
sets of ASL state formulas of the form EN〈〈α〉〉Φ and EN [[α]]Φ . Assuming that Sat(Φ) and a DFAZ for the stream expression
α are given, the time complexity is polynomial in the size of the product-CAA FG Z. As in the worst case the size of Z can
be exponential in the length of α, these observations yield that the time complexity of the proposed ASL model checking
procedure is polynomial in |A| and exponential in the length of the given ASL state formulaΦ0. Hence, themodel complexity
(i.e., for fixed formula) is polynomial, and the ASL model checking problem (where both the CAA and the ASL state formula
Φ0 are viewed as inputs) belongs to the complexity class EXPTIME.
Complexity of automata-based ASLmodel checking. In fact, we do not expectmuch better ASLmodel checking algorithms,
since we conjecture the ASL model checking problem to be PSPACE-hard. We do not have a proof for the PSPACE-hardness,
but we can establish PSPACE as a lower bound for any approach that uses nondeterministic finite automata (NFA) to
represent stream expressions (see Lemma 12 below).
IfZ is an NFA over the alphabet CIO√ thenwewriteL(Z) for its accepted language and IOS(Z) for the set of I/O-streams
that belong to L(Z). That is, IOS(Z) = L(Z) ∩ IOS which means that IOS(Z) arises from L(Z) by removing all words
σ1 σ2 . . . σn ∈ (CIO ∪ {√})+ of length n ≥ 2 such that σi = √ for some index i < n.
The notation q0 |= EN [[Z]]Φ is used to indicate that q0 |= EN [[α]]Φ where α is a stream expression such that
IOS(α) = IOS(Z). Similarly, q0 |= ∃[[Z]]Φ means that q0 |= ∃[[α]]Φ where α is as above. Clearly, the use of NFA rather
than stream expressions in ASL path formulas does not increase the expressiveness of ASL. Usingwell-known techniques for
regular expressions and NFA, each ASL path formula can be transformed to an equivalent formula of the same asymptotic
length with NFA expressions in the modalities 〈〈·〉〉 and [[·]] rather than stream expressions. The reverse transformation,
however, can cause an exponential blow-up.
Lemma 12 (Lower Bound for Automata-based ASL/BTSL Model Checking). The following variants of the ASL model checking
problem are PSPACE-hard:
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(a) Given a CAA with node-setN , state q0 inA and an NFA Z over the alphabet CIO√, check whether q0 |= EN [[Z]] false.
(b) Given a CAA with node-setN , state q0 inA and an NFA Z over the alphabet CIO√, check whether q0 |= ∃[[Z]] false.
Proof. From the results by Chadha et al. [8], it can derived that the following problem is PSPACE-hard:
• given: an NFA Z over some alphabetΣ that does not accept the empty word,
• question: does there exists an infinite word ϑ = σ1σ2σ3 . . . ∈ Σω such that no finite prefix of ϑ belongs to the language
of Z, i.e., σ1σ2 . . . σn /∈ L(Z) for all n ≥ 1?
We now provide polynomial reductions from the above problem to the model checking problem for formulas of the type
EN [[Z]] false and BTSL-like formulas of the type ∃[[Z]] false. The letters in the alphabet Σ are treated as concurrent I/O-
operations. LetA be a CA with a single state q0 and the transitions
q0
σ−→ q0 for all σ ∈ Σ .
Formally, we may deal with the node-set N def= {Aσ : σ ∈ Σ} and introduce self-loops of state q0 labeled with concurrent
I/O-operations σ such thatNodes(σ ) = {Aσ } for all σ ∈ Σ . In fact, it suffices to restrictΣ to the letters that appear as labels
of at least one transition in Z. Then, it is obvious thatA can be constructed in time linear in the size of Z.
Let Z ∪ tt∗;√ denote an NFA for the languageL(Z) ∪ (CIO ∪√)∗. That is, Z ∪ tt∗;√ accepts all finite I/O-streams that
end with the termination symbol
√
and all I/O-streams c1 c2 . . . cn ∈ CIO∗ that are accepted byZ, while all other words are
rejected by Z ∪ tt∗;√. Note that such an NFA can be obtained by adding two states to Z. Hence, we can safely assume that
Z ∪ tt∗;√ can be constructed from Z in polynomial time. We now consider the formulas
Ψ1
def= EN [[Z ∪ tt∗;√]] false
Ψ2
def= ∃[[Z ∪ tt∗;√]] false
and show the equivalence of the following three statements:
(1) q0 |= Ψ1,
(2) q0 |= Ψ2,
(3) there exists an infinite word ϑ ∈ Σω such that no finite prefix of ϑ belongs toL(Z).
‘‘(1) =⇒ (2)’’: Suppose q0 |= Ψ1. Then, there exists a strategy S for all nodes (i.e., for the node-set N = Σ) such that
pi |= [[Z ∪ tt∗;√]] false for all pi ∈ Paths(q0,S). Hence, we may pick an arbitraryS-path pi that starts in state q0 to obtain
a witness for q0 |= ∃[[Z ∪ tt∗;√]] false.
‘‘(2) =⇒ (3)’’: Suppose q0 |= Ψ2. Then, there exists a path pi that starts in state q0 and fulfills the path formula
[[Z ∪ tt∗;√]] false. This path pi must be infinite, because otherwise pi would have a finite prefix with an I/O-stream in
IOS(tt∗;√) ⊆ IOS(Z ∪ tt∗;√)which is impossible as pi |= [[Z ∪ tt∗;√]] false. Say pi has the form
q0
σ1−→ q0 σ2−→ q0 σ3−→ · · ·
and let ϑ def= σ1σ2σ3 . . . ∈ Σω be the infinite I/O-stream of pi . Let n ∈ N. The I/O-stream of the finite prefix pi ↓ n is the
finite prefix σ1 . . . σn of ϑ . As pi |= [[Z ∪ tt∗;√]] falsewe get that σ1 . . . σn /∈ L(Z).
‘‘(3)=⇒ (1)’’: Suppose ϑ = σ1σ2σ3 . . . ∈ Σω is an infinite word such that σ1 . . . σn /∈ L(Z) for all n ∈ N. We now consider
theN -strategyS given by
S(η)
def= {σn} if η is an execution of length n−1.
Then, there is a singleS-path, namely
pi = q0 σ1−→ q0 σ2−→ q0 σ3−→ · · ·
Since pi |= [[Z ∪ tt∗;√]] false the strategyS is winning for 〈q0, [[Z ∪ tt∗;√]] false〉. Hence, q0 |= Ψ1.
As the lengths of formulas Ψ1 and Ψ2 are both polynomial in the length of α, this completes the proof of Lemma 12. 
Part (a) of Lemma 12 shows that the NFA-based approach for the ASL model checking problem is computationally hard,
even under the assumption that all nodes cooperate together in a coalition.
Complexity of BTSL model checking. By part (b) of Lemma 12, we obtain PSPACE-hardness of the BTSL model checking
problem when NFA expressions (rather than stream expressions) are used in the syntax of path formulas. At this point it
is worth noting that there is a polynomially time-bounded algorithm for the model checking problem for BTSL formulas
of the form ∃〈〈α〉〉Φ , provided that Sat(Φ) is given. In this case, an automata-based approach with NFA rather than DFA is
applicable [19].1
1 The workshop version of [19] contains a mistake by providing an incorrect NFA-based algorithm for computing the satisfaction set of BTSL formulas of
the type ∃[[α]]Φ .
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PSPACE is also an upper bound for the BTSL model checking problem. The algorithms presented in [19] for computing
the satisfaction sets of BTSL state formulas of the type ∃(Φ1 UΦ2), ∃(Φ1 RΦ2) and ∃〈〈α〉〉Φ are polynomially time-bounded,
and therefore polynomially space-bounded. It remains to show that the satisfaction sets for BTSL state formulas of the
type ∃[[α]]Φ can be computed using a polynomial space-bounded algorithm. This result can be established by providing
a polynomial reduction to the non-universality problem for nondeterministic Büchi automata (NBA) which is known to
be PSPACE-complete. More precisely, we provide a polynomial reduction from the BTSL model checking problem ‘‘does
q0 |= ∃[[α]]Φ hold?’’ where q0 is a state of a CA A, α a stream expression and Φ any BTSL state formula such that Sat(Φ)
is supposed to be given. The first step is to apply standard techniques to generate an NFA Z for α whose size is linear in
the length of α. Let Z be specified by the tuple (Z,CIO√, δ, Z0, ZF ) where Z is the (finite) state space, CIO√ the alphabet,
δ : Z × CIO√ → 2Z a nondeterministic transition function, Z0 ⊆ Z a set of initial states, and ZF ⊆ Z the set of final states.
We can assume w.l.o.g. that Z contains two special states zaccept ∈ ZF and zreject ∈ Z \ ZF such that:
• for all states z in Z, the set δ(z,√) is one of the singletons {zaccept} or {zreject},
• whenever δ(z, c) ∩ {zaccept, zreject} 6= ∅ then c = √,
• δ(z∗,√) = {z∗} if z∗ ∈ {zaccept, zreject}.
The second step is to combineA and Z to obtain an NBA that is non-universal if and only if q0 |= ∃[[α]]Φ . Such an NBA can
be obtained by a product construction that has some similarities with Definition 14. Formally, we define the cross-product
A× Z to be the following NBA:
A× Z def= (S,CIO√, δ˜, S0, F)
where the state space is S def= Q × Z . The set S0 of initial states and set F of final states are given by
F def= { 〈q, z〉 ∈ S : q 6|= Φ ∧ z ∈ ZF }
S0
def= { 〈q0, z〉 ∈ S : z ∈ Z0 }.
The transitions inA×Z are specified by the following rules (4), (5) and (6) where in the synchronization rule (4), the symbol
c ranges over all symbols in CIO.
q
c−→ q′ ∧ z ′ ∈ δ(z, c) ∧ 〈q, z〉 /∈ F
〈q, z〉 c−→ 〈q′, z ′〉
(4)
q is quiescent ∧ z ′ ∈ δ(z,√) ∧ 〈q, z〉 /∈ F
〈q, z〉
√
−→ 〈q, z ′〉
(5)
〈q, z〉 ∈ F
〈q, z〉 c∅−→ 〈q, z〉
. (6)
The cross-productA×Z is interpreted as an NBA and associatedwith the languageL(A×Z) consisting of all infinite words
ϑ = σ1σ2σ3 . . . ∈ (CIO ∪ {√})ω such thatA× Z has an infinite run for ς that visits F infinitely often. Since the states in F
are absorbing in the sense that once a state s ∈ F has been entered it will never be left, visiting F once is already equivalent
to visiting F infinitely often. Hence, A × Z is not universal, i.e., L(A × Z) 6= (CIO ∪ {√})ω , if and only if there exists an
infinite word ϑ over the alphabet CIO√ = CIO ∪ {√} such that all runs for ϑ inA × Z never enter F . This is equivalent to
the existence of an infinite word ϑ = σ1σ2σ3 . . .where the σi’s are symbols in CIO√ such that for all n ∈ N, if
〈q0, z0〉 〈q1, z1〉 . . . 〈qn, zn〉
is a run for σ1σ2 . . . σn inA× Z then 〈qn, zn〉 /∈ F , i.e., qn |= Φ or zn /∈ ZF . With these observations, it can be shown that
A× Z is non-universal iff q0 |= ∃[[α]]Φ.
Clearly, the construction ofA×Z can be performed in polynomial time. As there is a polynomially space-bounded algorithm
for checking (non-)universality of NBA, we obtain the following lemma.
Lemma 13 (Upper Bound for the Complexity of BTSL Model Checking). The BTSL model checking problem is in PSPACE.
Complexity of the ATL-fragment. By the ATL-fragment of ASL, we mean the sublogic of ASL without stream expressions,
i.e., path formulas of the ATL-fragment are generated by the standard pathmodalities U , R and©, but not 〈〈α〉〉 or [[α]]. The
worst complexity of ourmodel checking algorithm for the ATL-fragment is roughly the same as for standard ATL, i.e., linear in
the size ofA and the length of the given ASL state formula, when appropriate data structures for the internal representation
of the CA are assumed.
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5. ASL with fairness
The concept of fairness serves to rule out pathological behaviors, where certain liveness properties are violated, although
they are supposed to hold [15]. Beyond the standard notion of (process) fairness, the internal nondeterminism within our
multi-player setting demands some special formof additional ASL fairness assumptions. To illustrate the need for this special
form of fairness assumptions, we revisit Example 6. One would expect the ASL state formula EA♦¬∃©true to be fulfilled,
since the memoryless strategyS, which tries to write on Awhenever q1 is reached during an execution, should be winning
for 〈q0, ♦¬∃©true〉. However,S cannot rule out the case where only the empty transition fires, while the write request at
node A never gets granted. This, however, is a pathological casewhich can be avoidedwith appropriate fairness assumptions.
In the following definition we introduce a notion of strong fairness for paths with respect to a node-set N and a given
N-strategyS.
Definition 15 (〈N,S〉-fairness). Let A = 〈Q ,N ,−→,Q0,AP, L〉 be a CA, N ⊆ N a node-set, S an N-strategy, and
pi = q0 c1−→ q1 c2−→ . . . a S-path in A. Then pi is called (strongly) 〈N,S〉-fair if either pi is finite or for all c ∈ CIO we
have
∞∃ i ≥ 0. c ∈ CIO(qi) ∩S(pi ↓ i) and ∅ 6= Nodes(c) ⊆ N implies
∞∃ i ≥ 0. ci = c,
where
∞∃ imeans ‘‘there exist infinitely many i’’. If N and S are understood from the context we simply talk about fairness
rather than 〈N,S〉-fairness.
Note that the very special notion of fairness introduced in this section is a concept additional to standard process fairness.
Our notion of fairness compared to the standard process one is a rather mild condition. It does not impose any constraint on
thewrite and read operations of the opponents ofN . Instead, it just requires that any I/O-operation c that is fully controllable
by N and offered infinitely often by the given N-strategySwill not be ignored forever.
Example 8 (Fair and Unfair Paths). Dealing with N = {A} and the memoryless N-strategy S that attempts to write on A
whenever the current state is q1 in Example 6, the path that alternates between states q0 and q1 via the empty I/O-operation
c∅ is not 〈N,S〉-fair.
For the system in Example 7 and N = {Aout, Ain1 , Ain2 }, i.e., the node-set of component CA , and the memoryless N-strategy
S that does not rule out any I/O-operation (i.e.,S(qi) = CIO for i = 0, 1, 2, 3, 4), theS-path that runs forever through the
cycle
q0
Aout−−→ q1
Bin1−→ q3
Ain1 ∧Bout1−−−−−−→ q0
is 〈N,S〉-fair, although the transition from q0 to q2 is never taken. It should be noticed that 〈N,S〉-fairness asserts that any
controllable I/O-operation c that is infinitely often enabled and offered bySwill be taken infinitely often, but 〈N,S〉-fairness
does not impose a fair resolution of the choice between several c-transitions. ♣
The fair semantics for ASL is defined recursively as for the standard semantics (see Section 4.1), with the only difference
that ENϕ requires the existence of an N-strategy S such that ϕ holds for all fair S-paths. That is, we define satisfaction
relations |=fair for ASL state and path formulas by structural induction. The semantic rules for |=fair are the same as for |=,
except for the EN modality where the meaning under |=fair is given by
q |=fair ENϕ iff there is an N-strategyS such that pi |= ϕ for all pi ∈ FairPaths〈N,S〉(q)
where FairPaths〈N,S〉(q) denotes the set consisting of all 〈N,S〉-fair paths starting in state q.
Example 9 (Dining Philosophers (Revised Version)). Obviously, the CA for the dining philosophers scenario of Example 1 does
not satisfy the ASL formula
EPi♦eatingi
where eatingi is an atomic proposition asserting that the i-th philosopher eats. Therefore, the i-th philosopher has nowinning
strategy preventing his starvation. We consider a revised scenario of the dining philosophers, where a global controller
component C will be connected with the chopsticks and the philosophers ensuring progress. The controller may advise
a philosopher to release a chopstick via the additional interface ports Ci,1 and Ci,2. The chopsticks need to be modified
by introducing new the interface ports Bi,1 and Bi,2, on which the controller connects. The modified automata for the i-th
philosopher and the i-th chopstick are depicted in Fig. 8.
Nevertheless, it is still the case that the coalition built by the i-th philosopher and the global controller has no winning
strategy preventing the philosopher from starving. Let s0 denote the starting state of the composite system for the dining
philosophers scenario and C the set of interface nodes of the controller. Then
s0 6|= EPi∪C♦eatingi.
The reason for this is that the neighbors of the i-th philosopher may decide to ignore the controller advice globally.
Consequently, the composite system still contains the pathological pathswhere philosopher #(i−1) and philosopher #(i+1)
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Fig. 8. Revised CA for philosopher #i and chopstick #i.
are making progress (as intended by the global controller), but they are running through their local states q0, q1, q2, q3, q4
in a cycle and philosopher #iwill never reach its local eating states q2 and q3. Assuming our notion of fairness, this behavior
is considered to be unfair and the advice of the controller cannot be ignored forever, i.e., we have
s0 |=fair EPi∪C♦eatingi
where eatingi is an atomic proposition asserting that the i-th philosopher eats, i.e., its local state is either q2 or q3. ♣
We now address the model checking problem for fair ASL where we are given a CA A and an ASL state formula Φ0 and
the task is to check whether q0 |=fair Φ0 for initial states q0 in A. The main procedure is the same as for standard ASL and
relies on a recursive computation of the fair satisfaction sets Satfair(Ψ )
def= {q ∈ Q | q |=fair Ψ } for all subformulas Ψ ofΦ0.
We first observe that the computation for Satfair(EN(Φ1 RΦ2)) does not involve any modification at all, as shown in the
following lemma.
Lemma 14 (Release with Fairness). LetA be a CA, N ⊆ N a node-set, q ∈ Q a state inA and Φ1, Φ2 ASL state formulas. Then
q |=fair EN(Φ1 RΦ2) iff q |= EN(Φ1 RΦ2).
Proof. ‘‘⇐=’’: This implication is obvious since FairPaths〈N,S〉(q) ⊆ Paths(q,S).
‘‘=⇒’’: Let us assume that q |=fair EN(Φ1 RΦ2) and q 6|= EN(Φ1 RΦ2).
LetS be an N-strategy such that for all paths pi ∈ FairPaths〈N,S〉(q)we have pi |= (Φ1 RΦ2). As q 6|= EN(Φ1 RΦ2) there
exists a path
pi = q0 c1−→ q1 c2−→ . . . ∈ Paths(q,S) such that pi 6|= (Φ1 RΦ2).
Clearly, this path pi cannot be fair, i.e., pi /∈ FairPaths〈N,S〉(q). Let qi be the first state of pi with qi 6|= Φ2. Then, qi 6|= Φ1 (since
otherwise pi would satisfy the path formulaΦ1 RΦ2). Then, for each extension of the execution η = pi ↓ i to a 〈N,S〉-fair
path pi ′ we have pi ′ 6|= (Φ1 RΦ2) (by the semantics of R ).
We now construct an extension pi ′ of η which is 〈N,S〉-fair. The existence of such a path yields a contradiction since on
the one hand pi ′ 6|= (Φ1 RΦ2) as η is a prefix of pi and on the other hand pi ′ |= (Φ1 RΦ2) as all 〈N,S〉-fair paths starting in
q0 satisfy the path formulaΦ1 RΦ2. The construction ofpi ′ is done stepwise by successively appending transitions at the end
of η. Suppose that the first j transitions of pi ′ have already been defined (where j ≥ i). That is, we assume that the execution
ηj
def= η di+1−−→ q′i+1
dj+2−−→ · · · dj−→ q′j
has already been constructed. If ηj is S-complete then pi ′
def= ηj
√
−→ q′j is a S-path, which is 〈N,S〉-fair. (Recall that all
finite paths are declared to be 〈N,S〉-fair.) Let us suppose now that ηj is not S-complete. Then, q′j is not quiescent (i.e.,
c∅ ∈ CIO(q′j)) or stop /∈ S(ηj) and Nodes(c) \ N 6= ∅ for all c ∈ CIO(q′j) ∩S(ηj). We distinguish two cases.
1. If there exists a concurrent I/O-operation c ∈ CIO(q′j)∩S(ηj)with ∅ 6= Nodes(c) ⊆ N thenwe pick such an I/O-operation
c and one of the transitions
q′j
c−→ q′j+1
and put dj+1 = c .
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2. If there is no concurrent I/O-operation c ∈ CIO(q′j)∩S(ηj)with∅ 6= Nodes(c) ⊆ N thenwe choose an arbitrary transition
q′j
dj+1−−→ q′j+1.
In the first case we can assume that all concurrent I/O-operations c with c ∈ CIO(q′j) ∩ S(ηj) and ∅ 6= Nodes(c) ⊆ N are
treated in a strongly fair way. Thus, if this procedure generates an infinite path pi ′, then pi ′ is 〈N,S〉-fair. As stated above, if
a finite path pi ′ is obtained, then it is fair too. 
We now address the problem of computing Satfair(EN(Φ1 UΦ2)). For simplicity, we just provide explanations for the
treatment of eventually properties, i.e., ASL state formulas of the form EN♦Φ . Let us first observe that Sat(EN♦Φ) ⊆
Satfair(EN♦Φ) as each finite execution can be extended in a fair way. However, in general, we do not have equality since,
e.g., there might be a cycle q0
c1−→ · · · cn−→ qn = q0 consisting of states q0, . . . , qn−1 ∈ Q \ Sat(EN♦Φ) and controllable
I/O-operations c1, . . . , cn and such that Post[d](qi−1) ⊆ Sat(EN♦Φ) for at least one state qi−1 on that cycle and controllable
I/O-operation d.2 Assuming that theN-nodes can enforce running through this cycle ad infinitum then all states on this cycle
belong to Satfair(EN♦Φ).
The computation of Satfair(EN♦Φ) relies on the computation of winning sets for objectives resulting from the disjunction
of a repeated reachability condition and an eventually property. Let us first fix some notation.
In the sequel, we often use LTL-like notation with sets of states (rather than atomic propositions). For instance, if P and
Y are subsets of Q then ϕ = ♦Y ∨ ♦P holds for all paths that either visit Y infinitely often or eventually enter a state in P .
As for ASL formulas, we write Sat(ENϕ ) for the set of states q such that there exists an N-strategy S where ϕ holds for all
S-paths pi starting in q. The notion of winning strategies is as in Definition 12.
Lemma 15. Let P ⊆ Satfair(EN♦Φ), and Y the set of all states q such that Post[d](q) ⊆ P for some d ∈ CIO(q) with
Nodes(d) ⊆ N. Then
Sat(EN(♦Y ∨ ♦P) ) ⊆ Satfair(EN♦Φ ).
Furthermore, there exists amemoryless N-strategyS that is winning for all states q ∈ Sat(EN(♦Y ∨ ♦P) ) and the objective♦Φ .
Proof. Let SP be a memoryless N-strategy that is winning for all pairs 〈p, ♦Φ〉 under the fair satisfaction relation and let
SY be a memoryless N-strategy that is winning for ϕ = ♦Y ∨ ♦P . (We will see later that such a memoryless strategy
does indeed exist. See Lemma 17 below and its preceding remark.) We now compose SP and SY to obtain a memoryless
N-strategyS that is winning for all states in Sat(ENϕ) and the objective ♦Φ .
• If p is a state in P thenS(p) def= SP(p).
• If q ∈ Sat(ENϕ) \ P thenS(q) def= SY (q).
• For all remaining states qwe putS(q) def= CIO.
It is now easy to see thatS is indeed winning for 〈q,♦Φ〉whenever q ∈ Sat(ENϕ). 
Algorithm 3 Algorithm for computing Satfair(EN♦Φ)
P0 := Satfair(Φ); i := 0;
repeat
i := i+ 1
Yi := { q ∈ Q : ∃d ∈ CIO(q) s.t. Post[d](q) ⊆ Pi−1 ∧ Nodes(d) ⊆ N };
Pi := Sat(EN(♦Yi ∨ ♦Pi−1) )
until Pi = Pi−1;
return Pi (* Pi = Satfair(EN♦Φ ) *)
The algorithm for computing Satfair
(
EN♦Φ
)
relies on an iterative application of Lemma 15. The main steps are
summarized in Algorithm 3. The computation of
Sat(EN(♦Yi ∨ ♦Pi−1) )
will be explained later. It mainly relies on a reduction to computing the satisfaction sets of ASL state formulas with the
modalities EN and EN♦ in a slightly modified CA.
Lemma 16 (Soundness of Algorithm 3). Algorithm 3 correctly returns the fair satisfaction set Satfair(EN♦Φ ).
2 By a ‘‘controllable I/O-operation’’ we mean some concurrent I/O-operation c with ∅ 6= Nodes(c) ⊆ N .
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Proof. Let i be the number of iterations of the repeat-loop and P def= Pi, Y def= Yi. Clearly, we have
P0 ⊆ P1 ⊆ P2 ⊆ · · · ⊆ Pi = P = Sat(EN(♦Y ∨ ♦P) ).
The goal is to show that P = Satfair(EN♦Φ ).
‘‘⊆’’: Lemma 15 immediately yields that all sets Pj are contained in Satfair
(
EN♦Φ
)
. Hence, P ⊆ Satfair(EN♦Φ ).
‘‘⊇’’: We show that Q \ P is a subset of Q \ Satfair(EN♦Φ ). Let q ∈ Q \ P . Then, q /∈ Sat(EN(♦Y ∨ ♦P) ). Let S be any
N-strategy. The goal is to show that there exists aS-path pi starting in q such that pi is 〈N,S〉-fair and pi 6|=fair ♦Φ . AsS is
not winning for 〈q,♦Y ∨ ♦P〉 there is aS-path
pi0 = q0 c1−→ q1 c2−→ q2 c3−→ . . .
from q = q0 such that ♦Y ∨♦P does not hold for pi0. Thus, all states qj of pi0 are contained in Q \ P and either pi0 is finite or
pi0 has an infinite suffix consisting of states qj ∈ Q \ Y . Since P subsumes P0 = Satfair(Φ), we have (Q \ P)∩ Satfair(Φ) = ∅.
Thus,
pi0 6|=fair ♦Φ.
If pi0 is finite then pi0 is 〈N,S〉-fair and we are done. Let us now suppose that pi0 is infinite and not fair. Then, there is some
I/O-operation dwith Nodes(d) ⊆ N such that d ∈ CIO(qn) ∩S(pi0 ↓ n) for infinitely many n, while d is taken in pi0 at most
finitely many times. Let n be some positive integer such that qj ∈ Q \ Y for all j ≥ n and d ∈ CIO(qn) ∩ S(pi0 ↓ n). By
definition of Y we get that Post[d](qn) 6⊆ P . Let q′ ∈ Post[d](qn) \ P . We now consider theS-execution
η1
def= q0 c1−→ q1 c2−→ · · · cn−→ qn︸ ︷︷ ︸
=pi0↓n
d−→ q′.
As q′ /∈ P = Sat(EN(♦Y ∨ ♦P) ), the strategyS1, given by
S1(ζ ) = S(pi0 ↓ n d−→ ζ ) for all executions ζ starting in q′,
is not winning for 〈q′,♦Y ∨ ♦P〉. Hence, we can extend η1 to aS-path
pi1 = q0 c1−→ · · · cn−→ qn︸ ︷︷ ︸
=pi0↓n
d−→ q′ = q′n+1
dn+2−−→ q′n+2
dn+3−−→ q′n+3
dn+4−−→ . . .
such that pi1 6|= ♦Y ∨ ♦P . Then, all states in pi1 belong to Q \ P . We now apply the same arguments to pi1 as for pi0. If pi1
is finite then pi1 is fair and pi1 6|=fair ♦Φ , and we are done. Suppose that pi1 is infinite and unfair. Then, pi1 has an infinite
suffix consisting of states not contained in Y . Since pi1 is unfair, there exists an I/O-operation e such that Nodes(e) ⊆ N and
e ∈ CIO(q′m) ∩ S(pi1 ↓ m) for infinitely many m, but e 6= dm for almost all m. Let m > n be a position such that q′j ∈ Q \ Y
for all j ≥ m and e ∈ CIO(q′m) ∩S(pi1 ↓ m). As q′m /∈ Y , we have Post[e](q′m) 6⊆ P . Let q′′ ∈ Post[e](qm) \ P and
η2
def= q0 c1−→ · · · cn−→ qn d−→ q′n+1
dn+1−−→ · · · dm−→ q′m︸ ︷︷ ︸
=pi1↓m
e−→ q′′.
We extend η2 to aS-path
pi2 = q0 c1−→ · · · dm−→ q′m︸ ︷︷ ︸
=pi1↓m
e−→ q′′ = q′′m+1
em+2−−−→ q′′m+2
em+3−−−→ q′′m+3
em+4−−−→ . . .
such that pi2 6|= ♦Y ∨♦P . We continue in this way and obtain either a finiteS-path or an infiniteS-path pi where ♦Φ does
not hold. We may assume that the operations d, e, . . . are chosen in a fair way. Thus, pi is indeed a fairS-path. 
It remains to explain how to compute the winning set for the goal ϕ = ♦Y ∨ ♦P . Let us first observe that by some
modifications of the given CAA, we can replace ϕ with an ordinary repeated reachability property. For this purpose, let us
consider the CAB that arises fromA by
• first removing all outgoing transitions from the states in P ,
• and then adding transitions p c∅−→ p for all states in P .
Thus, inB the events ♦P , ♦P and ♦P are equivalent, and we have
SatA(EN(♦Y ∨ ♦P)) = SatB(EN♦(Y ∪ P)).
The superscript A and B just serves to indicate in which CA the satisfaction set is considered. Furthermore, given an N-
strategy S that is winning for ♦(Y ∪ P) in B then S is also a winning N-strategy for ♦Y ∨ ♦P in A. This observation
allows us to focus on the computation of winning sets for repeated reachability objectives ♦T .
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Lemma 17. If T ⊆ Q then
Sat(EN(♦T )) = Sat(ENSat(EN♦T ))
Furthermore, there is a memoryless winning N-strategy for ♦T .
Proof. Let ϕ = ♦T and X = Sat(ENϕ ).
‘‘⊆’’: Let S be an N-strategy that is winning for ϕ. Obviously, if x ∈ X then S is also winning for 〈x,♦T 〉 and for 〈x,X〉.
Hence, X ⊆ Sat(EN♦T ) and S is at the same time a winning N-strategy for all states in X and the objective Sat(EN♦T ).
This yields that all states in X belong to Sat(ENSat(EN♦T ) ).
‘‘⊇’’: Let S1 be a memoryless winning N-strategy for ♦T and S2 a memoryless winning N-strategy for Sat(EN♦T ). We
composeS1 andS2 to a memoryless N-strategy as follows.
• If q ∈ T thenS(q) def= S2(q).
• If q ∈ Sat(ENEN♦T ) \ T thenS(q) def= S1(q).
• S(q) def= CIO(q) for all other states q.
It is easy to see that allS-paths that start in some state q ∈ Sat(ENEN♦T ) visit T infinitely often. Hence,S is winning for
all pairs 〈q,♦T 〉 where q ∈ Sat(ENEN♦Y ). Hence, Sat(ENSat(EN♦T ) ) ⊆ X and S is a memoryless winning strategy
for ♦T . 
As stated before, the existence of a memoryless winning N-strategy for the objective ♦T yields the existence of
memoryless winning N-strategies for goals of the type ♦T ∨ ♦P .
We finally address the problem of computing the fair satisfaction sets for ASL state formulas of the type EN〈〈α〉〉Φ and
EN [[α]]Φ . As for the standard semantics, we use a DFAZ for the stream expression α and then analyze the product ofA and
Z.
Lemma 18. LetA be a CA, N ⊆ N a node-set, α a regular I/O-stream expression,Z a deterministic CA for α with initial state z0,
and letΦ be ASL state formula. Then, for all states q ∈ Q ,
q |=fair EN〈〈α〉〉Φ inA iff 〈q, z0〉 |=fair EN∪{Astop}♦(accept ∧ aΦ) inA FG Z
q |=fair EN [[α]]Φ inA iff 〈q, z0〉 |=fair EN∪{Astop}(accept→ aΦ) inA FG Z
The proof of this lemma is omitted as it follows arguments analogous to those in Lemmas 4 and 5.
Complexity of ASL model checking with fairness. The time complexity of the model checking procedure presented for the
fair satisfaction relation |=fair is roughly the same as for ASL under the standard semantics |=. In fact, the treatment of EN in
combinationwith the release operator or stream expressions is the same as for the standard semantics (Lemmas 14 and 18).
For formulas of the type EN(Φ1 UΦ2) on the basis of Algorithm 3, rephrased for U rather than ♦, the number of iterations is
bounded by |Q |. The body of the repeat-loop in Algorithm3 can be realized on the basis of Lemma 17 and polynomially time-
bounded algorithms to treat the modalities EN♦ and EN under the standard semantics (Algorithms 1 and 2). Hence, the
costs per iteration of the repeat-loop are polynomial in the size ofA. This yields that the fair satisfaction sets forEN(Φ1 UΦ2)
can be computed in time O(poly(|A|)), provided that Satfair(Φ1) and Satfair(Φ2) are given.
6. Conclusion and future work
The purpose of this paper was to provide a multi-player game semantics for constraint automata and to present an
alternating-time temporal logic, called alternating-time stream logic (ASL), to specify and verify requirements for them.
The logic ASL combines features of ATL [1] with the concept of stream expressions of the logic BTSL [19] which yields
a rather powerful logic for specifying classical temporal safety and liveness properties, for reasoning about data streams
and for expressing game-theoretic properties of the components viewed as players in the game structure of a CA. The
game semantics introduced for CA differs from that for standard (concurrent) multi-player games, which is due to the
nature of constraint automata capturing any complex behavior caused by synchronous and asynchronous peer-to-peer
communication, mutual dependencies of I/O-operations and also data dependencies. This required more complex notions
of strategies and special concepts for fairness. Although the ASLmodel checking algorithm follows the ideas of BTSL and ATL
model checking, the special type of game structure induced by CA required numerous non-trivial adaptations of the BTSL
and ATL model checking algorithms. The automata-based approach for treating ASL formulas with a stream expression can
cause an exponential blow-up as the correctness of our algorithm requires a DFA for the stream expressions. However, for
fixed ASL formula the worst-case time complexity is polynomial, even when fairness assumptions are made.
A first prototype implementation of the ASL model checking algorithm is available in the tool set Vereofy [7]. We have
already done some experimental studies on toy examples and we are currently investigating a model of a sensor network.
The notion of strategies studied in this paper relies on the assumption that the strategies have complete information on
the systemhistory. This is certainly an idealized assumption and only adequate in the context of endogenous coordination. In
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future work wewill switch to amore realistic view for exogenous coordination considering observation-based strategies [5,
9,17,18,21,12,23].
Apart from asking for the existence or absence of a winning strategy for a temporal property the question might arise
of whether there is a way of connecting the components to make this property hold. This directly leads to the controller
synthesis problem [4] where the goal is to derive CA from finite-memory winning N-strategies which can then serve as a
controller for N .
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