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Abstract 
Cassava is one type of plant that can be planted in tropical climates. Cassava commodity 
is one of the leading sub-sectors in the plantation area. Cassava plant is the main ingredient 
of sago flour which is now experiencing price decline. The condition of the abundant supply 
of sago or tapioca flour production is due to the increase of cassava planting in each 
farmer. With the increasing number of cassava planting in farmer's plantation cause the 
price of cassava received by farmer is not suitable. So for the need of making sago or 
tapioca flour often excess in buying raw material of cassava This resulted in a lot of rotten 
cassava and the factory bought cassava for a low price. Based on the problem, this 
research is done using data mining modeled with multiple linear regression algorithm which 
aim to estimate the amount of Sago or Tapioca flour that can be produced, so that the 
future can improve the balance between the amount of cassava supply and tapioca 
production. The variables used in linear regression analysis are dependent variable 
and independent variable . From the data obtained, the dependent variable is the number 
of Tapioca (kg) symbolized by Y while the independent variable is milled cassava 
symbolized by X. From the results obtained with an accuracy of 95% confidence level, then 
obtained coefficient of determination (R2) is 1.00. While the estimation results almost closer 
to the actual data value, with an average error of 0.00. 
  
Keywords: sugar production, data mining, determination, simple linear, independent, 
dependent 
 
1.0 INTRODUCTION 
Cassava is one of the important plantation commodities planted because as the main 
raw material for making sago or tapioca flour. Currently, many farmers of northern Lampung, 
especially those who have cultivated cassava so that the supply of raw materials is quite 
large and causing excessive production pr oses. With many raw materials making the price 
of buying cassava cheaper on the farm side this is very harmful, not only that, with its many 
raw materials in the factory menghibatkn many raw materials are rotten because the 
purchase is not dimbangi with melesatnya sales of production. Thus the need to improve 
effectiveness in processing production to improve the production process better [2]. 
From the description above can be done ana lisa to cassava production data in North 
Lampung regency by using data mining method . Data mining is the process of extracting 
added value in the form of unknown information manually [3]. 
One of the data mining process that will be used is the estimation method with Linear 
Regression algorithm. Estimates are estimates of a number of samples. Estimates are 
additional functions that exist in data mining.Linear regression algorithm is a 
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technique    data mining to determine that there is a relationship between the variables to 
be predicted with other variables [4]. 
Several studies that have been done before, Edy Susanto Tataming in his research stated 
that regression analysis is a statistical tool that gives explanation about pattern of relationship 
(model) between two or more variables [5]. Another study by Sarita Permata Dewi stated 
that multiple linear regression analysis is used to predict the effect of two independent 
variables or more on one dependent variable [6]. M. Fathrurahman & Haeruddin stated that 
multiple linear regression analysis is one of the data analysis techniques which is often used to 
study the relationship between several variables and predict a variable [7]. Based on 
the research, the research will be made using the same method of multiple linear regression 
analysis because the method is more commonly used in the case study being studied. 
  
2.0 THEORETICAL 
2.1 Estimates 
 Estimation is to estimate a thing from a number of samples, more inclined to classification 
but the target estimate variables are more numerical than in the category. System 
development is done using a complete record that provides the value of the target variable 
as a prediction. So the value of the target variable will be made according to the predicted 
variable value.  
 Linear regression method is structured on the basis of relevant data relation patterns in 
the past. In general, predicted variables such as inventory, expressed as the variable sought 
by this variable is influenced by the magnitude of the independent variables. The relationship 
that occurs between independent variables with the variables sought is a function 
Simple Linear Regression Equation: 
Y = a + bX + e 
Y  = Forecasted value 
a   = Constant 
b = Regression coefficient 
X = Independent variable 
e = Residual Value 
 
 
 
 
Table.1.1 cassava and tapioca flour data 
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 a. Coefficient of Determination 
The coefficient of determination is used to measure the extent of the model's ability to 
explain the variation of the dependent variable [18]. 
 The value of the determination coefficient (R2) has an interval between 0 and 1 (0 ≤ 
R2 ≤ 1). If the value of R2 is close to 1, the better for the regression model and if the value of 
R2 approaches 0 then the independentvariable can not explain the dependent variable as 
a whole [19]. 
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e. Test F (Linearity Test) 
F test is used to find out the relation between independent variable t 
with dependent variable have linear relation (significant) or not (not significant) [6]. Decision 
making is done by comparing between Fcount and Ftable with significance level that is 
alpha (α) equal to 5% (0,05), with confidence level generally 95% [14]. The F test is used to 
test the accuracy of the model, whether the predictive value is able to describe the actual 
condition: 
Ho: Accepted if F count £ F table 
Ha: Accepted if F arithmetic > F table 
  
70,96878175
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Because F count ( 0.968781757 )> of F table ( 0.97 ) then the regression equation is 
stated good (good of fit) . 
 
f. Test t 
Used to know the influence of independent variables to dependent variables. 
H o : Accepted if t count £ t table 
H a : Accepted if t count > t table 
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Figure 1.1 Residual Plot 
  
Residual Output 
table 1.2 residual output 
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2.3 Model Testing 
 The model testing stage is the evaluation stage where the model of linear regression 
equation is predicted how big the error. The method used in model testing is Root Mean 
Square Error (RMSE). Root Mean Square Error (RMSE) is a measure used as a distinction 
between predicted values and actual values. [4] Where the greater the RMSE value is, the 
accuracy of a model is less or less accurate, while the smaller the RMSE the better the 
accuracy of a linear regression model [20]. 
3.0 RESULANTS 
 The variables used in this research are cassava and tapioca flour/aci. Tapioca/aci starch 
is classified as dependent variable because influenced by independent variable is cassava.  
From the data that has been obtained known that the data used is 43 data. From the 
variables that have been defined before then the dependent variable is the amount of 
tapioca flour is assumed as Y, while the independent variable is cassava is assumed as X. 
 Results obtained from the calculation using multiple linear regression analysis is to produce 
linear model y = 5079,43 + 0,23x . And the large linearity relationship generated with a 95% 
confidence level, then obtained coefficient of determination (R2) is ,023083390  . 
  
4.0 . SUGGESTION 
 Based on the research that has been done in estimating the production of tapioca 
flour using Liniar Regression algorithm can be used as one of the reference to know sebau pa 
many tapioca that can be produced and useful to know how big the potency of tapioca 
commodity in north lampung. 
The variables used are dependent variable and independent variable. 
The dependent variable in the data used is the assumed amount of tapioca with Y as well 
as its independent variable is milled cassava assumed as X. The result of estimate of sugar 
production using Gauss Elemination approach with 95% confidence level, then obtained 
coefficient of determination (R2) is ,023083390  . 
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