Abstract-The original definition of the problem of optimal node visitation (ONV) in acyclic stochastic digraphs concerns the identification of a routing policy that will enable the visitation of each leaf node a requested number of times, while minimizing the expected number of the graph traversals. The original work of [1] formulated this problem as a Stochastic Shortest Path (SSP) problem, and since the state space of this SSP formulation is exponentially sized with respect to the number of the target nodes, it also proposed a suboptimal policy that is computationally tractable and asymptotically optimal. This paper extends the results of [1] to the cases where (i) the tokens traversing the graph can "split" during certain transitions to a number of (sub-)tokens, allowing, thus, the satisfaction of many visitation requirements during a single graph traversal, and (ii) there are additional visitation requirements attached to the internal graph nodes, which, however, can be served only when the visitation requirements of their successors have been fully met. In addition, the presented set of results establishes stronger convergence properties for the proposed suboptimal policies, and it provides a formal complexity analysis of the considered ONV formulations. From a practical standpoint, the extension of the original results performed in this paper enables their effective usage in the application domains that motivated the ONV problem, in the first place.
I. INTRODUCTION
The problem of the optimal node visitation (ONV) in acyclic stochastic digraphs was recently introduced in [1] . According to the definition provided in [1] , this problem concerns the identification of a routing policy that will enable the visitation of each leaf node of an acyclic stochastic digraph a requested number of times, while minimizing the expected number of the graph traversals. In [1] , the problem was formulated as a stochastic shortest path (SSP) problem [2] , and due to the state space explosion in the provided SSP formulation, it was eventually addressed by a suboptimal policy that traded off optimality for computational tractability. This policy was derived from a continuous -or "fluid" -relaxation of the original problem, and it was shown to be asymptotically optimal, in the sense that the ratio of its performance to the performance of an optimal policy converges to one, as the node visitation requirements are scaled uniformly to infinity.
In this paper, we extend the aforementioned results to two new variations of the ONV problem. In the first variation, the tokens traversing the graph can "split" during certain transitions to a number of (sub-)tokens, allowing, thus, for multi-threaded graph traversals and the satisfaction of many visitation requirements during a single traversal. It is shown that this new variation of the ONV problem can also be modeled as an SSP problem and that, similar to the original ONV case, its fluid relaxation can provide the basis for a suboptimal randomized policy that is computationally tractable and asymptotically optimal. However, by basing the relevant analysis on renewal theory [3] , instead of the strong law of large numbers that was used in [1] , we also establish bounds for the divergence of the performance of the aforementioned policy from the performance of the optimal policy, as the posed visitation requirements are scaled by a factor n that grows to infinity. Furthermore, this analysis has revealed a number of cases of considerable practical significance where the aforementioned divergence remains bounded.
The second ONV variation considered in this paper is a further extension of the first, that is obtained by attaching visitation requirements to the internal graph nodes as well, with the understanding that the visitation requirements attached to any such node can be satisfied only when the visitation requirements of its successor nodes have been fully met. It is shown that this new variation admits an SSP formulation. On the other hand, the optimization problem resulting from the fluid relaxation of this new ONV variation is a complex hybrid optimal control problem of limited computational tractability [4] . Hence, in order to obtain computationally efficient policies for this ONV variation, we confine our analysis within a class of randomized policies that are easily implementable, and we provide a fluid relaxation that leads to a policy which is asymptotically optimal within the scope of the considered policies.
Finally, an additional contribution of the results presented in this paper is a formal complexity analysis of the considered ONV formulations. Along these lines, it is shown that (i) the introduction of the "splitting" effect in the ONV problem renders it PSPACE-hard [5] ,
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The practical motivation for the formulation and study of the aforementioned variations of the ONV problem has been provided by our past work presented in [6] , [7] . In these works, a learning agent must compute on-line an optimal policy for a task that evolves episodically over a state space that is stochastic and acyclic, and it has a single source state that defines the task initial state. Furthermore, the considered task involves multithreading, with the different threads being initiated upon the execution of certain actions at the visited states. The objective of the learning agent is to maximize the expected value accumulated over a single episode, through the selection of a pertinent action at each state visited by each running thread. In [7] , it is shown that the agent can obtain an -optimal policy with probability at least 1 − δ, by sampling the various actions available at each state a certain number of times 1 and selecting the action that results to the highest sample mean. Furthermore, this sampling must be performed on a layer by layer basis, starting from the terminal states and proceeding towards the initial state of the underlying state space. Higher-level states that have covered all the required sampling, and have their actions selected, are declared "fully explored", and they abandon the layer of "actively explored" states. On the other hand, lower-level states join the layer of "actively explored" states when all their immediate successors become fully explored. It is clear from the above that, in the considered setting, expedient learning translates to the determination of routing policies that will enable the realization of the required sampling in a minimum number of episodes. The ONV problems studied in this paper constitute prototypical abstractions that can offer the analytical insights and a theoretical framework for the effective design of the sought routing policies, under the additional assumption that the transition probabilities are known a priori. The derived policies can be subsequently implemented in the context of the learning algorithm described above, according to a "certainty equivalence" scheme [2] that substitutes the actual transition probabilities with pertinent estimates obtained during the execution of the algorithm.
The rest of the paper is organized as follows: Section II introduces the variation of the ONV problem with "split" transitions, establishes its PSPACE-hardness, and provides an asymptotically optimal randomized policy for it. Section III introduces the problem variation resulting from the consideration of the internal node visitation requirements, and outlines the extension of the results developed in Section II to this new problem case. Section III also discusses the relationship of this second version of the ONV problem to the 'Poisson-tree" scheduling problem mentioned above. Finally, Section IV concludes the paper by summarizing its major developments, and highlighting directions for future work. Concluding this introductory section, we notice that a more expanded version of the presented results is provided in [8] , which can be accessed at: http://www2.isye.gatech.edu/˜spyros.
II. THE ONV PROBLEM WITH MULTI-THREADED TRAVERSALS
a) A formal description of the considered ONV problem: An instance of the problem considered in this section is completely defined by a quadruple E = (X, A, P, N ), where:
1) X is a finite set of nodes, that is partitioned into a sequence of "layers",
2) A is a set function defined on X, that maps each x ∈ X to the finite, non-empty set A(x), comprising all the decisions / actions that can be executed by the control agent at node x. It is further assumed that for
3) P is the transition function, defined on
, that associates with every action a in this set a discrete probability distribution p(·; a). The support sets, S(a), of the distributions p(·; a) consist of multi-sets 2 that satisfy the following property: For any given action a ∈ A(x) with x ∈ X i for some i = 0, . . . , L − 1, the elements of S(a) are multi-sets defined on L j=i+1 X j . 4) N is the visitation requirement vector, that associates with each node x ∈ X L a visitation requirement N x ∈ Z + 0 . The support ||N || of N is defined by the nodes x ∈ X L with N x > 0; we shall refer to nodes x ∈ ||N || as the problem "target" nodes.
5) Finally, we define the instance size |E| ≡ |X| + | x∈X A(x)| + |N |, where application of the operator | | on a set returns the cardinality of this set, while application on a vector returns its l 1 norm.
In the subsequent discussion we shall employ the variable vector N c to denote the vector of the remaining visitation requirements. The control agent starts at period t = 0, by placing a token at node x 0 , sets N c := N , and at every consecutive period t = 1, 2, 3, . . . , it (i) observes the current configuration g, i.e. the number and position of the tokens in the set X\ X L , and 2 We remind the reader that a multi-set defined on a set X is essentially a vector of dimensionality |X| and with elements belonging to Z + 0 . the vector of remaining visitation requirements, N c , (ii) selects an action a ∈ A(x) and commands its execution on a single token at node x, (iii) generates the new tokens at the nodes indicated by the multiset selected according to the probabilities p(·, a),
+ when k tokens reach one of the terminal nodes, x ∈ X L , and finally, when the last token exits the set X\X L , (v) resets itself by placing a token at the initial node x 0 , in order to start another traversal. The entire operation terminates when all the node visitation requirements have been reduced to zero. Our intention is to determine an action selection scheme -or, a policy -π, that maps each configuration g to an action π(g) ∈ x∈X\X L A(x) in a way that minimizes the expected number of graph traversals until N c = 0. Example 1: As an example, we consider the problem instance depicted in Figure 1 . In this case, there are two actions, a 1 and a 2 , emanating from the root node x 0 and three leaf nodes,
2 ) = 0.3 and p(ν a 2 ,2 ; a 2 ) = 0.7. In words, for each token emanating from x 0 through a 1 , either one copy is generated at leaf node x 1 and two copies at leaf node x 2 with probability 0.5 or a single copy is generated at leaf node x 2 with probability 0.5. On the other hand, for each token emanating from x 0 through a 2 , either one copy is generated at leaf node x 2 with probability 0.3 or one copy is generated at leaf node x 3 with probability 0.7. Finally, the visitation requirement vector is N = [2, 1, 1].
The ONV problem defined above can be easily formulated as an SSP problem. This formulation is similar to the SSP formulation defined for the original ONV problem in [1] , and it is provided in [8] . In particular, the state s = (X , N c ) of this SSP problem is defined by two major components: (i) a vector X of dimensionality |X| − |X L | that characterizes the distribution of the running tokens to the different nodes of the underlying graph, and (ii) the vector N c indicating the remaining visitation requirements for each target node. Hence, the size of the state space of the aforementioned SSP formulation is O( x∈X L N x ), which renders the application of classical dynamic programming / MDP methods an impractical proposition. The next paragraph establishes that the ONV problem considered in this section is PSPACE-hard [5] , and therefore, the intractability of the optimal solution is an inherent property of the problem and not a deficiency of the applied methodology.
b) The computational complexity of the considered ONV problem: The next theorem establishes the PSPACE-hardness of the ONV problem addressed in this work, by considering its decision version, i.e., the problem defined by the following question: Given an ONV problem instance E and an integer K, is there a policy π with an expected value V π < K?
Theorem 1: The decision version of the ONV problem with "split" transitions is PSPACE-hard.
The proof of Theorem 1 is based on a polynomial reduction of the well-known QSAT problem [5] and it can be found in [8] . The result of Theorem 1 implies that the exact solution of the considered ONV formulation is an intractable proposition for most problem instances. Hence, we are motivated to seek efficient and computationally tractable suboptimal policies. The policy developed next satisfies these requirements, also being asymptotically optimal, since the ratio of its expected performance to the performance of an optimal policy, V * , converges to unity as the node visitation requirement vector, N , is scaled to infinity.
c) The "Relaxing LP" and the policy π rel : The proposed randomized policy is obtained through a continuous -or "fluid" -relaxation of the considered ONV problem. We shall refer to this policy as π rel , and its definition relies on the optimal solution of the following LP formulation, that will be called the "relaxing LP":
A natural interpretation of an optimal solution, χ * , of the relaxing LP, is that it constitutes a generalized flow pattern that can satisfy the flow requirements for the terminal nodes x ∈ X L expressed by the visitation requirement vector, N , while minimizing the total amount of flow induced into the graph. In particular, the generalized nature of the flow is expressed by the fact that, according to Equations 2-3, the flow leaving a node, x, is magnified by the gains defined by the multisets ν a,i , 1 ≤ i ≤ |S(a)|.
Example 2: Consider the problem instance described in Example 1 and depicted in Figure 1 . The corresponding relaxing LP is expressed by the following linear program:
Given an optimal solution χ * = {χ * a | a ∈ x∈X\X L A(x)} of the LP defined by Equations 1-4, policy π rel assigns to a state s = (X , N c ) with X = 0 an action π rel (X , N c ) by (i) randomly picking a node x ∈ X\X L with X x > 0 and (ii) executing an action π rel (x; X , N ) ∈ A(x) on a single token according to the probability distribution
For states s = (X , N ), with X = 0 and N c > 0, the policy executes with certainty the "resetting" action β ∈ A(s) that initiates a new graph traversal.
Clearly the deployment of the aforestated policy π rel is of polynomial complexity with respect to the problem size |E|. On the other hand, it is also clear that by maintaining the action selection probabilities fixed during every traversal of the underlying stochastic digraph, π rel ignores the information provided by the vector of the remaining visitation requirements, N c . We shall refer to the class of randomized policies for the considered ONV problem that are characterized by such a fixed routing scheme over the entire set of the remaining visitation requirements N c , as static randomized policies. Furthermore, in the following, the space of static randomized policies will be denoted by Π S and the optimal value of any given ONV problem instance restricted in Π S will be denoted by V * S .
d) The optimal value of the relaxing LP as a lower bound to V * : Let e rel j denote the amount of flow reaching leaf node x j when a unit amount of flow is induced into the graph and it is conveyed according to the flow pattern defined by the routing probabilities of policy π rel (cf. Eq. 5). Then e rel j is equal to the expected number of tokens reaching node x j during a single graph traversal under policy π rel , and we have the following theorem:
Theorem 2: Given a problem instance E = (X, A, P, N ), let V * rel and χ * respectively denote the optimal value and an optimal solution of the relaxing LP. Also, let e rel j , x j ∈ X L , be defined on the basis of χ * as indicated in the previous paragraph. Then,
The proof of this theorem is similar to the proof of Theorem 3 in [1] , and it is omitted. e) Establishing the asymptotic optimality of π rel : Before we present the key result of this paragraph, we present a technical lemma that is necessary in the subsequent derivations. The proof of this lemma is based on results coming from renewal theory and can be found in [8] .
Lemma 1: Let X 1 , X 2 , . . . be a sequence of i.i.d. random variables such that ∀i, 0 ≤ X i ≤ K, a.s. and
and define ψ n = max{k : S k ≤ n · c}, ∀n ≥ 1. Then the sequence of random variables
is uniformly integrable for every r ≥ 1.
Next we proceed to prove the asymptotic optimality of π rel . For this, consider the problem sequence, {E(n)}, that is induced by a problem instance E = (X, A, P, N ) through the scaling of the visitation requirement vector, N , by a factor n ∈ Z + . Also, in the following, we shall let {V * rel (n)} denote the sequence of the optimal objective values of the relaxing LP implied by the problem sequence {E(n)}, and {V * (n)} denote the sequence of the corresponding optimal expected total costs. Finally, we define {V π rel (n)} as the sequence of the expected costs incurred by the application of the randomized policy π rel to the problem instances E(n). Then, we have the following theorem:
Theorem 3: Given a problem instance E = (X, A, P, N ), consider the problem sequence E(n) that is obtained through the uniform scaling of the visitation requirement vector N by a factor n ∈ Z + . Then, as n → ∞,
Furthermore, if there exists a target leaf node x k such that, for any other target leaf node x j , 
with ψ
Then the performance of the policy π rel satisfies
Hence, 
where the first inequality is the result of Equation 11 and Theorem 2, and the second inequality is the result of the following property:
Also, from the renewal central limit theorem [3] we get that
, when combined with Lemma 1 and the Continuous Mapping Theorem, imply that 
Since, for every n ≥ 1, ψ n j +1 is a stopping time with respect to {X i j }, with E[ψ n j ] < ∞, we can write [3] E[
Let K denote the maximum number of tokens that can be generated during a single graph traversal. Then, by definition of ψ n j + 1,
Equations 18 and 19 imply that
Next, we prove that
as n → ∞. Indeed, for r ≥ 1, a
and c j =
where the second inequality is an application of Schwarz inequality, the third inequality is an application of Markov inequality, and the last inequality is a direct consequence of (a + b) r ≤ 2 r−1 · (|a| r + |b| r ), a, b ∈ R. Furthermore, from Theorem 2.3 of [9] we have that
and if we choose r such that An immediate implication of Theorem 3 is the asymptotic optimality of π rel , formally stated in the following corollary:
Corollary 1: Given a problem instance E = (X, A, P, N ), consider the problem sequence E(n) that is obtained through the uniform scaling of the visitation requirement vector N by a factor n ∈ Z + . Then, as
III. ADDING THE INTERNAL VISITATION REQUIREMENTS
a) The new ONV problem version: In this section we consider the extension of the ONV problem addressed in Section II, that is obtained by the introduction of visitation requirements for the internal nodes of the stochastic graph that underlies the problem definition. An instance of this new ONV problem is defined again by a quadruple E = (X, A, P, N ), where all the components remain the same as in the case of Section II, except for the visitation requirement vector N , which now is defined as follows: N associates with each node x ∈ X a visitation requirement N x ∈ Z + 0 . The support ||N || of N is defined by the nodes x ∈ X with N x > 0. Furthermore, it is implicitly assumed that the visitation requirements of a node x ∈ X will start to be satisfied only after the complete satisfaction of the visitation requirements of all its successor nodes.
The new problem described above can also be abstracted to an SSP problem, similar in spirit to the previous formulations. Special care must be taken for the updating of the remaining visitation requirement vector, N c , so that it reflects properly the dynamics implied by the sequencing constraint that is imposed on the internal visitation requirements, but the relevant details are rather straightforward and they are omitted; the interested reader can find them in [8] .
b) Complexity considerations: Since the ONV problem variation defined in the previous paragraph subsumes the ONV problem version defined in Section II, it is clear that it is PSPACE-hard. On the other hand, one can envision ONV problem instances with internal visitation requirements but without any transition "splits". Currently, we lack a clear-cut result regarding the complexity of this last variation of the ONV problem as well as for the complexity of the original ONV problem studied in [1] . However, as an intermediary step towards the characterization of the complexity of the ONV problem with internal visitation requirements, and corroboration for its hard nature, next we provide a result which establishes that the well known problem of "Poisson-tree" scheduling reduces polynomially to it. A detailed description of the "Poisson-tree" scheduling problem can be found in reference [5] , which also investigates its computational complexity. Regarding the latter, the main result reported in [5] is that, while the 2-processor "Poisson-tree" scheduling problem is of polynomial complexity, the complexity of the problem versions involving 3 or more processors remains an open issue.
Theorem 4: The decision version of the 3-processor "Poisson-tree" scheduling problem reduces polynomially to the decision version of the ONV problem with internal visitation requirements.
The proof of Theorem 4 can be found in [8] . Beyond assisting with positioning the ONV problem with internal visitation requirements in the broader landscape of the computational complexity theory, the result of Theorem 4 also reveals the affinity of the ONV problem to the problems addressed by the more classical stochastic scheduling theory. c) Problem restriction: As observed in the introductory discussion, the fluid relaxation of the ONV problem with internal visitation requirements corresponds to a hybrid optimal control problem. A detailed study of this optimal control problem is provided in [4] , but the practical value of the results derived by that analysis is limited, due to complexity considerations. Motivated by these remarks, in the following, we constrain the solution of the considered ONV problem over the class of static randomized policies, which are simpler in their characterization and evaluation, and more easily implementable. More specifically, in a spirit similar to that adopted in Section II, we define a fluid relaxation and an induced randomized policy for the ONV variation considered in this section, and we show that the proposed fluid relaxation provides a lower bound for V * S , while the induced randomized policy is asymptotically optimal for the problem restriction in the policy space Π S . d) A computationally efficient and asymptotically optimal policy for the restricted problem: The problem relaxation employed in the subsequent analysis is described by the following mathematical programming (MP) formulation:
Variables χ a in the above formulation denote the (generalized) flow routed through the arcs corresponding to the different actions a ∈ A, for each unit of flow induced to the problem-defining graph G through its root node x 0 (c.f., Constraints 26, 27). In a similar spirit, variables e rel x denote the amount of (generalized) flow reaching each node x ∈ X, for each unit of flow induced in G through node x 0 (c.f., Constraints 28, 29). Furthermore, Constraint 30 requests that any feasible solution of this formulation routes a positive amount of flow to every node x with non-zero visitation requirements. Finally, variables V x denote the minimum amount of flow required in order to satisfy the corresponding node visitation requirements, under the routing scheme described by variables χ a , e rel x , and the precedence constraints expressed by the underlying graph G (c.f., Constraints 31, 32). From a practical computational standpoint, the solution of the above formulation can be further facilitated by replacing Constraint 32 with the following constraint:
The resulting formulation is convex, and it can be easily addressed through standard techniques borrowed from convex optimization [10] .
Given an optimal flow, χ * , for the MP formulation defined by Equations 25-33, the definition and execution of the proposed randomized policy follows exactly the guidelines described in Section II for the definition of the policy π rel from the fluid relaxation of the ONV problem addressed in that section. To emphasize this affinity between the two policies, we shall keep referring to the new policy defined in this section as the policy π rel , while the MP formulation of Equations 25-33 will be called the relaxing MP. The following theorem is the counterpart of Theorem 2 for this new problem context: Theorem 5: Given an instance E = (X, A, P, N ) of the ONV problem with internal visitation requirements, let V * rel and (χ * , e rel * , V * ) respectively denote the optimal value and an optimal solution of the corresponding relaxing MP. Then,
where V * S denotes the optimal solution of the considered problem instance when restricted to the space of static randomized policies.
The proof of Theorem 5 can be obtained through a technique similar to that applied in the proof of Theorem 3 in [1] , and it is omitted. The next theorem and the accompanying corollary establish the asymptotic optimality of π rel in the considered problem context. Theorem 6: Given an instance E = (X, A, P, N ) of the ONV problem with internal visitation requirements, consider the problem sequence, E(n), that is obtained through the uniform scaling of the visitation requirement vector N by a factor n ∈ Z + . Then, as n → ∞, 
Then, the performance of policy π rel satisfies
Equation 40, when combined with Theorem 5, imply that, in order to prove the result of Theorem 6, it suffices to show that
where V * x (n) denotes the optimal value of variable V x in the relaxing MP formulated for problem instance E(n).
We proceed to prove this result through an induction on the number of graph layers, l. The base case, for l = L, is immediately obtained from the results in the proof of Theorem 3. Next, we consider an l such that 0 ≤ l < L, and assume that Equation 41 holds for all x ∈ l+1≤i≤L X i . Then, for x ∈ X l , we have that 
Each term of the summation appearing in Equation 42
is O( √ n) from the induction hypothesis, while the fact that E[|ψ
follows immediately from the results in the proof of Theorem 3. But then, the whole quantity appearing in Equation 42 is O( √ n), establishing the result of Equation 41, and, through that, the result of the Theorem.
The next corollary derives from Theorems 5 and 6, and it is the counterpart of Corollary 1 for the restricted ONV problem variation considered in this paragraph.
Corollary 2: Consider an instance E = (X, A, P, N ) of the ONV problem with internal visitation requirements, restricted in the space of static randomized policies Π S . Also, consider the problem sequence E(n) that is obtained through the uniform scaling of the visitation requirement vector N by a factor n ∈ Z + . Then, as n → ∞,
IV. CONCLUSIONS
The work presented in this paper (i) extended the past results on the ONV problem to some new problem variations, (ii) initiated the formal complexity analysis of the resulting problem taxonomy, and (iii) offered new insights and a novel methodological basis for the analysis of some computationally tractable and asymptotically optimal policies for them. From a more practical standpoint, the developed results are important for the effective usage of the emerging theory on the ONV problem in the applications that motivated it. Indeed, a main line of our future work will seek the integration of the insights and results developed in this paper, in the application context presented in the work of [7] . Another line of our future research will seek the further study of the fluid relaxation of the ONV problem with internal visitation requirements, and its potential for defining efficient suboptimal policies for its discrete counterpart. Finally, this last analysis will be part of a broader initiative of ours, concerning the development of efficient, adaptive policies for the original ONV problem and its variations considered in this work; the reader is referred to [11] for a first set of results on this issue.
