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Abstract
We prove short-time existence for parabolic equations with Levy noise of the form
ut = u+ u
 _L(t; x); t>0; x2DRd
u(t; x) = 0 for x2Dc;
u(0; x) = u0(x);
where _L is nonnegative Levy noise of index p2(0; 1);  is the =2 power of the Laplacian,
2(0; 2]; >0, and u0(x) is a continuous nonnegative function. D is a bounded open domain in
Rd. A sucient condition for short time existence is
d<
(1− p)
p− (1− p) :
While we cannot prove uniqueness, we show that the solution we construct is minimal among
all solutions. c© 1998 Elsevier Science B.V. All rights reserved.
AMS classication : Primary 60H15; secondary 35K05; 35R60; 60J75
Keywords: Heat equation; Stochastic partial dierential equations; Levy processes
1. Introduction
In stochastic partial dierential equations, white noise _W (t; x) is one of the most
commonly used noise terms. See, for example, the notes of Walsh (1986). White noise
possesses many attractive features which seem appealing from the modeling standpoint.
For example, it is innitely divisible, its distribution is translation invariant, and _W (t; x)
and _W (s; y) are independent if (t; x) 6= (s; y). The latter property is not shared by
colored noise; colored noise is Gaussian noise with nonlocal dependence in the x
variable.
On the other hand, white noise often gives rise to solutions which only exist as
generalized functions. For example, let u(t; x) satisfy
ut = u+ _W; u(0; x) = 0: (1.1)
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It is well known that Eq. (1.1) has no function solutions if x2Rd and d>2. In such
cases, it is hard to make sense of equations with nonlinear terms in u. The super-
Brownian motion X (t; dx), which has received great attention in recent years, is a case
in point. If x2Rd with d>2, then X (t; dx) is not absolutely continuous with respect
to Lebesgue measure in x, so u(t; x)  X (t; dx)=dx does not exist. But if it did, it is
believed that it would satisfy
ut = u+ u1=2 _W: (1.2)
Indeed, Konno and Shiga (1988) show that for d = 1, the super-Brownian motion
X (t; dx) has a density u(t; x) which satises Eq. (1.2). Dawson (1993) is a good ref-
erence for the super-Brownian motion. There are lesser known analogues of the super-
Brownian motion called stable measure-valued branching processes. In these processes,
the branching laws lie in the domain of attraction of a stable Levy process. The laws
of these processes are related to the laws studied by Lamperti (1967).
The purpose of this paper is to study some parabolic equations with non-negative
stable Levy noise _L = _L(t; x) with index p2(0; 1), a kind of noise involving jumps.
We study these equations in nite spatial regions. Levy noise possesses the 3 proper-
ties mentioned above: it is innitely divisible, its probability distribution is translation
invariant, and _L(t; x) and _L(s; y) are independent if (t; x) 6= (s; y). Let 0<62 and
let  =−(−)=2 be the =2 power of the Laplacian. In many cases, one can obtain
function solutions u(t; x) to
ut = u+ _L; u(0; x) = 0 (1.3)
even if x2Rd for d>1. If this is the case, our rst goal is to make sense of nonlinear
equations of the form
ut = u+ u _L; t>0; x2D;
u(t; x) = 0 for x2Dc;
u(0; x) = u0(x); (1.4)
where D is a bounded open domain in Rd. We assume that u0(x) = 0 if x2Dc. One
may think of the operator , along with the boundary conditions, as representing the
generator of a symmetric stable process of index  which is killed when it exits from
D. Such a process has a countable number of jumps, and the rst exit position may
be anywhere in Dc. This explains why we specify boundary conditions on all of Dc,
and not just on @D. Instead of u, we might have considered a more general function
a(u), but the critical properties of such a function are already exhibited in the case of
a(u)=u. One diculty in such a project is that, in contrast with the white noise case,
solutions of Eq. (1.3) will have a countable, dense set of singularities, corresponding to
the atoms of the measure L(dt dx). Actually, when we speak of function solutions, we
mean solutions u(t; x) which are nite at points (t; x) at which L(dt dx) has an atom.
One might suppose that u(t; x) would be innite if there were an atom of L(dt dx) at
(t; x), but under our denitions, the atom at (t; x) does not aect the solution at that
point, but only at later times.
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Under certain assumptions, we will prove short-time existence of solutions to Eq.
(1.4). Although we cannot show uniqueness, the solutions we construct will be minimal
in the set of all solutions.
Our second motivation is the connection with SPDE and measure-valued branching
processes. As mentioned earlier, for the super-Brownian motion, Konno and Shiga
(1988) have shown if x2R, then the process has a density u(t; x) which satises
Eq. (1.2). The author knows of no such result about the stable case. Unfortunately,
we can only deal with the case of stable noise of index p<1, while most work on
stable measure-valued processes has dealt with the case p2(1; 2] (see Dawson (1993)).
Neveu (1992) deals with a case which is close to index p=1, but with a logarithmic
correction. This case is still in the direction of p>1. When there is no x-dependence,
the process is called a continuous state branching process. If there are no explosions,
then a complete classication of the continuous state branching processes has been
given by Lamperti (1967). In fact, Lamperti showed that such processes must be the
time change of a Levy process. Unfortunately, the time change may be degenerate if
p<1. This corresponds to the possibility of blow-up for continuous state branching
processes which are stable with index p<1. Athreya and Ney (1972), in ch. VI Section
6, give a brief discussion of this possibility. E.B. Dynkin has informed the author that
at present, there is no theory of measure-valued branching processes with explosions.
The author sees no way to express the stable measure-valued branching process as a
time change. To do so, one would have to construct a dierent time scale for each
point x.
Now, we give precise denitions. The reader may consult Walsh (1986) for a sum-
mary of the white noise case, which motivated our work. For simplicity, we only
construct nonnegative Levy noise L(ds dy) with index p2(0; 1), since this is the
only case we consider. First, x c and let (dx) = cx−(p+1)1[0;1)(x)dx. Note that
(dx) is the Levy measure for a nondecreasing stable process of index p (see Ito,
1961). We dene the random measure (ds dy dz) to be a Poisson random measure on
(s; y; z)2[0; 1) D  [0; 1), with intensity ds dy  (dz). It is well known that such
a measure consists of a countable number of atoms of mass one. Let f(tn; yn; cn)g1n=1
be the locations of these atoms. We dene L(ds dy) to be a random measure on
(s; y)2[0; 1) D such that
L(ds dy) =
1X
n=1
cn(tn; yn)(ds dy);
where (tn; yn) is the delta-measure at (tn; yn). Let Ft denote the -eld generated by
L(ds dx) for 06s6t, x2D. To be precise, let Ft = f
R t
0
R
D ’(s; x)L(ds dx):’
2C1c g.
In this simple situation, it is easy to dene a stochastic integral for any random
nonnegative function f:[0; 1) D! [0; 1] as
Z t−
0
Z
D
f(s; y)L(ds dy) =
X
n: tn<t
f(tn; xn)cn: (1.5)
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We allow +1 as a value for this integral. Since all terms on the right-hand side of
Eq. (1.5) are nonnegative, the sum is well dened, even if f is anticipating in t (with
regard to the -elds Ft). The upper limit t− appears on the left-hand side of Eq. (1.5)
because we do not want our integral to contain information about atoms of L(ds dy)
which occur at time t. We could instead require that the integrands be predictable, but
we feel that the denition given above is simpler in the present situation.
In ordinary stochastic integration, the uctuations of white noise balance out to give
a nite answer. In the above case, everything is positive, and the integral will be nite
if the integrand is not too large at the points (tn; xn) where the measure L(ds dy) has
atoms. Our main task in solving Eq. (1.4) will be to show that u(t; x) is not too large
near such points. In fact, the important atoms are the ones with large mass cn. If the
mass cn is small, then u(tn; xn) can be large, and nothing will go wrong. On the other
hand, u(t; x) will not be locally bounded near any point (t; x), so the argument is
somewhat delicate.
Using the analogy with white noise, we now explain why Levy noise might give rise
to function solutions in higher dimensions. Indeed, using the theory of Walsh (1986),
(ch. 3), Eq. (1.1) is usually reformulated as an integral equation:
u(t; x) =
Z
Rd
G(t; x − y) u0(y) dy +
Z t
0
Z
Rd
G(t − s; x − y)W (ds dy): (1.6)
Here, G(t; x) is the fundamental solution of the heat equation in Rd and u0(x) is the
initial condition for u(t; x). Using the theory of distributions, the reader can easily
check that Eqs. (1.1) and (1.6) are equivalent. Suppose that u0(x) is well behaved.
Then u(t; x) is well dened if the nal term in Eq. (1.6) exists.
Motivated by these ideas, we give precise meaning to Eq. (1.4) through the integral
equation
u(t; x) =
Z
D
G(t; x; y) u0(y) dy
+
Z t−
0
Z
D
G(t − s; x; y) u (s; y)L(ds dy): (1.7)
Here, G(t; x; y) is the fundamental solution of the heat equation
vt = v; t>0; x2D;
v(t; x) = 0 for x2Dc;
v(0; x) = (x − y): (1.8)
For later use, we dene
I(t; x) =
Z t−
0
Z
D
G(t − s; x; y) u (s; y) L(ds dy): (1.9)
One of our main tasks is to show that I(t; x) remains nite at the locations of the
atoms of L(ds dy), at least up to a nonnegative stopping time . Since the integrand
in Eq. (1.9) is nonnegative, I(t; x) is well dened, but it may be identically 1. Note
that if the upper limit in Eq. (1.9) were t rather than t−, if u(t; x)>0, and if there
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were an atom of L at (t; x), we would have u(t; x) =1. This would make the whole
solution blow up after time t.
In Theorem 1, we will give a criterion for short-time existence of solutions to Eq.
(1.4). This will include a proof that with probability 1, I(t; x)<1 for every (t; x)
which is at the location of an atom of L(dt dx), with t less than some random time.
We mention in passing that Rosinski and Woycynski (1986) have a theory of 1-
parameter stochastic integration with respect to stable processes, of index p, which
allows integrands in Lp for p<2. While this theory could be extended to the two-
parameter case, our work gives a simpler treatment of the case p<1. Rosinski and
Woycynski’s work would be more useful for p>1, but we can prove nothing about
this case.
Suppose that u(t; x) is a random function dened for t>0, x2D, taking values in
[0; 1]. We say that u(t; x) is a solution to Eq. (1.4) up to a random time  if it
satises Eq. (1.6) for t<, and if u(t; x) is nite at all atoms (tn; xn)2[0; )  D of
L(ds dy), with probability 1. Our main theorem is:
Theorem 1.1. Suppose that D is a bounded open domain in Rd, and that 0<p<1,
>0. Let u0(x) be a nonnegative, continuous function dened on D, and suppose that
d<
(1− p)
p− (1− p) :
Then there exists a random time >0 such that with probability 1, Eq. (1.4) has a
solution u(t; x) valid for t<, and minimal among all solutions. Furthermore, we can
choose numbers r; c0>0, possibly random, such that u(tn; xn)<c0 2rm if tn< and
(tn; xn) is the location of an atom of the measure L(ds dy), with mass cn6m.
We will prove Theorem 1 in Section 3, after giving some estimates in Section 2. We
do not know if our results are the best possible. The idea of our proof is as follows.
The atoms of L(dt dx) are dense in [0; 1)D. However, if we exclude small atoms,
there are only a nite number of atoms in [0; t) D. We will study how close these
larger atoms can be. Of course, u(t; x) tends to be large near the location of an atom.
If there is another large atom at some nearby point (s; y) with s>t, then the term
u(s; y) L(ds dy) in the integral equation (1.7) is even larger than usual at (s; y). If
there is a sequence of such nearby large atoms, u(t; x) may blow up. Although we
expect u(t; x) to blow up in some nite time, we still have to show that it does not
blow up immediately. At the moment, we can only deal with nite domains D, since
then it is easier to control the noise. We will often use letters such as C; c, and K for
many dierent constants, without distinguishing them.
2. The main estimate
In this section we give an estimate which is the most important step in proving
Theorem 1.
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First, we record a standard fact about the fundamental solution G(t; x; y). Let
G(t; x) be the fundamental solution of the -heat equation on all of Rd:
vt =  v; t>0; x2Rd;
v (0; x) = (x): (2.1)
Let Z(t) be a symmetric stable process of index , taking values in Rd. Let  be the
rst time t that Z(t)2Dc. It is well known that  is the innitesimal generator of
Z(t), and that there is a probabilistic interpretation for the solutions v(t; x) and v(t; x)
to Eqs. (1.8) and (2.1), respectively. If A is a Borel subset of D, we haveZ
A
v(t; x) dx = Py(Z(t ^ )2A);
Z
A
v(t; x − y) dx = Py(Z(t)2A): (2.2)
Lemma 2.1. For all t>0, and x; y2D, we have
G(t; x; y)6 G(t; x − y):
Proof. By translation, it suces to show that for all t>0, for all Borel subsets AD,
and for solutions v(t; x) and v(t; x) to Eqs. (1.8) and (2.1), respectively, we haveZ
A
v(t; x) dx6
Z
A
v(t; x − y) dx
By Eq. (2.2), and since Z() 62 D, we nd thatZ
A
v(t; x) dx = Py(Z(t ^ )2A)
6 Py(Z(t)2A)
=
Z
A
v(t; x − y) dx:
Lemma 2.2. There exists a constant C>0 depending only on  and d such that the
following holds. If t>0, and s>t or jx − yj>t, then
G(s; x; y)6 G(s; x − y)6Ct−d=:
Proof. The left-hand inequality follows from Lemma 2.1. By the scaling properties of
Eq. (2.1),
td=G(s; x − y) = G

s
t
;
(x − y)
t1=

and so we need only prove Lemma 2.2 for t=1. But this follows from the observation
that G(s; x)! 0 as j(s; x)j ! 1.
Next, we dene the region R(t; x) where G(t − s; x − y) is greater than or equal
to . Let
R(t; x) =

(s; y) : −1<s<t; y2Rd; G(t − s; x − y)>
}
:
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Let A denote the volume of R(t; x), and note that A does not depend on (t; x).
Indeed, R(t; x) is just a translation of R(0; 0).
Lemma 2.3. There exists a constant K depending only on  and d, such that
A6(K)−(+d)=d:
Proof. It suces to consider the volume of R(t; x) for t=x=0. Let C be the constant
appearing in Lemma 2.2, and let t = (=C)−=d. Then, using Lemma 2.2, we nd that
G(s; y)6 except possibly on f(s; y) : 0>s> − t; jyj6t1=g. The volume of this
region is a constant times −(+d)=d.
Recall that (dx) = cx−(p+1)1[0;1)(x) dx. Therefore, for some constant c1>0,
Lemma 2.4.

(
(2−n−1; 2−n]

= c12np:
Consider atoms of the Levy measure L(dt dx). Sometimes we will call these atoms
\particles". We say a particle is of type n if its mass cn 2 (2−n−1; 2−n]. Our next goal
is to estimate how close particles of type m and type n can be. More specically, if
(t; x) is the location of a particle of type n, we estimate the contribution of particles
of type m to I(t; x). Recall that I(t; x), as dened in Eq. (1.9), was a double integral
of the Levy noise L(dt dx) against Gu. We need the following simple fact.
Lemma 2.5. Let X be a Poisson random variable with parameter >0. There exists
a constant C>0 not depending on  such that for n>1, we have
P(X>n)6C
n
nne−n
p
n
:
Proof.
P(X>n) = e−
1X
k=0
k+n
(k + n)!
6
n
n!
e−
1X
k=0
k
k!
=
n
n!
6C
n
nne−n
p
n
by Stirling’s approximation.
We will also need the following.
Lemma 2.6. Let (n0) be the rst time t>0 such that there is a particle of type
n<n0 in [0; t] D. For each n0 2Z, we have
P ((n0)>0) = 1:
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Proof. The number of particles of type n<n0 in [0; t] D is a Poisson process with
intensity ((2−n0 ; 1))(D), where (D) is the Lebesgue measure of D. But, by Lemma
2.4, ((2−n0 ; 1))(D)<1.
Now, we give an estimate on the separation of particles of type m and n. This
result was motivated by estimates on the continuity of solutions to the heat equation
with white noise, as given in Walsh (1986) (Corollary 3.4) and Mueller (1991). Let
C1 2 (0; 1) be a constant to be specied later. Throughout the rest of the paper, we
will use the notation
M (N ) = [C12−N ] + 1:
Fix ">0, and dene
(n; m; N ) =
h
c1C−11 e2
mp−N2"(m+n+N )M (N )
−1
2−(N=2)M (n)
−1id=(+d)
=K: (2.3)
Note that limN!1 (n; m; N ) = 0, so that for (t; x)2 [0; 1) Rd,[
N2Z
R(m; n; N )(t; x) = (−1; t] Rd: (2.4)
Further, let C1 ; n; m; N be the rst time t>0 such that the following event occurs. For
some x2D, there is a particle of type n located at (t; x), and R(m; n; N )(t; x) contains
more than C12N particles of type m. Our convention is that there are no particles of
any kind at points (t; x) for which t<0 or x 62 D. Note that since C120<1, if there is
a particle of type n at (t; x)2 [0; C1 ; n; m; 0) D, then there are no particles of type m
in R(m; n; 0)(t; x). The next lemma is one of the key steps in the proof of Theorem 1.
Lemma 2.7. Let
 = inf
n; m; N2Z
C1 ; n; m; N :
Suppose that
d<
(1− p)
p− (1− p) : (2.5)
Then, >0 with probability 1.
Proof. First, we give an upper estimate for the number (T; n) of particles of type n
in the region [0; T ]  D. Note that by using the independence properties of Poisson
random measure L(dt dx) and Lemma 2.4, we nd that (T; n) is less than or equal to
a Poisson random variable with parameter = c12npT(D), where  denotes Lebesgue
measure. Recall that a Poisson random variable has expectation and variance both equal
to , and in our case = c12npT(D). Therefore, by Chebyshev’s inequality,
P
(
(T; n)> c12npT(D) + c
1=2
1 2
npT 1=4(D)1=2

6 P
(j(T; n)− E(T; n)j>c1=21 2npT 1=4(D)1=2
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6
Var((T; n))
c122npT 1=2(D)
= 2−npT 1=2:
On the other hand, using Poisson probabilities,
P ((T; n)>0) = 1− e−
6 
= c12npT(D):
Therefore,
X
n2Z
P
(
(T; n)> c12npT(D) + c
1=2
1 2
npT 1=4(D)1=2

6
X
n2Z
min

2−npT 1=2; c12npT(D)

= o(T 1=2) (2.6)
as T # 0. We dene the event ET as follows.
ET =
n
(T; n)<c12npT(D) + c
1=2
1 2
npT 1=4(D)1=2 for all n2Z
o
: (2.7)
Let Tk = k−4. Using Eq. (2.6) and the Borel-Cantelli lemma with T = Tk : k =1; 2; : : :,
we see that there exists a random time T (!) = Tk(!)>0 such that with probability 1,
ET occurs for T = T (!): (2.8)
For n0 2Z, we may choose a random time (n0; !)2 (0; T (!)) such that
c12np(n0; !)(D) + c
1=2
1 2
np1=4(n0; !)(D)1=2<

1 if n<n0;
C12np if n>n0:
Since ((n0; !); n) is an integer, we conclude from Eqs. (2.7) and (2.8) that
((n0; !); n)6

0 if n<n0;
C12np if n>n0:
(2.9)
Now, let n0=0. We label the particles of type n>0 in [0; (0; !)]D by indices i=
1; : : : ; H (n). Note that H (n)6((0; !); n). We label the locations of these particles by
(ti; n; xi; n). Note that by Eq. (2.9), there are no particles of type n<0 in [0; (0; !)]D.
For n>0 and i = 1; : : : ; H (n), let i = i; n; m; N denote the number of particles of type
m within R(n; m; N )(t; x). Recall that A was the area of R(t; x). Thus, i; n; m; N is less
than or equal to a Poisson variable with parameter = c12mpA(n; m; N ). By Lemma 2.5,
P
(
i; n; m; N>C12N

= P
(
i; n; m; N>M (n)

6C
(
c12mpA(n; m; N )
M (N )
(M (N ))M (N )e−M (N )
p
M (N )
6C

c1e2mp
C12N [K(n; m; N )](+d)=d
M (N )
2−N=2: (2.10)
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Using Eqs. (2.9), (2.10), Lemma 2.3, and the denition of (n; m; N ) in Eq. (2.3),we
nd that
P(i; n; m; N>C12N for some i = 1; : : : ; H (n))
6C2np

c1e2mp
C12N [K(n; m; N )](+d)=d
M (N )
2−N=2
6C2−(n+m+N )": (2.11)
Note that C does not depend on n; m; N . Therefore, by Eq. (2.11) and the Borel{
Cantelli lemma, we conclude that with probability 1, there exists an n1(!)>0 such
that n>n1 implies that
i; n; m; N6C12N (2.12)
for i = 1; : : : ; H (n), and for all m; N>0. Recall again that there are no particles of
type n<n1 in [0; (n1; !)]  D. Now let  = min((0; !); (n1(!); !). Going back
to the denition of  in Lemma 2.7, we nd that > >0 with probability 1, and this
nishes the proof of Lemma 2.7.
Now, we consider the size of G(t−s; x; y), where (t; x) and (s; y) are the locations
of particles of type n and m, respectively. Lemma 2.7 gives us some bounds on this
quantity. In fact, suppose that (s; y)62R(t; x), where =(n; m; N ). Then the denitions
of R(t; x) and (n; m; N ) imply that
G(t − s; x; y)6 (n; m; N )
=
h
c1C−11 e2
mp−N2"(m+n+N )M (N )
−1
2−(N=2)M (n)
−1id=(+d)
=K: (2.13)
Now, we are ready to construct our solution u(t; x).We will solve the integral equa-
tion (1.7) by iteration. Using induction, we dene fuk(t; x)g1k=1 as follows. Here, we
must allow +1 as a value for uk(t; x).
u1(t; x) =
Z
D
G(t; x; y)u0(y) dy
uk+1(t; x) =
Z
D
G(t; x; y)u0(y) dy
+
Z t−
0
Z
D
G(t − s; x; y)uk(s; y)L(ds dy): (2.14)
Although Eq. (2.14) can obviously be solved if we allow innite values for uk , we
hope to construct solutions which satisfy a certain bound.
Lemma 2.8. There exists r>0 such that the following holds. Suppose that the as-
sumptions of Theorem 1 are satised, and let uk(t; x) be as in Eq. (2.14). Then there
exists a constant c0>0 (depending on u0) such that the following holds. We can
choose a random time >0, such that with probability 1, for all n2Z, for all k>1,
and for all particles of type n located at (t; x) with t<, we have
uk(t; x)6c02
rn: (2.15)
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Proof. Recall that  was the random time from Lemma 2.7, and that  depends on
C1. Choose a constant c0>0 and a random time 2 (0; ] such that u1(t; x) satises
u1(t; x) 
Z
D
G(t; x; y)u0(y) dy

6
c0
2
(2.16)
for (t; x)2 [0; )D. Since 6, it follows that if n>n1(!) and if (t; x)2 [0; )D
is the location of a particle of type n, then for all m and N , R(n; m; N )(t; x) contains
at most C12N particles of type m. Also recall that n1(!)>0, and that if n<n1(!),
then there are no particles of type n in [0; )D. Therefore, we need only verify Eq.
(2.14) for n>n1.
The proof of Lemma 2.8 proceeds by induction. Assume that uk(t; x) satises Eq.
(2.15). We check that uk+1 satises Eq. (2.15). First, we suppose that a particle of
type n>n0(!) is located at (t; x), and estimate
I(k; t; x) 
Z t−
0
Z
D
G(t − s; x; y)uk(s; y)L(ds dy)
6
3C1
K
1X
m=1
[mp]X
N=1
c02rm2−m2N

h
c1C−11 e2
mp−N2"(m+n+N )M (N )
−1
2−(N=2)M (n)
−1id=(+d)
: (2.17)
Here is the meaning of the powers of 2 appearing in the above sum: c02rm is the bound
for uk ; 2
−m is the mass of a particle of type m; C12N bounds the number of such
particles in R(n; m; N )(t; x)nR(n; m; N−1)(t; x); and the quantity in brackets is our bound
for G. Here we are implicitly using Eq. (2.4) to break up the region of integration
into a union over the sets R(n; m; N )(t; x)nR(n; m; N−1)(t; x). The sum over N starts at 1
because, as we noted earlier, there are no particles of type m in R(m; n; 0)(t; x).
Now, we explain why the sum over N has the upper limit of N=[mp]. Let E(k; t; x)
be the part of I(k; t; x) due to the regions R(n; m; N )(t; x)nR(n; m; N−1)(t; x) for N>mp.
At rst sight, one might use the estimate
E(k; t; x)6
C1
K
1X
m=1
X
N>mp
c02rm2−m2N

h
c1C−11 e2
mp−N2"(m+n+N )M (N )
−1
2−(N=2)M (n)
−1id=(+d)
:
However, by Eq. (2.9), there are at most C12mp particles of type m in [0; T (!)]D.
Thus, in the above expression, we may eliminate the sum over N , replace C12N by
C12mp, and replace the term in brackets by its supremum over N>mp. Thus, we
obtain
E(k; t; x)6
C1
K
1X
m=1
c02rm2−m2mp
 sup
N>mp
h
c1C−11 e2
mp−N2"(m+n+N )M (N )
−1
2−(N=2)M (n)
−1id=(+d)
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6
2C1
K
1X
m=1
c02rm2−m2N

h
c1C−11 e2
mp−N2"(m+n+N )M (N )
−1
2−(N=2)M (n)
−1id=(+d) 
N=[mp]
:
However, such a term (without the factor of 2 in front) already occurs on the right-
hand side of Eq. (2.17). Incorporating our estimate for E(k; t; x) into the right-hand
side of Eq. (2.17) accounts for the factor of 3 which occurs there.
Continuing with the estimation of I(k; t; x), we reverse the order of summation on
the right-hand side of Eq. (2.17) to obtain
I(k; t; x)6
3C1c0
K
1X
N=0
X
m>N=p
2rm2−m2N

h
c1C−11 e2
mp−N2"(m+n+N )M (N )
−1
2−(N=2)M (n)
−1id=(+d)
:
We note that we can sum over m if and only if the following condition holds.
r<1− (p+ ")d
+ d
: (2.18)
Let us assume that Eq. (2.18) holds. Note that

2−N (1+(1=2−")M (N ))
d=(+d)
61:
Continuing, we nd that if " is small enough, then
n(p+ ")d
(+ d)2N
6
npd
+ d
and, therefore,
I(k; t; x)
6
3C=(+d)1 c0
K
1X
N=1
2(n(p+")d)=((+d)2
N )2−(N=p)(1−((p+")d)=(+d))−r2N (1−d=(+d))(c1e)d=(+d)
6
3C=(+d)1 c0
K
1X
N=1
2npd=(+d)2−(N=p)(1−p−r−"d=(+d))(c1e)d=(+d):
The nal sum converges if
r<1− p− "d
+ d
(2.19)
in which case
I(k; t; x)6cC=(+d)1 c02
npd=(+d)(c1e)d=(+d): (2.20)
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Note that if
r<1− p; (2.21)
then we can further decrease ">0 if necessary such that Eq. (2.19) holds. Also note
that if " is small enough, then Eq. (2.19) is stronger than Eq. (2.18). If Eq. (2.19) is
satised, we may choose C1 small enough so that
I(k; t; x)6
c0
2
2npd=(+d): (2.22)
Suppose that
2pd=(+d)62r : (2.23)
Then Eqs. (2.22) and (2.23), together with our assumption (2.16) that
Z t−
0
Z
D
G(t; x; y)u0(y) dy

6
c0
2
implies that
uk(t; x)6c02
rn:
Thus, the proof of Lemma 2.8 will be complete if we can show Eq. (2.23). But Eq.
(2.23) is equivalent to
pd
+ d
<r: (2.24)
From Eqs. (2.21) and (2.24), we see that r must satisfy
pd
+ d
<r<1− p:
A simple calculation shows that this is possible if
d<
(1− p)
p− (1− p) : (2.25)
We note that if = 1=p, then Eq. (2.25) is equivalent to
d<
(1− p)
p
: (2.26)
This completes the proof of Lemma 2.8, and all of the lemmas in this section have
been established.
3. Existence
Recall that we give Eq. (1.4) meaning through the integral equation (1.7). Using this
formulation, and the results of Section 2, we can nd a solution u(t; x) which is the
nondecreasing limit of a sequence of functions un(t; x). Let Ln(dy ds) be the compound
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Poisson random measure obtained by deleting from L(ds dy) the particles of mass less
than or equal to 2−n.
Lemma 3.1. For u0(x) as in Theorem 1 , there exists a unique solution un(t; x) to
un(t; x) =
Z
D
G(t; x; y)u0(y) dy
+
Z t−
0
Z
D
G(t − s; x; y) un(s; y)Ln(ds dy) (3.1)
valid for t>0, x2Rd.
Proof. Because Ln(dy ds) has no particles of small mass, its Levy measure n(dx) is
nite. Therefore, there are only nitely many particles f(si; yi)gn(t)i=1 in the nite region
[0; t) D. This means that (3.1) reduces to
un(t; x) =
Z
D
G(t; x; y)u0(y) dy
+
n(t)X
i=1
G(t − si; x; yi) un(si; yi)Ln(si; yi): (3.2)
Furthermore, it is easy to see that with probability 1, the times fsig1i=1 are distinct.
Suppose that the times fsig1i=1 are labeled in increasing order. Then, from (3.2), one
can recursively dene un(si; yi), and these values are uniquely determined. Once these
values are known, (3.2) uniquely determines un(t; x) for all (t; x)2 [0; 1) D.
For future use, we denote
In(t; x) =
Z t−
0
Z
D
G(t − s; x − y) un(s; y)Ln(ds dy) (3.3)
Lemma 3.2. If 0<m6n<1, then with probability 1, for all (t; x)2 [0; 1) D we
have
um(t; x)6 un(t; x):
Proof. Suppose that we follow the method of construction used in the proof of Lemma
3.1, and dene um(t; x) and un(t; x) recursively at the sets of points Sm  f(smi ; ymi )g1i=1
and Sn  f(sni ; yni )g1i=1, respectively. Note that Sm Sn. Thus, using Eq. (3.2), we
see by induction that um(t; x)6 un(t; x) for (t; x)2 Sm. Then, again using Eq. (3.2), it
follows that um(t; x)6 un(t; x) for all (t; x)2 [0; 1) D.
Using Lemma 3.2, we dene
u(t; x) = lim
n!1 un(t; x): (3.4)
We claim:
Lemma 3.3. As dened in Eq. (3.4), u(t; x) satises Eq. (1.7).
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Proof. We hope to take limits in Eq. (3.1) as n!1. Since un(t; x) is nondecreasing
in n for each (t; x)2 [0; 1) D and for each point ! in the probability space, there
exists a limit u(t; x) which may take the value +1. It suces to show that for all
t>0; x2D,
lim
n!1 In(t; x) =
I(t; x); (3.5)
where, by an abuse of notation, I(t; x) is I(t; x) dened with respect to u instead of u.
But this is immediate, since un(s; y)Ln(ds dy) are measures which are nondecreasing
as n increases. It is also easy to see that the weak limit of this sequence of measures
is u(s; y)L(ds dy).
Later, we will show that with probability 1, u(t; x) is nite at the atoms of the Levy
measure, for t<, where  is some positive stopping time. As a result, we will see
that u(t; x) qualies for the solution u(t; x) mentioned in Theorem 1.
Although we cannot prove uniqueness, we claim the following. We say that a solution
u(t; x) of Eq. (1.4) is minimal if for all other non-negative solutions v(t; x) with the
same initial conditions, we have u(t; x)6v(t; x) with probability 1, for all t>0; x2R.
Lemma 3.4. Suppose that the conditions of Theorem 1 are satised. Then the solution
u(t; x), constructed above, is the minimal solution of Eq. (1.4).
Proof. Again, we make use of the nonnegativity of u(t; x) and L(ds dy). Suppose that
v(t; x) is another solution. Thus, both u(t; x) and v(t; x) satisfy Eq. (1.7). Recall that
Ln(ds dy) was the random measure constructed from L(ds dy) by omitting particles
of mass less than 2−n. Also, un(t; x) was the solution of Eq. (3.1), the same integral
equation as Eq. (1.7), with L(ds dy) replaced by Ln(ds dy). Let un; m(t; x) be the iterative
solution to
un; 1(t; x) =
Z
D
G(t; x; y)u0(y) dy (3.6)
un; m+1(t; x) =
Z
D
G(t; x; y)u0(y) dy
+
Z t−
0
Z
D
G(t − s; x; y) un; m(s; y)Ln(ds dy): (3.7)
We claim that for all (n; m),
un; m(t; x)6v(t; x): (3.8)
We prove Eq. (3.8) by induction. Comparing Eqs. (1.7) and (3.6), we see
that un; 1(t; x)6v(t; x) because of the nonnegativity of all the terms. Suppose that
Eq. (3.8) is true for the values (n; m). Then, comparison of Eqs. (1.7) and (3.7) shows
that un; m+1(t; x)6v(t; x). This nishes the induction proof. Now Eq. (3.8) follows from
the observation that
u(t; x) = lim
n!1 limm!1 un; m(t; x): (3.9)
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Finally, using Lemma 2.8, we can nish the proof of Theorem 1. We merely observe
that with probability 1, for all t>0 and x2R,
un; k(t; x)6uk(t; x);
where uk(t; x) was dened in Eq. (2.14). Therefore, by Eq. (3.9) and Lemma 2.8, we
have that
u(t; x)6c02rm
for all particles of type m located at (t; x), as long as t<. This shows that u(t; x) has
the properties required in Theorem 1, and the theorem is proved.
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