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The purpose of this paper is to propose a simple (one or two parameter) multiphase
flow model, suitable for the description of Rayleigh–Taylor and Richtmyer–Meshkov
mixing layers. We justify model closure assumptions in this model by comparison to
Rayleigh–Taylor and Richtmyer–Meshkov simulation data. We show that the relative
errors related tomodel closure terms are about 10%, and are about two to four times smaller
than related closure models of Abgrall and Saurel.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
We are concerned with acceleration driven turbulent mixing. This is an interesting and complicated problem which has
attracted the attention of prominent physicists andmathematicians over many decades [1–3]. As with turbulencemodeling
(of a single fluid), numerical studies of the turbulent mixing of multiple fluids often proceed at three levels of detail, each
proposed for different types of studies. Full resolution of all length scales is called direct numerical simulation (DNS), and is
practical only for small scale problems. Averaging of all equations, to obtain differential equations for mean flow quantities
is called Reynolds Averaged Navier–Stokes simulations (RANS). In this approach, all of the turbulent fluctuations and much
of the flow detail is suppressed. Our main concern is a two phase version of this approach. Intermediate between DNS and
RANS is large eddy simulation (LES). In LES, the larger of the turbulent and fluctuating scales are resolved, while the smaller
ones lie below the grid scale and are not resolved. We use two phase LES to provide validation data to assess closure terms
in the two phase RANS model we propose. These LES, which do not include closure terms to express the influence of the
missing small scales upon the dynamics of the large scales, are known as implicit LES (ILES).
The key difficulty for RANS is the averaging of the nonlinear terms in the flow equations, a process which introduces new
unknowns. To obtain a closed, and thus solvable, set of equations, the averages of the nonlinear termsmust be approximated
in some sense by expressions involving averages of the (primitive) variables of original equations. Distinct models are
defined by different approximations, called closures, and the quality of the models is assessed by the accuracy of the
closures, or by the accuracy of the RANS which the closures define. Here assessment is measured in the context of LES
for Rayleigh–Taylor (RT) and Richtmyer–Meshkov (RM) unstable mixing flows.
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We begin with a buoyancy–drag equation [4]
(−1)kZ¨k = Ag − Cdk
1− (−1)kA
2
V2k
|Zk| . (1.1)
to predict the location of the edges Zk(t) of the mixing zone for RT and RM instabilities. Related equations have been
considered by a number of authors [5,6]. Here A = (ρ2 − ρ1)/(ρ1 + ρ2) is the Atwood number and k = 1 (light fluid)
and 2 (heavy fluid). To predict mixing zone growth for most RT and RM data, two adjustable parameters are required [7,4]:
the bubble side RT drag coefficient Cd1 for Atwood numbers A ≤ 0.8 and a second parameter Cd2 to improve the description
of the Atwood number dependence of the spike side drag. Cd2 is expressed in terms of C
d
1 according to the analysis of Cheng
et al. [8]. The model fits available data for all A, 0 ≤ A ≤ 1.
The models proposed here were derived by a conventional averaging process, starting with the multifluid equations. We
average the compressible Euler or Navier–Stokes equations. In contrast tomany suchmultiphasemodels, we retain averages
of all primitive variables and independent thermodynamics for each phase. Specifically, each phase has its own pressure
and temperature. In practice, the pressures are close to equilibration, but by not imposing this equality as an identity, we
avoid some complications of mixed phase thermodynamics and we avoid issues of hyperbolic instability in the averaged
equations, which would lead to a non-physical phase separation [9]. The model equations use (1.1) to supply an otherwise
missing equation at the mixing zone boundaries, and they require models for closure resulting from averages of nonlinear
terms. Models for the closures have been proposed by a number of authors. Representative examples of such models have
been surveyed by Cheng [10]. The main point of the present paper is to show that the result is insensitive to all parameters
in the closure proposed here so that they can be eliminated from the model or are constrained from (1.1). Thus the model
for the mixing zone interior has no adjustable parameters, beyond those required for (1.1).
To arrive at this conclusion, we compare closure terms for two fluid RT and RM simulation data. We find average relative
errors in the closures at about 10%. Closures in a related model of Abgrall and Saurel have relative errors about two or four
times larger.
2. The primitive and the averaged equations
In the present paper, we assume that the edge motions have been determined, for example by (1.1) or some suitable
generalization of this equation. We have found sensitivity of the edge motions Zk to transport and other scale breaking
effects [11,12], but a main conclusion of the present paper is that the closure terms for the averaged equations in themixing
zone interior are insensitive to such effects. For simplicity, we drop such terms from the primitive equations, and start with
the two fluid compressible Euler equations as the primitive equations. The coupling of the edge motions to the interior
can be expressed mathematically as supplying a missing boundary condition at each edge in order to replace incoming
characteristics from a phase which does not exist in a single phase region. The numerical implementation of this concept is
given in [13]. The insensitivity of this information to the interior flow comes from the fact that the main effects are already
included via this coupling. For details, see [14]. For simplicity, we formulate the equations in terms of two phases. See Cheng
et al. [15] for extensions of the equations below to the general multiphase case, in the incompressible limit. Let the function
Xk be the phase indicator for material k(k = 1, 2); i.e., Xk(t, x) equals 1 if position x is in phase k at time t, zero otherwise.
For immiscible fluids, the presence of a sharp interface ∂Xk between the fluids gives a well defined meaning to the phase
indicator function Xk. For miscible fluids, Xk is a useful approximation tool, but only for times which are small relative to the
diffusion process between the fluids. In this case, we can regard the boundary ∂Xk of Xk as representing the mean location or
the 50% level set of the species concentration functionwithin a narrowdiffusivemixing zone that characterizes the transition
between distinct species concentrations. Within each phase, there is a single fluid velocity, while across phase boundaries
(at the microphysics level, i.e. before averaging), the distinct phase velocities have continuous normal components.
We average the advection law
∂Xk
∂t
+ vint · ∇Xk = 0 (2.1)
for the indicator function Xk of the region occupied by the fluid k, with derivatives considered in the distributional sense. A
derivation of (2.1) can be found in the article of Drew [16]. Corrections to this formula to allow for small amounts of mass
diffusion is one of many complicating details that turn out not to matter for the present purpose, namely assessing accuracy
of closures for the interior of the mixing zone. These terms are thus omitted in the interests of simplicity.
Multiphase equations for the phase k are obtained by multiplying the primitive equations [17] by Xk and performing
an ensemble average, following the ideas of Drew [16]. Typically we consider averaged equations depending on fewer
independent variables than time plus the three variables of physical space. The ensemble to be averaged is assumed to
be independent of the missing variables. Thus in a rectangular coordinate system, we assume the ensemble is independent
of x or of x and y. The ensemble average in this case includes an average over the suppressed spatial variables. We also want
to allow statistical ensembles possessing cylindrical or spherical symmetry, for which purpose we introduce the geometry
indicator s, s = 0, 1, 2 corresponding to the planar, cylindrical and spherical form of the primitive equations. In rectangular
coordinates, we integrate the equations over the x or x and y directions. In cylindrical coordinates, we integrate the equations
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over the θ or θ and zdirections, in spherical coordinates,we integrate the equations over the θ or θ andφdirections. This yields
one or two dimensional multi-phase flow averaged equations. When the equations are given in cylindrical and spherical
coordinates, there are geometrical source terms due to the curvilinearity of the coordinate systems. SeeMalvern’s book [17]
for details.
In fact, this picture is a simplification. In a more general context, not developed in detail here, the variables are reduced
locally, with a single preferred direction normal to the mixing layer, determined locally by the flow field, and two other
directions locally tangent to it. Often, one or both of those tangent directions will be averaged over, but in any case the
single normal direction will play a dominant role. In the present study, this mixing layer normal direction is fixed globally
to be the z or the r direction.
The averaging operator 〈· · ·〉 in the present paper is exclusively a global average over suppressed variables, but more
generally it may also be a local spatial or space time average or an ensemble average over some ensemble of statistically
equivalent simulations. For many situations, these averages are all equivalent, but where they differ, it is necessary to be
precise which is being used.
The average of the indicator function Xk is denoted βk ≡ 〈Xk〉; βk(z, t) is then the expected fraction of the horizontal
layer at height z that is occupied by fluid k at time t. Averaging removes most discontinuities from the solution. Specifically,
although Xk is discontinuous, βk will usually be continuous.
For other variables, we use two types of averaging. The phase average of a variable f is defined by
fk = 〈Xkf 〉 /βk, (2.2)
and the phase mass-weighted average is defined as
fk = 〈Xkρf 〉 / 〈Xkρ〉 . (2.3)
In the averaged equations, only two variables, the averaged velocities and the averaged total energy, are defined by the
phase mass-weighted average (2.3). For later use, we also consider a mass weighted entropy and internal energy. All other
averaged variables are defined by the phase average (2.2).
In the remainder of this paper, we choose a preferred direction normal to the mixing layer and integrate the primitive
equations over two other directions tangent to it. This procedure yields one dimensional averaged equations. We follow
Drew [16] and earlier papers in the present series [18–20] to obtain
∂βk
∂t
+ v∗ ∂βk
∂z
= 0, (2.4)
∂(βkρki)
∂t
+∇s(βkρkivk) = βkDki, (2.5)
∂(βkρkvk)
∂t
+∇s(βkρkv2k) = −
∂
∂z
(βkpk)+ p∗k
∂βk
∂z
+ βkρkg + βkMk, (2.6)
∂(βkρkEk)
∂t
+∇s(βkρkvkEk) = −∇s(βkpkvk)+ (pkv)∗ ∂βk
∂z
+ βkρkvkg + βkEk. (2.7)
Summing the Eq. (2.5) over i, we get the equations for total mass
∂(βkρk)
∂t
+∇s(βkρkvk) = 0, (2.8)
where
∇sf (z) = 1
zs
∂zsf (z)
∂z
(2.9)
is the curvilinear divergence. For convenience, we use the following symbols to represent the source terms of (2.5)–(2.7)
Dki = (∇ · ji)k (2.10)
Mk = (∇ · τ ′)k,3 + f sk , (2.11)
Ek = (∇ · τ ′v)k +
(
∇ ·
(∑
i
hiji
))
k
+ (∇ · (κ∇T))k, (2.12)
in which τ′ is the viscous stress tensor, f sk is the averaged geometrical source term; f sk = 0 for rectangular coordinates [17].
hi is the specific enthalpy of species i, ji is the diffusion flux [21]. κ is the heat conductivity. (∇ · τ ′)k,3, and v3 mean the third
component of (∇ · τ ′)k and v. Therefore, the source termsDki,Mk, and Ek represent the effects of mass diffusion, viscosity
and heat conduction, as well as geometrical source terms. As described in Section 3, some of these effects are present in the
simulation data. We have found sensitivity of the edge motion, Zk(t), to such terms. An important conclusion of this paper is
that these effects are negligible in the models for the closure in the interior of the mixing zone. To simplify the discussion,
they are henceforth set to zero.
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TheReynolds stress relating to the combinedphases is large, the effect of this term is includedwithin themodel equations.
In contrast, turbulence within a single phase is typically much smaller, and on this basis we neglect the in phase Reynolds
stress. Stated alternatively, the velocity differences between the heavy and light fluids are large, and the associated Reynolds
stress is already present in the equations. The velocity fluctuation within a light or heavy fluid bubble or droplet is small
and can be neglected in the averaged equations, that is to say for example, we are taking advantage of the fact that the light
fluid velocity fluctuations about the light fluid mean velocity are small. Also, v∗, p∗k , (pkv)∗ are the averaged quantities at the
interface
v∗ = 〈v · ∇Xk〉〈n3 · ∇Xk〉 , p
∗
k =
〈pkn3 · ∇Xk〉
〈n3 · ∇Xk〉 , (pkv)
∗ = 〈pkv · ∇Xk〉〈n3 · ∇Xk〉 , (2.13)
where n3 is the unit normal vector in the preferred direction. Although the Eq. (2.13) allow multiple fluids, they only allow
a single interface type, i.e. at most two fluid phases. A generalization [15] of this framework to multiple phases specifies an
interface type for each pair of phases that are in contact, and leads to a generalization of the system (2.13).
The definitions (2.13) are fundamental to all that follows. They aremathematically exact consequences of the averages of
the primitive equations and specify the quantities (the right hand side of (2.13)) that are to be approximated in a definition
of closure to complete the averaged Eqs. (2.4)–(2.7).
Note that ∇Xk equals the unit normal to the boundary ∂Xk times a delta function concentrated on ∂Xk. The definitions
assume that interface fluxes weighted by this vector measure are proportional to fluxes through the z direction only. Also
for an interface quantity such as p∗, which may be discontinuous across the interface (due to surface tension), the notation
p∗k indicates evaluation from the interior Xk side of ∂Xk.
3. Simulation data for assessment of closure
We explain the simulation data sets used to assess errors in the closure terms. The simulation method, in the language
of turbulence models, is implicitly filtered LES. In the language of numerical analysis, it is a higher order Godunov method,
with a front tracking capability. With use of front tracking, the numerical mass diffusion across the surface is very small,
and Schmidt numbers(viscosity divided by diffusivity) over a large range can be simulated effectively.
We will consider four classes of simulations of the mixing process. The first is an ideal simulation of three dimensional
Rayleigh–Taylor multimode mixing [11]. This simulation has no surface tension, no mass diffusion, no viscosity (other
than numerical viscosity) and no thermal conductivity. The second class of simulations is a modification of the former,
with three different values of dimensionless surface tension [11]. These simulations span the experimental range of
dimensionless surface tensions found in the Rayleigh–Taylor experiments of Reed [22] and Smeeton–Youngs [23] for all of
their experimentswith immiscible fluids andno surfactants. Themixing rateαb found from these simulations is in agreement
with the above experiments.
The third class of simulation models, of the Banerjee–Andrews air–helium RT experiments [24], has physical values of
mass diffusion dimensionalized using an initial wave length λ = 0.5 cm set from observation of the flow [12]. The viscosity
is small in comparison to the mass diffusion, and is modeled as zero. There is no surface tension. These simulations are also
in agreement with experiment.
These three classes of simulations used a gamma law gas. The simulations are nearly incompressible and so EOS issues are
not of major importance. We used γ = 5/3. They were performed using a grid resolution of 1282 × 512. Periodic boundary
conditions were used in the x and y directions, while free slip Neumann boundaries were imposed in the z direction. These
simulations reach a dimensionless time comparable to that of the alpha group study [25], with fewermodes andwith double
themesh resolution per mode. Consistent with the analysis of Cabot and Cook [26], we reexamined the definitions of α used
in these simulations. We had previously used definitions based on h (not favored by Cabot and Cook) and on h¨. We had
found consistency between these definitions, and on replotting with the h˙ definition [26], we found near identity with our
h¨ analysis.
Our final class of direct simulation data is a previously studied [27] circular 2 dimensional Richtmyer–Meshkov unstable
data set. The problem has a single interface separating an exterior heavy fluid (tin) and an interior light fluid (plastic)
separated by a perturbed circular interface and subject to a strong inward moving circular shock. Both materials were
modeled by stiffened gamma law gasses [28]. Surface tension, viscosity, and mass diffusion were modeled as zero. The
time period studied includes the first shock passage through the interface, reflection of this shock at the origin, reshock of
the interface by the reflected shock wave, and subsequent evolution of the mixing zone. A variety of grids were used, with
the finest (800× 1600) used for the collection of averaged data.
4. Two closures
Here we explain the basic ideas of our proposed closures, and their relation to the closures of Saurel and coworkers [29–
31]. There are three terms to define in (2.13), v∗, p∗, (pv)∗, the interface averages of p, v, pv, which we denote generically as
q∗, q = v, p, pv. For the Saurel et al. closed equations, these same quantities are also required (and have different definitions).
Their equations contain additional terms called relaxation terms.
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We assume a closure which represents q∗ as a convex sum of the primitive variables qk for q = v, p,
q∗ = µq1q2 + µq2q1, q = v, p (4.1)
and a related bilinear expression
(pv)∗ = p∗(µpv1 v2 + µpv2 v1)+ v∗(µpv1 p2 + µpv2 p1)− (µpv1 p2v2 + µpv2 p1v1) (4.2)
for (pv)∗.
Saurel et al. employ a related but different functional form for their closure. They also consider a convex sum
q′S∗ = µSq1 q2 + µSq2 q1 q = v, p, (4.3)
and then define
vS∗ = v′S∗ + sgn
(
∂β1
∂x
)
p2 − p1
Z1 +Z2 , (4.4)
pS∗ = p′S∗ + sgn
(
∂β1
∂z
)(
Z1Z2
Z1 +Z2
)
(v2 − v1). (4.5)
HereZk is the acoustic impedance of fluid k. We interpret the second terms in (4.4) and (4.5) as two relaxation terms for the
closures. Also
(pv)S∗ = pS∗vS∗. (4.6)
The Saurel closures also include relaxation terms for their equations, as an additional term in the RHS of the associated
volume fraction, momentum and energy equations. These terms (for k = 1) have the form:
µS(p1 − p2) volume fraction source term (4.7)
λS(v2 − v1) momentum source term (4.8)
λSv′S∗(v2 − v1)− µSp′S∗(p1 − p2) energy source term. (4.9)
Here
µS = AI
2(Z1 +Z2) , λ
S = µZ1Z2, (4.10)
where AI is the interfacial area per unit volume.
The convex coefficients µqk and µ
Sq
k have a fractional linear form, namely
µ
q
k =
βk
βk + dqkβk′
, q = v, p, pv (4.11)
µ
Sq
k =
1
1+ dSqk
, q = v, p. (4.12)
The µqk and µ
Sq
k thus depend on a single parameter d
q
k or d
Sq
k . The form of the µ
q
k is suggested by rewriting the exact
equations to derive [32,33] an exact (unclosed) expression for q∗ and µqk . The form (4.11) of µ
q
k is motivated by these
expressions as well and is, moreover, required by theoretically required boundary conditions at the edges of the mixing
zone,
q∗ = qk at z = Zk. (4.13)
Our closures satisfy (4.13). dqk is an adjustable parameter and will be determined by our LES simulation. With one exception,
the accuracy of the model is insensitive to the choice of dqk . We set these d
q
k to 1 for definiteness. See Table 1. For the RT case,
we assume (−1)kVk = (−1)kZ˙k ≥ 0 so that the mixing zone is expanding. The growing mixing zone entrains pure phase
fluid into the mixture, and thus creates mixed fluid volume for both phases. In the incompressible, non-diffusive RT case,
this is seen clearly from the closed form solution [34]
dvk(t) =
(
Zk′
Zk
)s ∣∣∣∣Vk′Vk
∣∣∣∣ . (4.14)
The solution (4.14) is a consequence of the closed form expression obtained for the solution of the model equations and
a simple calculation. See references of Glimm, Sharp and Saltz [35,34,36] for details of the derivation. In the planar case
(s = 0), the ratio in (4.14) is a function of the Atwood number A = (ρ2 − ρ1)/(ρ2 + ρ1), and can be determined exactly on
the basis of a theory [8,7] which has been validated against experiments. For the data (Atwood number) considered here,
(4.14) has the value 1.5.
Thehyperbolic character of the resultingmodel equations is easily derived. At the edges of themixing zone, thehyperbolic
analysis detects a missing incoming characteristic from the single fluid side. We supply this missing condition by coupling
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Table 1
Summary of dqk parameter choices for RT and RMmixing
RT RM
dv1 (4.14) 1.0
d
p
1 1.0 1.0
d
pv
1 1.0 1.0
All choices except that for dvk in the RT case are insensitive.
Fig. 1. The interfacial area AI per unit volume plotted vs. time. This plot serves to define the parameter AI for the closure Saurel-2. Left: RT, Right: RM.
the model at the mixing zone edges to the buoyancy drag Eq. (1.1). This analysis is needed as part of a direct solution of the
model equations [13].
We see that the simple choice (4.14) for dvk depends on the buoyancy–drag equations for the mixing zone edge position
Zk. This equation has a free drag parameter which can be set by appeal to a bubble merger model [37], and to a model to
set the ratio of bubble to spike growth rates [7]. This range of issues have also been discussed for compressible mixing [38].
In fact, our study of highly compressible RT mixing [39] shows that the self similar scaling law for RT mixing (and thus the
buoyancy drag equation, which allows a self similar solution) remain valid in the deeply compressible region. To achieve
this result it is necessary to use time dependent Atwood numbers, reflecting the differing densities in a stratified highly
compressible atmosphere. We predict a strong increase in the mixing rate αwith compressibility in this sense.
The Saurel et al. expressions,
dSvk = Zk/Zk′ dSpk = Zk′/Zk, (4.15)
are derived from solutions of approximate (linearized) Riemann problems modeling multiphase flows at the sub-grid level;
their closure does not satisfy (4.13). The Saurel et al. model supplies the missing internal boundary conditions at the edges
of the mixing zone by imposition of equal pressures [29] p1(z = Zk) = p2(z = Zk).
We have two interpretations of the Saurel et al. model. In the first, which we denote as Saurel-1, AI is regarded as a fitting
parameter. The second interpretation of their model is to take advantage of the fact that AI is a computed quantity in our
data, and to use this time dependent value in the definition of the model. We denote this model as Saurel-2. AI is plotted
as a function of time in Fig. 1, to complete the definition of the Saurel-2 closure. We note that AI has the dimensions of an
inverse length and takes on large values at early time as the mixing layer tends to its (small) initial amplitude.
5. Closures: Overview of comparison
In Sections 6–8 we compare our closure, the two Saurel et al. closures and the RT or RM simulation data. In comparison
to simulation data, we use the definition
relative error = 1
3
∑
v∗,p∗,(pv)∗
∫∫ ∣∣data−model∣∣ dzdt∫∫ |data|dzdt (5.1)
for the sum of the relative model errors for v∗, p∗ and (pv)∗. The integration extends over the mixing zone. In the RT case,
we exclude early time, before the bubbles have had much of a chance to interact, and to which the model is not supposed
to apply, and integrate (i.e. sum) over times from 4 to 10.
Our first main conclusion is the excellent (about 10%) agreement of our closures with the simulation data.
Our secondmain conclusion is the comparison of our closure to Saurel et al. We have introduced in Section 4 two distinct
interpretations of the Saurel et al. model. In Fig. 2, we show the dependence of the total relative error on the value assumed
for the area AI . The error is minimized for AI = 0 for both the RT data and the RM data, defining two different Saurel et al.
closures for these two data sets. With that choice, we compare the total relative errors in our model and the two Saurel
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Fig. 2. Comparison of the model error (5.1) for three closures. Of these, only Saurel-1 depends on the value of AI as a fitting parameter; these plots serve
to locate the best fit value of AI (AI = 0) and thus to define the Saurel-1 closure. Left: RT, Right: RM.
Table 2
Model errors based on comparison to simulation data
Closure v∗(%) p∗(%) (pv)∗(%) Average(%)
Comparison to RT data
This paper 18 00 18 12
Saurel-1 43 02 42 30
Saurel-2 56 46 51 51
Comparison to RM data
This paper 07 00 20 09
Saurel-1 13 04 22 13
Saurel-2 12 15 31 19
Table 3
Summary properties related to the closures q∗
v∗ p∗ (pv)∗
RT: Closure sensitive to dqk ((5.2) or (5.3) invalid) Yes No No
RT: Closure sensitive to v∗ – – Yes
RT: Relaxation important No Late time Late time
RM: Closure sensitive ((5.2) or (5.3) invalid) No No No
RM: Relaxation important No Early time Early time
It is remarkable that the closures depend sensitively on their defining parameter dqk only in the case of the RT data for the v
∗ closure.
models, see Table 2. In summary, our model has errors about one quarter to one half the size of those for the Saurel et al.
model.
Our third main conclusion is the high degree of insensitivity of the q∗ to the defining quantities µqk , for many cases. We
consider the condition
|1q| ≡ |q1 − q2|  |q| ≡ |β1q1 + β2q2| q = v, p. (5.2)
When (5.2) holds, q∗ is effectively independent of the convex coefficients µqk and thus of the value of qk, as can be shown.
This is the case for all RM data, q∗ = v∗, p∗, and for p∗ in the RT data. Moreover, (pv)∗ is insensitive to dpvk whenever (5.2)
holds for q = p, which occurs for both RT and RM data, and in this case
(pv)∗ ≈ p∗v∗. (5.3)
For these cases, the agreement of the two models and their agreement with the simulation data is understandable, but not
a stringent test of the models. The insensitivity allows a simple choice of dqk , in cases where (5.2) holds. The only case where
(5.2) is invalid is the v∗ case for the RT instability. For the RT instability, v1 and v2 have generally opposite signs (in the frame
stationary with the fluid container), so that |v| is small relative to |1v|.
Our fourth main conclusion concerns the cases which violate (5.2), and thus for which the data is a stringent test of the
models. This occurs for the v∗ closure for the RT data. We find that ourµvk and those of Saurel et al. are significantly different.
The summary results of Table 3 can be understood as follows. The sensitive case for (5.2) occurs for the RT v∗ closure only.
In this case, the computational frame is that of the average interface position. The light fluid moves away from the direction
of g and the heavy fluid moves in the direction of g. Thus in most parts of the mixing zone, v1 and v2 has opposite signs, so
that v is nearly zero relative to1v, or in other words,1v is large. All other cases are insensitive, so that the closure in these
cases is basically independent of the dqk . In (4.4) and (4.5), the1v contribution to the relaxation terms is larger than the1p
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Fig. 3. The exact quantity v∗∂β1/∂z for the RT surface tension data set and the closed quantity v∗∂β1/∂z defined by (4.14) in the mixing zone at an early
time, t = 4 (left) and a late time, t = 9 (right). We show closure of this paper and two interpretations of the closures of Saurel et al.
Fig. 4. The exact quantity v∗∂β1/∂z for the RM data set and closed quantity v∗∂β1/∂z defined by dvk = 1 in the mixing zone at t = 35 (left, after the first
shock) and t = 75 (right, after reshock). We compare the closure from this paper and the closure of Saurel et al. The relaxation term is effectively zero, and
has no effect on the closure, so that the two Saurel models coincide.
contribution, and as1v occurs in the p∗ relaxation, the p∗ relaxation terms are generally significant while the v∗ relaxation
terms (proportional to1p) are not.
When1p is small, which is the case for all simulations considered here, including thosewith surface tension, (pv)∗ ≈ p∗v∗
is approximately independent of dpvk , which is thus insensitive to d
pv
k . However (pv)∗ is sensitive to v∗.
Our fifth main conclusion is the apparent insensitivity of the closures and averaged flow quantities to variation of
(secondary) physics effects (ideal vs. surface tension vs. mass diffusion). These secondary mechanisms have a substantial
influence on the growth rates of the mixing zone, i.e. α and the Zk(t). But once the influence of the edge motions has been
scaled out of the data, the secondary physics appears to play only a small role in the simulation data, at least at length scales
accessible at present levels of mesh refinement.
6. The v∗ closure
The factor dvk in (4.11) is a ratio of logarithmic rates of volume creation for the two phases. The creation of volume arises
primarily from the entrainment of previously unmixed (pure phase fluid) into themixing zone [34] and also from the relative
compression of the two fluids. We compare the exact and the closed expression for v∗∂β1/∂z in Figs. 3 and 4.
For the RT data set, we observe that the closure from this paper shows reasonable agreement with the data, and better
than that of the Saurel closure. The relaxation terms have no affect on this comparison (see Fig. 3).
For the RM data set, we find full agreement (within the line width of the graphics) for both closures with the exact data
(see Fig. 4). The agreement of the two closures can be ascribed to the facts that the closure convex coefficients µvk in the
present case are insensitive parameters and that the relaxation parameters are small.
7. The p∗ closure
In the case of non-zero surface tension, pressure is discontinuous at the interface ∂Xk, and pk is the value of the pressure
defined by continuity from the interior of Xk. It is convenient to define
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Fig. 5. Left: the scaled pressure difference1p˜/(Z2 − Z1) is plotted vs. the scaled height (z− Z1)/(Z2 − Z1) at t = 0.5, 2, 4, 7, 9 for the RT surface tension
data. Right: the ratio of pressure difference and unit drag force ρk′ (1v)2/(Z2 − Z1) at t = 9.
Fig. 6. The exact and the closed quantities p∗∂β1/∂z for four choices of dpk at t = 4 (left) and t = 9 (right). The curves are indistinguishable.
p∗ = 1
2
(p∗1 + p∗2), (7.1)
and the capillary pressure
p∗c = p∗1 − p∗2, (7.2)
so that
p∗1 = p∗ +
p∗c
2
, p∗2 = p∗ −
p∗c
2
. (7.3)
p∗c is the product of the surface tension σ and the average of the surface mean curvature. Similarly we define (pv)∗ and (pcv)∗
as the average and the difference of the (pkv)∗. We then define
p˜k = pk + (−1)k p
∗
c
2
(7.4)
p˜∗k = p∗k + (−1)k
p∗c
2
= p∗. (7.5)
The required boundary condition (4.13) for p∗ at the mixing zone edge Zk can be reformulated as
p˜k = p˜∗k = p∗ at Zk. (7.6)
When the two fluids are mixing, their pressures tend to equilibrate. This equilibration is the mechanism whereby forces
between the fluids are mediated. The equilibration is partial at early times, while at later times, a central portion of the
mixing zone satisfies 1p˜ ≈ 0. This region of approximately complete equilibration increases and at late times it occupies
most of the mixing zone, but in our data, it always excludes a region near the mixing zone edges. See Fig. 5 left frame, where
we show pressure differences scaled by the mixing zone length. In the right frame, we scale this difference by a unit drag
force. The conclusion is that the phase pressure differences are significant at the edges of the mixing zone.
The coefficient dpk represents a ratio of the forces accelerating the two fluids, each considered in the accelerated frame
defined by their respective velocities [32]. The closure of p∗ is insensitive to the choice of dpk . See Fig. 6. For definiteness, we
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Fig. 7. The exact and closed quantities p∗∂β1/∂z for the RT surface tension data set at an early time, t = 4 (left) and a late time, t = 9 (right). We show one
closure from this paper and two interpretations of the Saurel et al. closures.
Fig. 8. The exact and closed quantities p∗∂β1/∂z for the RM data set at t = 35 (left, after the first shock) and t = 75 (right, after reshock). We show the
closure from this paper and two interpretations of the Saurel et al. closures.
set dpk = 1. The exact quantity p∗∂β1/∂z and several closed expressions for the RT surface tension data set is plotted in Fig. 7.
Note the degradation of the fit to data for the full Saurel closure (with relaxation) at late time.
For the RM data set, we compare the exact and the closed expression for p∗∂β1/∂z in Fig. 8. The two curves are
indistinguishable.
The Saurel closure for the momentum equation is compared in Figs. 7 and 8 to the exact data and to the other closures.
For both the RT and RM data sets, we observe that the fractional linear portion of the Saurel et al. closure fits well to the
exact data at all time, while the complete closure shows some loss of agreement. The complete closure includes a relaxation
effect proportional to v2 − v1, a quantity which is not small.
8. The ( pv)∗ closure
In the case of non-zero surface tension, the work associated with limiting pressures is not continuous at the interface.
We have
(p1v)
∗ − (p2v)∗ = (pcv)∗. (8.1)
In Fig. 9, for RT surface tension data, we show that the closure is insensitive to the choice of the dpvk . Basically, the
insensitivity results from the insensitivity to the choice of p∗. If p1 ≈ p2 ≈ p∗ then (pv)∗ ≈ p∗v∗ is independent of dpvk .
For the RT surface tension data set, we compare the exact and closed expressions for (pv)∗∂β1/∂z in Fig. 10. We observe
good performance for our closure. For RM mixing, the agreement with data is also excellent, see Fig. 11.
The Saurel closure for the energy equation is compared in Figs. 10 and 11 to the exact data and to the other closures. For
the RT surface tension data, we find better agreement for our closure than for that of Saurel at early time and the reverse at
late time. For the RM data set, we compare the exact and closed expressions for (pv)∗∂β1/∂z in Fig. 11. We observe that the
fractional linear portion of the Saurel et al. closure fits well to the exact data at all time, while the complete closure is not as
good at early time as the closures from this paper. All (pv)∗ deviation of the models from exact values are due to deviation
in the v∗ contribution to (pv)∗.
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Fig. 9. The exact and closed quantities (pv)∗∂β1/∂z for the RT data set for four values of dpv1 at early time, t = 4 (left) and at late time t = 9 (right).
Fig. 10. The exact and closed quantities (pv)∗∂β1/∂z for the RT data set at early time, t = 4 (left) and at late time t = 9 (right). We show the closure from
this paper and two interpretations of the Saurel et al. closures.
Fig. 11. The exact and closed quantities (pv)∗∂β1/∂z for the RM data set at t = 35 (left, after the first shock) and t = 75 (right, after reshock). We show
one closure from this paper and two interpretations of the Saurel et al. closures.
9. Conclusions
The closures for v∗, p∗ and (pv)∗ satisfy all required constraints of boundary conditions and conservation. The boundary
constraints are given in (4.13). Phase kmass and (for rectangular geometry) totalmomentum are conserved in the absence of
diffusion and viscosity (2.5) and (2.6). Total energy is conserved according to (2.7). Entropy should not be conserved because
averaging is nonadiabatic, but an entropy inequality is enforced [33].
Comparison to simulation data shows excellent agreement for the closures. The p∗ and (pv)∗ closure parameters are
insensitive in this comparison, but the RT v∗ parameters and the RT v∗ contribution to (pv)∗ are sensitive. Comparison to
an alternate closure shows reasonable but less satisfactory agreement, especially for the sensitive choices for the v∗ closure
and the v∗ contribution to the (pv)∗ closure.
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