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I. PRELIMINARY 
1.1. In this paper we reduce the “problem” of the boundedness of 
the solutions of a certain system of ordinary differential equations of order 
2s > 2 in the real domain to the corresponding problem for a certain dif- 
ferential inequality of order 2. The system of differential equations is 
(5.1.1), and the differential inequality is (2.1.1). We carry out the reduction 
of the problem for (5.1.1) by first carrying out the reduction of the problem 
for the following differential equation of order 2, and then generalising: 
i+kfi’“-‘+g=Eh ( f = dx/dt ), (1.1.1) 
where the basic hypotheses are 
(i) k > 0, E > 0 are parameters; 
(ii) n > 1 is a rational number whose denominator is odd and 
positive; 
(iii) f =f (x, 1, I) > 1; 
(iv) (hi = Ih(x, 2, t)l < 1 + iznP2; 
(v) g=&!(x); 
(vi) f, g, h are continuous functions of their arguments shown in (iii), 
(iv), and (v); (( 1.1.2) 
G>O, where G = G(x) = 1: g(y) du. (( 1.1.3) 
Equation (1.1.1) with n > 1 is a generalisation of the well-known 
equation of Raleigh 
X+$ki3fx=ki 
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and its “forced” counter-part 
%+iki3+x=ki+kacosot. 
Our study of (1.1.1) as a generalisation of Raleigh’s equation is what gave 
rise to this paper. 
Theorem 1 gives the reduction of the problem for ( 1.1.1) to that of the 
problem for the inequality (2.1.1). Theorem 6 is a generalisation of 
Theorem 1 and it gives the reduction of the problem for (51.1) to that of 
the system (5.2.1) of differential inequalities each of which is (2.1.1) in 
essence. 
Theorems 2 and 7 are the main boundedness theorems of this paper. 
Theorem 2 seems to be as far as we can go from Theorem 1 with the barest 
of extra hypotheses on g(x) and with no further hypothesis on h(x, f, t). In 
Theorem 5 we have a result in which g(x) need not satisfy (2.3.2) or (2.3.3) 
of Theorem 2, but in which some extra hypotheses on the h(x, i, t) of the 
equation concerned are required. 
1.2. When n = 1, Eq. (1.1.1) (with (1.1.2)(iv)) reduces to 
P + kfi + g(x) = A, j-2 1, h < 1, 
which includes as special cases equations like 
x” + cx’ + g(x) = e(t), c a constant 
studied by Loud [9], 
Z+f(x)a+g(x)=e(t) 
studied by Burton and Townsend [2], and 
2 + kf(x) 2 + g(x) = k/z(t), 
ji + kf(i) f + g(x) = kh( t) 
studied by Reuter [ 10, 111. 
Our main boundedness theorem for (1.1.1) is Theorem 2. This theorem 
includes some of the results of Loud [9], Burton and Townsend [Z], 
Reuter [ 10, 111 and a number of other known results for particular cases 
of (1.1.1) (see Yoshizawa [ 13, pp. 67,701 and Sansone and Conti 
[ 12, Chap. VII]). 
Cases of ordinary differential equations of order 2 have been studied by 
many authors with methods which do not appear to be adaptable to 
studies of the boundedness of the solutions of equations of a general even 
order 2s 2 2. Our method in this paper is such that certain results for 
430 CHIKEOBI 
(1.1.1) can be extended smoothly to results for (51.1). A good appraisal of 
the problem of the boundedness (and bounds) of solutions of equations of 
order 2 is given by Cartwright and Swinnerton-Dyer [S]. The question of 
the bounds of the bounded solutions of (1.1.1) is not formally discussed in 
this paper. A few of the many references in addition to those already men- 
tioned are [I, 3, 681. These contain more references. 
II. SOME GENERAL PROPERTIES OF THE SOLUTIONS OF (1.1.1) 
3.1. One of the general properties of the solutions of (1.1.1) is their 
continuability in 0 < t < co. This property will be deduced from the proof of 
the following theorem which leads to a theorem (Theorem 2) which 
reduces our study of (1.1.1) to that of relatively simple differential 
inequalities. 
THEOREM 1. Every solution of (1.1.1) satisfies 
$+Aq+g(x)sgni<p, 
where 
rl= l-4 
(2.1.1) 
(2.1.2) 
and 
(i) i = $k(B*)l- 1/(2n- l), 
(ii) p=kB* 
(iii) B* =2x/k+ (2&/k)2”-1. (2.1.3) 
We base our proof of this theorem on the following two lemmas: 
(1) If*>0 and N>v>u>O, then I/I~>A~-~~~--A~-“~~“, where 
A > 0 is any number. 
(2) Suppose that N > v > u 2 0 and II/ 2 0, p > 0 are such that 
*N<I+p$V. (2.1.4) 
Then 
(AN-U-p)$N<<AN-“+pAN-UIC/“, 
where A 2 0 is any number; and so, 
(2.1.5) 
l+p< 21+ (2p)(N--u)I(N--4p. (2.1.6) 
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2.2. The proofs of the preceding three results are as follows: 
Let A > 0 be any number. If $ > A, then ($/A)” < ($/A)N, and so, 
II/” < AvpNtiN; and if $ <A, then ($/A)” < ($/A)“, and so, JI” Q A”-‘$“. So 
a fortiori (by addition) II/“< AupNtiN+ A”-~JP, which is what (2.1)(l) 
asserts. 
Next, if (2.15) is correct, then (2.1.6) is correct. For, on putting 
ANpp=p in (2.1.5) we get (2.1.6). Combining (2.1)(l) and (2.1.4) we get 
(2.15) after two minor transformations. This ends the proof of (2.1)(2). 
Let 
(x,k)=(x(t),k(t)) denote a solution of (1.1.1) such that 
(x,i)=(a,b) at t=O. (2.2.1) 
Set 
w  = o(t) = ii2 + G(x). (2.2.2) 
Differentiating this with respect to t and combining the result with (1.1.1) 
we get 
ch+kfi2”=&i.h<& IRhJ <&q+&Y/2n-1 
by (1.1.2)(iv). It follows from this (with (1.1.2)(i) and (iii)) that 
qZn G (-ci, + q)/kf+ (E/kf) y12- l, (2.2.3) 
which is (2.1.4) with 
Ic/=q, 2N=2n, v=2n-1, I=(-ci,+Eq)/kf, p=E/kf. 
This relation with (2.1.6) with u = 1 gives 
r12”~2(-~++~)/kf+(2&/kf)2”-1rl. (2.2.4) 
Multiplying (2.2.4) by kf we get 
kfq2” 6 -2h + 2q+ 2&(2e/kf )2” - 2q 
< -2h + 2q+ 2E( 2&/k)“’ - 2rj by (1.1.2)(iii), 
which is 
205 + kfq’” < kB*tj = pq. (2.2.5) 
Since f >, 1 this gives 
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which combines with 
ci, = rpj + qg(x) sgn i 
to give 
2rj + kq2”- ’ + 2g(x) sgn i < p. (2.2.6) 
By (2.1)( 1) we have 
9 
%$A2”-2,,-,@-1, 
where A > 0 is arbitrary. Putting this in the second term of (2.2.6) and 
putting A*“- ’ = B* in the result we get (2.1.1). This ends the proof of 
Theorem 1. 
The continuability of (x, i) in 0 < t < co is asserted by the following 
result. 
(1) (x, a) is continuously differentiable (c.d.) with respect to a, b, k, E, 
t in the set 
{a’+b’<co,&/k<cO,O~t<oO). (2.2.7) 
ProoJ It is easy to see from (2.1.1) that all the solutions of (1.1.1) 
satisfy 
$+irl:+2ig(x)$db*, b* = (2p/L)? (2.2.8) 
For, on multiplying (2.1.1) by q and making a minor transposition we get 
v2 G -(vi + &(x))/n + (P/A) ? 
< -2(qrj + ig(x))/A + (2@j2 by (2.1.6), 
which, after another minor transposition, becomes (2.2.8). Omitting Aq2 in 
(2.2.8) and integrating from t = 0 to t = B gives us 
q”(e) + 2G(x(B)) d b2 + 2G(a) + Lb*& 
and this, by (1.1.3), yields 
q’(O) G b2 + 2G(a) + lb*0, 
from which we conclude (see (2.1.3)) that z?‘(t) and, hence x(t) are bounded 
in (2.2.7). The result now follows from this and the well-known fact that if 
(1.1.2)(vi) is satisfied and if (x, i) is bounded at each t in 0 <t < T-C co, 
then (x, i) is c.d. with respect to a, b, k, E, t in (2.2.7). 
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Some very immediate consequences of Theorem 1 are embodied in the 
following result: 
(2(a) If /g(u)1 <p, a constant, or if Ig(x(t))l </I? us t + 00, then 
kt(t)<p+/? as t+ co. 
2(b) ZfG(u)<B or zfG(x(t))<fi us t+co, then z?*(t)<b*+28 US 
t+co. 
Proof Putting lgl < /? in (2.1.1) we get rj + Arl G/J + j?. Multiplying this 
by e”( = exp At) and integrating from t = r to t = s > r we get 
Iv(s) e”“< lq(r) enr + (p + fl)(e”” - e”‘). (2.2.9) 
Dividing (2.2.9) by eh and letting s --, CO (r fixed) we get 2(a) of the result. 
The inequality (2.1.1) with (2.2.8) leads to 
$ (q* + 2G) + 12(q* + 2G) < Ib* + 12G, G = G(x). 
Multiplying this by e”‘, integrating from t = r to t = s > r dividing by ens 
and letting s + 00 (r fixed) we get 
q*(s) + 2G(x(s)) < b* + 2Ae-“” 
s 
’ e”“G(x(u)) du 
I 
<b*+28 as s+cc (2.2.10) 
which is (2b) of the result. 
A very useful general property of the solutions of (1.1.1) coming out of 
the above proof is 
(3) Zf Jg(x( t))l < fi throughout r < t 6 s, then (2.2.9) holds, and, a for- 
tiori, 
W) G Mr) + P + B. (2.2.11) 
For, on dividing (2.2.9) by ens and taking upper bounds we get (2.2.11). 
It is easy to see that 
(4) Each (x(t),a(t)) t’f su 1s les at least one of the three relations: 
Idx(t))l GP as t-, *; (2.2.12) 
x*(t) is monotonic us t + 00; (2.2.13) 
(i) a(t) changes signs infinitely often as t + co, 
(ii) g(x(t)) > p infinitely often us t + 00. (2.2.14) 
This result gives a basis for a classification of the solutions of (1.1.1). 
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2.3. Hypotheses (1.1.2) and (1.1.3) are basic throughout this paper. 
Some or all of the following statements will form parts of the hypotheses in 
the deductions we make from Theorem 1: 
w(u) ’ 0 when Ill 2 P; (2.3.1) 
v>O exists such that /g(u)1 2~1 when 1~12 v, and such that 
Ig(u)l <P when I4 < v; (2.3.2) 
[g(u)1 6~ implies IuJ <p’, a constant. (2.3.3) 
When (2.3.1) holds then (2.3.2) is only partially satisfied. For, since 
(1.1.3) with (1.1.2)(vi) implies that sgng(u)=sgn u near u=O, it follows 
that (2.3.1) implies that 1 g(u)1 - p changes from negative to positive at 
least once as 1~1 increases from 0. Our main general deduction from 
Theorem 1 is 
THEOREM 2. If, subject to (1.1.2) and (1.1.3), we suppose that (2.3.1), 
(2.3.2), and (2.3.3) are satisfied then every solution of (1.1.1) is bounded 
(t + co). 
This theorem is a general summing up of the results of Section III 
grouped as follows: 
(a) Lemma (3.2)(l). 
(b) Lemmas (3.2)(2) and (3.2)(4). These imply that (x(t), i(t)) is 
bounded (t + co) if x2(t) satisfies (2.2.13) and g(u) satisfies (2.3.1). 
(c) Theorem 3 at end of (3.3). 
We use Theorem 2 as a sort of beacon in the analysis of Section III of 
this paper. 
III. DEDUCTIONS FROM THEOREM 1 
3.1. We suppose throughout this section that (1.1.2) and (1.1.3) are 
satisfied. We suppose that (x(t), x(t)) satisfies (1.1.1) and, ipso facto, 
satisfies (2.1.1). The symbols q, 1, p, B*, b* remain as defined by (2.1.2), 
(2.1.3), and (2.2.8). 
3.2. It follows from (2.2)(2)(a) that 
(1) If x(t) satisfies (2.2.12), then (x(t),a(t)) is bounded (t+ co), 
provided that g(u) satisfies (2.3.3). 
It follows from the same (2.2)(2)(a) that 
(2) Zf x’(t) is monotonic decreasing as t -+ oc), then (x(t), k(t)) is 
bounded (t + co). 
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For if x2(t) is monotonic decreasing (as t -+ co), then x2(t) is bounded 
(t -+ co) and ipso facto there is a constant /I such that Ig(x(t)l </I as 
t+co. 
It is easy to see that 
(3) Zfg(u) satisj?es (2.3.1) and if 
x(r) i(t)>0 inr<tds (3.2.1) 
and 
I&(t))1 2 P in r 6 t <s, (3.2.2) 
v(f) - v(r) + l(lx(t)l - Ix(r)1 ) < 0 in r 6 t Qs, (3.2.3) 
and hence 
1 lx(t) G 1 Ix(r)l + v(r) in r < t <s. (3.2.4) 
For, if (2.3.1), (3.2.1), and (3.2.2) are satisfied then g(x(t)) sgn x(t) = 
Ig(x(t))[ >p(, and it follows from (2.1.1) that rj(t)+IZq(t)<O; and when we 
integrate this we get (3.2.3) from which we get (3.2.4), since q(t) > 0. 
(4) If g(u) satisfies (2.3.1) and if x2(t) is monotonic increasing as 
t + co, then (x(t), x(t)) is bounded (t + 00). 
For, on letting s --t co, t -+ cc in (3.2.4) (keeping r fixed) we see at once 
that if g(u) satisfies (2.3.1) and if x2(t) is monotonic increasing as t --) cc 
then x2(t) is bounded (t + 00) and draw the conclusion from (2.2)(2)(a). 
3.3. The results of this subsection are for those solutions of (1.1.1) 
which satisfy (2.2.14). The results complement the results of the previous 
subsection to give Theorem 2. 
(1) Suppose that (2.3.1) holds, and that (x(t), x(t)) satisfies (2.2.14). 
Then 
(a) x2(t) attains extrema infinitely often as t + 00; 
(b) $a’ is a stationary value ofx2(t) such that Ig(a)l au, then a2 is a 
maximum of x2(t); (3.3.1) 
(c) zf a2 is a minimum ofx2(t), then [g(a)1 < ,u; and 
(d) I g(x(t))l - ,u changes signs infinitely often as t -+ 03. 
Proof: Part (a) of the result is obvious from (2.2.14). Suppose that u is 
a stationary value of x(t) such that Ig(a)l 2 p at t = q5 so that y(t) =x2(t) 
has a stationary value a2 > 0 at t = q5 with x(4) = 0. Then, by (2.2)( 1 ), 
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= 2a( -g(a) + mh(a, 0, 4)) by (l.l.l), 
d -2ag(a) + 2s Ial by (1.1.2)(iv); 
and so, since p > 2s (by (2.1.3)), we have jj(#) < 0 when g(u) satisfies (2.3.1) 
and /g(a)1 B p. This proves part (b) of the result, and hence parts (c) and 
(d). 
Let us say that a sequence (t,) is a positive divergent (p.d.) sequence if 
(4 tr+l > t, > 0 for each r in (1, 2, 3,...) and 
(b) t,+co as r--rco. 
The following is an immediate consequence of (1): 
(2) Suppose that g(u) satisfies (2.3.1) and (2.3.2). Suppose that 
(x(t), x(t)) satisfies (2.2.14). Then corresponding to every N> v such that 
x*(t) > N2 infinitely often as t + co, (3.3.2) 
there are a number u* B ,u and three p.d. sequences (0,), (4,), (II/,) (all four 
depending on N) with the following properties: 
(4 Ix(~Jl = IxW)I = N; 
(b) 44,) i(h) = O>x(h) z 0; 
(c) x(t)x(t)>Ofor UN 8,Gtr<,; 
(d) x(t)R(t)<Ofor all b,<t<$,; 
(e) Ig(x(t))l>yfor all8,<t<$,; 
(0 I&(t))l Gp*for ~llti,<tdO,+~; 
(g) {t:t>ei)=u::y (t:era<e,+,). 
(3.3.3) 
This result is a statement of fact, since, by (3.3.2) with (3.3.1), the 
function x2(t) - N2 changes signs infinitely often as t + co, and so, the p.d. 
sequence of the zeros of x2(t) -N* at which x2(t) - N* changes from 
negative to positive has the above description of (0,); the p.d. sequence of 
the zeros of x2(t) - N2 at which x*(t) - N* changes from positive to 
negative has the above description of (#,); and, by (1 )(b), the values of t as 
t + co at which x*(t) attains maxima above v2 form a p.d. sequence ($,) as 
described in the result. 
From (3.3.3)(a), (c), and (d) and (3.2.4) we have at once the key relation 
(h) A Ix(h)l d AN+ de,). (3.3.3) 
A value of N for which (3.3.2) is satisfied is v. If x(t) is not bounded 
(t -+ co) then any number greater than v is a value of N for which (3.3.2) is 
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satisfied. As was stated in (2) the sequences (d,), (b,), ($1) depend on N. 
Let us set the sequences 
(a) {de,); r = 1, 2,3,...} = JW), 
(b) {Ix(f$)l;r=1,2,3 ,... )=X(N). 
(3.3.4) 
Since if E(N) is bounded so is X(N) (see (3.3.3)(h)) it follows from 
(2.2)(2)(a) that 
(3) Zf E(N) is bounded, then x(t) and (x(t), i(t)) are bounded 
(t + co). 
It will now be proved that 
(4) E(N) is bounded. 
Our proof of this result is a very simplified modification of the analysis of 
Cartwright and Littlewood in [4]. 
Proof of (4). Let us set 
T,=($,<t<8,+,). (3.3.5) 
We spread this proof over the three lemmas (a), (b), and (c): 
(a) Zf there is o in T, such that rj(o) B 0, then 
we,+ 1) G 2P + 2P(*. 
For, if there is such a CT, then &r(o)<p+p* (by (2.1.1) and (3.3.3)(f)) and 
moreover, 171(0 r+ 1) 6 MO) + P + P* (by (2.2.11 )I. 
(b) If vj(t) < 0 throughout T,, then 
(i) there is t=<, in 4,<t<1+9~ such that d({,)=O, rj(t)<O 
throughout 5, -C t < 8, + 1 ; 
(ii) there is just one t = [, in T, such that x([,) = 0, and con- 
sequently, such that 
x(t) R(f) < 0 in *, G t-c l,, 
x(t) i(f)>0 inini,<t<tl,,,. 
(iii) either 
or 
or 
(3.3.6) 
(3.3.7) 
(3.3.8) 
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Part (i) of this result follows at once from (3.3.3)(b), (c), and (d). Part 
(ii) follows from the fact that x2(t), by (3.3)(l)(b), has at least one 
stationary value in T, and x2(t) has no stationary value in T, for which 
q(t) = 0 since q(t) is never negative and Q(t) < 0 throughout T,. To prove 
part (iii) we proceed as follows: Multiplying (2.1.1) by q and integrating 
from t=8, to t=Or+l we get 
GP I 
%+I 
vl dt 
6 
= 2P Ix(4r)l by (3.3.3)(aHd), 
and (b)(ii) of this proof; 
G Gw~) de,) + 2PN by (3.3.3)(h); 
where 
s 
e, I=1 q*dt+J, 
6 
where 
J=1 q2 dt 
= hv,+ ~IX(~,I + ~1 by (b)(ii) of this proof; 
and so we have, on setting 
l-45,)1 = MN, 
v’(e,+ I I- vl’(e,) + 2h Nrl(e,+ I) - (4pLll) de,) 
d -2N(lr1(0,+ 1) - 2~)). 
(3.3.9) 
(3.3.10) 
It follows from (3.3.10) that if (3.3.6) is not satisfied, then 
de,+ I I- &-c) + 2~mM%+, I- (4~/1) de,) < 0. (3.3.11) 
It follows from (3.3.11) that if 
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then 
and, ipso facto (3.3.7) is satisfied; and if 
2AmN d 4~11, 
then the relation (3.3.9) gives 
lx(L)1 G w2 
which with 
and (2.1.1) gives (3.3.8). This completes the proof of (iii) of (b) of this proof 
of (4). 
Since 
Ix(t)1 G 1x(5,)1 
throughout 
so that by (2.2)(3) the relation (3.3.8) implies that 
where 
P* = max I &)I in IuI Q 2,u/A2, 
we conclude from (a) and (b)(iii) of this proof of (4) that 
(c) For each r in (1, 2, 3 ,...) either (3.3.7) takes place or 
where 
lq(e,+ 1) 6 max(2p + 2p*, 21.4 + W*), (3.3.12) 
takes place. 
B* =max I&4 in IuI < 2p/A2, 
We are near the end of this proof of (4). For, if (3.3.12) never takes place 
after r = p, say, then, by (c) of this proof, 
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tends to a finite positive limit as r + co; and if (3.3.12) takes place once at 
r = p, say, then, by (c) of this proof, (3.3.12) takes place at each r > p. This 
completes the proof of (4). 
Summing up the results (2), (3), and (4) (of this subsection) we obtain 
THEOREM 3. If, subject to (1.1.2) and (1.1.3), we suppose that g(v) 
satisfies (2.3.1) and (2.3.2), and that the solution 
(x(t), i(t)) 
of (1.1.1) satisfies (2.2.14), then 
(x(t), a(t)) 
is bounded (t -+ CD). 
IV. THE EQUATION i+k&i)f(x)i+g(x)=~&i) h(t) 
4.1. In this section we study a special case of (1.1.1) in which 
hypotheses (2.3.2) and (2.3.3) are not necessarily satisfied: The case is the 
equation 
where 
2 + kcj(R)f(x) i +g(x) = qb(..t) h(t), (4.1.1) 
(i) k > 0, E > 0 are parameters; 
(ii) d(u) 2 l,f(u) > 0; 
(iii) Ih( d 1, 1s;; h(t) d<l </I, a constant; (4.1.2) 
(iv) sgn g(u) = sgn 24; 
(v) 4, f, g, h are continuous functions of their arguments shown in 
(4.1.1). 
THEOREM 4. Zf; subject to (4.1.2), 
(i) IF’(u)1 + cc us (~1 + co, where F(u)=J;;f(t) d<, 
(ii) 1 < 4(u) < I, a constant; 
and 
(4.1.3) 
every solution of (4.1.1) satisfies Ii1 < v, a constant, us t --) 00; (4.1.4) 
then every continuous solution (x, a) = (x(t), a(t)) of (4.1.1) is uniformly 
bounded (t + CO ) with 
k IF(x)1 G 40 + 4&/I, Ii1 < u ast+co. (4.1.5) 
BOUNDEDNESS OF SOLUTIONS 441 
4.2. PrOof of Theorem 4. Dividing (4.1.1) by #(CC) and setting 
(ii) (4.2.1) 
(iii) H(u) = j: h(t) &, 
we transform (4.1.1) to 
b(i) $ [O(i) + kF(x) - &H(t)] = -g(x) 
and then to 
(a) y=kF(x)+R, 
(b) R = @(it) - @(i(6)) - kF(x(B)) - &H(t) + EH(~), 
(c) Y(e) = 03 
(4 #G’))‘= -g(x). 
Suppose that the hypotheses of Theorem 4 are satisfied and that 
(4.2.2) 
(4 a) = (x(t), i(t)) 
is a continuous solution of (4.1.1). It is easy to see that there is a T > 0 such 
that 
IRJ < 2u + 2.$ + k IF(x(0))) for all t 2 8 > T. (4.2.3) 
For, from (4.2.2)(b) with (4.1.2)(ii), and (4.2.1)(i), and (4.2.l)(iii) with 
(4.1.2)(iii) we have 
JRI < If1 + la(e)1 + 2.g + klF(x(B))I; 
and hypothesis (4.1.3) implies that there is T>O such that every solution 
(x, a) of (4.1.1) satisfies IfI <u for all t Z 8 > T. 
Multiplying (4.2.2)(a) by d(i)y we get 
d(a) ~9 - d(a) RY = W(i) M(x) 
= -kF(x) g(x), by (4.2.2)(d), 
GO by (4.1.2)(ii) and (iv), 
and (4.2.l)(ii); 
505/58/3-IO 
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and so, by (4.1.2)(ii), we have 
y,’ < Rj. (4.2.4) 
It follows from (4.2.4) that Jyl < /RI throughout the set 
{t > 8: y(t) )j(t) 2 O}; and so, since the set 
( y2: t 2 8, y(t) j(t) 2 O} contains the set { y2: t > 8, y2(t) B y2@q}, 
it follows that IyI < /RI whenever lyl z Iy(0)l; and so, it follows from 
(4.2.2)(c) that I yl d IRI for all t > 8. Combining this with (4.2.2)(a) we get 
k IW)l G 2 IRI 
which combines with (4.2.3) to give 
for all t 2 8, 
k IF( 6 4u + 4&P+ 2k IF(x(O))( for all t k 8 > T. (4.2.5) 
The conclusion is at hand. For, (4.2.5) implies that all the solutions of 
(4.1.1) are bounded (t --, oc, ), but not necessarily uniformly. So, when we 
divide (4.1.1) by d(x) and integrate from t = 6’ to t = 4, divide by 4 and let 
4 -+ co, 0 fixed, we get 
and so, since d(x) satisfies (4.1.4)(ii), we conclude that there is a p.d. 
sequence (t,) such that either g(x(l,)) = 0 or g(x(t,)) -+ 0 as Y + cc. So, we 
can suppose that x = x(t) started its journey at t = 8 = t, and conclude from 
(4.2.5) with (4.2.l)(ii) that 
k I F(x)/ < 4v +4&B as t+co, 
as asserted by Theorem 4. 
4.3. Suppose that (4.1.2) and (4.1.3) are satisfied, and thatf(u) 3 1. 
Multiplying (4.1.1) by x and taking bounds we get 
if + kit2 + ig(x) < ~1 IfI, 
which is, since q = (xl, 
qrj + kr] + ig(x) d 61~ 
or 
Ij+k+g(x)sgni<sZ 
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or (2.1.1) with k for A, and ~1 for /.L So, it follows from (2.2)(2) that every 
solution (x, a)= (x(t), x(t)) of (4.1.1) satisfies kg<sl+p as t-i 00 if 
Ig(u)l <p or kfj<2~Z+k(2q)‘/* as t -+ cc if G(U) < q. Combining this and 
Theorem 4 we get 
THEOREM 5. Suppose that (4.1.2) and (4.1.3) are satisfied, that 
f(u) B 1, 
and that either 
Ig(u)l <p a constant or G(u) < q, a constant. 
Then every solution of (4.1.1) is uniformly bounded (t -+ 00) with 
k Ix) < 4(&l+p)/k + 4&lp, kI1I<El+p as t-+oO iflgl<p 
or 
k I4 < 8&l/k + (2q)“* + 4&zq, 
k Ii-( < 2&l+ k(2q)“* as t --) co fG(u) <q. 
V. A GENERALISATION OF EVEN ORDER 2s > 2 OF RALEIGH'S EQUATION 
5.1. A generalisation of even order 2s > 2 of Raleigh’s equation 
(Sect. 1.1) is the system 
i$ + k,f,+ ’ + g, = E,h, 
where the basic hypotheses are 
(r = l,..., s), (5.1.1) 
(i) the k, > 0, E, > 0 are parameters; 
(ii) each n,> 1 is a rational number whose denominator is odd and 
positive; 
(iii) each fr =fi(x, ,..., x,, x1 ,..., is, t) 2 1; 
(iv) each I h,l = Ih,(x, ,..., x,, i ,,..., ii-,, t)l < 1 + $‘+-*; (5.1.2) 
(v) each g, = g,(x,); 
(vi) the fi, g,, h, are continuous functions of their arguments shown 
in (iii), (iv), and (v); 
each G, > 0, where G, = G,(x,) = s” g,.(u) du. (5.1.3) 
0 
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In the following subsections we indicate a method by which some of the 
results for (1.1.1) established in the previous sections can be extended to 
results for (5.1.1). 
5.2. Let us (in imitating the analysis of Sect. 2.2 from (2.2.1) to the 
end of the proof of (2.2)( 1)) use 
(x,2 4) = (x,(t), 4(t)), r = l)...) s, 
to denote a solution of (5.1.1) such that 
(xr, 4) = (4, b,) at t = 0; 
and set 
co, = o,(t) = iii-f + G,(x,). 
Differentiating this with respect to t and combining the result with (5.1.1) 
we get 
ti, + kJi$- = E&h, < EJ,( 1 + yl?-*) by (5.1.2)(iv), 
where 
This relation leads to 
24,+k,q9-’ + %AxJ w  .% G P,, 
where pr is defined below, just as the relation after (2.2.2) led to (2.2.6), 
and then (in exactly the same way (2.2.6) led to Theorem 1) to the follow- 
ing s-analogue of Theorem 1: 
THEOREM 6. Every solution of (5.1.1) satisfies 
r = l,..., s, (5.2.1) 
where 
and 
(i) 2, = +k,(B,*)‘- 1/(2nr- 1) 
(ii) p,=k,Bf, 
(iii) B,* = 2&,/k, -t (2c,/k,.)*“~- ‘. 
(5.2.2) 
(5.2.3) 
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The continuability of the solutions of (51.1) in 0 < t < cc is asserted by 
the following s-analogue of (2.2)( 1): 
(1) {(x,, a,), r = l,..., s} is c.d. with respect to a,, b,, k,, E,, t 
(r = l,..., s), in the set 
a3 + b; < 00, q/k, < co, 0 < t < 00 (r = l,..., s)}. 
This result follows from Theorem 6 in exactly the same way the result 
(2.2)( 1) followed from Theorem 1. 
Since the system (52.1) is a system of s unlinked differential inequalities 
each of which (without the suffixes and asterisks) is (2.1.1) it is clear from 
Theorem 6 with Theorem 1 that all the results for (1.1.1) which depend 
only on Theorem 1 hold, mutatis mutandis, for the system (51.1). One 
such result is (1) above. Another such result is the following s-analogue of 
Theorem 2: 
THEOREM 7. Suppose, subject to (5.1.2) and (5.1.3) with (5.2.3), that for 
each r in (l,..., s), 
%r(U) ’ 0 when IgAuN 2~; 
that 
v,>o exists such that Ig,(u)l > pr when IuI > v,, 
and such that 
I g,(u)1 < Pr when Iu( <v,; 
and that 
IiL( 6% implies (u( <pi, a constant. 
Then every solution of (5.1.1) is bounded (t -+ co). 
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