The first exact spiral cone-beam CT reconstruction algorithm was developed by Katsevich [1] [2] . Recently, implemented the algorithm numerically. Although the method is very promising, the computation is very intensive. It requires huge amounts of computational time. Recently, people [5] [6] began to parallelize the algorithm for achieving high performance computing (HPC). This paper presents a performance analysis of the parallel Katsevich algorithm [5] by developing an analytical expression to evaluate the performance of the algorithm parallelism. The results from the analytical model and numerical experiments are compared in a fare agreement. The analytical model provides a useful tool to estimate HPC benchmarks in the parallel Katsevich algorithm.
INTRODUCTION
X-ray computed tomography (CT) is an important medicalimaging modality where projection data are used to reconstruct a cross-sectional or volumetric image of a patient. Spiral cone-beam CT is a promising technical breakthrough in medical imaging. In a spiral cone-beam CT system, a data acquisition system consisting of an X-ray tube and a multi-row detector bank rotates while the patient is moved into a scanner gantry [7] . Relative to the patient, the X-ray source scans along a helix and generates cone beam X-rays through the object. The attenuated X-ray signals are then recorded on the detectors placed on the opposite side of the patient.
Although the mechanism of spiral cone-beam CT seems simple, the cone-beam dissection's divergence and the longitudinal truncation of projection data make the exact image reconstruction far from trivial. A landmark algorithm, contributed by Feldkamp et al. [8] , allowed approximate reconstruction from cone-beam data collected along a circular trajectory. Wang et al. [9] primarily developed a generalized approximate Feldkamp algorithm that is excellent in terms of efficiency and parallelism. A breakthrough was made in 2002 when Katsevich derived a filtered backprojection (FBP) algorithm that is similar to the Feldkamp algorithm but performs exact image reconstruction [1] [2] . Lately, Yu et al. [3] [4] successfully implemented the Katsevich algorithm. The computation of Katsevich algorithm requires significant amount of computational time, especially for large dataset. From the computing perspective, people began to parallelize the Katsevich algorithm by using multiprocessor systems [5] [6] .
A parallel computing machine can be either a single Symmetric Multi-Processing (SMP) system with multiple built-in processors sharing a common memory or a cluster of inter-connected computer processors with distributed memories, or a cluster comprised multiple workstations networked by a LAN. In analysis of parallel computing, a processor participating in a computational process is called a processing element (PE). An overall computational task is typically partitioned into multiple sub-tasks, and the associated data is sent to different PEs through an interconnection (with an internal switch) or a networked connection (with an external switch). After the sub-tasks are completed, the results are assembled by a master PE to obtain the final result. The partition is also called parallel decomposition. Parallel decomposition algorithms influence the final performance of computing. The parallel computing technology has been successfully used in several medical applications involving image reconstruction. Many parallel algorithms have been developed. For example, Raman [10] developed a parallel Filtered-Backprojection (FBP) algorithm implemented on the Intel Paragon system with 16 processors and the Connection Machine (CM5) system with 32 processors. The parallel performance was compromised by a large communication overhead, giving a speedup of about 4 on Intel's Paragon and 1.36 on CM5, respectively. In the early 1990s, some parallel Expectation-Maximization (EM) algorithms were proposed [11] [12] . The parallel implementation was directly based on the conventional EM algorithm with various domain partition techniques [13] [14] . Ordered-Subset techniques were also used to further speed up the iterative reconstruction [15] . Recently, Johnson and Sofer investigated various parallelisms in image reconstruction [16] . An OSC (Ordered-Subset Convex)-based parallel statistical cone-beam X-ray CT algorithm was proposed based on shared memory [17] . This algorithm employed two parallelization techniques: (1) processing all the projections within one subset in parallel (OSC-ang), and (2) dividing the whole volume into various parts and reconstructing them in parallel (OSC-vol). Both the techniques rely on re-projection/back-projection operations heavily. The second parallelization strategy is suitable for distributed memory systems. It was also found that the optimal choice of the OSC-ang and OSC-vol specifics depended on the dataset size [17] . The paradigm of using multiple parallelization techniques is effective to reduce the communication cost during data transferring. This paper highlights a parallel Katsevich algorithm developed by the authors [5] . It focuses on the analysis of parallel performance in terms of data communication, latency impact, and data-size influence. The analytical results are compared with numerical experiments to demonstrate the validity of the analytical expression for evaluating performance benchmarks. In the following sections, the Katsevich algorithm and numerical implementation are briefly outlined. The data decomposition and communication in the parallelism are summarized. An analytical expression in terms of data-size, bandwidth, and to evaluate the performance speedup is derived. The results using the analytical expression and numerical experiments are compared and discussed. A conclusion is given followed by a proposed future work.
KATSEVICH ALGORITHM AND ITS NUMERICAL IMPLEMENTATION

Katsevich theorem
As shown in Fig. 1 s  is an angular parameter, and are the pitch and radius of the locus. In a practical CT system, a patient is moved through the gantry, while the X-ray source rotates around the patient. Relative to the patient's position, the trajectory of the X-ray source can be viewed as a helix. In reference to the expresses and notations in [5] , Katsevich's reconstruction formula can be expressed as
The detailed expresses and notations can be found in [5] . 
Numerical Implementation
As illustrated in Fig. 1 , a local coordinate system on a planar detector is formed to numerically implement Katsevich's formula [3] . The cone-beam projection data is measured using planar detector arrays parallel to 1 
consumed in the second step. The detailed expressions and numerical results can be found in [3] [4] [5] .
DATA PARALLELIM AND IMPLEMENTATION
Since the accomplishment of a 3-D image reconstruction requires a great amount of time, the authors designed the algorithm's parallelism using data decomposition.
As described above, the two major computation procedures are required to accomplish the Katsevich algorithm for medical image reconstruction: filtration and back-projection. In filtration, the major computation time is used to calculate various numerical differentiations. The projection data from different views (say n views) with corresponding angles can be distributed to multiple PEs and to be processed in parallel. The computation of the derivatives requires partition the projection data so that the data from several view angles can be sent to the same PE for instructions. Therefore, how to decompose projection data be distributed to each PE is a key issue. In our design, each PE processor gains equal amount of projection data based on its computing capacity. Since the PC cluster is a homogenous system, the projection data are just partitioned evenly, as shown in the The backprojection process is in a voxel-driven format. The reconstruction of each voxel can be independently performed, requiring a large amount of computation. Therefore, the volume is also partitioned over the PEs consistent to their processing capabilities. Each PE reconstructs corresponding voxels, as shown also in Fig. 2 .
In the overall parallel computing processing, the projection data is first partitioned and distributed over all the PEs. After each PE receives its assigned projection data, it independently performs the filtering operation. Once each PE accomplishes its filtering operation, it sends the filtered data to all the PEs. Once each PE received all filtered data from other PEs, it independently performs intensive backprojection on partitioned voxels. Finally, the backprojected data are collected on a master PE which gives out the final reconstructed image.
PARALLEL EXPERIMENTS AND NUMERICAL RESULTS
System hardware and software
The parallel Katsevich algorithm was implemented on a Microway 64-bit AMD-based Opteron HPC cluster with 16 nodes. Each node has two processors (PEs) and 4 GB memory. The system is located at Medical Imaging High Performance Computing Lab (MIHPC Lab) in the University of Iowa. The total system storage is 8 TB for the archiving and retrieval of high-resolution images. The program is in C, compiled by the Porland C compiler with Message Passing Library (MPI). The program invokes MPI functions, such as sending, receiving, broadcasting, and collecting.
Data preparation
The parallel implementation of the Katsevich algorithm was evaluated by reconstructing the 3-D Shepp-Logan phantom [17] . The spiral cone-beam projection data was collected with a planar detector, as shown in Fig. 1 ) were used to measure the performance (mainly speedup and efficiency) and to study the effects of data size, data transfer rate, etc. The double precision format was used for expressing the projection data and image data.
Results of parallel computations
projection filtering backprojection collection
PE1
The measured computational time for volumes of 128 3 , 256 3 , 384 3 and 512 3 voxels, (Case I, Case II, Case III, and Case IV) respectively, are plotted in Fig. 3(a) . The detailed data are available in [5] . The results show that the reconstruction time significantly decreases with the increase of the number of PEs. The benchmarks of a parallel algorithm are given in terms of a speed-up p and a parallel efficiency , where n p (or N) is the number of processors,
T is the total execution time when one processor is used, np T is the total parallel execution time when N processors are used. The speed-up was calculated and plotted in Fig. 3 (b) with the number of processors in each of the four datasets.
The parallel efficiencies in the Cases I, II, III and IV with respect to the number of processors are plotted in Fig. 3(c) . It is noticed that the efficiency curve for the first case stays below the ideal efficiency curve and decreases relatively rapidly, whereas the curves for the other cases descend slowly and are close to the ideal efficiency curve.
In addition, the efficiency curves for the latter cases show a common wavy pattern, in which the efficiency decreases first, then increases and finally decreases again. In the region 1, where the number of PEs ranges from 1 to 5, the parallel efficiencies for these cases decrease. In the region 2, the efficiencies increase with the increase of the number of PEs. The curves reach their peaks when the number of PEs is about 16. In the region 3, also called the post-peak performance region, the efficiencies decrease again as the PEn Master PE number of PEs further increases. The appearance of the super-linear effect (the behavior in which the speed-up is greater than the ideal linear speed-up) is due to the fact that, in the multiprocessor system, the memory usage associated with each PE is less than that in the single processor system [18] . For example, during the backprojection process, each processor reconstructs a portion of the object, which only allocates a portion of memory. In the case IV, to reconstruct an object into a volume of 512 3 , at least 512 3 x8 bytes-1GB memory is needed for backprojection in a single-processor system. While in a multiprocessor system where n (n>1) PEs are used, the memory associated with each processor is 1/n of the memory (1GB). The impact of memory on the computational ability of PEs is responsible for its superlinear speed-up. Such phenomena are more evident with a larger dataset. That is why it appears more prominently in the cases II through IV.
The communication time constitutes a smaller percentage of the total reconstruction time as the reconstruction volume becomes larger. Hence, the parallel algorithm will be computationally more efficient when a large dataset is dealt with for higher resolution reconstruction. The ratio between the communication and computation time corresponding to different numbers of processors is also plotted in Fig. 3(d) . It shows that as the size of a dataset increases this ratio decreases, resulting in a higher performance. To obtain more efficient prediction, we removed outlier feature vectors. A feature vector is considered to be an outlier if the Mahalanobis distance between the feature vector and the mean feature vector of its class fall in the extreme distance 5%. We map each spectrum into three feature spaces: one with all 12 features, one with 8 features (four doubly and four singly charged), and one with 4 singly charged features only. Three predictors were trained in these three feature spaces for each dataset. The re-substitution method and bootstrapping method are used to evaluate their performance.
Validity Comparison
Finally, to verify the correctness of the current parallel implementation, the selected slices of the reconstructed In the bootstrapping method, the training dataset were randomly split 20 times with the ratio of learning dataset size to testing dataset size 80:20. The average correct rates Rp vs. Rn from the bootstrapping method are depicted in Figures 2 and 3 for TOV dataset and SPM dataset, respectively. For TOV dataset, the performance of three predictors is comparable in terms of Rp and Rn. However, for SPM dataset, the performance of the predictors with 12 and 8 features are comparable and clearly better than that with 4 features. 
Analytical study of parallel performance
The speedup of the parallel Katsevich algorithm can be analytically evaluated through a model. The model can be used to predict benchmark performance in terms of speedup and efficiency without conducting computations, and can be used to design a parallel CT reconstruction system. It is of great value to medical image reconstruction using the parallel Katsevich algorithm. A model can be derived based on the workflow of parallel data communications and various computations.
Let set m represent the total pixel size on a detector plane (in Fig. 5) . The m stands for partial amount of projection data on a detector plane. The m value is determined by a CT scanner. If one collects n perspective views of CT projection (see in Fig. 5) , the total projection data size P is equal to the product of m and n (i.e., P=m*n). The projection data unit is pixel. If one desires to generate a volume of reconstruction object in voxels, the value can be denoted as V.
At the initial stage, there is a time need to prepare initiation of the program, input or load projection data, dynamic allocation of memory, etc. on a master node. It can be expressed as
Usually, this amount of time is negligibly small compare with other communication times and computation times.
Once the projection data are prepared, the master node begins to partition the projection data and transfer the data to each computational node. There are N processors to participate a parallel computation task. If the total projection data (n*m) is decomposed evenly on a homogenous HPC system, each PE receives (nm)/N+2m, since the upper or lower layers need the information of the neighboring ones for calculating derivatives [3] [4] [5] . Therefore, each PE needs average communication time 
This is the time required to accomplish data communications between the master node to the working nodes. The transfer t is the time used to transfer a byte between two nodes (master and working nodes). It can be determined by the local or network bandwidth in the unit of byte per second. For example, a Gagabit switch offers bandwidth (BW) 128M byte/s data transfer rate. Therefore typically, t transfer =1/BW is about 10 -8 (second). If filter is the computational time required to filter a single projection data, the total computational time for filtration process on each processor can be approximately calculated as 
If bp stands for the time required to accomplish a "backprojection" for a single voxel, the total backprojection computational time 2 comp T used for backprojection on the whole voxels can be estimated as
where k is defined as the ratio of total image volume to total projection data, k=V/P (in unit of voxel/pixel). Finally, a communication is needed to transfer backprojected data to the master node for assembly the final reconstructed image. It can be calculated as 
Therefore, the total parallel time using N processors can be evaluated using the following expression 
Thus, the speedup can be expressed as 
Usually, the n is very large and order magnitude of 1,000-10,000, the second term in the denominator is a very small value, which can be neglected. The above expression reduces to 
where (2 ) transfer filter bp t kN t kt
Equation (18) gives a precise model to evaluate the parallel performance of the algorithm. The value  is a correlation factor that is determined by many independent variables. Through equation (18), one can discuss many influences on the speedup. The discussion is depicted as follows.
Influence by number of processors, N
It is very clear that the speedup is mainly determined by the number of processors, N, in a linear relationship, corrected by the  factor, if the k value is small, of if the byte transfer rate is small due to a fast bandwidth of intern-connection or networking. This explains why when N is small, the speedup appear linearly. When N increases, the speedup slows down. If N becomes a large number, for given k, filtering and backprojection algorithms, and bandwidth, the speedup reaches a limitation, i.e. (17) This phenomenon can be found in our experiments of image constructions on USA National TeraGrid, when we employed 800 processors. When the N reaches to a value of 200 processors, the speedup reaches to the ,lim n it which is about 300. In the current study, for the cases of reconstruction volumes V=128 3 and 256 3 , the total projection data P=3501*300*40 (m=300*40, n=3501), while for the case of reconstruction volume is 512 3 , the total projection data P= 7001*500*70 (m=500*70, n=7001). Therefore, the ratios k values are 0.049918, 0.39934, and 0.547827, respectively. Since the bp t is proposal to the number of projection views, n, The ratios of 
Influence by bandwidth
The correction factor is determined by the network bandwidth (in unit of bits/second), the ratios of image volume vs. the total projection data size, filtering time and backprojection time for each projection data and volume, respectively.
It is very interesting to see that the projection data described by m and n has no direct influence on the speedup. However, the speedup is influenced by the k value (ratio of final image volume vs. size projection data), time for filtering and time for backup.
The is determined by the inverse of the bandwidth, i.e., 1/bandwidth. Therefore, the bandwidth of network among processors is a very important factor which strongly influences the speedup. If the bandwidth is lower, the speedup will be decreased. If one has a fast bandwidth switch or network, the performance will be improved. If the bandwidth increases, the value decreases, and, the speedup increases. In a special parallel system, a bandwidth is more or less fixed. For example, in our study, we use NetGear Gaga switch and bandwidth is about 10-100 MByte/second; thus, the t transfer is about 10 -8 -10 -7 second.
transfer t
If the network latency is large, it impacts the final performance results. That is why in the parallel experiments, the results are so varying for each test, even for an interconnection. 
CONCLUSIONS
In conclusion, the parallel Katsevich algorithm for 3-D CT has been designed and studied. Our algorithm distributes the projection data and image sub-volumes to multiple PEs consistent to their computing abilities. The paper contributes a model which can be used to predict the high performance of parallel Katsevich algorithm. The analytical model accounts for the influences by bandwidth, ratio of commutations between filtering and projection, the ratio of projection data vs. final image volumes. The future work is planned to explore the clinical data and memory effect.
