Abstract: In this paper, we construct a simultaneous decomposition of five real quaternion matrices in which three of them have the same column numbers, meanwhile three of them have the same row numbers. Using the simultaneous matrix decomposition, we derive the maximal and minimal ranks of some real quaternion matrices expressions. We also show how to choose the variable real quaternion matrices such that the real quaternion matrix expressions achieve their maximal and minimal ranks. As an application, we give a solvability condition and the general solution to the real quaternion matrix equation BXD + CY E = A. Moreover, we give a simultaneous decomposition of seven real quaternion matrices.
Introduction
Let R be the real number fields. Let H m×n be the set of all m × n matrices over the real quaternion algebra H = a 0 + a 1 i + a 2 j + a 3 k i 2 = j 2 = k 2 = ijk = −1, a 0 , a 1 , a 2 , a 3 ∈ R .
For a quaternion matrix A, we denote the conjugate transpose, the column right space, the row left space of A by A * , R (A), N (A) , respectively, the dimension of R (A) by dim R (A) . By [12] , dim R (A) = dim N (A) , which is called the rank of the quaternion matrix A and denoted by r(A). It is easy to see that for any nonsingular matrices P and Q of appropriate sizes, A and P AQ have the same rank [34] . Moreover, for A ∈ H m×n , by [12] , there exist invertible matrices P and Q such that P AQ = I r 0 0 0 where r = r(A), I r is the r × r identity matrix. There is no need to emphasize the importance of matrix decomposition. Matrix decomposition is not only a basic approach in matrix theory, but also an applicable tool in other areas in mathematics. Many papers have presented different matrix decompositions for different purposes (e.g. [2] , [4] , [13] - [18] , [24] , [25] , [31] , [33] ). For matrix factorization, there are many kinds of decompositions, for instance, the generalized singular decompose ( [8] , [18] ), the restricted singular value decomposition of matrix triplets [32] , the decomposition of triple matrices which two of them have the same row numbers meanwhile two of them have the same column numbers ( [4] , [11] ), the decomposition of the matrix triplet (A, B, C) ( [13] , [15] , [26] ), the decomposition of a matrix quaternity in which two of them have the same column numbers, meanwhile three of them have the same row numbers [27] .
The research on maximal and minimal ranks of partial matrices started in later 1980s. Some optimization problems on ranks of matrix expressions attract much attention from both theoretical and practical points of view. Minimal and maximal ranks can be used in control theory (e.g. [5] , [6] ). Cohen et al. [10] and H.J. Woerdeman [28] - [30] Liu [16] obtained the maximal and minimal ranks of A−BXC using the restricted singular value decomposition (RSVD) of the matrix triplet (C, A, B). Liu and Tian [14] derived the maximal and minimal ranks of A − BX − CY using the QQ-SVD of the matrix triplet (C, A, B). Tian ([19] , [20] ) studied the maximal and minimal ranks of the matrix expression p(X, Y ) = A − BXD − CY E (1.1) using generalized inverses of matrices. Chu, Hung and Woerdeman [7] also considered the maximal and minimal ranks of (1.1). The aim of this paper is to revisit the maximal and minimal ranks of the real quaternion matrix expression (1.1) through a simultaneous decomposition of the real quaternion matrix array
Our method is different from the methods mentioned in [7] , [19] and [20] . We can derive the maximal and minimal ranks of the real quaternion matrix expression
We also consider the solvability condition and minimal rank of the general solution to the real quaternion matrix equation
Moreover, we also give a simultaneous decomposition of the real quaternion matrix array
which plays an important role in investigating the extreme ranks of the matrix expression A − BXE − CY F − DZG.
2.
A simultaneous decomposition of the real quaternion matrix array (5.1)
Now we give the main theorem of this section.
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Using I m 1 , I m 6 as the pivots to eliminate the blocks φ 1 , φ 2 , φ 3 , φ 4 , φ 5 , φ 6 , φ 7 , respectively, we obtain 
After
Step 7, we have established the decomposition.
3. Maximal and minimal ranks of (1.1) and (1.3)
As applications of Theorem 2.1, we in this section consider the maximal and minimal ranks of (1.1) and (1.3) over H. We also show how to choose the variable real quaternion matrices such that the real quaternion matrix expressions achieve their maximal and minimal ranks. Theorem 3.1. Let A, B, C, D, E be given quaternion matrices, and p(X, Y ) be as given in (1.1). Then
Proof. From Theorem 2.1, we can rewrite the expression p(X, Y ) in (1.1) in the following canonical form
Because P, Q are nonsingular, the rank of p(X, Y ) can be written as
Hence, 
Through the new notation, the matrix expression A − BXD − CY E can be rewritten as
where Z 1 , · · · , Z 7 are arbitrary real quaternion matrices. It is easily seen from (3.1) that
Now, we choose Z 1 , · · · , Z 7 such that Ω reach the upper and lower bounds in (3.2). There exist nonsingular matrices P 1 , Q 1 , P 2 , Q 2 such that
are arbitrary real quaternion matrices. Then we have
Then r(Ω) = a = r(A 3 ). The case r(A 7 ) ≥ r(A 3 ) can be shown similarly. Hence, max {r(A 3 ), r(A 7 )} ≤ r(Ω). Case 2. Assume that
where W 1 , · · · , W 17 are arbitrary real quaternion matrices. Set Then we have r(Ω) = m 2 + m 3 + m 4 . The case
can be shown similarly.
Case 3. Assume that r(A 3 ) + n 2 + n 3 + m 3 + m 4 ≤ min {m 2 + m 3 + m 4 , n 2 + n 3 + n 4 , r(A 7 ) + n 3 + n 4 + m 2 + m 3 } .
Then we have m 2 − a ≥ n 2 + n 3 and n 4 − a ≥ m 3 + m 4 . Set Then we have
The case
can be shown similarly. Hence,
It follows from Theorem 2.1 that
3)
Combining (2.2)-(2.6), (3.3) and (3.4), we can obtain the results.
Corollary 3.2. Let A, B, C, D, E be given, and p(X, Y ) be as given in (1.1). Assume that
By the method mentioned in the proof of Theorem 3.1, We can choose variable real quaternion matrices X and Y such that the real quaternion matrix expression attains its maximal and minimal ranks.
Corollary 3.3. Let A ∈ H m×n , B ∈ H m×k , C ∈ H l×n be given, and
By the method mentioned in the proof of Theorem 3.1, We can choose variable real quaternion matrices X and Y such that the real quaternion matrix expression (3.5) attains its maximal and minimal ranks.
×n be given, and f 2 (X 1 , X 2 , X 3 , X 4 ) be as given in (1.3). Then
Proof. Our proof is just similar to the proof in [23] . Note that
It follows from Theorem 3.1 that there exist X 3 , X 4 X 3 and X 4 such that the real quaternion matrix (3.6) attains its maximal and minimal ranks, i.e.
By Corollary 3.3, we can find X 1 , X 2 , X 1 and X 2 such that
be a linear matrix expression with four two-sided terms over H, where
Then,
Proof. Applying the method mentioned in Theorem 3.4 and Corollary 3.2, we can get the results.
Remark 3.1. Tian [22] derived the maximal and minimal ranks of (1.1), (1.3), (3.5) and (3.7) over C.
Minimal rank of the general solution to real quaternion matrix equation (1.4)
We in this section consider a solvability condition and the general solution to real quaternion matrix equation (1.4) . Moreover, we study the minimal rank of the general solution to real quaternion matrix equation (1.4) . 
In this case, the general solution to (1.4) can be expressed as 
Proof. It follows from Theorem 4.1 that the solution X in (1.4) can be expressed as
where A 1 , A 2 , A 4 , T 1 , V 1 are defined as in Theorem 2.1, and X 3 , X 5 , X 6 , X 7 , X 8 , X 9 are arbitrary real quaternion matrices. Since real quaternion matrix equation ( 
First, we consider the minimal rank of X. Applying Theorem 3.1 to (4.2) yields min BXD+CY E=A r (X) = min 
A simultaneous decomposition of seven real quaternion matrices
In this section, we give a simultaneous decomposition of the real quaternion matrix array
The proof will be given in another paper.
and G ∈ H q 3 ×n be given. Then there exist nonsingular matrices P ∈ H m×m , Q ∈ H n×n , T 1 ∈
2)
where The corresponding results and their applications will be given in another paper. The corresponding results and their applications will be given in another paper. 
Conclusions
We have established a simultaneous decomposition of five real quaternion matrices in which three of them have the same column numbers, meanwhile three of them have the same row numbers. Using the simultaneous matrix decomposition, we have presented the maximal and minimal ranks of the real quaternion matrix expressions (1.1) and (1.3). We have given a necessary and sufficient condition for the existence of the general solution to the real quaternion matrix equation (1.4) . The expression of the general solution to (1.4) has also been given when it is solvable. Moreover, we have derived the minimal rank of the general solution to the real quaternion matrix equation (1.4) . The results of this paper may be generalized to an arbitrary division ring (with an involutional anti-automorphism).
