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(1992) 197-21s. 
We investigate the structure of Thurston’s greedy canonical form for elements of the positive 
braid semigroup P,, and find a method to calculate the growth function of P,, The rationality of 
the growth of f’(:, is proved and the explicit growth functions for P, and P, are calculated. 
1. Introduction 
Growth functions of groups were introduced by Milnor in 1968 [S]. Let G be a 
finitely generated group. Let Z: be a finite generating set for G, and let 2 -’ be the 
set of inverses of elements of 2:. Then .Z determines a norm on G, called the word 
norm, defined by letting 1) gJJ be the minimal length of g E G as a word in C and 
2 -I. Let c, be the number of elements of G of word norm exactly 1. We define the 
growth series as f,(x) = 1 + c,x’ + . . . + c,x’ + . . . 
Examples of growth functions have been given by many people using different 
methods, and it has been shown that certain properties of a growth function are 
related to the underlying geometric or group-theoretic objects, see e.g. [l, 7, 91. 
Computations by Solomon [lo], Bourbaki [2] and Cannon [3, 41 have shown that 
fz(x) often can be expressed as a rational function of X. Cannon [4] studied 
growth functions for cocompact hyperbolic groups. If G is a cocompact hyperbolic 
group and ,I5 is any finite generating set for G, he showed that the coefficients c, of 
the growth series &(x) satisfy a linear recursion, and hence f’(x) is the power 
series of a rational function. He also computed some examples when G is a closed 
surface group or a compact hyperbolic Coxeter group. 
Correspondence to: P. Xu, Department of Mathematics, U-Y, University of Connecticut, 196 
Auditorium Road, Storrs, CT 06269-3009, USA. Email: xu@uconn.edu. 
0022.404Y/Y2/$05.00 0 19Y2 - Elsevier Science Publishers B.V. All rights reserved 
198 P. xu 
Inspired by these works, we became interested in the growth function of braid 
groups. To the best of our knowledge, there are no known results at this time. In 
this paper, we investigate the combinatorial structure of Thurston’s canonical 
form, described in [ll], for elements of a braid group B,,. Let P,, be the positive 
braid semigroup. For any element in P,,, his right-greedy canonical form g = 
g, . . . g,,, is defined so that each subword g, is the maximal element E D,,, 
satisfying g, * . . g, > g, in the sense of the partial ordering of the lattice structure 
of P,r. Here D,, = {g 1 g E P,, , g 4 A,,}, where A,, is the well-known minimal 
element in PI1 which achieves the complete reversal of the order of braid strings. 
We use the canonical forms to define a spanning tree for the semigroup graph, 
and then use it to give linear recursion relations which are used to calculate the 
growth of P,,. A linear system of parametric equations, whose solution gives rise 
to the growth of P,,, is identified. We show that the coefficient matrix is invertible 
in the field of fractions over Z[X, ~~‘1, and therefore the growth is rational. 
Since the size of the linear system is n! for P,,, the explicit solution seems 
difficult. We further identify a method to reduce the size of systems. For n = 3 
and n = 4, we then are able to solve the systems explicitly. The growth functions 
of P3 and P4 turn out to be beautiful. These growth functions in conjunction with 
their power series obviously suggest some interesting properties of those of P,, for 
general n. Some of them are still mysteries to us at this writing. Also, the attempt 
to obtain the growth function of B,, for general n has met an obstacle, namely, 
there is no existing solution to the problem of finding shortest representatives, 
which is ‘canonical’ in some way, for the elements of B,,. For the special case of 
PI = 3, we have achieved the above goal in [ 121 by using a presentation of B, with 
three cyclically symmetric generators. We believe that a deeper investigation of 
the structure of B,, would lead to the solution to the word length for an element of 
B, and then to the growth function of B,,. 
The paper is organized as follows. In Section 2 we introduce notation and 
preliminaries which are necessary for understanding Thurston’s canonical forms. 
In Section 3, the linear recursion relations among the growths of subsets of P,, are 
found by using a criterion for a positive word being in the right greedy canonical 
form. Then a system of parametric linear equations whose solution gives rise to 
the growth function f”“(x) of P,, is established and the rationality of f’“‘(x) is 
proved. In Section 4, the explicit growth functions of Pi and P4 are calculated, 
and some of their interesting properties are observed. We conclude the discussion 
with the conjecture that these properties hold for the growth of P,, for general n. 
2. Notation and preliminaries 
Recently Thurston developed in [ll] the finite state algorithms which have 
greatly improved Garside’s algorithms for word and conjugacy problems of the 
braid group B,, [6]. Thurston’s algorithms allow us to find a canonical form for 
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elements of the braid group B,, in quadratic time (in terms of the length of the 
initial word). The set of words in his canonical form is the regular set in the 
automatic structure of B,,. 
We follow the terminology and the notation of [ll]. Some lemmas in this 
section were mentioned or used in [ll] but not explicitly proved. We provide 
proofs for them here since they are important for understanding our method. 
Let H={a,,. . . ,a,,_, } be the set of generators in the classic presentation 
B,, = (a,, . . . , a,,_, (u,ui=uju,,~i-j~~2, 
fl,q+l a,=a,+,a;a,+,,l~i~n-2), (2.1) 
of the n-string braid group B,,. Each generator a, can be interpreted as crossing 
the ith string and the (i + 1)th string by putting the ith string in front of the 
(i + 1)th string. A positive braid is an element of B,, which can be expressed as a 
word in H. Obviously the positive braids form a semigroup. 
A positive word is a finite sequence of elements of H. Let P,, denote the 
semigroup generated by H, subject to the relations in (2.1) for the braid group 
B,, . It was proved by Garside [6] and Thurston [ll] that P,, is the same as the 
semigroup of positive braids, or equivalently, if two positive words define the 
same positive braids, then they are related by a chain of positive words connected 
by the defining relations. 
There is a canonical homomorphism from P,, to the symmetric group S,,, 
sending each generator U, to an adjacent transposition s;. There is also a canonical 
homomorphism from B,, to L, sending each a, to 1. As a consequence, word 
length is an invariant of P,,. 
The element A in B,, is a particularly important positive braid, which is used as 
the fundamental element in Garside’s algorithm. It is described physically by 
rotating the n-strings together 180 degrees counter-clockwise. Each string crosses 
each other string exactly once in A, so it can be represented as a product of 
n(n - 1)/2 positive generators. One such expression is 
Lemma 1 (Thurston). A positive braid with length n(n - 1)12 represents A if and 
only if it achieves a complete reversal of the order of the strings. Equivalently, a 
positive word represents A if and only if each string crosses each other string exactly 
once. q 
Associated with any semigroup are two partial orderings, < and >, where a -C b 
if there is some element c such that UC = b (a is a ‘head’ of b) and a > b if there is 
some element c such that a = cb (b is a ‘tail’ of a). 
Let D be the set of all positive braids which have representatives with the 
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property that each string crosses each other string at most once. The identity and 
A are two trivial elements in D. Obviously any g E D induces a permutation on 
strings. Conversely, for any permutation /1 E S,,, a unique positive braid g, which 
induces p can be physically constructed as follows: bring the nth string to the 
p(n)th position, then bring the (n - 1)th string around in front of the nth string to 
the F(n - 1)th position, and so on. We thus obtain a positive braid gP, in which 
each string crosses each other string at most once. When projecting g, onto a 
plane, we can always arrange the crossings to avoid triple points and more 
multiplicity points, then read out the braid word. Different words representing g, 
are related by a level preserving isotopy of the braid. Moreover, the braid 
crossings can be arranged so that higher numbered strings make their moves later. 
The unique word which satisfies this condition is called the canonical representa- 
tive of its element in D. Figure 1 shows the construction of a braid g, in the 
canonical form from the permutation p, where p = (: i : i z), and g, = 12132432. 
In general, the canonical form of an elements of D has the following format: 
g=c(l,I-,)c(2,rz),,.c(n-1,~,,~,), (2.3) 
wherec(i,r,)=a,a,_;..c,,,,+, andO<r,sifori=l,..., n-l. Whenr,=O, 
define c(i, 0) = 1. 
It follows from the above argument that there is a one-to-one correspondence 
between elements in D and those in the symmetric group S,,. Therefore the order 
of D is n!. We observe that the canonical form for elements in S,, , described by 
Bourbaki in [2], is the same as (2.3) but replacing a, by the adjacent transposition 
s,. We will abuse the language slightly so that when we say g E D, we also mean 
g E s,, 
If g E D, then g is determined by the set of order reversals the induced 
permutation imposes. That is, g is determined by R, = {(i, j) 1 i < j, g(i) > g(j)}. 
Lemma 2. Suppose R C {(i, j) 1 i < j, i, j E { 1, . . . , n}} is a set of pairs of inte- 
gers. Then R is the set of order reversals of some g E D if and only if it satisfies: 
6) If (4 j) E R and (j, k) E R, then (i, k) E R. 
(ii) If (i, j)@R and (j, k)$R, then (i, k)@R. 
Fig. 1. The canonical form g, constructed 
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Proof. First assume R = R, for some g E D. We need to prove (i) and (ii). If 
(i, j) E R and (j, k) E R, th en g(i) > g(j), g(j) > g(k), hence g(i) > g(k). It 
follows that (i, k) E R, thus (i) is proved. (ii) can be proved similarly. 
Conversely, suppose R satisfies conditions (i) and (ii). We can construct a 
permutation j_~ which realizes R as follows: For each j with 1 5 j 5 n, define 
j-1 
Y,m=~Y,l~ Y,+=,!+, Yjk, 
I 
where 
1, if (i, j) E R , 
%j = 0, if (i, j)@R , 
for any i,j with lsi<jsn. 
Define a permutation I_L on (1, . . . , n} as 
p(j)=j-yy+yJ, lsjsn. (2.4) 
We will show that p is a permutation whose set of order reversals is R. It suffices 
to show that Jo satisfies the following two conditions: 
(a) If (i, j) E R, then p(i) > p(j). 
(b) If (i, j)$R, then p(i) < p( j). 
Let I = j - i. Set 
j-l j-l 
1, = c Yik 1 1, = c, Yk, . 
k=;+l k=i+l 
(a) Suppose (i, j) E R. For each k with i < k <j, it follows from condition (ii) 
that either (i, k) E R or (k, j) E R. Therefore 
j-i=lSI,+l,+l. (23) 
Moreover, for each k with 15 k < i, if (k, i) E R, then (k, j) also E R. This 
follows from (i, j) E R and condition (i). Hence 
y; - y,- 2 1, + 1. cw 
Similarly, we have 
y,: - y,? 2 I, + 1 . (2.7) 
Combining (2.4)-(2.7), we obtain 
/J(i)-p(j)=(i-y; +r:)-(i-r;+r,+) 
=i-j+(y,-y-)+(y:-Y,+) 
2 -(I, + I, + 1) + I, + I, + 2 = 1 
so l-44 > /4 j). 
(b) Suppose (i, j)$Z’;iR. For each k with i < k 5 j, by (i) we have either 
(i, k)$R or (k, j)flR. Therefore 
j-i?/, +/,+I. 
Moreover, for each k with 15 k < i, if (k, i)$T’R, then (k, j)fZ’R by (ii), hence 
Similarly, we have 
so 
p(i) - p(j) 5 -(I, + I, + 1) + I, + I, = -1 , 
therefore p(i) < p(j). The proof of the lemma is completed. 0 
Remark. (ii) implies that if (i, k) E R, then for all j such that i <j < k, either 
(i, j) E R or (j, k) E R. Similarly, (i) implies that if (i, k)$ZR, then for all j with 
i<j<k, either (i, j)gR or (j,k)gR. 
Lemma 3. If g E D and R, 3 {(i, i + 1) 1 i = 1, . . . , n - l}, then g = A. 
Proof. By induction. When k - i = 1 (i = 1, . . . , II - l), it follows from the 
condition of the lemma that (i, k) E R,. Suppose (i, k) E R, for all (i, k) satisfy- 
ingk-i<r(n-l.Thenfor(i,k)withk-i=r,wehavej-i<randk-j<r 
for all j such that i <j < k. By the induction hypothesis we have (i, j) E R, and 
(j, k) E R,. It now follows from Lemma 2(i) that (i, k) E R,. We have thus 
proved that any two strings cross in g, therefore g = A. 0 
Lemma4. D={g(g<A}. 
Proof. Let D’ = {g ) g < A}. By the definition of D it is obvious that D’ C D. To 
prove D’ 3 D, suppose g E D and consider rev(g), the reverse of g, which 
is represented by the word obtained from g by reading backwards. If Rrcvcfil > 
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{(i, i+1) 1 i=l,..., n - l}, then by Lemma 3, we have rev(g) = A, hence 
g = A E D’. Otherwise we can find i,, such that (i,, i, + 1) @ Rrrv’R’, then 
gcr,, E D. Repeat this process until RrevCRC ,,,.,.,,,,) 3 {(i, i + 1) ) i = 1, . . . , n - l} 
for some r, then rev( gai,. . . a,,) = A, so ga,, . . . a,, = A, therefore g i A by the 
definition of the partial ordering i, so g E D’ follows. 0 
Lemma 5. Let g E D. Then (i, i + 1) E R, if and only if g = cr,g’ for some g’ E D. 
Similarly, (i, i + 1) E RlcvCR) if and only if g = g’q for some g’ E D. 
Proof. We prove only the first statement. The sufficiency is trivial. The necessity 
can be seen clearly from the way we construct g from j+, where if (i, i + 1) E R,, 
we can always ‘push’ the crossing of the ith and the (i + l)th strings to the 
beginning of the word. 0 
Lemma 6. R, C R, G b -C a. 
Proof. ‘C+’ is trivial. To prove ‘+‘, we need to prove that if R, C R,, then a = bc 
for some c E D. 
We regard a and b as permutations, then a-’ and b-’ are inverse permutations 
of a and b. Suppose j is the smallest number such that a-‘(j) # b-‘(j), i.e. we 
have b-‘(f) = a-‘(l) f or all I with I < j. Then we claim (1) a-‘(j) > b-‘(j), and 
(2) b-‘( p - 1) < b-‘(p) for p such that a-‘(j) = b-‘(p). 
Proof of (1). Suppose on the contrary, we have a-‘(j) < b-‘(j). Since j is the 
smallest number such that a-‘(j) # b-‘(j), there exists a k with k > j such that 
a-‘(k) = b-‘(j). It follows that a(a-‘( j)) = j, a(a-‘(k)) = a(b-‘( j)) = k > j, 
hence 
(a-‘(j), b-‘(j))@R, (2.8) 
On the other hand, we have b(a-‘( j)) > j. (For otherwise if b(a-‘( j)) = m <j, 
then b-‘(b(a-l(j))) = a-‘(j) = b-‘(m), which is in contradiction with b-‘(m) = 
a-‘(m) # a-‘(j). This together with b(b-‘( j)) = j gives 
(a-‘(j), bm’(j)) E R,, . (2.9) 
Now we observe that the combination of (2.8) and (2.9) contradicts with our 
condition R, 3 R,?. The claim (1) is proved. 
Proof of (2). Obviously, we have p > j. If p - 1 = j, then b-‘( p - 1) = 
b-‘(j) < a-‘(j) = b-‘(p) by (1). Now we consider the case when p - 1 > j. If the 
claim is not true, i.e. if b-‘(p - 1) > b-‘(p), then (b-‘(p - l), b-‘(p)) E R,. On 
the other hand, since a(b-‘( p - 1)) > j and a(b-‘( p)) = a(a-‘( j)) = j, it follows 
that (b-‘(p - I), b-‘(p))Y’R,, contradicting R, 3 R,. Thus claim (2) is proved. 
From the argument in the proof of (2), we can see that (b-‘( p - l), b-‘(p)) E 
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R,, - R,, . We may construct b’ = bu,,_, , then b’ E D, (b-‘( p - l), b-‘(p)) E R,. 
and R,, 3 R,,, 3 R,,. Continue this procedure until we get b”, such that b* = be, 
R,,. = R,, i.e. b* = a = bc. This proves b < a. Cl 
The partial ordering < imposes a lattice structure on D. That is, for any pair of 
elements g and h, there is a unique ‘largest’ element g A h, which is smaller than g 
and h, and a unique ‘smallest’ element s v h which is greater than g and h. There 
is also a complementation operator 1, defined by R,, = R, - R,. The following 
Lemma 7 shows how to obtain g A h. 
Lemma 7. We muy obtain g A h by constructing a set of order reversals R by 
recursion, namely, if i <j, then (i, j) E R if and only if (a) (i, j) E R, f? R,,, (b) 
for all k such that i < k <j, either (i, k) E R or (k, j) E R. Then R = R,,,7. 
Proof. Since R C R,q n R,z and (b) is a necessary condition for R being a set of 
order reversals for some element E D, by Lemmas 2 and 6, it would suffice to 
show that R satisfies (i) in Lemma 2, i.e., if i < k <j and (i, k) E R, (k, j) E R, 
then (i, j) E R. 
We prove it by induction. Suppose for all (i, j) with i < j and j - i < r, this 
condition is satisfied. We prove that when j - i = r, this condition is also satisfied. 
For any k with i < k < j, (i, k) E R and (k, j) E R imply (i, k) E R, n R,I and 
(k, j) E R,s f7 R,, according to (a). By (i) in Lemma 2, (i, j) E R, fl R,,. According 
to (b), it now suffices to prove that for any k’ such that i < k’ <j, we have either 
(i, k’) E R or (k’, j) E R. 
We can assume k < k’. Since (k, j) E R, by (b), we have either (k, k’) E R or 
(k’, j) E R. If (k’, j) E R, we are done. Otherwise we have (k, k’) E R. Then 
since (i, k) E R and (k, k’) E R, and k’ - i <j - i = Y, by induction hypothesis, it 
follows that (i. k’) E R as we required. 0 
Define R;, = R,? f’ {(1,2), (2,3), , (n - 1, rz)}. i.e. R,: is the set of pairs of 
adjacent strings which cross in g. 
Lemma 8. Let g and h be two elements in D. If RI, n R;, = 8, then g A h = 1 
Proof. By Lemma 7, we know that (i, i + 1) $Z’R,,, for each i E { 1, . . . , n - l}, 
since (i, i + 1) $R,G f7 R;, = 0. It follows from (ii) in Lemma 2 and an argument 
similar to that in the proof of Lemma 3, that (i, j)@RRAIz for any (i, j) with 
I 5 i <j 5 n. Therefore R,,,, = 0, and we have g A h = 1. El 
3. Combinatorial structure of Thurston’s RGF and the rationality of the growth 
of p,, 
This section contains our main result of this paper (see Theorem 11). We use 
the right greedy canonical form for a positive braid to develop a procedure for 
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computing the growth function of P,,. We prove that the growth function is 
rational, and that it can be derived from a system of linear parametric equations. 
Definition. A positive word W representing an element g # 1 
greedy canonical form (RGF) if it is expressed as a product 
w= w,wz... W,,,) 
in B,, is in the right 
where each W, E D - {l}, W, is the canonical representative of its element in D, 
and W, is the maximal element of D such that W, . . . W, > Wi. 
We may relax the condition that W, is the canonical representative of its 
element in D, and replace W, by the element it represents, say g;. The resulting 
form 
g = g, . . . g,,, 
is called the right greedy canonical form (RGF) of g. The definition for the left 
greedy canonical form (LGF) is similar. The following theorem which is due to 
Thurston establishes the uniqueness of RGF. 
Theorem 9 (Thurston). Each element g f 1 in P,, can be expressed uniquely in the 
right greedy canonical form 
g = g, . . . g,,, ’ 
where each g, E D - {l} and g, is the maximal element of D such that g, . . . g, >- 
g,. 0 
We note that the identity element g = 1 or g, = 1 is excluded in Theorem 9 in 
order to rule out padding the string with trivial elements at the beginning. 
Obviously, the factorization of g = 1 is trivial. 
The following lemma provides a geometric characterization of RGF, which is 
the key to the discovery of our procedure for computing the growth function of 
p,, . 
Lemma 10. A factorization g = g, ’ . . g,,, for a nontrivial element g in P,, is a RGF 
if and only if it satisfies the following conditions: 
(i) Each g, E D - (1). 
(ii) Any p ir f t a o s rmgs which are adjacent at the end of g, _ , and which cross in 
g,_ , must also cross in g, . 
To describe our proof of the lemma we first review briefly Thurston’s finite 
state algorithm for converting any positive word to the RGF. The finite state 
algorithm is related to the concepts of finite state automata (FSA) and automatic 
groups. See [ll] and [5] for more detailed discussions. 
Let W be a positive word representing g E P,,. If the factorization g = 
O,( g)S,( g) satisfies the condition that S,(g) is the maximal element in D such 
that g z S,(g), we say that the stare of g is S,(g). Obviously, the set of all 
possible states for all g E P,, is D. To find S,(g), we start with O,(l) = 1 and 
S,4( 1) = 1, then read input generators one by one. For any g’ E D, we define 
SAW4 = rev[( ia,) * (rev(g’))l~, 
and 
S,( g’h) = rev[(l/z) A (rev( g’))]h , for any h E D (3.1) 
(3.1) is equivalent to saying that S,( g’h) is the largest element in D with 
respect to the partial ordering > such that S,( g’h) > h but g’ > S,( g’h)h-‘. 
Geometrically this means that when we input a word h E D while the current 
state is g’. we ‘pull down’ as many crossings as possible from g’ to h such that the 
resulting subword is still in D. 
For g’ E P,,, we define 
S,(g’h) = S,,(S,(g’V) (3.2) 
and 
0,(&h) = O,~(g’)O,~(S,(g’)h) 
for any h E D. Thurston has proved that the final state S,(g) obtained by this 
procedure is the maximal tail of g. That is, g = O,( g)S,(g), where S,(g) E D is 
the maximal element in D satisfying g > S,(g). He has also proved that S,(g) 
does not depend upon the particular choice of the word W representing g. Of 
course, O,(g) can be further factorized by using the above procedure. By 
repeatedly applying the procedure, we will eventually obtain an RGF. It is clear 
that the number of the lattice operations (3.1) is at most f(1- 1)/2, where 1 is the 
word length of g. Therefore it is a polynomial time algorithm. 
We are now ready to prove Lemma 10. 
Proof of Lemma 10. By the definition of RGF, it suffices to prove that g = 
g, . . s,,,, where g, E D, is an RGF if and only if it satisfies (ii). 
The necessity is obvious. If there is a pair of strings adjacent at the end of gim, 
which cross in g,-, , but not in g,, then by Lemma 5, we have gim, = g:-,rr, for 
some a,. It follows that g, . . . g, = g, . . . g:_, Us g,, where ukgs, E D. So g, is not 
the maximal tail of g, . . . g,. 
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Conversely, if g = g, . . . g,,, satisfies (ii), we prove S,(g) = g,,, by induction. 
Clearly, we have S,(g,)=g,. Suppose S,(g,,. . . , g,_,)=g,_,, by (3.1) and 
(3.2) we have 
S*(g, . . . $5) = S,(S,(g, . . . g,-I)&) = S,(g,-IlLI 
= rev(ig, A rev( gi_,))g, 
By condition (ii), R:,,(,,_,, C Rb,, therefore R&,, fl Riebcg, _,) = 0. By Lemma 8, 
we have lg, A rev( g,_, ) = 1, it follows that S, (g, . . . g,) = gi. Thus we have 
proved that g = g, . . . g,,, is an RGF. 0 
Recall that if G is a finitely generated group and Z is a finite generating set, 
then the Cayley graph T(G; X) of the group G with respect to ,I? is a graph whose 
vertices are elements of G and whose edges are ordered pairs (u, w) of elements 
of G, where w = ur for some r E C or C -‘. The Cayley graph I’+(G’; C) of the 
associated positive semigroup G + is a graph whose vertices are the elements of 
G’ and edges are pairs (u, w) such that w = ur for some YE 2. Notice that the 
Cayley graph of a group or an associated positive semigroup depends upon the 
generating set C. 
For our purpose of calculating the growth function of P,, with respect to the 
generating set H, we consider a spanning tree of the Cayley graph r’(P,,; 0). 
Notice that the semigroup generated by D is the same as the semigroup generated 
by H, and r’(P,,; 0) can be obtained from T+(P,,; H) by adding edges connect- 
ing u and w, where w = uh for some h E D. By Thurston’s theorem, any positive 
element g of B,, has a unique RGF g = g,, . . . g,,78, where g,, E D is the maximal 
element in D such that g,, . . . g;, > g,!, for j = 1, . , m. This means that between 
any vertex g of r+(P,?; D) and the base point 1, there is a unique path 
(1 = u,,, g,,, u, , gi2, . , u,,,_, , ginz, u,,, = g) such that gi, . . . g ,,,, is an RGF. This 
then provides a spanning tree Tin r+, called the canonical spanning tree. We say 
g,, is a predecessor of g,,+, if (1 = u,,, . . , g,,, u,, g,,,,, u,+,) is a path in T. 
From now on we give the elements of D an order. We set D = {g, 1 i E f}, 
where the index set I is { 1, . , n!} since the cardinality of D is n!. Let li be the 
word length of g;, then 0 5 1,~ n(n - 1) 12 = N. Arrange the g,‘s so that if i < j, 
then Li 5 1,. Obviously, we have 1, = 0, I,,! = n(n - 1)/2 and g, = 1, g,, = A. 
For any g E D, we define 
Ri = {i 1 (i, i + 1) E RR} , Ri = {i 1 (i, i + 1) E R,,,,,,} 
(Here ‘b’ stands for ‘beginning’ and ‘e’ for ‘end’.) Lemma 10 asserts that a 
factorization g = g,, . . 
and only if 
. g;,,! of an element g of P,, with each g,, E D is an RGF if 
Ri, CR:! , for-j=1 ,..., m-l. (3.3) 
I //I 
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Let S’“‘(x) be the growth function of P,, with respect to the generating set H. 
Let Pi be the subset of P,, whose elements have g, as its last subword in the RGF. 
Let f,(x) be the growth function of Pi,. We have 
Notice that f,(x) = 1 is trivial. 
Define the set of predecessors of g, as 
According to Lemma 10, in the spanning tree T, at each vertex u # 1 in T with the 
last subword of u as g,, there is an edge (u, ug,) following (ug,‘, u) if g, E 
Pred( g,). (We also say that g, follows g,.) Also, the edge (ug, ’ , u) has at most 
one successor (u, ug,) for each g, E D since there is a unique vertex in T which 
represents ug, . Recall that i = f, ( ) x is a power series in x. From what we have just 
said, the following recursive linear equations are satisfied: 
f 
II ! 
$=1+x ~,,fi, fori= ,..., n!, 
,=2 
where 
0, if g,tlPred(g,) 1 
“11 = 1, if g, E Pred( g,) . 
(3.4) 
(3.5) 
(3.4) can be written in the form 
Xf=e+ Ef 
where E=(E,j)(,l!-,)X(,II-I) is the structure matrix of P,, , X = diag(llx’0, f= 
(f,, . . , f,,!)’ and e = (1, . . . , 1)‘. 
Notice that Ri,,, = Rf;,,,, = {1,2, . , n - l}, so Pred(g,,!) = { g2, . . . , g,,!}; 
therefore E,,!, = 1 for j=2,. . . , n!. It is also easy to see that E;,,! = 0 for 
i=2 ,..., n!-1 since R’:,,j8{1,2 . . . . . n - l} for i f n! by Lemma 3. Now (3.4) 
can be written as 
f 
,I ! I 
-$=1+ c &,,fi’ i=2 )...) n!-1, 
,‘I I ’ &+kf,. 
\x I=7 
(3.6) 
Those equations for i = 2, . . , n! - 1 form a system of n! - 2 parametric linear 
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equations in n! - 2 unknowns f2, . . , f,,!_, . We can write them in the matrix 
notation: 
Af’ = -e’ , (3.7) 
wheref’ = (f2,. . . , f,,_,)T, e’ = (1,. . . , I)‘, A = (a,,),,,I~Z)x(,,!-2), and 
1 &lj - 1 lx’< , i=j, Uij = “i, 1 i#j. 
Now it is clear that the coefficient matrix A is nonsingular in the field of fractions 
over .Z[x, X-‘1 since all entries in A are 1 or 0 except the diagonal entries, which 
when multiplied together yield a unique lowest degree term l/x’, where r = 
c:“;’ l,, in the expansion of det(A). Thus (3.7) has a unique solution for 
f2,. 3 f,!-1, and each f, is a rational function of x. We then solve f,,! according to 
the equation of (3.6) and obtain 
ft,! = 
x”(l +‘Yg -f;) 
lpx” . 
Finally, we have 
n’ml 
II ! 1+c f, 
f’“‘(x) = c i.(x) = 
,=l 
1 -‘=$ . wu 
This is a rational function. Thus we have proved the following theorem: 
Theorem 11. The growth function of the positive braid semigroup P,, is 
rational. 0 
4. Calculation of growth functions of P, and P, 
In this section we explicitly calculate the growth function of positive braid 
semigroups on three and four strings by applying the method given in the previous 
section. We solve the system of linear parametric equations in two steps. First we 
reduce the number of equations drastically, then use the computer software 
MACSYMA to find the closed form solutions. We also conjecture interesting 
properties of the growth functions from these solutions. 
For P3 = ( m, , a2 1 ‘TlU2?.(TI = a,u,u2 >T the set of AX-words is D, = 
181, g,, . . ) g,), where g, = 1, g, = u, , g, = a,, g, = u, u2. g, = ~?a,, g, = 
u, u2 u, = A,. Table 1 shows the starting and ending crossing patterns and the set 
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Table I 
Information data of D; 
i Braid rep. of x, 
2 (‘I 
3 (T, 
4 VI fl1 
5 flzg1 
1, R:, R:, Pre4 g, 1 
1 I 1 g?. lT5 
1 2 2 Rx. g4 
2 1 2 gz, gi 
2 2 1 g,, &?a 
of predecessors for each g,. Figure 2 depicts the canonical spanning tree T in 
r+(G 03). 
According to the argument in Section 3, we have the following system of linear 
parametric equations 
(4.1) 
This system can be simplified as follows. First notice that the adjacent crossing 
patterns Ril and Ri, are symmetric, and l2 = I, = 1, so we have fi = f3. Similarly, 
we have fi =f5. Also notice that Rzl = Ri,, hence Pred( gz) = Pred( g,), it follows 
that 
1 96 96 
(4.2) 
Fig. 2. Canonical spanning tree T in r'(P,; D,). 
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we therefore have f, = xf2 and, similarly, f, = xf,. Thus we are left with only one 
equation 
the solution to which is 
f, = x/(1 - x - x2) 
It follows that the solution to (4.1) is 
2 
f2 = .f? = x 1-x-x’ and f,=fs= ’ 1-x_x’. 
By using (3.8), we obtain the growth function 
f”‘(x) = l+ 
2x + 
2x’ 
1-x-x2 1-x-x’ 1 = 
1 - x3 (1 -x)(1 - x - x2) . 
(4.3) 
For P4, the set of A,-words is P4 = {g; 1 i = 1, . . . ,24}, where g, = 1, g,, = A,. 
For g,, i = 2, . . . ,23, we have Table 2. 
Table 2 
Information data of D, 
i Braid rep. of g, 1, Ri, R:, Fred 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
1 
2 
3 
12 
21 
13 
23 
32 
121 
123 
213 
132 
232 
321 
1213 
1232 
2132 
1321 
2321 
12132 
12321 
21321 
2 3 2 
3 1,2 1.2 g,. RJ? ST. &. g,, kc,,,. &I, g,,, g1,. g,‘J. R21 
3 1 3 
3 2 1.3 
3 1,3 2 
3 2,3 2.3 g7. g,. g,, &. &, g,,. g,,. g,,, &?I,, g,,. Rr, 
3 3 1 
4 1,2 1.3 
4 1.3 2,3 
4 2 2 
4 1.3 1.2 
4 2,3 1.3 
5 1.2 2,3 
5 1,3 1.3 
5 2,3 1.2 
212 P. xu 
Let 9(i,, . . , i,) be the predecessor set of elements of D whose starting 
crossing pattern is (i,, . , i,,). In the column ‘Pred( g,)’ in Table 2, we filled only 
six entries, namely, the predecessor sets of g,, g,, g,, g,, g,,,, g,,, which 
correspond to p(l), p(2), p(3), 9(1,3), g(1,2), 9’(2,3), respectively. Note 
that these are the only different predecessor sets since there are 2’ - 2 = 6 starting 
adjacent crossing patterns besides g(0) and g(l, 2,3). If Ri, = Re, = 
(i,, . . . , i,,,), then Pred( g,) = Pred( g,) = P(i,, . . . , i,,), and f,/x” = fiix’i. By ana- 
logy to (4.2), we have 
f5 = If? 3 f,, = x2f2 ; 
f,=f,=xf,, f,2=x1f3 7 f,, = x’f3 ; 
f, = xf, 3 f,, = x2f4 ; 
f,, = xf7 3 f,, = x’f, 3 f,, = xZf, > f2: = x’f, ; 
f,, = XfiO ’ f2, = X2fi0 ; 
fx = xf,, 3 fz3 = ?fi4 . 
So we can reduce the number of unknowns to 6. Furthermore, by the symmetries 
of RiZ and Ri,, we have f2 = f4 and, similarly, f,,, = f,,. Thus the number of 
unknowns can be further reduced to 4. We now have the following system of 
linear equations of size 4: 
fJx = 1 + (1 + x’)f, + xf, , 
j+=1+2xf2+(1+x3)f3+xf,, 
f,lx2 = 1 + 2(1 + x2)fz + (2x + x2)& + (1 + x’)f, + 2xf,,, , 
f,,,ix” = 1 + (1 + 2x + x2)f2 + (1 + x + x’)& + (x + xl)f, + (1-t x2>f,o 
We employed the computer software MACSYMA to solve this system of linear 
equations and obtained the following solution 
1 
f, = -(x3 +x2 -x)/Q(x), 
f, = -(x2 - x) i Q(x) , 
f, = x’iQ(x) , 
f,,, = x3/Q(x) , 
where Q(x) = x5 + x4 + x3 - x7 - 2x + 1. Then the growth function of f’, is 
2.3 
f’“‘(x) = z j?(x) = 
1+Cfi 
,=I 
1 ‘=;(, 
=~(l+2(x'+x+l)(f~+f,,,)+(x3+x'+2x+l)f3 
+ (x3+ 2x2 +x + l)f,) 
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1 
(1 - X)(1 - 2x - x7 + x3 + X4 + x’) 
1 
= I- 3x + _$ + 2x3 - Xh (4.4) 
The above two examples reveal the general idea to reduce the size of the linear 
system. We now consider the positive braid semigroup on y1 strings. There are 
IZ - 1 adjacent pairs of strings, namely (1,2), (1,3), . , (rz - 1, n). Lemma 2 
implies that there is no restriction on starting adjacent crossing pattern Ri for 
g E D, in other words, for any subset R’ of {1,2, . . . , n - l}, there is at least one 
element g E D such that R”, = R’. It follows that the number of starting adjacent 
crossing patterns in D,, is 2”-‘. We then can select a representative set S = 
{g,,, . . , gizn ,} C D which satisfies 
(i) Ri, # Rit if j # k. 
(ii) For any siarting adjacent crossing pattern (i,, . . . , i,,,), the representative 
g, for this pattern is chosen such that 1, is the smallest among all elements which 
have the same starting pattern. 
(iii) If g, E S and Ri, # R&,,,, then ref( g,) E S, where ref( g) for any g E P,, is 
defined as follows: let g = a,,~;, . . . ail, then ref( g) = CT,,_,, a,,_,? . . . CT,~_~~. It is 
easy to see that Ri, and R&,,, are symmetric, i.e., if k E Rz, then y1 - k E 
R&J. When Ri, = R&,,,, Ri, is called self-symmetric. 
For yach gj E D - S, there is an i, such that g,, E S and Ri = Rh,, , then we have 
f,,(x) 1.X ’ = f,(x) /xc. We therefore can reduce the size of the ‘linear ‘system to 2” ‘. 
Furthermore, if g, E S and g, = ref( g,) E S, by the symmetry we have f,(x) = 
f,(x), hence f, can be replaced by f,. Denote by p,, the number of self-symmetric 
patterns; then the size of the linear system can be reduced to 
(2”_’ + p,,) 12 . 
Excluding two trivial patterns {p)} and { 1, . , n - l}, the size can be reduced to 
(2”_’ + p,,)/2 - 2 
For even ~1, it is easy to verify that 
p,, = 2. y/7--1 = 24’ , (4.5) 
where 2”‘2m’ describes the number of different starting adjacent crossing patterns 
for lst, 2nd,. , (ni2)th strings, and number 2 reflexes the two choices of 
whether (n/2, n/2 + 1) E R, or $! R,. For odd n, similarly, we have 
P,, = 2 
(rr+l)/2&1 = 2(,,-1)/2 . 
(4.6) 
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Combining (4.5) and (4.6), we have 
p,, = 21”“l . 
Therefore the size of our linear system can be reduced to 
m = (y’ + 2l4) ,2 _ 2 = 2”-2 + 21(n-Wl _ 2 (4.7) 
When y1 = 3 (respectively 4), we have m = 1 (respectively 4). This is in agreement 
with our calculations of the growth functions of P, and P4. 
We conclude our discussion with some conjectures on the properties of the 
growth function. In computing the growth function f’“‘(x) = P(x) /Q(X) for rz = 3 
and 4 (given by (4.3) and (4.4)), we have also obtained, with the help of 
MACSYMA, their power series and the roots of their denominators. From the 
pattern observed in the solutions for rz = 3,4, we conjecture the following 
interesting properties of f’“‘(x) for any ~1: 
(i) The numerator P(X) = 1. The denominator Q(X) is a polynomial with 
leading coefficient -Al and degree n(n - 1) /2, which is the same as the word 
length of A,,. 
(ii) x = 1 is the unique rational root of Q(X). 
(iii) In the power expansion f’“‘(~) = c ;=,, a,~‘, the growth ratio lim,,, a,, , /a, 
exists and equals l/r, where r is the smallest positive real root of Q(X). It is well 
known by the theory of complex analysis that r is the radius of convergence of the 
power expansions for P(x) /Q(x) and equals the distance from x = 0 to the nearest 
root of Q(x) on the complex plane. This leads to the conjecture that the root of 
Q(x) that is the nearest to the origin is a positive real root. 
Research on proving these conjectures is in progress. 
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