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Quantum coherence is an essential feature of quantum mechanics which is responsible for the departure
between classical and quantum world. The recently established resource theory of quantum coherence studies
possible quantum technological applications of quantum coherence, and limitations which arise if one is lacking
the ability to establish superpositions. An important open problem in this context is a simple characterization
for incoherent operations, constituted by all possible transformations allowed within the resource theory of
coherence. In this work, we contribute to such a characterization by proving several upper bounds on the
maximum number of incoherent Kraus operators in a general incoherent operation. For a single qubit, we show
that the number of incoherent Kraus operators is not more than 5, and it remains an open question if this number
can be reduced to 4. The presented results are also relevant for quantum thermodynamics, as we demonstrate by
introducing the class of Gibbs-preserving strictly incoherent operations, and solving the corresponding mixed-
state conversion problem for a single qubit.
Quantum resource theories [1, 2] provide a strong frame-
work for studying fundamental properties of quantum systems
and their applications for quantum technology. The basis of
any quantum resource theory is the definition of free states
and free operations. Free states are quantum states which can
be prepared at no additional cost, while free operations cap-
ture those physical transformations which can be implemented
without consumption of resources. Having identified these
two main features, one can study the basic properties of the
corresponding theory, such as possibility of state conversion,
resource distillation, and quantification. An important exam-
ple is the resource theory of entanglement, where free states
are separable states, and free operations are local operations
and classical communication [3, 4].
In the resource theory of quantum coherence [5–9], free
states are identified as incoherent states
ρ =
∑
i
pi |i〉〈i| , (1)
i.e., states which are diagonal in a fixed specified basis {|i〉}.
The choice of this basis depends on the particular problem
under study, and in many relevant scenarios such a basis is
naturally singled out by the unavoidable decoherence [10].
The definition of free operations within the theory of co-
herence is not unique, and several approaches have been dis-
cussed in the literature, based on different physical (or mathe-
matical) considerations [8]. Two important frameworks are
known as incoherent [6] and strictly incoherent operations
[7, 11], which will be denoted by IO and SIO, respectively.
The characterizing feature of IO is the fact that they admit an
incoherent Kraus decomposition, i.e., they can be written as
[6]
Λ(ρ) =
∑
j
K jρK
†
j , (2)
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where each of the Kraus operators K j cannot create coherence
individually, K j |m〉 ∼ |n〉 for suitable integers n and m. This
approach is motivated by the fact that any quantum operation
can be interpreted as a selective measurement in which out-
come j occurs with probability p j = Tr[K jρK
†
j ], and the state
after the measurement is given by K jρK
†
j /p j. An IO can then
be interpreted as a measurement which cannot create coher-
ence even if one applies post-selection on the measurement
outcomes.
Strictly incoherent operations are incoherent operations
with the additional property that all K†i are also incoherent
[7, 11]. These operations have several desirable properties
which distinguish them from the larger class IO. In particu-
lar, it has been shown that SIO is the most general class of
operations which do not use coherence [11].
Other important frameworks which are discussed in the
recent literature include maximally incoherent operations
(MIO) [5]: this is the most general class of operations which
cannot create coherence from incoherent states. It has re-
cently been shown that this framework has maximally coher-
ent mixed states, i.e., quantum states which are the optimal
resource among all states with a given spectrum [12]. Another
important class are translationally invariant operations (TIO)
[13], these are quantum operations which commute with time
translations e−iHt induced by a given Hamiltonian H. The set
IO is strictly larger than TIO for nondegenerate Hamiltonians
[14]. Moreover, the class TIO has found several applications
in the literature, including the resource theory of asymmetry
[13–15] and quantum thermodynamics [16, 17]. Further ap-
proaches, also going beyond incoherent states, have been in-
vestigated recently in Refs. [18–23].
The quantification of coherence is another important re-
search direction. Postulates for coherence quantifiers have
been presented [5, 6, 8, 24], based on earlier approaches in
entanglement theory [3, 4, 25]. Operational coherence mea-
sures include distillable coherence and coherence cost [7, 26],
which quantify optimal rates for asymptotic coherence dis-
tillation and dilution via the corresponding set of free op-
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2erations. Another operational quantifier is the robustness
of coherence [27, 28], which is also closely related to co-
herence quantifiers based on interferometric visibility [29].
Distance-based coherence quantifiers have also been investi-
gated [6, 30, 31], and it was shown that the relative entropy of
coherence is equal to the distillable coherence for the sets IO
and MIO [7]. For the latter set, distillable coherence coincides
with the coherence cost, which implies that the resource the-
ory of coherence based on MIO is reversible [7]. Dynamics
of coherence quantifiers under noisy evolution has also been
investigated [32–37].
While initially formulated for a single particle, the frame-
work of coherence has recently been extended to distributed
scenarios [38–41]. This extension has found several appli-
cations in remote quantum protocols, including the tasks of
quantum state merging [42, 43] and assisted coherence distil-
lation [38, 41], which has also been demonstrated experimen-
tally very recently [44]. Coherence in multipartite systems has
also been studied with respect to other types of nonclassical-
ity such as entanglement [21, 23, 30, 45] and quantum discord
[46, 47].
Having identified relevant classes of free operations, it is
now important to ask about a description of those operation ef-
ficient in the physical dimension. Such an efficient description
seems crucial for a rigorous investigation of the corresponding
resource theory. In entanglement theory, it is known that the
set of local operations and classical communication is notori-
ously difficult to capture mathematically [48]. In this work,
we address this question for the resource theory of coherence,
focusing on the classes IO and SIO. We show that both classes
admit a minimal standard form, and use these results to give a
full solution for the mixed-state conversion problem via SIO,
IO, and MIO. We further introduce the set of Gibbs-preserving
SIO, and solve the mixed-state conversion problem for a sin-
gle qubit also for these operations.
Summary of results. A general quantum operation, acting
on a Hilbert space of dimension d, admits a decomposition
with at most d2 Kraus operators [49] – this is the maximum
Kraus rank. However, since (strictly) incoherent Kraus oper-
ators have a very specific structure, it is unclear if this result
also transfers to IO and SIO [50]. In the following two state-
ments, we provide upper bounds for the number of (strictly)
incoherent Kraus operators for these operations. We refer to
this minimal number as the (strictly) incoherent Kraus rank.
Theorem 1 (Maximum number of incoherent Kraus operators
for IO). Any incoherent operation acting on a Hilbert space
of dimension d admits a decomposition with at most d4 + 1
incoherent Kraus operators. For d = 2 and d = 3, this number
can be improved to 5 and 39 respectively.
This theorem is a combination of Propositions 3, 4, and 5,
which will be presented and discussed below. The corre-
sponding bound for SIO is given in the following statement.
Theorem 2 (Maximum number of strictly incoherent Kraus
operators for SIO). Any strictly incoherent operation acting
on a Hilbert space of dimension d admits a decomposition
with at most min{d4 + 1,∑dk=1 d!/(k − 1)!} strictly incoherent
Kraus operators.
-1.0 -0.5 0.0 0.5 1.0-1.0
-0.5
0.0
0.5
1.0
sx
s
z
Figure 1. Achievable region for single-qubit SIO, IO, and MIO. Col-
ored areas show the projection of the achievable region in the x-z
plane for initial Bloch vectors (0.5, 0, 0.5)T [blue], (−0.8, 0,−0.6)T
[green], and (1, 0, 0)T [red]. Note that the last two states are pure.
The magenta line corresponds to the achievable region of an incoher-
ent state with Bloch vector (0, 0, 0.65)T .
This theorem follows by combining Propositions 3 and 6. In
general, it remains an open question if the bounds in Theo-
rems 1 and 2 are tight. However, as we prove in Proposition 7,
there exist SIO which require d2 Kraus operators. This implies
that the bound in Theorem 2 is tight for SIO on a single qubit.
The above theorems assist in a rigorous investigation of the
resource theory of coherence, since they significantly reduce
the number of free parameters for the sets IO and SIO. For a
single qubit, any IO admits a decomposition into 5 incoherent
Kraus operators, and for SIO this number further reduces to 4.
We will now demonstrate the power of these results by pro-
viding a full characterization for all possible state transforma-
tions via single-qubit SIO, IO, and MIO. As we show in Ap-
pendix A, a single-qubit state ρ with Bloch vector (rx, ry, rz)T
can be converted into another single-qubit state σ with Bloch
vector (sx, sy, sz)T via SIO, IO, or MIO if and only if the fol-
lowing inequalities are fulfilled:
s2x + s
2
y ≤ r2x + r2y , (3a)
s2z ≤ 1 −
1 − r2z
r2x + r2y
(s2x + s
2
y). (3b)
For a given initial Bloch vector (rx, ry, rz)T , these inequali-
ties completely characterize the achievable region for the fi-
nal Bloch vectors (sx, sy, sz)T . The achievable region is sym-
metric under rotations around the z-axis and corresponds to
a cylinder with radius (r2x + r
2
y )
1/2 and height 2rz with ellip-
soids attached at the top and the bottom. In Fig. 1 we show
the projection of the achievable region into the x-z plane for
3four initial states. The proof of Eqs. (3) in Appendix A makes
use of our result that any single-qubit SIO can be decomposed
into four strictly incoherent Kraus operators, see Theorem 2
and discussion below Proposition 4 for the general form of
these operators. Alternatively, the form of the achievable re-
gion can be proven using results in [18–20]. We also note that
for pure states the conversion problem has been completely
solved for SIO [7] and IO [45].
As a second application for our results, we investigate
strictly incoherent operations which preserve a given incoher-
ent state τ, i.e.,
Λ(τ) = τ. (4)
The motivation for this constraint originates from quantum
thermodynamics. In particular, if τ = e−βH/Tr[e−βH] is the
Gibbs state of a system with Hamiltonian H, then the condi-
tion (4) is known to hold for thermal operations [16, 17, 51].
For a non-degenerate Hamitonian H thermal operations can-
not create coherence in the eigenbasis of H, and conditions
for state transformations under these operations and the role
of coherence therein have been extensively studied in Refs.
[52–54]. The most general quantum operations that fulfill
Eq. (4) are known as Gibbs-preserving operations, and it has
been shown that such operations can create coherence [55].
Here, we contribute to this discussion by introducing the set
of Gibbs-preserving SIO, and giving a full solution for the
mixed-state conversion problem on a single qubit. As an ex-
ample, in Fig. 2 we show the achievable region in the x-z
plane for an initial state ρ with Bloch vector r = (0.5, 0, 0.5)T ,
and the preserved Gibbs state τ has the Bloch vector t =
(0, 0,−0.2)T . Note that the achievable region is convex and
symmetric under rotations around the z-axis. We refer to Ap-
pendix B for more details and further examples.
This discussion clearly demonstrates how Theorems 1 and
2 lead to deep insights on the structure of the resource theory
of quantum coherence. In particular, they lead to a full solu-
tion of the state conversion problem under single-qubit SIO,
IO, and MIO. These results have clear relevance within the
resource theory of coherence, and also extend to other related
fields, including quantum thermodynamics.
In the remainder of this letter we will present statements
which are needed for proving the aforementioned theorems,
and provide further detailed discussion of the results.
Bounds from Choi-Jamiołkowski isomorphism. We will
now present bounds for IO and SIO arising from the Choi-
Jamiołkowski isomorphism between a quantum operation Λ
and the corresponding Choi state
ρΛ = (Λ ⊗ id)(Φ+d ), (5)
where Φ+d = d
−1 ∑d−1
i, j=0 |i, i〉〈 j, j| is a maximally entangled state
of dimension d2. The rank of the Choi state is the Kraus rank,
which is the smallest number of (not necessarily incoherent)
Kraus operators.
Proposition 3 (Bounds originating from the Choi state). Any
(strictly) incoherent operation acting on a Hilbert space of di-
mension d admits a decomposition with at most d4+1 (strictly)
incoherent Kraus operators.
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Figure 2. Achievable region [blue area] of Gibbs-preserving SIO on
a single qubit. The initial state has the Bloch vector r = (0.5, 0, 0.5)T
[blue dot] and the preserved Gibbs state has the Bloch vector t =
(0, 0,−0.2)T [green dot].
The proof can be found in Appendix C. It is interesting to note
that the proof of the above proposition does not used the fact
that the Kraus operators are incoherent. Thus, the proposition
is not limited to IO, but also applies to SIO. Moreover, it also
applies to separable operations, i.e., operations of the form
Λs(ρ) =
∑
i
(Ai ⊗ Bi) ρ(A†i ⊗ B†i ). (6)
Any separable operation can be decomposed into (at most)
d4 + 1 product Kraus operators Ai ⊗ Bi, where d = dAdB is
the dimension of the total system. The same is true for sep-
arable quantum-incoherent operations [41], i.e., operations of
the form (6) with incoherent operators Bi, and separable in-
coherent operations where both Ai and Bi are incoherent [41].
For single-qubit IO and SIO the upper bound in Proposition 3
gives 17 operators. As we will show in the following, this
number can be significantly reduced.
Bounds from the structure of (strictly) incoherent opera-
tions. We will now provide improved bounds which explic-
itly make use of the structure of IO and SIO. For this, we
will first consider incoherent operations on a single-qubit, i.e.,
the corresponding Hilbert space has dimension d = 2. The
following proposition shows that any single-qubit IO can be
decomposed into 5 incoherent Kraus operators with a simple
structure.
Proposition 4 (Incoherent operations on qubits). Any inco-
herent operation acting on a single qubit admits a decompo-
sition with at most 5 incoherent Kraus operators. A canonical
4choice of the operators is given by the set{(
a1 b1
0 0
)
,
(
0 0
a2 b2
)
,
(
a3 0
0 b3
)
,
(
0 b4
a4 0
)
,
(
a5 0
0 0
)}
, (7)
where ai can be chosen real, while bi ∈ C. Moreover, it holds
that
∑5
i=1 a
2
i =
∑4
j=1 |b j|2 = 1 and a1b1 + a2b2 = 0.
We refer to Appendix D for the proof. We also note that the
same techniques can be applied to single-qubit SIO, in which
case the number of strictly incoherent operators reduces to 4.
The corresponding general form of strictly incoherent Kraus
operators can be given as{(
a1 0
0 b1
)
,
(
0 b2
a2 0
)
,
(
a3 0
0 0
)
,
(
0 0
a4 0
)}
, (8)
where ai are real and
∑4
i=1 a
2
i =
∑2
j=1 |b j|2 = 1. A more general
bound for SIO for arbitrary dimensions will be given below.
It is important to note that the proofs of Propositions 3 and
4 are fundamentally different: while the argument leading
to Proposition 3 is based on the Choi-Jamiołkowski isomor-
phism and Caratheodory’s theorem, the proof of Proposition 4
makes explicit use of the structure of IO. In the next step, we
will extend Proposition 4 to arbitrary dimension.
Proposition 5 (IO for d-dimensional systems). Any incoher-
ent operation for a quantum systems of dimension d admits a
decomposition with at most d(dd−1)/(d−1) incoherent Kraus
operators.
We refer to Appendix E for the proof. For single-qubit IO
Proposition 5 gives us 6 incoherent operators as an upper
bound. As we have already seen in Proposition 4, this number
can be reduced to 5. For qutrits we obtain 39 Kraus opera-
tors, while the bound in Proposition 3 gives 82 Kraus opera-
tors. For dimensions larger than 3 Proposition 3 always gives
a better bound.
We will now see how the tools presented above can be ap-
plied to study the structure of SIO. By Proposition 3, any SIO
admits a decomposition into (at most) d4 + 1 strictly incoher-
ent Kraus operators. As we will show in the following, for
small dimensions this number can be significantly reduced.
Proposition 6 (SIO for d-dimensional systems). Any strictly
incoherent operation acting on a Hilbert space of dimension d
admits a decomposition with at most
∑d
k=1 d!/(k − 1)! strictly
incoherent Kraus operators.
The proof of the proposition can be found in Appendix F. Note
that the bound in this proposition is below d4 + 1 for d ≤ 5.
For larger dimensions d4 + 1 gives a better bound. For d = 2
we see that any single-qubit SIO admits a decomposition into
4 strictly incoherent Kraus operators. This was already dis-
cussed below Proposition 4. As we will show in the following,
this bound is tight.
Proposition 7 (Lower bound). For a Hilbert space of dimen-
sion d, there exist strictly incoherent operations which cannot
be implemented with fewer than d2 Kraus operators.
The proof of the proposition can be found in Appendix G.
Note that for d = 2 the bounds in Propositions 6 and 7 coin-
cide: any single-qubit SIO can be decomposed into 4 strictly
incoherent Kraus operators, and some single-qubit SIO re-
quire 4 Kraus operators in their decomposition.
Conclusions. In this work we have studied the structure of
the resource theory of quantum coherence, focusing in par-
ticular on the structure of incoherent and strictly incoherent
operations. We have shown that any (strictly) incoherent op-
eration can be written with at most d4 + 1 (strictly) incoherent
Kraus operators, where d is the dimension of the Hilbert space
under study. For small dimensions this number can be signifi-
cantly reduced. For a single qubit any IO can be decomposed
into 5 incoherent Kraus operators, while any SIO admits a de-
composition into 4 strictly incoherent Kraus operators. While
the latter bound is tight, the tightness of the other bounds re-
mains an open question.
Our results assist in the systematic investigation of the re-
source theory of coherence due to the significant reduction of
unknown parameters. We have applied our results to solve
the mixed-state conversion problem for single-qubit SIO, IO,
and MIO. We further introduced the class of Gibbs-preserving
strictly incoherent operations and also solved the correspond-
ing mixed-state conversion problem for a single qubit. A nat-
ural next step would be to consider single-qubit incoherent
operations applied on one subsystem of a bipartite quantum
state. Such multipartite scenarios have been previously stud-
ied in Refs. [38–41], and the results presented in this letter
provide a strong framework for their further investigation. An-
other important question which is left open in this work is the
relation of Gibbs-preserving strictly incoherent operations to
thermal operations. We expect that further results in this di-
rection will be presented in the near future, exploring Gibbs-
preserving strictly incoherent operations in relation to recent
works on quantum thermodynamics [16, 17, 52–54] and ex-
tending them to other notions of quantum coherence [8].
Finally, our results also transfer to other related concepts,
including translationally invariant operations, which are rele-
vant in the resource theory of asymmetry and quantum ther-
modynamics. Recalling that TIO is a subset of IO, the results
presented in this letter also give bounds on decompositions of
TIO into incoherent Kraus operators. Thus, numerical simula-
tions and optimizations over all these classes now also become
feasible, at least for small dimensions.
Note added. Upon completion of this manuscript, a related
work has appeared on the arXiv [56].
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Appendix A: Proof of Eqs. (3a) and (3b)
In the following, we will prove that via SIO it is possi-
ble to convert a single-qubit state ρ with Bloch vector r =
(rx, ry, rz)T into another single-qubit state σ with Bloch vector
6s = (sx, sy, sz)T if and only if
s2x + s
2
y ≤ r2x + r2y , (A1)
s2z ≤ 1 −
1 − r2z
r2x + r2y
(s2x + s
2
y). (A2)
Note that by Theorem 3 in Ref. [18], this also proves that these
conditions are necessary and sufficient for state transforma-
tions via single-qubit IO and MIO.
In the first step, we will discuss the symmetries and main
properties of the considered problem. For a given initial state
ρ, the achievable region (i.e., the set of all states which is
achievable via SIO) is invariant under rotations around the z-
axis of the Bloch sphere. This follows from the fact that such
rotations are strictly incoherent unitaries. The achievable re-
gion is further symmetric under reflection at the x-y plane,
since such a reflection corresponds to a σx rotation, which is
SIO. Moreover, the achievable region is convex and contains
the maximally mixed state 1 /2.
Due to these properties we can significantly simplify our
further analysis by focusing on the positive part of the x-z
plane, i.e., we set ry = sy = 0, and all the other coordinates
are nonnegative. Our statement then reduces to the following
inequalities:
s2x ≤ r2x , (A3)
s2z ≤ 1 −
1 − r2z
r2x
s2x. (A4)
In a next step, we note that any single-qubit SIO can be de-
composed into 4 Kraus operators of the form
K1 =
(
a1 0
0 b1
)
, K2 =
(
0 b2
a2 0
)
,
K3 =
(
a3 0
0 0
)
, K4 =
(
0 b3
0 0
)
.
(A5)
In particular, any SIO is completely determined by the vec-
tors a = (a1, a2, a3)T and b = (b1, b2, b3)T . The normalization
condition
∑4
i=1 K
†
i Ki = 1 implies that |a| = |b| = 1. Moreover,
a can be chosen real. The proof for this form of single-qubit
SIOs follows the same line of reasoning as the proof of Propo-
sition 4, see also Appendix D for more details. By using the
explicit form of the Kraus operators (A5), the Bloch coordi-
nates sx and sz of the final state take the form
sx = rx (a1Re [b1] + a2Re [b2]) , (A6a)
sz = 1 − a22(1 + rz) − |b1|2(1 − rz), (A6b)
where Re[bi] = (bi+b∗i )/2 denotes the real part of the complex
number bi.
We will now focus on the boundary of the achievable region
in the positive part of the x-z plane. In particular, we will
show that this boundary can be attained with real vectors a
and b with a3 = b3 = 0. For this, let (sx, sz) be a point at the
boundary. Assume now that the corresponding vectors a and
b do not have the aforementioned properties. Then, we can
introduce the following normalized real vectors
a′ = ([a21 + a
2
3]
1/2, |a2|, 0)T , (A7)
b′ = (|b1|, [|b2|2 + |b3|2]1/2, 0)T . (A8)
The vectors a′ and b′ give rise to a state with Bloch coordi-
nates s′x and s′z, as given in Eqs. (A6a) and (A6b). It is now
straightforward to check that s′z = sz and s′x ≥ sx. However,
we assumed that (sx, sz) belongs to the boundary. Since the
achievable region is convex, it must be that s′x = sx. This
proves that the boundary can be attained with real vectors a
and b with a3 = b3 = 0.
In the final step, we introduce the parametrization
a1 = cos
θ − φ
2
, a2 = sin
θ − φ
2
, (A9)
b1 = sin
θ + φ
2
, b2 = cos
θ + φ
2
. (A10)
Using these parameters in Eqs. (A6a) and (A6b) we obtain
sx = rx sin θ, (A11)
sz = rz sin θ sin φ + cos θ cos φ. (A12)
Recall that due to the symmetry of the problem we are consid-
ering only nonnegative values of rx and sx. Thus, without loss
of generality, the parameter θ can be chosen from the range
0 ≤ θ ≤ pi/2.
From Eq. (A11) we can immediately verify Eq. (A3), and
it remains to prove Eq. (A4). For this, we will evaluate the
maximal value for sz, achievable for given values of rx, rz, and
sx. The maximum of sz is determined by dsz/dφ = 0. Taking
the aforementioned parameter regions into account, we can
solve this problem explicitly for φ, with the solution
φ = arctan
[
rz tan θ
]
. (A13)
Using this solution in Eq. (A12) we obtain the explicit form
for the maximal sz
sz = (cos2 θ + r2z sin
2 θ)1/2. (A14)
In summary, we have shown that the points
(rx sin θ, [cos2 θ + r2z sin
2 θ]1/2) with parameter θ ∈ [0, pi/2] are
located at the boundary of the achievable region in the posi-
tive x-z plane. Note that all these points fulfill Eq. (A4) with
equality. Moreover, this result completely characterizes the
full achievable region due to convexity, rotational symmetry
around the z-axis, and reflection symmetry at the x-y plane.
This completes the proof. We note that the statement can also
be proven in an alternative way, by using results in section III
of Ref. [19].
Appendix B: Gibbs-preserving SIO
In the following, we consider single-qubit SIO which pre-
serve a given incoherent state τ, i.e.,
Λ(τ) = τ, (B1)
where the Bloch vector corresponding to τ is given by t =
(0, 0, tz).
Before presenting the solution for this problem, we note
that any single-qubit incoherent state
τ = p |0〉〈0| + (1 − p) |1〉〈1| (B2)
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Figure 3. Achievable region [blue area] of single-qubit SIO which preserve the state t = (0, 0, 0.7)T [left figure] and t = (0, 0, 0)T [right figure].
The initial state has the Bloch vector r = (0.5, 0, 0.5)T [blue dot], and the corresponding Bloch vector t is shown as a green dot.
can be interpreted as a Gibbs state τ = e−βH/Tr[e−βH] for a
suitable inverse temperature β = 1kT and Hamiltonian H which
is diagonal in the incoherent basis. For 0 < p < 1 and p , 1/2
this can be seen by choosing β and H such that
p =
e−βE0
e−βE0 + e−βE1
, (B3)
where E0 and E1 are the eigenvalues of the Hamiltonian. Such
choice of parameters is always possible for 0 < p < 1 and
p , 1/2. The cases p = 0 and p = 1 can be obtained by
taking the limits E0 → ∞ and E1 → ∞, respectively. The case
p = 1/2 is obtained by taking the limit of infinite temperature,
i.e., β→ 0.
In the following, we will determine the achievable region of
these operations. The achievable region is convex and invari-
ant under rotations around the z-axis of the Bloch sphere, as
such rotations are strictly incoherent unitaries which preserve
any incoherent state. We can thus restrict ourselves to the x-z
plane in the following discussion.
We now recall that any single-qubit SIO admits a decom-
position into four Kraus operators of the form (A5), and the
coordinates sx and sz of the final Bloch vector take the form
given in Eqs. (A6). Moreover, the condition in Eq. (B1) im-
plies the equality
(1 + tz)a22 = (1 − tz)(1 − |b1|2). (B4)
This equality leads to constraints on the range of the parameter
a2. In particular, a2 can take any real value compatible with
0 ≤ a22 ≤ min
{
1,
1 − tz
1 + tz
}
. (B5)
Before we consider the most general case, let us investigate
the situation where the SIO is unital, i.e., tz = 0. As we will
now show, in this case the achievable region in the x-z plane
is determined by
s2x ≤ r2x , s2z ≤ r2z . (B6)
For proving this, note that for tz = 0 we obtain from Eq. (B4)
|b1|2 = 1 − a22. (B7)
Moreover, from Eq. (B5) we see that a2 can take any value
between −1 and 1. Using these results in Eq. (A6b), we obtain
sz = rz − 2a22rz, (B8)
and it follows that sz can take any value between −|rz| and |rz|.
It remains to show that sx can take any value between −|rx| and
|rx| for any given value of sz. This can be seen by choosing the
parameters ai and bi as follows,
a1 = b1 =
√
1 − a22, (B9)
a2 = b2 =
√
rz − sz
2rz
, (B10)
a3 = b3 = 0. (B11)
For this choice of parameters Eq. (A6a) gives us sx = rx. Note
that a larger value for sx cannot be achieved via SIO in gen-
eral, see also the discussion in Appendix A. By symmetry,
this completes the proof of Eq. (B6). In general (i.e. without
restricting to the x-z plane), the achievable region for unital
single-qubit SIOs is given by
s2x + s
2
y ≤ r2x + r2y , s2z ≤ r2z . (B12)
In the right part of Fig. 3 we show this region for the initial
state with the Bloch vector r = (0.5, 0, 0.5)T .
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Figure 4. Achievable region [blue area] of single-qubit SIO which preserve the state t = (0, 0, 1) [left figure] and t = (0, 0,−1) [right figure].
The initial state [blue dot] is the same as in Fig. 3, and the corresponding Bloch vector t is shown as a green dot.
In the next step we will focus on another special case,
namely tz = 1. From Eq. (B4) we immediately see that a2 = 0,
and |b1| can take any value between 0 and 1. From Eq. (A6b)
we further obtain
sz = 1 − |b1|2(1 − rz), (B13)
which means that sz can take any value in the range rz ≤ sz ≤
1. We now use Eq. (A6a), noting that for a2 = 0 and fixed
value of |b1| the maximal value of sx is given as sx = |rxb1|.
Together with Eq. (B13), we finally obtain
sx = |rx|
√
1 − sz
1 − rz (B14)
for the maximal value of sx. By symmetry, the achievable
region in the x-z plane is thus determined by the inequalities
s2x
r2x
≤ 1 − sz
1 − rz , (B15)
rz ≤ sz ≤ 1. (B16)
In general (i.e., without restricting to the x-z plane) the achiev-
able region is given by
s2x + s
2
y
r2x + r2y
≤ 1 − sz
1 − rz , (B17)
rz ≤ sz ≤ 1. (B18)
In the left part of Fig. 4 we show this region for the initial state
with the Bloch vector r = (0.5, 0, 0.5)T .
We will now consider another special case, namely tz = −1.
In this situation we see from Eq. (B4) that |b1| = 1, and a22 can
take any value between 0 and 1. From Eq. (A6b) we get
sz = rz − a22(1 + rz), (B19)
which implies that sz can take any value between −1 and rz.
Moreover, for |b1| = 1 and a fixed value of |a2| the maximal
value of sx is given as sx = |rx|(1 − a22)1/2, which can be seen
directly from Eq. (A6a). Together with Eq. (B19) we arrive at
the following result for the maximal value of sx:
sx = |rx|
√
1 + sz
1 + rz
. (B20)
By symmetry, this proves that the achievable region in the x-z
plane is determined by
s2x
r2x
≤ 1 + sz
1 + rz
, (B21)
−1 ≤ sz ≤ rz. (B22)
In general, i.e., without restricting to the x-z plane, the achiev-
able region is given by
s2x + s
2
y
r2x + r2y
≤ 1 + sz
1 + rz
, (B23)
−1 ≤ sz ≤ rz. (B24)
In the right part of Fig. 4 we show this region for the initial
state with the Bloch vector r = (0.5, 0, 0.5)T .
In the final step we consider the remaining case −1 < tz <
1, tz , 0. By solving Eq. (B4) for |b1|2 and inserting it in
Eq. (A6b) we obtain
sz = rz + 2
(
tz − rz
1 − tz
)
a22. (B25)
Using this result together with Eq. (B5) we can determine the
9range of sz, given by
sz ∈
[
rz, rz + 2
(
tz − rz
1 − tz
)
×min
{
1,
1 − tz
1 + tz
}]
for tz ≥ rz,
sz ∈
[
rz − 2
(
rz − tz
1 − tz
)
×min
{
1,
1 − tz
1 + tz
}
, rz
]
for tz < rz.
(B26)
We will now determine all possible values of sx for a given
value of sz. Note that due to Eqs. (B4) and (B25) a fixed value
of sz immediately fixes the values of |a2| and |b1| as follows:
|a2| =
√
(sz − rz)(1 − tz)
2(tz − rz) , (B27a)
|b1| =
√
1 − (1 + tz)(sz − rz)
2(tz − rz) . (B27b)
In the next step, we use the explicit expression for sx in
Eq. (A6a). Recalling that the vectors a = (a1, a2, a3) and
b = (b1, b2, b3) are normalized, it is straightforward to see
that for fixed values of |a2| and |b1| the maximal value for sx is
given by
sx = |rx|
(
|b1|
√
1 − a22 + |a2|
√
1 − |b1|2
)
. (B28)
By using Eqs. (B27) it is straightforward to express sx as a
function of rx, rz, sz, and tz. We do not display the final expres-
sion here. Recalling that the achievable region is symmetric
under rotation around the z-axis, it is straightforward to ob-
tain the full achievable region from Eq. (B28). In the left part
of Fig. 3 we show the achievable region for the initial state
with the Bloch vector r = (0.5, 0, 0.5)T , and the state τ has the
Bloch vector t = (0, 0, 0.7)T .
Appendix C: Proof of Proposition 3
We will present the proof for IO. The proof for SIO follows
the same lines of reasoning. In the first step we define the
operator
M = (K ⊗ 1 )Φ+d (K† ⊗ 1 ), (C1)
where K is an arbitrary incoherent operator. The operators
M are Hermitian operators of dimension d2, i.e., the number
of real parameters is d4. For any incoherent operation Λ, the
corresponding Choi state ρΛ belongs to the convex hull of the
operators M. This follows directly from the definition of an
incoherent operation in Eq. (2). By Caratheodory’s theorem,
any Choi state can thus be written as a convex combination of
at most n = d4 + 1 operators of the form (C1). That is, there
exist n incoherent operators N j and a probability distribution
p j such that
ρΛ =
n∑
j=1
p j
(
N j ⊗ 1
)
Φ+d (N
†
j ⊗ 1 ). (C2)
This, together with the Choi-Jamiołkowski isomorphism im-
plies that the incoherent operation Λ can be written as
Λ(σ) =
n∑
j=1
L jσL
†
j (C3)
with n incoherent Kraus operators defined as L j =
√p jN j.
The fact that L j are indeed Kraus operators, i.e., fulfill the
completeness relation
∑n
j=1 L
†
j L j = 1 can be checked directly
from Eq. (C2), recalling that Tr1(ρΛ) = 1 /d.
Appendix D: Proof of Proposition 4
The main ingredient in the proof is the fact that two sets
of Kraus operators {K j}nj=1 and {Li}ki=1 give rise to the same
quantum operation if and only if [49]
Li =
n∑
j=1
Ui, jK j (D1)
where Ui, j are the elements of a unitary U ∈ U(max{n, k}).
That is to say, the two sets of Kraus operators are connected by
an isometry. The smallest number of Kraus operators achiev-
able for a given quantum operation is the Kraus rank, which
is identical with the rank of the Choi state.
Before we proceed, we note that any incoherent operation
on a finite dimensional Hilbert space admits a finite set of in-
coherent Kraus operators, as was proven in Proposition 3. For
a single qubit, the incoherence condition K j |m〉 ∼ |n〉 implies
that every incoherent Kraus operator belongs to one of the fol-
lowing four types:
K I =
{(∗ ∗
0 0
)}
, K II =
{(∗ 0
0 ∗
)}
, (D2)
K III =
{(
0 0
∗ ∗
)}
, K IV =
{(
0 ∗
∗ 0
)}
, (D3)
where * denotes an arbitrary complex number.
We will now show that there always exists a set of inco-
herent Kraus operators {Li} where each of the four types oc-
curs at most twice, i.e., the total number of incoherent Kraus
operators Li is at most eight. For this, assume that the in-
coherent Kraus representation {K j}nj=1 contains at least three
nonzero Kraus operators of the first type, i.e., K1,K2,K3 ∈ K I .
Note that these three Kraus operators are then linearly depen-
dent: there is a nontrivial choice of numbers zi ∈ C such that∑3
i=1 ziKi = 0. Without loss of any generality, we can assume
that the vector (z1, z2, z3)T is normalized, i.e.,
∑3
i=1 |zi|2 = 1. In
the next step we introduce a U ∈ U(n) as
U = V ⊕ 1 n−3, (D4)
where 1 n−3 is the identity operator acting on dimension n − 3
and V ∈ U(3) unitary defined such that its first row corre-
sponds to (z1, z2, z3). With this definition, it is straightforward
to check that the Kraus operators Li =
∑
j Ui, jK j are all inco-
herent, and moreover L1 = 0. These arguments are not limited
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to Kraus operators of the first type K I , but can be applied in the
same way for all types given above. Applying this procedure
repeatedly, we see that any incoherent single-qubit quantum
operation can be written with at most two incoherent Kraus
operators of every type, i.e, with at most 8 incoherent Kraus
operators in total.
In the next step, we show that the number of incoherent
Kraus operators can be further reduced to 6. For this, note that
without any loss of generality, the respective sets are given by
K I =
{(∗ 0
0 0
)
,
(∗ ∗
0 0
)}
, K II =
{(∗ 0
0 0
)
,
(∗ 0
0 ∗
)}
, (D5)
K III =
{(
0 0
∗ 0
)
,
(
0 0
∗ ∗
)}
, K IV =
{(
0 0
∗ 0
)
,
(
0 ∗
∗ 0
)}
. (D6)
Following similar arguments as above, the joint set K I ∪ K II
can be reduced to three operators, and the same is true for
K III ∪K IV . This proves that any incoherent single-qubit oper-
ation can be written with 6 Kraus operators of the form{(∗ ∗
0 0
)
,
(
0 0
∗ ∗
)
,
(∗ 0
0 ∗
)
,
(
0 ∗
∗ 0
)
,
(∗ 0
0 0
)
,
(
0 0
∗ 0
)}
. (D7)
We will now complete the proof, showing that this set of
6 Kraus operators can be reduced to 5 Kraus operators of the
form (7). For achieving this, we will rearrange the aforemen-
tioned Kraus operators, focusing in particular on the 3 opera-
tors
K1 =
(
0 0
a1 b1
)
, K2 =
(
a2 0
0 b2
)
, K3 =
(
0 0
a3 0
)
, (D8)
where ai and bi are complex numbers. The missing 3 Kraus
operators will be denoted by K4, K5, and K6. Their elements
will not be important in the following discussion, but we note
that they have the form
K4 =
( ∗ ∗
0 0
)
, K5 =
(
0 ∗
∗ 0
)
, K6 =
(∗ 0
0 0
)
, (D9)
where ∗ denotes some complex number.
Consider now the following 3 × 3 unitary matrix
U =

la∗1 0 la
∗
3
mb∗1|a3|2 m
(
|a1| 2 + |a3| 2
)
b∗2 −ma∗3b∗1a1
na3b2 −na3b1 −na1b2
 , (D10)
where the parameters l, m, and n are nonnegative and chosen
as
l2 =
1
|a1| 2 + |a3| 2 ,
m2 =
1(|a1| 2 + |a3| 2) (|a3| 2 [|b1| 2 + |b2| 2] + |a1b2| 2) ,
n2 =
1
|a3| 2 (|b1| 2 + |b2| 2) + |a1b2| 2 .
We now introduce a new Kraus decomposition {Li} as
Li =

∑3
j=1 Ui, jK j for 1 ≤ i ≤ 3,
Ki for 4 ≤ i ≤ 6, (D11)
where Ui, j are elements of the unitary matrix in Eq. (D10). It
can now be verified by inspection that the operators L1, L2,
and L3 have the form
L1 =
(
0 0
∗ ∗
)
, L2 =
(∗ 0
0 ∗
)
, L3 =
(∗ 0
0 0
)
, (D12)
where ∗ denote some complex numbers which can be written
in terms of the parameters ai and bi, but the explicit form is
not important for the following discussion.
Recall now that the remaining Kraus operators have the
same form as in Eq. (D9), i.e.,
L4 =
( ∗ ∗
0 0
)
, L5 =
(
0 ∗
∗ 0
)
, L6 =
(∗ 0
0 0
)
, (D13)
and in particular the operator L6 has the same form as L3.
Thus, the set L3 ∪ L6 can be reduced to one Kraus operator.
This proves that any incoherent operation on a single qubit can
be written with at most 5 Kraus operators as given in Eq. (7).
From the completeness condition
∑5
i=1 K
†
i Ki = 1 , it is
straightforward to see that
∑5
i=1 |ai|2 =
∑4
j=1 |b j|2 = 1 and
a∗1b1 + a
∗
2b2 = 0. Finally, the numbers a j = |a j|eiφ j can be
chosen real by multiplying each of the Kraus operators with
the corresponding phase e−iφ j .
Appendix E: Proof of Proposition 5
The proof follows similar ideas as the proof of Proposi-
tion 4. We start with the fact that every incoherent operation
admits a finite decomposition into incoherent Kraus operators,
see Proposition 3. Now we classify the incoherent Kraus oper-
ators according to their types, i.e., the location of their nonzero
elements. In general, there are dd different types. For each
type, at most d incoherent Kraus operators can be linearly in-
dependent. Following the arguments in the proof of Propo-
sition 4, this implies that any incoherent operation admits a
decomposition with at most dd+1 incoherent Kraus operators.
To reduce this number further, let Ck denote the number of
incoherent Kraus operators such that the first k − 1 columns
have all entries zero, and the k-th column has one nonzero
entry. In particular, C1 denotes the number of Kraus opera-
tors which have one nonzero element in the first column, and
possibly some nonzero elements in the other columns. More-
over, Cd denotes the number of Kraus operators which have
one nonzero entry in the last column, and all other elements
are zero.
As we will show in the following, every incoherent opera-
tion admits an incoherent Kraus decomposition such that
Ck ≤ dd−k+1 (E1)
for all k ∈ [1, d]. For proving the statement, note that
dd−k+1 is exactly the number of different shapes for incoher-
ent Kraus operators which have zero entries in the first k − 1
columns. Assume now that some Kraus decomposition {Ki}
has Ck > dd−k+1 . Then, there must be two Kraus operators
K1 and K2 which have the same shape and all entries in the
11
first k − 1 columns are zero. Then – similar as in the proof
of Proposition 4 – we can introduce a new incoherent Kraus
decomposition {Li} such that L1 and L2 are linear combina-
tions of K1 and K2. Moreover, we can choose the new Kraus
operators such that Li = Ki for i > 2, and all elements in the
k-th column of L1 are zero. This proves the existence of an
incoherent Kraus decomposition fulfilling Eq. (E1).
To complete the proof of the proposition we evaluate the
sum over all Ck, giving rise to
d∑
k=1
Ck ≤
d∑
n=1
dn =
d(dd − 1)
d − 1 . (E2)
Appendix F: Proof of Proposition 6
A strictly incoherent Kraus operator can have at most one
nonzero element in each row and column. Similar as in the
proof of Proposition 5, we now introduce the number Ck,
which counts the number of strictly incoherent Kraus oper-
ators with the first k − 1 columns having all entries zero, and
the k-th column having one nonzero entry. We will now show
that every SIO admits a strictly incoherent Kraus decomposi-
tion such that
Ck ≤ d!(k − 1)! . (F1)
For this, note that d!/(k − 1)! is the number of different shapes
of strictly incoherent Kraus operators which have zero entries
in the first k − 1 columns. Assume now that some strictly
incoherent Kraus decomposition {Ki} has Ck > d!/(k − 1)!.
Then, there must be two Kraus operators K1 and K2 which
have the same shape and all entries in the first k − 1 columns
are zero. We can then introduce a new Kraus decomposition
{Li} such that L1 and L2 are linear combinations of K1 and
K2. Moreover, we can choose the new Kraus operators such
that Li = Ki for i > 2, and all elements in the k-th column of
L1 are zero. This proves the existence of a strictly incoherent
Kraus decomposition which fulfills Eq. (F1). The proof of the
proposition is complete by noticing that the sum
∑d
k=1 Ck is an
upper bound on the total number of strictly incoherent Kraus
operators, and thus
d∑
k=1
Ck ≤
d∑
k=1
d!
(k − 1)! . (F2)
Appendix G: Proof of Proposition 7
Consider a quantum operation defined via the Kraus opera-
tors
Ki, j =
1√
d
|mod( j + i, d)〉〈 j| (G1)
with 0 ≤ i, j ≤ d − 1. We will now prove that the strictly inco-
herent operation Λ(ρ) =
∑
i, j Ki, jρKi, j cannot be implemented
with fewer than d2 Kraus operators. For this, it is enough to
show that the corresponding Choi state ρΛ has rank d2. This
can be seen by applying the operators Ki, j⊗1 to the maximally
entangled state vector |Φ+d 〉 =
∑d−1
k=0 |k, k〉 /
√
d:(
Ki, j ⊗ 1
)
|Φ+d 〉 =
1
d
|mod( j + i, d)〉 | j〉 . (G2)
The proof is complete by observing that all these d2 (unnor-
malized) states are linearly independent.
