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Eksponentna rast prometa v internetu in zniževanje povprečnega prihodka na 
uporabnika telekomunikacijskih operaterjev narekujeta spremembo arhitekture 
dostopovnih in jedrnih telekomunikacijskih omrežij.  
Operaterji telekomunikacijskih omrežij so prisiljeni v zniževanje stroškov 
upravljanja in vzdrževanja svojih omrežij, hkrati pa morajo zagotavljati prožnost in 
razširljivost le-teh, da lahko sledijo hitro rastočim in spreminjajočim se potrebam trga.  
Med operaterji telekomunikacijskih omrežij trenutno ni enotnega mnenja, 
kakšna naj bi bila arhitektura sodobnih telekomunikacijskih omrežij. Na voljo je 
namreč precej tehnologij, ki vsaka po svoje naslavljajo izzive in probleme, s katerimi 
se danes soočajo operaterji. Kljub različnim pogledom na to je moč najti skupni 
imenovalec − razvoj omrežij gre v smeri virtualizacije omrežnih funkcij (NFV) in 
programsko definiranih omrežij (SDN).  
V magistrskem delu sem opredelil storitve in arhitekturne rešitve sodobnih 
dostopovnih in jedrnih telekomunikacijskih omrežij. Sodobna dostopovna in jedrna 
telekomunikacijska omrežja morajo biti po svoji zasnovi modularna in razširljiva, 
stroški upravljanja in vzdrževanja le-teh pa na obvladljivi ravni, da operaterjem 
omogočajo preživetje in njihov nadaljnji razvoj. 
Ključne besede: digitalne storitve, računalniški oblak, ponudniki na vrhu, OTT, 
programsko definirana omrežja, SDN, virtualizacija omrežnih funkcij, NFV, 
arhitektura spine-leaf, arhitektura Clos, podatkovni center, jedrno omrežje, 
dostopovno omrežje, internet stvari, IoT, DWDM, IP, MPLS, GMPLS, GMPLS-UNI, 







An exponential growth of the Internet and decreasing of telecoms’ average 
revenue per user (ARPU) demand a change in the access and core telecommunication 
network architecture. 
Telecoms are now more than ever compelled to reduce their capital an 
operational expenses (CAPEX and OPEX), whilst at the same time provide higher 
level of scalability and agility of the networks. 
Among telecoms there is no uniform opinion about modern, next-generation 
network architecture. There are many technologies and solutions which address 
challenges that telecoms are facing with today, but not all of them are applicable to 
every telecom. 
Even though there are different views on the same problem that plagues 
telecoms, all these solutions have something in common, they go into direction of 
network function virtualization and software defined networks. 
The objective of this master thesis is defining network services and architectural 
solutions of the modern access and core telecommunication networks. The architecture 
of the modern access and core telecommunication networks should be modular and 
scalable, whilst the network operational and capital expenses should be kept to the 
reasonable level that still provides profit to the telecoms as well as their future growth. 
Key words: digital services, cloud, cloud services, over-the-top, OTT, SDN, 
NFV, spine-leaf, Clos, data center, access network, core network, IoT, M2M, DWDM, 







Telekomunikacije so od svojega nastanka šle skozi različna obdobja in vseskozi 
pridobivale na svojem pomenu. V zadnjih 20. letih smo bili priča omrežni in tehnološki 
konvergenci, ki jima je sledila storitvena konvergenca. Ključno vlogo pri tem je 
odigral protokol IP, ki je zaradi svoje univerzalnosti postal centralni del zlivanja 
storitev nad njim in tehnologij pod njim (Slika 1). 
 
Slika 1: Protokol IP kot konvergenčni sloj 
Upadanje prihodkov storitev fiksne in mobilne telefonije telekomunikacijskih 
operaterjev je privedlo do velikih organizacijskih sprememb znotraj 
telekomunikacijskih operaterjev. Če so le-ti želeli obstati na trgu telekomunikacij, so 
morali preoblikovati svoj poslovni model in začeti ponujati konsolidirane storitve – 
govor, video in prenos podatkov. 
Kmalu zatem smo bili priča združevanju operaterjev fiksnih in mobilnih 
komunikacij. Kot rezultat združevanja operaterjev so nastale združene storitve v obliki 
različnih paketov storitev, ki vključujejo fiksno in mobilno telefonijo, širokopasovni 
prenos podatkov, videovsebin in govora (IP-televizija, video na zahtevo, IP-telefonija) 
oz. poljubno kombinacijo le-teh. Uporabniki smo to občutili tudi v obliki enotnega 





računa za vse storitve (IP-telefonija, IP-televizija, prenos podatkov in mobilna 
telefonija). 
Telekomunikacijski operaterji so na začetku omrežne in tehnološke konvergence 
bili predvsem ponudniki upravljanih storitev IP (IP-telefonija, IP-televizija, video na 
zahtevo, prenos podatkov) za rezidenčne uporabnike in podjetja. Trg telekomunikacij 
je bil v večini razvitega sveta že liberaliziran, kar je privedlo do novih poslovnih 
modelov in s tem novih akterjev na trgu telekomunikacij. Klasični ponudniki 
telekomunikacij so obdržali v večini vlogo ponudnikov internetne povezljivost (ISP1), 
pri čemer so se novi akterji pomaknili navzgor v storitveni piramidi in začeli ponujati 
storitve IP z visoko dodano vrednostjo (Slika 2).  
 
Slika 2: Storitvena piramida 
Pojavili so se ponudniki internetnih storitev na vrhu − OTT2 (Facebook, Google, 
YouTube, Netflix ...), ki zagotavljajo storitve IP z visoko dodano vrednostjo, pri tem 
pa uporabljajo infrastrukturo interneta. Značilnost ponudnikov internetnih storitev 
OTT je namreč v tem, da ne najemajo omrežnih zmogljivosti pri telekomunikacijskih 
operaterjih, ampak so njihove storitve dostopne vsakomur, ki ima dostop do interneta. 
Ponudniki internetnih storitev OTT so imeli predvsem negativen učinek na 
poslovanje telekomunikacijskih operaterjev, saj so jim odškrtnili znatni delež 
                                                 
1 ISP – Internet Service Provider; ponudnik internetnih storitev. 
2 OTT – Over-the-Top Service Provider;  ponudniki storitev na vrhu. 




prihodkov njihovih klasičnih telekomunikacijskih storitev [1]. Telekomunikacijski 
operaterji so utrpeli upad prihodkov predvsem iz storitev govorne telefonije in 
kratkega sporočanja (SMS3, MMS4), ki so jih nadomestile storitve internetne telefonije 
in neposrednega sporočanja ponudnikov internetnih storitev OTT. 
V zadnjih letih je zaznati skokovito rast pametnih telefonov. V letu 2014 je bilo 
(globalno gledano) prodanih 439 milijonov pametnih telefonov [6]. Pametni telefoni 
pri tem prevzemajo vlogo glavne terminalne opreme uporabnikov, na katerih se v 
večini predvaja multimedijska vsebina (video je pri tem prevladujoč). Presenetljiv je 
podatek, da je v letu 2010 video in ostala multimedijska vsebina v mobilnem omrežju 
predstavljala manj kot 10 % celotnega podatkovnega prometa, medtem ko je v letu 
2015 le-ta znašala že skoraj 50 % [1]. 
Zgovoren je tudi podatek o rasti števila mobilnih naprav (pametnih telefonov, 
tabličnih računalnikov, prenosnikov, nosljivih naprav …) preračunano na uporabnika. 
Zabeležena je namreč večja stopnja rasti mobilnih naprav v svetu, kot je rast svetovne 
populacije [7]. Tako na primer v Evropi in v severni Ameriki posamezen uporabnik že 
danes v povprečju poseduje več kot dve (2) mobilni napravi [7].  
Vedno več uporabnikov na svojih mobilnih napravah uporablja aplikacije v 
oblaku (iCloud, Dropbox, OneDrive, Evernote, Netflix, YouTube, Pandora …), kar 
zahteva tudi stalno povezanost naprav v internet. Nalaganje vsebin v oblak običajno 
povzroči več hkratnih prenosov teh istih vsebin na ostale uporabnikove naprave, ki si 
delijo skupen račun storitve v oblaku. 
Vse to bistveno spreminja sedaj poznane prometne vzorce in količino prometa v 
dostopovnih in hrbteničnih telekomunikacijskih omrežjih. 
Telekomunikacijski operaterji so zato podvrženi vedno pogostejšim investicijam 
v svoja omrežja, saj morajo zagotavljati vedno večje pasovne širine, tako na dostopu 
kot tudi v hrbtenici telekomunikacijskega omrežja.  
                                                 
3 SMS – Short Message Service; storitev kratkih sporočil. 
4 MMS – Multimedia Messaging Servic; storitev večpredstavnostnih sporočil. 





Ob dejstvu, da telekomunikacijski operaterji beležijo upad svojih prihodkov, kar 
gre pripisati večji svobodi uporabnikov pri izbiri ponudnikov storitev ter pojavu 
dodatne (v očeh operaterjev nelojalne) konkurence, ki jo povzročajo ponudniki 
internetnih storitev OTT, telekomunikacijski operaterji mrzlično iščejo rešitve za 
izhod iz te spirale. 
Rešitve vključujejo tako spremembe poslovnih modelov telekomunikacijskih 
operaterjev kot tudi preoblikovanje njihove telekomunikacijske infrastrukture na 
način, ki bo znižal njihove operativne stroške (OPEX), podaljšal investicijski cikel oz. 
znižal stroške investicij (CAPEX) v lastno telekomunikacijsko infrastrukturo in 
predvsem povečal agilnost ter prožnost pri zagotavljanju novih storitev in rešitev 
končnim uporabnikom. 
Telekomunikacijski operaterji bodo morali na novo opredeliti svojo vlogo in 










2 Analiza trga telekomunikacij 
Z enormno hitrostjo posvajanja pametnih mobilnih naprav (pametnih telefonov, 
tabličnih računalnikov, prenosnih računalnikov, ročnih naprav) ter mobilnih aplikacij 
in storitev, ki zahtevajo stalno povezanost v internet, se skokovito povečuje tudi 
količina prometa v dostopovnih in jedrnih telekomunikacijskih omrežjih ter v internetu 
nasploh.  
V svetovnem merilu je zabeležena 50 % povprečna letna rast prometa IP v 
omrežjih telekomunikacijskih operaterjev zaradi sprotnega videa (ang. online video) 
in videa na zahtevo (VoD) [2]. Po napovedi [7] naj bi videovsebine v letu 2019 v 
svetovnem merilu predstavljale med 80 % in 90 % celotnega prometa IP.  
Po napovedi podjetja Cisco bo v letu 2016 mesečna količina celotnega prometa 
IP na svetu presegla 88,4 exabyte (88,4 * 10^18 zlogov) oz. 1.1 zettabyte na letni ravni 
(1,1 * 10^21 zlogov) [5].  
Če bo rast prometa sledila napovedim podjetja Cisco, bo tako že leta 2019 
dosežena magična meja 2 zettabyte (2 * 10^21 zlogov) letne količine globalnega 
prometa IP [7]. 
Napovedana je 23 % skupna letna stopnja rasti (CAGR5) globalnega prometa IP 
med obdobjem 2014 in 2019 (Graf 1). 
                                                 
5 CAGR – Compound Annual Growth Rate; skupna letna stopnja rasti prometa. 






Graf 1: Napoved globalne rasti prometa IP [7] 
Za ilustracijo naj povem, da napovedana količina globalnega prometa IP v letu 
2019 ustreza povprečni bitni hitrosti 511 Tb/s (24 ur na dan, vse dni v letu). 
Zaznana je dvakrat (2x) hitrejša rast prometa v mestnih omrežjih kot je rast 
medkrajevnega (ang. long haul) prometa [5]. Promet v mestnih omrežjih je tako že leta 
2014 presegel količino medkrajevnega prometa (ang. long haul). To gre pripisati 
dejstvu, da večina videovsebin, ki postajajo glavni generator prometa IP, zaobide 
medkrajevna omrežja ter se prenaša neposredno preko omrežij za dostavo vsebine 
(CDN6) v mestna omrežja.  
Zgovoren je podatek, da bosta v letu 2019 dve tretjini (2/3) prometa IP ustvarjeni 
na ne-PC napravah, tj. na pametnih telefonih, tabličnih računalnikih, pametnih 
televizijah in pri komunikaciji naprave z napravo (M2M). Število naprav priključenih 
v internet bo predvidoma leta 2019 preseglo trikrat (3x) svetovno populacijo [7]. 
Povprečna letna rast globalnega prometa IP v mobilnih omrežjih med letoma 
2014 in 2019 bo znašala 57 %, ter bo potekala kar 3x hitreje od rasti prometa v fiksnih 
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Napoved globalne rasti prometa IP, 2014 - 2019
23 % CAGR 2014 - 2019
Promet/mesec 
[exabyte]
CAGR – skupna letna stopnja rasti
Vir: Cisco VNI Global IP Traffic Forecast, 2014–2019 [7]




omrežjih IP. V letu 2019 naj bi podatkovni promet v mobilnih omrežjih znašal že 
dobrih 24 exabyte-ov na mesec [7]. 
Zaslediti je upad prometa IP podjetij v zasebnih omrežij VPN (IP/MPLS) ter 
porast prometa podjetij v internet. To gre pripisati dejstvu, da so storitve zasebnih 
omrežij VPN telekomunikacijskih operaterjev praviloma dražje kot je izvedba 
zasebnih povezav podjetij neposredno preko interneta. To še posebej drži v Združenih 
državah Amerike (ZDA), kjer podjetja za storitev povezovanja svojih poslovnih enot 
znotraj zasebnih omrežij IP/MPLS operaterjev plačujejo več kot v primeru 
povezovanja preko interneta. Na trgu so se zato pojavile različne rešitve povezovanja 
poslovalnic podjetij preko manj zanesljivega (ang. best-effort) interneta (opisano v 
podpoglavju 9.2). 
V nadaljevanju si podrobneje poglejmo nekaj izstopajočih trendov, ki jih je moč 
zaslediti. 
2.1 Posvajanja pametnih naprav 
Rast števila uporabniških naprav in povezav v internet je globalno gledano 
hitrejša od rasti števila uporabnikov v internetu ter celo od rasti svetovne populacije. 
Ta trend posvajanja novih »pametnih« naprav je že danes privedel do tega, da 
posamezno gospodinjstvo oz. uporabnik poseduje več naprav, ki so stalno povezane v 
internet. Potrebo po stalni povezanosti naprav v internet gre pripisati zlasti dvema (2) 
dejstvoma: 
 s pojavom socialnih omrežij ter aplikacij OTT (internetna televizija, stalno 
sporočanje, internetna telefonija ipd.) je potreba po stalni izmenjavi informacij 
med uporabniki in napravami postala izrazitejša; 
 uporabniki vsebujejo več naprav, na katerih prebirajo, urejajo ali ustvarjajo 
vsebine; pri tem želijo dostopati do najnovejše različice vsebine iz katerekoli 
svoje naprave, neodvisno od tega na kateri napravi je bila vsebina ustvarjena 
ali urejena; to izkazuje potrebo po sinhronizaciji vsebine uporabniških naprav. 
Potreba po sinhronizaciji vsebine uporabniških naprav je privedla do 
popularizacije storitev pomnjenja in izmenjave datotek v oblaku, kot sta iCloud in 





Dropbox. Uporabnik s pomočjo teh storitev ohranja konsistentnost vsebine med vsemi 
svojimi napravami, ki si delijo račun navedene storitve v oblaku. Poudariti je treba, da 
nalaganje vsebin v oblak povzroči več hkratnih prenosov istih vsebin na preostale 
uporabnikove naprave, ki si delijo računom storitve pomnjenja in izmenjave datotek v 
oblaku. 
Zlasti izrazita je rast naprav M2M7 oz. aplikacij M2M (pametno merjenje, 
videonadzor, spremljanje zdravja, transport in sledenje pošiljkam), ki po oceni Cisca 
celo prehiteva rast pametnih telefonov (Graf 2). 
 
Graf 2: Globalna rast števila naprav [7] 
Večina analiz, opravljenih danes, postavlja pomen aplikacij M2M v ospredje. Po 
oceni globalnega trgovskega združenja GSMA bo do leta 2020 samo preko mobilnih 
(celičnih) omrežij vzpostavljenih več kot milijarda povezav M2M [10]. Upoštevaje 
tako mobilna kot fiksna omrežja, pa naj bi po oceni Cisca v letu 2019 število povezav 
M2M v omrežjih IP preseglo celo 10 milijard [7]. 
Nedvomno drži, da bodo rešitve M2M pustile velik pečat na načinu 
komuniciranja, ki ga danes poznamo, ter pripomogle k skokoviti rasti prometa v 
telekomunikacijskih omrežjih.  
                                                 
7 M2M – Machine to Machine; povezava od naprave do naprave 
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Prav na področju rešitev M2M pa bi morali telekomunikacijski operaterji uvideti 
svoje nove poslovne priložnosti in si v njih poiskati nadomestek izpada prihodkov 
svojih klasičnih telekomunikacijskih rešitev, ki so ga utrpeli na račun »kanibalizacije« 
klasičnih telekomunikacijskih storitev s strani ponudnikov storitev OTT. 
2.2 Posvajanje videa z ultra visoko ločljivostjo 
Pojav videovsebin z visoko ločljivostjo (UHD ali 4K) bo imel velik vpliv na 
porast prometa v telekomunikacijskih omrežjih. Videovsebine 4K presegajo več kot 
dvakrat (2x) pasovno širino (18 Mb/s) videovsebin visoke ločljivosti – HD-video (7,2 
Mb/s). 
Zgovoren je podatek, da se v enakem deležu, kot je rast predvajanja videovsebin 
na pametnih mobilnih napravah (pametnih telefonih in tabličnih računalnikih), 
povečuje tudi celotna količina prometa v internetu [7]. 
Tako naj bi predvajanje videovsebin ponudnikov Netflix in YouTube 
predstavljalo že več kot 50 % celotnega prometa v internetu [9]. 
2.3 Posvajanje tehnologije IPv6 
S pojavom rešitev »interneta stvari« (IoT8) je postal protokol IPv6 naravna 
izbira, saj omogoča bistveno večji naslovni prostor (128-bitov), kot ga ponuja protokol 
IPv4 (32-bitov). Rešitve IoT temeljijo na zmogljivi senzorski tehnologiji in 
komunikaciji med napravami (M2M9). V prihodnje se zato pričakuje ogromno število 
naprav (senzorjev), ki bodo komunicirale preko omrežij IP oz. interneta. Protokol IPv6 
bo s svojim velikim naslovnim prostorom zagotavljal globalno povezljivost vseh 
naprav v internetu. Po oceni Cisca naj bi v letu 2019 že 41 % vseh naprav (fiksnih in 
mobilnih) priključenih v omrežja IP podpirala protokol IPv6 [7].   
Graf 3 prikazuje napovedano rast posvajanja naprav s podporo protokola IPv6. 
                                                 
8 IoT – Internet of Things; internet stvari. 
9 M2M – Machine to Machine; povezava od naprave do naprave. 






Graf 3: Ocenjena rast naprav s podporo IPv6 [7] 
Ob napovedani penetraciji naprav s podporo IPv6 ter širitvi podpore IPv6 v 
omrežja in temu sorazmernem večanju prisotnosti vsebine IPv6 bi ob predvideni 60-
odstotni vključenosti naprav IPv6 v omrežja IPv6 v letu 2019 ustvarilo pribl. 46 EB 
(ang. exabyte) prometa IPv6 na mesec, kar predstavlja 34 % mesečnega prometa IP v 
internetu (Graf 4). 
 
Graf 4: Projekcija rasti globalnega prometa IPv6 [7] 
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2.4 Rast komunikacije naprave z napravo 
Po vseh napovedih bo komunikacija »naprave z napravo« (M2M), ki je sestavni 
del koncepta »interneta stvari« (IoT), predstavljala v prihodnje enega od glavnih 
generatorjev prometa v telekomunikacijskih omrežjih. Trenutno trg rešitev M2M oz. 
IoT še ni reguliran. Prav zato se pričakuje, da bodo trg v prihodnje preplavile številne 
rešitve M2M s strani različnih akterjev (telekomunikacijskih operaterjev, ponudnikov 
storitev OTT, podjetij ipd.), ki bodo imele neposreden vpliv na porazdelitev in količino 
prometa v telekomunikacijskih omrežjih. 
Po oceni Cisca se bo število povezav M2M v letu 2019, gledano globalno, v 
primerjavi z letom 2014 več kot potrojilo [7]. 
 
Graf 5: Ocena globalne rasti povezav M2M [7] 
Rešitve M2M bodo segale v vse vertikale industrije (energetika, zdravstvo, 
avtomobilska industrija, pametne hiše, pametna mesta …). Pričakuje se, da bodo 
rešitve M2M, ki se nanašajo na avtomatizacijo in varnost doma ter rešitve sledenja 
(npr. sledenje večjega inventarja v bolnišnicah) v letu 2019 predstavljale že 48 % 
celotnega prometa aplikacij M2M [7]. 
Po oceni Cisca naj bi do najhitrejšega posvajanja rešitev M2M prišlo v zdravstvu 
(npr. spremljanje zdravja, razdeljevanje zdravil, telemedicina ipd.) in v avtomobilski 
Št. povezav M2M 
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industriji (npr. klic v sili, sporočanje lokacije ipd.), in sicer 49 % in 37 % skupne letne 
stopnje rasti v letih 2014–2019 [7].  
Pestrost rešitev M2M pa se obeta tudi na ostalih vertikalah industrije. Na 
naslednjem grafu je predstavljena napoved Cisca glede hitrosti posvajanja rešitev 
M2M v posameznem sektorju. 
 
Graf 6: Ocena globalne rasti povezav M2M po vertikalah v industriji [7] 
Čeprav se število povezav M2M povečuje s faktorjem 3, pa se pričakuje, da bo 
na količino prometa v omrežjih to vplivalo kar s faktorjem 15 [7]. Razlog velja poiskati 
v dejstvu, da bo vedno več rešitev M2M vključevalo prenos videa. Svoj doprinos k 
povečanju prometa v omrežjih pa bodo dale tudi rešitve na področju telemedicine in 
pametnih navigacijskih sistemov za samodejno upravljanje avtomobilov, ki zahtevajo 
veliko pasovno širino in majhne zakasnitve pri prenosu v omrežjih. 
 Graf 7 v nadaljevanju prikazuje oceno globalne rasti prometa komunikacije 
naprave z napravo (M2M). 
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Graf 7: Ocena globalne rasti prometa M2M [7] 
Velik doprinos k posvajanju rešitev IoT bodo imele tudi osebne prenosne 
naprave (ang. wearables), npr. pametne ročne ure, prenosni navigacijski sistemi ipd. 
Po oceni Cisca bo v letu 2019 v omrežjih priključenih že 578 milijonov takih naprav 
[6]. 
2.5 Posvajanje rezidenčnih in poslovnih storitev 
Na področju storitev in aplikacij za domače uporabnike (rezidenčne storitve) 
največjo rast beležijo storitve sprotnega videa (ang. online video) in spletnih socialnih 
omrežij.  
Pričakuje se nadaljnjo rast storitev sprotnega videa, predvsem na račun 
ponudnikov storitev OTT (npr. Netflix in YouTube) ter rast storitev pretočne glasbe. 
Značilnost teh storitev je v tem, da so zagotovljene iz računalniških oblakov ter 
uporabljajo infrastrukturo interneta za komunikacijo do končnih uporabnikov. 
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Zabeležena je rast osebnih, namiznih videokonferenčnih sistemov, ki 
nadomeščajo drage,  upravljane videokonferenčne sisteme v podjetjih, ter storitev, 
vezanih na lokacijo (LBS10). 
2.6 Vpliv širokopasovnosti omrežnega priključka na promet v 
omrežju 
Širokopasovnost omrežnega priključka je pomemben dejavnik količine prometa 
v omrežju. V fiksnih omrežjih se povečanje pasovne širine priključka odraža 
neposredno na količini prometa v omrežju, saj uporabniki ob hitrejši povezavi 
praviloma prenašajo videovsebine boljše kakovosti (adaptivni algoritmi samodejno 
prilagodijo kakovost videa na pasovno širino povezave) ter zaradi boljše uporabniške 
izkušnje, vsebino prenašajo tudi pogosteje.  
Na drugi strani, povečanje pasovne širine v mobilnih (celičnih) omrežjih (prehod 
iz 2G na 3G ali iz 3G na LTE) še ne povzroči takojšnjega povečanja prometa v 
omrežju. Razlog za to velja poiskati v dejstvu, da je za povečanje količine prometa v 
mobilnih omrežjih pomembna tudi ustrezna podpora terminalne opreme. Tako bo na 
primer uporabnik na pametnem telefonu, ki ima manjši zaslon ter manj zmogljivo 
enoto CPU in manj pomnilnika, kljub isti pasovni širini v omrežju ustvaril in prenesel 
k sebi manj vsebine kot uporabnik z zmogljivejšim pametnim telefonom. 
2.7 Trend rasti prometa v omrežjih 
Glavnino prometa v internetu danes predstavljajo videovsebine. Za razliko od 
ostalih vsebin, katerih prenos je enakomerno porazdeljen preko dneva, pa imajo 
videovsebine svoj glavni termin predvajanja in s tem neposreden vpliv na količino 
prometa v glavni prometni uri. S popularizacijo videovsebin v realnem času (videa v 
živo, videoklicev, ambientalnega videa ipd.) se zato pričakuje bistveno hitrejšo rast 
                                                 
10 LBS – Location-based service; storitev vezana na lokacijo. 




internetnega prometa v glavni prometni uri, kot je rast prometa v povprečni prometni 
uri (Graf 8). 
 
Graf 8: Ocena rasti prometa v internetu [7] 
Z naraščanjem prometa videovsebin bo vedno več prometa zaobšlo medkrajevne 
povezave in prehajalo preko omrežij za dostavo vsebin (CDN) neposredno v mestna 
omrežja.  
Na naslednji sliki je prikazana napoved globalnega deleža mesečnega prometa 
IP znotraj posameznega omrežnega segmenta za leti 2014 in 2019. 
 
Slika 3: Globalni delež prometa IP v posameznih omr. segmentih [7] 
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Ocenjena rast prometa v mestnem omrežju za leto 2019 je za faktor 3 višja od 
rasti prometa medkrajevnih povezav [7]. Kot že omenjeno, velja to pripisati vedno 
pomembnejši vlogi omrežij za dostavo vsebine. Na naslednjem grafu je prikazana 
mesečna količina internetnega prometa znotraj in izven omrežja za dostavo vsebine 
(prikazana sta absolutni delež za vsa leta ter odstotni delež za leti 2014 in 2019). 
 
Graf 9: Ocena deleža prometa v omrežju za dostavo vsebine [7] 
CAGR – skupna letna stopnja rasti
CDN – Content Delivery Network; omrežje za dostavo vsebine
Vir: Cisco VNI Global IP Traffic Forecast, 2014–2019 [7]
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3 Akterji na trgu telekomunikacij  
Trg telekomunikacij sestavljajo uporabniki, ponudniki telekomunikacijskih 
rešitev (storitev, vsebin in aplikacij) ter proizvajalci informacijsko-komunikacijske 
opreme. Z leti se je trg telekomunikacij začel dodatno razslojevati in diferencirati. Nanj 
so vstopili novi akterji, ki nastopajo višje v storitveni piramidi (Slika 2) in se pri tem 
ne omejujejo zgolj na neko izbrano geografsko območje, ampak s svojimi rešitvami 
naslavljajo vse uporabnike v internetu.  
Ponudnike rešitev na trgu telekomunikacij lahko v grobem razdelimo v naslednje 
kategorije: 
 ponudnike storitev OTT11, 
 ponudnike storitev računalništva v oblaku, 
 ponudnike upravljanih storitev (MSP), 
 ponudnike telekomunikacijskih storitev. 
Danes je zelo težko uvrstiti posamezne ponudnike storitev v zgolj eno od 
navedenih kategorij, saj le-ti svojo dejavnost širijo tudi na preostala področja, ki so 
značilna za posamezno kategorijo. 
Tako na primer nekateri ponudniki klasičnih telekomunikacijskih storitev 
(telekomunikacijski operaterji) nudijo storitve računalništva v oblaku in upravljanjih 
storitev, drugi pa se svojimi storitvami ne omejujejo zgolj na geografsko področje 
svoje fizične prisotnosti, temveč ponujajo rešitve OTT, ki so dostopne širši populaciji 
v internetu. 
                                                 
11 OTT – Over-the-top; ponudniki storitev na vrhu. 





3.1 Ponudniki storitev OTT 
Ponudniki storitev, vsebin in aplikacij OTT zagotavljajo internetne storitve z 
visoko dodano vrednostjo. Njihova značilnost je v tem, da se s svojimi storitvami ne 
omejujejo zgolj na geografsko območje pokritosti svoje lastne omrežne infrastrukture, 
ampak so njihove storitve dostopne vsakomur, ki ima dostop do interneta. 
Običajno so ponudniki storitev OTT brez lastne omrežne infrastrukture, vendar 
se to ne da posplošiti na vse ponudnike OTT. V segment storitev OTT so namreč začeli 
vstopati tudi telekomunikacijski operaterji (ponudniki telekomunikacijskih rešitev), ki 
so začeli zaznavati upad prihodkov svojih klasičnih telekomunikacijskih storitev 
(telefonija, SMS, MMS) zaradi storitev OTT (WhatsApp, Skype …). 
3.2 Ponudniki storitev v računalniškem oblaku 
Z razvojem tehnologij računalništva v oblaku ter ogromnim potencialom, ki ga 
novi koncepti računalništva in omreževanja obetajo, so se na trgu pojavili ponudniki 
storitev v računalniškem oblaku (v nadaljevanju »ponudniki storitev v oblaku«).  
V splošnem lahko med ponudnike storitev v oblaku uvrščamo vsakogar, ki 
zagotavlja katero od naštetih komponent računalništva v oblaku: 
 infrastruktura-kot-storitev (IaaS12), 
 platforma-kot-storitev (PaaS13), 
 programska-oprema-kot-storitev (SaaS14). 
Področje računalništva v oblaku ponuja različne izvedbene modele računalniških 
oblakov (v nadaljevanju »oblakov«), ki jih lahko opredelimo na naslednji način:  
 javne oblake, katerih storitve so dostopne vsem naročnikom preko interneta,  
 zasebne oblake, ki so namenjeni izključno enemu naročniku in uporabljajo 
zasebno infrastrukturo IT, 
                                                 
12 IaaS – Infrastructure-as-a-service; infrastruktura-kot-storitev. 
13 Platform-as-a-service; platforma-kot-storitev. 
14 Software-as-a-service; programska-oprema-kot-storitev. 




 hibridne oblake, ki združujejo lastnosti javnih in zasebnih oblakov, 
 oblake skupnosti, ki so omejeni na določeno skupino ljudi, organizacijo ali 
skupnost. 
Na področje računalniških oblakov so začeli vstopati tudi drugi akterji. Tako 
smo v zadnjem času priča množici rešitev v oblaku, ki jih oglašujejo 
telekomunikacijski operaterji in IT-podjetja (sistemski integratorji, proizvajalci 
opreme ipd.). 
Ti s svojimi rešitvami segajo na področje poslovanja podjetij in organizacij, kjer 
naj bi bili ekonomski učinki teh rešitev izraziti. Poleg tega se telekomunikacijski 
operaterji zavedajo svoje prednosti, ki jo imajo v veliki bazi naročnikov, ter se s 
svojimi rešitvami usmerjajo tudi k rezidenčnim uporabnikom. 
Zelo nejasna je tehnična ločnica med ponudniki storitev v oblaku in ponudniku 
upravljanih storitev (ponudniki MSP, opisano v nadaljevanju). Naj na tem mestu 
povem, da lahko ponudnika storitev v oblaku, ki vzdržuje in upravlja infrastrukturo 
zasebnega oblaka nekega podjetja, razumemo tudi kot ponudnika MSP. Če pa neko 
podjetje za lastne namene in z lastnim IT-osebjem zgradi in upravlja svoj zasebni 
oblak, se lahko to podjetje razume kot ponudnik zasebnega oblaka. 
Morda je edina razlika med ponudnikom upravljanih storitev in ponudnikom 
storitev v oblaku ta, da ponudnik upravljanih storitev v pogodbi veže nek minimalen 
čas izvajanja svojih storitev, medtem ko v primeru ponudnikov javnega oblaka, tega 
pogodbenega določila običajno ni. Naročnik storitev javnega oblaka lahko hitro naroči 
te storitve ter jih tudi prekine brez pogodbene kazni. 
3.3 Ponudniki upravljanih storitev 
Ponudniki upravljanih storitev (MSP15) svojo dejavnost usmerjajo v upravljanje, 
spremljanje in vzdrževanje IT-sistemov16 strank. Naročniki teh storitev (podjetja, 
                                                 
15 MSP – Managed Service Provider; ponudnik upravljanih storitev. 
16 IT – Information Technology; informacijska tehnologija. 





javne in zasebne organizacije ipd.) lahko dajo v zunanje upravljanje in vzdrževanje 
ponudniku MSP celotno svojo IT-infrastrukturo ali le del te.  
Na primer podjetje lahko da v zunanje upravljanje le svoj poštni strežnik, 
medtem ko drugo podjetje prepusti zunanjemu izvajalcu upravljanje in vzdrževanje 
celotnega svojega IT-okolja, tj. vseh delovnih postaj, strežnikov, pripadajoče 
programske opreme, aplikacij in omrežne infrastrukture.  
Skozi obdobje delovanja so ponudniki MSP svoje poslovne modele prilagodili 
novim tržnim trendom in s tem začeli vstopati tudi na področje računalništva v oblaku. 
Svoj poslovni model so prilagodili do te mere, da strankam zagotavljajo različne 
najemne modele – najem IT-infrastrukture z možnim kasnejšim odkupom, prenos 
celotnega IT-okolja stranke v računalniški oblak, ali poljubno kombinacijo obojega.  
Tipične storitve, ki jih ponudniki MSP nudijo svojim strankam, se razprostirajo 
od spremljanja izbranih aplikacij in sistemov (npr. spremljanje odzivnih časov 
aplikacij, števila zahtevkov v bazo in časa streženja, zasedenosti omrežnih povezav 
ipd.) do upravljanja in vzdrževanja IT-sistemov (telefonije, klicnih centrov, delovnih 
postaj, strežnikov in aplikacij ipd.).  
Graf 10 v nadaljevanju prikazuje nabor tipičnih upravljanih storitev v 
procentualnem deležu glede na pogostnost posvajanja le-teh s strani strank [14].  
 
Graf 10: Nabor tipičnih upravljanih storitev [14] 
CAGR – skupna letna stopnja rasti
Vir: Cisco VNI Global IP Traffic Forecast, 2014–2019 [7]




Običajno ponudniki MSP svoje storitve obračunavajo pavšalno na mesečni ravni 
ter redkeje po dejanski porabi časa. 
Na področje upravljanih storitev vstopajo tako podjetja, ki so v preteklosti 
delovala na način »dvornih dobaviteljev« opreme strankam, sistemski integratorji kot 
telekomunikacijski operaterji in ponudniki storitev v oblaku. Vsi ti vidijo v tem 
priložnost poglabljanja odnosa s stranko, ki se na koncu odraža v stalnih mesečnih 
prihodkih.  
Nedvomno je koristi upravljanih storitev veliko tudi za stranke, ki s tem 
pridobijo predvidljive stroške upravljanja in vzdrževanja IT-infrastrukture, 
investicijske stroške (CAPEX), vezane na nakup lastne IT-opreme, na ta način 
pretvorijo v operativne stroške (OPEX). Skupno gledano se lahko operativni stroški 
celo znižajo, saj strankam ni treba več vlagati sredstev v draga in ozko specializirana 
tehnična šolanja, ampak jim ta znanja nudijo ponudniki MSP, zato se lahko bolj  
posvečajo svoji primarni dejavnosti.   
Precej pomislekov in proti argumentov je na področju zagotavljanja varnosti in 
zasebnosti, ki je običajno vezano na lokalno zakonodajo (npr. varstvo osebnih 
podatkov). Vse večkrat pa se pozablja na psihološki vidik, ki ga ima posvajanje 
tovrstnih rešitev na zaposlene. 
3.4 Ponudniki telekomunikacijskih storitev  
Ponudniki klasičnih telekomunikacijskih storitev (fiksne in mobilne telefonije, 
sporočanja SMS/MMS, IP-telefonije, IP-televizije, širokopasovnega dostopa v 
internet) so telekomunikacijski operaterji.  
Značilnost telekomunikacijskih operaterjev je ta, da s svojimi storitvami 
večinoma naslavljajo uporabnike, ki so priključeni neposredno na njihovo 
infrastrukturo. Področje njihovega delovanja je torej vezano na geografsko področje 
njihove infrastrukture.  
Svojo dejavnost so telekomunikacijski operaterji začeli širiti tudi na področja, ki 
jih tradicionalno niso pokrivali. Vstopili so na področje upravljanih storitev in storitev 





računalništva v oblaku ter začeli ponujati upravljane IT-storitve za podjetja in 
rezidenčne uporabnike. 
Kljub temu glavnino prihodka telekomunikacijskih operaterjev še vedno 
predstavljajo njihove klasične storitve: 
 storitve povezljivosti (najete povezave, navidezna zasebna omrežja),  
 storitve telefonije (mobilne in fiksne, IP in klasične),  
 IP-televizije. 
Z enormno rastjo posvajanja pametnih mobilnih naprav (pametnih telefonov, 
tabličnih računalnikov) so se telekomunikacijski operaterji začeli spogledovati tudi s 
področjem ponudnikov storitev OTT. Z vstopom na področje ponudnikov OTT se 
telekomunikacijski operaterji ne omejujejo več na svojo geografsko prisotnost, ampak 






4 Telekomunikacijske storitve  
Trg telekomunikacij so preplavile storitve, ki segajo v vse vertikale industrije 
(avtomobilska industrija, šolstvo, kmetijstvo, zdravstvo, energetika ipd.) in se dotikajo 
slehernega uporabnika, tako poslovnega kot rezidenčnega.  
Po mnenju Svetovne trgovinske organizacije (WTO17) lahko telekomunikacijske 
storitve razdelimo v dve večji kategoriji:  
 temeljne telekomunikacijske storitve,  
 telekomunikacijske storitve z dodano vrednostjo. 
4.1 Temeljne telekomunikacijske storitve 
Temeljne telekomunikacijske storitve so javne in zasebne telekomunikacijske 
storitve, ki omogočajo prenos informacij med uporabniki. V večini jih zagotavljajo 
telekomunikacijski operaterji in predstavljajo nosilno storitev za ostale storitve nad 
njimi (telekomunikacijske storitve z dodano vrednostjo). Temeljne 
telekomunikacijske storitve lahko nadalje razdelimo v tri skupine: 
 fiksne podatkovne storitve, 
 fiksne govorne storitve, 
 fiksne mobilne storitve. 
                                                 
17 WTO – World Trade Organization; svetovna trgovinska organizacija. 





4.1.1 Fiksne podatkovne storitve 
Fiksne podatkovne storitve vključujejo tokokrogovno in paketno komutirane 
storitve povezljivosti. Telekomunikacijski operaterji naročnikom nudijo storitve 
povezljivosti, ki se raztezajo na več nivojih referenčnega modela OSI18: 
 storitve povezljivosti fizičnega sloja – L119; vključujejo najem optičnega 
vlakna, valovne dolžine in zakupljenega voda (xDSL20, PDH21/SDH22), 
 storitve povezljivosti povezavnega sloja – L223; vključuje paketno komutirane 
storitve (EPL24, EVPL25, VPLS26), 
 storitve povezljivosti omrežnega sloja – L327 (IP VPN28). 
Značilnost teh storitev je ta, da zagotavljajo prenos podatkov različnih tipov 
storitev: govor, video, interaktivne storitve, multimedija ipd. V kategorijo fiksnih 
podatkovnih storitev sodijo tudi storitve internetnega dostopa. 
4.1.2 Fiksne govorne storitve 
Med fiksne govorne storitve uvrščamo vse storitve, ki se nanašajo na storitve 
prenosa govora (klasična telefonija, IP-telefonija) preko fiksnih tokokrogovno ali 
paketno komutiranih telekomunikacijskih omrežij (PSTN, IP/MPLS). Značilnost teh 
storitev je v tem, da jih ponudniki storitev (telekomunikacijski operaterji) običajno 
obračunavajo po minutah uporabe oz. po t. i. govornih minutah (ang. voice minutes).  
                                                 
18 OSI – Open System Interconect; odprti sistem povezovanja. 
19 L1 – 1. (fizični) nivo referenčnega modela OSI. 
20 xDSL – Digital Subscriber Line; digitalna naročniška linija. 
21 PDH – Plesiochronous Digital Hierarchi; pleziohrona digitalna hierarhija. 
22 SDH – Synchronous Digital Hierarchy; sinhrona digitalna hierarhija. 
23 L2 – 2. (povezavni) nivo referenčnega modela OSI. 
24 EPL – Ethernet Private Line; zasebni vod Ethernet. 
25 EVPL – Ethernet Virtual Private Line; navidezni zasebni vod Ethernet. 
26 VPLS – Virtual Private LAN Service; storitev navideznega zasebnega lokalnega omrežja. 
27 L3 – 3. (omrežni) nivo referenčnega modela OSI. 
28 VPN – Virtual Private Network; navidezno zasebno omrežje. 




S pojavom internetne telefonije so bili telekomunikacijski operaterji primorani 
prilagoditi način obračunavanja svojih storitev. Temu ustrezno so se odzvali in 
ponudili različne pavšalne sheme obračuna govornih storitev, npr. neomejeno število 
minut pogovorov med naročniki znotraj svojega omrežja, ali neomejeno število 
pogovorov v izbrana telekomunikacijska omrežja (vključuje dogovor med operaterji) 
ipd. 
4.1.3 Fiksne mobilne storitve 
Fiksne mobilne storitve združujejo storitve mobilne telefonije in prenosa 
podatkov preko mobilnega (celičnega) telekomunikacijskega omrežja. Sem spadajo 
prenos tekstovnih in multimedijskih sporočil SMS/MMS ter mobilni dostop do 
interneta. 
4.2 Telekomunikacijske storitve z dodano vrednostjo  
Med telekomunikacijske storitve z dodano vrednostjo uvrščamo vse storitve, ki 
uporabniške informacije obdelujejo, shranjujejo oz. jim na nek način dodajo vrednost. 
V to kategorijo ustrezajo tako vsakdanje internetne storitve, tj. e-pošta in spletno 
brskanje po internetu kot sodobne digitalne storitve nove generacije: 
 elektronsko trgovanje in oglaševanje, 
 gostiteljstvo vsebin in aplikacij, 
 multimedija in video visoke kakovosti, 
 oblačne storitve,  
 storitve ponudnikov OTT,  
 storitve povezane z lokacijo, 
 rešitve na področju interneta stvari (IoT) in komunikacije stroja s strojem 
(M2M) itd. 






5 Digitalne storitve nove generacije 
Trg telekomunikacij se neprestano spreminja. Nanj vstopajo novi akterji, ki s 
svojimi storitvami, vsebinami in aplikacijami (rešitvami) vedno pogosteje posegajo v 
že vzpostavljena razmerja na trgu in ga vedno znova potiskajo iz ravnovesja. Zdi se, 
da so edina stalnica na trgu telekomunikacij prav spremembe. 
Telekomunikacijski operaterji, nekoč nesporni vladarji trga telekomunikacij, 
beležijo upad prihodkov iz svojih klasičnih storitev, tj. telefonije in kratkega 
sporočanja (SMS/MMS). Upad prihodkov telekomunikacijskih operaterjev gre v prvi 
meri pripisati storitvam ponudnikov OTT, ki se ne omejujejo na geografsko področje, 
ampak s svojimi storitvami in vsebinami naslavljajo uporabnike širom interneta.  
Telekomunikacijski operaterji ob tem iščejo svoje priložnosti zlasti na področju 
poslovnega okolja in se svojimi rešitvami osredotočajo na podjetja. Pričakovano je, da 
bodo telekomunikacijski operaterji upad svojih prihodkov nadomestili s sodobnimi 
digitalnimi storitvami.   
Graf 11 prikazuje upadanje prihodkov mobilnih operaterjev iz tradicionalnih 
storitev, tj. klasične govorne storitve in storitve sporočanja. Mobilni operaterji naj bi 
upad svojih prihodkov nadomestili s sodobmini storitvami, ki segajo višje v storitveni 
piramidi (Slika 2), tj. internet stvari, oblačne storitve, mobilno trgovanje ipd. [vir: STL 
Partners].  






Graf 11: Prihodki storitev globalnih mobilnih operaterjev [vir: STL Partners] 
Trendu upadanja prihodkov sledijo tudi proizvajalci informacijsko 
komunikacijske opreme, izogniti pa se mu ne morejo niti internetni tehnološki giganti, 
kot je Google [19]. 
Podobno kot telekomunikacijski operaterji so tudi podjetja izpostavljena 
izzivom trga. Na trgu obstanejo le podjetja, ki se znajo hitro in predvsem ustrezno 
odzvati na potrebe in zahteve trga. Večino podjetij pa danes občuti razkorak med 
poslovnimi potrebami in svojim lastnim okoljem IT. Vse večkrat se tako zdi, da lastna 
okolja IT-podjetij ne sledijo njihovim poslovnim potrebam.  
Podjetja zato vse pogosteje dajo v upravljanje zunanjemu izvajalcu del ali 
celotno svojo infrastrukturo IT, vse pogosteje pa svojo infrastrukturo IT tudi selijo v 
računalniški oblak. Na tem področju se torej obeta veliko priložnosti zlasti 
telekomunikacijskim operaterjem, ki že imajo vzpostavljen poslovni odnos s podjetji 
in organizacijami, ki jim zagotavljajo telekomunikacijske storitve. 
S pojavom prvih rešitev M2M/IoT in svojim potencialom, ki ga le-te obetajo v 
vseh vertikalah industrije, velja pričakovati mnogo inovativnih rešitev, predvsem na 
področju pametnih hiš/mest in v avtomobilski industriji. 




Pričakujem, da bodo telekomunikacijski operaterji začeli vstopati na področje 
ponudnikov OTT in s svojimi storitvami začeli naslavljati tudi uporabnike, ki jih do 
sedaj niso, in se ne omejevati več na geografsko področje svoje infrastrukture.  
Veliko priložnosti za telekomunikacijske operaterje vidim v poslovnem okolju, 
zato gre pričakovati, da bo njihov fokus v smeri zagotovitve inovativnih rešitev na 
področju poslovanja s podjetji (B2B29) ter poslovanja med podjetji in potrošniki 
(B2C30 in B2B2C31).  
Večino analitikov vidi telekomunikacijske operaterje kot tiste, ki bodo postali 
glavni ponudniki digitalnih storitev nove generacije v globalnem svetu. 
Čedalje več poudarka je tudi na zagotavljanju bolj »zelenih telekomunikacij« oz. 
zelenih informacijsko-komunikacijskih tehnologij (ang. Green ICT). Po oceni 
Gartnerja iz leta 2007 naj bi informacijsko-komunikacijske tehnologije (IKT) 
prispevale približno 2 % izpustov ogljikovega dioksida (CO2) v ozračje. Po mnenju 
inštituta IEEE pa naj bi se izpusti CO2 tehnologij IKT do leta 2020 celo podvojili. 
Poudarek je zato v bolj smiselni uporabi tehnologij IKT, bolj »čisti« proizvodnji teh 
tehnologij in v inovativnih rešitvah, ki bodo pripomogle k zmanjšanju izpustov CO2 
tudi na ostalih področjih industrije. V tej smeri gre pričakovati obilo rešitev, ki bodo 
vključevale tako koncepte računalništva v oblaku, rešitev M2M/IoT kot tudi mobilnost 
uporabnikov in naprav. 
Po mnenju mnogih naj bi ti novi koncepti na področju informacijskih tehnologij 
nakazovali nove velike spremembe, ki se nam obetajo. Vse pogosteje se omenja pojem 
»industrije 4.0«, ki nakazuje nov velik mejnik, pred katerim smo se znašli – 4. 
industrijsko revolucijo. Ta govori o vsestranski in vseobsegajoči digitalizaciji ne le 
industrije, ampak družbe kot celote. 
Iz vsega zapisanega je moč povzeti naslednje ključne trende, tehnologije in 
koncepte, ki bodo skupaj pripomogli k transformaciji okolja, tako poslovnega kot 
                                                 
29 B2B – Business-to-Business; poslovanje med podjetji. 
30 B2C – Business-to-Consumer; poslovanje med podjetji in potrošniki. 
31 B2B2C – Business-to-Business-to-Consumer; poslovanje med podjetji ter med podjetji in 
potrošniki. 





družbenega, in vplivali na način, kako komuniciramo, delamo in preživljamo prosti 
čas: 
 hitra rast pametnih mobilnih naprav v internetu, 
 vedno več funkcij IT bo zagotovljenih v računalniških oblakih, 
 razvoj inovativnih rešitev na področju interneta stvari (IoT), 
 vedno več videovsebin bo ponujenih iz interneta; pojav videa z zelo visoko 
ločljivostjo, 
 pojav storitev, povezanih z lokacijo (LBS), 
 pojav storitev elektronskega in mobilnega poslovanja, 
 zavedanje pomena tehnologij IKT na okolje (smiselna raba tehnologij IKT) 
ipd. 
5.1 Rešitve interneta stvari 
Internet stvari (IoT32) je omrežje fizičnih naprav, ki so opremljene z ustrezno 
elektroniko, programsko opremo in senzoriko ter so povezane v omrežje, preko 
katerega izmenjujejo podatke, bodisi med seboj (komunikacija naprave z napravo – 
M2M33), ali med napravami in strežniki (model odjemalec-strežnik). Osnovna ideja 
interneta stvari je povezava česarkoli s komerkoli, od koderkoli in kadarkoli. Torej 
internet stvari sam po sebi ”kliče” infrastrukturo, ki je povsem agnostična na vrsto 
rešitve IoT. 
Rešitve IoT segajo na vsa področja družbenega in poslovnega okolja ter 
prispevajo k bolj smiselni rabi vseh vrst virov in posledično k bolj »zelenim« 
informacijsko-komunikacijskim tehnologijam (ang. Green ICT). 
Rešitve IoT srečamo v vseh vertikalah industrije, kjer pomagajo pri 
obvladovanju procesov v proizvodnji, upravljanju in spremljanju različnih naprav 
doma (varnostnih sistemov, vlažnosti in temperature prostorov, osvetljenosti prostorov 
ipd.), urejanju prometa v mestih, upravljanju razsvetljav in varnosti v mestih, v 
                                                 
32 IoT – Internet of Things; internet stvari. 
33 M2M – Machine to Machine; povezava od naprave do naprave.  




kmetijstvu ipd. in s tem pripomorejo k bolj »pametnim« mestom in hišam ter 
optimizaciji delovnih in poslovnih procesov. 
Potrebno se je zavedati, da rešitve interneta stvari ustvarjajo velike količine 
senzorskih podatkov, ki jih posredujejo na zunanji strežnik v obdelavo. Senzorji 
znotraj lokalnega omrežja komunicirajo po eni od brezžičnih tehnologij ter se 
povezujejo na  komunikacijski prehod. Komunikacijski prehod se preko mobilnega 
dostopovnega omrežja povezuje v internet ter odlaga senzorske podatke v obdelavo 
strežniku v internetu oz. oblaku. Strežnik nato obdela senzorske podatke ter sporoča 
rezultate nazaj do komunikacijskega prehoda. 
Slika 4 prikazuje arhitekturo rešitve pametne hiše. 
 
Slika 4: Arhitektura rešitve pametne hiše 
5.1.1 Rešitve na področju pametnih mest 
Rešitve na področju pametnih mest se raztezajo v vse vertikale industrije, ter 
skupaj soustvarjajo kompleksen ekosistem med seboj sodelujočih različnih 
podsistemov. Rešitve pametnih mest ne vključujejo zgolj infrastrukturnih sistemov 
(promet, energetika, telekomunikacijsko omrežje), ampak posegajo tudi v ostale 
sisteme, družbene, biološke in okoljske. 
Poudarek pametnih mest je na inteligentnem upravljanju njihovih virov ob 
aktivnem sodelovanju prebivalcev mesta. 





Primer pametnega mesta, kot ga vidi podjetje Libelium, je predstavljen na 
naslednji sliki. 
 
Slika 5: Pametno mesto [vir: Libelium] 
Rešitve pametnih mest obsegajo naslednja področja: 
 spremljanje razpoložljivosti parkirnih mest, 
 spremljanje hrupa in tresljajev, 
 naprednejše upravljanje mestne razsvetljave, 
 naprednejše upravljanje z odpadki (spremljanje nivoja odpadkov v posameznih 
zabojnikih za smeti), 
 inteligentnejši transportni sistemi, npr. spremljanje smeri vožnje in takojšnje 
obveščanje udeležencev prometa v primeru vožnje voznika v napačni smeri; 
spremljanje stanja na cestah in samodejna preusmeritve prometa v primeru 
prometnih nesreč ali zastojev ipd. 




5.1.2 Rešitve na področju kmetijstva 
Pomemben segment uporabe rešitev IoT je kmetijstvo. Tak primer je sistem za 
avtomatsko spremljanje škodljivcev, ki ga opisujem v nadaljevanju razdelka [vir: 
EFOS/trapview]. 
V zadnjih petdesetih letih se je svetovno prebivalstvo več kot podvojilo, 
medtem, ko se je površina obdelovalnih zemljišč, preračunano na prebivalca, 
razpolovila [85]. To je mogoče zaradi uvajanja novih tehnologij v kmetijstvu.  
V zadnjem času je informacijska tehnologija tista, ki je ena izmed ključnih za 
nadaljnji razvoj kmetijstva. Zaradi tega opažamo trend, da se podjetja, ki so 
tradicionalno vezana na ta segment, vedno bolj intenzivno ukvarjajo z informacijsko 
tehnologijo, npr. JohnDeere, Monsanto (Climate corporation), Bayer, Pioneer 
(Encirca). Po drugi strani se tudi podjetja, ki se sicer ukvarjajo z informacijsko 
tehnologijo, vedno bolj posvečajo kmetijstvu oz. okolju, npr. IBM (Weather 
company), Lenovo.  
Eden od ključnih izzivov, s katerim se srečujemo pri pridelavi hrane, je ustrezno 
obvladovanje populacije škodljivcev. Velike površine monokultur namreč 
predstavljajo idealne pogoje za prekomerno razmnoževanje določenih vrst žuželk, ki 
se s temi rastlinami/pridelki hranijo. Če želi pridelovalec prodati svoje pridelke, mora 
zagotavljati stalne donose in vrhunsko kakovost, hkrati pa morajo pridelki imeti zelo 
nizke stopnje ostankov pesticidov, saj le-ti prehajajo v prehransko verigo.  
Da bi lahko zadovoljil te zahteve, mora uporabljati moderna sredstva za varstvo 
rastlin, ki morajo biti bistveno bolj ozko specializirana, kot so bila v preteklosti. To 
pomeni, da so učinkovita le za določenega škodljivca v točno določeni razvojni fazi, 
kar pomeni, da je časovno okno, ko jih lahko uporabimo, dva do tri dni za posamezno 
generacijo škodljivcev. Če se zaščitna sredstva ne uporabljajo v predvidenem času (se 
uporabljajo prezgodaj ali prepozno), niso učinkovita. Poleg tega neustrezna uporaba 
vodi v hiter razvoj odpornosti škodljivcev na določeno zaščitno sredstvo.  
Za spremljanje stanja populacije škodljivcev se praviloma uporabljajo različne 
pasti/vabe, ki so prirejene različnim vrstam žuželk. Običajno pridelovalci izvedejo 
pregled polj/nasadov/vinogradov enkrat tedensko, zaradi česar pogosto zamudijo 





optimalen čas za zatiranje škodljivcev. Pri reševanju te težave lahko bistveno pomaga 
ustrezna uporaba tehnologije IoT.  
S tem, ko namesto klasičnih pasti za spremljanje stanja populacije uporabimo 
elektronske, bistveno skrajšamo čas, ki je potreben za zajem podatkov. Elektronske 
pasti delujejo na principu slikanja lepljive plošče v napravi, kamor se ujamejo 
škodljivci. Te slike preko mobilnega omrežja pošljejo na strežniško infrastrukturo/v 
oblak, kjer se obdelajo. Obdelava zajema naslednje ključne elemente:  
 obdelava ”surovih” slik, 
 avtomatska prepoznava škodljivcev z algoritmi računalniškega vida, 
 izračunavanje podatkov za potrebe modeliranja. 
Tak sistem daje najboljše rezultate, če je mreža avtomatskih pasti dovolj gosta, 
saj na ta način lahko pri modeliranju nadaljnjega gibanja populacije škodljivcev 
uporabimo podatke več med seboj povezanih pasti, ki spremljajo isto populacijo.  
Ključna storitev, ki jih tak sistem lahko nudi, je možnost napovedovanja 
prihodnjega stanja populacije točno določenega škodljivca praktično kjerkoli na svetu 
– podobno kot to poznamo pri napovedovanju vremena. 
Seveda je tako napovedovanje zelo zahtevno, ker je treba poleg povsem 
bioloških upoštevati številne druge dejavnike, kot so migracije, različni načini 
zatiranja škodljivcev, klimatske spremembe in podobno. Ravno dovolj gosta mreža 
avtomatskih pasti nam pri tem bistveno pomaga, saj nam omogoča dnevno preverjanje 
dejanskega stanja ulovov. S tem dobimo pomembno povratno informacijo glede 
pravilnosti napovedi in hkrati vhodne podatke za njegovo nadaljnje 
izboljševanje/prilagoditev. 
S stališča infrastrukture je tak primer uporabe rešitev IoT v kmetijstvu zanimiv 
z dveh vidikov: 
 zagotavljanje povezljivosti za razmeroma veliko število naprav na področjih, 
kjer ni dosti ljudi, 
 zagotavljanje ustrezne strežniške infrastrukture za pridobivanje, shranjevanje 
in obdelavo velikega števila podatkov, še posebej slik. 




5.2 Storitve računalništva v oblaku 
Na računalništvo v oblaku lahko gledamo kot poslovno odločitev, saj nam 
pogosto omogoča pohitritev poslovanja in znižanje stroškov. Pri tem je nujno vedeti, 
da se računalništvo v oblaku bistveno bolje prilagaja organizacijam s specifičnimi 
poslovnimi modeli ter da je za najboljši izkoristek računalništva v oblaku pogosto 
potrebno spremeniti tudi organizacijo samo. 
Tehnološko gledano je računalništvo v oblaku vsak način zagotavljanja in 
upravljanja storitev IT, ki ima vsaj naslednjih 6 lastnosti: 
 ”samopostrežba na zahtevo”: naročnik se samostojno odloči za nakup 
računalniških virov pri ponudniku storitev v oblaku, jih sam po potrebi dodaja 
ali odvzema; pri tem so mu v podporo različna orodja za avtomatizacijo in 
orkestracijo storitev; 
 ”seljeni računalniški viri”: računalniški viri (fizični in virtualni) so na 
razpolago vsem naročnikom; računalništvo v oblaku na ta način uveljavlja 
enega od svojih temeljnih principov – večnajemnost (ang. multitenancy), ki 
omogoča sobivanje uporabnikov na skupnih računalniških virih; pojem 
računalniški viri zajema računsko moč, pomnilnik, omrežne vire, napajanje 
ipd.; 
 ”širok mrežni dostop”: storitve v oblaku so dostopne preko omrežja različnim 
odjemalcem (pametnih telefonov, tabličnih računalnikov, prenosnikov ipd.);  
 ”virtualizacija računalniških virov”: virtualizacija računalniških virov ima 
zlasti ekonomičen učinek, saj so različne omrežne in računalniške funkcije 
vzpostavljene v virtualnem okolju na strojni opremi široke potrošnje; 
 ”elastičnost računalniških virov”: prav virtualizacija računalniških virov 
omogoča naslednjo bistveno značilnost računalništva v oblaku – dinamično 
povečevanje ali zmanjševanje računalniških zmogljivosti (npr. dodajanje 
procesorskih zmogljivosti, povečevanje pomnilnika ipd.); s tem se naročnik 
znebi presežnega zagotavljanja zmogljivosti, do katerega pride v kolikor bi 
namesto virtualne infrastrukture uporabil svojo lastno fizično infrastrukturo; 
 ”merljivost in plačilo po dejanski rabi”: uveljavljeni so sistemi za samodejno 
spremljanje rabe računalniških virov; ponudniki storitev v oblaku omogočajo 





zelo granularen pristop obračuna svojih storitev, t.i. »pay-as-you-go«, ki 
naročniku omogoča plačilo po dejanski rabi virov (npr. na urni osnovi ali glede 
na število obdelav zahtevkov ipd.). 
Ločimo različne nadzorne in storitvene modela računalniških oblakov. 
5.2.1 Nadzorni modeli računalništva v oblaku 
Nadzorni modeli določajo, kdo ima nadzor nad oblačnimi viri. Organizacija, ki 
ima nadzor, ima v vsakem trenutku vpogled v delovanje virov, dostop do vseh 
podatkov na virih, ter ima ekskluzivno pravico odločanja o uporabi teh virov. Tako 
lahko oblake delimo na naslednje [vir: NIL]: 
 če ima nad oblačnimi viri nadzor ena organizacija za lastne potrebe, govorimo 
o zasebnem (ang. private) oblaku; 
 če ima nad oblačnimi viri nadzor ena ali več organizacij, ki le-te vire nudi v 
najem poljubnim drugim organizacijam (večnajemniki − multi-tenancy), 
govorimo o javnem (ang. public) oblaku34; 
 če pa ima nad oblačnimi viri nadzor ena ali več organizacij, ki te vire nudi 
določenemu (ponavadi omejenemu) interesnemu krogu drugih organizacij, 
govorimo o skupnostnem (ang. community) oblaku; 
 če organizacija uporablja več nadzornih modelov oblaka za svoje 
informatizirane procese hkrati, govorimo o hibridnem (ang. hybrid) oblaku; 
pogosto organizacije svoje procese razdelijo in jih del gostijo v zasebnem, 
ločen del (npr. manj občutljiv, ali pa procese s posebnimi potrebami glede 
povečljivosti) pa v javnem oblaku; 
 če organizacija vire javnega oblaka uporablja enakovredno kot vire zasebnega, 
vendar le takrat, ko jih v zasebnem oblaku primanjkuje virov, govorimo o t. i. 
cloudbursting-u, kjer javni oblak uporabljamo kot »rezervno kapaciteto«. 
                                                 
34 Javni oblak se pogosto označuje le z besedo »oblak« (brez dodatkov). 




5.2.2 Storitveni modeli računalništva v oblaku 
Storitveni modeli določajo, kakšna količina virov IT se je »podredila« 6 
lastnostim in deluje po oblačnih principih. To lahko razumemo tudi kot odločitev, kje 
v »skladu storitev IT« smo potegnili črto med oblačnim in še-ne-oblačnim pristopom 
[vir: NIL]: 
S te perspektive lahko oblake delimo na naslednje: 
 če so procesorski, pomnilniški, shranjevalni in omrežni viri na voljo po 6 
lastnostih, govorimo o modelu infrastrukture kot storitve (IaaS35); to 
pomeni, da moramo potem na oblak prinesti platforme (operacijske sisteme, 
API-je), aplikacije, ter podatke, da dobimo delujočo storitev; 
 če so poleg zgornjih elementov (IaaS) tudi platforme (operacijski sistemi, API-
ji) na voljo po 6 lastnostih, govorimo o modelu platforme kot storitve 
(PaaS36); to pomeni, da moramo potem na oblak prinesti aplikacije ter podatke, 
da dobimo delujočo storitev; 
 če so poleg zgornjih elementov (PaaS) tudi aplikacije na voljo po 6 lastnostih, 
govorimo o modelu programske opreme kot storitve (SaaS37); to pomeni, da 
moramo potem na oblak prinesti le podatke, da dobimo delujočo storitev. 
Slika 6 v nadaljevanju prikazuje ločnico med storitvenimi modeli računalništva 
v oblaku. 
                                                 
35 IaaS - Infrastructure-as-a-Service 
36 PaaS - Platform-as-a-Service 
37 SaaS - Software-as-a-Service 






Slika 6: Storitveni model računalništva v oblaku [vir: NIL] 
Poudariti je potrebno, da lahko znotraj istega oblaka uporabljamo tudi 
kombinacijo pristopov IaaS, PaaS in SaaS. 
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OS – operacijski sistem
Middleware – posredniška oprema
IaaS – Infrastructure as a Service
PaaS – Platform as a Service
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6 Storitve telekomunikacijskih omrežij 
Z razvojem telekomunikacij postajajo telekomunikacijske storitve vse manj 
tehnološko pogojene ter bolj prilagojene potrebam in zahtevam posameznega 
uporabnika, tj. bolj personificirane oz. diferencirane. Diferenciacija storitev poteka na 
posameznih značilnostih oz. funkcijah storitev, na zagotovilih kakovosti izvajanja 
storitev (QoS38) ali na osnovi sporazumov o nivoju storitev (SLA39). 
S pojavom sodobnih digitalnih storitev se poudarek v telekomunikacijah seli na:  
 mobilnost storitev, vsebin in aplikacij, 
 varnost, celovitost in zaupnost komunikacije, 
 zagotavljanje kakovosti storitev, 
 razširljivost, prožnost in zmogljivost virov IT, 
 upravljanje, vzdrževanje in nadzor virov IT in storitev (avtomatizacijo 
omrežnih opravil ter orkestracijo storitev).  
Navedene lastnosti so neločljivo povezane z arhitekturo telekomunikacijskih 
omrežij. Telekomunikacijska omrežja so temu ustrezno v zadnjem obdobju deležna 
večjih arhitekturnih sprememb40, ki vključujejo vpeljavo konceptov programsko 
definiranih omrežij in virtualizacije omrežnih funkcij.      
                                                 
38 QoS − Quality of Service; kakovost storitev. 
39 SLA − Service Level Agreement; sporazum o nivoju storitev. 
40 Arhitektura sodobnih telekomunikacijskih omrežij je predstavljena v poglavju 8.     





6.1 Storitve dostopovnih in jedrnih telekomunikacijskih omrežij 
Dostopovna telekomunikacijska omrežja omogočajo uporabnikom dostop do 
storitev, vsebin in aplikacij neodvisno od tehnologije povezovanja in terminalne 
opreme. Poleg same povezljivosti dostopovna omrežja zagotavljajo naslednje tri 
bistvene funkcije: 
 mobilnost, tj. dostop do istih storitev, aplikacij in vsebin preko različnih 
tehnologij dostopovnih omrežij in terminalne opreme; 
 kakovost storitev, tj. klasifikacijo in prioritizacijo prometa v omrežju, glede na 
sporazum o nivoju storitve (SLA); 
 varnost, zaupnost in celovitost komunikacije v omrežju. 
Primarna storitev jedrnega telekomunikacijskega omrežja je povezljivost nanj 
priključenih omrežij. V jedrnem omrežju se promet ne ustvarja in tudi ne ponika, 
temveč le prehaja skozi omrežje.  
Jedrno omrežje je optimizirano za prenos velike količine podatkov, čim hitreje 
in čim bolj učinkovito. Cena na prenesen bit v jedrnem omrežju mora biti čim nižja.   
Zaradi velike količine prometa, ki prehaja skozi jedrno omrežje, mora biti 
zasnova le-tega zmogljiva, modularna in robustna. 
Zaradi izjemne rasti prometa, ki smo ji priča, so jedrna omrežja pogosto deležna 
posodobitev in nadgradenj. Modularna zasnova jedrnih omrežij pri tem omogoča 
postopne posodobitve in nadgradnje omrežja, ne da bi pri tem bistveno vplivali na 
obstoječo komunikacijo.  
Jedrno omrežje predstavlja kritično omrežje, saj zagotavlja komunikacijo 
ogromnemu številu nanj priključenih omrežij. Zasnova jedrnega telekomunikacijskega 
omrežja mora biti zato redundantna, da odpoved delovanja posameznega omrežnega 
gradnika ne povzročita prekinitve komunikacije nanj priključenih omrežij. 




Za jedrno omrežje je značilna protokolna transparentnost, ki omogoča prenos 
kateregakoli protokola v njegovi naravni obliki. V jedrnem omrežju so uporabljene 
naslednje tehnologije: IP, MPLS, Ethernet, OTN41 (TDM42 in DWDM).  
Tipične storitve dostopovnih in jedrnih telekomunikacijskih omrežij so storitve 
povezljivosti na različnih nivojih referenčnega modela OSI:  
 storitve povezljivosti L1: vključujejo najem optičnega vlakna, valovne 
dolžine in zakupljenega voda, 
 storitve povezljivosti L2: vključuje paketno komutirane storitve, npr. VPLS, 
 storitve povezljivosti L3: širokopasovni dostop, navidezna zasebna omrežja, 
npr. VPRN. 
6.1.1 Storitve navideznega vlakna 
Ena od storitev telekomunikacijskih omrežij je storitev povezljivosti 
podatkovnih centrov večjih podjetij ali organizacij, ki temelji na tehnologiji gostega 
valovno-dolžinskega multipleksa (DWDM). Večje podjetje oz. organizacija 
(naročnik) pri tem najame valovno dolžino (navidezno vlakno), telekomunikacijski 
operater pa zagotavlja podjetju transparenten prenos poljubnih protokolnih sporočil 
preko najete valovne dolžine. Običajno se navedena storitev uporablja za povezovanje 
shranjevalnih sistemov na večjih razdaljah, saj v tem primeru telekomunikacijski 
operater zagotavlja kvaliteto optičnega signala na celotni poti skozi omrežje. Naročnik 
storitve običajno dobi na voljo le priključek (FC in Ethernet) na opremi 
telekomunikacijskega operaterja, kamor priključi svojo omrežno opremo.  
Slika 7 prikazuje storitev navideznega vlakna v primeru povezovanja dveh 
podatkovnih centrov. 
                                                 
41 OTN − Optical Transport Network; optično transportno omrežje. 
42 Sloj TDM se v jedrnem omrežju postopoma opušča; njegovo vlogo prevzema integracija 
tehnologij IP/MPLS in DWDM. 






Slika 7: Storitev navideznega vlakna – povezava podatkovnih centrov 
Z razvojem transportnih tehnologij DWDM so postale na voljo rešitve, ki 
zagotavljajo zaščito, zaupnost in celovitost komunikacije neposredno na nivoju 
DWDM, s čimer je tovrstnih opravil razbremenjena oprema naročnika storitev. 
6.1.2 Storitve zakupljenega voda 
Storitve zakupljenega voda so danes manj pogoste. To gre pripisati predvsem 
opuščanju transportnih tehnologij TDM43 v jedru telekomunikacijskega omrežja ter 
porastu cenovno ugodnejših storitev povezljivosti L2, ki simulirajo storitve 
zakupljenih vodov. Kljub temu so storitve zakupljenih vodov še vedno prisotne v 
omrežjih telekomunikacijskih operaterjev, ter ni pričakovati, da bi v kratkem bile 
povsem ukinjene. 
Storitve zakupljenih vodov uporabljajo zlasti večje organizacije, ki želijo imeti 
zaradi specifičnih poslovnih zahtev popoln nadzor nad vsemi elementi v infrastrukturi. 
                                                 
43 TDM – Time Division Multiplexing; časovno multipleksiranje. 




6.1.3 Storitev navideznih zasebnih omrežij LAN 
V preteklosti zelo popularni tehnologiji povezovanja dislociranih lokacij 
organizacij, blokovno posredovanje (FR44) in asinhron prenosni način (ATM45) sta bili 
v večini telekomunikacijskih omrežij opuščeni. Zamenjujejo jih različne storitve 
tuneliranja protokolnih sporočil Ethernet preko omrežij IP in MPLS. 
Ob tem izstopa storitev navideznih zasebnih omrežij LAN (VPLS), ki oponaša 
delovanje lokalnih omrežij LAN preko mestnih (MAN) ali prostranih omrežij (WAN). 
Storitev VPLS uporablja tehnologijo MPLS za transport okvirjev Ethernet skozi 
omrežje.  
Ponudnik te storitve (telekomunikacijski operater) z uporabo tehnologije MPLS 
vzpostavi t. i. pseudo-vode (ang. pseudowire) med dostopovnimi usmerjevalniki 
(usmerjevalniki PE), ki oponašajo delovanje lokalnega omrežja Ethernet preko 
omrežne infrastrukture telekomunikacijskega operaterja (Slika 8). 
 
Slika 8: Fizična shema rešitve VPLS  
Jedro omrežja MPLS sestavljajo jedrni usmerjevalniki PC46, ki posredujejo 
protokolna sporočila MPLS le na podlagi labele MPLS v glavi paketa. Dostopovni 
                                                 
44 FR − Frame Relay; blokovno posredovanje. 
45 ATM − Asynchronous Transfer Mode; asinhroni prenostni način. 
46 PC– Provider Core. 





usmerjevalniki PE47, ki se nahajajo na robu omrežja MPLS, omogočajo klasifikacijo 
prometa na podlagi informacije v glavi paketa IP (DSCP48 oz. ToS49). Posamezni vrsti 
prometa dostopovni usmerjevalnik PE dodeli razred prometa FEC50 ter mu doda 
ustrezno označbo (labelo). Za posamezen podatkovni pretok se na ta način skozi 
omrežje vzpostavi z labelami komutirana pot LSP51 (vsi paketi, ki pripadajo istemu 
razredu FEC, so na poti skozi omrežje enako obravnavani). 
Okvirji Ethernet posameznih omrežnih segmentov LAN na geografsko 
razpršenih lokacijah so oviti v protokolna sporočila MPLS. Tehnologija VPLS 
omogoča sočasno komunikacijo med več točkami v omrežju ter oponaša delovanje 
stikal Ethernet preko omrežne infrastrukture telekomunikacijskega operaterja (Slika 
9). 
                                                 
47 PE – Provider Edge. 
48 DSCP − DiffServ Code Point. 
49 ToS − Type of Service. 
50 FEC − Forwarding Equivalence Class; razred prometa. 
51 LSP – Label Switch Path. 





Slika 9: Logična shema rešitve VPLS 
Storitev VPLS uporablja način dvojnega ovijanja protokolnih sporočil Ethernet 
v pakete MPLS, pri čemer posamezna labela MPLS označuje naslednje: 
 notranja labela MPLS označuje posamezen navidezni omrežni segment 
Ethernet oz. instanco VPLS; 
 zunanja labela označuje pot v omrežju MPLS. 
Slika 10 prikazuje format okvirja VPLS. 
 
Slika 10: Format okvirja VPLS 
Pseudo-vodi storitve VPLS zagotavljajo vse bistvene značilnosti stikal Ethernet, 
tj.: 





 učenje strojnih naslovov MAC52 okvirjev Ethernet, 
 posredovanje okvirjev Ethernet, 
 poplavljanje. 
Storitev VPLS je lahko uporabljena skupaj s tehnologijama IEEE 802.1Q in 
802.1ad, ki omogočata vzpostavitev navideznih zasebnih omrežij LAN (VLAN) in 
prednostno razvrščanje prometa IEEE 802.1p v omrežjih Ethernet.  
Temu ustrezno lahko storitev VPLS deluje v dveh načinih: 
 v netagiranem načinu (ang. raw mode), 
 v tagiranem načinu (ang. tag mode). 
V netagiranem načinu storitev VPLS ne upošteva morebitnih oznak segmentov 
VLAN, temveč vse okvirje Ethernet izbrane organizacije enako obravnava. 
V tagiranem načinu storitev VPLS upošteva morebitne oznake segmentov 
VLAN in temu ustrezno za posamezen segment VLAN dodeli različno labelo MPLS. 
Storitev VPLS uporablja dva različna kontrolna protokola, ki skrbita za 
odkrivanje in razpošiljanje label MPLS v omrežju ter signalizacijo med vozlišči, tj. 
BGP (RFC 4761) in LDP (RFC 4762). 
Poudariti je treba, da storitev VPLS sama po sebi ne zagotavlja pristnosti, 
zaupnosti in celovitosti komunikacije. Običajno naročnik storitve VPLS le-to zagotovi 
na svoji opremi (usmerjevalniku CE), tipično z uporabo protokola IPsec. 
6.1.4 Storitev navideznega zasebnega usmerjanega omrežja 
Najpogosteje uporabljena storitev povezljivosti L3 je navidezno zasebno 
usmerjeno omrežje (VPRN) oziroma BGP/MPLS IP VPN (RFC 4364). Storitev VPRN 
uporablja omrežje IP, preko katerega vzpostavi navidezno zasebno omrežje IP VPN 
med dislociranimi lokacijami organizacije. Pri tem je uporabljena tehnologija MPLS, 
ki omogoča tuneliranje paketov IP skozi omrežje ponudnika povezljivosti. 
                                                 
52 MAC − Media Access Control; krmiljenje dostopa do medija. 




Za razliko od storitve VPLS, kjer poteka komunikacija med usmerjevalnikoma 
CE in PE na nivoju L2 (Ethernet), pa je le-ta v primeru storitve VPRN na nivoju L3 
(IP).  
 
Slika 11: Fizična shema rešitve VPRN 
Usmerjevalnik PE vsebuje za vsako zasebno omrežje IP VPN ločeno instanco 
usmerjevalne in posredovalne tabele VRF53 ter podpira prednostno razvrščaje prometa 
IP za posamezno omrežje IP VPN (Slika 12).  
                                                 
53 VRF – Virtual Routing and Forwarding; navidezna usmerjevalna in posredovalna tabela. 






Slika 12: Logična ločitev naročnikov na dostopu v omrežje - VRF 
Logična ločitev usmerjevalnih in posredovalnih informacij omrežij IP VPN 
omogoča uporabo istih naslovnih prostorov IP znotraj različnih omrežij IP VPN. 
Usmerjevalne informacije posameznih omrežij IP VPN se s pomočjo protokola 
MP-BGP oglašujejo med usmerjevalniki PE v omrežju operaterja.   
Protokola LDP in RSVP sta uporabljena za vzpostavitev z labelami komutiranih 
poti LSP z ustrezno kvaliteto storitev (QoS). 
Usmerjevalnik PE paketu IP organizacije pripne dve labeli MPLS – zunanjo in 
notranjo labelo. Zunanja labela MPLS določa pot LSP skozi omrežje operaterje, 
notranja labela MPLS pa določa posamezno omrežje IP VPN. 
Poudariti je treba, da podobno kot rešitev VPLS, tudi rešitev VPRN ne 
zagotavlja pristnosti, zaupnosti in celovitosti komunikacije. Posamezna organizacija 




mora sama poskrbeti za zaščito komunikacije. Zaščita komunikacije posameznega 
omrežja IP VPN organizacije je najpogosteje zagotovljena na opremi organizacije z 
uporabo tehnologije IPsec. 
Slika 13 prikazuje povezljivost dislociranih lokacij posameznih organizacij v 
rešitvi VPRN ter zaščito komunikacije z uporabo tehnologije IPsec. 
 






7 Tehnologije sodobnih omrežnih arhitektur  
Tradicionalna omrežja so v večini statična ter prilagojena komunikaciji 
”odjemalec-strežnik”, ki v omrežjih ustvarja predvidljive prometne vzorce.  
S posvajanjem mobilnih naprav, storitev, vsebin in aplikacij ter z vse večjo 
popularizacijo oblačnih storitev postajajo prometni vzorci v omrežjih čedalje 
kompleksnejši in manj predvidljivi.  
Potreba po hitrejšem zagotavljanju storitev, vsebin in aplikacij, zniževanju 
stroškov upravljanja in vzdrževanja omrežnih tehnologij narekuje razvoj omrežij v 
smeri večje prožnosti, razširljivosti ter upravljivosti. 
Razvoj omrežij se zato opira na sodobne omrežne koncepte in tehnologije, ki 
preko virtualizacije in abstrakcije omrežnih funkcij zagotavljajo avtomatizacijo 
omrežnih opravil.  
V nadaljevanju so podrobneje predstavljeni trije (3) ključni omrežni koncepti oz. 
tehnologije, na katere se opirajo sodobne omrežne arhitekture: 
 programsko definirana omrežja (SDN), 
 virtualizacija omrežnih funkcij (NFV), 
 tehnologije prekrivnih omrežij (ang. overlay networks). 
7.1 Programsko definirana omrežja 
Koncept programsko definiranih omrežij moramo razumeti kot pristop k 
zagotavljanju omrežnih storitev skozi abstrakcijo fizične omrežne infrastrukture [vir: 
Wiki].  





Programsko definirana omrežja (SDN54) pri tem izhajajo iz dveh dokaj različnih 
težav okolij IT: 
 upravljanje prometnih tokov v velikih omrežjih IP/Ethernet je postalo 
zapleteno in temu posledično zamudno ter neučinkovito; kontrolni protokoli v 
omrežnih gradnikih ne omogočajo optimalnega posredovanja prometnih tokov 
v omrežju;  
 obstoječi načini upravljanja in zagotavljanja virov IT v podatkovnih centrov 
niso primerni za sodobne koncepte računalništva − računalniške oblake. V 
računalniških oblakih si uporabniki (potrošniki) med seboj delijo skupne vire 
IT, jih po potrebi jemljejo ali vračajo nazaj v računalniški oblak. Za 
infrastrukturo računalniških oblakov se zato zahtevata elastičnost in 
samopostrežba virov IT. 
Na trgu so se zato pojavili različni pristopi oz. izvedbeni modeli programsko 
definiranih omrežij, ki navedeni težavi naslavljajo iz različnih zornih kotov: 
 centralizirano zagotavljanje omrežnih naprav: zagotavljanje novih 
omrežnih naprav na avtomatiziran način z uporabo konfiguracijskih predlog; 
na primer v omrežje priključimo omrežno napravo brez nastavitev 
(konfiguracije), ki se nato overi in preko centralnega repozitorija k sebi prenese 
ustrezno konfiguracijo; ta pristop je uporabljen tipično v omrežjih 
telekomunikacijskih operaterjev; 
 centralizirano zagotavljanje omrežnih storitev: zagotavljanje novih 
omrežnih storitev na avtomatiziran način z uporabo konfiguracijskih predlog; 
pristop je primeren za upravljanje storitev v ”večnajemnem” modelu 
infrastrukturnih virov sodobnih podatkovnih centrov (v računalniških oblakih); 
 abstrakcija omrežne infrastrukture: zagotavljanje dinamičnih omrežnih 
topologij, t. i. prekrivnih omrežij; abstrakcija fizične omrežne infrastrukture je 
izvedena z uporabo prekrivnih tehnologij; 
                                                 
54 SDN – Software Defined Network; programsko definirano omrežje. 




 prilagajanje posredovanja prometnih tokov: kontrolna ravnina je v tem 
primeru še vedno integriran del omrežne naprave, vendar lahko z uporabo 
določenih protokolov (PCEP55, MP-BGP56) neposredno vplivamo na 
prilagoditve usmerjevalnih in topoloških tabel omrežnih naprav; 
 centralizirana kontrolna ravnina: kontrolni in podatkovni ravnini omrežne 
naprave sta ločeni; kontrolna ravnina se nahaja na centralnem strežniku – 
omrežnem kontrolorju; primer take rešitve je OpenFlow, kjer omrežne naprave 
ne vsebujejo nobene inteligence, ampak le posredujejo promet; inteligenca je 
v tem primeru prepuščena centralnemu omrežnemu kontrolorju, ki izračuna 
poti v omrežju in nato ”potisne” nastavitve neposredno v pomnilnik TCAM57 
omrežnih naprav.  
Različni izvedbeni modeli programsko definiranih omrežij so predstavljeni na 
naslednji sliki.  
                                                 
55 PCEP − Path Computation Element Protocol. 
56 MP-BGP − Multi Protocol Border Gateway Protocol; večprotokolni protokol mejnih 
usmerjevalnikov. 
57 TCAM − Ternary Content-Addressable Memory; trikomponentni pomnilnik z naslovljivo 
vsebino. 






Slika 14: Različni izvedbeni modeli programsko definiranih omrežij 
7.1.1 Abstrakcija omrežne infrastrukture 
V nadaljevanju predstavljen model abstrakcije omrežja omogoča izgradnjo 
dinamičnih omrežnih topologij58 oz. povezljivosti na vrhu fizične infrastrukture.  
Dinamično izvedene omrežne topologije so logične topologije, ki omogočajo 
fleksibilno komunikacijo med aplikacijskimi komponentami ter uporabniki (Slika 15). 
                                                 
58 Dinamične omrežne topologije imenujemo tudi “prekrivna omrežja” (ang. overlay network). 





Slika 15: Dinamična omrežna topologija – prekrivno omrežje 
Opomba: dinamične omrežne topologije so izvedene z uporabo tehnologij 
prekrivnih omrežij (opisano v podpoglavju 7.3), ki omogočajo tuneliranje paketov 
dinamičnih omrežnih topologij preko fizične omrežne infrastrukture. 
Posamezna dinamično izvedena omrežna topologija je neodvisna od spodaj 
ležeče fizične topologije, tj. fizična topologija služi zgolj za posredovanje ustrezno 
ovitih (enkapsuliranih) paketov dinamično izvedene omrežne topologije.  
Izgradnja in upravljanje posamezne dinamične omrežne topologije (ne pa fizične 
topologije) se tipično izvaja centralno, preko omrežnih kontrolorjev, ki poskrbijo za 
posredovanje nastavitev na ustrezne elemente omrežja. 
V arhitekturi, kjer je vse izvedeno popolnoma programsko, fizična infrastruktura 
nima vpogleda v podrobnosti in posebnosti dinamične omrežne topologije, kar lahko 
predstavlja izziv pri upravljanju in nadzoru celotnega omrežja. 
7.2 Virtualizacija omrežnih funkcij  
V tradicionalnih omrežjih je večina omrežnih funkcij zagotovljenih na specifični 
strojni opremi omrežnih proizvajalcev. Za razliko od stikal in usmerjevalnikov, ki 





običajno vsebujejo aplikacijsko specifična integrirana vezja (ASIC59), pa se omrežne 
funkcije višjih nivojev (L4-L7) privzeto izvajajo na centralno procesnih enotah x386, 
značilnih za opremo široke potrošnje. 
Na tem mestu se zato upravičeno postavlja vprašanje, ali lahko omrežne 
funkcije, ki se izvajajo na strojni opremi omrežnih proizvajalcev, zagotovimo na 
virtualnih strežnikih oz. na opremi široke potrošnje? 
Odgovor na to vprašanje podaja virtualizacija omrežnih funkcij (NFV60), ki 
zagotavlja pristop k izgradnji omrežnih storitev z virtualizacijo omrežnih funkcij, za 
katere velja: 
 virtualizacija funkcij je izvedena na nivoju hipervizorja virtualizacijskega 
strežnika ali navideznega stroja (VM61), 
 virtualizirane storitve so centralizirane ali distribuirane. 
Virtualizirane omrežne funkcije so neposredno povezane s programsko definiranimi 
omrežji (SDN), saj je njihova uporaba smotrna v dinamično izvedenih omrežnih 
topologijah, kjer je treba dinamično dodajati ali odvzemati omrežne storitve. 
Pri centralizirani storitvi NFV velja, da se celotna storitev izvaja na enem 
virtualizacijskem strežniku oz. na virtualnem stroju (Slika 16). 
                                                 
59 ASIC − Application Specific Integrated Circuit; aplikacijsko specifična integrirana vezja. 
60 NFV − Network Fuction Virtualization. 
61 VM – Virtual Machine; navidezni stroj. 





Slika 16: Centralizirane virtualizirane omrežne funkcije 
Prednost centraliziranega pristopa je ta, da je stanje prometnih tokov vedno 
sinhronizirano. Vendar pri centralizirani storitvi virtualni stroj z virtualizirano 
omrežno funkcijo lahko predstavlja ozko grlo za storitev, ki jo opravlja. Pri 
distribuirani storitvi NFV velja, da se storitev izvaja na vsakem hipervizorju 
virtualizacijskega strežnika (Slika 17). 
 
Slika 17: Distribuirane virtualizirane omrežne funkcije 
Prednost distribuiranega pristopa je večja prepustnost, saj pri posredovanju 
prometa/prometnih tokov sodeluje več virtualizacijskih strežnikov − hipervizorjev. 
Vendar pa mora taka rešitev ustrezno poskrbeti tudi za sinhronizacijo omrežnih stanj 





med hipervizorji. Le-to zahteva zanesljivo komunikacijo med hipervizorji ter ustvarja 
dodaten kontrolni promet v omrežju. 
Virtualizacija omrežnih funkcij v kombinaciji s programsko definiranimi omrežji 
omogoča še eno bistveno funkcionalnost − veriženje omrežnih funkcij. V programsko 
definiranih omrežjih, kjer je vse avtomatizirano, lahko omrežni kontrolor samodejno 
vzpostavlja, dodeljuje in prilagaja poljuben nabor omrežnih funkcij različnim 
prometnim tokovom, v odvisnosti od izvornih/ponornih naslovov, vrste prometa, 
zahtevanega nivoja kakovosti storitev ipd. 
Primer veriženja omrežnih funkcij v podatkovnem centru operaterja je prikazan na 
naslednji sliki. 
 
Slika 18: Veriženje omrežnih funkcij 
7.3 Tehnologije prekrivnih omrežij  
Dinamične omrežne topologije oz. t. i. prekrivna omrežja (ang. overlay network) 
so logična (navidezna) omrežja, ki ležijo na vrhu drugega (fizičnega) omrežja. 
Prekrivno omrežje lahko razumemo kot eno od oblik virtualizacije omrežja oz. 
metodo, s katero združujemo omrežne vire in jih nato v realnem času dodeljujemo 
določeni storitvi ali napravi v omrežju.  
Osnoven koncept prekrivnega omrežja je predstavljen na naslednji sliki. 
Delovanje prekrivnih omrežij je pogojeno z ustreznim kontrolnim protokolom oz. 
signalizacijo, ki skrbi za dosegljivost robnih naprav dinamične omrežne topologije. 





Slika 19: Koncept prekrivnega omrežja – dinamične omrežne topologije 
Uporaba prekrivnih omrežij omogoča naslednje: 
 abstrakcijo dinamično izvedenih omrežnih topologij, tj. fizičnemu omrežju, se ni 
treba zavedati vseh podrobnosti dinamičnih topologij, s čimer se zmanjša 
izpostavljenost fizičnega omrežja problemom in napakam v dinamičnih omrežnih 
topologijah; 
 ločevanje najemnikov (ang. multitenant) brez vezave le-teh na omrežni segment 
VLAN (dovoljena je souporaba omrežnih segmentov VLAN med različnimi 
najemniki); 
 možnost vpeljave več kot 4000 najemnikov oz. omrežnih segmentov (prekrivna 
tehnologija VXLAN zagotavlja 16 milijonov omrežnih segmentov); 
 ukinitev protokola vpetega drevesa in topologije L2 OSI v fizičnem omrežju, tj. 
fizično omrežje je izvedeno z usmerjanjem IP, s čimer se lahko enostavno uporabi 
vse fizične povezave, deli promet med vse fizične povezave, izogne vsem 
slabostim velikih topologij L2 in protokola vpetega drevesa STP62; 
 ločevanje omrežnih naslovov najemnikov od njegovih lokacij. 
Prekrivno omrežje s tem tlakuje pot za vpeljavo avtomatizacije omrežnih 
opravil, ki jih praviloma omrežni administratorji izvajajo ročno. Ideja prekrivnega 
omrežja izhaja iz potrebe po hitrejšem in učinkovitejšem zagotavljanju omrežnih 
virov.  
                                                 
62 STP − Spanning Tree Protocol; protokol vpetega drevesa. 





Sam koncept prekrivnih omrežij ni nov. Preprost primer prekrivnega omrežja je 
podjetniško zasebno omrežje, ki je vzpostavljeno preko javnega omrežja IP (internet) 
ali zasebnega oblaka MPLS z uporabo tehnologij VPN. Primer prekrivnega omrežja 
je tudi jedrno telekomunikacijsko omrežje, ki vsebuje različne vrste omrežij 
(paketno/TDM/DWDM), pri čemer zgoraj ležeče omrežje zakriva kompleksnost 
spodaj ležečih omrežij. 
Z razmahom virtualizacije strojne opreme se pojem ”prekrivno omrežje” vse 
pogosteje uporablja v kontekstu programsko definiranih omrežij in računalništva v 
oblaku. V podatkovnih centrih je koncept prekrivnih omrežij ponovno zaživel z 
uporabo navideznih strojev (VM63).  
Na naslednji sliki je prikazan primer prekrivnega omrežja v podatkovnem 
centru, kjer dva navidezna stroja komunicirata med seboj preko različnih omrežnih 
segmentov. Pri tem tunel ”zakrije” kompleksnost omrežne infrastrukture pred 
navideznima računalnikoma, za katera izgleda, kot da se nahajata v istem omrežnem 
segmentu.  
 
Slika 20: Primer prekrivnega omrežja 
Na predhodni sliki je predstavljeno tudi navidezno stikalo (vStikalo), ki 
zagotavlja komunikacijo med posameznimi navideznimi stroji znotraj istega fizičnega 
strežnika ter med navideznimi stroji na različnih fizičnih strežnikih, v različnih 
omrežnih segmentih. 
                                                 
63 VM – Virtual Machine; navidezni stroj. 




Promet med končnimi točkami (napravami, strežniki, uporabniki), priključenimi 
v posamezno dinamično omrežno topologijo, vstopa v omrežje na robnih točkah 
tunelov, kjer je ovit (enkapsuliran) v ustrezno ovojnico in posredovan preko spodaj 
ležeče (fizične) infrastrukture. 
Enkapsulacija paketov se lahko izvaja na različnih nivojih: 
 na omrežni opremi (ang. network overaly) – tipično v okoljih, kjer so v uporabi 
samo fizični strežniki, 
 na hipervizorjih virtualizacijskih strežnikov (»host overlay«) – tipično v 100 % 
virtualiziranih okoljih, 
 na omrežni opremi in hipervizorjih virtualizacijskih strežnikov (ang. hybrid 
overaly) – v mešanih okoljih s fizičnimi strežniki (npr. Oracle Exadata) in 
strežniško virtualizacijo (npr. VMware vSphere). 
Temu ustrezno ločimo naslednje vrste prekrivnih omrežij (Slika 21). 
 
Slika 21: Vrste prekrivnih omrežij 
Opomba: neodvisno od uporabljene enkapsulacije ter proizvajalca rešitve se je 
treba zavedati, da je v fizičnem omrežju potrebno zagotoviti posredovanje okvirjev 
Ethernet nadstandardne velikosti, tj. nad 1500 zlogov. 
7.3.1 Prekrivne tehnologije na nivoju omrežja 
V primeru prekrivnih tehnologij na nivoju omrežja (ang. network overlay) je 
tunel vzpostavljen med omrežnimi napravami, npr. stikali in usmerjevalniki. 
Značilnost prekrivnih tehnologij na nivoju omrežja so omrežni protokoli, ki 
zagotavljajo tuneliranje višje ležečih protokolnih sporočil preko spodaj ležeče 





omrežne infrastrukture. Med prekrivne tehnologije na nivoju omrežja uvrščamo 
naslednje protokole: 
 IEEE 802.1q Tunneling (QinQ), 
 IEEE 802.1ah (PBB), 
 IEEE 802.1aq (SPB), 
 MPLS (VPLS), 
 MPLS (VPRN). 
7.3.2 Prekrivne tehnologije na nivoju naprav 
V podatkovnih centrih so najpogosteje uporabljeni naslednji tunelski protokoli:  
 VXLAN64,  
 NVGRE65,  
 STT66.  
Navedeni tunelski protokoli naslavljajo težave, povezane z razširljivostjo, 
prožnostjo in učinkovitostjo upravljanja računalniških virov v velikih podatkovnih 
centrih. Te težave so zlasti prisotne pri uvajanju rešitev računalništva v oblaku, za 
katere je značilen večnajemni model (ang. multitenancy) računalniških virov 
podatkovnih centrov. 
 
                                                 
64 VXLAN − Virtual Extensible LAN; navidezno razširljivo lokalno omrežje. 
65 NVGRE − Network Virtualization using Generic Routing Encapsulation. 






8 Sodobna telekomunikacijska omrežja 
Telekomunikacije so v zadnjih dveh desetletjih prešla različna razvojna obdobja. 
V devetdesetih letih so bile klasične telekomunikacijske storitve (telefonija, televizija, 
podatkovne storitve) zagotovljene znotraj ozko specializiranih telekomunikacijskih 
omrežij, tj. v telefonskem (fiksnem in mobilnem), radiodifuznem in podatkovnem 
omrežju. Ta omrežja so se izkazala kot rahlo povezana in precej toga pri uvajanju novi, 
zlasti podatkovnih storitev. Temu posledično so se pojavile različne iniciative (GII67), 
ki so poudarjale evolucijo telekomunikacijskih omrežij v smeri vzajemno delujočih 
omrežij za vse storitve, vsebine in aplikacije. 
Čeprav takrat še ni bilo slutiti, da bi neko omrežje s svojimi storitvami, 
vsebinami in aplikacijami lahko povsem prevladalo, se je zgodilo prav to. Podatkovna 
omrežja so postala prevladujoča, protokol IP pa je pri tem postal centralni del zlivanja 
storitev nad njim in tehnologij pod njim. Vendar je protokol IP na začetku povzročil 
le tehnološko konvergenco (konvergenco omrežij), ki je omogočala dostop do enakih 
(ne pa tudi istih) vsebin iz različnih omrežij.  
Šele s povezavo omrežij na krmilnem nivoju (nivo kontrolne ravnine), in ne zgolj 
na nosilnem nivoju (nivo podatkovne ravnine), lahko govorimo o storitveni 
konvergenci. Storitvena konvergenca je omogočila dostop do istih vsebin in storitev, 
ki so privzeto zagotovljene v ozko specializiranih omrežjih, iz podatkovnih omrežij 
IP, npr. IP-telefonija, IP-televizija. 
Izredno velik pomen na razvoj telekomunikacij imajo mobilna 
telekomunikacijska omrežja. Z razvojem pametnih mobilnih naprav ter 
                                                 
67 GII − Global Information Infrastructure; globalna informacijska infrastruktura. 





širokopasovnim mobilnim dostopom do interneta vedno več uporabnikov dostopa do 
vsebin, storitev in aplikacij iz pametnih mobilnih naprav. Ob tem je zgovoren podatek, 
da je pred dobrim desetletjem šele vsak deseti človek na svetu bil naročnik mobilnega 
omrežja, medtem ko je danes naročnikov mobilnega omrežja že več kot polovica 
svetovne populacije [10]. S hitrostjo posvajanja pametnih mobilnih naprav neposredno 
raste tudi število aktivnih povezav v internetu. 
Vedno več storitev, vsebin in aplikacij je zagotovljenih iz računalniških oblakov. 
Ob tem ne gre prezreti niti vpliva interneta stvari (IoT) na razvoj telekomunikacij, ki 
jih le-ta s svojim potencialom obeta. Nedvomno bodo te in ostale sodobne digitalne 
rešitve neposredno vplivale na količino prometa in prometne vzorce v 
telekomunikacijskih omrežjih.  
Temu mora slediti tudi razvoj telekomunikacijskih omrežij, ki se opira na 
infrastrukturni model računalniškega oblaka.  
Slika 22 predstavlja arhitekturo sodobnega telekomunikacijskega omrežja. 
 
Slika 22: Arhitektura sodobnih telekomunikacijskih omrežij 
Arhitekturo sodobnega telekomunikacijskega omrežja sestavljajo tri 
funkcionalno ločene infrastrukturne komponente: 
 dostopovno omrežje, 




 jedrno omrežje, 
 podatkovni center. 
Večjih arhitekturnih sprememb sta deležni jedrno omrežje in podatkovni center, 
medtem ko so dostopovna omrežja deležna predvsem nadgradenj zmogljivosti. 
8.1 Arhitektura sodobnih dostopovnih telekomunikacijskih omrežij 
Dostopovno omrežje omogoča uporabnikom in napravam dostop do storitev, 
vsebin in aplikacij, neodvisno od tehnologije povezovanja, terminalne opreme ter 
storitev, vsebin in aplikacij, do katerih dostopajo.  
Najpogostejše tehnologije dostopovnih omrežij so: 
 digitalni naročniški vod (xDSL68), 
 mobilno omrežje (3G69/HSDPA70/HSUPA71, 4G72/LTE73), 
 optično dostopovno omrežje (FTTx74), 
 žično in brezžično omrežje Ethernet (WiFi), 
 satelitsko omrežje ipd. 
V zadnjih dveh desetletjih so bila dostopovna omrežja deležne pogostih 
nadgradenj zmogljivosti. Nadgradenj zmogljivosti so bile najprej deležne tehnologije 
digitalnih naročniških vodov (DSL), ki omogočajo širokopasovne podatkovne 
komunikacije po obstoječih bakrenih vodih – paricah. Predvsem na bolj poseljenih 
območjih, kjer je prisoten ekonomski interes, so se pojavile tehnologije optičnih 
dostopovnih omrežij (FTTx). 
                                                 
68 DSL − Digital Subscriber Line; digitalni naročniški vodi. 
69 3G − 3rd Generation; mobilno omrežje tretje generacije. 
70 HSDPA − High Speed Downlink Packet Access; visoko hitrostni paketni dostop v smeri proti 
uporabniku. 
71 HSUPA − High Speed Uplink Packet Access; visoko hitrostni paketni dostop v smeri od 
uporabnika. 
72 4G – 4th Generation; mobilno omrežje četrte generacije. 
73 LTE − Long Term Evolution; evolucija na daljši rok.   
74 FTTx – Fiber-to-the-x; optično vlakno do izbrane točke (zgradbe, stavbe, razdelilne omarice, 
doma). 





Z razvojem pametnih telefonov ter popularizacijo mobilnih storitev, vsebin in 
aplikacij so postala mobilna telekomunikacijska omrežja ključna dostopovna 
tehnologija povezovanja v internet.  
Z vidika omrežne arhitekture dostopovna telekomunikacijska omrežja niso 
deležna bistvenih sprememb. Morda še največjo spremembo obetajo rešitve na 
področju interneta stvari (IoT), ki zahtevajo stalno povezljivost v omrežje ter ob vse 
večjem številu naprav tudi več naslovov IP v omrežju. Temu posledično so se v 
mobilnih omrežjih pojavile tehnologije povezovanja preprostih naprav (senzorjev) z 
majhnimi močmi (LPWAN75) ter tehnologija IPv6, ki zagotavlja bistveno večjo 
naslovljivost naprav v omrežju (naslovi dolžine 128 bitov), kot to omogoča IPv4 
(naslovi dolžine 32 bitov). 
S pojavom sodobnih digitalnih storitev, vsebin in aplikacij bodo morala 
dostopovna omrežja zagotoviti tudi varnost, zasebnost in celovitost komunikacije ter 
ustrezen nivo kakovosti storitev. 
Nadaljnji razvoj dostopovnih telekomunikacijskih omrežij gre zato v smeri večje 
zmogljivosti, mobilnosti, varnosti in kakovosti storitev. 
Nadaljnji razvoj dostopovnih telekomunikacijskih omrežij gre zato v smeri večje 
zmogljivosti, mobilnosti, varnosti ter kvalitete storitev.  
8.2 Arhitektura sodobnih jedrnih telekomunikacijskih omrežij  
S popularizacijo mobilnih aplikacij, večpredstavnostnih storitev in vsebin 
ponudnikov OTT76 strmo narašča tudi količina prometa v jedrnih telekomunikacijskih 
omrežjih.  
                                                 
75 LPWAN – Low Power Wide Area Network; prostrano omrežje, ki deluje na majhnih oddajnih 
močeh in je namenjeno povezovanju preprostih naprav, npr. komunikacija naprave z napravo (M2M). 
76 OTT – Over-the-Top; ponudniki na vrhu storitvene piramide. 




Vse pogostejša uporaba oblačnih storitev, kjer se viri in vsebina v omrežju 
premikajo v realnem času, ne vpliva le na količino prometa, temveč povzroča tudi 
zapletene in dinamične prometne vzorce v jedrnih telekomunikacijskih omrežjih. 
To sili telekomunikacijske operaterje v vedno krajše investicijske cikle v svoja 
omrežja, kar predstavlja velik izziv njihovim poslovnim modelom. 
Upoštevaje dejstvo, da telekomunikacijski operaterji beležijo upad prihodkov 
svojih klasičnih storitev (telefonije, tekstovnega sporočanja), po drugi strani pa so 
njihova omrežja precej toga in nefleksibilna pri zagotavljanju novih storitev ter 
posledično draga za upravljanje in vzdrževanje, morajo telekomunikacijski operaterji 
korenito poseči v svoj poslovni model ter na novo opredeliti arhitekturo svojih omrežij. 
8.2.1 Cilji pri snovanju arhitekture sodobnih jedrnih omrežij 
Pri snovanju arhitekture sodobnih jedrnih telekomunikacijskih omrežij 
telekomunikacijski operaterji zasledujejo tri temeljne cilje: 
 hitrejše zagotavljanje novih storitev, 
 boljša uporabniška izkušnja, 
 nižji stroški upravljanja in vzdrževanja infrastrukture. 
Naštete cilje lahko prevedemo v naslednje bistvene lastnosti sodobnih jedrnih 
omrežij: 
 enostavno upravljanje omrežja in storitev, 
 prožnost pri zagotavljanju novih storitev, 
 enostavna in hitra razširljivost omrežja, 
 manjša kompleksnost omrežja. 
8.2.2 Opredelitev arhitekture sodobnih jedrnih omrežij 
Ena od bistvenih pomanjkljivosti obstoječih jedrnih omrežij je njihova togost, ki 
se odraža v nefleksibilnosti zagotavljanja novih storitev, pogostih nadgradnjah 
omrežja ter neprilagojenosti novim prometnim vzorcem.  
Prav zato ni presenečenje, da se arhitektura sodobnih jedrnih omrežij opira na 
infrastrukturni model računalniškega oblaka. Le-ta jim omogoča potrebno prožnost pri 





zagotavljanju novih storitev, smotrnejšo rabo infrastrukturnih virov (računskih, 
shranjevalnih in omrežnih) ter avtomatizacijo in orkestracijo sistemov in storitev.  
Arhitektura sodobnih jedrnih omrežij se odmika od tradicionalne 3-nivojske 
arhitekture, za katero so značilni trije omrežni nivoji (Slika 23):  
 nivo s statističnim multipleksiranjem − paketni nivo (IP/MPLS), 
 nivo s časovnim multipleksiranjem (TDM) – transportni nivo TDM, 
 nivo z valovno-dolžinskim multipleksiranjem (DWDM) – transportni nivo 
DWDM. 
 
Slika 23: Arhitektura tradicionalnih jedrnih omrežij 
Togost obstoječih jedrnih omrežij je predvsem posledica dejstva, da so našteti 
omrežni nivoji dokaj izolirani med seboj. Med njimi ni izmenjave informacij oz. je le-
ta minimalna, npr. v primeru ASON77. 
Sodobna jedrna omrežja v večini opuščajo nivo časovnega multipleksiranja 
(TDM) ter se osredotočajo le na dva nivoja (Slika 24): 
 paketni nivo (IP/MPLS), 
 transportni nivo (DWDM). 
                                                 
77 ASON − Automatically Switched Optical Network; optično omrežje z avtomatičnim 
preklapljanjem. 





Slika 24: Arhitektura sodobnih jedrnih omrežij  
Arhitekture sodobnih jedrnih omrežij naslavljajo težave, ki izhajajo iz 
izoliranosti posameznih omrežnih nivojev z večjo integracijo paketnega (IP/MPLS) in 
transportnega (DWDM) omrežja.  
Integracija paketnega in transportnega omrežja poteka na treh (3) nivojih: 
 integracija na nivoju podatkovne ravnine, 
 integracija na nivoju kontrolne ravnine, 
 integracija na nivoju upravljavske ravnine. 
8.2.2.1 Integracija na nivoju podatkovne ravnine 
Optično transportno omrežje DWDM deluje na principu valovno-dolžinskega 
(frekvenčnega) multipleksiranja. Osnovni gradniki optičnega transportnega sistema 
DWDM so: 
 transponder (TXP), 
 nastavljiv multiplekser z dodajanjem in odvzemanjem (filter ROADM78), 
 optični ojačevalnik (AMP). 
                                                 
78 ROADM − Reconfigurable Optical Add/Drop Multiplexer; programabilni optični 
multipleksor za dodajanje in odvzemanje. 






Slika 25: Osnovni gradniki v omrežju DWDM 
Naloga transponderja je pretvorba optičnega signala nestandardizirane valovne 
dolžine v signal standardizirane valovne dolžine ITU-T79.  
Element ROADM je nastavljiv frekvenčni filter, ki omogoča dodajanje in 
odvzemanje optičnih signalov standardiziranih valovnih dolžin v/iz kompozitnega 
signala v enorodovnem optičnem vlaknu.  
Optični ojačevalnik ojačuje celoten kompozitni signal, z vsemi signali 
standardiziranih valovnih dolžin, ki ga sestavljajo, v optični domeni, tj. brez pretvorbe 
O/E/O80. 
Transponderji so lahko vgrajeni v sistem DWDM ali pa v končno napravo, npr. 
usmerjevalnik, stikalo. 
V tradicionalnih jedrnih omrežjih so običajno transponderji del aktivnega 
sistema DWDM. Usmerjevalniki so v tem primeru povezani z navadnimi, t. i. sivimi 
vmesniki na transponder v sistemu DWDM. Transponder v sistemu DWDM pretvori 
optični signal nestandardizirane valovne dolžine, ki ga oddaja ”siv” vmesnik v 
usmerjevalniku v signal standardizirane valovne dolžine ITU-T (Slika 26). 
                                                 
79 ITU-T − International Telecommunication Union-Telecommunication Standardization Sector. 
80 O/E/O − pretvorba optičnega signala v električni signal in ponovno v optični signal. 





Slika 26: Integracija IP in DWDM – transponder v sistemu DWDM 
Transponderji poleg pretvarjanja optičnega signala iz nestandardizirane v 
standardizirano valovno dolžino, tudi odpravljajo napake v signalu, ki nastanejo pri 
prenosu. Transponderji za ta namen vsebujejo kodirnik FEC81, ki signal pred prenosom 
zakodira ter mu s tem doda redundantne bite za detekcijo in odpravo oz. zmanjšanje 
števila napak (BER82) na sprejemni strani. 
Opomba: v optičnih transportnih sistemih so na voljo različni kodirni algoritmi 
(FEC, EFEC83, SD-FEC84), ki se med seboj razlikujejo v zmogljivosti in kompleksnosti. 
Med vsemi je standardiziran le FEC, ki deluje po algoritmu Reed-Solomon (255, 239). 
Izvedba ostalih kodirnih algoritmov se razlikuje med posameznimi proizvajalci 
omrežne opreme, kar posledično onemogoča združljivost rešitev različnih 
proizvajalcev.  
V predstavljenem primeru, ko je transponder del sistema DWDM, usmerjevalnik 
nima informacije o napakah v transportnem omrežju (BER), ki jih zaznava in odpravlja 
mehanizem FEC v transponderju. Mehanizem FEC lahko odpravi le omejeno število 
napak v danem časovnem intervalu. Kadar število napak preseže mejo, pod katero FEC 
odpravlja napake, se napake začnejo vrstiti tudi na vmesniku usmerjevalnika. 
                                                 
81 FEC −  Forward Error Correction; vnaprejšnje popravljanje napak. 
82 BER − Bit Error Rate. 
83 EFEC − Enhanced FEC. 
84 SD-FEC − Soft Dicision FEC. 





Usmerjevalnik praviloma odreagira šele na izgubo paketov in ne na napake, zato se 
preusmeritev prometa na rezervno pot zgodi šele po izgubi paketov (Slika 27). 
 
Slika 27: Zaščita poti - transponder v sistemu DWDM 
Na naslednji sliki je predstavljen primer, ko je transponder vstavljen v 
usmerjevalnik. Transponder v usmerjevalniku je v tem primeru priključen neposredno 
na filter ROADM (Slika 28).  
 
Slika 28: Integracija IP in DWDM  - transponder v usmerjevalniku 
Če končna naprava, npr. usmerjevalnik, stikalo, v katero vstavimo vmesnik 
DWDM, podpira standard ITU-T G.709, označujemo to rešitev z IPoDWDM. 
Ta rešitev v primerjavi s predhodno opisano rešitvijo prinaša naslednje koristi: 




 spremljanje napak (BER) na transportnem nivoju in proaktivno odreagiranje v 
primeru povečanja števila napak, 
 manjša verjetnost okvare, saj je v rešitvi uporabljenih manj aktivnih 
komponent (rešitev odpravlja ”sive” vmesnike v končnih napravah). 
Na naslednji sliki je predstavljena zaščita poti v rešitvah IPoDWDM. 
 
Slika 29: Zaščita poti - transponder v usmerjevalniku 
V primeru IPoDWDM, usmerjevalnik zaključuje signal transportnega nivoja, ki 
je formatiran po standardu ITU-T G.709. Paritetni biti mehanizma FEC kot tudi polja, 
ki omogočajo nadzorovanje zmogljivosti transportnega omrežja (PM85) so vidni 
končni napravi – usmerjevalniku. Usmerjevalnik lahko zato pravočasno odreagira na 
povečano število napak in pred izgubo paketov sproži zaščitne mehanizme na višjih 
nivojih, npr. IP FRR86, MPLS-TE87. 
8.2.2.2 Integracija na nivoju kontrolne ravnine 
V tradicionalnih jedrnih omrežjih sta kontrolni ravnini paketnega in 
transportnega omrežja ločeni. Med njima ni komunikacije (Slika 30). 
                                                 
85 PM – Performance Monitoring; spremljanje zmogljivosti. 
86 IP FRR – IP Fast Reroute. 
87 MPLS TE − MPLS-Traffic Engineering. 






Slika 30: Ločeni kontrolni ravnini paketnega in transportnega omrežja 
Paketno in transportno omrežje sta običajno tudi administrativno ločeni domeni, 
upravljani s strani ločenih oddelkov v organizaciji ali celo s strani različnih 
organizacij. Zagotavljanje novih storitev ter odpravljanje napak v takih okoljih zahteva 
precejšnjo koordinacijo med posameznimi oddelki organizacije.  
Arhitekturna in administrativna izoliranost paketnega in transportnega omrežja 
se zato odraža v togosti celotnega okolja, ki kot tako ni sposobno se hitro odzivati na 
potrebe trga. 
Težave povezane z izoliranostjo kontrolnih ravnin paketnega in transportnega 
omrežja naslavlja IETF88 s tehnologijo GMPLS89. V priporočilih RFC opredeljuje dva 
modela interakcije kontrolnih ravnin paketnega in transportnega omrežja: 
 soležni model (ang. peer), 
 prekrivni model (ang. overlay). 
V primeru soležnega modela je v paketnem in transportnem omrežju kontrolna 
ravnina skupna – GMPLS. Naprave DWDM in usmerjevalniki si pri tem delijo 
topološke informacije celotnega omrežja. Usmerjevalniki imajo na primer vpogled o 
uporabljenih valovnih dolžinah, optičnih nivojih moči signalov, naboru povezav istega 
                                                 
88 IETF − Internet engineering task force; delovna skupina za internetsko inženirstvo. 
89 GMPLS − Generalized Multi-Protocol Label Switching; splošna večprotokolna komutacija z 
zamenjavo label. 




tveganja (SRLG90) v optičnem transportnem omrežju. Prav tako imajo tudi naprave 
DWDM vpogled v topološke tabele paketnega omrežja (Slika 31). 
 
Slika 31: Soležna kontrolna ravnina jedrnega omrežja 
Soležni model na ta način omogoča izračun najboljše poti z upoštevanjem 
informacij paketnega in transportnega omrežja. Poleg tega pa soležni model kontrolnih 
ravnin vnaša kar nekaj pomanjkljivosti v omrežje: 
 s poenotenjem kontrolnih ravnin paketnega in transportnega omrežja se hkrati 
zabriše tudi meja administrativne domene paketnega in transportnega omrežja. 
Paketna in transportna omrežja vključujejo svojstvene tehnologije ter 
posledično zahtevajo različna znanja pri upravljanju in vzdrževanju omrežij. 
Prav zato so paketna in transportna omrežja upravljana s strani ločenih skupin 
ali celo organizacij. Poenotenje kontrolnih ravnin lahko zato vpliva tudi na 
organizacijske spremembe podjetja, organizacije; 
 med paketnim in transportnim omrežjem se izmenjuje veliko topoloških 
informacij, značilnih za posamezno omrežje, ki pa bistveno ne pripomorejo k 
izračunu najboljše poti v omrežju. Velika količina topoloških informacij tako 
po nepotrebnem zaseda vire omrežnih naprav in podaljšuje čas izračuna poti; 
 tesna prepletenost kontrolnih ravnin paketnega in transportnega omrežja 
pomeni tudi večji vpliv enega omrežja na drugo. Na primer nadgradnja 
                                                 
90 SRLG – Shared-Risk Link Group. 





programske opreme gradnikov enega omrežja lahko neposredno vpliva na 
delovanje gradnikov drugega omrežja. 
V primeru prekrivnega modela sta kontrolni ravnini paketnega in transportnega 
omrežja ločeni, ter delujeta v načinu odjemalec strežnik. Kontrolni ravnini paketnega 
in transportnega omrežja komunicirata med seboj preko vmesnika GMPLS UNI (Slika 
32). Vendar si pri tem kontrolni ravnini ne izmenjujeta topoloških informacij, temveč 
le minimalen nabor kontrolnih sporočil − signalizacijo, ki je potrebna za vzpostavitev 
in rušenje optične poti.  
Na primer usmerjevalniki v prekrivnem modelu kontrolnih ravnin v zahtevku za 
vzpostavitev poti ne morejo opredeliti vozlišč in povezav v omrežju DWDM, preko 
katerih naj optična povezava poteka ali se jih izogiba, ampak lahko usmerjevalniki 
gradnikom DWDM le podajo zahtevek za vzpostavitev poti med dvema končnima 
točkama. 
 
Slika 32: Prekrivna kontrolna ravnina jedrnega omrežja 
Navedeni pomanjkljivosti integracije kontrolnih ravnin odpravljajo posamezne 
rešitve proizvajalcev omrežne opreme. Na trgu so se pojavile različne kombinacije 
obeh predstavljenih integracij kontrolnih ravnin, t. i. hibridne kontrolne ravnine.  
V primeru hibridne kontrolne ravnine si kontrolni ravnini paketnega in 
transportnega omrežja med seboj izmenjujeta omejen nabor topoloških informacij 
(Slika 33).  





Slika 33: Hibridna kontrolna ravnina jedrnega omrežja 
Paketno omrežje ima v tem primeru informacije o zakasnitvah komunikacije 
preko posameznih optičnih poti ter naboru elementov omrežja DWDM, preko katerih 
poteka komunikacija med usmerjevalniki. Paketno omrežje se zato lahko odloča o 
naboru elementov omrežja DWDM (vozlišča, povezave, povezave skupnega 
tveganja), preko katerih lahko poteka optična povezava, zahteva preusmeritev optičnih 
povezav v primeru povečanja zakasnitev ali izgub paketov ipd. 
Količina informacij v hibridnem modelu kontrolnih ravnin je manjša kot v 
primeru istoležnih kontrolnih ravnin, kar zmanjšuje obremenitve omrežnih gradnikov, 
kljub temu pa ima paketno omrežje dovolj informacij, da se informirano odloča o 
poteku optičnih povezav.  
Kontrolna ravnina je lahko distribuirana ali centralizirana. V primeru 
distribuirane kontrolne ravnine instanca kontrolne ravnine teče na vsakem omrežnem 
elementu posebej. Komunikacija znotraj distribuirane optične kontrolne ravnine 
poteka vedno med sosednjima omrežnima elementoma, pri čemer končno odločitev o 
vzpostavitvi povezave sprejmeta omrežna elementa na koncih povezave.  
Za razliko od distribuirane kontrolne ravnine centralizirana kontrolna ravnina 
teče na strežniku - omrežnem kontrolorju. Komunikacija med omrežnimi elementi in 





kontrolorjem poteka znotraj ločenega, zunajpasovnega omrežja DCN91, ki je 
namenjeno izključno izmenjavi kontrolnih sporočil med omrežnimi elementi. 
Obe vrsti kontrolnih ravnin imata svoje prednosti in slabosti. Distribuirana 
kontrolna ravnina je primerna za hitro restavriranje optičnih poti v primeru 
lokaliziranih motenj v omrežju. Poleg tega je primerna tudi v primeru motenj večjih 
razsežnosti, kjer s hkratnim delovanjem na več elementih omrežja zagotavlja večjo 
razpoložljivost delovanja. 
Na drugi strani centralizirana kontrolna ravnina podaja širši vpogled v topologijo 
omrežja, zato je primernejša za optimizacijo omrežja. 
Distribuirana kontrolna ravnina, v primerjavi s centralizirano kontrolno ravnino, 
odpravlja težavo t. i. ”ozkega grla” zunajpasovnega omrežja DCN92, ki je namenjeno 
izmenjavi kontrolnih sporočil med omrežnimi gradniki paketnega in transportnega 
omrežja. 
Podobno kot je v primeru integracije kontrolnih ravnin, je tudi tukaj 
najprimernejša rešitev kombinacija obeh vrst kontrolnih ravnin – centralizirane in 
distribuirane kontrolne ravnine (Slika 34). 
                                                 
91 DCN – Data Communication Network. 
92 DCN – Data Communication Network. 





Slika 34: Kombinacija centralizirane in distribuirane kontrolne ravnine 
Kombinacija centralizirane in distribuirane kontrolne ravnine podaja naslednje 
prednosti: 
 centralni pogled na topologijo paketnega in transportnega omrežja omogoča 
kompleksnejšo reoptimizacijo omrežja v primeru več hkratnih 
motenj/prekinitev v omrežju; reoptimizacija omrežja obsega optimizacijo na 
nivoju paketnega in transportnega omrežja, ki lahko vključuje tudi spremembo 
topologije paketnega in transportnega omrežja; 
 distribuirana kontrolna ravnina omogoča hitro restavriranje optičnih povezav 
v primeru lokalnih motenj, npr. preusmeritev optične povezave mimo 
pretrganega vlakna ali v primeru večjih zakasnitev v komunikaciji IP. 
8.2.2.3 Integracija na nivoju upravljavske ravnine 
Paketno in transportno omrežje sta običajno upravljani in nadzorovani s strani 
ločenih oddelkov ali organizacij. Z integracijo paketnega in transportnega omrežja se 
administrativna meja upravljanja omrežij zabrisuje.  





Na trgu zato obstajajo različne rešitve, ki omogočajo integracijo vmesnika 
DWDM v usmerjevalniku v sistem za nadzor in upravljanje (NMS93) transportnega 
omrežja (Slika 35).  
 
Slika 35: Ločeni administrativni domeni paketnega in transportnega omrežja 
8.2.2.4 Optično transportno omrežje s preklapljanjem valovih dolžin 
Z integracijo paketnega in transportnega omrežja (opisano v predhodnih 
poglavjih) ter z uporabo modernih konceptov in tehnologij optičnih transportnih 
omrežij (opisano v nadaljevanju) je možno vzpostaviti dinamično optično transportno 
omrežje, ki se samodejno prilagaja različnim situacijam v omrežju.  
Sodobno transportno omrežje DWDM temelji na konceptu optičnega 
transportnega omrežja s preklapljanjem valovnih dolžin (WSON94), ki ga sestavljajo 
tri bistvene infrastrukturne komponente: 
 programabilni gradniki sistema DWDM, 
 kontrolna ravnina GMPLS, 
                                                 
93 NMS – Network Management System; sistem za nadzor in upravljanje omrežja. 
94 WSON – Wavelength Switched Optical Network; optično omrežje s preklapljanjem valovnih 
dolžin. 




 vmesnik GMPLS-UNI. 
8.2.2.4.1 Programabilni gradniki DWDM 
Sodobna jedrna telekomunikacijska omrežja lahko izkoristijo vse prednosti 
integracije paketnega in transportnega omrežja ter dinamične kontrolne ravnine 
GMPLS šele ob uvedbi programabilnih gradnikov DWDM.  
Večina opravil v tradicionalnih transportnih omrežjih DWDM je ročnih, kar gre 
pripisati naslednjim njihovim lastnostim: 
 vmesniki DWDM so povezani na vrata filtra DWDM (ROADM), ki ustreza 
točno določeni valovni dolžini. V primeru spremembe valovne dolžine 
vmesnika DWDM je treba vmesnik DWDM priključiti na druga vrata filtra 
DWDM (to je ročen poseg); 
 posamezen filter DWDM zagotavlja komunikacijo le v točno določeni smeri, 
npr. smer A, B, C …; če bi želeli komunikacijo preusmeriti v drugo smer, je 
treba vmesnik DWDM priključiti na filter DWDM, ki je namenjen 
komunikaciji v želeni smeri (to je ročen poseg); 
 na posameznem filtru DWDM se ne more nahajati več istih valovnih dolžin; v 
primeru mrežne topologije to pomeni, da lahko filter DWDM sprejme valovno 
dolžino le iz ene izbrane smeri; 
 višje bitne hitrosti (400 Gb/s ali več) vsebujejo širši frekvenčni spekter, ki se 
ne prilagaja standardizirani mreži valovnih dolžin ITU-T 50 GHz. 
Sodobna transportna omrežja DWDM odpravljajo navedene pomanjkljivosti 
tradicionalnih transportnih omrežij z vpeljavo naslednjih tehnologij/funkcionalnosti 
[46]: 
 ”colorless”: vrata filtra niso več vezana na točno določeno valovno dolžino, 
 ”omnidirectional”: smer oddaje in sprejema ni več vezana na filter DWDM, 
 ”contentionless”: na istem filtru DWDM se lahko istočasno nahaja več istih 
valovnih dolžin, 
 ”flex-spectrum”: širina frekvenčnega kanala filtra se prilagaja pasovni širini 
spektra signala. 





Večino naštetih tehnologij/funkcionalnosti je zaživelo šele z uvedbo sodobnih 
modulacijskih tehnik in koherentnega sprejema. Filtri DWDM niso filtri, kot jih 
poznamo v klasičnih transportnih sistemih DWDM, temveč gre v primeru sodobnih 
transportnih omrežij DWDM za delilnike optičnih moč. Vlogo filtra v tem primeru 
prevzamejo koherentni sprejemniki v vmesnikih DWDM, ki iz signala izločijo izbrano 
valovno dolžino.  
Navedene lastnosti v kombinaciji s kontrolno ravnino GMPLS ter integracijo 
paketnega in transportnega omrežja omogočajo vzpostavitev optičnega transportnega 
omrežja s preklapljanjem valovnih dolžin – WSON. (Slika 36). 
 
Slika 36: Optično transportno omrežje s preklapljanjem valovnih dolžin 
Sodobno optično transportno WSON ob integraciji s paketnim omrežjem 
zagotavlja različne možnosti izvedbe redundance optičnih poti: 
 zaščita optične poti (zaščita 1+1): v primeru prekinitve primarne optične poti, 
se preklop na obhodno optično pot zgodi v času 50 ms; optični transportni 
sistem za vsako aktivno povezavo rezervira še eno obhodno povezavo; 
 obnova (restavriranje) optične poti (0+R): v primeru prekinitve optične poti 
sistem DWDM izračuna alternativno pot v omrežju; čas preusmeritve 
komunikacije na alternativno optično pot je reda nekaj deset sekund; 
 kombinacija zaščite in obnove optične poti (1+1+R). 




V primeru prekinitve povezave sistem DWDM samodejno preusmeri 
komunikacijo mimo točke prekinitve. Če to zahteva tudi spremembo valovne dolžine 
vmesnika DWDM v usmerjevalniku, sistem DWDM preko vmesnika GMPLS-UNI to 
sporoči usmerjevalniku, ki na vmesniku nastavi novo valovno dolžino (Slika 37). Ta 
postopek je povsem avtomatičen, brez interakcije administratorja omrežja. 
 
Slika 37: Obnovitev optične poti po prekinitvi povezave 
8.3 Arhitektura sodobnih podatkovnih centrov 
S pojavom računalništva v oblaku ter z ugodnostmi, ki jih le-ta prinaša 
(pohitritev in znižanje stroškov poslovanja), vedno več podjetij seli aplikacije iz svojih 
podatkovnih centrov v računalniške oblake ter najema računske, shranjevalne in 
omrežne vire v računalniških oblakih. 
Telekomunikacijski operaterji so pri tem uvideli svojo priložnost ter začeli 
ponujati storitve računalniških oblakov (IaaS95, SaaS96, PaaS97). Temu ustrezno so 
telekomunikacijski operaterji morali prilagoditi arhitekturo svojih (tradicionalnih) 
podatkovnih centrov, saj je obstoječa arhitektura podatkovnih centrov dokaj toga pri 
                                                 
95 IaaS − Infrastructure-as-a-Service; infrastruktura kot storitev. 
96 SaaS − Software-as-a-Service; programska oprema kot storitev. 
97 PaaS − Platform as a Service; platforma kot storitev. 





zagotavljanju novih storitev, vsebin in aplikacij ter neprimerna za večnajemni model 
(ang. multitenancy), kjer si uporabniki (najemniki) delijo skupne vire IT (računske, 
shranjevalne in omrežne). 
Sodobna arhitektura podatkovnih centrov telekomunikacijskih operaterjev 
temelji na infrastrukturnem modelu računalniškega oblaka ter odraža naslednje 
značilnosti: 
 prožnost dodeljevanja računalniških virov, 
 prilagodljivost pri uvajanju novih aplikacij, storitev in vsebin, 
 avtomatizacija omrežnih opravil ter učinkovito upravljanje, vzdrževanje in 
zagotavljanje sistema in storitev, 
 merjenje in zaračunavanje storitev. 
8.3.1 Arhitektura tradicionalnih podatkovnih centrov 
Tradicionalno arhitekturo podatkovnega centra sestavlja več omrežnih nivojev, 
ki skupaj tvorijo hierarhično, drevesno strukturo. Hierarhično strukturo tradicionalnih 
podatkovnih centrov sestavljajo naslednji nivoji (Slika 38): 
 dostop (ang. access layer), 
 distribucija (ang. distribution layer), 
 hrbtenica/jedrno (ang. core layer). 
 
Slika 38: Hierarhična struktura tradicionalnih podatkovnih centrov 
Na dnu drevesne hierarhije se nahajajo dostopovna stikala Ethernet, na katera so 
priključene končne točke, tipično strežniki. Dostopovna stikalo običajno v strežniških 




omarah in jih zato imenujemo tudi stikala na vrhu strežniških omar (TOR98). 
Dostopovna stikala so dvojno vpeta na distribucijska stikala v sredini drevesne 
hierarhije.  
Distribucijski nivo sestavlja več stikal Ethernet, ki zagotavljajo redundantno 
povezljivost med dostopovnimi stikali in vrstami strežniških omar v podatkovnem 
centru. Distribucijska stikala so nadalje dvojno vpeta na hrbtenična stikala Ethernet.  
 Fizično omrežje podatkovnega centra je z uporabo tehnologije IEEE 802.1Q 
razdeljeno (segmentirano) na več navideznih lokalnih omrežij (VLAN).  
Hrbtenična stikala v tem primeru zagotavljajo usmerjanje med različnimi 
omrežnimi segmenti podatkovnega centra ter komunikacijo v zunanja omrežja, npr. 
internet. 
Povezave me stikali so tipično L2 (Ethernet). Pasovna širina povezav običajno 
narašča, ko se pomikamo navzgor po drevesni strukturi. Tej arhitekturi zato pravimo 
tudi arhitektura ”debelega drevesa” [vir: Wikipedia]. 
8.3.2 Pomanjkljivosti arhitekture tradicionalnih podatkovnih centrov 
Predstavljena arhitektura omrežij tradicionalnih podatkovnih centrov ima 
naslednje bistvene pomanjkljivosti: 
 posamezni nivoji omrežja vnašajo dodatne zakasnitve v komunikacijo med 
končnimi točkami,  
 redundantne povezave so običajno blokirane s strani protokola vpetega drevesa 
(STP), 
 možnost pojava ozkega grla, če so povezave med posameznimi nivoji 
prezasedene. 
Navedene težave nazorno prikazuje naslednja slika. Protokol STP, ki preprečuje 
nastanek zank na nivoju Ethernet (L2), je blokiral več povezav med stikali. 
Komunikacija med strežniki podatkovnega centra poteka zato preko hrbteničnih stikal, 
                                                 
98 TOR − Top of Rack; stikala na vrhu strežniških omar. 





kar posledično vnaša dodatne zakasnitve v omrežju ter predstavlja nevarnost nastanka 
ozkega grla. 
 
Slika 39: Pomanjkljivosti drevesne arhitekture tradicionalnih omrežij 
Pomanjkljivosti omrežij tradicionalnih podatkovnih centrov so podrobneje 
predstavljene v nadaljevanju.  
8.3.2.1 Spremenjeni prometni tokovi podatkovnih centrov  
Tradicionalni podatkovni centri so bili zgrajeni za komunikacijo ”sever-jug” 
(ang. North-South), ki poteka iz zunanjih omrežij v podatkovni center in v obratni 
smeri. S konsolidacijo podatkovnih centrov ter pojavom virtualizacije, 
hiperkonvergentnih sistemov99 in novih aplikacij se veliko podatkovnega prometa 
ustvarja in zaključuje znotraj podatkovnih centrov. Tej komunikaciji pravimo tudi 
komunikacija ”vzhod-zahod” (ang. East-West). Na naslednji sliki sta prikazana oba 
navedena tipa komunikacije podatkovnih centrov. 
                                                 
99 Hiperkonvergentni sistemi združujejo različne infrastrukturne komponente (računske, 
shranjevalne in omrežne) v funkcionalno zaključeno celoto, t. i. funkcionalni blok. Bistvena lastnost 
hiperkonvergentnih sistemov je njihova modularnost, ki omogoča hitro in enostavno razširitev 
zmogljivosti sistema z dodajanjem funkcionalnih blokov. 





Slika 40: Podatkovna tokova podatkovnih centrov 
Po oceni podjetja Facebook predstavlja komunikacija ”sever-jug” le vrh ledene 
gore celotne komunikacije v njihovih podatkovnih centrih. Glavnino prometa v 
podatkovnih centrih Facebook ustvarja komunikacija ”vzhod-zahod”, ki poteka med 
njihovimi strežniki znotraj podatkovnega centra [38]. 
8.3.2.2 Slaba izkoriščenost povezav in možnost nastanka ozkega grla 
V omrežjih Ethernet je uporabljen protokol vpetega drevesa (STP), ki preprečuje 
nastanek zank in zagotavlja redundanco povezljivosti. Protokol STP blokira vse 
redundantne povezave v omrežju Ethernet in s tem preprečuje, da bi okvirji Ethernet 
začeli krožiti v omrežju. Protokol STP s svojim delovanjem bistveno zmanjšuje število 
aktivnih povezav v omrežju ter temu posledično povzroči združevanje prometnih 
tokov na istih fizičnih povezavah.  
Ob količini prometa in prometnem vzorcu, ki smo mu danes priča v podatkovnih 
centrih, lahko to privede do nastanka ozkega grla in posledično dodatnih zakasnitev v 
omrežju ali celo izgube paketov.  





Deloma se tej težavi zoperstavimo z združevanjem fizičnih povezav v spojne 
povezave večjih zmogljivosti (npr. LACP100), ki se lahko zaključujejo na več stikalih 
(MLAG101). 
V manjših podatkovnih centrih te težave ublažimo tudi z uporabo večnivojskega 
protokola vpetega drevesa (MST102), vendar tovrstne rešitve niso preprosto razširljive 
ter vnašajo dodatno kompleksnost v omrežje in s tem možnost nastanka napake. 
Opomba: posamezni proizvajalci podpirajo prilagojene različice protokola 
STP. Na primer proizvajalec Cisco v svojih stikalih zagotavlja različico protokola 
STP, ki vzpostavi topologijo brez zanke za vsako navidezno lokalno omrežje posebej 
(PVST+103). 
8.3.2.3 Mobilnost končnih točk 
Ena izmed prednosti virtualizacije je zmožnost selitve navideznih strojev (ang. 
Virtual Machine − VM) med virtualizacijskimi strežniki v živo, tj. med njihovim 
delovanjem, brez ugašanja oz. ponovnega zagona le-teh. Navidezni stroj mora po 
selitvi obdržati vse predhodne informacije o stanju omrežja, tj. svoj IP- in MAC-
naslov, naslov IP-prehoda, masko omrežja. 
Arhitektura tradicionalnih podatkovnih centrov zadosti temu pogoju le, če 
selitev navideznih strojev poteka med virtualizacijskimi strežniki v istem omrežnem 
segmentu. Če poteka selitev navideznih strojev na virtualizacijski strežnik v drugem 
omrežnem segmentu, mora administrator strežnikov temu ustrezno popraviti IP-naslov 
navideznih strojev (Slika 41). 
                                                 
100 LACP − Link Aggregation Control Protocol, standard IEEE 802.3ad. 
101 MLAG – Multi-Chassis Link Aggregation. 
102 MST – Multi Spanning Tree Protocol; večnivojski protokol vpetega drevesa, standard IEEE 
802.1s. 
103 PVSTP – Per VLAN Spanning Tree Protocol; prirejen protokol vpetega drevesa podjetja 
Cisco Systems.  





Slika 41: Selitev navideznih strojev v živo 
Večina današnjih tradicionalnih podatkovnih centrov je zato raztegnjenih preko 
povezav L2 do rezervnih podatkovnih centrov. To omogoča selitev navideznih strojev 
med strežniki na obeh lokacijah ter ohranitev njihovih omrežnih parametrov (IP, 
MAC).  
Vendar pa ti t. i. raztegnjeni omrežni segmenti tudi povečujejo domeno 
odpovedi. Napaka znotraj posameznega omrežnega segmenta se lahko hitro razširi na 
preostale lokacije, kjer se ta omrežni segment razprostira, in tako ohromi delovanje 
podatkovnega centra na primarni in rezervni lokaciji hkrati (Slika 42). 
 
Slika 42: Raztegnjen omrežni segment in domena odpovedi 





Težava, ki izhaja neposredno iz dejstva, da posredovanje paketov v omrežju 
poteka na podlagi informacij končnih točk, tj. njihovega naslova IP in MAC, je 
velikost posredovalnih tabel omrežnih naprav (usmerjevalnikov, stikal). Informacije o 
omrežnem stanju končnih točk se oglašujejo po celotnem fizičnem omrežju, tj. vsem 
omrežnim napravam, ki sestavljajo komutacijsko polje (preklopno matriko) 
podatkovnega centra. Zlasti v podatkovnih centrih z več najemniki predstavlja to 
velike obremenitve za omrežne naprave, katerih velikost posredovalne tabele je 
omejena. 
8.3.2.4 Razširljivost omrežja 
Razdelitev omrežja na večje število podomrežij (t. i. segmentacija) je v današnjih 
podatkovnih centrih narejena na osnovi navideznih lokalnih omrežij – VLAN (IEEE 
802.1Q). Število omrežij (skupin) VLAN je skladno standardu IEEE 802.1Q omejeno 
na 12 bitov, kar znaša 4096 skupin VLAN (v praksi le dobrih 4000). 
Zlasti v večjih podatkovnih centrih, ki nudijo storitve računalništva v oblaku 
večjemu številu najemnikov (sostanovalcev), je sobivanje sostanovalcev na isti 
omrežni infrastrukturi zagotovljeno z ločevanjem le-teh na podlagi skupin VLAN. 
Ta način ločevanja sostanovalcev omrežne infrastrukture pa omejuje na eni 
strani maksimalno število skupin VLAN (pribl. 4000), na drugi strani pa zmogljivost 
omrežne opreme. Z večanjem števila omrežij VLAN se namreč povečuje tudi 
obremenjenost kontrolne ravnine omrežne opreme, ki zagotavlja delovanje različnih 
omrežnih protokolov, ki so nujni za pravilno delovanje lokalnih omrežij, npr. ARP, 
STP, usmerjanje ipd. 
8.3.2.5 Soodvisnost topologije omrežja in omrežne politike  
V tradicionalnih podatkovnih centrih je ustaljena praksa združevanja entitet z 
enakim članstvom v manjše omrežne skupine (VLAN), katere se potem enako 
obravnava. Omrežne politike (npr. pravila komunikacije v omrežju, način overjanja in 
pooblaščanja ipd.) se običajno izvajajo nad celotno omrežno skupino in ne nad 
posamezno entiteto. 




Sprememba omrežne infrastrukture zato vpliva na spremembo politike, ter tudi 
obratno, sprememba omrežne politike neposredno vpliva na spremembo omrežne 
infrastrukture. 
Tesna povezanost med omrežno infrastrukturo in omrežno politiko je eden od 
ključnih vzrokov neučinkovitosti in omejitev tradicionalnih podatkovnih centrov. 
8.3.2.6 Pomanjkljivosti storitvenih modelov v tradicionalnih podatkovnih centrih 
Zagotavljanje storitev, vsebin in aplikacij na trgu zahtevajo podporo različnih 
omrežnih funkcij oz. storitev, npr. pregledovanje in filtriranje prometa, uravnovešanje 
in prednostno razvrščanje prometa, prevajanje omrežnih naslovov ipd.  
Model zagotavljanja omrežnih storitev (v nadaljevanju storitveni model) v 
tradicionalnih podatkovnih centrih je tesno povezan z omrežno topologijo in fizičnimi 
viri podatkovnega centra, kar ima za posledico izredno togost in statičnost pri 
zagotavljanju novih storitev.  
V okoljih, kjer so vse omrežne funkcije zagotovljene na fizičnih omrežnih 
napravah, odraža naveden storitveni model naslednje pomanjkljivosti [57]: 
 omrežne funkcije so neločljivo povezane s topologijo omrežja. Na primer 
prestavitev navideznega strežnika nekega storitvenega modela na drugo 
lokacijo v omrežju (v drug omrežni segment) pomeni hkrati spremembo 
nastavitev vseh omrežnih funkcij storitvenega modela; 
 kompleksne in posledično zamudne nastavitve omrežnih funkcij. Dodajanje ali 
odvzemanje omrežnih funkcij v storitvenem modelu, ali le preoblikovanje 
vrstnega reda omrežnih funkcij, zahteva spremembo omrežne topologije; 
 zagotovitev visoke razpoložljivosti storitvenega modela zahteva vzpostavitev 
enakega storitvenega modela v istem omrežnem segmentu; temu posledično 
sta oba storitvena modela (primarni in rezervni) dovzetna težavam istega 
omrežnega segmenta; 
 majhna granularnost omrežnih funkcij. Omrežne funkcije storitvenih modelov 
so določene na nivoju omrežnega segmenta (VLAN). Temu posledično ves 
promet izbranega omrežnega segmenta podvržen istim omrežnim funkcijam. 
Usmerjanje prometa preko izbranih omrežnih funkcij z uporabo posebnega, 





taktičnega usmerjanja (ang. policy routing) ali naprednejšega filtriranja pa 
hkrati povečuje tudi kompleksnost omrežja. 
Na naslednji sliki je prikazan storitveni model v tradicionalnih podatkovnih 
centrih, v katerem so vse omrežne funkcije izvedene na fizičnih omrežnih napravah, 
tj. na fizičnih požarnih pregradah, delilnikih prometa ipd. 
 
Slika 43: Storitveni model v tradicionalnih podatkovnih centrih 
Omejitev obstoječega storitvenega modela je podrobneje predstavljana na 
naslednjem primeru. 
Operater želi na trgu objaviti novo storitev. Za ta namen mora operater v svojem 
podatkovnem centru zagotoviti dodatne strežnike – spletne, aplikacijske in bazne. 
Zagotovitev dodatnih strežnikov je hitra, saj operater uporablja tehnologijo strežniške 
virtualizacije. Povsem drugače pa je v primeru zagotovitve omrežnih funkcij. Operater 
mora ročno nastaviti vsako omrežno komponento na poti te komunikacije, kar v 
predstavljenem primeru pomeni vsaj naslednje nastavitve: 
 vzpostavitev novih omrežnih segmentov na požarni pregradi in ostalih 
omrežnih gradnikih ter določitev pravil komunikacije (nastavitev seznamov za 
kontrolo dostopa), 




 nastavitev usmerjanja in prevajanja omrežnih naslovov IP (NAT104), 
 nastavitev uravnovešanja prometa med strežniki (SLB105). 
Bistvene pomanjkljivosti tega pristopa so naslednje: 
 mikrosegmetacija106 je težko izvedljiva. Omrežne funkcije se nanašajo na 
celoten omrežni segment, tj. na vse naprave v določenem omrežnem segmentu, 
in ne le na posamezno napravo, npr. virtualen strežnik; 
 veliko ročne konfiguracije omrežnih naprav, zato veliko možnosti napak; 
 selitev strežnikov na drugo lokacijo pomeni spremembo naslovov IP 
strežnikov in temu posledično spremembo nastavitev v omrežju (sprememba 
pravil na požarni pregradi in ostalih napravah na poti); 
 v primeru vključitve novih strežnikov v omrežje, ki zahtevajo nove omrežne 
segmente, je treba ponoviti vse korake konfiguracije omrežnih naprav. 
Storitveni modeli v tradicionalnih podatkovnih centrih so se izkazali kot izredno 
togi ter komplicirani za upravljanje in kot taki ne zagotavljajo več ustrezne podpore 
sodobnim poslovnim procesom telekomunikacijskih operaterjev. 
8.3.3 Zahteve sodobnih podatkovnih centrov  
Arhitekture sodobnih podatkovnih centrov se morajo soočiti z vsemi naštetimi 
izzivi in težavami tradicionalnih podatkovnih centrov. Treba je poudariti, da enotne 
arhitekture zlasti večjih podatkovnih centrov ni mogoče določiti, saj ti običajno 
naslavljajo specifične zahteve posameznih aplikacij in storitev, ki jih gostujejo.  
Pri načrtovanju sodobnih podatkovnih centrov si moramo odgovoriti zlasti na 
naslednja vprašanja:  
 Kakšno bo končno število vseh povezav v podatkovnem centru? 
 Kako bo potekal promet med različnimi elementi podatkovnega centra? 
                                                 
104 NAT – Network Addresss Translation; prevajanje omrežnih naslovov. 
105 SLB – Server Load Balancing; uravnovešanje prometa med strežniki. 
106 Mikrosegmentacija v tem kontekstu je mišljena kot segmentacija na nivoju posameznega 
strežnika 





 Na kakšen način lahko najučinkoviteje povežemo različne elemente 
podatkovnega centra? 
Odgovori na ta vprašanja predstavljajo velike izzive tako z vidika zmogljivosti 
strojne opreme kot s konceptualnega nivoja sodobnih podatkovnih centrov. 
Arhitektura sodobnih podatkovnih centrov mora zadostiti naslednjim pogojem: 
 z vidika zagotavljanja oblačnih storitev različnim najemnikom morajo biti 
sodobni podatkovni centri zasnovani tako, da bodo zagotavljali elastičnost 
svojih virov skozi celoten življenjski cikel zagotavljanja storitev najemnikom, 
ter omogočali varno sobivanje različnih najemnikov na skupni informacijski 
infrastrukturi; 
 omogočati mora mobilnost končnih točk znotraj celotnega omrežja 
podatkovnega centra; omrežna informacija končne točke, tj. njen naslov IP, 
MAC in prehod IP, na podlagi katere poteka posredovanje paketov v omrežju, 
mora biti neodvisna od fizične lokacije končne točke; 
 odpraviti mora težave, povezane z velikostjo posredovalnih tabel in 
obremenitvijo kontrolne ravnine omrežnih naprav; 
 bolje mora izkoriščati omrežne vire (rezervne povezave) ter zagotavljati višjo 
stopnjo razpoložljivosti omrežne infrastrukture, kot je ta v tradicionalnih 
podatkovnih centrih;   
 razdvojiti mora logično topologijo od fizične topologije omrežja; širitev 
logične topologije omrežja ne sme vplivati na razpoložljivost obstoječih 
storitev; 
 razdvojiti mora omrežne politike od topologije omrežja; omrežne politike ne 
smejo biti vezane na omrežne informacije končnih točk, tj. njihov naslov IP in 
MAC; 
 omogočati mora souporabo istega naslovnega prostora med različnimi 
najemniki; 
 zmanjšati mora domeno odpovedi. 
Arhitekture sodobnih podatkovnih centrov se odmikajo od klasične 3-nivojske 
drevesne strukture (dostop/distribucija/jedro), ki je značilna za tradicionalne 




podatkovne centre, ter se vse pogosteje naslanjajo na sodobni koncept − ”Spine-leaf”. 
Koncept ”Spine-leaf” v kombinaciji z različnimi tehnologijami omogoča boljšo 
izkoriščenost omrežnih povezav, manjše zakasnitve v komunikaciji ter večjo 
razpoložljivost omrežne infrastrukture.  
Arhitektura ”Spine-leaf” skupaj s tehnologijami prekrivnih omrežij ter 
sodobnimi protokoli kontrolne ravnine predstavlja ogrodje sodobnega podatkovnega 
centra. 
8.3.4 Arhitektura ”Spine-leaf ” 
Osrčje vsakega podatkovnega centra predstavlja njegova preklopna matrika oz. 
komutacijsko polje (ang. Data center fabric). Preklopno matriko podatkovnega centra 
lahko razumemo kot ogrodje (strukturo), ki povezuje omrežne, programske in 
računske zmogljivosti podatkovnega centra ter določa način njihovega medsebojnega 
delovanja. Preklopna matrika podatkovnih centrov izhaja iz stikalnih tehnologij in 
določa povezave med stikali in strežniki v podatkovnem centru. 
Pri snovanju sodobnih podatkovnih centrov je glavni izziv, kako zagotavljati 
prožnost njegovih virov (računskih, shranjevalnih in omrežnih). Podatkovni centri 
morajo biti zato zasnovani kot ena velika, visoko zmogljiva, logična celota, ki 
omogoča hitro in učinkovito širitev njihove zmogljivosti. 
Sodobni koncept podatkovnih centrov se osredotoča na stikalno arhitekturo 
”Spine-leaf” hrbteničnih (”spine”) in dostopovnih (”leaf”) stikal, kjer so dostopovna 
stikala povezana z vsemi hrbteničnimi stikali.  
Hrbtenična in dostopovna stikala skupaj tvorijo zmogljivo neblokirno 
komutacijsko polje na podlagi tehnologije Ethernet. V strokovni literaturi zato 
komutacijsko polje podatkovnih centrov imenujejo tudi ”komutacijsko polje Ethernet” 
(ang. Ethernet switch fabric). Komutacijsko polje arhitekture ”Spine-leaf” uporablja 
znan principa ”Clos”107, ki izhaja iz vodovno komutiranih sistemov (telefonskega 
omrežja). 
                                                 
107 Princip Clos – poimenovan po g. Charlesu Closu, ki je v zgodnjih 50. letih prejšnjega stoletja 
podal teorijo za večstopenjsko vodovno komutirano omrežje (telefonsko omrežje). Na podlagi principa 





Arhitektura ”Spine-leaf” sodobnih podatkovnih centrov je predstavljena na 
naslednji sliki. 
 
Slika 44: Arhitektura ”Spine-leaf” 
V arhitekturi ”Spine-leaf” ni distribucijskega nivoja, ki je značilen za drevesno 
topologijo. Dostopovna stikala so povezana neposredno na vsa hrbtenična stikala, in 
tako tvorijo polno mrežno topologijo povezav med stikali. Naloga dostopovnih stikal 
je povezava končnih točk v omrežje podatkovnega centra (tj. komutacijsko polje) ter 
komunikacija znotraj in izven podatkovnega centra. Primarna naloga hrbteničnih stikal 
v arhitekturi ”Spine-leaf” je izključno povezljivost dostopovnih stikal. Na hrbtenična 
stikala končne točke praviloma niso priključene. 
Število povezav med hrbteničnimi in dostopovnimi stikali v arhitekturi ”Spine-
leaf” je enako produktu števila dostopovnih in hrbteničnih stikal (število povezav = 
število dostopovnih stikal * število hrbteničnih stikal).  
Polna mrežna topologija povezav zagotavlja ekvidistantno povezljivost med 
končnimi točkami (npr. strežniki), priključenimi na dostopovna stikala. Ne glede na 
to, na katera dostopovna stikala so priključene končne točke, komunikacija med le-
temi poteka vedno po najkrajši poti. Zakasnitve v komunikaciji, ki jih arhitektura 
”Spine-leaf” vnaša v omrežje, so zato nizke in predvidljive. Arhitektura ”Spine-leaf” 
s tem neposredno naslavlja izzive, povezane s prometnimi vzorci  današnjih 
podatkovnih centrov, tj. komunikacija ”vzhod-zahod”. 
                                                 
Clos je utemeljeno delovanje stikal Ethernet; ta princip pa je ponovno zaživel z razvojem arhitekture 
sodobnih podatkovnih centrov [vir: Wikipedia]. 




V klasični, drevesni arhitekturi je redundanca povezljivosti zagotovljena na 
podlagi protokola vpetega drevesa (STP108), ki blokira vse rezervne povezave v 
omrežju. Zmogljivost omrežja je ob uporabi protokola STP tipično prepolovljena. Prav 
tako so časi obnove komunikacije v primeru prekinitve aktivnih poti visoki, tipično 
reda nekaj sekund. 
Polna mrežna topologija povezav, v kombinaciji s prekrivnimi tehnologijami in 
protokoli usmerjanja po več poteh109 z enakimi stroški, omogoča boljšo izkoriščenost 
fizičnih povezav ter večjo razpoložljivost omrežja kot v primeru klasične drevesne 
arhitekture. 
Prednost topologije ”Spine-leaf” je tudi uporaba enakih stikal, kar v kombinaciji 
s tehnologijami programsko definiranih omrežij omogoča abstrakcijo omrežja in s tem 
na stežaj odpira vrata avtomatizaciji različnih omrežnih opravil. 
8.3.4.1 Razširljivost arhitekture ”Spine-leaf” 
Z vidika funkcionalnosti lahko komutacijsko polje arhitekture ”Spine-leaf” 
opredelimo z naslednjima nivojema: 
 jedro − namenjeno je izključno povezovanju dostopovnih stikal; na jedro se 
ne priključujejo končne točke in ni povezano v ostala omrežja; jedro zagotavlja 
ekvidistantno povezljivost med dostopovnimi stikali ter visoko stopnjo 
razpoložljivosti;  
 rob − namenjen je priključitvi končnih točk in komunikaciji v ostala omrežja; 
sestavljajo ga tipično stikala na vrhu strežniških omar (TOR); rob zagotavlja 
povezljivost končnih točk in v zunanja omrežja. 
                                                 
108 STP – Spanning Tree Protocol; protokol vpetega drevesa. 
109 ECMP – Equal Cost Multipath Protocol; protokol usmerjanja po več poteh z enakimi stroški. 






Slika 45: Funkcionalna opredelitev komutacijskega polja ”Spine-leaf” 
Arhitektura ”Spine-leaf” omogoča širitev v dveh smereh (Slika 46): 
 v horizontalni smeri: dodajanje dostopovnih (TOR) in hrbteničnih stikal, 
 v vertikalni smeri: dodajanje hrbteničnih stikal v večnivojsko jedro. 
 
Slika 46: Razširljivost arhitekture ”Spine-leaf” 
Večji ponudniki storitev, npr. Google, Microsoft, Facebook, so podvrženi 
pogostemu nadgrajevanju zmogljivosti svojih podatkovnih centrov. Podatkovni centri 
le-teh morajo biti zasnovani tako, da jih je mogoče enostavno in hitro nadgraditi ter 
učinkovito upravljati.  
V nadaljevanju je predstavljena arhitektura sodobnega podatkovnega centra 
Facebook, ki se nahaja v mestu Altoona v ZDA. 




Arhitektura podatkovnega centra Facebook temelji na večnivojski arhitekturi 
”Spine-leaf” in je zasnovana modularno z mnogo enakimi elementi. Značilnost te 
arhitekture so enake, funkcionalno zaključene celote (infrastrukturni bloki), t. i. PoD-
i110. Z dodajanjem teh blokov je možno enostavno in postopoma povečevati 
zmogljivost podatkovnega centra. Ker gre v tem primeru za funkcionalno enake bloke, 
je upravljanje take arhitekture bistveno lažje kot upravljanje sistema, ki je zasnovan 
kot ena velika, kompleksna celota. 
Na naslednji sliki je predstavljen osnovni gradnik (PoD) komutacijskega polja 
sodobnega podatkovnega centra Facebook. Osnovni gradnik sestavljajo štiri (4) 
osrednja stikala (leaf) in 48 dostopovnih stikal (TOR), ki so povezana v topologijo 
”Spine-leaf”.  
 
Slika 47: Infrastrukturni blok (PoD) sodobnega podatkovnega centra [38] 
Ti infrastrukturni bloki so nadalje povezani na hrbtenična stikala (”Spine”). 
Hrbtenična stikala so organizirana v štiri (4) neodvisne skupine (ravnine). Vsaka 
                                                 
110 PoD (ang. Point of Delivery) je skupek (blok) različnih infrastrukturnih komponent 
(računskih, shranjevalnih, omrežnih in aplikativnih), ki skupaj zagotavljajo nabor omrežnih storitev. 
PoD je ponovljiv vzorec pri načrtovanju informacijske infrastrukture, katerega komponente 
maksimirajo modularnost, razširljivost in upravljivost informacijskih sistemov [vir: Wikipedia]. 
Koncept z združevanjem PoD-ov je uporabljen v sodobnih podatkovnih centrih, kjer se zahteva visoka 
stopnja modularnosti ter enostavna razširljivost in upravljivost infrastrukturnih komponent. 
 





ravnina lahko vsebuje do 48 hrbteničnih stikal. Osrednja stikala preklopne matrike 
(komutacijskega polja) posameznega infrastrukturnega bloka (PoD-a) so povezana z 
vsemi hrbteničnimi stikali soležne ravnine. 
Robna stikala so organizirana v infrastrukturne bloke s štirimi (4) stikali ter 
zagotavljajo komunikacijo v omrežne segmente izven podatkovnega centra (npr. 
internet). 
 
Slika 48: Modularna zasnova sodobnega podatkovnega centra [38] 
Na ta način je možno postopoma po potrebi povečevati zmogljivost 
komutacijskega polja podatkovnega centra. 
Uniformnost komutacijskega polja, ki ga zagotavlja predstavljena arhitektura, 
omogoča avtomatizacijo omrežnih opravil in s tem lažje in učinkovitejše upravljanje 
omrežne infrastrukture.  




8.3.4.2 Povezave komutacijskega polja ”Spine-leaf” 
Načrtovanje zmogljivega, neblokiranega komutacijskega polja podatkovnih 
centrov zahteva izbiro ustrezne tehnologije povezovanja. Tehnologija povezovanja v 
sodobnih podatkovnih centrih je brezizguben Ethernet, ki omogoča zanesljiv prenos 
protokolnih sporočil Fibre Channel shranjevalnega omrežja preko omrežja Ethernet 
(FCoE111). Tipična zmogljivost današnjih povezav v jedru komutacijskega polja 
arhitekture Spine-leaf znaša 40 GE ter 10 GE na robu (Slika 49). 
 
Slika 49: Tipične povezave komutacijskega polja ”Spine-leaf” 
8.3.4.3 Tipi komutacijskega polja ”Spine-leaf”  
Tip komutacijskega polja določajo povezave med hrbteničnimi (spine) in 
dostopovnimi stikali (leaf). Povezave med hrbteničnimi in dostopovnimi stikali so 
lahko L2112 (Ethernet), L3113 (IP) ali kombinacija obeh. Temu ustrezno razlikujemo 
dva (2) tipa komutacijskega polja ”Spine-leaf”: 
 komutacijsko polje s preklapljanjem (L2), 
 komutacijsko polje z usmerjanjem (L3). 
V odvisnosti od tipa komutacijskega polja je uporabljena ustrezna metoda 
ECMP, ki zagotavlja usmerjanja paketov skozi komutacijsko polje podatkovnega 
centra po več poteh hkrati, ter preusmeritev prometa v primeru prekinitve povezave. 
Ena izmed ključnih lastnosti arhitekture »Spine-leaf« je zamenjava protokola vpetega 
                                                 
111 FCoE − Fibre Channel over Ethernet. 
112 L2 − povezava na 2. nivoju referenčnega modela ISO OSI, tipično Ethernet. 
113 L3 − povezava na 3. nivoju referenčnega modela ISO OSI, tipično IP. 





drevesa (STP) s protokoli, ki zagotavljajo usmerjanje prometa skozi topologijo 
»Spine-leaf« po več poteh hkrati. S tem je dosežena boljša izkoriščenost povezav ter 
višja stopnja razpoložljivosti omrežja (komutacijskega polja). 
8.3.4.3.1 Komutacijsko polje ”Spine –leaf” s preklapljanjem 
Komutacijsko polje s preklapljanjem vsebuje vse povezave med stikali tipa L2 
(Ethernet). Protokol vpetega drevesa (STP) zaradi že omenjenih pomanjkljivosti v 
arhitekturi ”Spine-leaf” ni uporabljen. Nadomeščata ga naslednja protokola: 
 TRILL114 (RFC 6325), 
 IEEE 802.1aq (Shortest-Path Bridging − SPB). 
Oba navedena protokola zagotavljata prenos okvirjev Ethernet skozi omrežje po 
več poteh hkrati ter večjo stopnjo razpoložljivosti in krajše čase konvergence omrežja 
v primeru prekinitev povezav. 
 
Slika 50: Komutacijsko polje s preklapljanjem 
8.3.4.3.2 Komutacijsko polje ”Spine –leaf” z usmerjanjem 
Komutacijsko polje z usmerjanjem vsebuje povezave L3 med hrbteničnimi 
(spine) in dostopovnimi (leaf) stikali. Komunikacija med hrbteničnimi in 
dostopovnimi stikali poteka po protokolu IP. Uporabljeni so usmerjevalni protokoli, 
                                                 
114 TRILL − Transparent Interconnection of Lots of Links je standardiziran protokol (IETF). 




ki zagotavljajo usmerjanje prometa skozi topologijo omrežja po več poteh hkrati 
(OSPF, IS-IS, EIGRP ipd.). 
 
Slika 51: Komutacijsko polje z usmerjanjem 
Komutacijsko polje z usmerjanjem se je v praksi izkazalo kot najprimernejša 
rešitev iz naslednjih razlogov: 
 je najmanj tehnološko pogojena, saj uporablja standardizirane usmerjevalne 
protokole, ki so podprti v opremi različnih proizvajalcev; 
 uporablja standardizirane usmerjevalne protokole, ki so se skozi leta delovanja 
v različnih omrežjih izkazali za izredno zanesljive; omrežni administratorji 
večinoma že posedujejo znanja o teh protokolih; 
 je preprosto razširljivo; v topologijo ”Spine-leaf” lahko dodajamo stikala, ne 
da bi pri tem vplivali na obstoječo komunikacijo. 
8.3.5 Izbira tehnologije prekrivnega omrežja 
Prekrivno omrežje (ang. Overlay network) je logično (navidezno) omrežje, ki je 
vzpostavljeno na vrhu drugega (fizičnega) omrežja. S pomočjo prekrivnega omrežja 
kompleksnost spodaj ležeče omrežne infrastrukture zakrijemo.  
Kot je opisano v podpoglavju 7.3, obstaja veliko prekrivnih tehnologij, ki na nek 
način abstrahirajo kompleksnost fizične omrežne infrastrukture. Vendar vse prekrivne 
tehnologije niso primerne za sodobne podatkovne centre, saj ne odpravljajo vseh težav, 
s katerimi se soočajo tradicionalni podatkovni centri (podpodpoglavje 8.3.2).  





Pri izbiri ustrezne prekrivne tehnologije moramo imeti pred očmi zahteve 
sodobnih podatkovnih centrov, ki so podrobneje opisane v podpodpodpoglavju 
8.3.2.6. Zahteve sodobnih podatkovnih centrov lahko preoblikujemo v tri (3) bistvene 
izzive, s katerimi se mora arhitektura sodobnih podatkovnih centrov soočiti: 
 preprosta selitev obremenitev med lokacijami omrežja (mobilnost končnih 
točk), 
 preprosto in avtomatično zagotavljanje obremenitev kjerkoli v omrežju, 
 podpora najemnemu modelu infrastrukture (zagotavljanje oblačnih storitev 
različnim strankam − najemnikom). 
Na voljo je veliko prekrivnih tehnologij (protokolov), ki naslavljajo naštete 
izzive (NVGRE, STT, VXLAN). Vsi ti protokoli omogočajo tuneliranje okvirjev 
MAC preko omrežne infrastrukture IP (MAC-v-IP) in na ta način ustvarijo navidezno 
(prekrivno) omrežje L2 na vrhu fizičnega omrežja IP.  
Med vsemi naštetimi prekrivnimi tehnologijami se je v arhitekturah sodobnih 
podatkovnih centrov najbolj uveljavil protokol VXLAN (RFC 7348).  
Uveljavitev protokola VXLAN kot prekrivne tehnologije izbora v arhitekturi 
sodobnih podatkovnih centrov gre pripisati naslednjim njegovim bistvenim 
značilnostim:   
 kompleksnost iz jedra omrežja prestavlja na rob omrežja. S tem zmanjšuje 
število omrežnih stanj na hrbteničnih stikalih (naslovi MAC končnih točk niso 
vidni hrbteničnim stikalom); 
 na dostopovnih stikalih so vidni le naslovi MAC končnih točk, ki neposredno 
komunicirajo med seboj; če poteka komunikacija preko vmesnega stikala, na 
vmesnem stikalu ni viden naslov MAC končnih točk, saj poteka komunikacija 
preko tunela IP; to zmanjšuje omrežna stanja na dostopovnih stikalih; 
 število navideznih omrežnih segmentov je povečano na 24 bitov (16 
milijonov); 
 uporablja pseudo naključna izvorna vrata UDP, kar omogoča učinkovito 
deljenje prometa znotraj fizičnega omrežja (komutacijskega polja);  




 protokol VXLAN podpira večina proizvajalcev omrežne in virtualizacijske 
opreme, kar zagotavlja manjšo odvisnost od posameznega proizvajalca 
omrežne/virtualizacijske rešitve. 
8.3.5.1.1 Ovijanje protokolnih sporočil Ethernet v UDP - VXLAN 
Protokol VXLAN doda glavo VXLAN protokolnim sporočilom Ethernet 
končnih točk (navideznih strojev) ter jih vstavi v pakete UDP. Nato preko fizičnega 
omrežja IP vzpostavi tunel IP med lokacijami (robnimi točkami VTEP115), kjer so 
končne točke, ki želijo komunicirati med seboj.  
Ovijanje okvirjev Ethernet v protokolna sporočila VXLAN poveča velikost 
paketa v fizičnem omrežju za 50 zlogov.  
Slika 52 prikazuje paket VXLAN v fizičnem omrežju. 
 
Slika 52: Paket VXLAN v fizičnem omrežju 
Potek uokvirjenja protokolnih sporočil Ethernet končne točke v protokolna 
sporočila UDP, ko ta potujejo skozi protokolni sklad TCP/IP virtualizacijskega 
strežnika, je prikazan na naslednji sliki. 
                                                 
115 VTEP − VXLAN Tunnel End Point. 






Slika 53: Ovijanje okvirjev Ethernet v protokolna sporočila VXLAN 
8.3.5.1.2 Tipi tunelov VXLAN 
Eden od konstruktov protokola VXLAN so tuneli, ki so vzpostavljeni med 
tunelskimi vmesniki VTEP. Tuneli VXLAN so lahko vzpostavljeni med stikali na vrhu 
strežniških omar (ToR), t. i. omrežni model (Slika 54). 
 
Slika 54: Tunel VXLAN – omrežni model 




Lahko so tuneli VXLAN vzpostavljeni med navideznimi stikali oz. hipervizorji 
virtualizacijskih strežnikov, t. i. strežniški model (Slika 55). 
 
Slika 55: Tunel VXLAN – strežniški model 
V praksi srečujemo tudi hibridni model vzpostavitve tunelov VXLAN, pri 
katerem je tunel vzpostavljen med hipervizorjem virtualizacijskega strežnika in 
dostopovnim stikalom (leaf).  
Slika 56 prikazuje hibridni model vzpostavitve tunela VXLAN. 
 
Slika 56: Tunel VXLAN – hibridni model 
8.3.6 Izbira načina učenja naslovov končnih točk in tunelov VTEP 
Protokol VXLAN omogoča vzpostavitev omrežnih segmentov L2 na vrhu 
fizičnega omrežja IP. Ti omrežni segmenti se lahko raztezajo poljubno preko spodaj 





ležečega omrežja IP ali celo preko več omrežij IP, npr. povezava dveh podatkovnih 
centrov.  
Protokol VXLAN mora zato opredeliti tudi način odkrivanja tunelskih končnih 
točk (VTEP) ter izmenjave omrežnih informacij končnih sistemov (njihovih naslovov 
IP in MAC). Končni sistemi (npr. navidezni stroji) se lahko logično gledano nahajajo 
v istem ali različnih omrežnih segmentih L2, fizično gledano pa so lahko ti omrežni 
segmenti na različnih geografskih lokacijah.  
Trenutno sta na voljo dva (2) načina izmenjave omrežnih informacij končnih 
točk: 
 učenja s poplavljanjem (ang. flooding and learning), 
 oglaševanje omrežnih informacij z uporabo protokola kontrolne ravnine, tj. 
MP-BGP EVPN (RFC 7432). 
Opomba: izbira načina izmenjave omrežnih informacij končnih točk pogojuje 
tudi izbiro tipa tunela VXLAN. V času nastajanja tega dokumenta usmerjevalni 
protokol MP-BGP EVPN ni podprt na virtualizacijski strežniški opremi 
(hipervizorjih), temveč le na izbrani omrežni opremi (stikalih, usmerjevalnikih) 
nekaterih proizvajalcev omrežnih rešitev. 
8.3.6.1.1 Učenje omrežnih informacij s poplavljanjem  
V začetni različici standarda VXLAN (RFC 7348) je opredeljen način učenja s 
poplavljanjem (ang. flooding and learning), ki poteka v podatkovni ravnini 
prekrivnega omrežja. Promet v prekrivnem omrežju, ki je namenjen vsem 
prejemnikom (ang. broadcast), skupini prejemnikov (ang. multicast) ali neznanemu 
prejemniku (ang. unknown unicast), t. i. promet BUM116, je ovit v protokolna sporočila 
multicast VXLAN in poslan tunelskim končnim točkam VTEP.  
Ta način oglaševanja omrežnih informacij med tunelskimi točkami VTEP ima 
naslednje pomanjkljivosti: 
                                                 
116 Za ta tip prometa se uporablja kratica BUM – Broadcast, Unknown Unicast and Multicast. 




 rešitev ni razširljiva; fizično (spodaj ležeče) omrežje mora vzdrževati vsa 
stanja protokola multicast, tj. drevesa multicast, kar v večjih podatkovnih 
centrih z veliko točkami VTEP pomeni dodatno obremenitev hrbteničnih 
stikal; 
 v podatkovnih centrih uporaba protokolov multicast (PIM, IGMP) ni običajna, 
saj so ti običajno podprti le na večjih stikalih (dražjih); mnogo podjetij zato ne 
želi vpeljati protokolov multicast v podatkovne centre. 
8.3.6.1.2 Učenje omrežnih informacij s pomočjo protokola MP-BGP EVPN 
Rešitev MP-BGP EVPN117 je standardizirana rešitev IETF (RFC 7432). Protokol 
MP-BGP EVPN je del kontrolne ravnine prekrivnega omrežja VXLAN ter je 
namenjen oglaševanju informacij prekrivnega omrežja VXLAN med tunelskimi 
točkami VTEP.  
V primerjavi s predhodno opisano metodo oglaševanja, ki poteka na podlagi 
protokolov multicast, protokol MP-BGP EVPN bistveno zmanjša poplavljanje 
prometa v prekrivnem omrežju ter omogoča optimalno posredovanje prometa, tako 
med lokacijami znotraj podatkovnega centra (prometni vzorec ”vzhod-zahod”), kot 
izven podatkovnega centra (prometni vzorec ”sever-jug”). 
Glavne prednosti oglaševanja informacij z uporabo protokola MP-BGP EVPN 
so naslednje [36]: 
 je standardizirana rešitev, ki je podprta na opremi različnih proizvajalcev 
omrežnih rešitev; 
 omogoča oglaševanje omrežnih informacij L2 in L3 končnih točk; podpira 
integrirano preklapljanje in usmerjanje (IRB118); 
 omogoča samodejno odkrivanje tunelskih točk VTEP ter njihovo overjanje; 
 temelji na preverjenem protokolu MP-BGP VPN, ki je uporabljen v omrežjih 
že več kot desetletje; 
                                                 
117 MP-BGP EVPN − Multiprotocol Border Gateway Protocol Ethernet Virtual Private Network. 
118 IRB – Integrated Routing and Bridging; integrirano usmerjanje in mostičenje (preklapljanje). 





 z naprednimi tehnikami (npr. zatiranje paketov ARP) zmanjšuje poplavljanje 
prometa; 
 omogoča optimalno posredovanje prometa skozi prekrivno omrežje; 
 omogoča mobilnost obremenitev med lokacijami (selitev navideznih strojev 
med lokacijami). 
Protokol MP-BGP EVPN izhaja iz protokola MP-BGP VPN, od katerega je 
podedoval večino funkcionalnosti, npr. izolacijo usmerjevalnih in posredovalnih 
informacij različnih entitet v omrežju (VRF119). Ena od edinstvenih lastnosti protokola 
MP-BGP EVPN je zmožnost oglaševanja omrežnih informacij (NLRI120) nivojev L2 
in L3. 
Spodaj ležeče omrežje IP zagotavlja le povezljivost tunelskih točk VTEP, ki 
usmerjajo Ethernet okvirje končnih sistemov, ovite v pakete VXLAN skozi fizično 
omrežje. Hrbtenična (”Spine”) stikala v svoji usmerjevalni in posredovalni tabeli 
vsebujejo le naslove IP/MAC tunelskih točk VTEP; naslovi IP/MAC končnih sistemov 
(naslovi prekrivnega omrežja) niso vidni hrbteničnim stikalom.  
Če se tunelske točke VTEP nahajajo na hipervizorjih oz. virtualnih stikalih 
virtualizacijskih strežnikov, potem dostopovna stikala (”leaf”) komutacijskega polja, 
enako kot hrbtenična stikala (”spine”), vsebujejo le naslove IP/MAC tunelskih točk 
VTEP.  
To zmanjšuje kompleksnost fizičnega omrežja (komutacijskega polja) ter 
povečuje zanesljivost in razširljivost le-tega. 
Rešitev VXLAN v kombinaciji s protokolom kontrolne ravnine MP-BGP EVPN 
se je v praksi izkazala kot zanesljiva rešitev, ki jo podpira večina proizvajalcev 
omrežne opreme (pričakovana je podpora tudi na virtualizacijski strežniški opremi) in 
je zato primerna v arhitekturah sodobnih podatkovnih centrov.  
                                                 
119 VRF – Virtual Routing and Forwarding. 
120 NLRI – Network Layer Reachability Information; informacije o dosegljivosti omrežnega 
sloja. 




8.3.7 Povezave končnih točk v omrežje podatkovnega centra 
Končne točke (fizični strežniki, navidezni stroji, oddaljene lokacije) so 
priključene na dostopovna stikala (leaf) komutacijskega polja ”Spine-leaf”. Na 
hrbtenična stikala (spine) so priključena le dostopovna stikala. Dostopovna stikala so 
tipično stikala na vrhu strežniških omar (ToR).  
Končne točke so lahko na dostopovna stikala povezane redundantno z več 
povezavami. Povezave so lahko L2 ali L3. 
Slika 57 prikazuje možni povezavi končnih točk v omrežje podatkovnega centra. 
 
Slika 57: Povezava lokacij v omrežje podatkovnega centra 
V primeru povezljivosti L2 je končna točka (lokacija) priključena na dostopovna 
stikala (leaf) z dvema ali več povezavami L2, ki so združene v spojno povezavo večje 
zmogljivosti (LAG121). Promet končne točke je ob uporabi ustreznih mehanizmov 
deljenja prometa ter raznolikem prometu IP122 razporejen preko več povezav L2, ki 
                                                 
121 LAG − Link Aggregation Group; združevanje fizičnih povezav Ethernet v spojno povezavo 
večje zmogljivosti. 
122 Raznolik promet v tem kontekstu je treba razumeti kot promet z različnimi izvornimi in 
ponornimi naslovi IP, UDP/TCP, da bo funkcija razvrščanja prometa v omrežni opremi čim bolj 
enakomerno razporedila promet med fizičnimi povezavami, ki sestavljajo spojno povezavo 
(PortChannel). 





tvorijo spojno povezavo. Ta način povezljivosti končne točke v omrežje podatkovnega 
centra zahteva dodatno (prečno) povezavo med dostopovnima stikaloma (leaf).  
Kadar je med končno točko in omrežjem podatkovnega centra izvedena 
povezljivost L3, je promet IP usmerjen preko obeh povezav L3. 
8.3.8 Storitveni modeli v sodobnih podatkovnih centrih 
Sodobne omrežne arhitekture naslavljajo težave tradicionalnih podatkovnih 
centrov z ločitvijo omrežnih funkcij od fizične omrežne infrastrukture, tj. z abstrakcijo 
fizične omrežne infrastrukture. Z vključitvijo dodatne programabilnosti v omrežje 
sodobne omrežne arhitekture zagotavljajo avtomatizacijo omrežnih opravil ter 
orkestracijo celotnega omrežja. 
Sodobne omrežne arhitekture podatkovnih centrov se pri tem opirajo na dva 
temeljna omrežna koncepta: 
 programsko definirana omrežja (SDN), 
 virtualizacijo omrežnih funkcij (NFV). 
V praksi srečamo dva pristopa pri uvajanju sodobnih omrežnih konceptov: 
 virtualizacija posameznih omrežnih funkcij, 
 virtualizacija omrežja. 
8.3.8.1 Virtualizacija omrežnih funkcij 
Storitveni model v tradicionalnih podatkovnih centrih (Slika 43) lahko povsem 
virtualiziramo in prevedemo v sodoben storitveni model (Slika 58). Konfiguracija 
posameznih navideznih omrežnih naprav se nahaja na navideznih diskih navideznih 
strojev. 





Slika 58: Storitveni model v sodobnih podatkovnih centrih 
Ključna prednost tega pristopa je v tem, da lahko celoten storitveni model, ki 
vključuje vse storitvene strežnike in omrežne funkcije, preselimo na drug 
virtualizacijski strežnik, ne da bi pri tem morali popraviti nastavitve omrežnih funkcij 
ali storitvenih strežnikov.  
Opomba: navedena trditev velja, če so v omrežju uporabljene prekrivne 
tehnologije (koncept programsko definiranih omrežij), ki omogočajo vzpostavitev 
navideznih (dinamičnih) omrežnih topologij na vrhu fizičnega omrežja (opisano v 
podpoglavju 7.3). 
8.3.8.2 Virtualizacija omrežja 
Virtualizacija omrežja se prav tako naslanja na principa programsko definiranih 
omrežij in virtualizacije omrežnih funkcij, vendar gre pri tem še korak dlje od 
virtualizacije posameznih omrežnih funkcij.  
V primeru virtualizacije omrežja gre za enak koncept kot pri virtualizaciji 
strežnikov, kjer nivo programske abstrakcije (hipervizor) povzema vse lastnosti (vire) 
fizičnega strežnika (CPU, pomnilnik, disk, omrežni vmesnik ipd.) v programski 
opremi ter jih nato v poljubni kombinaciji dodeljuje navideznim strojem. 
Pri virtualizaciji omrežja nivo programske abstrakcije poustvarja celoten nabor 
omrežnih funkcij v programski opremi, tj. stikala, usmerjevalnike, požarne pregrade, 





delilnike bremena itd., in jih podobno kot v primeru strežniške virtualizacije, dodeljuje 
navideznim omrežjem123. Fizično omrežje pri tem služi kot transportna infrastruktura 
virtualiziranim − navideznim omrežjem.  
Za razliko od predhodno opisane virtualizacije posameznih omrežnih funkcij, 
kjer je posamezna omrežna funkcija izvedena na navideznem stroju, pa so v primeru 
virtualizacije omrežja navidezne omrežne funkcije običajno realizirane v 
hipervizorjjih virtualizacijskih strežnikov (Slika 59). 
 
Slika 59: Virtualizirane omrežne funkcije v hipervizorju 
Opomba: navedene rešitve se med posameznimi ponudniki rešitev razlikujejo. 
Predvsem proizvajalci omrežne opreme pri svojih rešitvah izhajajo iz ”omrežja”. V 
njihovih rešitvah so običajno virtualizirane omrežne funkcije zagotovljene na 
dostopovnih stikalih, t. i. stikalih ”leaf”. Primer take rešitve je rešitev Application 
Centric Infrastructure (ACI), proizvajalca Cisco. Na drugi strani podjetja, ki izhajajo 
                                                 
123 Pojem »navidezna omrežja« je funkcionalno gledano enak pojmom »prekrivno omrežje«, 
»dinamično omrežje« in »logično omrežje«. Tem pojmom je skupna lastnost abstrakcija fizične 
infrastrukture, na kateri so ta omrežja poustvarjena. 




iz tehnologij strežniške virtulizacije, zagotavljajo virtualizirane omrežne funkcije v 
hipervizorjih virtualizacijskih strežnikov. Primer take rešitve je rešitev NSX 
proizvajalca VMware. 
Z virtualizacijo omrežja je dosežena abstrakcija fizične omrežne infrastrukture 
in s tem ločitev omrežnih funkcij od fizične topologije omrežja.  
Virtualizirana omrežja pri tem uporabljajo prekrivne tehnologije (tipično 
VXLAN), s pomočjo katerih ustvarijo navidezno omrežje, tj. dinamično omrežno 
topologijo na vrhu fizičnega omrežja. Dinamična omrežna topologija je logična 
omrežna topologija, ki omogoča komunikacijo med končnimi točkami (aplikacijami) 
v omrežju.  
Na isti fizični infrastrukturi je lahko sočasno ustvarjenih več različnih 
navideznih omrežij, ki souporabljajo skupne vire fizičnega omrežja (Slika 60).  
 
Slika 60: Navidezna omrežja 
Posamezna navidezna omrežja so izolirana od ostalih omrežij, kar omogoča 
souporabo istega naslovnega prostora IP v različnih navideznih omrežjih. To je še 
posebej dobrodošlo v računalniških oblakih, kjer najemniki oblačnih storitev 
souporabljajo fizično infrastrukturo, vendar pa morajo biti med seboj ločeni. 





Če je potrebna komunikacija med posameznimi navideznimi omrežji, je 
usmerjanje zagotovljeno na omrežnih prehodih, ki skrbijo za komunikacijo med 
omrežnimi segmenti istega navideznega omrežja ali med omrežnimi segmenti 
različnih navideznih omrežij. 
Omrežne funkcije so lahko centralizirane ali porazdeljene. V predhodno 
opisanem primeru, ko je virtualizirana omrežna funkcija izvedena na navideznem 
stroju, ta uporablja fizične vire virtualizacijskega strežnika, na katerem gostuje. V 
določenih situacijah lahko ta omrežna funkcija pomeni ozko grlo v komunikaciji. 
V primeru virtualizacije omrežja pa so omrežne funkcije porazdeljene med 
posamezne virtualizacijske strežnike oz. hipervizorje. V primeru porazdeljenih 
omrežnih funkcij se obremenitev porazdeli med posamezne virtualizacijske strežnike, 
kar zagotavlja večjo zmogljivost omrežnih funkcij, vendar mora rešitev v tem primeru 
poskrbeti tudi za ustrezno sinhronizacijo omrežnih stanj med omrežnimi funkcijami, 
ki tečejo na različnih hipervizorjih.  
Porazdeljene omrežne funkcije omogočajo tudi mikrosegmentacijo na nivoju 
posameznega navideznega stroja, kjer se lahko vsak navidezni stroj razume kot 
”najemnik” v skupni infrastrukturi.  
Upravljanje in nadzor navideznih omrežij tipično poteka preko omrežnega 






9 Primera iz prakse 
9.1 Sodobno jedrno telekomunikacijsko omrežje 
V nadaljevanju predstavljeno sodobno jedrno telekomunikacijsko omrežje 
zagotavlja povezljivost regionalnim fiksnim in mobilnim telekomunikacijskim 
operaterjem ter večjim organizacijam. V omrežje sta povezana tudi dva večja 
podatkovna centra (DC) operaterja, na skrajnih koncih države. 
V omrežju so uporabljeni naslednji sodobni arhitekturni koncepti in tehnologije: 
 integracija paketnega (IP) in optičnega transportnega omrežja (DWDM) na 
nivoju upravljavske, kontrolne (GMPLS-UNI) in podatkovne ravnine 
(IPoDWDM), 
 avtomatizacija omrežnih funkcij (samodejna vzpostavitev, rušenje in 
preusmeritev optičnih povezav), 
 vzpostavitev šifriranih povezav 100 Gb/s (uporaba naprednih modulacijskih 
tehnik s koherentnim sprejemom optičnega signala; dinamično prilagajanje 
pasovne širine frekvenčnega filtra spektru signala). 
9.1.1 Storitve jedrnega omrežja 
Omrežje zagotavlja storitve povezljivosti na več nivojih referenčnega modela 
OSI124: 
 storitve povezljivosti L1125: najeta valovna dolžina, 
                                                 
124 OSI − Open System Interconect; odprti sistem povezovanja. 
125 L1 − fizični nivo referenčnega modela OSI. 





 storitve povezljivosti L2126: navidezno zasebno LAN omrežje (VPLS127), 
 storitve povezljivosti L3128: navidezno zasebno usmerjano omrežje (VPRN129). 
Storitev valovne dolžine je primerna zlasti povezovanju podatkovnih centrov, 
kjer se zahteva neokrnjen prenos protokolov, značilnih za podatkovne centre, npr. 
Fibre Channel, FICON. 
Storitev VPLS omogoča tuneliranje okvirjev Ethernet preko omrežja IP/MPLS. 
Storitev VPLS je namenjena povezovanju geografsko razpršenih lokacij v enotno 
lokalno omrežje LAN preko omrežja IP/MPLS (vse lokacije se nahajajo v isti domeni 
razpršenega oddajanja). 
Storitev VPRN omogoča vzpostavitev navideznih zasebnih omrežij IP (IP VPN) 
preko omrežja IP/MPLS. Storitev je primerna povezovanju oddaljenih lokacij podjetij 
z njihovo centralno lokacijo. Posameznemu omrežju IP VPN pripada ločena instanca 
usmerjevalne in posedovalne tabele na usmerjevalniku. To omogoča izolacijo 
naslovnih prostorov IP omrežij IP VPN ter s tem souporabo istega naslovnega prostora 
IP istočasno znotraj več omrežij IP VPN. 
Storitvi VPLS in VPRN sta zagotovljeni s tehnologijo MPLS VPN.  
Opomba: tehnologija MPLS VPN ne omogoča zaupnosti komunikacije 
(komunikacija ni šifrirana na nivoju MPLS). Naročniki teh storitev morajo sami 
poskrbeti za zaupnost komunikacije.  
9.1.2 Načrtovanje topologije jedrnega omrežja 
Izhodišče načrtovanja topologije jedrnega omrežja je bilo naslednje: 
 upoštevati je treba upravno razdelitev države po provincah; omrežje vsake 
province mora biti povezano na vsaj dve (2) sosednji provinci; 
 upoštevati razpoložljivost optičnih vlaken; 
                                                 
126 L2 − povezavni nivo referenčnega modela OSI. 
127 VPLS − Virtual private LAN service. 
128 L3 − omrežni nivo referenčnega modela OSI. 
129 VPRN − Virtual Private Routed Network. 




 topologijo omrežja morajo sestavljati optična vlakna, ki so med seboj 
neodvisna, tj. potekati morajo po ločenih trasah, v ločenih jaških; v primeru 
pretrga optičnega kabla, omrežje ne sme razpasti na dva nepovezana dela; 
 vsaka točka prisotnosti POP130 mora biti povezana na dve sosednji točki POP; 
 razdalje med točkami POP morajo omogočati prenos signalov 100 Gb/s brez 
regeneracije (pretvorbe O/E/O131 oz. 3R132) med poljubnimi točkami POP; 
 podatkovna centra operaterja se morata nahajati v različnih potresnih in 
poplavnih območjih; zagotovljena mora biti redundantna povezljivost 100 
Gb/s podatkovnih centrov. 
Upoštevaje navedene pogoje je bila vzpostavljena topologija z več obroči: 
 južni obroč, 
 vzhodni obroč, 
 zahodni obroč, 
 severni obroč, 
 centralni obroč. 
Stična točka vsem obročem je centralni obroč, ki med seboj povezuje ostale 
obroče (Slika 61).  
                                                 
130 POP – Point of Presence; točka prisotnosti. 
131 O/E/O – Optical/Electrical/Optical; pretvorba optičnega signala v električni signal in ponovno 
v optični signal – to je regeneracija signala. 
132 3R – Retime, Reshape, Reamplify; to je regeneracija signala. 






Slika 61: Topologija kabelskega omrežja – primer iz prakse 
Načrtovanje optičnega transportnega omrežja je izhajalo iz topologije 
kabelskega omrežja. Optično transportno omrežje temelji na tehnologiji gostega 
valovno-dolžinskega multipleksa (DWDM) ter integraciji le-te s paketnim omrežjem 




(IP). Zahteva po redundantni povezljivosti 100 Gb/s med poljubnima lokacijama v 
omrežju je botrovala k snovanju transportnega omrežja z visokim razmerjem 
signal/šum (OSNR133). Zagotovitev visokega razmerja OSNR je bila možna z uporabo 
nizkošumnih optičnih ojačevalnikov, ki delujejo na principu RAMAN134. Med 
lokacijami, kjer je razdalja presega 130 km, so bili dodani klasični optični ojačevalniki 
EDFA135 (na sliki označeni z OLA136). Topologija optičnega transportnega omrežja 
DWDM je razvidna na naslednji sliki. 
 
Slika 62: Topologija optičnega transportnega omrežja – primer iz prakse 
                                                 
133 OSNR – Optical Signal to Noise Ratio; razmerje signal šum optičnega signala. 
134 Ojačevanje opt. signala poteka vzdolž celotnega optičnega vlakna; pri tem se izkorišča 
nelinearen pojav RAMAN, pri katerem signal višje frekvence (nižje valovne dolžine) oddaja moč 
signalu nižje frekvence (višje valovne dolžine). 
135 EDFA – Erbium Doped Fiber Amplifier. 
136 OLA – Optical Line Amplifier. 





Na šestih (6) lokacijah, kjer se stikajo optični obroči, so uporabljeni valovno-
dolžinski prevezovalniki (WXC137), ki skrbijo za usmerjanje valovnih dolžin med 
optičnimi obroči.  
Na optični transportni sistem so z vmesniki DWDM priključeni usmerjevalniki 
prometa IP. Usmerjevalniki in naprave DWDM si preko vmesnika GMPLS-UNI 
izmenjujejo informacije o omrežju. To omogoča usmerjevalnikom vpogled v 
topologijo transportnega omrežja in temu posledično inteligentnejše usmerjanje 
prometa IP v omrežju. Tako se lahko usmerjevalniki pri usmerjanju prometa IP 
odločajo tudi na podlagi parametrov optičnega transportnega omrežja, npr. zakasnitve 
povezav, nabora vozlišč, nabora povezav, nabora povezav istega tveganja itd. 
V rešitvi so uporabljeni programabilni gradniki (filtri DWDM, laserji, valovno-
dolžinski prevezovalniki itd.), ki skupaj z dinamično kontrolno ravnino GMPLS 
zagotavljajo samodejno vzpostavljanje, rušenje in preusmerjanje optičnih povezav v 
omrežju. 
Ob sodelovanju kontrolnih ravnin paketnega in transportnega omrežja optični 
transportni sistem samodejno prilagaja topologijo omrežja prometnim vzorcem IP. 
Na omrežnem nivoju je bila vzpostavljena topologija ”Clos” oz. ”Spine-leaf” 
(Slika 63). Jedrni usmerjevalniki (v sredini) povezujejo dostopovne usmerjevalnike 
(na dnu) ter robne usmerjevalnike (na vrhu). 
                                                 
137 WXC – Wavelength Cross Connect; valovno dolžinski prevezovalniki 





Slika 63: Topologija omrežja L3 – primer iz prakse 
V jedru omrežja teče interni usmerjevalni protokol IS-IS138, ki poskrbi za 
oglaševanje topoloških informacij med usmerjevalniki znotraj jedrnega omrežja. 
Uporabniki se v jedrno omrežje povezujejo preko različnih tehnologij oz. 
dostopovnih omrežij (xDSL, mobilno omrežje, Ethernet), ki se zaključujejo na 
dostopovnih usmerjevalnikih jedrnega omrežja. 
Na dostopovnih usmerjevalnikih, interna usmerjevalna protokola iBGP139 in 
OSPF140 oglašujeta topološke informacije izoliranih uporabniških omrežij. Izolacija 
usmerjevalnih informacij posameznih uporabnikov je izvedena s pomočjo tehnologije 
VRF141, ki zagotavlja ločene instance usmerjevalnih in posredovalnih tabel znotraj 
istega usmerjevalnika. To omogoča souporabo privatnega naslovnega prostora (RFC 
1918) med različnimi uporabniki znotraj istega usmerjevalnika. 
                                                 
138 IS-IS − Intermediate System to Intermediate System. 
139 iBGP − Internal Border Gateway Protocol. 
140 OSPF − Open Shortest Path First; najprej odprta najkrajša pot. 
141 VRF − Virtual Routing and Forwarding; navidezna usmerjevalna in posredovalna tabela. 





Komunikacija uporabnikov v zunanja omrežja (internet) ter do podatkovnih 
centrov operaterja, kjer se izvajajo različne storitve, obračunavanje ter skrb za 
uporabnike, poteka preko robnih usmerjevalnikov. Na robnih usmerjevalnikih teče 
zunanji usmerjevalni protokol BGP142, ki oglašuje usmerjevalne informacije ostalim 
usmerjevalnikom v internetu.  
9.1.3 Zagotavljanje kvalitete storitev 
V jedrnem paketnem omrežju je uporabljen protokol MPLS-TE143, ki omogoča 
vzpostavitev tunelov LSP144 za posamezen nivo storitve FEC145 ter temu ustrezno 
obravnavo paketov na poti skozi omrežje.  
Promet IP je na dostopovnih usmerjevalnikih najprej označen glede na 
zahtevan/dogovorjen nivo storitve (DSCP146 oz. ToS147) ter nato dodeljen v ustrezen 
razred FEC.  
Klasifikacija in označevanje prometa IP ter dodelitev v ustrezne razrede FEC 
poteka le na dostopovnih usmerjevalnikih. Jedrni usmerjevalniki ne pregledujejo glave 
paketa IP, temveč le na podlagi polja FEC in labele LSP posredujejo paket skozi 
omrežje (vsi paketi, ki vsebujejo isti razred FEC, so v omrežju enako obravnavani). 
Na ta način je jedrno omrežje optimizirano na zmogljivost, robustnost in 
zanesljivost, medtem ko dostop omrežja opravlja funkcijo klasifikacije in označevanja 
prometa IP ter uporabnikom nudi različne storitve povezljivosti.  
9.1.4 Orkestracija in avtomatizacija omrežja in storitev 
Vse storitve se izvajajo na storitvenih strežnikih v podatkovnih centrih 
operaterja. Podatkovna centra operaterja sta zgrajena na modelu računalniškega oblaka 
                                                 
142 BGP − External Border Gateway Protocol. 
143 MPLS-TE – Multiprotocol Label Switching – Traffic Engineering. 
144 LSP − Label Switched Path. 
145 FEC − Forwarding Equivalence Class; razred prometa. 
146 DSCP − DiffServ Code Point. 
147 ToS − Type of Service. 




(prožnost in razširljivost omrežnih virov). Večina omrežnih funkcij je virtualiziranih, 
kar omogoča uporabo sodobnih konceptov upravljanja in vzdrževanja omrežja in 
storitev, t. i. orkestracija storitev, ki izhajajo iz programsko definiranih omrežij (SDN). 
Prav tako je večina omrežnih opravil avtomatiziranih, npr. vzpostavitev optičnih 
povezav, samodejna preusmeritev optičnih povezav v primeru odpovedi primarnih 
povezav itd. 
9.2 Povezljivost poslovalnic podjetij 
V naslednjem primeru je predstavljena rešitev vzpostavitve redundantne 
povezljivosti poslovalnic podjetja s centralno lokacijo preko interneta in zasebnega 
omrežja IP/MPLS VPN ponudnika povezljivosti (telekomunikacijskega operaterja). 
Rešitev upošteva dejstvo, da je vedno več poslovnih funkcij podjetja zagotovljenih iz 
javnih računalniških oblakov, kar neposredno vpliva na arhitekturo prostranih omrežij 
podjetij. 
9.2.1 Opis problema 
Komunikacija med centralno lokacijo podjetja in njegovimi oddaljenimi 
lokacijami (poslovalnicami, ekspoziturami, območnimi enotami ipd.) običajno poteka 
preko navideznega zasebnega omrežja IP/MPLS VPN (VPRN), ki ga podjetju 
zagotovi ponudnik povezljivosti − telekomunikacijski operater.  
Običajno podjetje s ponudnikom storitev IP/MPLS VPN sklene sporazum o 
nivoju storitve. Ponudnik storitve IP/MPLS VPN se v tem sporazumu obveže, da bo 
naročniku zagotavljal dogovorjeno stopnjo razpoložljivosti storitve oz. opredeli 
minimalen nivo storitve.  
Storitev IP/MPLS VPN je praviloma dražja od storitve povezljivosti preko 
interneta, saj v primeru slednje ponudniki ne morejo zagotavljati dogovorjenega nivoja 
storitve, zato v večini primerov le za najboljšo možno storitev v danem trenutku (ang. 
best effort service). 
Pomembnejše oddaljene lokacije podjetja so običajno povezane na centralno 
lokacijo z dvema povezavama. To pomeni, da mora podjetje na posamezni lokaciji 





zagotoviti dodatno omrežje IP/MPLS VPN, za katero se običajno zahteva, da je 
neodvisno od omrežja obstoječega ponudnika povezljivosti. To v večini primerov 
pomeni, da mora naročnik ”pripeljati” na oddaljene lokacije novega ponudnika 
povezljivosti. 
V praksi pri tem najpogosteje naletimo na naslednje težave: 
 storitve posameznih ponudnikov povezljivosti med seboj niso povsem 
neodvisne; na primer ponudniki povezljivosti uporabljajo bakrene parice in 
optična vlakna, ki potekajo v istih jaških, se zaključujejo v istih prostorih ipd.; 
 ponudniki storitev ne zagotavljajo na vseh lokacijah storitve IP/MPLS VPN; 
podjetja zato ne morejo vzpostaviti neodvisne redundantne povezljivosti 
IP/MPLS VPN na vseh lokacijah. 
Tipična arhitektura prostranega podjetniškega omrežja podjetja je prikazana na 
naslednji sliki. 
 
Slika 64: Tipična arhitektura prostranega omrežja podjetja 
Prikazana arhitektura prostranega omrežja podjetja ima naslednje 
pomanjkljivosti: 




 slaba izkoriščenost omrežnih povezav; komunikacija običajno poteka le preko 
enega tunela VPN (primarnega tunela VPN); rezervni tunel VPN je uporabljen 
le v primeru prekinitve komunikacije preko primarnega tunel VPN; 
 komunikacija v internet z oddaljenih lokacij poteka preko zasebnega 
prostranega omrežja podjetja (IP/MPLS VPN), ki običajno predstavlja ozko 
grlo v komunikaciji; pasovna širina povezav, ki jih podjetja zakupijo v omrežju 
MPLS, je običajno nižja, kot je v internetu; razlog za to tiči v bistveno višji 
ceni pasovne širine v omrežju MPLS v primerjavi s ceno pasovne širine v 
internetu; 
 vedno več aplikacij podjetij se seli v računalniški oblak; s tem vedno več 
kritične komunikacije podjetja poteka preko interneta, ki pa zagotavlja zgolj 
najboljšo možno storitev v danem trenutku; trenutna arhitektura prostranega 
omrežja podjetja ne omogoča aktivnega spremljanja in prilagajanja 
komunikacije na nivoju aplikacij. 
Na naslednji sliki sta prikazani ključni slabosti obstoječe arhitekture prostranega 
omrežja podjetja, ki sta še posebej izraziti v primeru selitve kritičnih aplikacij podjetja 
v računalniški oblak. 
 
Slika 65: Slabosti obstoječe arhitekture prostranega omrežja podjetja 





Opomba: ločitev komunikacije med posameznimi naročniki ponudnika 
povezljivosti je običajno zagotovljena z uporabo tehnologije MP-BGP/MPLS VPN. 
Navedena tehnologija ne zagotavlja zaupnosti, celovitosti in istovetnosti 
komunikacije. Podjetja na vrhu tega omrežja zato vzpostavijo svoje lastno navidezno 
zasebno omrežje VPN, t. i. prekrivno omrežje oz. dinamično omrežno topologijo na 
podlagi tehnologije IPsec. 
9.2.2 Vpogled v arhitekturo sodobnega prostranega omrežja podjetja 
Predstavljene pomanjkljivosti obstoječe arhitekture prostranega omrežja podjetij 
so začeli naslavljati mnogi proizvajalci omrežnih in oblačnih rešitev. Skupen 
imenovalec vsem tem rešitvam je vpeljava dodatne inteligence v omrežje, ki omogoča 
večjo vidljivost v komunikacijo aplikacij, samodejno prilagajanje komunikacije 
trenutnim razmeram v omrežju ter orkestracijo in avtomatizacijo prostranega omrežja.  
Arhitektura sodobnih prostranih omrežij podjetij vključuje koncepte programsko 
definiranih omrežij (SDN). Pogosto se zato sodobna prostrana omrežja podjetij 
imenuje kar programsko definirana prostrana omrežja (SD-WAN148). 
Slika 66 prikazuje arhitekturo sodobnega prostranega omrežja podjetja, ki se 
opira na rešitev proizvajalca Cisco. 
                                                 
148 SD-WAN – Software Defined Wide Area Network; programsko definirana prostrana 
omrežja. 





Slika 66: Arhitektura sodobnega prostranega omrežja podjetja  
Arhitekturo sodobnega prostranega omrežja podjetja sestavljajo naslednji 
gradniki: 
 kontrolor omrežja − zbira informacije o omrežju, npr. odzivne čase aplikacij, 
izgube paketov ipd. omogoča orkestracijo prostranega omrežja; z uporabo 
ostalih funkcionalnosti (PfR) omogoča avtomatizacijo določenih omrežnih 
nalog, npr. usmerjanje prometa na podlagi performančnih parametrov; 
kontrolor omrežja vsebuje ”severni” (ang. northbound) in ”južni” (ang. 
southbound) vmesnik API149, preko katerih komunicira z omrežnimi elementi 
ter aplikacijami; 
 AVC150 − programska in/ali strojna komponenta omrežne opreme, ki omogoča 
vidljivost komunikacije v omrežju na nivoju posamezne aplikacije; 
komponenta AVC pridobiva informacije o komunikaciji v omrežju na podlagi 
protokolov: NetFlow, NBAR, SNMP ipd.; 
 WAAS151 − programska in/ali strojna komponenta omrežne opreme, ki 
omogoča predpomnjenje vsebine, odstranjevanje redundance podatkov in 
                                                 
149 API – Application Programming Interface; vmesnik uporabovnega programa. 
150 AVC − Application Visibility Control. 
151 WAAS – Wide Area Application Service. 





zgoščevanje vsebine; na ta način optimizira uporabo pasovne širine povezav v 
prostranem omrežju ter pohitri komunikacijo; 
 PfP152 − usmerjanje prometa glede na tip aplikacije, omrežno politiko, 
spreminjajoče se parametre povezav, tj. zakasnitve paketov, nihanje zakasnitev 
in izgube paketov; 
 DMVPN153 − prekrivna tehnologija; dinamična vzpostavitev ščitenih tunelov 
VPN med lokacijami; uporaba tehnologije IPsec ter mGRE154; overjanje 
končnih točk tunelov VPN tipično poteka na podlagi digitalnih certifikatov. 
Med lokacijami so vzpostavljeni tuneli VPN na podlagi tehnologije IPsec. 
Uporabljen je protokol DMVPN, ki omogoča dinamično vzpostavitev tunelov VPN 
med lokacijami. Na ta način se med lokacijami vzpostavi polna mrežna topologija 
tunelov VPN, ki se samodejno prilagaja potrebam po komunikaciji končnih točk (Slika 
67). 
 
Slika 67: Tehnologija povezovanja lokacij podjetja preko omrežja WAN 
                                                 
152 PfP – Performance Routing; usmerjanje na podlagi performans omrežja. 
153 DMVPN – Dynamic Multipoint Virtual Private Network. 
154 mGRE – Multipoint Genaric Routing Encapsulation. 




Polna mrežna topologija tunelov VPN omogoča neposredno komunikacijo med 
dvema oddaljenima lokacijama, tj. mimo centralne lokacije. Na ta način razbremenimo 
povezavo na centralni lokaciji. 
Bistvena razlika med arhitekturo tradicionalnega prostranega omrežja podjetja 
in arhitekturo sodobnega, programsko definiranega prostranega omrežja je v tem, da 
komunikacija med lokacijami podjetja lahko poteka preko interneta, kjer nivo storitve 
ni zagotovljen, in ne le preko omrežja MPLS z zajamčenim nivojem storitve.  
V omrežje je treba zato vnesti določeno stopnjo avtomatizacije ter inteligence, 
ki omogoča aktivno spremljanje komunikacije v omrežju ter reagiranje v primeru 
sprememb lastnosti omrežja, npr. ob izgubi in zakasnitvah paketov v omrežju ipd.  
V primeru povečane zakasnitve v komunikaciji kritičnih aplikacij mora biti 
omrežje sposobno to zaznati ter preusmeriti promet preko povezav z nižjo zakasnitvijo. 
Temu načinu usmerjanja pravimo tudi usmerjanje na podlagi omrežnih zmogljivosti 
oz. usmerjanje na podlagi performans omrežja (PfR). 
Naslednja slika prikazuje potek komunikacije v sodobnem prostranem omrežju 
podjetja (Slika 68). Manj pomembna komunikacija med oddaljeno in centralno 
lokacijo podjetja poteka preko tunela VPN v internetu. Poslovno kritične aplikacije 
komunicirajo preko tunela VPN v omrežju MPLS z zajamčenim nivojem storitve. 
Komunikacija oddaljenih lokacij do aplikacij podjetja, ki se nahajajo v javnem 
računalniškem oblaku, pa poteka direktno v internet, torej mimo tunela VPN in mimo 
centralne lokacije. 






Slika 68: Usmerjanje komunikacije podjetja v sodobnem omrežju WAN 
V sodobnem prostranem omrežju podjetja poteka komunikacija oddaljenih 
lokacij v internet direktno, tj. mimo centralne lokacije. To precej spreminja 
tradicionalni koncept varnosti, v katerem je varnostna politika (pravila komunikacije) 
določena na centralni lokaciji oz. na centralnem sistemu požarnih pregrad.  
Sodobna arhitektura prostranega omrežja podjetja ne sme opuščati dobrih praks 
tradicionalnega koncepta varnosti, ter mora zagotavljati enako ali višjo raven varnosti, 
kot jo zagotavljajo tradicionalna prostrana omrežja. 
Komunikacija z oddaljenih lokacij v internet je v sodobnih prostranih omrežjih 
podjetij varovana na naslednja načina: 
 z ustrezno nastavitvijo požarne pregrade na oddaljeni lokaciji; požarna 
pregrada je običajno integrirana v omrežni prehod (usmerjevalnik); 
 komunikacija v internet je lahko dodatno pregledana s pomočjo varnostne 
storitve v oblaku. 





Slika 69: Zaščita komunikacije v internet oddaljene lokacije 
Sodobna prostrana omrežja podjetja se opirajo na koncept programsko 
definiranih omrežij, ki s pomočjo abstrakcije omrežja ter uporabe konfiguracijskih 
predlog zagotavljajo omrežne storitve preko celotnega omrežja. 
Zagotavljanje omrežnih storitev ter konfiguracija omrežnih naprav poteka 
centralno − na  kontrolorju omrežja. Kontrolor omrežja predstavlja bistveni element 
sodobnega prostranega omrežja podjetja, ki omogoča orkestracijo in avtomatizacijo 
storitev v omrežju. 
Na naslednji sliki je predstavljen način izvajanja nastavitev omrežnih naprav v 
sodobnem prostranem omrežju podjetja.  






Slika 70: Orkestracija sodobnega prostranega omrežja podjetja 
Nastavitev omrežnih naprav v sodobnem prostranem omrežju ne poteka na 
klasičen način, tj. s konfiguracijo posameznih omrežnih naprav, ampak s pomočjo 
konfiguracijskih predlog, iz kontrolorja omrežja.  
Bistvena razlika med zagotavljanjem storitev v tradicionalnem in sodobnem 
prostranem omrežju podjetja je v tem, da se v sodobnem prostranem omrežju ne 
osredotočamo v podrobnosti konfiguracije omrežja, ampak gledamo z vidika 
zaključene storitve.  
Na primer podjetje želi na novih lokacijah zagotovi komunikacijo v internet 
skladno varnostni politiki podjetja. Administrator omrežja bo na kontrolorju omrežja 
izbral konfiguracijsko predlogo za vključitev izbrane varnostne politike in jo razposlal 
na omrežno opremo na oddaljenih lokacijah. Podrobnosti konfiguracije, ki se aplicira 
na posameznih elementih omrežja, so povsem nepomembne in zaradi abstrakcije 







V zadnjem desetletju in pol smo priča velikim spremembam na trgu 
telekomunikacij. Nedvomno je trg telekomunikacij dodobra zaznamovalo 
računalništvo v oblaku, ki je omogočilo vstop novim akterjem, t. i. ponudnikom na 
vrhu storitvene piramide (ang. OTT155). Le-ti s svojimi rešitvami naslavljajo 
uporabnike širom interneta, pri tem pa se ne omejujejo na geografsko območje, kot je 
to značilno za tradicionalne telekomunikacijske operaterje. 
Ne da bi se tega posebej zavedali, so storitve računalniških oblakov v okolju 
potrošnikov prisotne skorajda od nastanka svetovnega spleta. Ob tem pa uporabniki 
čedalje težje razlikujemo med svetovnim spletom in računalniškim oblakom.  
Računalništvo v oblaku s svojimi lastnostmi neposredno prispeva k mobilnosti 
storitev, vsebin in aplikacij. Mobilnost je dobila dodaten pomen s pojavom pametnih 
mobilnih naprav (pametnih telefonov, računalniških tablic).  
Pametni telefoni so postali primarna terminalna oprema uporabnikov, preko 
katere opravljamo vsakodnevna opravila, tj. si izmenjujemo elektronsko pošto, 
brskamo po internetu, plačujemo položnice, trgujemo in se ne nazadnje zabavamo. Ob 
vsem tem ne gre prezreti, da računalništvo v oblaku odpira tudi mnoge dileme glede 
varnosti, saj fizična lokacija uporabniških podatkov ni povsem znana. 
V magistrskem delu sem osvetlil pogled na trg telekomunikacij s perspektive 
telekomunikacijskih operaterjev. Pri tem sem se opiral na lastne izkušnje, ki sem jih 
pridobil na različnih projektih doma in v tujini, ter na analize trga telekomunikacij 
([1][2][3][4][5][6][7][10][11]), katerim skupna ocena je eksponentna rast prometa IP, 
                                                 
155 OTT – Over the Top; ponudniki na vrhu storitvene piramide. 





ki je posledica zlasti izredne penetracije pametnih telefonov in priljubljenosti mobilnih 
aplikacij. 
Telekomunikacijski operaterji so zato primorani vse pogosteje nadgrajevati 
zmogljivosti svojih omrežij, ob tem pa jih zaznamujejo zlasti naslednje težave: 
 upad prihodkov njihovih tradicionalnih storitev, tj. telefonije, tekstovnega 
sporočanja, storitev dostopa do interneta; 
 visoki stroški upravljanja in vzdrževanja obstoječe infrastrukture; 
 izredna togost pri uvajanju novih rešitev. 
Temu ustrezno se bodo morali telekomunikacijski operaterji preoblikovati in 
slediti poslovnemu modelu ponudnikov OTT. Rešitev vidim v preoblikovanju 
podatkovnih centrov telekomunikacijskih operaterjev na način infrastrukturnega 
modela računalniškega oblaka, ki omogoča večjo prožnost računalniških virov 
(računskih, omrežnih in shranjevalnih) pri zagotavljanju novih rešitev na trgu 
telekomunikacij. Infrastrukturni model računalniškega oblaka zahteva vpeljavo 
konceptov programsko definiranih omrežij (SDN) in virtualizacije omrežnih funkcij 
(NFV). 
Poleg podatkovnih centrov telekomunikacijskih operaterjev bodo 
telekomunikacijski operaterji morali preoblikovati tudi jedrna telekomunikacijska 
omrežja. Preoblikovanje jedrnih telekomunikacijskih omrežij bo po mojem mnenju 
potekalo v smeri opuščanja sloja časovnega multipleksiranja (TDM) ter večje 
integracije paketnega (IP/MPLS) in transportnega (DWDM) sloja. 
Telekomunikacijski operaterji bodo s tem postopoma iz svojega omrežja izločali 
komunikacijsko opremo, katere vzdrževanje ni več ekonomsko smiselno.  
To hkrati pomeni, da bodo telekomunikacijski operaterji morali opustiti del 
svojih klasičnih telekomunikacijskih storitev, ki so jih zagotavljali na opremi TDM. 
Te storitve bodo po mojem mnenju nadomestili s storitvami, ki bodo zagotovljene 
preko omrežja IP/MPLS, npr. VRPN, VPLS ipd. 
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Kratice Opis (ang.) Opis (slo.) 
 Software applilance Je programska aplikacija, ki teče na 
standardni strojni opremi ali na virtualnem 
stroju [vir: Wiki] 
 m-commerce Mobilno trgovanje 
 e-commerce Elektronsko trgovanje 
 m-banking Mobilno bančništvo 
 Wearable devices Prenosne naprave 
 Long-haul traffic Medkrajevni promet 
 Smart metering Pametno merjenje 
 Online video Sprotni video 
 Fleet management Upravljanje voznega parka 
 Busy hour Glavna prometna ura 
 Commodity hardware Strojna oprema široke potrošnje 
A2P Aplikacija-to-person Aplikacija-človek 
ARPU  Average Ravenue Per User Povprečni prihodek na uporabnika 
ASON Automatically Switched 
Optical Network 
Optično omrežje z avtomatičnim 
preklapljanjem 
AWS Amazon Web Services Nabor storitev računalniškega oblaka, 
podjetja Amazon 
B2B Business-to-Business Poslovanje med podjetji 
B2B2C Business-to-Business-to-
Consumer 
Poslovanje med podjetji ter med podjetji 
in potrošniki; združuje modela 
poslovanja B2B in B2C 
B2C Business-to-Consumer Poslovanje med podjetji in potrošniki 
CAGR  Compound Annual Growth 
Rate 
Skupna letna stopnja rasti prometa 
CAPEX Capital Expenditure Naložbe v osnovna sredstva; kapitalni 
stroški 
CDN Content delivery network Omrežje za dostavo vsebine 
CDS Content delivery service Storitev dostave vsebine 
COTS Commercial Off the Shelf Standardni produkti široke potrošnje 
CSMA/CA Carrier Sense Multiple 
Access with Collision 
Avoidance 
Sodostop z zaznavanjem nosilca in z 
izogibanjem trkom 




DBMS  Database Management 
System 
Upravljavski sistem podatkovne baze 
DWDM Dense Wavelength Division 
Multiplexing 
Gosti valovno-dolžinski multipleks 
EC2 Elastic compute cloud Amazonova storitev računalniškega 
oblaka z dodeljevanjem navideznih 
računskih virov na zahtevo (IaaS) 
ECMP  Equal Cost Multipath 
Protocol 
Protokol usmerjanja po več poteh z 
enakimi stroški 
EPL Ethernet Private Line Zasebni vod Ethernet 
EVPL Ethernet Virtual Private Line Navidezni zasebni vod Ethernet 
HUD Head-up display Elektrooptični zaslon (zaslon v višini oči) 
IaaS Infrastructure-as-a-service Infrastruktura-kot-storitev 
ICT Information and 
communication technology 
Informacijska in komunikacijska 
tehnologija 
IM Instant messaging  Neposredno sporočanje 
IoT Internet of Things Internet stvari 
IS-IS Intermediate System-to-
Intermediate System 
Standardiziran usmerjevalni protokol 
(ISO/IEC 10589:2002) s poznavanjem 
stanja poti (ang. link state) 
ISO International +Standards 
Organization 
Mednarodna organizacija za 
standardizacijo 
ISP Internet service provider Ponudnik internetnih storitev 
IT Information technology Informacijska tehnologija 
JeOS Just enough Operating 
System 
 
LBS  Location based service Storitev vezana na lokacijo 
LPWAN Low Power WAN Vrsta brezžičnega telekomunikacijskega 
omrežja, ki deluje na nizkih oddajnih 
močeh signalov, velikih razdaljah ter 
nizki bitni hitrosti; tehnologija je 
namenjena povezovanju naprav – M2M 
M2M Machine to Machine Povezava od naprave do naprave 
MAN Metropolitan Area Network Mestno omrežje 
MMS Multimedia messaging servic Storitev večpredstavnostnih sporočil 
MVNO Mobile virtual network 
operator 
Operater navideznega mobilnega omrežja 
NETCONF Network Configuration 
Protocol 
Standardiziran protokol (IETF) za 
upravljanje omrežja 
NFC  Near-field communication Komunikacija v bližnjem polju 
ONF  Open networking foundation  





OPEX Operational Expenditures Operativni stroški; stroški delovanja 
omrežja 
OSI Open System Interconect Odprti sistem povezovanja mednarodne 
organizacije za standardizacijo (ISO) 
OTT Over-the-Top  Ponudniki storitev na vrhu storitvene 
piramide; storitve na vrhu storitvene 
piramide 
P2P Person-to-person Človek-človek 
PaaS Platform-as-a-service Platforma-kot-storitev 
PAN Personal Area Network Osebno omrežje 
PDH Plesiochronous Digital 
Hierarchi 




RTBH Remotely triggered black 
hole filtering 
Tehnika odmetavanja neželenega 
prometa, preden le-ta vstopi v zaščiteno 
omrežje 
S3 Amazon Simple Storage 
Service 
Amazonova storitev računalniškega 
oblaka z dodeljevanjem navideznih 
pomnilnih kapacitet na zahtevo 
SaaS Software-as-a-service Programska-oprema-kot-storitev 
SAN Storage Area Network Omrežje za shranjevanje podatkov 
SDH Synchronous Digital 
Hierarchy 
Sinhrona digitalna hierarhija 
SDN Software-defined network Programsko definirano omrežje   
SMS Short message service Storitev kratkih sporočil 
SNMP Simple Network 
Management Protocol 
Preprost protokol za upravljanje omrežja 
SRLG Shared Risk Link Group Nabor povezav istega tveganja 
SSL  Secure Socket Layer Sloj varnih vtičnic 
TMT Technology, media and 
telecommunication 
Tehnologija, medij in telekomunikacije 
VPLS Virtual Private LAN Service Storitev navideznega zasebnega 
lokalnega omrežja 
WAN Wide Area Network Prostrano omrežje 
WSON  Wavelength Switched 
Optical Network 
Optično omrežje s preklapljanjem 
valovnih dolžin 
WTO World Trade Organization Svetovna trgovinska organizacija 
xDSL Digital Subscriber Line Digitalna naročniška linija 
XML Extended Markup Language Razširljivi označevalni jezik 




YANG Yet Another Next Generation Jezik za podatkovno modeliranje v 
protokolu NETCONF 
Tabela 1: Seznam kratic 
 
