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ABSTRACT 
It is shown that certain commonly occurring conditions may be factored out of sums of multi- 
plicative arithmetic functions. 
A function is arithmetic if it is defined on the positive integers. Those complex-valued arithmetic 
functions g which satisfy the relation g(ab) =g(a)g(b) for all coprime pairs of positive integers a, b 
are here called multiplicative. In this paper g will be a multiplicative function which satisfies 
Ig(n)l5 1 for all positive integers n. 
THEOREM 1. Let 1 I wO<x. There is a real r, 151 I (log x)l’19, so that 
z, s(n) = w -l+ir c g(nj+~ 5 log 2wo 
“5X (W (Iogx)1”9) 
uniformly for 1 I WI wo. If g is real-valued, then we may set r =O. The 
implied constant is absolute. 
THEOREM 2. There is a real t, 1~1~ (log x)l’19, so that 
(n, D) = I 
with 
rlD= n u+ c P-k(‘+ir) dP9 - l, 
PlD kdlog x/log P 
409 
holds uniformly for xz 2 and odd integers D. It holds for even integers as well, 
provided 
I1+ k,,2Ao, 2 2 - 
k(1+ir)g(2k)) 1c1 >o. 
In this case T is determined for the odd factor of D, and the error term depends 
upon cl. Otherwise the implied constant is again absolute. For real-valued g 
we may set T= 0. 
These theorems show that conditions which are not too severe may be fac- 
tored out of sums of multiplicative functions. 
It follows from Theorem 1 that 
(1) I IIw id4 = + I n& P(n)l+O(~(~)1’19)9 
where we may remove the moduli if g is real valued. This improves an estimate 
of Hildebrand [l 11, derived by a different method. 
As an application, let x be a non-principal character of order m 2 2, defined 
with respect to a prime modulus p. Let Q be a value which x can assume, and 
let N(Q) denote the least positive integer t for which X(t) = Q. 
Employing the estimate (1) with g =xj, j = 1, . . . , m in turn, and setting 
x=p 1’4+6 so that we may estimate the sums over the range 1 ZZ~~X by the 
well-known character sum bound of Burgess [l], [2], we may choose w to 
obtain N@)4pa with a! of the form l/4 - c2m -i9, for a positive absolute 
constant c,. The result of Hildebrand gives for a a value l/4 - exp ( - c3m -‘). 
It should be remarked that for questions of this type the method of Elliott 
[3], [4] Chapter 4, pp. M-158, is much the most elementary. It gives for (Y at 
once l/4 - exp (- c4m -3) and, with straightforward changes, essentially the 
same bound as the method of Hildebrand. 
Since the exponent l/19 in Theorems 1 and 2 could be reduced somewhat, 
a corresponding improvement in the saving c2m -I9 could be obtained. 
Theorem 1 may be combined with the following result derived from the dual 
of the Turin-Kubilius inequality 
See, for example, Elliott [4], Chapter 4, Lemma (4.7), p. 147, where we set 
a,, = g(n). In particular, for real-valued functions g, 
This may be compared with a similar result of Hildebrand, [lo], obtained by 
a different method. For functions essentially bounded away from zero better 
can be done (Hal&z [9], an account of which is given in Elliott [5], Chapter 
19), but at the expense of a much more complicated proof. 
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If the function g is completely multiplicative, then q(D) in Theorem 2 may 
be replaced by 
fl (1 -p-(‘+wg(p))-‘* 
PlD 
In particular, Theorem 2 is useful in reducing sums involving characters to sums 
involving primitive characters. 
If gm = 1, or g is a character of order not exceeding m, then Theorems 1 and 
2 in fact hold with r= 0 provided the exponent l/19 be replaced with another 
of the form c5m -3. This may be proved by combining Lemma (19.6) of 
Elliott, [5] with the method of the present paper. 
Let A4 denote the set of integers not exceeding x which are not divisible by 
any prime psexp ((log x)~). Let M(x) denote its cardinality. Then without 
employing any analytic continuation of the Riemann zeta function into the 
half-plane Re (s)c 1, we obtain for the Mobius function ,u the estimate 
M(x) - ’ c p(n)4(log log x)-l’2+(log x)3y-“l? 
flCX,?lCM 
For other applications of versions of Theorems 1, 2, to the study of differ- 
ences fi(an + b) -f2(An + B) of additive arithmetic functions, see Elliott [7]. 
Let 
G(s) = f g(n)n -’ 
n=l 
with s complex, 0 = Re (s) > 1, be the Dirichlet series associated with g. c(s) will 
denote the Riemann Zeta function, given by g(n) = 1. 
The proofs of the theorems employ an integral transform. For real positive y 
the integration being taken over the line Re (s) = a> 0, from - ioo to ioo. For 
a> 1 we obtain a representation 
S(y) =y -’ C g(n)log n log c = - -!- j 
G’(s)-9 - ’ 
s2 ds 
nsy hi b) 
by inverting the order of integration and summation. 
I estimate this last integral by modifying a method of Hal&z, an account of 
which is given in Elliott [4], Chapter 6, pp. 233-241. The procedure is to choose 
positive parameters Kr2, Mr2, and treat separately the three ranges of inte- 
gration ITI sK(a- l), K(a- I)< )r/ rM, )T/ >M. From that account I employ 
the following results. 
LEMMA 1. For l<ar2, NLO, 
e42 
(N+ l)(a- 1)’ 
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Moreover, if 6> 0, 
IGWl’+” ds9 1 
,I, lbl2 (a- l)d’ 
the implied constant depending upon 6. 
PROOF. On pages 234-236 of Elliott 
lea12 
[4], Chapter 6, it is shown that for 
In particular this holds if the range of the integral is curtailed to [r( I 1. Hence 
This inequality continues to hold if g(n) is everywhere replaced by g(n)nim for 
an integer m. Equivalently 
- l<a52. 
The first of the integrals to be estimated in the lemma does not exceed 
and the asserted result follows readily. 
For 6= l/2 a detailed proof of the second inequality of the lemma is carried 
out in Elliott [4], Chapter 6, pp. 237-238. The same method gives the present 
result. 
REMARK. In an appendix to the present paper I give a short proof that for 
functionals of the type estimated in Lemma 1, the Riemann zeta function is 
essentially an extremal. From this one may readily deduce the above bounds. 
The following result is essential. 
LEMMA 2. The inequality 
holds uniformly for a > 1 and real Tj ~ 
PROOF. This is a particular case of Lemma 2 of Elliott [6]. 
It is convenient to begin by establishing Theorem 1 for real-valued functions. 
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PROOF OF THEOREM 1 FOR REAL-VALUED g 
Let 1 lynx, x1e4 hold. We apply the above integral representation for 
S(JJ), with a= 1 +(log x)-l. 
Employing the decomposition G’=(G’/G)G and applying the Cauchy- 
Schwarz inequality we obtain 
From Lemma 1 with 6= 1 this is clearly e(M+ 1) -“*(a- 1)-l, and indeed 
better could be done if it were necessary. Setting M=(log x)“* we obtain 
towards SQ) a contribution of O((log x)~‘~). Note that because of our restric- 
tions upon the size of y, ly’-‘] IX~‘-’ = e. The large values of r do not 
contribute significantly to the integral. 
On the line-segments K(a - 1) < Irj I (log x) “* we apply the bound 
IG(a+ ir)l Ie14(r(a)31r(a+2is)1)1’4 
guaranteed by Lemma 2. The well-known estimate 
as)+ I,‘l, - +log (2+ Is]), a> 1, 
derived, for example, in Elliott [4], Chapter 2, Lemma (2.14), p. 98, shows that 
on these segments. 
log log x 1’4 
(4) G(s)[(a) - ’ Q $ + log x > 
holds uniformly. 
Let 0 I A < 1. We again apply the Cauchy-Schwarz inequality, as at (3), this 
time with the range(s) of integration J: K(a- l)< ]r] ~(log x)l’*. The second 
of the integrals in the upper bound is estimated by 
This we treat in turn by (4), and Lemma 1 with 6= 1 -A. Continuing with 
another application of Lemma 1, this time with N=O, we see that the middle 
range of t contributes 
4 $+ 
( 
log log x 




We replace y by x/w, and on the interval 171 sK(a- 1) estimate w-@-l) by 
1 + 0((1 +K)log w/log x). Since by (3) with M=O, and Lemma 1 we have 
s IGWI - dt9log x, 
(a) IsI lrld(a- I) 
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we reach 




+ (yo~~x)A’8]log x). 
Note that the integral in this representation does not depend upon w. 
Set KA’8+1 = log x/log 2ws, and apply this estimate twice, once with w = 1. 
Subtraction gives 
uniformly for 15 WI welx, x1e4. 
To remove the weights log x/n, log x/wn which occur in the definitions of 
S(x), S(x/w) respectively, consider 
f (S(z)-(1 -&)S(Z(l-&)))= c g(n)log n+O(&Z log z+log z), 
nsz 
which holds uniformly for 0< E 5 l/2, ZL 1. Employing this for z =x, z =x/w 
in turn, and subtracting, choosing E= (log 2w0/log x)@, Q =1(16+21)-r, we 
obtain 
certainly if (log 2ws/log x)@< l/2. However, if this last fails, then the-assertion 
is trivially valid. 
The weights log n may be removed by employing the estimate 
for t =x/w, x in turn, and dividing by log x. Since any 1 c 1 may be chosen, 
every @< l/l8 is permissible. This completes the proof of Theorem 1 for real- 
valued functions g. 
REMARK. Employing the expansion 
w-@-l)= z; ; (-(s- 1)log w)‘+ 
+0 (Is- lllog w)kexp 
log w 
(K+ 1) - 
log x >> ’ 
we can obtain an asymptotic expansion of the form 
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Here each #j is a function of x, wo, and for any fixed E> 0 a bound E( 
e((log 2w,)/log x)1/*6-& may be arranged by taking k sufficiently large in 
terms of E only. 
LEMMA 3. Define 
h(2) = ; g(2k)2 -ks. 
k=l 
Then there is a representation 
G(s) = (1 + W))exp ( C g(Plp -WI W 
pz3 
with ee5 I IGI( 5e5, valid in the half-plane a> 1. 
PROOF. This assertion is contained in Lemma (6.6), p. 230 of [4], derived 
from the Euler product representation for G(s). 
LEMMA 4. Let a> 1, 01 To5 T. Then there is a real T, /TI I T, such that 
(5) C(o)-‘IG(a+i(r+t))lse’4 max (<(a)-‘l[(a+it)1)1’4 
Tos~rlsT 
uniformly for To5 1 t I I T. Moreover, either r = 0, or ItI 2 To and with p 
denoting this upper bound 
(6) : i (1 -Re g(p)p-“)Ilog $ + 12. 
PROOF. If IG(a + it)1 I/I for To5 It I I T, then the main inequality (5) is satis- 
fied with t=O. I shall therefore assume that lG(a+ ir)l >B for some r in the 
same range. The bound (5) now follows from Lemma 2 with r1 = 7 + t, t2 = 7. 
Moreover, if we cannot take T = 0, then applying Lemma 3 to both G(s) and c(s), 
/3s&-‘IG( o IT < + ’ $2 ei’exp (- C p-“(1 -Re g@)p-“)). 
ps3 
Inequality (6) is immediate. 
LEMMA 5. Let b be a real number, 
L= c k(P)--11 
p5.V P * 
Then 
C g(n)nib = 
nax 
& ,5, g(n) + O(xe’.“(log x) - ‘“(log (I bl + log x))~). 
PROOF. This is Lemma (8.6) of Ruzsa [12]. It is established by the method of 
Hal&z [8]. 
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PROOF OF THEOREM 1 FOR COMPLEX g. We follow the proof given for real g, 
but apply it to the function g(n)n -iT, employing Lemma 4 in place of Lemma 
2. In this case T=(log x)l” and T,=K(a- l), with K=(log x/log 2~~)““~. 
This corresponds to the choice A= 16/17, Q= l/19. Note that if r#O in our 
present application of Lemma 4, then since c(s) = (s - 1) - r + 0( 1) as s+ 1, the 
upper bound /3 will satisfy 
provided x is sufficiently absolutely large. We so reach 
.z,, g(n)n-‘“=i .5X g(n)n-“r+o -5 log 
(w( log x >“19)* 
The proof is completed with two applications of Lemma 5, replacing g(n) 
by g(n)n-“, b by t. The parameter L is estimated by applying the Cauchy- 
Schwarz inequality 
L2s p& $ - pFx $ I1 -&)P-i512. < < 
Since 11 -z1212(1-Re z) when jzlll, and p-“O-p-1410g p/@ log x), by 
part (6) of Lemma 4 the second of these prime-numbers sums does not exceed 
2 p& i (l-Re g(p)p-ir)+O -!- c 
log P 
- 
log x p5.x P > 
52 log $+0(l), 
and therefore 
L21 (1 + o(l))+log K log log x< i(log log x)2 
for all large x. Here we have made use of the elementary estimates 
c 
1% P - clog x, pFX $ slog log x+0(1), xr2. 
PSX P < 
For our present purposes we may assume that we~xr’~, otherwise Theorem 1 
is trivially valid. In our application of Lemma 5 
eL’2(log x) - ‘“(log (ITI + log x))%(log x) WQ’%++oW4(log x)-1/8, 
and similarly with x/w in place of x. 
The proof of Theorem 1 is complete. 
Whilst this last step seems fortuitous, restricting K not to exceed a suitable 
power of log x will always ensure its success. Note that uniformly for 1 I WI 
I W&X, 
c g(n)= E “Z,,, g(n)n -ir+ 0 x (log x) - I’* , 
ncx/w ( W > 
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and in particular 
; “Z,,, s(n)eO+ Iw’+mg XF. 
If we cannot choose T= 0, then we may further restrict t by 1r1 I (log x)i’i9. 
PROOF OF THEOREM 2. Once again consider a real-valued g. The Dirichlet 
series corresponding to the function which is g(n) when (n, D) = 1, and zero 
otherwise, is 19(s) - ‘G(s), where 
e(s)= fl (1+ i P-kSg(pk)). 
PID k=l 
Thus 
(6(s) - ‘G(s))‘= 13(s) -‘G(s)‘- e(s) -2f9(s)‘G(s). 
We form the analogue of the integral representation for SQ), and as in the 
proof of Theorem 1, reduce the integral to a range 1~1 SK@- l), giving 





log log x 
e(sj2s2 + log x 
We replace 0(s)- ’ in the first of these integrals by 0(l) -I. The elementary 
bounds 
c 
log P - clog log 30, p; $5 log log log 30 + 0( 1) 
PID P 
are useful in this step. For even D the extra hypothesis on the values of g(2k) 
ensures that provided K(cr - 1) does not exceed a certain constant depending 
upon cl, 
e(s) - 1 *exp 
( > 
$ + 4 log log 30 
holds uniformly for ITI sK(a- 1). The replacement introduces an error 
<xK(log log 3D)2. We may also remove the restriction ItI sK(a-- 1) from this 
same integral provided we introduce the factor (1 + le(l)l -I) into the error 
term at (7). 
There is a new error term arising from the second integral at (7). For this 
range of 5, 
e’(s) --l+ 1 log P 
e(s) 
- <log log 30, 
PID P 
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so that the factors involving O(s) are e(log log 30)‘. An application of the 
Cauchy-Schwarz inequality and then Lemma 1 shows that 
J /G(s)1 $ 4(log ~1~‘~. 
(a) 
Altogether 
kx (Y(o)- rl(D)WN~ K(log log 3D)2 + (log log 30)2 + 
log x (log x)“2 
+loglog3D ;+ 
( 
log log x A’* 
> log x * 
In this case we set K*‘*+ ’ = log x. For large x the earlier condition on K is 
satisfied, and the error term is *(log log 3Q2(log x)-“(~+~). 
We remove the weights log n and log x/n from the sums Y(D) and Y(1) as 
in the treatment of the function S of Theorem 1, and obtain the result stated 
in Theorem 2. 
For complex-valued g we modify the proof as we did for Theorem 1. There 
is one refinement. Lemma 3 is applied not to the Dirichlet series C g(n)n m-S 
over the integers n prime to D, but to the similar series over all the odd integers 
n. The value of r guaranteed by that lemma will then be independent of D. If 
D is odd, then the extra factor 
1 + f 2-ksg(2Q 
k=l 
in O(s) - ‘G(s) is bounded above uniformly in the half-plane Re (s) ~1. A factor 
of e log log 30 is introduced into the error integrals at the outset, but does not 
cause any deterioration in the quality of the final error term. This completes 
the proof of Theorem 2. 
APPENDIX 
LEMMA. Let A(s) = cr=, a,n -“, B(s) = C,“=, b,n -‘, and suppose that la,,/ 5 
5 b, holds for all positive n. Then 
j I I 
B(s) Zd7 
(a) s 
provided a is chosen so that the left-hand integral exists. 
PROOF. Let w(z) denote the sum function C,,,, a,. Formally 
s-IA(s) = 7 y-S-‘w(y)dy= 7 e-uuw(eu)e-““dr, 
I I 
so that (q/27r)-‘A(s) as a function of T, and e-“Ow(eU) as a function of U, are 
Fourier transforms. Then by Plancherel’s theorem 
418 
dT= 7 e-2u01w(eu)12du, 
0 
so long as the left-hand integral exists in the usual Lebesgue sense. By hypo- 
thesis. 
and we may reverse the steps of the argument to complete the proof. 
REMARKS. This argument shows at once that the Riemann zeta function is the 
extremal for the functional 
It is also effectively an extremal for the functionals defined by replacing 
the function G in this integrand with - G’/G, or IGlfl for some p>O. For 
example, if o> 1, then by considering Euler products, as in Elliott [4], Chapter 
6, Lemma (6.6), pp. 230-231, we have 
By the above remark 
since a further appeal to Euler products shows that 
For B> 1 we may continue 
1,‘1, 
+log (2+ Is\) 
> 
to obtain the second of the bounds asserted in Lemma 1; and so on. 
REFERENCES 
1. Burgess, D.A. - The distribution of quadratic residues and non-residues. Mathematika 4, 
106-l 12 (1957). 
2. Burgess, D.A. - On character sums and primitive roots. Proc. London Math. Sot. (3) 12, 
179-192 (1962). 
3. Elliott, P.D.T.A. - On the least pair of consecutive quadratic non-residues (mod p). Proc. 
1972 Number Theory Conference, Boulder, 75-79. 
4. Elliott, P.D.T.A. - Probabilistic Number Theory I: Mean-Value Theorems. Grund. der 
math. Wiss. 239, Springer-Verlag, New York, Berlin, 1979. 
5. Elliott, P.D.T.A. - Probabilistic Number Theory II: Central Limit Theorems. Grund. der 
math. Wiss. 240, Springer-Verlag. New York, Berlin, 1980. 
419 
6. Elliott, P.D.T.A. - Multiplicative functions on arithmetic progressions. Mathematika 34, 
199-206 (1987). 
7. Elliott, P.D.T.A. - The value distribution of differences of additive arithmetic functions. 
Journal of Number Theory 32, 339-370 (1989). 
8. Hal&z, G. - ijber die Mittelwerte multiplikativer zahlentheoretischer Funktionen. Acta 
Math. Acad. Sci. Hungaricae 19, 365-403 (1968). 
9. Hal&z, G. - On the distribution of additive and the mean values of multiplicative arithmetic 
functions. Studia Scient. Math. Hungaricae 6, 211-233 (1971). 
10. Hildebrand, A. - On Wirsing’s mean value theorem for multiplicative functions. Bull. 
London Math. Sot. 18, 147-152 (1986). 
11. Hildebrand, A. - A note on Burgess’ character sum estimate. C.R. Acad. Royale Canada, 
VIII, 35-37 (1986). 
12. Ruzsa, 1.2. - On the concentration of additive functions. Acta Math. Acad. Sci. Hungaricae 
36, 215-232 (1980). 
420 
