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Real-time embedded omni-imaging system 
 
1Amol B. Chavare, 2Prof. S.B.Patil 
1,2Dept.of Electronics and Telecommunication Engineering 
DYPCET,Kolhapur 
Abstract-Omni-images are not suitable for human viewing because of their deformation; thus we need to 
create perspective-view images from omni-images for human comprehension. This procedure is called 
unwarping.Omni-imaging can be used in many practical applications such as visual surveillance; robot 
vision that needs a wide field of view, therefore a real-time and high-definition embedded system design and 
implementation of omni-imaging is desired. In order to achieve real-time and high-definition goals, we 
perform hardware/software partitioning based on the analysis of functional modules in a basic embedded 
omni-imaging system. This omni-imaging system is implemented in a FPGA (Field Programmable Gate 
Array) plus DSP (Digital Signal Processor) system architecture. 




 Omni-directional imaging (or simply 
omni-imaging) uses a camera and a reflective 
mirror to capture indirect light reflected by the 
mirror to form images. Omni-imaging is 
becoming popular in visual surveillance, robot 
vision and 3D reconstruction. Now day's omni-
imaging applications often need to be 
implemented in an embedded system. For 
example, in robot soccer competitions, users 
usually require that the soccer robot vision system 
not only has 360 degree FOV, but is also light 
weight and small, so it is important to implement 
the omni-imaging in an embedded system. 
Implement this imaging system on FPGA plus 
DSP architecture, where the FPGA is responsible 
for hardware implementation and the DSP is 
responsible for software components. For real-
time applications we need to decide which 
functional modules should be implemented in 
hardware (via FPGA), while others in software 
(via DSP).  
The embedded omni-imaging system based on 
Xilinx Spartan3 FPGA plus TI DM642 DSP. 
 
 
II. OMNI-IMAGING SYSTEM 
 
A. What is Omni-image unwarping? 
 Omni-images are not suitable for human 
viewing because of their deformation; thus we 
need to create  
 
Perspective-view images from omni-images for 
human comprehension. This procedure is called 
unwarping. Fig. 1 shows an example, where Fig. 
1(a) is an omni-image and Fig. 1(b) is a 
perspective-view image obtained from unwarping 
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(b) Unwarped perspective-view image 
 















Figure 2. Omni-imaging embedded system block 
diagram. 
 
 Fig. 2 is the block diagram of a basic 
embedded omni-imaging system. As far as basic 
imaging functions are considered, an embedded 
omni-imaging system includes five major 
functional modules, i.e., omni-image acquisition, 
color space conversion, omni-image unwarping, 
image compression and image display.Depending 
on different applications, there may be some other 
functional modules. For example, in a robot 
soccer application, there may be functional 
modules such as object detection and object 
tracking. 
 The color space conversion module 
converts the format of an omni-image from Bayer 
to YCbCr. We can either compress the original 
omni-image, or compress the unwarped 




III. PERFORMANCE REQUIREMENT 
ANALYSIS 
 Among all the five functional modules 
shown in Fig. 2, we will analyze three of them, 
namely, color space conversion, omni-image 
unwarping and image compression, because these 
modules are much more time-consuming than the 
other two modules, i.e. omni-image acquisition 
and image display. 
 
A. Operations of omni-image unwarping 
 There are large number of operations 
required, when unwarping omni-images into 
perspective-view images. For each pixel in the 
unwarped perspective-view image, there are at 
least 7 addition/subtraction float operations, 5 
multiplication/division float operations, 2 
trigonometric operations and 1 square root 
operation. 
 
B. Operations of image compression and color 
space conversion 
  Use the standard JPEG compression 
algorithm to compress the omni-images or the 
unwarped perspective-view images. DCT 
(discrete cosine transform) is one of the most 
time-consuming step in JPEG compression. 
Besides the DCT related operations, there are 
other operations in compressing the unwarped 
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perspective-view images, such as quantization and 
entropy encoding. 
 In color space conversion operations, the 
raw image data format captured from the 
CCD/CMOS image sensors is in Bayer format. 
However, the JPEG image compression and omni-
image unwarping need YCbCr format for an input 
image, so we need to perform color space 
conversion from Bayer to YCbCr. There are at 
least 13 multiplications and 12 additions for each 
pixel during color space conversion. 
 
C. Total performance requirement 
 According to the analysis and tests on 
most embedded processor implementation 
architectures, such as ARMs and FPGAs, each 
add/subtract operation needs at least 3 cycles, 
each multiplication/division operation needs at 
least 5 cycles, each trigonometric operation needs 
at least 30 cycles and each square root operation 
needs at least 75 cycles. 
 
IV. THE SYSTEM BASED ON FPGA PLUS 
DSP 
  There is a large computational 
requirement on embedded systems to implement 
omni-imaging. Assuming only one embedded 
processor is used to implement it, even if a high 
level industrial processor is used, it is still very 
hard to implement a real-time and high-definition 
embedded omni-imaging system. Therefore, in 
order to implement a real-time and high definition 
omni-imaging system, multiple embedded 
processors have to cooperate together. 
 We start with the system specification 
stage, which considers the functional and 
performance requirements of an embedded omni-
imaging system. The second stage is 
hardware/software partitioning; this stage decides 
which components of the embedded imaging 
system will be realized in hardware and which 
will be implemented in software. 
Hardware/software integration is the last stage, it 
aims to synthesize the hardware components, 
software modules, hardware/software interfaces, 
generating glue logics, and finally all the modules 
are integrated. 
 
V. HARDWARE/SOFTWARE PARTITIONING 
 There are two criteria for 
hardware/software partitioning: a)Functions that 
can be done in parallel should be implementedin 
hardware (FPGA). b) Try to reduce data 
communication between hardware (FPGA) and 
software (DSP). The steps of hardware/software 
partitioning include: 
 
Step 1: Determine the exact embedded cores that 
will be used in the design.In this; the Xilinx 
Spartan3 XC3S1000 FPGA and TI C6000 DM642 
DSP are selected.The DSP includes a 64-bit glue-
less EMIFA (external memory interface), this 
interface is used to connect with the FPGA in our 
embedded omni-imaging system. The DM642 
device has three configurablevideo port 
peripherals (i.e., VP0, VP1, and VP2) that can be 
used to display omni-images. 
Step 2: Assign the computationally intensive 
functional modules in an omni-imaging system to 
be implemented in hardware or software. The first 
partitioning criteria take priority in this step.There 
is three computationally intensive functional 
modules, namely, color space conversion, omni-
image unwarping and image compression. There 
is no data dependence between different pixels for 
omni-image unwarping and color space 
conversion; we mark these two modules to have 
full parallelizability. On the other hand, image 
compression has data dependence between 
different DCT blocks to assemble the output, and 
the parallelizability exists only within DCT 
coding, so we say image compression has partial 
parallelizability .Omni-image unwarping and 
color space conversion, have higher execution 
cycles, and they have full parallelizability, so they 
are assigned to hardware (FPGA) for parallel 
implementation and assign image compression to 
software. 
Step 3: Assign the remaining functional modules, 
i.e. omni-image acquisition, image display, to be 
implemented in hardware or software; these 
functional modules do not need much 
computation. The second partitioning criteria take 
priority in this step.In the previous step, color 
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space conversion is already assigned to hardware 
(FPGA), and the omni-image acquisition module 
executes just before color space conversion (see 
Fig. 2). If the image acquisition module is 
assigned to software (DSP), there will be extra 
data communication between hardware and 
software. However, it is not the case when we 
assign this module to hardware (FPGA). Hence, it 
is reasonable to assign omni-image acquisition 
module to hardware. Following a similar 
reasoning, because image display is one of the last 
steps in Fig. 2, and the other last step (image 
compression) is assigned to software. 
Furthermore, the software (DM642 DSP) part has 
existing video port peripherals (VP0, VP1, and 
VP2) to display images; hence, the image display 
module is assigned to software (DSP). 
 
VI. CONCLUSION 
 In this paper, we discuss about how to 
design real-time embedded omni-imaging system. 
In order to achieve the best performance in terms 
of imaging speed, we performed 
hardware/software partitioning based on rules 
such as parallel hardware structures, and data 
communication. So in order to implement a real-
time and high definition omni-imaging system, 
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