Introduction
The human world is more and more interconnected. People have access to many computing devices and use them to communicate with each other. As a matter of fact technology is used to manage daily tasks more and more frequently and in a increasingly wider part of population: talk with friends, require information, enjoy art and manage appliances. Literature and market offer many solutions and, in order to maximise performances, they need to be contextualised in some domain, being more aware of how each system is changing the surrounding environment [2, p.1] . The approaches proposed in literature are mainly divided in two groups; the former is based on a central reasoner that collects all the data coming from the available sensors and takes actions considering a monolithic core. The latter approach uses a distributed network of interacting devices; they have their own sensors and reasoners and are focused on smaller targets, usually related on the set of categories they belong to. If the first case is more easily aware of what is happening, the last is more flexible, and especially useful in dynamic contexts [25] , where many users interact with the available technology together; moreover, the current market offers more and more devices focused on simple tasks, but that can be exploited to make the overall environment more intelligent. In all the adopted strategies, Human-Computer Interaction (hereafter HCI) plays a fundamental role. It is essential to make the users feel like managers of the environments they are in, moreover it influences the naturalness of the interaction with the system; it strictly depends on the domain, on the choices made concerning devices and design; however, considering interaction from a more abstract point of view, HCI, such as human-human and machine-machine communications, is performed by exchanging messages and data, also in a multimodal way; domain and tasks infer more specific details. From this point of view, designing and developing different kinds of interaction requires to choose different sets of modalities, input devices, multi-modal fusion approaches and input managers, but the main need does not change: strive for a better communication. This concept is stronger in an Intelligent Environment (hereafter IE) [3] , because different types of interaction are needed and, in a pervasive system, each entity in the world interacts with others in a specific way. In order to design a new IE, the needed steps are: modelling the environment and developing best interaction modalities for each chosen task. Modelling is always necessary to manage domain-related possibilities, constraints and involved actors; it is usually managed by experts of that domain and, for IEs, they should provide a set of sensors, devices and network protocols to reach some goals [8] . The latter part, indeed, is time-consuming and repetitive in many cases. Moreover, multiple users are supposed to independently use the network at the same time, so the system should be powerful enough to manage a large number of dialogues together. In a distributed system the resulting organisation can be seen as partitioned in communities that depend on the current interaction, and users are leaders of each set. The considered scenario is typical in smart museums, where works might talk to users: visitors follow their path and interact with a few entities per time; meanwhile their interaction is independent from other users and the rest of works of art. A centralised system cannot support all the visitors at the same time, while a distributed system can, but it should interact with others system nodes to process unknown requests.
In this work we will present a model for a distributed network of devices and a framework for HCI in IE, focusing on Natural User Interfaces (NUI) [21] and with a specific preference for natural language dialogues supported by gestures and augmented reality approaches; this work is in the direction of basic, natural interaction design thought to improve user experience quality. The framework provides a communication layer between machines, offering a pervasive/ubiquitous infrastructure and a comfortable environment to support Internet Of Things (IoT) guidelines. This paper is organised as follows: Section 2 reports works related to PHASER, that is the model presented in Section 3. In Section 4 we provide a solution for a problem related to distributed systems, named the "Navigation Problem". From Section 5 we focus on a Smart House, showing some representative scenarios and reporting Experiments and Results in Section 6. Section 7 concludes the paper.
Motivation and Related works
Our basic idea is to provide a distributed network of entities, where each node interacts with the user through multi-modal interaction following NUI guidelines. Knowledge is local to the node and limited to its own services. If the node is not able to produce the expected output for a request, it sends the received message to the others, without a prior determined target node. The Ambient Intelligence perceived by the users is built upon a collection of partial nodes' intelligence.
Other works facing the same problem have been found in literature. One of them is i*Chameleon [16] , where the authors show an interaction among multiple devices, but the described system only supports a limited number of connected nodes. Moreover, the authors limit the work to exchanging signals, clearly defining starting (that sends requests and commands) and ending nodes (that receives and acts), but without considering a particular context, as differently proposed in this work. Peña-Ríos et al. [22] propose a framework to simply develop smart devices and test them by mixing real-life and simulated scenarios. That system presents interesting innovation points, but its use is limited to expert users only. An interesting system has been proposed by Dooley et al. [10] ; it is a conceptual work, but it models ubiquitous computing in a smart environment aiming at supporting the user in IEs. The proposed model separates the world in spaces; each space is supposed to be an environment where people interact with distributed devices but their "reasoners" are still centralised. Considered spaces are homes, offices, local transports; different domains where technology can help people in their daily lives. Our model is complementary to Dooley's one, focusing on a distributed version of a single domain, supporting NUI.
A Multi-Agent System (MAS) point of view of an IE has been already explored in other studies [14, 12] . Loseto et al. [17] propose a flexible multi-agent approach for smart-environments. Their work is based on the discovery of semantic resource and orchestration, including negotiation techniques between user and smart devices. Sun et al. [23] present a multi-agent design framework for a smarthome and home automation applications. Their work is a Belief-Desire-Intention model [5] for agent individual behaviour design and a regulation policy-based method for multi-agent group behaviour design. Valero et al. [26] propose a system based on Magentix2; differently from others, the authors introduced multiple users' roles and access policies based on that. MAS paradigms are very valid solutions for smart-environment support, but the listed works are usually directly connected to the right device or use a central system that collects the provided services. A distributed context provides flexibility and adaptability [25] , while a central "service manager" presents some limitations, especially in very populated environments; however MAS solution of Valero et al. [26] inherits benefits by well known models such as JADE 4 and Jason 5 .
PHASER
In this section we will present our model and its implementation in a framework, called PHASER (Pervasive Human-centred Architecture for Smart Environmental Responsiveness). In our concept, PHASER gives a role to each entity that interacts with others. Possible entities are objects and people that interact with those objects as well. For this reason, we define a node in an abstract way to include the needs of both entities. Each node interacts with others, offering services and responding to requests. We define a single node as a tuple:
where ι is a unique identifier of the node in the environment; CloseP eers and DiscoveredP eers are sets of related nodes in the environment: ι interacts with those nodes. Details later in this Section. oBC collects partial information about the connected peers, acting as Business Cards; they include information gathered from a shared ontology (explained later in this Section) and the accepted inputs. A configuration Cnf determines the behaviour of ι in the environment. It comprises inputs, outputs and the behaviour towards other nodes. In details:
where type, class and env determine the role of ι in the environment according an ontology, name is chosen by an interaction designer; details are in Section 3.4. I and O represent input and outputs respectively; they divide data into channels as in Equation 2 for multi-modal interaction, where c x is a channel code and RG cx = r i1 , r i2 , . . . , r ic x is a set of regular expressions. If N iι and N oι are the number of input and output channels, we define I ι and O ι in Equation 3.
Eventually P ι , briefly described here, is a set of parameters for each node that determines how it reacts to connections and interaction requests.
Connections. Each node can interact with other peers and their reference is stored in CloseP eers; they compose the initial topology designed by a domain expert. However, sometimes new unforeseen connections can be discovered and included in DiscoveredP eers. New arcs may increase the power of the interaction for the user, because they create other bridges in the network, and if a node frequently connects to a discovered peer, this is automatically promoted to CloseP eer.
DiscoveredP eers
is a set of discovered nodes κ -we refer to them as "partial" connections -, where c κ ∈ [0..1] is the probability of making this connection fixed: κ will be included in CloseP eers ι as c κ = 1. T κ is the last activity of this connection. As ι interacts with κ at time t, c κ = U P C(c κ , ∆), where ∆ = t − T κ . Details about the discovery of a node are in Section 4.2.
φ 0,1,2 and k 1,2 in Equation 5 are constants that derive on the activity of the interaction. According to the activity of the interaction, λ(x) assigns a factor φ. φ > 0 means that the connection is strengthened, but for φ < 0 it is discouraged. Typical relations are 1 ≥ φ 0 > φ 1 > φ 2 , with φ 2 ≤ 0 and k 1 k 2 .
Open connection. As two nodes, ι and κ, open a connection, they share part of their local information composing a personal Business Card (BC):
On open, oBC ι = oBC ι ∪ {BC κ } and oBC κ = oBC κ ∪ {BC ι }. On startup, ι asks a connection to each p i ∈ CloseP eers ι . Partial connections will be opened following details shown in Section 4.2; in the latter case, collected BCs will be stored in the same way. Moreover, local information need to be updated:
and t is the current instant. However, X κ (t ) is added on every interaction between ι and κ, where t are the considered next instants.
States
Each node in our model has a state. It determines which kind of work a node is doing and if it can accept other requests. A node starts in the Idle state; Table 1 summarise the states, while Figure 1 reports all the allowed transitions; details about Forwarding in Section 4. The connection Managing machine interaction (MMI) → Idle is a "forced" transition and it happens if node ι is waiting for node κ for a MMI. If ι remains in MMI it would not be able to receive a response from κ, because it would be recognised as busy. 
Network of PHASERs
In order to better support the communication, two nodes ι and κ share their Business Card as seen before. The result is a network where each node has partial information about its local connections. This is a real distributed context because there are no entities that collect all the information. Users interact with each node in the environment, but the actual topology is hidden for them. They, indeed, perceive the network as a compact system because each node involves other parts as in a centralised system, but PHASER is more flexible than a centralised system. During a communication, ι may send a request to κ. A request R is a snapshot of the input for ι represented by R = (c j , r cj ), 1 ≤ j ≤ N iι , where N iι is the number of input channels for ι, c j is a channel and r cj is the value of the request on c j . κ receives R, but it is able to accept it just if it represents a valid input for κ; for an element in the request R x = (c x , r cx ) this is true if ∃(c x , R c ) ∈ {Ch xκ ⊆ I κ | r cx matches on R c }. "x matches on X" means that ∃X i ∈ X so that x complies on the format of X i . This is wrapped in:
A request R is fully accepted by κ if 1≤j≤R m (K j , κ) = |R|. We consider |R| and not |N iκ | because the request could not provide information for some channels. However, a fully accepted request is candidate to be manageable, but ι cannot take for granted that κ will process it successfully. 
Architecture
The model presented above has been implemented and Figure 2 presents the architecture of a node in the framework; it is an extended version of what already seen in [9] . The architecture supports multi-modal dialogues (manly speech+voice) and is designed as connected modules; it represent the skeleton of each node in the network of PHASER. MMI stores multi-modal input signals, in which a set of devices writes data in separated channels. Input data use timestamps gathered from the same hosting machine. Input Devices (IDs) implement an interface, in order to abstract from the used technology and represent data in an hardware-independent form. The diagram in Figure 2 shows examples of IDs and ODs; their actual activation depends on configuration discussed above. Similar reasoning is replicated on Output Devices (OD): MMO collects multi-modal output data coming from ODs and presents their fission to users. An Input Manager (IM) manages the fusion of data taken by the MMI structure and passes their classification to the Dialogue Manager (DM); this is, here, just an interface towards a real dialogue manager; its behaviour, in fact, highly depends on the particular node and cannot be included in the overall description. The DM is mainly based on OpenDial [15] , including it as an external tool, but other DMs may be integrated in PHASER. PHASER offers to the Dialogue Managers a support for network interaction, and for processing of requests as explained in Section 4.
The Remote module, instead, is used to communicate with non-human peers by standard protocols. They can be robots, smart-devices, technologically enriched works of art, etc. Relationships among these entities create a PHASER network in which each node has an internal logic. By including the Remote module as ID, we are able to equally manage human -through active IDs/ODs -and artificial entities -through Remote -. This aspect improves the user-centred point of view, because connections are hidden and users perceive the world as a single block, where parts of it process each request. With the proposed architecture, PHASER offers a ubiquitous infrastructure and a comfortable framework for an Internet Of Things (IoT). The powerful aspect of this architecture is that its overall behaviour is not related to a single entity nor it is domain-specific but, Fig. 3 . The structure of a ontology accepted in PHASER with proper I/O devices and a DM, it allows to easily prepare an IE, concentrating efforts on each entity. Furthermore, if an environment is considered as "entities offering services" and by them in the Business Card, each system will be able to opportunely contact nodes to solve internal tasks. This is a typical concept in AI agent-based approaches, but we are proposing it in a multi-domain -interaction-oriented -abstract architecture.
Ontology
PHASER uses an ontology that represents both the space and the devices. It currently relies on a new developed representation of an environment, but integration with well-known ontologies in this field is under investigation: we are considering soupa [7] and iot-lite
6 . An example of the ontology adopted in PHASER is in Figure 3 . Its structure is as follows:
-a node represents the domain; -a number of environments are connected to domain: they represent physical rooms in the environment; -each room contains devices. Multiple labels are supported (here with different grey levels); -particular nodes are directly connected to the domain, because they have not a semantic relation with a single environment: devices that move through the rooms, or personal devices are considered in this class; -devices working in multiple rooms (i.e. lights) are connected to multiple environments. The current room, that depends on where the device is, must be specified in the configuration, otherwise a random room will be selected at run-time.
Each instance of PHASER is an entity which belongs to a leaf of the tree. By specifying a class, PHASER derives at run-time information such as the environment and other devices in the same room. The selected class, is a parameter reported in the configuration each node requires, as seen before.
As a node interacts with a user, it tries to locally process the requests. If the node is not able to do it, the system could deliver an error message or share the request within the network. It may broadcast the data, being sure to reach at least one valid node, if it exists, but if multiple available nodes arrive, the starting node should be able to know which is the best one. Moreover, in large networks, many nodes that broadcast information may overload the network itself [11] . A second possible strategy is based on a more intelligent routing process [4] , where the node can iteratively forward the request, and ontologies, history and context-awareness [1, 20] could help enriching system capabilities.
By relying on a common ontology and a dynamic topology as shown in Section 3, each node knows the business card of the adjacent ones. The current node could easily find out how much others can successfully process the request and who they are. The approach we propose to solve this problem is a depthfirst-search in a distributed graph where a greedy part chooses the local best nodes as first. Considered parameters are: current request, past interactions and context-awareness.
As a greedy method on a distributed system, the current node that is not able to locally process a request, sorts its adjacent entities in decreasing order, comparing them with Equation 8.
Comp(s, c, n, R)
where R the current request, in the form presented in Section 3.2, and s, c, n are respectively the starting, current and the next node in the path; the starting node is who received the user's request. The navigation ends if either a node provides a response or too many hops have been done. M (R, n) is the match degree of the current request with the n's accepted inputs, where M (R, n) = 0≤i<|R| m(R i , n)/|R|. The higher M (R, n) is, the more probably n can understand the request R. M (R, n) = 1 is a perfect match. R and m have both been presented in Section 3.2. T oll(s, c, n) represents a toll to pay in changing the environment. In our case:
where E A is an integer for the environment of node A, E A − E B = 0 iff nodes A and B are in the same environment and τ (x, y) is a function representing a toll going from x to y. Basically, the current node prefers to send the request in its environment, but if the request changes context, it is difficult to fall into the starting environment again. If needed, F riends assigns a bonus φ to requests coming from similar devices. Assuming that T A is the type of device A in the ontology,
Sorting nodes
If a node x needs to send a request, it uses Comp(s, x, n, R) in the Equation 8 to sort the connected nodes. Let s be the environment where the request started, x the current node, n one of the adjacent node and R the current request.
Iteratively applying Comp we obtain a sequence as in Equation 11 ; oBC x has been introduces in Section 3.
where
.|oBC x | − 1]. x will forward R to the peers in the order of Sorted x . At step i, peer p i will be selected if p i−1 has failed at step i − 1; a final "local fail" is arisen by x if p |oBCx| fails. In a centralised reasoner, the problem of forwarding is not relevant, because all the devices run in the same cluster. However, PHASER is flexible because the algorithm involves just active connections and it is recalled at each request.
Network adaptability
On forwarding, a node x selectively chooses the nodes that could reply to the user on the submitted request. x has no knowledge about the identity of the "target" t -a node that is able to process the request -a priori. However, PHASER optimises the navigation of the request in two ways: (i) by using the tolls, PHASER learns that some directions could provide a response, fostering paths that worked in the past; (ii) if the forward successfully reaches a target t, the topology changes because t is a discovered peer and s opens a partial connection towards it. The new connection is added to DiscoveredP eers s shown in Section 3. As well as permanent links, s and t share their BC, adding them in oBC s and oBC t respectively. A discovered connection is a temporary link, and it lasts just for the current session; they are not affected in the sort process because they are directly chosen with a highest priority by the forwarding algorithm. In reaching a target node t, nodes within followed path do not open new connections, but they update the related tolls of a constant µ, limited to a maximum level of τ max . Possible tolls towards new environments will be included. For their value we assign a constant τ i . τ max , µ and τ i are empirically defined.
Case study in Smart house
Current technologies in the field of IE in Smart Houses rely on a single user interaction; this choice reduces the system complexity and optimises the ability of the system to understand users' needs according to their activities [24] . The most used communication device in this environment is the smart-phone. However, more than one person usually lives in a house and some studies have shown that people share the smart-phone [6, 13, 18] . On the contrary, recent solutions, such as Amazon Alexa 7 , support multiple users and foster the interaction through a completely shared device connected to everything and everyone. Although it is possible to use more than one smart device in the house, Alexa, the virtual "assistant", centrally controls all processes.
PHASER should be able to work in different domains just with a limited number of interventions on its configuration, however this paper is focused on the Smart House domain. Each device in the House gathers information about the context from an ontology, structured as in Section 3.4 and represented in Figure 4 . Each node interacts with the others as seen in Section 3. The final goal of our approach is that each device propagates messages in the network as explained in Section 4. Users' perceives themselves as being able to control everything from everywhere, but each device is just expert of the actions it can process. Given this scenario the next challenge is making the interaction as more natural as possible; comments on this issue are reported in the end of Section 6. In the next Section, we report some relevant scenarios PHASER can tackle.
Scenarios
Scenario 1. John is in the living room, watching TV is on and he is reading a book. Meanwhile, his wife is finishing the housekeeping, interacting with the washing machine and using the radio and their son is in the bedroom playing the guitar. The oven is working to prepare the dinner and John needs to check it, so he asks the TV if the oven is still cooking. The TV checks and answers "no, it has finished". Then the family can have dinner. Later on, it's time to go to bed, so John sets the alarm and falls asleep; the child does the same. The alarms can look the people in the house and can monitor how people are sleeping and, as it is almost time to wake-up, they switch the heating on in the proper bedrooms. John asks to boil the water in the kettle, then takes the breakfast and goes to work. Scenario 2. It is Sunday and Mark is taking a shower; he will reach some friends later. He wants to mow the lawn, with the just bought automatic lawnmower, but it has not been programmed to start yet and, at least on the first time, he does not want to leave it working alone. So Mark asks some device there to start the lawnmower. The lawnmower starts.
The first scenario is divided in two phases. Multiple users are interacting with the house; in the former part, they are operating independently, in the latter the devices collaborate to responds to users' needs. The second scenario, instead, presents the inclusion of a new device.
Experiment and Results
Single PHASER node interaction has been tested in Wizard-of-Oz modalities, where we tested internal dynamics reproducing recorded dialogues. We also conducted stress tests by simulating from one up to 80 input devices. Details are in [9] . In this Section we propose tests focused on network communication with the aim of proving that the algorithm proposed in Section 4 reaches the target node in a reasonable time and steps number. Another test, in simulation, uses a realistic network for a smart house. In all the presented results, the target is the node able to provide the desired output. This section ends presenting experiment and results with real users, meeting the scenarios presented in Section 5.1.
Simulation. In the considered case of study number of required nodes rarely goes beyond tens, and searching algorithms do not work in very challenging situations, where undetermined solutions are possible. Nevertheless, in order to test convergence features, quality and processing times of our algorithm, we generated networks with 10 3 devices. The network was divided in sub-networks with random arcs: connections within the same area are more probable than connections between different sub-networks. We generated networks with 2 0..10 sub-networks with a number of nodes from 22 to 4134. By defining both the request and the target, we simulated an interaction, starting from a random node, using the algorithm of Section 4 as a measure of quality; µ, τ max , τ i and φ have been set to 0.1, 0.5, 0.3 and 0.05 respectively. Figure 5 shows the collected lengths of paths. The first and second columns contain the observed lengths at the first iteration and after 30 adaptation steps, also adding new relevant links; starting from a reference set of N nodes in a graph with N 2 * 30% connections in total, in repeated simulation, we added up to 7% of the connections. The third column shows the shortest path length on the same initial topology. In the last column we report a stability test; it is calculated by removing both important nodes in the network -after the adaptation -and the new introduced arcs.
Realistic case scenario. With the same approach, we generated a realistic network with more realistic connections distributions responding to a possible scenario in the House. We considered 3 bedrooms, 1 bathroom, 1 living room and 1 kitchen with 28 nodes in total. The nodes were pseudo-randomly connected, as connections within the same area and limiting inter-rooms connections were preferred; as far as connections between rooms concerns, once again randomisation was chosen. The more connections the nodes share, the faster could be the response, because each node is more probably connected to the target. However, a full-connected graph is not always feasible because of infrastructure limits, especially with large networks; for this reason it is reasonable that nodes in the same sub-network, that could be "semantically linked" are highly connected because it is probable that they will interact. In this case, µ, τ max , τ i and φ have been set to 0.1, 0.5, 0.3 and 0.05 respectively. The system was tested as follows: similarly as in previous tests, we choose the target node T . A random node R 1 from each room was picked and we calculated the shortest path between R 1 and T ; used as reference in comparison with the forwarding algorithm without tolls, with toll = 0.1, and the adaptation process as explained in Section 4. In the second step, the resulting network is tested picking another node R 2 in the same area. The network was trained in seven iterations. Resulting data are showed in Figure 6 . In order to be statistically relevant, each single experiment has been repeated 50 times; the whole process has been performed on 10 generated topologies having the same structure, but connections among nodes are potentially different.
Smart house. We conducted these experiments at the "Smart Space Lab" at Middlesex University, London. We proposed the scenarios seen in Section 5.1 for a network of 8 devices. Each user interacted with the devices through a web-page, where an image represents the associated intelligent device; an avatar has been used as a "personal assistant" for web-pages accessed through a smart-phone. All the nodes run on the same machine, but they can be remotely accessed.
The tests have been performed by 10 people. They all perceived the system as a compact block, similarly to a centralised system, but volunteers, asked to express their preference for distributed vs. centralised systems, preferred a distributed system in 8 cases on 10.
Discussions In the first experiment, we noted that, after the learning phase, the system reached the request in fewer steps than "observed pre", also in big networks. The t-test confirmed the hypothesis that "post data are lower than pre ones", also in the biggest topology, where the post average distance is slightly higher than pre. Moreover, the removed nodes affected the stability of the result, but the system was able to reach the target anyway. We measured that the reaches the target in 25 milliseconds, even on the biggest network. We just considered time required for the navigation of the request on the same machine; at run-time, average transmission delays and the Dialogue Manager of each node may take additional time.
It appears that our model works better when connections reflect a "semantic links" between two devices, because increases the possibility to use that connection. Two nodes will collaborate if they are semantically connected and if they offer "shared services", so these kind of connections should be fostered. Adopting random connections, preferring intra-area links, proved that our approach can work, improving the results after few steps. However, since an automatic optimised connection highly depends on the context and the offered services, the initial topology should be designed from an expert of the considered domain.
Interesting results came from the last experiments with real users. Although they perceived that they could control the whole house from each device, accomplishing our goal, they found unnatural talking with a specific device to manage everything -e.g. the fridge to switch the light on, etc.-. This aspect arose questions about which strategies are better to make the users feel the interaction as "natural". A possible strategy they advised is to elect a unit as manager for all the devices in each room. Alternatively, one can coordinate all the devices with the same interface, hiding a shared intelligence. Some studies [19] followed this way: this issue will be argument of future investigations for PHASER as well.
Conclusions
In this work we presented PHASER, a framework that manages HCI and Machine Machine interaction in Intelligent Environments. Against other approaches in this area, PHASER is based on a strongly distributed model, where each device carries on a dialogue with the user and the global intelligence is built upon the collection of those capacities. Particular attention has been posed on the presented Navigation Problem, seen in Section 4; each node of the network forwards the received request to its connected entities if the local Dialogue Manager is not able to produce the expected output. The navigation of the request relies on a toll, a context-aware solution adopted to improve the path finding.
The actual use of the network trains the values of each toll: the system learns from real data to foster paths that gave good results in previous interactions. Moreover, the system adds unforeseen connections; they create bridges among different nodes in the network but they are activated just if their use is confirmed during the time. The system has been tested in three cases: we provided a simulated environment in order to test the model in extreme situations; a more realistic scenario has been considered: a case study in a smart house has been proposed with a reasonable number of devices and connections. In each cases, paths found by PHASER were close to the shortest path, without pre-processing the network.
PHASER relies on an external configuration that declares which inputs each node supports, the provided output, the dialogue manager and internal parameters that regulates the behaviour of each node. Currently a configuration is in XML format but a graphical tool is in work in progress to easily design the interaction in an comfortable way.
