The propagation of sound in a stratified downward-refracting atmosphere over a complex impedance plane is studied. The problem is solved by separating the wave equation into vertical and horizontal parts. The vertical part has non-self-adjoint boundary conditions, so that the well-known expansion in orthonormal eigenfunctions cannot be used. Instead, a less widely known eigenfunction expansion for non-self-adjoint ordinary differential operators is employed. As in the self-adjoint case, this expansion separates the acoustic field into a ducted part, expressed as a sum over modes which decrease exponentially with height, and an upwardly propagating part, expressed as an integral over modes which are asymptotically ͑with height͒ plane waves. The eigenvalues associated with the modes in this eigenfunction expansion are, in general, complex valued. A technique is introduced which expresses the non-self-adjoint problem as a perturbation of a self-adjoint one, allowing one to efficiently find the complex eigenvalues without having to resort to searches in the complex plane. Finally, an application is made to a model for the nighttime boundary layer.
I. INTRODUCTION
In this paper the propagation of sound over a complex impedance ground plane in a downward-refracting, vertically stratified atmosphere is studied. The atmosphere is vertically stratified in that the quantities characterizing the ambient state, in particular the mean density and sound speed, are assumed to depend on height. The atmosphere is downward refracting in that the sound speed increases with height. Of principal interest here is the part of the sound field which remains trapped near the ground due to the downward refraction and not the part which propagates upwards into the atmosphere.
The interaction of the sound with the ground, assumed to be a plane, is modeled by an impedance condition. The impedance is assumed to have both real and imaginary parts. The imaginary part models the compliance of the ground, while the real part models the attenuation of sound by the ground.
The propagation of sound in vertically stratified media has received much attention in both underwater and outdoor acoustics. Detailed presentations of the methods that have been developed can be found in Ref. 1 and Ref. 2 . A discussion of and comparisons between the methods that have been developed in studying outdoor acoustics can be found in Ref. 3 .
While expansions in vertical modes played a large role in underwater acoustics, in outdoor acoustics the parabolic equation 4, 5 and horizontal wave number integration 6 techniques have been preferred. The advantage of these approaches is that they are robust and accurate numerical algorithms. They can handle a wide variety of atmospheric conditions as well as the attenuation of sound by the ground. The disadvantage of these approaches is that they are computationally intensive. Further, they proceed a single frequency at a time, making it difficult to propagate an arbitrary waveform. As compared with modal expansions, these are ''black box'' approaches in that they provide a complete solution for the sound field without imposing a physical picture on the the propagation process.
Except for a special, and to some degree analytically tractable, case, 7 modal expansions have, until now, found little use in outdoor acoustics. The difficulty with modal expansions is twofold. They can become unwieldy if the number of modes becomes too large. Further, if the problem is intrinsically lossy, as is the case here due to the attenuation of sound by the ground, then the modes and their corresponding eigenvalues are complex. Thus, any algorithm used to find the modes must involve a two-dimensional search in the complex plane for their eigenvalues. Unless one has, at the outset, both some way of crudely estimating where the eigenvalues should be, so that one knows where to search, as well as some way of knowing how many eigenvalues there are, so that one knows when one has found them all, such searches are prone to failure. 1, 8, 9 In addition, as with the parabolic equation and horizontal wave number integration approaches, modal expansions proceed a single frequency at a time, making it potentially difficult to propagate an arbitrary waveform.
If, however, one has an efficient way to compute the modes, and if the number of modes is small then, once one has produced the modes, the resulting propagation model requires almost no computation at all. Further, being able to describe the sound field as a superposition of a small number of modes whose shapes are known brings insight that might not be obtained from the full solution alone. In this paper it is shown that, for typical downward-refracting sound-speed profiles and for sufficiently low frequencies, it is indeed the case that there is an efficient way to find the modes and that the number of modes needed to describe the sound field at large distances from the source is small.
An eigenfunction expansion for the vertical part of the wave equation will be used to separate the vertical dependence of the acoustic field from the horizontal dependence. This eigenfunction expansion includes both a discrete sum over modes which are concentrated near the ground, going to zero rapidly at sufficiently large heights, as well as an integral over modes which become oscillatory with height and have, in this model, infinite extent.
The discrete sum accounts for that part of the sound field which remains ducted along the ground. The modes in the discrete sum correspond to a discrete set of complex valued horizontal wave numbers whose imaginary parts are their attenuation rates. The integral accounts for that part of the sound field which propagates upwards into the atmosphere and become unimportant near the ground at large distances from the source. The modes in the integral correspond to a continuum of horizontal wave numbers. This continuum is a real-valued half-line going from some threshold value down to negative infinity. While the continuum modes themselves do depend on the ground impedance, the threshold, and thus the continuum of horizontal wave numbers, does not. It depends only on the frequency and the asymptotic value of the sound speed at large heights.
To avoid the numerical difficulties involved in searching the complex plane for horizontal wave numbers, an equation is derived which allows one to determine the complex horizontal wave numbers from a knowledge of the real ones obtained by setting the real part of the ground impedance to zero. This equation is an exact relation from which a straightforward numerical solution can be developed. In addition to the numerical solution, a perturbation expansion valid for weak attenuation is derived. To leading order the attenuation constant for each mode is shown to be simply related to the power flux into the ground.
The organization of this paper is as follows. In Sec. II the problem is formulated and the eigenfunction expansion is introduced. In Sec. III the techniques used to find the ducted modes and the corresponding complex eigenvalues are developed. The perturbation expansion for the eigenvalues is derived in this section; the leading-order expression for the imaginary part of the eigenvalues, and thus for the attenuation, is probably the most important result in this paper because it is simple, intuitive and requires no complex eigenvalue search. The eigenvalue equation which is central to this section is derived in Appendix A. In Sec. IV a model for sound propagation in the nocturnal boundary layer is studied. Frequencies from 30 to 80 Hz are studied. Computational details are described in Appendix B. It is found that there are very few ducted modes. Values for the horizontal wave numbers associated with each mode are obtained, and it is shown that the leading-order perturbative results are quite accurate. As a result, there is no need for extensive numerical calculations to describe the ducted part of the sound field.
II. FORMULATION OF THE PROBLEM
Consider the propagation of sound over a plane. Let x and y denote the coordinates parallel to the plane, let z be the coordinate perpendicular to the plane, and let t be time. Let the acoustic pressure fluctuations be given by P(x,y,z,t).
The coordinates x and y will be referred to as the horizontal coordinates, while z will be referred to as the vertical coordinate.
The sound speed, c(z), is assumed to depend only on z and is assumed to approach a constant value, c 0 ϭc(ϱ), as z→ϱ. Let k 0 ϭ/c 0 be the resulting asymptotic form for the wave number. The sound speed is assumed to be downward refracting: if z 1 Ͻz 2 , c(z 1 )рc(z 2 ). Typical of the soundspeed profiles considered is the one plotted in Fig. 1 . The mean density, 0 (z), is assumed to vary so slowly over an acoustic wavelength that c 0 Ј/ 0 Ӷ1.
Letting the time dependence of the acoustic pressure be harmonic P͑x,y,z,t ͒ϭRe P ͑ x,y,z ͒e Ϫit , the pressure amplitude P satisfies the differential equation
͑1͒
Here, a term ( 0 Ј/ 0 )(d/dz) has been dropped because of the assumptions on the slow variation of the mean density. To model the effect of the ground, an impedance condition is assumed at zϭ0. 11, 12 If the impedance is written as
where C͑͒ is a complex number, then
ϭϪCP ͑x,y,0͒. ͑2͒ Equation ͑1͒ is separable. It will be solved by using an eigenfunction expansion in the vertical coordinate. The vertical equation can be written as
where E is the separation parameter, ͱE will be referred to as the horizontal wave number. The impedance condition ͑2͒ leads to the boundary condition
Ј͑0͒ϭϪC͑0͒. ͑4͒
If Im C 0 the differential operator defined by ͑3͒ and ͑4͒ is not self-adjoint: its adjoint operator is obtained by replacing C with its complex conjugate C*. Despite that, eigenfunction expansions for such operators have been developed 13 and similar expansions have been used, as the basis of a split-step approach, in atmospheric acoustics with constant mean temperature to model the effect of ground impedance. 5 The relevant facts are summarized below. The procedure is similar to that of the self-adjoint case, and the results can be stated either in terms of the analytic structure of the vertical Green's function 5 or as an eigenvalue problem. In this paper the eigenvalue problem formulation will be employed.
The set of complex values for E for which the solutions of ͑3͒ subject to ͑4͒ go to zero exponentially as z→ϱ is a discrete set, ͕E 1 ,E 2 ,...,E N ͖, called the point spectrum. In the self-adjoint case the E j are all real valued. Depending on the impedance and the sound-speed profile, the number of modes, N, can be anything from 0 to ϱ. Let j be the solution corresponding to EϭE j . The solution j is called the eigenfunction corresponding to E j . It is normalized in the sense that
Note that this is not the usual normalization condition which arises in the self-adjoint case. The usual normalization condition involves the integral over the modulus squared, for some ͑possibly complex valued͒ phase . The factor ͱ2/ is chosen so that, for large z, the eigenfunction expansion below becomes a cosine transform. This is the same normalization that arises in the self-adjoint case, except that here is complex. Consider two eigenvalues E and Ẽ in the spectrum, continuum or discrete. If E Ẽ , and if the corresponding eigenfunctions are and , then one obtains a condition similar to the usual orthogonality condition, but with the complex conjugation left out
Note that this is not an orthogonality condition since it has a different geometrical interpretation: rather than ,i ti st h e eigenfunction * of the adjoint operator which is perpendicular to . The eigenfunctions j and q and the adjoint eigenfunctions j * and q * are said to be biorthogonal sets of eigenfunctions.
The eigenfunctions j and q are complete in the sense that any function f (z) can be expanded in the eigenfunction expansion
One finds from the biorthogonality condition ͑7͒ that the expansion coefficients are given by
Note that ͑8͒, ͑9͒, and ͑10͒ differ from the eigenfunction expansions for self-adjoint differential operators in that, despite the fact that the eigenfunctions are complex valued, no complex conjugate is taken in computing the expansion coefficients. Using the eigenfunction expansion ͑8͒, the solution P to ͑1͒ may be written
where, using the notation
for the horizontal gradient operator, p j (x,y) and p(x,y,q) satisfy the horizontal wave equations
and
which, given appropriate boundary conditions in x and y, are straightforward to solve. The terms in the expansion ͑11͒ have a physical interpretation. The sum over the point spectrum is the ducted part of the sound field, the part which remains close to the earth as it propagates. The eigenfunctions j (z) are the mode shapes in the duct. The integral over the continuous spectrum is the part of the sound field which propagates upwards into the region above the mean temperature gradient, expressed as a superposition of fields which are asymptotically ͑for large z͒ plane waves.
Unlike the self-adjoint case, the ducted part of the sound field attenuates as it propagates due to its continued interaction with the ground. The imaginary parts of the horizontal wave numbers ͱE j are the attenuation rates associated with the propagation of each mode.
Further, since the modes are not orthogonal, the horizontal acoustic power flux is not, as in the self-adjoint case, the sum of the power flux per mode. Explicitly, the total horizontal power flux density vector is given by 10, 14 
Substituting from ͑11͒, one finds
͑14͒
Unlike the self-adjoint case, the cross terms are not automatically zero since the modes satisfy the condition ͑7͒ rather than an orthogonality condition.
III. FINDING THE EIGENFUNCTIONS
Given a value E in the spectrum, point, or continuum, producing the corresponding eigenfunction is straightforward: substitute E into ͑3͒ and solve, either numerically or otherwise, subject to the boundary condition ͑4͒. The computational problem is thus to find an efficient way to solve for the point spectrum, since the continuum eigenvalues, (Ϫϱ,k 0 2 ), are known. Finding the point spectrum can be difficult. In principle, one searches over values of E, producing, for each E, a solution of equation ͑3͒ which satisfies ͑4͒ and checking to see if is exponentially decaying for large z. Since this problem is not self-adjoint, the desired values of E are complex so that one needs to use a two-dimensional search algorithm. In addition to the difficulties inherent in searching in two dimensions, there is the problem of knowing if all the eigenvalues have been found.
To avoid these difficulties, the formulas derived in Appendix A are used. Explicitly, let
CϭAϩiB ͑15͒
be the decomposition of C into its real and imaginary parts. Let g A (E,z 1 ,z 2 ) be the Green's function for ͑3͒
subject to the self-adjoint boundary condition
It is shown in Appendix A that the eigenvalues in the point spectrum of ͑3͒ with the non-self-adjoint boundary condition ͑4͒ are the solutions,
The usefulness of Eq. ͑16͒ comes from the fact that its evaluation depends only on solving the self-adjoint problem with Bϭ0. Computing the eigenvalues and eigenfunctions for Bϭ0 is straightforward. One knows a priori that the Bϭ0 eigenvalues E j (0) are real valued and lie between k 0 2 and k 0 2 ϩAϩ͓ 2 /c(0) 2 ͔ ͑assuming, as is done here, that c(0) is the minimum value for c(z)). Thus, to find the E j (0) and the corresponding eigenfunctions j (0) , one need only search a line segment. This can be done efficiently using, for example, a shooting algorithm. 8, 9 Recall that, ordering the E j
to be decreasing as j increases, the eigenfunctions j (0) have precisely jϪ1 nodes. Noting that when Eϭk 0 2 the solutions of ͑3͒ have the asymptotic form aϩbz for large z, the number of eigenvalues in the point spectrum is precisely the number of nodes of the Eϭk 0 2 solution, except in the unlikely event that aϭbϭ0, in which case it is the number of nodes of the Eϭk 0 2 solution plus one. Once the Bϭ0 eigenvalues and eigenfunctions have been computed, one may use them to solve ͑16͒ for the complex eigenvalues with B 0. Note that if E j (0) , j (0) are the point spectra and corresponding normalized eigenfunctions, jϭ1,2,...,N, and q (0) the normalized continuum eigenfunctions in the limit Bϭ0 ͑normalizations are done as in ͑5͒ and ͑6͒; in this self-adjoint case this amounts to choosing realvalued normalized eigenfunctions͒, then g A (E,0,0) can be written
The solutions of ͑16͒ are the points where the curve along which Re g A ͑ E,0,0 ͒ϭ0 intersects the curves along which
For small B the curves along which Im g A (E,0,0)ϭ1/B lie close to the singularities of g A (E,0,0) at the real eigenvalues E j (0) , so that in this case the solutions of ͑16͒ are close to the Bϭ0 eigenvalues. As B→ϱ the boundary condition ͑4͒ approaches the Dirichlet condition ͑0͒ϭ0.
The typical situation is that depicted in Fig. 2 . There, the curve of the zero real part of g A (E,0,0) and curves of constant imaginary part, for the values 2, 4, 8, and 14, are depicted for a 50-Hz signal in the nighttime boundary layer model studied in the next section. Given B, the desired complex eigenvalues E j are the points at which the curve of the zero real part intersects the curve of imaginary part 1/B. Note that the number of eigenvalues in the point spectrum is independent of B, and is given by the number, N, of eigenvalues in the case Bϭ0. One can see that as B increases one eigenvalue moves off to infinity, while the others approach the Dirichlet eigenvalues.
Consider now the case of small B.A sB→0 the imaginary part of g A (E,0,0) must become infinite if E is to remain an eigenvalue. Thus, as B→0, E must approach a singularity of g A (E,0,0). These singularities are precisely the real eigenvalues E j (0) . Let E j be the eigenvalue which approaches E j (0) as B→0. To find this eigenvalue, it suffices to consider
where
To improve on this approximation, set EϭE j
ϩiB j (0) (0) 2 ϩ⑀ and substitute into ͑18͒. One obtains the fixed point equation
which can be solved by iteration. The first approximation, ⑀ϭ0, gives ͑19͒. To obtain the next approximation, substitute ⑀ϭ0 into ͑20͒, yielding the value ⑀ϭB
. Substituting this value for ⑀ into ͑20͒ produces the next approximation, and so on, until the desired accuracy is reached.
Let k j ϩi␣ j ϭͱE j be the horizontal wave number of the jth mode, separated into its real and imaginary parts. The real part, k j , determines the phase and group velocities of the jth mode. The imaginary part, ␣ j , is the attenuation rate of the jth mode. In the leading-order approximation ͑19͒ one obtains a simple and intuitive expression for the attenuation rate. Let k j (0) ϭͱE j (0) , and let the approximate attenuation rate be 
. In particular, since the next corrections are O(B 2 ) smaller, k j (0) should give fairly good approximations to the phase and group velocities, while ␣ j (0) should be a fairly good approximation to the attenuation rate.
To leading order in B, the eigenfunctions can be approximated by the Bϭ0 eigenfunctions
and the continuum eigenfunctions by the Bϭ0 eigenfunctions
Note that the approximations ͑22͒ and ͑23͒ restore orthogonality. In particular, for small B the horizontal acoustic power flux density, ͑14͒, can be approximated as the sum of the power flux densities per mode. Further, by virtue of ͑4͒ and the fact that to leading order in B the eigenfunctions are real, one has B j (0)ϭϪIm j Ј(0), so that, to leading order
which is precisely 0 c 0 times the power flux into the ground per horizontal wavelength.
IV. A SIMPLE MODEL FOR THE NOCTURNAL BOUNDARY LAYER
The nocturnal boundary layer develops on calm nights after the sun goes down. As the earth cools the air becomes calm and a temperature inversion forms, characterized by a mean temperature which steadily increases with height. Typically, the temperature reaches a maximum somewhere between 100 to 200 meters above the ground. 11 Above this height the mean temperature begins to decrease in a fairly linear fashion with a slope of g/c p , or about 10 K per kilometer. The slope g/c p is known as the ''adiabatic lapse rate,'' here, g is the acceleration due to gravity and c p is the specific heat of air. A model temperature profile is depicted in Fig. 3 , both with and without the adiabatic lapse rate. The resulting sound-speed profile is depicted in Fig. 4 , both with and without the adiabatic lapse rate. The effect of wind is not taken into account rigorously here, but for the low-angle propagation considered here it can be modeled using an effective sound speed. 2, 10 If one includes the adiabatic lapse rate, then c(z)i sn o longer asymptotically constant but rather becomes upwardly refracting at sufficiently high altitudes. This requires some additional mathematics 12 and will be the subject of a future publication. The importance of the adiabatic lapse rate on a mode can be measured by the vertical wavelength, ReͱE j Ϫk 0 2 . The adiabatic lapse rate is unimportant if the product of vertical wave number and the height at which the temperature begins to decrease is somewhat greater than 1. Put more physically, for any mode which is still nonzero at heights where the adiabatic lapse rate begins to dominate the temperature profile, the approximations made here should not be trusted.
The effect of sound interacting with the ground is often modeled by an impedance condition. 15, 16 As a result of the attenuation that the ground produces, this ground impedance has a sizable real part. The computations done here use the form numerically. For the computations reported in this paper, a numerical solution of the Volterra integral equation 8 ͑A10͒ is used. To evaluate g A (E,0,0) a brute force approach, without concern for the speed of the computation, is taken in that ͑17͒ is used. The are several subtleties involving the behavior of q (0) (0) 2 which need to be understood to estimate the integral over the continuous spectrum. These are discussed in Appendix B.
The eigenvalues and horizontal wave numbers for the model sound speed of Fig. 4 , ground impedance ͑24͒, and frequencies of 30, 50, and 80 Hz are listed in Tables I, II , and III, respectively. Note that the real parts of the horizontal wave numbers are all very close to k 0 , regardless of the mode. The attenuation rates, however, differ significantly from mode to mode. In addition, the relative differences between the perturbative estimates from ͑19͒ and the more accurate results obtained from successive iterations of ͑20͒ are listed. Note that the perturbative estimate ͑19͒ is quite good.
It is interesting to compare the attenuation due to the interaction with the ground to the attenuation due to the atmosphere. The atmospheric attenuation can be modeled byadding an imaginary part, ␣ A (), to the horizontal wave number. The values used here are taken from Fig. 10-13 •10 Ϫ5 nepers/m. For the most part the attenuation due to the interaction with the ground is somewhat greater than that due to the atmosphere. The atmospheric attenuation does become important for some of the modes with greater vertical extent. For these modes, however, it is likely that the adiabatic lapse rate becomes important as well.
Given E j , the corresponding eigenfunction is most easily produced by solving the differential equation ͑3͒ numerically. Plots of the real and imaginary parts of the normalized eigenfunctions corresponding to the point spectrum for the model sound speed of Fig. 4 , ground impedance ͑24͒, and 30, 50, and 80 Hz signals are found in Figs. 5, 6, and 7, respectively. From these plots one can see that the leadingorder approximation for the eigenfunctions improves with decreasing frequency. Plots of the real and imaginary parts of some normalized continuum eigenfunctions for the model sound speed of Fig. 4 , ground impedance ͑24͒, and a frequency of 50 Hz are found in Fig. 8 .
As a simple example, consider a point source of strength Q at height z 0 above the ground. Equation ͑1͒ must be modified by adding a ␦ function concentrated at the position of the source to the right side. It follows from ͑8͒, ͑9͒, and ͑10͒ that
Letting the horizontal position of the point source be at x ϭyϭ0, one obtains from ͑1͒, ͑11͒, and ͑25͒
so that p j (x,y) and p(x,y,q) are proportional to the free space Green's functions for the two-dimensional Helmholtz equation. Let k j ϭͱE j be the horizontal wave number of the jth mode and (q)ϭͱk 0 2 Ϫq 2 be the horizontal wave numbers of the continuum eigenfunctions. Then, in cylindrical coordinates (r,,z) one has
where H 0 (1) is the Hankel function 14,17 so that
The part of the integral from k 0 2 to ϱ gives the horizontally evanescent part of the pressure field which does not propagate to the far field and can be ignored. For the rest, taking the large argument asymptotic form for the Hankel functions 14, 17 one obtains the far-field approximation
has been implemented numerically. The source strength has been set to 1: Qϭ1. The sum over the modes is straightforward to compute and the computation time required is negligible. The integral over the continuous spectrum is not as straightforward. It is complicated by the singularity in the integrand at qϭk 0 , by the sudden change from linear to quadratic behavior that occurs in q for very small q ͑see the discussion in Appendix B͒, and by the rapid oscillations in the integrand for large r. In this paper a brute force approach is taken to computing this integral without concern for the speed of the computation. The integral is computed in segments using the trapezoidal rule. For q near k 0 the integration variable is changed from q to before discretizing. This eliminates the singular behavior. For q near 0 a very fine grid is used to resolve the small-scale changes in the integrand. Finally, enough points are used to resolve the rapid oscillations of the integrand.
In Fig. 9͑a͒ the magnitude of ͱrP (r,z) is shown on a gray-scale plot. The source height is 20 meters and the frequency is 50 Hz. Figure 9͑b͒ shows the modal part alone and Fig. 9͑c͒ the contribution from the continuous spectrum alone.
The separation into ducted and upward propagating parts is clear. At large distances from the source, only the modal part is significant at low altitudes. Further, the attenuation with distance of the modal part is clearly visible.
The continuous spectrum produces an upwardly propagating field which has some of the qualitative features of a dipole field produced by the point source and its image below the surface. This is to be expected since, for sufficiently low frequencies, C as given by ͑24͒ is fairly small so that the boundary condition ͑2͒ is close to the boundary condition for a hard surface.
V. CONCLUSIONS
It has been shown that modal expansions provide a simple, straightforward, and physically intuitive method for modeling the ducted part of the sound field. The eigenvalues associated with these modes are complex as a consequence of the sound field's being attenuated by the ground. An efficient method has been developed to find these eigenvalues. This method eliminates the difficulties associated with searching in the complex plane by using Eq. ͑16͒. This is an exact expression which relates the complex eigenvalues to the real ones which would arise in the absence of ground attenuation. In the case in which the attenuation of sound by the ground is small, a perturbation expansion for the imaginary parts of the eigenvalues has been developed. To leading order, a simple and intuitive analytic form for the resulting attenuation coefficient arises.
As an application, a simple model for propagation in the nighttime boundary layer has been studied. It is found that the number of modes is small for low-frequency propagation, making it particularly simple to describe the ducted part of the sound field. For the specific model considered here, there are four modes at 30 Hz, six at 50 Hz, and nine at 80 Hz.
With typical values for the ground impedance, the leadingorder perturbative form for the attenuation coefficient of each mode is found to be quite accurate. Comparing atmospheric with ground attenuation, the atmospheric attenuation, depending on the mode, can be comparable to the ground attenuation. Finally, while the attenuation rates differ significantly from mode to mode, the real parts of the horizontal wave numbers vary little, remaining close to what is obtained in the constant sound-speed case.
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APPENDIX A: FINDING THE POINT SPECTRUM
In this appendix, the numerical and analytical techniques used to find the point spectrum and the corresponding eigenfunctions are described. The new result in this appendix is the formula ͑A12͒, from which ͑16͒ immediately follows. This formula is a variation of a technique first used to solve a self-adjoint problem in the quantum mechanics of atoms in strong magnetic fields. 18 Consider the Green's function G C (⑀,z,zЈ) for L C given by Here, CϭAϩiB as in ͑15͒ is a complex number, and v(z)i s given by
Note that v is real-valued, non-negative, bounded, and is 0 for sufficiently large z. To be definite, introduce a height H so that v(z)ϭ0 for zϾH. Let Re ⑀Ͼ0 and consider solutions of
͑A2͒
Since Re ⑀Ͼ0, there is always a solution with (z)→0a s z → ϱ .Call this solution ϩ (⑀,z). Further, for any ⑀ there is always a solution which satisfies the boundary condition ͑4͒ at zϭ0. Call this solution Ϫ (⑀,C,z). Let ͑the prime denotes derivatives with respect to z͒
be the Wronskian of Ϫ (⑀,C,z) and ϩ (⑀,z). Recall that W͑⑀,C͒ is independent of z and that, unless ⑀ is in the point spectrum of the operator L C , Ϫ (⑀,C,z) and ϩ (⑀,z) are linearly independent so that W(⑀,C) 0. Defining z Ͼ ϭmax͕z,zЈ͖ and z Ͻ ϭmin͕z,zЈ͖, one has, for ⑀ not in the point spectrum of
One may proceed similarly in the self-adjoint case Bϭ0 so that, using the same notation, if ⑀ is not in the point spectrum of L A one has
Here, ϩ (⑀,z) is unchanged, having nothing to do with the boundary condition at zϭ0. Ϫ (⑀,A,z) is the solution of ͑A2͒ which satisfies the boundary condition Ј(0) ϭϪA(0). Since ⑀ is not in the point spectrum of L A , Ϫ (⑀,A,z) and ϩ (⑀,z) are linearly independent. It follows that Ϫ (⑀,C,z) may be written as a linear combination
for some number ␣ depending on ⑀, A and B. Substituting into ͑A3͒, one finds
Note that if and are, respectively, the point spectrum and corresponding eigenfunctions of L C , then 1/͑Ϫ⑀͒ and are, respectively, the point spectrum and corresponding eigenfunctions of the integral operator given by
Similarly for L A and G A . Thus ͑A4͒ expresses the non-selfadjoint eigenvalue problem for L C as a perturbation of the self-adjoint eigenvalue problem for L A .
The perturbation ␣ ϩ (⑀,z) ϩ (⑀,zЈ)i n͑ A4͒ has a particularly simple form ͑it is known as a perturbation of rank one in the mathematical literature͒ which can be exploited to obtain an eigenvalue equation for L C , given that one has the Green's function G A (⑀,z,zЈ) for the self-adjoint problem. Assume that ⑀ is not in the point spectrum of either L C or L A ͑it suffices to choose Re ⑀ greater than the maximum of v). Substituting ͑A4͒ into ͑A5͒, one has
However, using L A ϪϭL A Ϫ⑀Ϫ(Ϫ⑀)
so that, substituting ͑A7͒ into ͑A6͒, multiplying on the left by (Ϫ⑀)(L A Ϫ⑀)G A (,z,zЉ), integrating, using the selfadjointness of L A Ϫ and the fact that L A and G A commute, one has, on the left side
͑A8͒
Finally, multiplying ͑A8͒ by ϩ (⑀,z), integrating, dividing by ͐ 0 ϱ ϩ (⑀,zЈ)(zЈ)dzЈ, and using ͑A7͒ again with ⑀ and exchanged, one finds
is an eigenvalue equation for L C : the set of values of which satisfy ͑A9͒ is precisely the point spectrum of L C . The value of ⑀ is arbitrary, so long as ⑀ is not an eigenvalue of either L C or L A . In particular, one may let ⑀→ϱ, significantly simplifying ͑A9͒.
To take the ⑀→ϱ limit, asymptotic forms for ϩ (⑀,z) and Ϫ (⑀,C,z) are needed. It can be shown 17 that they may be chosen to be the solutions of the integral equations Note that successive terms in these expansions are no larger in magnitude than a numerical constant times ͓v(0)H͔/ͱ⑀ times the preceding term. 
APPENDIX B: COMPUTING THE EIGENFUNCTIONS
In this appendix, the numerical procedures used to produce the eigenfunctions are described. The exponentially decreasing solutions, ϩ (⑀,z), to ͑A2͒ are obtained by solving ͑A10͒. Recall that v(z) as given by ͑A1͒ is zero for large enough z. Thus, the upper limit of integration can be chosen to be some finite value, say H. Equation ͑A10͒ is then of Volterra type and is straightforward to solve numerically. 8 Once the eigenvalues are determined, they can be substituted into ͑A10͒ to produce the corresponding eigenfunction.
In order to use the methods of Sec. III to find the eigenvalues, the eigenvalues and eigenfunctions for the Bϭ0 case are needed. For Bϭ0 the point spectrum is real. Thus, given solutions of ͑A10͒, a bisection algorithm 8, 9 can be used to find the values of ⑀ for which ϩ Ј (⑀,0)ϭϪA ϩ (⑀,0). The eigenfunctions can then be determined by substituting the resulting values for ⑀ into ͑A10͒͑ with B set to zero͒ and solving.
To produce the continuum eigenfunctions, ͑3͒ can be transformed into the integral equation that satisfies ͑4͒. This integral equation is again of Volterra type and is straightforward to solve numerically. 8 For large q the WKB ͑or Liouville-Green͒ approximation may be used. 1, 17 In this approximation, one may set In practice, the WKB approximation was used when q Ͼ0.05(/c 0 ). Once the solution has been produced, one normalizes as in ͑6͒ by choosing some height H large enough so that v(z) is zero for zуH and setting
