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GROUPES DE RENORMALISATION POUR DEUX ALGE`BRES DE HOPF
EN PRODUIT SEMI-DIRECT
MOHAMED BELHAJ MOHAMED
Re´sume´. Nous conside´rons deux alge`bres de Hopf gradue´es connexes en interaction, l’une
e´tant un comodule-coge`bre sur l’autre. Nous montrons comment de´finir l’analogue du groupe
de renormalisation et de la fonction Beˆta de Connes-Kreimer lorsque la bide´rivation de gradua-
tion est remplace´e par une bide´rivation provenant d’un caracte`re infinite´simal de la deuxie`me
alge`bre de Hopf.
Abstract : We consider two interacting connected graded Hopf algebras, the former being
a comodule-coalgebra on the latter. We show how to define analogues of Connes-Kreimer’s
renormalization group and Beta function, when the graduation operator is replaced by any
biderivation coming from an infinitesimal character of the second Hopf algebra.
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1. Introduction
D. Kreimer a montre´ a` la fin des anne´es 90 ([8]) que les graphes de Feynman en the´orie
quantique des champs s’organisent en une alge`bre de Hopf gradue´e connexe. Sur toute alge`bre
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de Hopf H de ce type il est possible de de´crire un proce´de´ de renormalisation directement
apparente´ a` l’algorithme de Bogoliubov, Parasiuk, Hepp et Zimmermann (BPHZ) ([1], [12]).
Le cadre est le suivant : pour toute alge`bre commutative unitaire A munie d’un sche´ma de
renormalisation, c’est-a`-dire d’une de´composition A = A−⊕A+ ou` A− et A+ sont deux sous-
alge`bres, avec l’unite´ dans A+, tout caracte`re ϕ : H → A admet une unique de´composition de
Birkhoff en deux caracte`res ϕ− et ϕ+ :
ϕ = ϕ∗−1− ∗ ϕ+
ou` ϕ−(Ker ε) ⊂ A− et ϕ+(H) ⊂ A+ (on de´signe par ε la counite´). L’etoile ∗ de´signe le produit
de convolution. Un exemple de sche´ma de renormalisation est donne´ par les series de Laurent
en une varianble complexe z, A+ de´signe alors C[[z]] et A− de´signe l’espace z
−1C[z−1] des
polynomes en z−1sans terme constant (sche´ma minimal). La valeur renormalise´e du caracte`re
ϕ est de´finie par ϕ+(0), qui par de´finition existe. L’operateur de graduation Y : H → H, donne´
par Y (x) = nx pour x homoge`ne de degre´ n, est une bide´rivation de H. On en de´duit une
action de C sur le groupe GA des caracte`res de H dans A = C[z
−1, z]], donne´e par :
ϕt(x)(z) = e
tz|x|ϕ(x)(z).
L’ensemble des caracte`res locaux est de´fini par :
GlocA = {ϕ ∈ GA tel que :
d
dt
(ϕt) = 0}.
Le groupe de renormalisation d’un caracte`re local ϕ [5] est de´fini par :
Ft(ϕ)(x) = lim
z−→0
(ϕ∗−1 ∗ ϕt)(x)(z).
La fonction Beˆta est le ge´ne´rateur de ce groupe a` un parame`tre :
β(ϕ)(x) :=
d
dt |t=0
Ft(ϕ)(x).
L’objectif de ce travail est de de´finir des objets analogues pour d’autres bide´rivations que
la graduation Y . Une famille de bide´rivations apparaˆıt dans la situation suivante : On sup-
pose qu’il existe une deuxie`me alge`bre de Hopf gradue´e connexe K interagissant avec H. Plus
pre´cise´ment on suppose qu’il existe une coaction Φ : H −→ K⊗H qui est en meˆme temps un
morphisme d’alge`bres gradue´es, et telle que :
(1) (IdK⊗∆H) ◦ Φ = m
1,3 ◦ (Φ⊗ Φ) ◦∆H,
ou` m1,3 : K ⊗H⊗K⊗H −→ K⊗H⊗H est de´fini par :
m1,3(a⊗ b⊗ c⊗ d) = ac⊗ b⊗ d,
et Φ s’exprime en notation de Sweedler pour tout x ∈ H par :
(2) Φ(x) =
∑
(x)
x0 ⊗ x1 = 1K ⊗ x+
∑
(x)
x(
′) ⊗ x(
′′).
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Cette situation se rencontre naturellement dans le cas de l’alge`bre de Hopf HCK des arbres
enracine´s [2], et dans le cas plus ge´ne´ral de l’alge`bre de Hopf des graphes de Feynman oriente´s
sans cycles [10]. Le groupe GKA des caracte`res de K (a` valeurs dans A) agit alors par automor-
phismes sur le groupe GA des caracte`res de H. Tout caracte`re infinite´simal α : K → A de´finit
alors une bide´rivation Bα de l’alge`bre de Hopf H, qui peut jouer le roˆle de la graduation Y .
Nous montrons que les caracte`res locaux, le groupe de renormalisation et le fonction Beˆta
peuvent eˆtre de´finis de la meˆme manie`re que pour la bide´rivation Y . Soit S l’antipode de
l’alge`bre de Hopf H. L’analogue ϕ 7−→ ϕ ◦ Eα de la composition a` droite par l’operateur de
Dynkin S ∗ Y n’est toutefois pas une bijection des caracte`res de H vers les caracte`res infini-
tise´maux. Cela vient du fait que KerBα est non trivial (il contient tous les e´le´ments primitifs),
contrairement a` Ker Y qui se re´duit a` l’unite´ de H.
Remerciements : Je remercie vivement mes directeurs de the`se Mrs Dominique Manchon
et Mohamed Selmi. Le pre´sent travail be´ne´ficie du soutien du projet CMCU Utique Nume´ro
12G1502.
2. Rappels sur les alge`bres de Hopf et la renormalisation
2.1. Alge`bres, coge`bres et bige`bres. Dans toute la suite, on de´signe par k un corps.
De´finition 1. Une k-alge`bre unitaire est un triplet (A;m; u) ou` A est un k-espace vectoriel et
m : A⊗A −→ A, u : k −→ A,
sont deux applications line´aires satisfaisant les deux axiomes suivants :
(1) Associativite´ :
m ◦ (m⊗ Id) = m ◦ (Id⊗m).
(2) Unite´ :
m ◦ (u⊗ Id) = Id = m ◦ (Id⊗ u).
De´finition 2. Une coge`bre co-unitaire est un triplet (C; ∆; ε) ou` C est un k-espace vectoriel et
∆ : C −→ C ⊗ C (coproduit), ε : C −→ k (counite´) sont deux applications line´aires satisfaisant
les deux axiomes suivants :
(1) Coassociativite´ :
(∆⊗ Id) ◦∆ = (Id⊗∆) ◦∆.
(2) Counite´ :
(ε⊗ Id) ◦∆ = IdC = (Id⊗ ε) ◦∆.
Notation de Sweedler. Le coproduit d’un e´le´ment est donc une somme finie d’e´le´ments
inde´composables. Pour de´crire le coproduit, on utilise la notation suivante :
(3) ∆(x) =
∑
(x)
x1 ⊗ x2.
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De´finition 3. Une bige`bre est une famille (H, m, u,∆, ε) telle que :
(1) (H, m, u) est une alge`bre unitaire.
(2) (H,∆, ε) est une coge`bre co-unitaire.
(3) ∆ et ε sont des morphismes d’alge`bres unitaires ou, de manie`re e´quivalente m et u sont
des morphismes de coge`bres co-unitaires.
2.2. Dual gradue´. Soit V =
⊕
n≥0 Vn un espace gradue´. Soit n ≥ 0. Alors V
∗
n s’identifie au
sous espace suivant de V ∗ :
V ∗n ≈ {f ∈ V
∗/f(Vk)(0) si k 6= n}.
Par la suite, on identifiera les deux et on pourra e´crire V ∗n ⊆ V
∗.
De´finition 4. Soit V un espace gradue´. Le dual gradue´ de V est le sous-espace suivant de V ∗ :
V ◦ :=
∞⊕
n=0
V ∗n .
Remarque 1. Lorsque chaque Vn est de dimension finie, V
◦◦ est isomorphe a` V comme espace
gradue´.
2.3. Convolution et alge`bres de Hopf.
Proposition 1. Soit C = (C; ∆; ε) une coge`bre co-unitaire et A = (A;m; u) une alge`bre uni-
taire. L’espace vectoriel Hom(C,A) est munie d’une structure d’alge`bre de la manie`re suivante :
si f, g ∈ Hom(C,A),
f ∗ g = m ◦ (f ⊗ g) ◦∆.
Autrement dit, pour tout x ∈ C :
f ∗ g(x) =
∑
(x)
f(x1)g(x2).
Ce produit est appele´ produit de convolution. L’unite´ est l’application i : x −→ ε(x)1A.
De´finition 5. Soit H une bige`bre. On dira que H est une alge`bre de Hopf si IdH posse`de un
inverse dans l’alge`bre de convolution Hom(H,H). L’unique inverse de IdH est appele´ antipode
de H et il est note´ en ge´ne´ral S. Autrement dit, H est une alge`bre de Hopf s’il existe une
application line´aire S : H −→ H telle que le diagramme suivant commute :
H⊗H
S⊗IdH
// H⊗H
m
##●
●●
●●
●●
●●
H
∆
;;✇✇✇✇✇✇✇✇✇ ε
//
∆
##●
●●
●●
●●
●●
k
u
// H
H⊗H
IdH⊗S
// H⊗H
m
;;✇✇✇✇✇✇✇✇✇
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Autrement dit, pour tout x ∈ H :∑
(x)
S(x1)x2 = ε(x)1 =
∑
(x)
x1S(x2).
Proposition 2. ( [11] ) Soit (H, m, u,∆, ε, S) une alge`bre de Hopf, alors on a :
(1) S ◦ u = u et ε ◦ S = ε.
(2) S est un antimorphisme d’alge`bres et un antimorphisme de coge`bres, i.e. si τ est la volte
on a :
m ◦ (S ⊗ S) ◦ τ = S ◦m, τ ◦ (S ⊗ S) ◦∆ = ∆ ◦ S.
(3) Si H est commutative ou cocommutative, alors S2 = IdH.
De´finition 6. SoitH une alge`bre de Hopf et A une alge`bre commutative. On dit que ϕ : H → A
est un caracte`re si ϕ(1) = 1 et pour tout x, y ∈ H on a : ϕ(xy) = ϕ(x)ϕ(y), et on dit que
ϕ : H → A est un caracte`re infinite´simal si ϕ(1) = 0 et pour tout x, y ∈ H on a :
ϕ(xy) = ϕ(x)e(y) + e(x)ϕ(y),
ou` e = u ◦ ε.
2.4. Alge`bres de Hopf gradue´es connexes. On suppose pour toute la suite que le corps k
est de caracte´ristique ze´ro. Une alge`bre de Hopf gradue´e sur k est un k-espace vectoriel gradue´ :
H =
⊕
n≥0
Hn
muni d’un produit m : H ⊗ H −→ H, un coproduit ∆ : H −→ H ⊗ H, le tout verifiant les
axiomes d’une alge`bre de Hopf [11], et tel que :
m(Hp ⊗Hq) ⊂ Hp+q,
∆(Hn) ⊂
⊕
p+q=n
Hp ⊗Hq,
S(Hn) ⊂ Hn.
Une alge`bre de Hopf gradue´e H sur k est dite connexe si sa partie homoge`ne de degre´ ze´ro est
de dimension un, c’est-a`-dire re´duite a` k.1, ou` 1 = u(1) de´signe l’unite´. La donne´e d’une telle
alge`bre de Hopf H, lorsqu’elle est de plus commutative, e´quivaut a` la donne´e du sche´ma en
groupes pro-nilpotents qui a` toute alge`bre commutative unitaire A associe le groupe GA des
caracte`res de H a` valeurs dans A. Le the´ore`me de Cartier-Milnor-Moore permet de re´cupe´rer
l’alge`bre de Hopf H comme le dual gradue´ de l’alge`bre enveloppante U(gk) ou` gk est l’alge`bre
de Lie du groupe Gk, qui peut se voir comme l’ensemble des caracte`res infinite´simaux de
H a` valeurs dans k. Les alge`bres de Hopf gradue´es connexes (commutatives ou non) sont
particulie`rement bien adapte´es aux raisonnements par re´currence sur le degre´. Cela vient du
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fait que pour tout e´le´ment x homoge`ne de degre´ n dansH on peut e´crire en utilisant la notation
de Sweedler :
∆x = x⊗ 1+ 1⊗ x+
∑
(x)
x′ ⊗ x′′
ou` les x′ et x′′ sont homoge`nes de degre´ compris entre 1 et n− 1. En particulier l’antipode est
donne´ gratuitement par l’une des deux formules de re´currence ci-dessous :
(4) S(x) = −x−
∑
(x)
S(x′)x′′
(5) S(x) = −x−
∑
(x)
x′S(x′′).
D. Kreimer a le premier observe´ que les graphes de Feynman d’une the´orie quantique des
champs donne´e s’organisent en une alge`bre de Hopf commutative gradue´e connexe [8]. Les
re`gles de Feynman re´gularise´es fournissent un caracte`re de cette alge`bre de Hopf a` valeurs
dans une alge`bre de fonctions, par exemple l’alge`bre des fonctions me´romorphes d’une variable
complexe dans le cas de la re´gularisation dimensionnelle.
Nous pouvons maintenant expliquer comment renormaliser un caracte`re ϕ d’une alge`bre de
Hopf gradue´e connexe : Il faut pour cela que ϕ soit a` valeurs dans une alge`bre commutative
unitaire A munie d’un sche´ma de renormalisation, c’est-a`-dire d’une de´composition :
(6) A = A− ⊕A+,
ou`A− et A+ sont deux sous-alge`bres de A, avec 1A ∈ A+. Le sche´ma minimal e´voque´ plus haut
correspond au cas ou` A est l’alge`bre (sur k = C) des fonctions me´romorphes d’une variable, A+
est la sous-alge`bre des fonctions qui sont holomorphes en un z0 fixe´, et A− est la sous-alge`bre
des polynoˆmes en (z−z0)
−1 sans terme constant. L’espace des applications line´aires de H dans
A est muni du produit de convolution, donne´ par :
(7) ϕ ∗ ψ = mA ◦ (ϕ⊗ ψ) ◦∆.
Il est facile de ve´rifier que l’espace des caracte`res de H a` valeurs dans A est un groupe pour
le produit de convolution. L’ele´ment neutre e est donne´ par e(1) = 1A et e(x) = 0 si x est
homoge`ne de degre´ ≥ 1. L’inverse est donne´ par la composition a` droite avec l’antipode :
(8) ϕ∗−1 = ϕ ◦ S.
Chaque caracte`re ϕ admet une unique de´composition de Birkhoff :
(9) ϕ = ϕ∗−1− ∗ ϕ+
compatible avec le sche´ma de renormalisation choisi, c’est-a`-dire telle que ϕ+ prenne ses valeurs
dans A+ et telle que ϕ−(x) ∈ A− pour tout x homoge`ne de degre´ ≥ 1. Les composantes ϕ+
et ϕ− sont donne´es par des formules re´cursives assez simples : si on note π la projection sur
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A− paralle`lement a` A+, et si on suppose que ϕ−(x) et ϕ+(x) sont connus pour x de degre´
k ≤ n− 1, on a alors pour tout x ∈ Hn :
(10) ϕ−(x) = −π
ϕ(x) +∑
(x)
ϕ−(x
′)ϕ(x′′)
 ,
(11) ϕ+(x) = (I − π)
ϕ(x) +∑
(x)
ϕ−(x
′)ϕ(x′′)
 .
On appelle ϕ+(x) le caracte`re renormalise´ et ϕ−(x) le caracte`re des contretermes. Le fait
remarquable que les deux composantes ϕ+ et ϕ− soient encore des caracte`res de H a` valeurs
dans A provient de la proprie´te´ de Rota-Baxter [6] ve´rifie´e par la projection π :
(12) π(a)π(b) = π(π(a)b+ aπ(b)− ab)
De´finition 7. Soit H une alge`bre de Hopf gradue´e connexe sur le corps C des complexes, et
soit ϕ un caracte`re de H a` valeurs dans l’alge`bre A des fonctions me´romorphes, munie du
sche´ma de renormalisation minimal en z0. Alors le caracte`re a` valeurs scalaires donne´ par
x 7−→ ϕ+(x)(z0) de´finit la valeur renormalise´e du caracte`re ϕ en z0.
L’application line´aire b(ϕ) : H −→ A donne´e par b(ϕ)(1) = 0 et pour tout x ∈ H par :
b(ϕ)(x) = ϕ(x) +
∑
(x)
ϕ−(x
′)ϕ(x′′),
est nomme´e pre´paration de Bogoliubov et s’e´crit b(ϕ) = ϕ−∗(ϕ−e). Les formules de re´currence
(10) et (11) s’e´crivent de manie`re plus compacte :
ϕ− = e+ P (ϕ− ∗ λ)
= e+ P (λ) + P (P (λ) ∗ λ) + ........ + P (P (...P (︸ ︷︷ ︸
nfois
λ) ∗ λ).... ∗ λ) + ....
et :
ϕ+ = e + P˜ (ϕ+ ∗ ξ)
= e + P˜ (ξ) + P˜ (P˜ (ξ) ∗ ξ) + ........ + P˜ (P˜ (...P˜ (︸ ︷︷ ︸
nfois
ξ) ∗ ξ).... ∗ ξ) + ....
avec λ := e − ϕ, ξ := e − ϕ−1, et ou` P et P˜ sont les projections sur L(H,A) de´finies par
P (λ) = π ◦ λ et P˜ (ξ) = (I − π) ◦ ξ, respectivement. A. Connes et D. Kreimer ont montre´
dans [4] que lorsque H est l’alge`bre de Hopf des graphes de Feynman associe´s a` une the´orie
des champs renormalisable, cette de´finition de la renormalisation compatible avec l’algorithme
BPHZ des physiciens (tel qu’il est expose´ par exemple dans [3]).
8 MOHAMED BELHAJ MOHAMED
3. Deux alge`bres de Hopf gradue´es connexes en interaction
On se placera dans le cadre suivant : H et K sont deux alge`bres de Hopf gradue´es connexes
commutatives et Φ : H −→ K⊗H une coaction a` gauche qui est en meˆme temps un morphisme
d’alge`bres gradue´es, et telle que le diagramme suivant commute :
H
∆

Φ
// K ⊗H
I⊗∆

H⊗H
Φ⊗Φ

K ⊗H⊗K ⊗H
m13
// K ⊗H⊗H
i.e :
(13) (IdK⊗∆H) ◦ Φ = m
1,3 ◦ (Φ⊗ Φ) ◦∆H,
ou` m1,3 : K ⊗H⊗K⊗H −→ K⊗H⊗H est de´fini par :
m1,3(a⊗ b⊗ c⊗ d) = ac⊗ b⊗ d,
et Φ s’exprime en notation de Sweedler pour tout x ∈ H par :
(14) Φ(x) =
∑
(x)
x0 ⊗ x1 = 1K ⊗ x+
∑
(x)
x(
′) ⊗ x(
′′),
avec : 1 ≤
∣∣x(′′)∣∣ ≤ | x | − 1 et ∣∣x(′′)∣∣ + deg x(′) = | x | ou` |...| de´signe le degre´ dans H et deg
de´signe le degre´ dans K. Le cadre ci-dessus est inspire´ par les deux exemples suivants :
3.1. Les arbres enracine´s. D. Calaque, K. Ebrahimi-Fard et D. Manchon ont etudie´ l’alge`bre
de Hopf H de Connes-Kreimer gradue´e suivant le nombre de sommets, dans [2], comme como-
dule sur une alge`bre de Hopf K d’arbres enracine´s gradue´e suivant le nombre d’areˆtes. Cette
structure est de´finie de la fac¸on suivante : Pour tout arbre non vide t on a :
Φ(t) = ∆K(t) =
∑
s⊆t
s⊗ t/s,
ou` la notation s ⊆ t exprime le fait que s est une sous foreˆt de l’arbre t, c-a`-d s est soit la foreˆt
triviale , ou une collection (t1, · · · , tn) de sous-arbres disjoints de t, chacun d’eux contenant
au moins une areˆte. En particulier, deux sous-arbres d’une sous foreˆt ne peuvent avoir aucun
sommet en commun, et t/s est l’arbre obtenu par contraction des composantes connexes de
s en un sommet, et pour 1 on a : Φ(1) = ⊗ 1. On peut e´crire Φ(t) encore de la manie`re
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suivante :
Φ(t) = ∆K(t) =
∑
s⊆t
s⊗ t/s
= ⊗ t+
(
t⊗ +
∑
s sous-foreˆt propre de t
s⊗ t/s
)
,
ce qui montre que la formule (14) est ve´rifie´e.
Le the´ore`me suivant donne la relation entre cette structure de comodule et le coproduit de
Connes-Kreimer ∆H de´fini par :
(15) ∆H(t) = t⊗ 1+ 1⊗ t+
∑
c∈Adm(t)
P c(t)⊗ Rc(t),
ou` Adm(t) designe l’ensemble des coupes admissibles d’une foreˆt t (rappelons qu’une coupe
admissible de t est une coupe non vide tel que tout trajet d’un sommet de t vers un autre
ne rencontre au plus qu’une seule coupe e´le´mentaire). Une coupe admissible envoie t vers un
couple (P c(t), Rc(t)) telle que Rc(t) est la composante connexe de la racine de t apre`s la coupe,
et P c(t) est la foreˆt forme´e par les autres composantes connexes. (Voir [2] et [7]).
The´ore`me 1. [2] L’identite´ suivante est ve´rifie´e :
(16) (IdK⊗∆H) ◦ Φ = m
1,3 ◦ (Φ⊗ Φ) ◦∆H,
ou` m1,3 : K ⊗H⊗K⊗H −→ K ⊗H⊗H est de´finie par :
(17) m1,3(a⊗ b⊗ c⊗ d) = ac⊗ b⊗ d.
3.2. Les graphes de Feynman oriente´s sans cycle. Un graphe de Feynman oriente´ est
un graphe oriente´ (non plan) avec un nombre fini de sommets et d’areˆtes, qui peuvent eˆtre
internes ou externes. Une areˆte interne est une areˆte connecte´e aux deux extre´mite´s a` un som-
met, une areˆte externe est une areˆte avec une extre´mite´ ouverte, l’autre extre´mite´ e´tant relie´e
a` un sommet.
Un cycle dans un graphe de Feynman oriente´ est une collection finie d’areˆtes oriente´es in-
ternes (e1, ..., en) tels que le but de ek coincide avec la source de ek+1 pour tout k = 1, ..., n
modulo n.
Pour toute partie non vide P de l’ensemble V(Γ) des sommets de Γ, le sous graphe Γ(P ) est
de´fini comme suit : les areˆtes internes de Γ(P ) sont les areˆtes internes de Γ avec source et but
dans P , et les areˆtes externes sont les areˆtes externes de Γ avec la source ou le but dans P ,
ainsi que les areˆtes internes de Γ avec une extre´mite´ dans P et l’autre extre´mite´ hors de P .
Un sous-graphe couvrant de Γ est un graphe de Feynman oriente´ γ (pas forcement connexe),
donne´ par une collection Γ(P1), ...,Γ(Pn) de sous-graphes connexes telle que Pj ∩ Pk = ∅ pour
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j 6= k, et telle que tout sommet de Γ appartient a` un certain Pj pour j ∈ {1, ..., n}.
Pour tout sous-graphe couvrant γ, le graphe contracte´ Γ/γ est de´fini par contraction de
toutes les composantes connexes de γ sur un point. On dira qu’un sous-graphe couvrant γ de
Γ est compatible avec l’ordre partiel si le graphe contracte´ Γ/γ est sans cycle.
Les graphes de Feynman oriente´s sans cycles engendrent a` la fois une alge`bre de Hopf H
(gradue´e suivant le nombre des sommets) et une bige`bre K˜ (gradue´e suivant le nombre des
areˆtes internes) [10]. La coaction a` gauche de K˜ sur H est de´finie par :
Φ˜(1H) = 1K˜ ⊗ 1H,
et pour tout graphe non vide Γ par :
Φ˜(Γ) = ∆K˜(Γ) =
∑
γ sous graphe couvrant de Γ
compatible avec l’ordre partiel
γ ⊗ Γ/γ.
Le coproduit sur H est de´fini pour tout graphe oriente´ sans cycle Γ par :
(18) ∆H(Γ) =
∑
V1∪V2=V(Γ),V1≺V2
Γ(V1)⊗ Γ(V2),
ou` l’ine´galite´ V1 ≺ V2 signifie que pour tout v1 ∈ V1 et v2 ∈ V2 avec v1 et v2 comparable, on a
v1 ≺ v2 dans l’ensemble partiellement ordonne´ des sommets de Γ note´ V(Γ).
D’apre`s [10, Theorem 2] le coproduit ∆H et la coaction Φ˜ ve´rifient bien :
(19) (IdK˜⊗∆H) ◦ Φ˜ = m
1,3 ◦ (Φ˜⊗ Φ˜) ◦∆H.
En quotientant par l’ide´al engendre´ par les e´le´ments Γ − 1K˜ ou` Γ est un graphe sans areˆtes
internes, la bige`bre K˜ donne naissance a` une alge`bre de Hopf gradue´e connexe K, et la coaction
Φ de´duite de Φ˜ par passage au quotient ve´rifie la formule (13). La coaction Φ s’e´crit alors :
Φ(Γ) = 1K˜ ⊗ Γ +
Γ⊗ + ∑
γ sous graphe couvrant propre de Γ
compatible avec l’ordre partiel
γ ⊗ Γ/γ
 ,
et verifie bien la formule (14).
3.3. Groupes de caracte`res. On rappelle ici que A est l’alge`bre (sur k = C) des fonctions
me´romorphes d’une variable, A+ est la sous-alge`bre des fonctions qui sont holomorphes en un
z0 fixe´, et A− est la sous-alge`bre des polynoˆmes en (z− z0)
−1 sans terme constant. On de´signe
par GA (resp. G
K
A) le groupe des caracte`res de H (resp. de K) a` valeurs dans A , GA+ (resp.
GKA+ ) le groupe des caracte`res de H (resp. de K) a` valeurs dans A+ et Gc (resp. G
K
c ) le groupe
des caracte`res de H (resp. de K) a` valeurs constants.
Remarque 2. Dans toute la suite on utilise des notations similaires (gA, g
K
A, gA+ , g
K
A+
, gc,
g
K
c ) pour les alge`bres de Lie des caracte`res infinite´simaux associe´es aux groupes des caracte`res.
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Tout α ∈ GKA+ s’e´crit sous la forme exp
⋆X ou` X ∈ gKA. On de´finit la bijection Z par :
Z : GKA −→ G
K
A
exp⋆X 7−→ exp⋆zX
ou` exp⋆zX est de´fini par :
exp⋆zX(x) =
∑
n≥0
zn
n!
X⋆n(x),
pour tout x ∈ K. L’inverse de Z est donne´ par la formule suivante :
Z−1(exp⋆X)(x) = exp⋆z−1X(x) =
∑
n≥0
z−n
n!
X⋆n.
Remarque 3. La somme pre´ce´dente est finie car elle s’arreˆte a` n = |x| ou` |x| de´signe le degre´
de x.
Pour tout g, g′ ∈ GKA on pose :
g⋆zg
′ := Z−1(Z(g) ⋆ Z(g′)).
De´finition 8. L’action de GKA sur GA est de´finie pour tout g ∈ G
K
A, ϕ ∈ GA, x ∈ H et z ∈ C
par :
(g⋆zϕ)(x)(z) := (Z(g) ⋆ ϕ)(x)(z).
Cette formule de´finit bien une action. En effet pour tout g, g′ ∈ GKA, ϕ ∈ GA on a :
g⋆z(g
′⋆zϕ) = Z(g) ⋆ (g
′⋆zϕ)
= Z(g) ⋆ (Z(g′) ⋆ ϕ)
= (Z(g) ⋆ Z(g′)) ⋆ ϕ
= Z(g⋆zg
′) ⋆ ϕ
= (g⋆zg
′)⋆zϕ.
Proposition 3. Soit α : K −→ A+ une transformation line´aire. L’application Bα : H −→ H
de´finie par :
Bα = (α⊗ IdH) ◦ Φ
i.e :
(20) Bα(x) =
∑
(x)
< α, x1 > x0
satisfait l’identite´ :
(21) ∆H ◦Bα = Btmα ◦∆H,
ou` tm : K∗ → (K ⊗K)∗ est de´fini par : tm(α)(x⊗ y) := α(xy) et
Btmα := (
tmα ⊗ IdH⊗ IdH) ◦ τ2,3 ◦ (Φ⊗ Φ).
12 MOHAMED BELHAJ MOHAMED
En particulier si α ∈ K◦ alors tmα =
∑
(α) α1 ⊗ α2 ∈ K
◦ ⊗K◦ et :
(22) ∆H ◦Bα =
∑
(α)
(Bα1 ⊗ Bα2) ◦∆H.
Preuve. L’ope´rateur Bα est la transpose´e de l’ope´rateur de multiplication a` gauche
Lα : H
◦ → H◦
donne´e par la structure de H◦-module a` gauche (i.e. Lα(b) = α ⋆ b). De meˆme, si α ∈ K
◦ alors
tmα ∈ K◦ ⊗K◦, et Btmα est la transpose´e de l’ope´rateur de multiplication a` gauche
Ltmα : H
◦ ⊗H◦ →H◦ ⊗H◦.
La structure de H◦ ⊗H◦-module a` gauche donne´e par la transpose´e de Φ˜ = τ2,3 ◦ (Φ⊗ Φ), ou`
la notation τ2,3 de´signe la permutation des deux termes interme´diaires, i.e :
τ2,3(a⊗ b⊗ c⊗ d) = a⊗ c⊗ b⊗ d.
La preuve de la proposition est un calcul direct base´ sur la de´finition de la coaction Φ :
∆H ◦Bα = ∆H ◦ (α⊗ Id) ◦ Φ
= (α⊗ Id⊗ Id) ◦ (Id⊗∆H) ◦ Φ
= (α⊗ Id⊗ Id) ◦m1,3 ◦ (Φ⊗ Φ) ◦∆H
= (tmα⊗ Id⊗ Id) ◦ τ2,3 ◦ (Φ⊗ Φ) ◦∆H
= Btmα ◦∆H.

Proposition 4. Si α : K −→ A est un caracte`re infinite´simal de K alors l’ope´rateur Bα est
une bide´rivation de l’alge`bre de Hopf H.
Preuve. Le fait que Bα est une code´rivation de´coule imme´diatement de la proposition 3 et du
fait que α est infinite´simal. Montrons maintenant que Bα est une de´rivation. Soient x, y ∈ H :
Bα(xy) =
∑
(xy)
< α, (xy)1 > (xy)0
=
∑
(x)
∑
(y)
< α, x1y1 > x0y0
=
∑
(x)
∑
(y)
(< α, x1 > e(y1)+ < α, y1 > e(x1))x0y0
=
∑
(x)
< α, x1 > x0y0 +
∑
(y)
< α, y1 > x0y0
= Bα(x)y + xBα(y).
Ce qui prouve que Bα est une de´rivation. 
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Corollaire 1. Si α : K −→ A est un caracte`re infinite´simal de K, alors ϕ 7−→ ϕ ◦Bα = α ⋆ ϕ
est une de´rivation de l’alge`bre de Hopf L(H,A) pour le produit de convolution.
Preuve. Soient ϕ, ψ ∈ GA.
α ⋆ (ϕ ∗ ψ) =
∑
(α)
(α1 ⋆ ϕ) ∗ (α2 ⋆ ψ).
Comme α est un caracte`re infinite´simal, alors il est primitif pour tm. On a donc :
tm(α) = α⊗ 1K◦ + 1K◦ ⊗ α.
D’ou` : α ⋆ (ϕ ∗ ψ) = (α ⋆ ϕ) ∗ ψ + ϕ ∗ (α ⋆ ψ). 
4. Groupe de renormalisation
Pour tout α ∈ g
A+
K , on obtient un groupe a` un parame`tre θt,α d’automorphismes de GA
de´fini pour tout ϕ ∈ GA par :
(23) θt,α(ϕ)(x)(z) = (exp
⋆tzα ⋆ ϕ)(x)(z).
La formule (23) de´finit e´galement un sous-groupe a` un parame`tre d’automorphismes de l’alge`bre
(L(H,A), ∗). On note :
(24) ϕt,α := θt,α(ϕ).
En termes de de´composition de Birkhoff ϕt,α s’e´crit :
ϕt,α = (ϕt,α)
∗−1
− ∗ (ϕt,α)+.
On note GαA l’ensemble des caracte`res ϕ de H a` valeurs dans A qui ve´rifient :
d
dt
(ϕt,α)− = 0.
Proposition 5. Pour tout α ∈ gA+K , l’e´quation :
(25) α ⋆ ϕ = ϕ ∗ γ
de´finit une application :
R˜α : GA −→ gA
ϕ 7−→ γ
Preuve. Pour x = 1H : γ(1H) = 0 et pour |x| = 1 l’e´quation (25) s’e´crit en utilisant la notation
de Sweedler :
α(1K)ϕ(x) = ϕ(x)γ(1H) + ϕ(1H)γ(x).
Le fait que α(1K) = γ(1H) = 0 implique que γ(x) = 0 et pour x ∈ Ker ε, l’e´quation (25) s’e´crit
en utilisant la notation de Sweedler :
α(1K)ϕ(x) +
∑
x
α(x(
′))ϕ(x(
′′)) = γ(x) +
∑
(x)
ϕ(x′)γ(x′′).
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Donc : γ(x) =
∑
x
α(x(
′))ϕ(x(
′′))−
∑
(x)
ϕ(x′)γ(x′′).
Ce qui nous permet de de´finir γ(x) par re´currence sur le de´gre´ de x′′. Soient ϕ ∈ GA et
x, y ∈ H.
γ(xy) = ϕ∗−1 ∗ (α ⋆ ϕ)(xy)
= ϕ∗−1 ∗ (ϕ ◦Bα)(xy)
=
∑
(xy)
ϕ∗−1((xy)1)ϕ ◦Bα((xy)2)
=
∑
(x)(y)
ϕ∗−1(x1y1)ϕ ◦Bα(x2y2)
=
∑
(x)(y)
ϕ∗−1(x1)ϕ
∗−1(y1)ϕ(Bα)(x2)y2 + x2Bα(y2))
=
∑
(x)(y)
ϕ∗−1(x1)ϕ
∗−1(y1)(ϕ ◦Bα(x2)ϕ(y2) + ϕ(x2)ϕ ◦Bα(y2))
= ϕ∗−1 ∗ (ϕ ◦Bα)(x)e(y) + e(x)ϕ
∗−1 ∗ (ϕ ◦Bα)(y)
= γ(x)e(y) + e(x)γ(y).
D’ou` γ est un caracte`re infinite´simal. 
Proposition 6. Soit :
Rα : gA −→ gA
a 7−→ γ
Alors on a : R˜α(ϕ) = ϕ
∗−1 ∗ (α ⋆ ϕ) et Rα(a) = e
∗−a ∗ (α ⋆ e∗a).
Preuve. R˜α(ϕ) = γ alors en utilisant l’e´quation (25) on ontient : α ⋆ ϕ = ϕ ∗ γ, d’ou` :
R˜α(ϕ) = ϕ
∗−1 ∗ (α ⋆ ϕ)
Comme : Rα = R˜α ◦ exp on obtient imme´diatement d’apre`s le re´sultat ci dessus :
Rα(a) = e
∗−a ∗ (α ⋆ e∗a).

Remarque 4. Si α = 0 alors on a : θt,α(ϕ) = ϕ et R˜α ≡ 0.
4.1. L’ope´rateur Eα. Soit H une alge`bre de Hopf gradue´e connexe, pour tout α ∈ g
A+
K on
de´finit l’ope´rateur Eα par :
Eα := S ∗Bα,
ou` S est l’antipode de H.
Proposition 7. Si H une alge`bre de Hopf gradue´e connexe commutative la correspondance
R˜α se re´duit a` la composition a` droite avec Eα, i.e : R˜α(ϕ) = ϕ ◦ Eα.
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Preuve.
ϕ ◦Eα = ϕ ◦ (S ∗Bα)
= (ϕ ◦ S) ∗ (ϕ ◦Bα)
= ϕ∗−1 ∗ (α ⋆ ϕ)
= R˜α(ϕ).

Proposition 8.
Rα(a) =
∫ 1
0
e∗−sa ∗ (a ◦Bα) ∗ e
∗sads =
1− e−ad a
ad a
.(a ◦Bα).
Preuve. Pour tout u ∈ C nous avons :
e∗ua ◦Bα = e
∗ua ∗ Rα(ua).
On pose u = t + s et on utilise la proprie´te´ de groupe e∗(t+s)a = e∗ta ∗ e∗sa. En utilisant la
proprie´te´ de de´rivation :
(e∗ta ∗ e∗sa) ◦Bα = (e
∗ta ◦Bα) ∗ e
∗sa + e∗ta ∗ (e∗sa ◦Bα).
On trouve :
e∗(t+s)a ◦Bα = e
∗(t+s)a ∗ (Rα(sa) + e
∗−sa ∗ Rα(ta) ∗ e
∗sa).
En posant γ(t) = Rα(ta) : L’e´quation pre´ce´dente devient :
γ(t + s) = γ(s) + e∗−sa ∗ γ(t) ∗ e∗sa.
Nous avons γ(0) = 0. En de´rivant l’e´quation pre´ce´dente par rapport a` s et prenant s = 0, on
obtient :
γ˙(t) = γ˙(0) + [γ(t), a].
On de´rive l’e´quation pre´ce´dente par rapport a` t on a :
γ¨(t) = [γ˙(t), a].
La solution de cette e´quation diffe´rentielle du premier ordre est donne´e par :
γ˙(t) = e∗−ta ∗ γ˙(0) ∗ e∗ta.
En de´rivant l’egalite´ e∗ta ◦Bα = e
∗ta ∗ γ(t) a` t = 0 on obtient imme´diatement :
γ˙(0) = a ◦Bα.
On inte`gre puis on prend t = 1, ce qui prouve la proposition. 
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4.2. Fonction βα. On de´signe par G
α
A−
l’ensemble des e´le´ments ϕ ∈ GαA tels que ϕ = ϕ
∗−1
− .
Comme la composition a` droite avec Bα est une de´rivation pour le produit de convolution,
l’application R˜α ve´rifie la proprie´te´ de cocycle :
(26) R˜α(ϕ ∗ ψ) = R˜α(ψ) + ψ
∗−1 ∗ R˜α(ϕ) ∗ ψ.
De´finition 9. Pour toute ϕ ∈ L(H,A), nous associons une forme line´aire Resϕ sur H par
extraction du coefficient de z−1 : plus pre´cise´ment, si nous avons pour tout x ∈ H et pour tout
z dans un voisinage de 0 :
ϕ(x)(z) =
+∞∑
n=−N
ϕn(x)z
n,
avec ϕn(x) ∈ C, alors :
Resϕ(x) := ϕ−1(x).
The´ore`me 2. (1) Pour tout ϕ ∈ GA il y a une famille a` un parame`tre ht,α dans GA telle
que : ϕt,α = ϕ ∗ ht,α et on a :
(27) h˙t,α =
d
dt
ht,α = ht,α ∗ zR˜α(ht,α) + zR˜α(ϕ) ∗ ht,α.
(2) zR˜α se restreint en une application de G
α
A dans g
A∩L(H,A+). Par ailleurs zR˜α envoie
GαA− sur l’ensemble des e´le´ments de g
A a` valeurs constantes.
(3) Pour tout ϕ ∈ GαA, le terme constant de ht,α defini par :
Ft,α(ϕ)(x) = lim
z−→0
ht,α(x)(z)
est un sous-groupe a` un parame`tre de GA ∩ L(H,C).
Preuve. (1) Pour tout ϕ ∈ GA on e´crit : ϕt,α = ϕ ∗ ht,α pour tout ht,α dans GA.
D’une part en de´rivant l’expression ci-dessus par rapport a` t on a : ϕ˙t,α = ϕ ∗ h˙t,α
D’autre part en de´rivant la formule (23) par rapport a` t on obtient :
ϕ˙t,α = zα ⋆ ϕt,α
= ϕt,α ∗ zR˜α(ϕ),
d’ou` :
ϕ ∗ h˙t,α = ϕt,α ∗ zR˜α(ϕt,α)
= ϕ ∗ ht,α ∗ zR˜α(ϕ ∗ ht,α).
R˜α verifie la proprie´te´ de cocycle (26), donc on a :
ϕ ∗ h˙t,α = ϕ ∗ ht,α ∗ z
(
R˜α(ht,α) + h
∗−1
t,α ∗ R˜α(ϕ) ∗ ht,α
)
= ϕ ∗ ht,α ∗ zR˜α(ht,α) + ϕ ∗ zR˜α(ϕ) ∗ ht,α.
Donc :
h˙t,α = ht,α ∗ zR˜α(ht,α) + zR˜α(ϕ) ∗ ht,α.
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(2) Soit ϕ ∈ GαA. La de´composition de Birkhoff de ϕt,α s’e´crit :
ϕt,α = (ϕt,α)
∗−1
− ∗ (ϕt,α)+
= (ϕ−)
∗−1 ∗ (ϕt,α)+
= (ϕ ∗ ϕ∗−1+ ) ∗ (ϕt,α)+
= ϕ ∗ ht,α.
Donc ht,α ∈ GA+ . Alors en e´crivant la formule (27) a` t = 0, on montre que zR˜α(ϕ)
appartient a` gA ∩ L(H,A+), ce qui prouve la premie`re partie.
En e´crivant l’e´quation (27) a` t = 0 on obtient :
(28) zR˜α(ϕ) = h˙α(0) =
d
dt |t=0
(ϕt,α)+.
Pour ϕ ∈ GαA− = {ϕ ∈ G
α
A tel que ϕ = ϕ
∗−1
− } on a, puisque ϕ(Ker ε) ⊂ A− :
ht,α(x) = (ϕt,α)+(x)
= (I − π)
(
ϕt,α(x) +
∑
x
ϕ∗−1(x′)ϕt,α(x
′′)
)
= t(I − π)
(
zR˜α(ϕ)(x) + z
∑
x
ϕ∗−1(x′)R˜α(ϕ)(x
′′)
)
+O(t2)
= tRes(α ⋆ ϕ) +O(t2).
Donc :
(29) h˙α(0) = Res(α ⋆ ϕ).
Alors d’apre`s la formule (28) pour tout ϕ ∈ GαA− on a :
(30) zR˜α(ϕ) = Res(α ⋆ ϕ).
Inversement, soit χ ∈ gc, on conside`re ψ = R˜−1α (z
−1χ). Cet e´le´ment de GA ve´rifie par
de´finition, d’apre`s l’e´quation (25) :
zψ ◦Bα = ψ ∗ χ.
Donc pour tout x ∈ Ker ε on a :
α ⋆ ψ(x) =
1
z
(
χ(x)ψ(1H) + ψ(x)χ(1H) +
∑
x
ψ(x′)χ(x′′)
)
=
1
z
(
χ(x) +
∑
x
ψ(x′)χ(x′′)
)
.
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On suppose que α ∈ gcK alors α ⋆ ψ(x) ∈ A−. En utilisant la notation de Sweedler on
e´crit :
α ⋆ ψ(x) =
∑
x
α(x0)ψ(x1)
= α(1K)ψ(x) +
∑
x
α(x′)ψ(x′′)
= ψ(x) +
∑
x
α(x′)ψ(x′′).
Donc :
ψ(x) = α ⋆ ψ(x)−
∑
x
α(x′)ψ(x′′).
Par re´currence sur le degre´ de x, la formule ci dessus nous permet de montrer que :
ψ(x) ∈ A−
par suite :
ψ = R˜−1α (z
−1χ) ∈ GαA− .
(3) Le deux e´quations ϕt,α = ϕ ∗ ht,α et (ϕt,α)s,α = ϕt+s,α nous permettent d’e´crire :
(31) hs+t,α = hs,α ∗ (ht,α)s,α.
En effet :
hs+t,α = ϕ
∗−1 ∗ (ϕt+s,α)
= ϕ∗−1 ∗ (ϕt,α)s,α
= ϕ∗−1 ∗ ϕ ∗ (ht,α)s,α
= ϕ∗−1 ∗ ϕs,α ∗ (ht,α)s,α
= hs,α ∗ (ht,α)s,α.
En prenant z = 0 on obtient imme´diatement la proprie´te´ de groupe a` un parame`tre :
(32) Fs+t,α = Fs,α ∗ Ft,α.

Nous pouvons maintenant de´finir la foncton βα.
De´finition 10. Pour tout ϕ ∈ GαA sa fonction βα est le ge´ne´rateur de groupe a` un parame`tre
Ft,α, c’est-a´-dire l’e´lement de H
∗ de´fini par :
βα(ϕ) :=
d
dt |t=0
Ft,α(ϕ).
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Proposition 9. Pour tout ϕ ∈ GαA sa fonction βα coincide avec celle de la partie ne´gative
ϕ∗−1− dans la de´composition de Birkhoff. Elle est donne´e par les expressions :
βα(ϕ) = Res(R˜α(ϕ))
= Res(ϕ∗−1− ◦Bα)
= −Res(ϕ− ◦Bα).
Preuve. On suppose que ϕ ∈ GαA− , alors ϕ
∗−1
− = ϕ. D’ou` d’apre`s la proposition 3, zR˜α(ϕ) est
constant. La proposition re´sulte alors des e´quations :
h˙(0) = Res(ϕ ◦Bα) et zR˜α(ϕ) = Res(ϕ ◦Bα).
On suppose que ϕ ∈ GαA et considerons la de´composition de Birkhoff. Comme ϕ
∗−1 et ϕ+ ∈ G
α
A,
en appliquant la proposition 3 nous obtenons :
ϕt,α = ϕ ∗ ht,α
(ϕ∗−1− )t,α = ϕ
∗−1
− ∗ vt,α
(ϕ+)t,α = ϕ+ ∗ wt,α,
et l’egalite´ :
ϕt,α = (ϕ
∗−1
− )t,α ∗ (ϕ+)t,α
donne :
ht,X = ϕ
∗−1 ∗ ϕt,α
= ϕ∗−1 ∗ (ϕ∗−1− )t,α ∗ (ϕ+)t,α
= ϕ∗−1 ∗ (ϕ∗−1− ) ∗ vt,α ∗ ϕ+ ∗ wt,α.
Donc :
(33) ht,α = (ϕ+)
∗−1 ∗ vt,α ∗ ϕ+ ∗ wt,α.
On de´signe par Ft,α, Vt,α,Wt,α respe´ctivement les sous-groupes a` un parame`tre obtenus par
ht,α, vt,α, wt,α a` z = 0, il est clair que (ϕ+)|z=0 = e et de meˆme Wt,α est un groupe a` un
parame`tre constant reduit a` l’e´le´ment neutre e. Ainsi l’e´quation (33) a` z = 0 se re´duit en :
Ft,α = Vt,α.
Ce qui prouve la pre´mie`re affirmation. En utilisant la proprie´te´ de cocycle on obtient :
R˜α(ϕ) = R˜α(ϕ
∗−1
− ∗ ϕ+) = R˜α(ϕ+) + ϕ
∗−1
+ ∗ R˜α(ϕ
∗−1
− ) ∗ ϕ+.
Donc :
Res
(
R˜α(ϕ)
)
= Res
(
R˜α(ϕ
∗−1
− )
)
.
Comme :
R˜α(e) = R˜α(ϕ− ∗ ϕ
∗−1
− ) = R˜α(ϕ−) + ϕ
∗−1
− ∗ R˜α(ϕ
∗−1
− ) ∗ ϕ− = 0.
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Donc :
R˜α(ϕ
∗−1
− ) = −ϕ
∗−1
− ∗ R˜α(ϕ−) ∗ ϕ−.
D’ou` :
Res(ϕ∗−1− ∗Bα) = −Res(ϕ− ∗Bα).

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