Ordinal optimisation is a probabilistic approach for tackling difficult noisy search problems, and in its original form, was formulated for search on finite sets. We formally extend the method of ordinal optimisation to problems where search is done over uncountable sets, such as subsets of R d . One advantage of doing so is to address the issue of misrepresented success probabilities in smaller sample sizes. In our formulation, we provide distribution-free properties of the ordinal optimisation success probability, and also develop new methods for computing the aforementioned quantity. We also derive an efficient formula for approximating the success probability under normality assumptions, which is proven to lower bound the actual success probability under reasonable conditions. It is also shown that this approximation formula is applicable in particular relaxed settings where the distributions need not necessarily be Gaussian. Lastly, we demonstrate the utility of the newly developed results by using it to solve two applied problems: 1) a variant of the secretary problem; and 2) controller tuning by simulation-based optimisation.
Introduction
Ordinal optimisation (OO) is an approach introduced in Ho et al. (1992) for softening difficult stochastic (i.e. noisy) optimisation problems, and offered as a complementary approach to traditional optimisation techniques when there is 'little hope' of finding the global optimum solution. The outcome provided by OO is a high-probability guarantee that one or more out of a selected subset of candidate solutions is an acceptable sub-optimal solution, and its operation rests on two underlying principles: 1) by selecting the subset according to order, the selection is more 'robust' to noise; and 2) by 'goal softening' (i.e. increasing the degree of sub-optimality), chances of success can be improved.
OO was primarily introduced to the control theory community for the simulationbased optimisation of discrete-event dynamic systems (Ho & Deng, 1994) . During its development, the applicability of OO has also been extended to 'complex deterministic problems' (Yang, 1998) , where the uncertainty associated with a deterministic simulation may still be modelled as stochastic. The rationale behind the goal softening is discussed in the context of quantifying heuristics (Ho, 1994) , while the OO decision procedure may also be couched in a hypothesis testing framework (Shen et al., 2009 ). The following research directions have also spun-off from OO. The optimal computing budget allocation (OCBA) framework addresses the problem of efficient allocation of computing resources using ideas from OO (Chen et al., 2000) . Recent theoretical work on the OCBA framework include an asymptotically optimal selection policy (Gao & Gao, 2017 ) and a tractable selection policy (Shin et al., 2018) .
OO has seen numerous successful applications in design/search problems across different disciplines. It was applied to stochastic optimal control in Deng & Ho (1999) , where OO was used to find a heuristic solution to the unsolved Witsenhausen problem. A solution that was 50% better than Witsenhausen's own solution in terms of performance cost was found. In Ho & Larson (1995) , OO was applied to rare event simulation of overflow probabilities in queuing systems. By embracing goal softening, computational requirements for simulation were reduced by approximately 3 orders of magnitude. In automated circuit design, an algorithm augmented by OO found a Pareto-front for the power-yield tradeoff which dominated the Pareto-front found using traditional approaches (Liu et al., 2013) . An improvement by a factor of 100 was also reported by Zhang et al. (2015) in the time taken to generate optimal cloud computing schedules, compared to a Monte-Carlo approach.
To date, OO has been formulated as a search problem over a finite search space. That is, the variables which encode all the possible solutions take on values from a finite set. There are of course problems where the search space will be infinite and possibly also uncountable. For these problems, traditional OO can still be informally applied in practice via conditioning on the number of acceptable solutions in the sample (often chosen as the expected number), accompanied with the assurance that a large enough sample from the search space becomes 'representative' of the search space itself (Lin & Ho, 2002) . However, this notion will not be valid for smaller sample sizes, where large sample theory cannot begin to take effect. Hence, the true success probability can be 'misrepresented' this way. We contribute to the existing tools available in OO by formulating a problem of OO over continuous variables (an uncountable search space), which does not suffer from the same shortcoming for small sample sizes.
Existing methods for obtaining OO selection sizes are based on lookup tables and regressions fitted to Monte-Carlo simulation results , and to the best of our knowledge, there is currently no established way (apart from Monte-Carlo simulation) to evaluate OO success probabilities given arbitrary sample size, selection size, amount of goal softening and noise level. We produce alternative methods for computing the conditional and unconditional success probabilities in our formulation, which are compatible with the traditional formulation as well.
The primary focus of study in this paper is Problem 2.3, and we mention where problems of comparable nature have appeared in other literature. The additive process Z i = X i + Y i resembles a communication channel that is encountered in communications theory (Cover & Thomas, 2006) . Unlike Problem 2.3 however, problems of interest in communications theory typically relate to the information capacity of the channel rather than ordinal selection. In signal processing, stack filters are a class of filters which output the order statistics of noisy observations (Gabbouj et al., 1992) . However, the objective there differs from ours, with the goal being to filter/estimate the signal of interest from a stream of observations (usually by central order statistics such as the median), instead of selection from a finite i.i.d. sample using the extreme (i.e. best m) order statistics.
Some algorithms based on ordinal comparison have also been analysed in literature such as Cassandras et al. (1998) , where the authors' contributions relate to solving a combinatorial optimisation problem for resource allocation.
The ranking and selection problem (Peng et al., 2018b) is thematically similar to OO, however the standard problem setup does not feature goal softening, and more closely resembles a multi-armed dueling bandit problem (Yue et al., 2012) . In the latter, the analysis takes places over sequential actions from different performance distributions, as opposed to a single selection involving a single performance distribution. To the best of our knowledge, this is the first attempt at addressing a problem of the same setup as Problem 2.3.
The structure of this paper is organised as follows. The OO problem formulation is motivated with examples and formally stated in Section 2. Preliminary results are presented in Section 3, where we provide distribution-free bounds and monotonicity properties of the success probability. Section 4 contains our main contributions, where an expression that directly obtains the success probability can be found in Section 4.1. We then develop an approximation formula of the success probability under normality assumptions and state a result on the approximation being a lower bound in Section 4.2. The closeness of this approximation is supported through numerical results in Section 4.3. Then, the approximation formula is relaxed to a wider class of distributional assumptions in Section 4.4. In Section 5, we investigate the applicability of our OO formulation to optimal stopping (Section 5.1) and controller tuning (Section 5.2).
Notation
Throughout this paper, the symbols ≤ and < refer to element-wise inequalities between vectors. The set R denotes the real numbers, R ≥0 denotes the non-negative reals, and N denotes the set of natural numbers. Random vectors are written in bold capital (e.g. X). Non-random vectors are denoted in bold lowercase (e.g. v). The symbol ⊤ as superscript is used to indicate the matrix transpose. Following the notation of , stochastic dominance is denoted by st , upper orthant dominance is denoted by uo and the symbol = st between random elements denotes equality in law.
The standard Gaussian probability density function (PDF), cumulative distribution function (CDF) and inverse CDF (i.e. 'quantile function' (Belzunce et al., 2005) ) are canonically represented using φ (·), Φ (·), Φ −1 (·) respectively. We write X ∼ N (µ, C) to denote that X is Gaussian distributed with mean µ and covariance C. The probability of an event is measured by Pr (·) with respect to a probability space that is clear from context. The symbol E denotes mathematical expectation and the variance of a random variable X is written as Var (X).
The notation [X|Y = y] is understood to mean a random vector that is equal in law to the conditional distribution of X given Y = y. The binomial coefficient is denoted n k . The symbols 1 and I denote a vector of ones and the identity matrix respectively (with dimensions clear from context).
Problem Statement
We first motivate our problem formulation of OO with some practical examples of settings where it could arise.
Problem 2.1 (Optimal stopping: multiple-choice noisy secretaries). There are N candidates vying for a job position. The hiring manager interviews one candidate at a time, deciding whether to hire a candidate on the spot (i.e. directly after the interview), and must hire exactly m candidates in total. Assume candidates' actual performance values are drawn i.i.d. from X ∼ N (0, 1). The hiring manager observes these values corrupted by i.i.d. additive noise from Y ∼ N 0, ξ 2 . An 'ideal' candidate is considered to be one in the best α × 100% of the population of interviewees (i.e. from the population N (0, 1)). Suppose the hiring manager uses the following stopping rule: to reject the first n † , then hire the next m who are observed to be better than the first n † . If the manager is approaching the N th interviewee and they have not yet found all m candidates, they must begin automatically hiring interviewees in such a way that exactly all m positions are filled. Define a 'successful hire' as when at least one of the hired candidates is ideal. The problem is to find the optimal rejection threshold n ⋆ which optimises the probability of a successful hire.
Problem 2.2 (Controller tuning in simulation). A feedback controller with continuous-valued tuning parameters is to be tuned for performance via computer simulation. Suppose there is a mechanism that randomly generates n i.i.d. tuned controllers, with simulation performances drawn from the distribution of random variable Z. It is known that the distribution of the true performances X (with respect to this sampling procedure) is related to Z via some independent noise Y with noise-to-signal ratio ξ. Assume that there is a provision of m tuned controllers that can tested on the physical system, and our goal is to find a controller that performs in the best α × 100% percentile (in the population of Z). Is there a choice of n and a sub-selection of m tuned controllers such that this performance condition is guaranteed with high probability?
A theme prevalent in both examples is that of uncertain optimal selection with respect to continuous-valued variables. In the first example, we treat candidates' attributes affecting their ability to perform well on the job (e.g. intelligence, experience) as lying on a continuous scale, since this is more natural than assuming a discrete scale. In the second example, the continuous variables being optimised with respect to are the controller parameters. To distill the above examples into their key elements, suppose we observe candidate solutions (which can be encoded over an uncountable set) and their respective surrogate level of performance Z. This is related in some way to the actual level of performance X (that we wish to optimise), altered some corrupting noise Y .
A key to solving the above problems is to solve the following fundamental OO problem, which is the main focus of study in Sections 3 and 4. We revisit the Problems 2.1 and 2.2 with case studies in Section 5.
Assumption 2.1. The random variables X and Y are continuous with finite second moments and finite density everywhere on their respective supports.
Problem 2.3 (Ordinal optimisation success probability). Let X 1 , . . . , X n be n i.i.d. copies of X ∈ R with Var (X) = 1, and denote by x * α the α × 100 percentile of X, with 0 < α < 1. Let Y 1 , . . . , Y n be n i.i.d. copies of Y ∈ R with finite variance Var (Y ) = ξ 2 , representing noise. For i = 1, . . . , n, let
which induces a sample Z 1 , . . . , Z n of n i.i.d. copies from the distribution of Z = X + Y . We denote the i th order statistics of Z for this sample by Z (i) ,
. . , n. If we select the best (i.e. lowest) m values of the sample of Z, then the success probability is defined as the probability at least one of X (1) , . . . , X (m) is below the α × 100 percentile of X. Explicitly
(2.2)
We seek to evaluate this probability for given values of n, m, α and ξ. rule, proven to be the optimal selection in Yang & Lee (2002) ). The OO problem is then quantified by p succces (with dependence on n, m, α and ξ typically suppressed for brevity hereafter), where α is an instrument for softening the goal of finding an acceptable sub-optimal solution.
It is also important to assume the regularity condition of Assumption 2.1.
Doing so not only ensures that the threshold x * α is unique and well-defined for any 0 < α < 1, but since candidate solutions take on continuous values, it is natural to assume that performance can take on continuous values as well.
Conveniently, this also leads to simplicity in the analysis because ties do not need to be considered in the order statistics of i.i.d. continuous random variables (since they occur with zero probability).
Distribution-Free Results
In this section, we present some preliminary results in the general distributionfree case, and remark on some related results in literature. The proofs for all the results in this section are contained in the supplementary material. Section 4.3 also contains plots demonstrating these results. The analogous distribution-free lower bound for traditional OO can be found in (called the 'blind-pick' lower bound), which can be re-derived in our formulation as a special case, being the conditional lower bound given the number of success in the sample. Chen (1996) 
This upper bound is equal to the probability that there is any acceptable X-value in the sample at all (via the binomial distribution).
Remark 3.1. The lower bound depends only on α, m while the upper bound only depends on α, n. Putting the lower and upper bounds together, we can see Additionally, it is useful to know whether p success behaves monotonically with respect to the values of n, m, α and ξ, since this would be a useful directive for improving p success in practice without needing to know what p success actually is.
We state some monotonicity properties of the success probability with respect to n, m, α, ξ. Weak monotonicity is guaranteed under general assumptions. Under the following regularity condition, strict monotonicity can also be shown.
Assumption 3.1. The random variables X and Y are both supported everywhere on R with non-zero density.
Proposition 3.3 (Monotonicity with respect to sample size). Given Assumption 2.1 and the triplet m,ᾱ,ξ ∈ N × (0, 1) × R ≥0 , then p success n,m,ᾱ,ξ ≤ p success n ′ ,m,ᾱ,ξ for all 0 < m ≤ n < n ′ . Additionally, given Assumption 3.1, then p success n,m,ᾱ,ξ < p success n ′ ,m,ᾱ,ξ for all 0 < m ≤ n < n ′ .
Thus, increasing the sample size is not harmful to the success probability.
The proof of Proposition 3.3 involves stochastic dominance (Definition 3.1), which reveals the intuition that by increasing n, the best-m selection will be 'more likely to be better', even in the presence of noise.
Definition 3.1 (Multivariate stochastic dominance ). We say that random vector X 1 ∈ R n is stochastically dominated by random vector X 2 ∈ R n and denote X 1 st
for all weakly increasing functions u : R n → R. Equivalently, we can say X 1 st X 2 if and only if Pr (X 1 ∈ U) ≤ Pr (X 2 ∈ U) for all upper sets U (an upper set may be defined as a set which satisfies x 2 ∈ U for all x 2 ≥ x 1 ∈ U).
Proposition 3.4 (Monotonicity with respect to selection size). Given Assumption 2.1 and the triplet n,ᾱ,ξ ∈ N × (0, 1) × R ≥0 , then p success n, m,ᾱ,ξ <
This behaviour is not too surprising, as one might intuitively expect the success probability to improve by selecting 'more chances' at success. An analogous result from traditional OO is proven in Xie (1997) .
Proposition 3.5 (Monotonicity with respect to goal softening). Given Assumption 2.1 and the triplet n,m,ξ ∈ N × N × R ≥0 , then p success n,m, α,ξ ≤ p success n,m, α ′ ,ξ for all 0 < α < α ′ < 1. Additionally, given Assumption 3.1,
This result formalises the intuition behind goal softening -that chances of success can be improved if one is willing to 'settle for less'. The analogous result in traditional OO is also provided by Xie (1997) .
Remark 3.2. It follows from Propositions 3.1 and 3.2 that p success → 1 as α → 1 and p success → 0 as α → 0.
Proposition 3.6 (Monotonicity with respect to noise-to-signal ratio). Given Assumption 2.1 and the triplet (n,m,ᾱ) ∈ N×N×(0, 1), then p success (n,m,ᾱ, ξ) ≥ p success (n,m,ᾱ, ξ ′ ) for all 0 < ξ < ξ ′ . Additionally, given Assumption 3.1, then
This property is intuitive, because one might reasonably suspect there is a higher price to pay for more noise. A similar phenomenon is observed in Dytso et al. (2019) , which saw the error of a sorting function for noisy order statistics (with Gaussian noise) monotonically increasing with the standard deviation of the noise. An upper bound in traditional OO for the conditional failure probability from is also found to increase with the amount of noise.
Remark 3.3. Through the proof of Proposition 3.6, we also see that as ξ → ∞,
Hence the distribution-free upper bound in Proposition 3.2 may be interpreted as the 'noise-free' upper bound and the distribution-free lower bound in Proposition 3.1 is referred to in literature as the 'infinite-noise' or 'blind-pick' lower bound.
Our analysis confirms that a practitioner may increase n to positively (or non-negatively) impact p success , likewise with m and α. While the value of ξ may not be known or in control of by the practitioner, Proposition 3.6 informs us that if an overestimate of ξ is supplied, then an underestimate of p success can be obtained. A counter-intuitive result appeared in the ranking and selection problem (Peng et al., 2015) , which studied a counter-example demonstrating non-monotonicity for the probability of correct selection. Therefore, it is comforting to know that such counter-examples cannot exist in our formulation of the problem.
Main Results
In this section, we further study p success in the case where distributions are known, in particular pertaining to Gaussian noise. The proofs for all results in this section are contained in the supplementary material.
Expression for the Success Probability
The first main result is given below. It provides an exact formula for the success probability in Problem 2.1, if the distributions of X and Y are known.
We denote f X (x) and F X (x) as the PDF and CDF respectively of X, and f Y (x) and F Y (y) as the PDF and CDF respectively of Y .
Theorem 4.1 (Ordinal optimisation success probability). Under Assumption 2.1, the success probability p success from Problem 2.3 is given by the expression
(4.8)
Remark 4.1. The integral term in (4.1) is equal to the conditional probability of success given the number of acceptable solutions in the sample, if which the latter is conditioned to nα and rounded to an integer, is the probability that would be used in a traditional OO approach.
While it is appreciable to have such an expression, direct evaluation of p success involves the nested evaluation of multiple integrals (which may have no analytical form), hence even numerical evaluation of p success can result in a 'hefty'
computation. This motivates finding a method to approximate p success that is less computationally expensive, possibly under a more restrictive class of distributional assumptions. We comment further on the numerical properties of Theorem 4.1 in Section 4.3.
Approximation Formula for Gaussian Case
We now specialise to the case involving Gaussian distributions, and present an approximation for the success probability under the following normality as-sumption.
Assumption 4.1 (Normality). X i ∼ N (0, 1) and Y i ∼ N 0, ξ 2 for i = 1, . . . , n.
Note that Assumption 4.1 automatically satisfies Assumptions 2.1 and 3.1.
Under this normality assumption, the success probability may be written as:
Due to the symmetry properties of the Gaussian and its order statistics, note that Problem 2.3 is symmetric under Assumption 4.1 in the sense that:
Hence, we develop the approximation of p success using the upper variables X (n−m+1) , . . . , X (n) instead of the lower variables X (1) , . . . , X (m) (analogous to considering a maximisation problem rather than a minimisation problem). As will be clear, the resulting approximation involves the multivariate Gaussian CDF instead of the survival function (i.e. complement of the CDF), for which software implementations of the former are abundantly found. Our approach is to apply Theorem 8.5.2 of Arnold et al. (2008) to approximate the joint extreme order statistics of Z with a multivariate Gaussian.
Note that the practice of approximating order statistics using asymptotic theory is not uncommon, see Reiss (1989) for example. Although the extreme values of Gaussians do not themselves converge in distribution to a Gaussian (they converge to the Gumbel class of distribution (Hall, 1979) ), we use a Gaussian approximation primarily because this makes it analytically possible to marginalise over to find the joint distribution of the corresponding X (i) values. This is justified by the slow convergence for the Gaussian extremes of O (1/ log n) in terms of the Lévy metric (Hall, 1979) , and as originally noted in Fisher & Tippett (1928) , the Gaussian extreme more closely resembles the Weibull class distribution for moderate sample sizes. Furthermore, it is demonstrated in Kulkarni & Powar (2011) that the Weibull distribution can be reasonably approximated by a Gaussian. Our own results in Section 4.3 also confirm the validity of applying this approximation.
Denote Φ ξ (·) and φ ξ (·) to be the CDF and PDF respectively of the Gaussian with zero mean and variance 1 + ξ 2 . In Theorem 8.5.2 of Arnold et al.
(2008), choose p 1 = n−m n , . . . , p m = n−1 n , yielding indices i 1 = n − m + 1, . . . , i m = n, and then for large n the distribution of the random vector Z ′ =
given by a zero-mean 3-variate Gaussian with off-diagonal covariances Cov (
Thus, the conditional distribution of X ′ = X (n−m+1) , . . . , X (n) given Z ′ can be computed using (A.6) of Rasmussen & Williams (2006) to be the Gaussian
With a Gaussian approximation for Z ′ and a Gaussian form for X ′ conditional on Z ′ , we can analytically marginalise out Z ′ and obtain a Gaussian approximation for X ′ (see (1.11) in Ristic et al. (2004) ). Hence X ′ is approximated with
The approximate success probability is therefore given by:
We state a result on the approximation p success being a lower bound for the actual success probability. The theorem uses the notion of upper orthant dominance.
Definition 4.1 (Upper orthant dominance ).
We say that random vector X 1 ∈ R n is dominated by random vector X 2 ∈ R n in upper orthant order and denote X 1 uo In Proposition 3.3, it was claimed that p success was monotonically nondecreasing in n. Equipped with further assumptions, we can state a stronger characterisation on the convergence of p success .
Theorem 4.3 (Convergence of the approximated success probability). In the approximation formula for the Gaussian case (4.14), given the triplet m,ᾱ,ξ ∈ N × (0, 1) × R ≥0 , we have lim n→∞ p success n,m,ᾱ,ξ = 1. and for any δ ∈ (0, 1], there exists ann such that p success ≥ 1 − δ for all n ≥n.
Hence, this may be used to provide high-probability guarantees of success using OO, by choosing n to be sufficiently large.
Numerical Results
To numerically investigate the closeness of the approximation, we plot it In Figure 5 , the unconditional success probability is compared against the conditional success probability (conditioned on there being an 'expected' ⌊nα⌋ acceptable solutions in the sample). We see that for smaller n (less than around 500), the conditional probability overestimates the unconditional success probability. This demonstrates that taking the conditional success probability (as done in the traditional OO formulation) when the search space is infinite will misrepresent the true success probability for smaller n.
In addition, we comment on the numerical aspects of computing the success probability. Performing straightforward numerical integration using Theorem 4.1 is of time complexity O (n), due to the main outer sum of (4.1). Note under Assumption 2.1, except the additive process (2.1) is replaced by the observation generating process
where F −1 Z (·) is the quantile function of Z, F X (·) is the CDF of X, and Y i ∼ N 0, ξ 2 . Then p success is the same as the probability of success in Problem 2.3 under Assumption 4.1.
Note that we maintain the assumption that noise is independent and Gaussian, but have relaxed X and Z to take on arbitrary distributions. This generalisation is powerful, because it shows that the approximate OO success probability for Gaussians can still be valid even if we do not initially observe Z to be Gaussian distributed (under the appropriate assumptions on the observation generating process). This class of observation generating processes also enjoys the properties of Theorems 4.2 and 4.3. The utility of this theorem is later applied to controller tuning in Section 5.2.
Case Studies
In this section, we explore the motivating problems introduced in Section 2 to exhibit how our OO problem formulation can be used for solving problems involving uncertain optimal selection with respect to continuous variables.
Optimal Stopping
The secretary problem is a well-known problem in optimal stopping theory, originating from Chow et al. (1964) . Different variations of the secretary problem have been studied, including noisy variants (Krieger & Samuel-Cahn, 2012) and multiple-choice variants (Preater, 1994) . Here, we present an approach for solving a variant of the secretary problem as described Problem 2.1, which combines elements of noise and multiple-choice. We show how the approximate OO success probability formula developed in (4.14) can be used to 'hot-start' a search for the optimal solution.
After some standard combinatorial calculations (see Section E in the supplementary material), the probability of successful hire p s.h. terms of N , m, α, ξ is given by the following expression involving the OO success probability
Here, p success takes the role of the conditional probability of successful hire for a given number of interviews. While a Monte-Carlo simulation can estimate p s.h. to arbitrary precision for all possible n † to find the optimum, doing so can be a computationally demanding exercise. A more efficient strategy is perhaps to substitute p success in (5.1) with the approximation p success introduced in Section 4.2 to quickly compute a guess for n ⋆ , and then initialise a local Monte-Carlo search from that value to find the true n ⋆ . Figure 6 depicts both evaluations of p s.h. for a problem with N = 70, m = 5, α = 0.01 and ξ = 0.3, using 5 × 10 6
Monte-Carlo replications for each n † . In this instance, the guess n ⋆ ≈ 15 is quite close to the Monte-Carlo value for n ⋆ of 14. Also observe that the OO approximation is systematically below the unbiased Monte-Carlo evaluation, as would be predicted by Theorem 4.2. 
Controller Tuning
A common strategy in controller tuning is to first tune parameters on a simulation of the system to be controlled, before testing the tuned controllers on the physical system (Peng et al., 2018a) . However if there is some mismatch between the simulation model and Suppose there is a prescribed budget to test 5 tuned controllers on the physical system. We first consider the OO success probability of the best m = 5 out of a sample of n = 50 independently tuned controllers with α = 0.05. Each tuned controller is generated as the result of a single run of the CMA-ES optimisation algorithm (Hansen, 2016) , stopped after 2000 function evaluations.
Since CMA-ES is a randomised algorithm, the distribution of the observed performance metric after 2000 evaluations can be regarded as a random variable since it is the value of a stochastic process at a stopping time. A 'ground truth' model (A ⋆ , B ⋆ ) was generated by adding small independent Gaussian perturba-tions to the elements of (A, B) . This ground truth model is then used to assess the 'actual performance' of the tuned controllers. An initial 1000 independently sampled tuned controllers are used to estimate x * α . The histograms of the observed and actual performance for this initial sample are shown in Figures 7 and   8 respectively, with the bottom 5 percentile in Figure 8 found to be x * α = 0.4644. Upon inspection, the observed and actual performances are seemingly not close to Gaussian distributed. However by appealing to Theorem 4.4, this does not preclude the possible existence of an observation generating process in which the OO success probability for Gaussians can still be applied. By assuming the generation of the observed performances to be governed by (4.15), we compute the noise for each trial in the initial 1000 samples as
using the actual and observed performances, where F X (·) and F Z (·) are taken from their respective empirical CDFs. Note that the value of ξ needs to be adjusted iteratively in this procedure so that the standard deviation of the noise terms equals ξ. Doing so yields an 'effective' noise-to-signal estimate of ξ = 2.0546. Figure 9 shows the histogram of the transformed noises. Although the distribution appears bimodal, it passes the Jarque-Bera test for normality at the 5% significance level, with a p-value of 0.0959. Moreover, the noise terms Y i and the transformed actual performance terms Φ −1 (F X (X i )) pass a test for uncorrelatedness (p-value of 0.711), which for Gaussians is equivalent to a test for independence. Hence from a null hypothesis statistical testing standpoint, we maintain the relaxed assumptions from Theorem 4.4, and this justifies the use of the OO success probability formula for Gaussians from (4.14). With n = 50, m = 5, α = 0.05, ξ = 2.0546, the success probability is approximated to be 0.5549 via the formula in Section 4.2, and evaluated to be 0.5906 by numerical integration using Theorem 4.1. We run a further 8000 independent trials and split this into 160 batches of size 50. The best 5 observed controllers are selected from each batch and evaluated on the ground truth model to determine if at least one is below the 5 percentile threshold of 0.4644. This occurred 95 times, giving an empirical success probability of 0.5938 and 95%
confidence interval of (0.5176, 0.6699). These results are in agreement with the predicted success probabilities. As alluded to in Remark 4.3 and in recognition of the original statement in Problem 2.2, suppose a high-probability guarantee of success is desired such that p success ≥ 0.95, with α = 0.05 kept as before.
Invoking Theorem 4.2, one can use the approximation to quickly compute the sample size needed for p success ≥ p success ≥ 0.95 to be n ≥ 11855.
We have thus demonstrated how OO can be used for continuous variable optimisation in application to controller tuning, and showcased the value of Theorem 4.4. Since the ground truth system, and by extension, the noiselevel, is most likely not known in practice, then there needs to be some method devised to estimate ξ in practice. But as suggested by Proposition 3.6, a more conservative guess (i.e. overestimate) of ξ will only lead to an underestimate of p success . Once an appropriate value of ξ is found, the OO methodology provides high-probability guarantees of performance for controllers tuned in simulation with black-box optimisation.
Conclusion
By formulating OO over uncountable sets, we established some basic properties in the distribution-free case and provided computation methods for the OO success probability when the distributions are known. In particular, a numerically efficient way to approximate the success probability under Gaussian distributional assumptions was proven to have wider applicability even if the observed performances were not Gaussian, using a relaxation of the assumptions on the observation generating process. The success probabilities were also shown to be more accurate compared to the traditional approach for smaller n. These tools were then used to solve practical problems in optimal stopping and controller tuning. The formulation presented in this paper should pave the way for further OO applications that are suited to search over continuous variables. For future work, research into uncertainty quantification techniques may be required for obtaining trustworthy estimates of ξ for use in OO. Additionally, analytical verification of Assumption 4.2 would also be a welcome advance in the theory of OO.
Proof. The sample Z (1) , . . . , Z (n) can be split into two sub-samples, indexed by I lo and I hi , with union I lo ∪ I hi = {1, . . . , n}, intersection I lo ∩ I hi = Ø, also with cardinality |I lo | = g and |I hi | = n − g. We call the 'successful' sub-sample the one where X (i) ≤ x * α for each i ∈ I lo . We call the 'unsuccessful' sub-sample the one where X (i) > x * α for each i ∈ I hi . For the successful sub-sample, the Z-values can be ordered within the sub-sample by the notation
For the unsuccessful sub-sample, the Z-values can be ordered within the subsample by the notation
Using inequalities for ordered sums (David, 1986 , Theorem 1), we may construct a family of useful inequalities within each sub-sample. For the successful sub-
. . .
and for the unsuccessful sub-sample
It is allowable to treat the Y -values in these inequalities as order statistics from i.i.d. samples, since the subsets are separated according to X-values, which are independent from Y -values. Therefore the Y -values separated by each subset may be considered their own i.i.d. sample. Also note we have implicitly assumed that m ≤ n − g, however the case m > n − g is trivial since this causes the conditional probability of success to be one. Likewise, we assume 1 ≤ g ≤ n − m since if g = 0, then the conditional probability of success will be zero. We then construct the following equality for the failure probability p fail|g = 1 − p success|g We can split this into probabilities involving order statistics of X and Y separately by applying Lemma D.8
for any ∆ ∈ R. Consider the choice ∆ = 0, which causes Pr
It was shown in that this probability does not depend on the distribution of Y , and is equal to
Thus the conditional success probability is lower bounded by B.16) and the unconditional success probability may be obtained by using the law of total probability with the binomial distribution
which can be shown after simplification that Consider p success to be the success probability with n, m, α, ξ, and p ′ success to be the success probability from incrementing n by 1, holding m, α, ξ fixed.
Denote Z = Z (1) , . . . , Z (m) and Z ′ = Z ′ (1) , . . . , Z ′ (m) respectively as random vectors for the first m order statistics of Z in both these cases. It is immediate from Lemma D.4 that Z ′
(1) st Z (1) . We also assert that
whenever z ′ 1 ≤ z 1 , because the right relation follows from Lemma D.5 and the left relation follows from Lemma D.4 together with Theorem 2.5 of David & Nagaraja (2005) (as they share the same parent distribution). Iterating, this yields
By applying Theorem 2.5 of David & Nagaraja (2005) , we see that this satisfies the conditions in Theorem 6.B.3 of , which establishes that Z ′ st Z. Therefore from Lemma D.2
which holds for any n. The case of strict monotonicity can be analogously shown using an appropriate definition of strict stochastic dominance (where the inequalities in Definition 3.1 become strict). As X, Y , Z will be supported on the reals due to Assumption 3.1, this allows for the strict stochastic dominance condition to be met.
B.4. Proof of Proposition 3.4
Suppose m < n, then by the inclusion-exclusion principle
with the probability of intersection given by
but Assumption 2.1 ensures that X (1) , . . . , X (m+1) are supported on the original support of X, and so for 0 < α < 1
and subsequently
B.5. Proof of Proposition 3.5
Put p success in terms of
Then apply the properties that x * α is increasing in α and the survival function Pr m i=1 X (i) > x * α is non-increasing in x * α . Under Assumption 3.1, the survival function is decreasing in x * α .
B.6. Proof of Proposition 3.6
Let Y i = Y i /ξ for i = 1, . . . , n denote standardised random variables from the same family as Y i . Then conditional on X 1 , . . . , X n (from which the event {G = g} is also implicitly conditioned upon), we can write using the characterisation of the conditional success probability in (B.11)
is the realisation of X [i] (using notation introduced in (B.1)) while min (m) {. . . } denotes the m th lowest value of a list.
Dividing out by ξ, this gives
For ξ < ξ ′ , we see that
This follows firstly from (B.1), which implies that ∆x [i] ≤ 0 for each i = 1, . . . , g.
Then Lemma D.6 may be applied. Similarly,
since ∆x [i] > 0 for each i = g + 1, . . . , n. Hence the left-hand side random variable of the inequality in (B.36) is stochastically non-decreasing in ξ and the right-hand side random variable of the inequality in (B.37) is stochastically nonincreasing in ξ. Applying (Lee et al., 1999, Lemma 4.3) , this establishes that p success|X1,...,Xn is non-increasing in ξ (since the random variables on either side are conditionally independent given X 1 , . . . , X n ). Then the result that p success is non-increasing in ξ is obtained by taking the law of total probability over the joint distribution of X 1 , . . . , X n . Under Assumption 3.1, then it can be analogously shown that p success is decreasing in ξ by defining the appropriate notion of strict stochastic dominance (where the inequalities in Definition 3.1 become strict). As X, Y , Z will be supported on the reals due to Assumption 3.1, this allows for the strict stochastic dominance condition to be met. Using a multivariate extension of Mills' ratio in Savage (1962) , we can upper bound the approximated failure probability
We observe the following facts. The elements of µ Z (and by extension µ X ) tend to −∞ as n → ∞. Using Lemma D.9, each element of C Z can be upper bounded by C Z jk = O n −1 which establishes that C Z tends to the zero matrix as n → ∞. Hence C X converges to a scaled identity matrix (which only depends on ξ) and C −1 X Φ −1 (α) 1 − µ X > 0 will be satisfied for sufficiently large n. Then in (C.14), we see that the numerator tends to 0 and the denominator tends to ∞ as n → ∞. Hence 1 − p success → 0 as n → ∞, which implies the result claimed.
C.4. Proof of Theorem 4.4
Rearrange (4.15) as
does not affect the best-m selection, so the success probability can be written as 
Proof. The proof is analogous to the univariate case given in Theorem 1.A.6 of . Then note that
where we used the fact that Pr (Z > z) is non-increasing in z. It follows that
because the stochastic dominance relation between random variables are preserved when order statistics are taken, see Theorem 3.1 of Belzunce et al. (2005) . Lemma D.7 (Joint cumulative distribution function of order statistics). Denote ranks 1 ≤ n 1 < · · · < n k ≤ n. Then the joint cumulative distribution of the order statistics X (n1) , . . . , X (n k ) for continuous X with parent CDF F (·) is F (n1)...(n k ) x (n1) , . . . , x (n k )
for the case x (n1) ≤ · · · ≤ x (n k ) . For the case we do not have x (n1) ≤ · · · ≤ x (n k ) , then it holds that . . .
x * (n1) = min x (n1) , x * (n2) . (D.20)
Proof. The expression (D.16) generalises naturally based on arguments provided in Section 2.2 of David & Nagaraja (2005) . The result (D.17) is obtained by noting that by construction x * (n1) ≤ · · · ≤ x * (n k ) , and the joint density in the region bounded between x * (n1) , . . . , x * (n k ) and x (n1) , . . . , x (n k ) is zero. 
E. Probability of Successful Hire
We explain the expression 5.1 obtained in Problem 2.1. First consider the probability p 1 that m candidates are found in exactly the first n interviews.
This means that there are exactly m candidates in the last n − n † observed to be better than the first n † , and the last interview must be one of these m.
This is identical to the probability that a random permutation of the integers 1, . . . , n is such that the first n † are less than or equal to n − m, the integer n − m itself is in the first n † , and the integer in last place is greater than n − m.
Upon enumeration, there are n−m−1 n † −1 × n † ! possibilities in the first n † , and m × n − n † − 1 ! possibilities in the last n − n † . Hence
and simplifying leads to (5.2). Then the conditional probability of successful hire given m candidates are found in exactly the first n interviews is p success (n, m, α, ξ).
The first term in (5.1) follows by summing the conditional probabilities for n from n = n † + m (it is impossible to hire m candidates in fewer than n † + m interviews) to n = N − 1 (the case with n = N is treated in the second term).
Next, consider the probability p 2 that in n interviews, there are m candidates found, and the n th interviewee is not one of these m. By similar reasoning as for deriving p 1 , we have
and simplification yields (5.3). Now recognise that if by the n th interview for N − m ≤ n < N there are only n − N + m candidates found, the hiring manager must subsequently make N − n automatic hires. The conditional probability of successful hire given that n − N + m hires were meritorious and N − n were automatic is 1 − (1 − p success (n, n − N + m, α, ξ)) (1 − α) N −n . Thus the second term in (5.1) is the sum of conditional probabilities with automatic hires from n = N − m to n = N − 1. Note that the case of N interviews only ever occurs as an automatic hire after m − 1 candidates are found in the first N − 1 interviews. Also note that we are required to use p 2 in this sum, otherwise we will 'double-count' probabilities from the first sum. Sciences, 19 , 99-120.
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