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Сформульовано задачі дослідження, запропонована теоретична і методо-
логічна концепція визначення показників надійності і безпеки апаратного та 
програмного забезпечення (ПЗ) для систем управління технологічними проце-
сами (АСУТП). Представлені аспекти сучасних підходів до вирішення науково-
технічної проблеми щодо забезпечення необхідного рівня повноти безпеки 
(РПБ) технічних засобів АСУТП об'єктами підвищеної небезпеки. В результаті 
аналізу та вивчення нормативно-правової бази були запропоновані окремі ме-
тоди визначення кількісних показників контролю безпеки. Визначення РПБ дос-
ліджуваної апаратної частини складової АСУТП пропонується здійснювати 
гібридними методами експертного аналізу. Пропонується проводити аналіз 
загроз і функціональності з використанням спеціальних протоколів, які пока-
зують зв'язки між можливими причинами відмови елементів джерела, їх впли-
вом на функціонування системи управління і наслідками відмови на функцій си-
стеми. Розглянуто існуючі методи та запропоновано оригінальні методи ви-
значення стандартизованих показників надійності при аналізі SIL (safety 
integrity level). Розглянуто проблеми забезпечення необхідного рівня SIL при ро-
зробці систем керування технологічними процесами. Існуючі моделі і методи 
визначення рівня повноти безпеки систем управління небезпечними об'єктами в 
повному обсязі відповідають сучасним вимогам до процедур сертифікації. Ра-
ціональними для оцінки ймовірності відмов апаратної частини є методи дерев 
відмов (FTA – fault tree analysis), що визначають ймовірність ініціюючих небез-
печних подій і метод дерев подій (ETA – event tree analysis) для урахування від-
мов систем захисту і визначення сценаріїв наслідків таких відмов 
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1. Вступ 
Попередження великих аварій при експлуатації промислових об'єктів під-
вищеної небезпеки потребують зваженого підходу. Цей підхід базується на тео-
ретично обґрунтованих методах та моделях оцінки рівня надійності і класифі-
кації небезпеки наслідків відмов для автоматизованих систем управління тех-
нологічними процесами (АСУТП).  
Також необхідна реалізація комплексної інформаційної технології підтри-
мки прийняття рішень по забезпеченню інтегрального рівня безпеки АСУТП. 
Це становить значний інтерес для розробників і користувачів таких систем для 
великих промислових підприємств. До них відносяться: хімічні і нафтохімічні 









комплекси, об'єкти енергетики (атомні та теплові станції) та інші об'єкти під-
вищеної небезпеки. Проблемі визначення та забезпечення необхідного рівня 
SIL приділяється мало уваги в науково-технічній сфері, оскільки аналіз аварій 
на великих промислових об’єктах часто закінчується висновком про причини 
технологічних збоїв, зовнішніх впливів або людських факторів. Інколи причи-
нами таких аварій є небезпечний і невиявлених збій системи управління проце-
сом, який закінчується аварією. Однак це слабо доказові припущення, особливо 
в умовах зростаючої складності і інтеграції технологічних процесів. Негативні 
масштаби та наслідки таких аварій можуть значно перевищувати вартість роз-
робок та впровадження АСУТП. Тому вельми актуальною є необхідність ви-
значення об’єктивного поточного рівня SIL елементів АСУТП, впроваджуваних 
в виробництво підвищеної небезпеки. Це необхідно для запобігання техноген-
ним катастрофам, а також для підтримки процесів прийняття оптимальних рі-
шень по керуванню техногенним ризиком. 
 
2. Аналіз літературних даних та постановка проблеми 
В роботі [1] зазначено, що концепцію SIL широко використовують в моделях 
попередження виробничої небезпеки. Але у [2] узагальнено, що SIL базується на 
даних, що спираються на ймовірність. Результати досліджень [3] розширюють по-
переднє твердження відносно того, що ймовірнісні дані вносять певну невизначе-
ність у систему безпеки. Проте, враховуючі останні дослідження [1], оцінка пов-
ноти безпеки щодо визначення кількісних показників ризику не проводиться [4] в 
повній мірі, оскільки перевага надається якісній інформації та її всебічному аналі-
зу [1]. При цьому застосовуються різноманітні методи і стандарти [5], такі як 
Program Evaluation and Review Technique, Монте-Карло та інші. Але вони є склад-
ними для класичних аналітичних підходів [6]. В результаті цього виникає питання 
неупередженого визначення кількісних показників ризику [7]. Причиною цього 
часто стає невідомість функціонального призначення вхідних сигналів [6], бо сис-
теми різні і важко передбачити небезпечну дію окремої системи певним видам 
негативних наслідків [8]. Крім того, істотно ускладняється інтерпретація небезпе-
ки відмов автоматизованих систем управління [9]. Це саме можна сказати і щодо 
обробки інформації процесорами і вироблення керуючих сигналів [10]. Зазначене 
намагаються компенсувати використанням доступних інструментів для аналізу і 
моделювання [11]. Проте це можливо, коли автоматизована система управління 
представлена повним замкнутим контуром від датчиків і вимірювальних пристро-
їв, структурою прийому, обробки сигналів і видачі керуючих сигналів аж до вико-
навчих пристроїв і механізмів [7]. В цьому випадку можлива інтерпретація і аналіз 
небезпеки наслідків відмов системи або спотворення інформації в ній [12]. Реалі-
зація деяких аспектів зазначеного з використанням SIL аналізу була запропонова-
на в роботі [13], але там акцент було зроблено на функціональну безпеку. 
Проте, враховуючи обмеження на керуючі впливи автоматизованих сис-
тем управління саме об’єктів підвищеної небезпеки [14], слід приділяти увагу 
повноті безпеки. Наприклад, використовуючи механізм, представлений у стан-
дарті  щодо функціональної безпеки систем, які програмуються [15]. Тобто, іс-









визначенням рівня надійності АСУТП. Все це дозволяє стверджувати, що про-
блема проведення SIL аналізу і оцінка рівня повноти безпеки для центральних 
частин розроблюваних АСУТП (рис. 1) є актуальною. Особлива актуальність в 
цьому питанні – встановлення верхньої межі РПБ, а також прийняття рішень 




Рис. 1. Типова структура базової частини АСУТП 
 
В прийнятих стандартах, регламентних документах, протоколах безпеки [15–
20] та інших джерелах, що присвячені проблемі забезпечення необхідного рівня 
SIL, доведені нормативні та інші дані, що дозволяють в основному ранговими ме-
тодами визначати рівень надійності АСУТП. Показано, що загальний підхід до 
вирішення проблем визначення рівня ризику експлуатації АСУТП в більшості ви-
падків спирається на якісну, а не кількісну оцінку надійності. Так, вживані рангові 
методи передбачають висновки типу «прийнятно», «неприйнятно», «недопусти-
мо» та таке інше. Однак залишаються невирішеними питання, пов’язані з 
об’єктивним та неупередженим підходом до визначення кількісних показників 
ризику. Особливі труднощі відчувають розробники базових електронних, елект-
ричних, електронних програмованих пристроїв і програмного забезпечення 
АСУТП. Так як для центральної електронної частини управління спочатку неві-
домі функціональні призначення вхідних сигналів, їх інформаційна значимість і 
відповідність певним видам негативних наслідків у разі їх спотворення, істотно 
ускладнюється інтерпретація небезпеки таких відмов. Це саме можна сказати і ві-
дносно обробки інформації процесорами і вироблення керуючих сигналів. За-
вдання спрощується в разі, коли АСУТП представлена повним замкнутим конту-
ром від датчиків і вимірювальних пристроїв, структурою прийому, обробки сиг-
налів і видачі керуючих сигналів аж до виконавчих пристроїв і механізмів. В цьо-
му випадку можлива більш-менш повна інтерпретація і аналіз небезпеки наслідків 
відмов системи або спотворення інформації в ній.  




























Оцінка рівня повноти безпеки для апаратних частин АСУТП регламентована 
в повному обсязі у роботах [15–18] і передбачає проведення аналізу причин і нас-
лідків відмов (Failure modes and effects analysis – FMEA) а також їх критичності. За 
результатами аналізу визначаються види наслідків відмов елементів розглянутих 
блоків АСУТП або її центральній частині і далі, з використанням методів оцінки 
ризику обчислюються кількісні показники ймовірностей відмов. 
Найбільш складною частиною вирішення проблеми оцінки РПБ для розро-
блюваних комплексів є визначення надійності і безпеки програмного забезпе-
чення. Відомі і регламентовані методи [15–17], засновані в основному на ранго-
вих оцінках. Зазначене у великій мірі нівелює вірогідність визначення рівня на-
дійності програмного забезпечення і представляє велику трудність для розроб-
ників базового програмного забезпечення (ПЗ). Крім того, такий підхід не до-
зволяє встановити та знижувати об’єми інформації щодо визначення надійності 
програмного забезпечення. Це саме можна сказати і відносно розроблення цен-
тральних частин комплексів АСУТП.  
Особливою проблемою в частині визначення надійності програмного забез-
печення є фактична відсутність методів врахування можливості відмов взаємо-
пов’язаних програмних модулів [20]. Проте, логічні та функціональні зв’язки між 
окремими блоками ПЗ значно впливають на надійність і повинні бути враховані.   
У [16, 17] зроблено спробу роз'яснити узагальнені підходи до визначення 
SIL і застосування методів, описаних в стандартах, до конкретних систем без-
пеки. В основі таких підходів лежать методи диференційованого аналізу при-
чин і наслідків відмов FMEA (Failure modes and effects analysis) або метод, в 
якому враховано їх критичність (FMECA). При цьому підтримується принцип 
ALARP (As Low as Reasonable Practible – низький, наскільки це можливо) для 
зниження ризику реалізації небезпек, що викликаються відмовами до прийнят-
ної величини. Наприклад, у [18, 19] детально і дохідливо пояснюються підходи 
і методи визначення кількісних показників, якісних характеристик. Також розг-
лянуті критерії вибору компонент для застосування в розподілених системах 
управління і спеціальних системах забезпечення безпеки з різними рівнями SIL, 
які рекомендовані в стандартах МЕК 61508 та 61511. Розглядаються також 
практичні приклади використання таких критеріїв. 
Найбільшу трудність і невизначеність при такому підході викликають: ви-
значення та формалізація функцій безпеки і встановлення однозначних зв'язків 
між значущими видами відмов елементів керуючої системи і впливом таких 
відмов на масштаби небезпечних наслідків [19].   
Проте невирішеними питаннями і сьогодні залишаються: 
– зниження об’єму обробки інформації для визначення кількісних показ-
ників надійності програмного забезпечення; 
– відсутність встановленого підходу до дослідження взаємодії програмних 
утворень. 
Необхідність розробки методів оцінки кількісних показників надійності 
програмних засобів, що забезпечують функціональну, експлуатаційну та техні-









дів [23]. Також велику роль в цьому відіграє проблема узгодження якісних і кі-
лькісних критеріїв, що характеризують рівень повноти безпеки.  
Рівень повноти безпеки відображає ступінь ризику експлуатації об'єктів 
критичної області експлуатації. У цьому сенсі під «ризиком» мається на увазі 
настання певних наслідків з певною ймовірністю (або частотою для заданого 
періоду експлуатації). Проблема профілактики техногенного ризику об'єктів 
підвищеної небезпеки, обумовленого відмовами АСУТП, може бути вирішена в 
результаті послідовного виконання наступних дій [20, 21]: 
1) аналіз виникнення і розвитку процесів відмов елементів АСУТП і оцінка 
ймовірності таких подій; 
2) аналіз наслідків розглянутих відмов і віднесення їх до певної категорії (не-
безпечні, безпечні, діагностуються, що не діагностуються, критичні, що не крити-
чні, які не впливають на безпеку) на підставі оцінки масштабів таких наслідків; 
3) оцінка надійності програмного забезпечення АСУТП (показників ймові-
рності відмов: середня ймовірність відмови на запит виконання функції безпеки 
за час T1 (Probability of Failure on Demand) – PFDavg (T1); середня частота не-
безпечних відмов за годину (Hazardous Failure Probability) – PFH); 
4) розробка вимог до діагностики і методів верифікації ПЗ для всіх стадій 
життєвого циклу; 
5) аналіз отриманих показників надійності програмної і апаратної частини 
АСУТП і вироблення рішень (рекомендацій) за технологією розробки АСУТП 
на основі порівняльного аналізу нормативних і поточних показників надійності. 
Розглядається дві ситуації, для яких може проводитися аналіз і визначення 
РПБ з метою сертифікації системи управління: 
1. При розробці базового комплексу АСУТП без конкретної прив'язки до 
об'єкта управління. При цьому необхідно визначити нижню межу РПБ, яка за-
безпечує інтегральний рівень безпеки не гірше заявленого рівня. 
2. При створенні АСУТП з повною прив'язкою до об'єкта управління і оці-
нкою показників ризику, обумовленого експлуатаційною безпекою АСУТП. 
При цьому функціональна і технічна безпека програмного забезпечення відно-
ситься до внутрішньої складової експлуатаційної безпеки ПЗ. 
Вхідними даними для визначення показників надійності апаратної частини 
АСУТП є показники надійності (напрацювання на відмову, паспортні дані про 
ймовірність відмов на запит і на період експлуатації та ін.) окремих електрич-
них, електронних, електронних елементів, що програмуються  (Е/Е/ПЕ). У пер-
шому випадку до таких елементів відносяться тільки фізичні елементи базового 
комплекту АСУТП (без вимірювальних і виконавчих пристроїв). У другому ви-
падку аналізуються всі Е/Е/ПЕ елементи, включаючи датчики, що передають і 
виконавчі пристрої. Завдання оцінки SIL для цих двох ситуацій також відріз-
няються тим, що в першому випадку апріорі встановлюється поняття «безпеч-
ного стану». Це розуміється як відмова системи або припинення її працездатно-
сті за умови повного і однозначного діагностування такого стану і нормально 
безаварійного відключення АСУТП. При цьому такі відмови або зупинки вва-
жаються безпечними. Всі відмови елементів АСУТП, що призводять до спотво-









вважаються апріорі небезпечними. У другому випадку рівень небезпеки відмо-
ви елемента системи управління встановлюється на підставі аналізу наслідків 
такої відмови для функціонування технологічних елементів об'єкта управління.  
На рис. 2 представлені відносини різних етапів створення системи функці-




Рис. 2. Області застосування стандартів IEC для оцінки надійності АСУТП 
 
Найбільш поширеними методами є якісні і напівякісні методи ранжиру-
вання ризику при оцінці поточного і необхідного рівня SIL. Однак уявна прос-
тота застосування таких методів значно нівелюється рівнем їх недостовірності. 
Первинна проблема виникає при застосуванні HAZOP з подальшим поді-
лом функцій безпеки. Аналіз небезпеки і працездатності систем безпеки прово-
диться методами експертних оцінок і не дозволяє в повній мірі виділити функ-
ціонал безпеки з функцій засобів подвійного призначення, таких, що виконують 
як технологічні функції, так і функції безпеки,  або навіть засобів захисту. Фор-
малізація причинно-наслідкових зв'язків відмов систем управління і наслідків 
таких відмов без кількісних показників надійності і ризику є в значній мірі не 
ефективною. У зв'язку з цим розробка методів і моделей, що комбінують 
HAZOP і FMEA з можливістю формалізації причинно-наслідкових зв'язків від-
мов і подій, ними викликаних, до рівня графів або дерев відмов і дерев подій 
найбільш перспективна. При цьому важливо вийти на кількісні показники на-
дійності і небезпеки, а не тільки на рангові оцінки. 
Безпеку програмних засобів необхідно оцінювати на всіх стадіях життєвого 
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ції та валідації, тестових випробуваннях, експлуатації та супроводі, модифікації і 
створенні нових версій, виведенні з експлуатації. На всіх стадіях будь-які впливи 
можуть мати наслідки для безпеки і змінюють показники надійності. 
Ці обставини сприяли появі деяких методик [23], які були досліджені та про-
аналізовані з метою виявлення  особливостей представлення показників надійності:  
1. Microsoft Solutions Framework (MSF) – узгоджений набір концепцій, моделей 
та правил, що забезпечує управління людьми та робочими процесами при розробці 
рішень. Розробка ПО реалізується поетапно з використанням розподілених контро-
льних точок («водоспад»), а етапи розробки можуть повторюватися («спіраль»). 
2. Rational Unified Process (RUP). Проект оформляється у вигляді розподі-
леної Web бази знань з використанням засобів пошуку та виділення подій. Ме-
тоди забезпечують розподіл ролей та обов'язків у команді програмістів і забез-
печуються засобами автоматизації окремих етапів створення. 
3. Extreme Programming (XP). Методи орієнтовані на підвищення ефектив-
ності взаємодії як команди програмістів, так і постановників і замовників за ра-
хунок циклів погоджень і перевірок чергових частин вимог замовника. 
Основні проблеми, які виникають при використанні зазначених технологій 
і можуть призводити до відмов функціонування ПЗ, є помилки програмування і 
алгоритмізації. Це може бути усунуто в достатній мірі методами комплексного 
тестування, перевірки та затвердження при розробці і супроводі ПЗ.  
При цьому були використані наступні види тестування: 
– модульне тестування – для груп незалежних модулів із замкнутою пов-
нотою функціонування; 
– інтеграційне тестування – враховує функціональні зв'язки між групами 
модулів; 
– системне тестування – перевірка коректності всього пакету ПО, відпо-
відності продуктивності, критичним навантаженням, помилок користувача, 
стійкості до програмних і апаратних збоїв. 
Верифікація та валідація ПО передбачена стандартами [21–23]. 
Етапи розробки систем захисту ПО передбачають [25]: 
– пошук і виділення функцій безпеки ПЗ; 
– визначення принципів безпеки функціонування ПЗ; 
– види і критерії відмов ПЗ; 
– рівні безпеки функціонування ПЗ; 
– перелік зовнішніх і внутрішніх впливів, які становлять загрозу безпеці; 
– ресурси, необхідні для забезпечення РПБ; 
– формування і реалізація систем захисту ПЗ. 
Перелічене було використане в роботі. Проте, слід зазначити, виділення кате-
горій видів відмов і їх виявлення є трудомісткою функцією і вимагає високої ква-
ліфікації і глибокого аналізу функціональних зв'язків усередині системи безпеки. 
Виділення ресурсів необхідно виконувати з дотриманням принципів над-
мірності як ресурсів пам'яті, так і часу виконання елементів робочого циклу. 
При цьому важливо забезпечити: 










– кошти on-line контролю правильності виконання програм і трансляції даних; 
– засоби реагування на загрози національній безпеці (пастки); 
– оперативні процедури відображення виявлення дефектів і відновлення 
обчислень після збоїв. 
При цьому більш дієвими є системи безпеки, інтегровані в вихідний код до 
компіляції. Однак такий підхід суттєво ускладнює код і процедури верифікації. 
Засоби забезпечення безпеки повинні протистояти зовнішнім і внутрішнім 
загрозам з заданим рівнем надійності, більш ефективним, ніж це передбачаєть-
ся заявляється РПБ. При цьому необхідно враховувати, що повне усунення 
будь-яких проявів таких загроз нездійсненно. 
Для реалізації систем захисту зазвичай необхідно формувати команду фа-
хівців, що виконують функції: 
– менеджера безпеки проекту (лідер), який зобов'язаний забезпечити вимо-
ги замовника з безпеки засобів АСУТП; 
– архітекторів систем захисту і розробки базової специфікації функціоналу 
програмних засобів прі критичних рішеннях; 
– фахівців, які розробляють весь функціонал компонент захисту і зв'язок 
деталей функціоналу (алгоритмізація) для коректного створення вихідного коду 
і його верифікації; 
– програмістів, рівень яких відповідає вибраній специфікації коду; 
– фахівців, які б здійснювали фонову перевірку і тестування коду; 
– фахівців, які здатні розробити підсумкові документи по експлуатації сис-
тем безпеки відповідно до вимог стандартів. 
Верифікація ПЗ була проведена різними методами, які повинні були обрані 
на початковій стадії розробки. 
Одним з найбільш поширених і недорогих методів є метод експертних оці-
нок. Наприклад, оцінка ПЗ за Файганом (Fagan software inspection) [26] засно-
вана на використанні наскрізного технічного контролю (brainstorming). Додат-
ково можуть використовуватися методи інспекції інтерфейсу користувачів і ек-
спертизи якості архітектури і захисту ПЗ. 
Застосування статичного аналізу вихідного коду і його архітектури. Однак 
цей метод зустрічає значні труднощі в застосуванні керуючих систем критич-
ного значення в зв'язку з неможливістю прямого транслювання коду таких сис-
тем в загальноприйняті мови високого рівня, що обмежує можливості автома-
тизації перевірки компонент функціонального ПЗ. 
Формальні і напівформальні методи верифікації ПЗ засновані на розробці 
вимог до логіко-алгебраїчних моделей і абстрактних моделей. Такі моделі в де-
яких випадках можуть бути формалізовані до логічного рівня і забезпечити ро-
зробку інструментальних засобів автоматизованого процесу дозволу ряду за-
вдань верифікації ПЗ. 
 
3. Мета і завдання дослідження 
Метою дослідження є розробка моделей та методів оцінки рівня повноти 
безпеки АСУТП з урахуванням кількісних показників надійності програмного 









Для досягнення мети були поставлені такі завдання: 
– запропонувати методи визначення кількісних показників надійності як 
апаратної, так і програмної частини забезпечення функціонування АСУТП; 
– провести верифікацію та апробацію запропонованих методів та програм-
них засобів їх реалізації. 
 
4. Методи визначення комплексної оцінки ризику і РПБ АСУТП 
В результаті проведеного аналізу та вивчення нормативної бази було пред-
ставлено ряд методів визначення кількісних показників РПБ на основі стохас-
тичних показників надійності дискретних елементів керуючої системи і якісних 
показників програмного забезпечення АСУТП. Безумовно, визначення ймовір-
ності випадкових відмов апаратних та програмних компонентів можливо тільки 
на базі стохастичних показників. Однак врахування логічних причинно-
наслідкових зв’язків подій розвитку відмов дозволяє зняти проблеми, які вини-
кають при застосуванні загальних рангових методів [24].  
Визначення РПБ досліджуваної апаратної частини складової АСУТП про-
понується здійснювати гібридними методами експертного аналізу, що врахо-
вують причинно-наслідкові зв’язки відмов, та їх наслідків. Стандартний підхід 
до визначення області небезпеки наслідків відмов окремих елементів апаратно-
го забезпечення пропонується виконувати на базі аналізу небезпеки та праце-
здатності (HAZOP). Надалі, отримані результати HAZOP представити в форматі  
автоматизованих методів оцінки ймовірності таких відмов. Таке поєднання мо-
жливе завдяки спеціальним протоколам. 
Перший протокол має наступні взаємопов’язані дані: 
– відмови окремих елементів АСУТП (в тому числі програмних)вид кри-
тичності відмови (detectable failure – Df, undetectable failure – Uf, safe failure – Sf, 
dangerous failure – Dnf)  тип наслідків (безпечний, небезпечний, без наслідків); 
– реакція системи захисту (або системи двійного призначення) на відмо-
ву відповідний наслідок.   
Елементи першого протоколу представляються в форматі, що пов’язують 
наслідкові зв’язки в «дерево відмов» (FTA) від листів елементарних відмов че-
рез гілки дерева до «верхньої події». Реакція системи захисту представлена в 
форматі розвитку відмови від верхньої ініціюючої події FTA через бінарні роз-
галуження гілок «дерева подій» до кінцевих наслідків відмов. Другий протокол 
має пов’язати шляхом сюр’єктивного відображення множини верхніх подій 
«дерев відмов» (FTA) з множиною ініціюючих подій «дерев подій» (ETA).  
Аналіз небезпеки і працездатності необхідно проводити з використанням цих 
протоколів, в яких відображаються причинно-наслідкові зв'язки між можливими 
причинами відмов вихідних елементів, їх впливом на працездатність системи уп-
равління і наслідками втрати функцій системи в результаті відмов. Використання 
структурованих записів таких причинно-наслідкових зв'язків, оформлених засо-
бами мови структурованої розмітки (xml), дозволяє автоматизувати процес ство-
рення узагальненої математичної моделі оцінки SIL. Така модель представляється 
кортежом (графом) рівня надійності та безпеки і може бути формалізована до ста-









вихідних (ініціюючих) відмов або подій розглядаються також елементи програм-
ного забезпечення, що застосовуються в АСУТП.  
Авторами були виконані дослідження при постановці завдань, розробці ал-
горитмів, верифікації та впровадженні програмних засобів підтримки прийняття 
рішень при оцінці ризику великих промислових підприємств [24]. Розроблені 
програмні засоби, які дозволяють реалізувати зв’язки протоколів та визначити 
інтегральний рівень безпечної роботи АСУТП. Перевірені можливості вищеопи-
саного протоколу і достовірність результатів обчислень автоматизованих побу-
дов FTA і ETA на базі логічних відносин причинно-наслідкових зв'язків аналізо-
ваних елементів АСУТП. Використання логічних операцій І (Заборона), АБО 
(табл. 1) [27] для низхідного методу розгортки дерев відмов дозволяють визначи-
ти ймовірність критичних (верхніх в дереві) подій. Для реалізації формули Бер-
нулі для елементів, що виконують паралельні функції, використовувалась опера-
ція «виключне АБО» (табл. 1). Бінарне розгалуження подій, які впливають на 
засоби захисту, представлених в деревах подій, дозволяє здійснити кількісні оці-
нки ймовірності виникнення негативних наслідків відмов елементів АСУТП. 
 
Таблиця 1 
Відповідність формул визначення ймовірності логічних операцій 
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Програмні засоби (приклад наведено на рис. 3) підтримки автоматизовано-
го процесу формування FTA, ETA на основі використання протоколу аналізу 
HAZOP в повній мірі здійснюють функціонал проекту кількісної оцінки показ-
ників SIL. Вони дозволяють виділити і сортувати поєднання відмов, які впли-
вають на критичність наслідків у міру їх значущості, що дає можливість опти-













Автономне тестування модулів програмного забезпечення базових частин 
АСУТП об'єктів підвищеної небезпеки може бути виконано на основі абстракт-
них синтаксичних побудов деревовидної форми. 
Для проведення структурного аналізу системи з використанням FMEA 
пропонується наступна процедура: 
1. Визначаються межі аналізу. Для цього необхідно виділити вихідні функції 
даної системи або блоку, що є природними цільовими функціями пристрою або 
блоку і невиконання (відмова) яких вважається відмовою пристрою або блоку. 
Верхньою межею аналізу є основні вихідні функції пристрою (характерні для при-
значення пристрою). Нижньою межею аналізу є відмови функцій елементної бази 
пристроїв або блоків і модулів, ймовірність (частота) відмови функцій для яких 
відома або обчислена в результаті раніше проведеного аналізу. 
2. Проводиться дефрагментація схеми і частин пристрою на підставі аналі-
зу причинно-наслідкових зв’язків вхідних і вихідних функцій. При цьому фік-
суються причини і слідства роботи блоків модуля (пристрою) в структурі вико-
нання їм функцій. Рекомендується це робити «зверху – вниз» – від вихідної ос-
новної функції, для відмови якої визначається значення ймовірності, спускаю-
чись з використанням логічних знаків і побудовою дерева відмов (FTA). 
3. Проводиться структурний аналіз виконання функцій детектування відмов 
та захисту системи. При цьому фіксується зв'язок другого протоколу і виявляють-
ся наслідки відмов систем захисту. Це є основою розгортки дерев подій (ETA). 
Всі результати FMEA фіксуються в форматі представлення даних розроб-
лених авторами програмних засобів, що дозволяє об’єднати в один проект мо-
дель функціонування рівня безпеки досліджуваної АСУТП. 
Таким чином реалізується загальна гібридна модель, що імітує відмови ок-
ремих незалежних елементів системи, та наслідки таких відмов за логікою фун-
кціональних зв’язків, що побудовані в FTA та ETA. 
    
5. Верифікація та апробацію запропонованих методів та програмних 
засобів їх реалізації 
На підтвердження наведеного вище можна представити деякі результати 
верифікації та апробації запропонованого на прикладі визначення надійності 
блоку нормалізатора дискретних сигналів НД–41. 
Цільовою функцією даного модуля є нормалізація дискретних сигналів, що 
надходять на вхід (16 каналів) і оброблюваних по кадрам, формування яких ві-
дбувається із зовнішнього боку модуля. 
1. Вихідна частина (блок) представлена рис. 4. 
Відмова будь-якого з трьох виділених каналів призводить до помилки но-
рмалізації і до відмови функції № 1. У зв'язку з цим відмова № 2 відповідає 
відмовиі трьох однакових каналів, об'єднаних логічним знаком АБО (рис. 7). 
2. Імовірність відмови мікропроцесора STM32F103 отримана з даних пока-
зників надійності пристрою і складає PFH=8·10–10/годину. 
3. Можлива відмова функцій мікропроцесора в зв'язку з відмовою його об-
в'язки (функції запуску і забезпечення працездатності). 























Рис. 5. Схема процесора  
 
Відмова будь-якого елементу припускаємо небезпечною DnF і детектує-
мою DF.  
4. Живлення модуля здійснюється від зовнішнього джерела +24 В. Прин-




Рис. 6. Принципова схема модуля живлення 
 
Відмова живлення можлива при відмові будь-якого з незалежних елементів 
за винятком випадку відмови будь-якого з V1 або R4 АБО V2 або R5 (не менше 
ніж 1 з 2 каналів). У дереві відмов для демонстрації розкритий цей механізм. 
Підсумкове дерево відмов для розрахунку PFH розроблено в програмному 
додатку FTA (рис. 7). 
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НД-41 вихід модулю не відповідає 










Отриманий результат рівня надійності для НД–41 не краще ніж SIL 2. Будь 
який аналіз програмного забезпечення для вказаного модуля не підвищить вка-
заної характеристики. Порівняльний результат підтверджує, що модуль НД-41 
має гірші показники, ніж ті, що визначаються ранговими методами. Для даного 
модуля необхідно приймати рішення по покращенню його надійності до рівня 
SIL 3. В обговоренні нижче приведені тільки можливості метода FTA, але це 
тільки тому, що це вдовольняє даному типу модуля. Аналогічно можливо за-
стосовувати методи ETA [24]. 
   
6. Обговорення результатів дослідження методів забезпечення необхі-
дного рівня повноти безпеки  
Враховуючи те, що концепція SIL базується на ймовірнісних даних [2] з 
певною долею невизначеності [3], для визначення ризику використовуються 
регламентовані методи [15–18]. Проте, у цьому випадку аналізуються якісні по-
казники [6]. Кількісні показники поза увагою [7], на відміну від підходу, згада-
ному у [24], та детально визначеному у даній роботі. 
На відміну від [1], при виконанні задач визначення ризику попередньо прово-
диться оцінка рівню SIL. При апробації даної роботи зазначене було виконане для 
окремих модулів МСКУ–4, зокрема для нормалізатора дискретних сигналів НД-41. 
А якщо відійти від узагальнень [2], то використання нормованих рангових методів 
[15–18] для НД-41 при архітектурі 2оо3 дасть показники безвідмовної безпечної 
роботи на рівні SIL 3. І саме цей результат  викликає сумніви щодо використання 
методів і підходів [9]. Тому авторами була виконана оцінка ризику за запропоно-
ваними в даній роботі гібридними методами поєднання HAZOP, FTA, ETA.  
Зазначене було апробовано, верифіковано та впроваджено в науково-
виробничому об’єднанні «Імпульс», що випускає керуючі комплекси МСКУ–4.  
При застосуванні методів забезпечення необхідного рівня повноти безпеки 
автоматизованих систем управління розробниками були виконані консультації 
по сертифікації на рівень SIL 3 МСКУ–4. Крім того, обов’язковою частиною 
таких робіт став аналіз вимог стандартів. Це дозволило виділити структуру і 
склад пунктів і методів дослідження показників надійності і функціональності. 
У підсумку цей комплекс робіт дозволив проаналізувати функціональність і 
оцінити ризик апаратної частини пристроїв МСКУ. 
Відповідно до [20] метод аналізу видів і наслідків відмов проведено на під-
ставі логічного структурного аналізу пристроїв і блоків. 
У підсумку FMEA було застосовано на різних рівнях декомпозиції системи 
– від найвищого рівня системи (системи в цілому) до функцій окремих компо-
нентів або команд програмного забезпечення.  
FMEA постійно повторюють і оновлюють, оскільки при розробці вдоско-
налюється і змінюється конструкція системи. Зміни конструкції вимагають вне-
сення змін до відповідних частин FMEA. 
 
7. Висновки 
1. Запропоновано методи визначення кількісних показників критеріїв РПБ, 









АСУТП. Вирішення цієї проблеми розв’язується завдяки використанню розгор-
тання простору станів елементів АСУТП до дерев відмов (FTA) та дерев подій 
(ETA) та подальшому об’єднанню їх в причинно-наслідковий механізм виник-
нення та розвитку відмов. При цьому забезпечується об’єктивний підхід в порі-
внянні з ранговими методами та можливість пошуку найбільш критичних ава-
рійних поєднань гілок FTA та ETA. 
2. Розроблені програмні засоби розгортки графу станів управляючих ком-
плексів, що досліджені до рівня поєднаних гілок FTA та ETA перевірені на 
прикладі комплексу МСКУ–4. Проведена верифікація та апробація запропоно-
ваних методів та програмних засобів. За результатами верифікації та апробації 
підтверджено можливість визначення показників безпеки як окремих елементів 
систем управління, так і комплексу в цілому. 
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