We apply a multilayer perceptron machine learning (ML) regression approach to infer electromagnetic (EM) duct heights within the marine atmospheric boundary layer (MABL) using sparsely sampled EM propagation data obtained within a bistatic context. This paper explains the rational behind the selection of the ML network architecture, along with other model hyperparameters, in an effort to demystify the process of arriving at a useful ML model. The resulting speed of our ML predictions of EM duct heights, using sparse data measurements within MABL, indicates the suitability of the proposed method for real-time applications.
Introduction
The marine atmospheric boundary layer (MABL) is a dynamic region in the lower troposphere that directly interacts with the ocean via turbulent transport of heat, moisture and momentum (Sikora and Ufermann, 2004) . Atmospheric conditions within the MABL, including its high temperature, pressure, and humidity gradients, influence the refractive index; thus affecting electromagnetic (EM) propagation characteristics. Rapid decrease in the refractive index with altitude can cause EM waves to bend backwards toward the ocean surface (Skolnik, 1980) . This abnormal behavior is called atmospheric ducting, and results in the trapping of EM waves near the ocean free surface. Atmospheric ducting can influence radar performance by creating unexpected holes in the radar coverage, inaccurate altitude predictions, and false targets from clutter returns (Skolnik, 1980) . Thus, real-time identification and characterization of EM ducting within the MABL is important when assessing radar performance as shown in Figure 1 .
The refractive index can be approximated by directly measuring atmospheric conditions within the MABL: Bean and Dutton (1968) describe a relationship between the refractive index profile and atmospheric temperature, pressure, and humidity. Sensitivity of the various atmospheric and refractivity profile parameters in modeling EM propagation is detailed in Lentini and Hackett (2015) . Direct measurement of atmospheric parameters can be carried out at discrete altitudes by using radiosondes or rocketsondes, but such measurements are impractical when estimating MABL refractivity because data collection is sparse and implementation can be expensive (Bean and Dutton, 1968) . (Fountoulakis and Earls, 2016) .
More recently, literature on the MABL EM duct characterization problem has focused on identifying and improving optimization within the context of the inverse problem estimating refractivity from clutter (RFC) returns. RFC uses measured propagation loss from radar clutter returns to estimate the refractivity profile, which is then used to characterize ducts. Rogers et al. (2000) show that duct heights can be inferred from a slope fitted to backscattered power from sea surface clutter, by performing a nonlinear least squares inversion. One common approach to solving the RFC inverse problem employs multiple calls of a suitable forward solver to predict EM propagation, but this can be computationally expensive. Efforts to make RFC inversion more efficient can also be found in the literature, including matched-field processing approaches (Gerstoft et al., 2000) , Bayesian Markov-chain Monte Carlo (Yardim et al., 2006) , and Markov state-space models (Vasudevan et al., 2007) . A detailed review of RFC is available in Karimian et al. (2012) .
In a different approach, Fountoulakis and Earls (2016) use a simplified physics model by approximating a blurring operator (so as to approximate the effects of the MABL) with modes from proper orthogonal decomposition (POD) from field observations that are organized within an offline library. Manifold interpolation is performed on the sparse set of POD modes to construct a "just in time", online estimate for POD modes, which are needed within an optimization algorithm to infer duct parameters. Within the context of this method, the coverage is either sampled along a sinusoidal flight path or a linear path (consistent with a rocketsonde-receiver sampling system, RRSS). RRSS consists of a receiver attached to a solid rocket flown at a constant altitude; thus effecting coverage sampling in a reduced amount of time (as compared to a UAV flying the sinusoidal path). In this paper, as part of our machine learning MABL EM duct prediction, we will use two bistatic (i.e. separate transmitter and receiver locations) EM sampling schemes corresponding to: 1) a single moving receiver exploiting the practicality of RRSS, and 2) an array of stationary receivers mounted on a fixed tower (Figure 2) .
Machine learning algorithms have previously been employed within RFC inversion literature. Douvenot et al. (2008) showed that least squares support vector machines (LS-SVM) can speed up inversion, although sacrificing some accuracy, by utilizing a pre-generated database of propagation losses and respective parameter values. Within the RFC literature, variants of artificial neural networks (ANNs), primarily radial basis function neural networks, were considered but discounted in favor of the convex property of LS-SVM. A comparison of both approaches can be found in Yang (2013) . With the recent surge in popularity of machine learning algorithms and deep learning models, enhancements to ANN architecture and optimization has led to increased model flexibility, stability, and efficiency. Recent literature has seen a revival in the use of ANNs for the duct characterization problem within an RFC context. Tepecik and Navruz (2018) introduce a hybrid model using parameter estimations from neural networks as initializers in genetic algorithms to refine the inversion. Guo et al. (2018) use deep neural networks to In the present paper, we propose using supervised machine learning with ANNs to directly estimate the function that maps propagation factors into duct height. ANNs are universal approximators with the ability to represent complex nonlinear functions using a few parameters (Shalev-Shwartz and Ben-David, 2014 ). Trained models can evaluate novel inputs and provide fast predictions, making ANNs potential candidates for real-time duct height predictions. We train and evaluate separate ANNs to estimate duct height using the aforementioned two bistatic sampling schemes (not RFC). Propagation data needed for training the ANNs are obtained using a fast split-step parabolic equation (SSPE) solver, as described in the sequel. This paper is outlined as follows. We begin by describing the physical problem and its domain. We subsequently introduce two bistatic sampling schemes along with the SSPE forward solver used in the numerical simulations needed to generate training and test data. We then provide a background on supervised machine learning with multilayer perceptrons and describe our specific machine learning regressive model. Finally, we report our results and provide a discussion of limitations in the model selection process.
Forward Model

Evaporation Duct
Evaporation ducts are the most prevalent duct type within the MABL (Babin et al., 1997) . These shallow ducts form as a result of trapping gradients that change the refractivity profile over the ocean surface (Paulus, 1946) . The refractive index n is the ratio of EM propagation velocity in free space to that within a given medium. To better reflect the small changes in the refractive index that characterize the MABL, we employ a quantity known as refractivity N = (n − 1)10 6 (Skolnik, 1980) . The modified refractivity profile for evaporation ducts can be modeled as an log-linear function
where M 0 is base refractivity, c is critical potential refractivity, z 0 is aerodynamic surface roughness of the ocean and z d is the duct height (Fountoulakis and Earls, 2016) . Evaporation duct heights are commonly observed to be between 0m and 40m in altitude (Paulus, 1946) . With the following parameters as constants: M 0 = 428.9M -units, c = 0.13M -units/m, and z 0 = 0.00015m, we are interested in the inversion for evaporation duct height, z d .
Problem Domain and Description
In the present work, a horizontally-polarized Gaussian antenna pattern with radar signal frequency of 9.3 GHz, corresponding to the X-band, is transmitted through a rectangular 2D problem domain with a maximum altitude of 113m and range of 50km. The associated SSPE problem domain is discretized using grid spacings of 0.1m and 40m, in altitude and range, respectively. Propagation factors within problem domain, collectively called the coverage diagram, are the observables, or feature vector, within the context of this work. Propagation factors are influenced by the medium, environment, surface roughness, and transmitter antenna alignment in radar calculations and can be obtained by scaling the electric field magnitude with that observed in free space (Ryan, 1991) . Rather than using the entire coverage diagram to train our ANNs (as it is impractical to measure such large areas), propagation factors are sampled so as to be consistent with two bistatic radar sampling schemes mentioned earlier ( Figure 2) . A bistatic radar system uses different antennas for transmitting and receiving signals (Skolnik, 1980) . We alternatively consider a moving receiver, as well as an array of stationary receivers mounted on a tower. For the moving receiver, the transmitter antenna is stationary with an antenna angle of α = 0
• (with respect to the horizontal) and antenna height of h = 10m. Propagation factors are sampled at 250 evenly spaced points along a horizontal line (e.g. as is consistent with solid rocket horizontal flight path), 5-15 km in range direction, positioned 21m above the ocean free surface.
In the case of the array of stationary receivers, six observations are collected using deterministic combinations of transmitter antenna angles α = −0.5
• and heights h = 20m, 30m to simulate a transmitter antenna on a rocking ship. Stochastic rocking is also considered by collecting five observations from uniformly distributed antenna angles α ∼ U [−0.5 20m, 30m] . Propagation factors are sampled using 30 evenly spaced receiver antennae distributed along on a vertical mast, 1-30m in the altitude direction, positioned 50km down range from the rocking transmitter. Observations are concatenated to form observation arrays of lengths 180 and 150, for the deterministic and stochastic rocking, respectively. Please refer to Figure 3 for a depiction of the two sampling strategies. Datasets are also contaminated with Gaussian noise of N (0, σ); σ = 0.1||x|| ∞ , where standard deviation is 0.1 times the absolute value of the largest propagation factor in an observation array, to simulate severe electronic sensor noise (Fountoulakis and Earls, 2016) . Overall, we assess six cases described in Table 1 . 
SSPE Solution
EM propagation within the MABL can be modeled using the parabolic equation approximation derived from Maxwell's equations. Ozgun et al. (2011) developed PETOOL, a MATLAB R -based software, for analyzing EM propagation over variable terrain using the split step parabolic equation (SSPE) method. SSPE solves the wide angle parabolic equation as an initial value problem. The initial condition is specified by injecting EM fields into the domain at the transmitter's location, in order that a series of Fourier transformations can be performed to propagate the fields down range. PETOOL approximates the Sommerfeld radiation condition at the top of the problem domain by extending the domain's altitude and applying a Hanning window to remove the non-physical reflections that would ordinarily result from truncating our domain altitude at 113m. To enforce continuity of the tangential components of the electric and magnetic fields at the ocean free surface, that boundary is assumed to be a finite conductor with a homogeneous dielectric constant (Ryan, 1991) . We use code adapted from PETOOL that specifies a Leontovich surface impedance condition at the lower boundary (Gilles et al., 2019) .
Background
The goal of supervised machine learning is to learn a hypothesis h : X → Y that maps inputs to outputs by only sampling points from some underlying distribution (x i , y i ) ∈ X × Y (Shalev-Shwartz and Ben-David, 2014). The machine learning (ML) task of performing MABL duct height inversion is a regression problem, because duct height is a continuous variable. The parameters of the hypothesis (i.e. our ML regression network weights and biases) can be learned by minimizing a loss function on training pairs (i.e. known sets of propagation samples at given duct 5/15 heights). Mean Squared Error (MSE), which measures the average squared difference between the predicted value and true value, is typically minimized when training ML regression networks (James et al., 2014) :
whereŷ is the output from the network and y is the desired prediction value. We are interested in employing artificial neural networks, a class of machine learning algorithm, for this task, because of their universal approximation property and quick evaluation speed. Multilayer perceptrons (MLP) are feedforward artificial neural networks, consisting of an input layer, hidden layer(s), and an output layer. The input layer accepts a d-dimensional feature vector x ∈ IR d (in our case, samples of propagation factors) where each dimension, d, corresponds to a neuron at a discrete spatial point (corresponding to a propagation factor measurement), such that each input neuron is connected to every neuron in the subsequent hidden layer by weighted edges within the network graph (Figure 4) . The collection of network weights w ∈ IR k×d are summed together along with an offset term b ∈ IR k ; thus the value at a given hidden neuron can be written as:
where d is the input dimensionality and k is the number of hidden neurons. The collection of weights and biases is referred to as the networks parameters. Nonlinearity is added to the model by applying activation functions at every hidden neuron. Common activation functions include sigmoid, hyperbolic tangent and rectified nonlinear unit (ReLU), with ReLU preferred due to its computational efficiency and reduction of the vanishing gradient problem (Nair and Hinton, 2010) .
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The next hidden layer is connected to the previous hidden layer in the same manner as that of the input layer (i.e. it is fully connected). The number of hidden layers and neurons in each layer are referred to as hyperparameters (not to be confused with the network parameters in Eqn. 3). Hyperparameters are values that cannot be learned by the model and thus are carefully selected by the analyst prior to training to achieve maximum performance. In order to allow the MLP to predict a single continuous variable, the output layer must consist of a single neuron with no activation function:ŷ ∈ IR. The MSE loss function is minimized in MLPs using an iterative algorithm called gradient descent. The network parameters are randomly initialized at the start of training and subsequently updated to improve the network's predictive power by taking an updating step in the opposite direction of the loss function's gradient when adjusting the weights (Shalev-Shwartz and Ben-David, 2014):
where learning rate, α, governs the step sizes of each iteration, and thus embodies a trade-off between convergence and speed. If α is too small, then the model takes too long to converge and conversely, if α is too large, the model can diverge. The gradients are calculated with backpropagation, which relies on the chain rule from calculus to describe the interrelationship between parameters from the back of the network to the front (LeCun, 1988) . In stochastic gradient descent (SGD), rather than calculating the gradient of the loss function using the entire training set (which can be slow), the direction at every iteration is determined by a randomly selected training example (Shalev-Shwartz and Ben-David, 2014). SGD is expected to behave similarly to gradient descent, but introduces noise. The noisy gradient approximations can potentially limit convergence speed (Bottou, 2010) . A solution to this problem is using mini-batches (of training examples), which balances the speed associated with using one training example against the stability of using all examples. In this case, an epoch of training is defined as the occurrence of every training example having been passed through, and subsequently updated, the model. Kingma and Ba (2014) introduced Adam optimization as an improvement to regular SGD. Adam optimization uses calculations of first and second moments of the loss function gradient to determine adaptive learning rates for every parameter. Higher-order optimization methods and quasi-Newton methods are not typically employed as these methods are slow to implement. We trained the MLPs with mini-batches and Adam optimizer as the learning approach in the current work.
In supervised learning, the model is trained using a subset of the complete, labeled dataset, in order to measure model generalization when the network is applied to the excluded set. A statistical technique used to obtain a principled metric of model performance on unseen data is k-fold cross-validation, where the dataset is split into k folds, and each fold is used as the testing set for k independent training sessions (Shalev-Shwartz and Ben-David, 2014). Common k values for k-fold cross-validation are k = 5 and k = 10, as these are shown to appropriately balance the bias-variance tradeoff and reduce computational time as compared to k = n, in the leave-one-out cross validation technique, where n is the cardinality of the dataset (James et al., 2014) . The losses from each fold are then averaged to achieve an aggregated cross-validation score, which can be used to compare different hyperparameter instances to define an appropriate MLP architecture.
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MLP Network Architecture
The specific MLP model design and architecture used in each of the six cases from Table 1 is influenced by the dimensionality of the dataset and involves the selection of appropriate hyperparameters, which include the number of hidden layers, number of neurons, number of epochs employed during training, initial learning rate, and batch size. Hyperparameter selection is a complex problem that is unfortunately performed based on experience, as mentioned in (Yang, 2013) . Barring prior experience, the analyst typically chooses hyperparameters via trial and error, so as to achieve a sufficient test loss or to satisfy some threshold cross validation score. We attempt to demystify this process by discussing important concepts, summarized in Figure 5 , and the intuition behind our model selection process. Underfitting. Underfitting occurs when the model fails to sufficiently learn the underlying function approximation. When both training and test losses remain large, it is possible that the model has converged to a non-optimal local minimum or saddle point within the loss function output space. Underfitting can also be a result of having too few parameters to represent the pattern in the dataset. Increasing model complexity by increasing number of neurons as well as decreasing learning rate can help resolve underfitting. The model can also be underfitted if the selected number of epochs is too small, and the model has not yet converged since it has not seen the training examples enough times.
Overfitting. Overfitting occurs when model performance on the training set far exceeds the performance on the test set (Shalev-Shwartz and Ben-David, 2014 ). This phenomenon is evident when test loss plateaus or increases as training loss decreases. For a small dataset, overfitting is a primary concern, because the number of parameters in the model may be too numerous for effective generalization to other, previously unseen, data. Methods to mitigate overfitting include decreasing the number of parameters within the model, by either decreasing the neuronal cardinality within a layer, reducing the number of layers, and/or adding regularization.
Regularized. Regularization adds restrictions to the model to address the overfitting problem by forcing the network to learn a less complex representation by penalizing it for learning unwanted behaviors. A model with lower test loss than train loss is possible when using regularization techniques. Adding noise to the input is related to adding L 2 regularization to the weights of the ANN. Spiky convergence. Spiky convergence is common when using stochastic methods, such as using a mini-batch to update the gradient. Decreasing the learning rate or increasing the batch size can give smoother convergence. However, some stochasticity can be beneficial for escaping saddle points or local minima; thus care should be exercised when reducing its influence.
Trial and error methods based on intuition alone do not produce the best hyperparameters when designing a regressive MLP. Rather, we use a more systematic approach by performing grid search in a restricted hyperparameter space. As a result of this grid search, the number of hidden layers is set to one in all six cases and the number of epochs is chosen to be sufficiently large to allow for convergence for each case, as gauged by the loss function, Eqn. -5, 1e-4, 5e-4] , and batch size [8, 16, 32, 64] . The model with the lowest 5-fold cross validation (CV) score from the training procedure detailed below is subsequently selected for each case as shown in Table 2 .
MLP Network Training
Datasets are constructed by sampling propagation factors corresponding to evaporation duct heights ranging from 2m to 40m, in half meter increments. The dataset is randomly split: 80% for training and 20% for testing. For cases 4-6, the inclusion of noise into the smaller dataset increases the difficulty of the problem. Overfitting is a common problem when training neural networks on a small dataset, as is the case in our problem. To address overfitting to the noise in cases 4-6, the training set is augmented by applying the Gaussian noise, N (0, σ); σ = 0.1||x|| ∞ , to each training example instance (i.e. at each considered duct height) 200 times. The training sets are subsequently batched. The model weights are randomly initialized from a truncated gaussian distribution (µ = 0, σ = 0.01) and biases are initialized as zeros.
MSE (eq. 3) and accuracy are used as evaluation metrics when comparing MLP performance. Accuracy is normally a classification metric, but it can be informative to quantify instances of good predictions. In this paper, accuracy is defined as .99e-4s 8.56e-4s 7.93e-4s 8.17e-4s 9.54e-4s 9.41e-4s
where 1l(·) is the indicator function and δ = 0.5m. This metric conservatively scores a difference of 0.5m, or more, between the prediction and true duct height as incorrect. During training, test loss is calculated after every five epochs and model parameters are saved for the best test loss. Both training and evaluation are performed using 4-cores of Intel i5 microprocessor having a clock speed of 2.7 GHz. Timing is calculated using the Python time.clock() method, which measures processor system time in seconds.
Evaluation
To determine the performance of the chosen model design and architecture, the entire dataset is once again split randomly into a training and test set, and the best models for each case from the 5-fold cross-validation hyperparameter exploration, is trained on the training set from scratch and subsequently evaluated on the remaining test data. For each of the six cases, we report the MSE test loss, test accuracy and absolute error of the worst prediction by the model. Training time is calculated by summing all forward pass and backpropagation calls with the training set, for the specified number of epochs in Table 2 , and evaluation time is calculated as the average time to evaluate the entire test set.
Training and test curves for both loss and accuracy during model evaluation are shown in Figures 6 and 7 . A noticeable characteristic of the curves are the spikes that result from the stochasticity with using small batch sizes (bolded lines show a smoothed curve). The grid search for optimal hyperparameters returns either the smallest batch size (cases 1,3,4) or the second smallest batch size (cases 2,5,6). Thus, some amount of stochasticity can help the model achieve a better performance. Further inspection of the curves in relation to Figure 5 show that case 5 is overfitted: the validation loss increases past epoch 120. Table 3 also shows that the difference of the worst prediction and its true label in case 5 is significantly higher than that in all other cases. The absolute error is 2.15m, with the model predicting 4.15m for the true duct height of 2m. The inclusion of dataset endpoint(s), 2m and 40m, in the test set means that the ANN has to extrapolate beyond the range of the given training data, which can yield worse predictions. In case 6, the test loss is lower than the training loss. We suspect that the added input noise somehow improved the generalization performance. Variability in model selection and evaluation should be expected due to variability in parameter initializations and random dataset shuffling, splitting, and batching.
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Figure 6. MSE loss and accuracy for both the training set (blue) and test set (orange) during evaluation of the noise-free cases 1-3 11/15 Figure 7 . MSE loss and accuracy for both the training set (blue) and test set (orange) during evaluation of the noise-contaminated cases 4-6 12/15 2.8 Discussion A single layer MLP, with its ability to provide quick and reasonable approximations of duct heights given propagation factors, is sufficient for the MABL duct height estimation task. We found that deep neural networks, which include two or more hidden layers, do not improve performance and can even hinder performance by contributing to the overfitting problem. Regularization techniques, to address the overfitting problem in neural networks exist, but these are not suitable in our problem. Very deep models can benefit from dropout (Srivastava et al., 2014) , which involves randomly dropping out neurons to force the network to learn a more general representation with fewer parameters. Another technique is batch normalization (Ioffe and Szegedy, 2015) , which involves normalizing inputs into a layer with the mean and standard deviation of batches, but this is not recommended for small batch sizes. It is pointed out that the limitations of small datasets, within the current study imposed on the models, are representative of problems in the physical world, where data are frequently difficult to obtain. This situation represents a challenge for many common machine learning techniques, when applied to problems of physics.
For instance, the more formal nested cross-validation procedure is not performed within the current study due to the small dataset size. Instead, we evaluate model performance by re-splitting the dataset and re-training the model from scratch, but in general, re-training the model on the entire dataset and evaluating performance on a separate unseen set is better. Nested cross-validation addresses the potential problem of leaking validation set information into the model from the model selection process (Cawley and Talbot, 2010) . However, to do this, the dataset needs to be split into three sets for training, validating and testing, which our modeling context cannot afford (i.e. we have far too few training pairs to accommodate this).
Conclusion
Artificial neural networks show promising results in characterizing evaporation ducts within the MABL. We have shown that single layer MLPs can sufficiently estimate duct heights from propagation factors under different bistatic sampling schemes. A highlight is that MLPs are extremely efficient during evaluation, using much less than a millisecond of CPU time to predict duct height from data. As a result of the observed accuracy and precision along with evaluation speed, we conclude that ANNs are excellent candidates for real-time prediction of ducting conditions in the MABL.
