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Abstract: We introduce an integration procedure for normal differential systems, implemented in PASCAL, and based 
on a one-step method using Gauss-Legendre integration. 
This procedure permits several levels of accuracy and determines an approximate solution of the differential system 
on an arbitrary user defined partition 
gv= {to=a, t, ,..., t,_,, t,=b:tj_,<t,,i=l,..., N} 
of [a, b] c R, as well as an error estimation. 
An interesting application for the method was provided by the study of the nature, the stability and an accurate 
determination of the bifurcation points of the harmonic and subharmonic solutions of the forced Duffing oscillator, in 
order to show the onset of chaotic behaviour of the system for certain ranges of its forcing frequency. 
Keywords: Gale&in method, initial-value problems, Gauss-Legendre quadrature, A-stability, period doubling, 
Duffing oscillator, chaos. 
1. Introduction 
Quite a number of well-known integration methods of initial-value problems for systems of 
ordinary differential equations are based on the truncated Taylor expansion of the solution in 
the neighbourhood of the initial point. The approximate solution generally shows its greatest 
deviation from the exact solution near the endpoint of the integration interval, yielding bad 
initial conditions for the calculations in the next step. 
More accurate results may be expected by the integration of the system on the given interval, 
using a quadrature rule of sufficiently high order, such as the Gauss-Legendre quadrature 
method. 
This paper, based on earlier work by Hulme [17,18], Janssen and Vlassenbroeck [20] will 
develop this idea, and present all the necessary formulae for the implementation of the 
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integration method and for the corresponding error control. On each subinterval in the domain 
of integration the given differential problem is solved by means of a Gale&in method, using the 
Legendre polynomials Pk( s), k = 0,. . . , M, as basis functions, yielding a solution in the form of 
a polynomial of Mth degree 
M 
X(‘)(s) = c upP,(s), 
k=O 
2(t - ti-l) 
S= 
hi 
-1, hi=ti-ti_l, i=l,..., N. 
Putting J$i)(l) = &ci+l) (-1) in (1.1) f or each i, yields a piecewise polynomial continuous 
solution, as studied earlier in [5,13,19,21,22,25]. 
Hulme [17] showed the equivalence of the resulting solution with the solution obtained by an 
M-points collocation method, where the collocation points are the roots of the Legendre 
polynomial of degree M in the given interval [ti_i, ti]. Moreover, Wright [25] has shown that any 
one-step collocation method is equivalent to some implicit Runge-Kutta method. That is the 
reason why we wrote our approximate solution in the form of the well-known and extensively 
studied [2-4,6,8,14] implicit Runge-Kutta formulae. 
2. Method of solution 
Let us consider the system 
g = ax, t), (2-l) 
where x is a K-dimensional state vector, remaining in a compact set D c [w K for t E [a, b] c R, 
which at t = a, satisfies: 
x(u) =x0 E D, 
with FE ‘Z2Mf2 on D x [a, b]. 
In each subinterval of the partition 
9’N={tO, t, ,..., t,:t,=a, tN=b, ti_-l<ti, i=l,..., N}, 
we perform the following change of variables: 
t = T(s) = ti_l + :h,(l + s), hi = ti - ti_l, 
transforming [ti_l, ti] into [ - 1, 11. 
Taking X(s) = ( x 0 T)(S), (2.1) becomes 
(2.2) 
g = F(X, ti_I + +hi(l + s)) +hi, 
and integration between - 1 and s yields 
X(S) =X(ti_1) + ihi/:IJ’(X(u)> T(U)) du 
J 
s 
= x( ti_l) + +hi G(u) du, 
if we put G(U) = F( X( u), T(u)): i 
(2.3) 
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In analogy with Fox, Parker and Mayers [lo-121, we will determine an approximation to X(S) 
by a truncated Legendre series: 
X(s) = 5 ajPj(s); 
j=O 
substituting G(U) in (2.3) by an approximation of the form 
C(u) =F(X(u), T(u)) = ycjqu), 
j=O 
and using the relations [l] 
J P,(x) dx = &(C+ - C-i), 
yields the following relations between the coefficients of x and F: 
i 
O<j<M-2, 
aj = 
+h;‘-’ 
25-l’ 
j=M-1, M, 
(2.4) 
(2.5) 
(2.6) 
where for the coefficients of the polynomial z(u) we have 
cj = i(2 j + l)/:I(Gpj)(~) ds = :(2 j + 1) E G(s,)pj(~,)w, 
WI=1 
= 5 E(S,)T,, 
m=l 
if we put 
I$,=+(2j+l)q(s,)w,, j=O ,..., M-l. (2.7) 
Here S, are the zeros of the Legendre polynomials PM and W, are the corresponding weights, 
such that: 
is exact for polynomials of degree up to 2M - 1. 
Hence the equations (2.6) and (2.7) give 
w._ 
3 -s l,<j<M-2, 
aj = 
+hi 5 c(sm)&, j=M-1, M 9 
m=l 
a,=x(ti_l) + ihi E C=(S,)(W~~-~W~,). 
m=l 
(2.8) 
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On the other hand, taking (2.4) for s = s,, and using (2.8) yields 
X(S,) = X(ti_i) + :h, : d,,G(s,), n=l,...,M, 
m=l 
with 
WI-2 m 
+ CM(%) 2&f_ 3 . (2.9) 
It follows that (2.9) could be considered as a nonlinear system of M x K equations in M x K 
unknowns: 
Xn=x(sn)=H,(X, ,..., X,), n=l,..., M, 
which might be written as: 4 = H( .$), 5 = (Xi,. . . , X,), and for which the fixed point will be 
determined. One can show, that in terms of some matrix norm, the contraction condition for this 
system could be written as: 
lhil <&Y (2.10) 
D 
with X some positive. constant, and K, an upper bound for the Jacobian of the function F in 
(2.1), so that if we start with a reasonable approximation & of <, the iterative scheme 
5 p + 1 = H( 6,) will converge. 
One way of starting the iterations would be to choose &, = ( XiO,. . . , X,,) such that: 
XmO=X(ti_i) + +hiF(X(ti_i), ti-i)(l +S,), (2.11) 
which corresponds to Euler’s method applied to the system on [ti_i, ti]. It should be noted that, 
once the computation is started and the solutions X2) and their first derivatives 
X;(j) = + hi F(XLj), T(s,)), m=l,..., M, 
are known over the R preceding intervals [tJ_ i, t,], j = i - 1, (-l), i - R, it is possible to 
predict them in the interval by extrapolation of the Hermite interpolation formula, and saving 
many iterations that way. 
Finally, we can find the initial value for the following step 
(2.8): 
x(ti) =X(l) = E ai=x(ti_,) + thi ~ F(s,)w,, 
which yields (2.7): 
I =X(ti_l) + :hi 5 G(‘,,)W,, (2.12) 
of the integration using formulae 
precisely the Gauss-Legendre quadrature formula for (2.3). 
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3. Study of the error 
3.1. Error bounds 
We will not consider rounding errors in this study. Putting the truncation error equal to 
E = X- x, where X is the exact solution of the equation (2.3), while 3 is the exact solution of 
the truncated equation 
= ~(t,_~) + jh,jll&) du; (3.1) 
then substracting (3.1) from (2.3), and putting: 
G(u) - G(u) = G(u) - G(u) + G(u) -G(u) 
in the resulting integral equation, with G(u) = F( _@ u), T(U)), and observing that for k = 
1 K, 9.e.9 
with 
&=x+&(X-x), @=]0,1[ 
and 
by analogy with [12, p.341, we finally obtain after differentiation 
E’(s) = ;hi A’E(s) + +hi 
M4L’ 
(2M - l)!! ’ 
(3.2) 
where A’, a square matrix with elements aFk/i?Xj ( Tk), and L’ = ccM’(s’) are assumed constant 
on the interval [ti_r, ti]. 
Now, if we put L = dcM)F/dtM and take into account the change of variables (2.2), we could 
replace L’ in (3.2) by: 
(;hi)ML 
so that (3.2) could be written as 
E’(s) = A E(s) + P,(s) r, A = :hjA’, r = (ihi)M+l (2Mt 1),, . 
. . 
(3.3) 
Note that A is of order 0( hi), while r is of order 0( hy’l) 
If CR,, RI,..., R,,,) is the error vector in the partition points, and if we put E( - 1) = 
Ri-1, E(1) = Ri, it can be shown that the following recurrence relation can be obtained for the 
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truncation error at each step: 
Ri = exp(2A) Ri_I + 2 
( -FI)~ exp( A) Y 
(2&l+ l)!! . (3.4) 
It follows that the error added at each step is of order 2M + 1 in hi. 
The variation of the error E(S) on the interval [ - 1,1] can likewise be given approximately by 
E(s) = exp((s + l)A) Ri_l + 
P 
MiL+PTpl (s) r 
2P,(2M + 1) 
2k23 - (2M+ 3)(2&G 1) + 2k21 (‘) 
(3.5) 
from which it follows that the error added at each step is of order 0( hy+i) in the interior of the 
i th interval. 
3.2. Error control 
If h, is small, so that A will be a matrix of norm much less than 1, and taking into account the 
expressions for A and r we found in (3.3), we can obtain a bound for the norm p of the second 
term of (3.4) 
p < 2(+hi)M+1 
Iqpyo) 
(2M + l)!! (2M - l)!! . (3.6) 
Now, by the formula in [12, p.161, approximately true for A4 sufficiently high, the superscript (i) 
indicating that the values are taken at the ith step, we get 
G(M)(i) (0) 
&) = (2M - l)!! ’ 
and assuming approximately that 
G(M)(i)(O) = +(G(M-i)(i)(O) _ G(M-i)(i-i)(O)), 
we may substitute cCM’(0) in (3.6) by 
(2M _ l)!! &;L-~2i~:) = (2M _ Q! 42 -h$i-l) 
I 
by (2.6), yielding finally 
This means that we can monitor the truncation error in each step by comparison of two 
consecutive values of uM. These coefficients follow immediately from (2-Q applied for j = M. If 
a given treshold for p is exceeded, one can repeat the last calculation step with a steplength of 
ihi, or if the error would become too small, the following steps could be done with steplength 
2 hi. 
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3.3. A -stability 
Dahlquist [7] defined the A-stability of a k-step method as follows. 
Definition 1. A k-step method is A-stable if for the testproblem 
y’=hy, ~EC andRe(X) ~0, 
the solution U, calculated by the given method for fixed steplength h, = h, satisfies: 
lim ~4~‘) = 0. 
i-cc 
(3.7) 
Now, Butcher’s implicit Runge-Kutta methods [3], based on Gauss-Legendre quadrature, 
were shown to be A-stable by Ehle [8]. This was done by observing that those M-point methods 
applied to the testproblem (3.7) yield 
#+l) = &,M(Xh)u’i’, 
where PMM is the Mth diagonal Pad6 rational approximant to exp( hh). A-stability is then a 
consequence of the fact that 
1 P,,(Xh) 1 -c 1 for Re(Xh) -C 0. 
4. Practical implementation of the method 
From formulae (2.9) and (2.12) it follows that we only need the zeros S, of the Legendre 
polynomials of degree M, and the associated weights w,, from which the A4 X A4 matrix of the 
coefficients d,, can be calculated. For small values of M, S, can be determined analytically [20], 
yielding Tables 1 and 2. 
In the case M = 4, although an analytical solution is still possible, we ran a small program, 
which for every value M, uses the approximate formula from [l]: 
S(O) = cos m 
Table 1 
M=2 
s,=f& 
w,=l 
d,, = 0.5 
d,, = 0.5 - ;A 
s2=-ffi 
w,=l 
d,, = 0.5 + f JI; 
d,, = 0.5 
Table 2 
M=3 
s1=m s* = 0 9=-/F) 
w,=; w,=$ wj=; 
d,, =& d,,=$+fm d,,=&+:@j- 
&=&-A~ d,,=$ G=;k+Am 
d,,=iHf &=$-:m d,,=& 
214 
Table 3 
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M=4 
s, = 0.861136311594053 
s2 = 0.339981043584856 
sj = - s2 
sq = - S] 
d,,= 0.173927422568727 
d,,= 0.626890229483737 
d,,= -0.02838813898622823 
d,,= 0.707906012067488 
d,,= 0.0134710011890763 
d,,= 0.326072577431273 
d,,= -0.00711029937159137 
d,,= - 0.0532083601699976 
w, = 0.347854845137454 
w2 = 0.652145154862546 
w3 = w1 
w4=w1 
d,,= 0.705353515032544 
d,,= 0.354965144509045 
d,,= 0.326072577431273 
d,,= 0.334383843948378 
d,,= -0.0557608572049418 
d,,= 0.376236234999736 
d,,= 0.0252549253788094 
d,= 0.173927422568727 
followed by the iteration 
s(i+l) 
m 
to determine s,, followed by 
2(1 - Si) 
W, = ( MP&s,))~ 
yielding the corresponding weights. 
The values of PIM and PrM_-1 are determined, using the classical three-term recursion formula 
for Legendre polynomials: 
This yields Table 3. 
For the prediction of the values X,‘$ in (2.9) we used the Hermite interpolation based on the 
three previous corresponding values X:-j) and their derivatives XA’i-i), with hi_, = h, j = 1, 2, 3, 
X2) = LOX:-3) + 9X2-2) _ LgXL’-l) + h(3X;(‘-3’ + LgX;(i-2’ + 9X;(‘-‘)). 
This reduced the number of iterations, necessary to solve (2.9) to machine precision by more 
than 60%. 
5. Application of the method to the Duffing equation 
For the numerical determination of the periodic solutions of the Duffing equation 
x” + cx’ + x - 4x3 = g cos(wt), 
with c = 0.4, g = 0.115 and frequency range w E [0.52, 0.61, very stable and accurate integration 
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Table 4 
Bifurcation 
sym 1P --) asym 1P 
asym 1P + 2P 
asym 2P + 4P 
asym 4P -+ 8P 
asym 8P -+ 16P 
asym 16P --f 32P 
asym 32P + 64P 
W 
0.5372086881 
0.5299964401 
0.5286071371 
0.5283138319 
0.5282511517 
0.5282377338 
0.5282348603 
w (accelerated) 
- 
0.528275662 
0.528235339 
0.528234116 
0.528234079 
0.528234077 
6 
5.19127046 
4.73671491 
4.67939573 
4.67135818 
4.66963677 
6 (accelerated) 
- 
4.67112 
4.67005 
4.66917 
methods are necessary, because of the extreme sensibility of the solution for variations of the 
initial conditions. Period doubling is observed for a denumerable number of values of w in the 
above-mentioned frequency range. This was shown to be one of the routes of chaotic behaviour 
in [9,15]. The successive period doublings that occur here were numerically studied by Huber- 
mann and Crutchfield [16], Rgty et al. [23] and Van Dooren [24]. 
Here the authors used the integration method, described in the preceding paragraphs, to find 
accurate values of the bifurcation points, in order to verify the theorem by Feigenbaum [9], 
asserting that 
AW. 
lim Aw I = 6 2: 4.669201609.. . , (5.1) i-m 21 
where Awi is the interval in which the bifurcated solutions with period iP remain stable 
(P=27r/w). 
The following bifurcations could be observed. For w > 0.537208688, a symmetric stable 
solution of period P was followed, which bifurcated into two asymmetric stable solutions of 
period P at w = 0.537208688. Each of these bifurcated into two asymmetric solutions of period 
2P at w = 0.529996440, which in turn bifurcated at w = 0.528607137 into solutions of period 4P. 
Table 4 yields a sequence of these bifurcation frequencies followed by four more, obtained for 
decreasing values of w, of the Aitkin accelerated values of these frequencies, the approximations 
obtained by formula (5.1) for the universal constant 6 and the corresponding Aitkin accelerated 
values. 
These numerical results show a nice monotonic convergence to the frequency where the 
chaotic motion will take place: w, = 0.52823407 and an almost monotonic convergence to the 
constant S given in (5.1). 
6. Concluding remarks 
The method described in this paper is a one-step integration method for normal differential 
systems, with variable step-length allowing full control of the truncation error introduced at each 
step, and by formula (3.4), even giving the approximate value of the total error in each point ti of 
the given partition 9,. 
A PASCAL-procedure and a FORTRAN-subroutine were made suitable by the authors, 
implementing the method. The choice of the partition gN of the integration interval, of the 
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order of the method (M = 2, 3 and 4 are available) and of the demanded relative accuracy is 
determined by the user, while an error parameter, giving some indications of the things that went 
wrong during the calculations, is returned, together with the solution. 
The method can be generalized to arbitrary values of M, as was shown in Section 4, because 
all the parameters necessary for the implementation of the method can be calculated using a 
small PASCAL-program, which is also available by the authors. However, although the accuracy 
grows very rapidly with M, it should be noted that in some cases, larger values of M, taking 
more function calls in each of the iterations (2.9), could demand more computer time than 
smaller M, owing to the fact that the convergence condition (2.10) is almost independent of M. 
As a conclusion, the authors could recommend this integration method for those problems for 
which very accurate solutions with strict error control, are mandatory. 
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