The complex product of (non-empty) subalgebras of a given algebra from a variety V is again a subalgebra if and only if the variety V has the so-called generalized entropic property. This paper is devoted to algebras with a neutral element or with a semigroup operation. We investigate relationships between the generalized entropic property and the commutativity of the fundamental operations of the algebra. In particular, we characterize the algebras with a neutral element that have the generalized entropic property. Furthermore, we show that, similarly as for n-monoids and n-groups, for inverse semigroups, the generalized entropic property is equivalent to commutativity.
Introduction
Let A be a nonempty set. Throughout this paper, we consider operations on A, i.e., maps f : A n → A, where n is a nonnegative integer, called the arity of f . We say that two operations f : A n → A and g : A m → A commute, and we write f ⊥ g, if g f (a 11 , . . . , a 1n ) 
Note that a groupoid (A; ·) is entropic if it satisfies the identity (xy) · (zu) ≈ (xz) · (yu).
A weaker version of the entropic law is the so-called generalized entropic property. An algebra A = (A; F ) has the generalized entropic property if, for every n-ary f ∈ F and every m-ary g ∈ F , there exist m-ary terms t 1 , . . . , t n of A such that A satisfies the identity g f (x 11 , . . . , x n1 ), . . . , f (x 1m , . . 
. , x nm )
≈ f t 1 (x 11 , . . . , x 1m ), . . . , t n (x n1 , . . . , x nm ) .
( 1.3) In particular, a groupoid A = (A; ·) has the generalized entropic property if there are two binary terms t 1 and t 2 such that A satisfies the identity
(xy) · (zu) ≈ t 1 (x, z) · t 2 (y, u).
We say that an algebra (A; F ) has the subalgebras property if, for each n-ary operation f ∈ F , the complex product f (A 1 , . . . , A n ) := f (a 1 , . . . , a n ) | a 1 ∈ A 1 , . . . , a n ∈ A n of its (non-empty) subalgebras A 1 , . . . , A n is again a subalgebra.
It was shown in [1] that if V is an arbitrary variety of algebras, then each algebra in V has the subalgebras property if and only if each algebra in V has the generalized entropic property. (The result for a variety of groupoids was earlier proved by T. Evans [6] .)
Some relationships between entropy and generalized entropy were investigated in [1] . For example, it was shown there that if an idempotent semigroup (a band) has the generalized entropic property, then it is entropic. For further information on entropic algebras in general and idempotent entropic algebras (modes) in particular, see [11] . This paper is devoted to algebras (A; F ) with a neutral element or with a semigroup reduct (A; f ). We investigate relationships between the generalized entropic property and the commutativity of the fundamental operations of (A; F ). (In aggregation theory, the entropic laws for each f ∈ F and associative binary operation · are called the generalized Cauchy equations (see [8, Sect. 2.5.2] ).) In general, the generalized entropic property and commutativity are not equivalent, but in some cases they are.
The paper is organized as follows. The role of a neutral element is described in Sect. 2 . In particular, we generalize the Eckmann-Hilton Theorem for n-ary operations and we prove that an algebra with a neutral element has the generalized entropic property if and only if it is derived from a commutative monoid. In Sect. 3, we investigate some expanded semigroups, and we show that for inverse semigroups, the generalized entropic property is also equivalent to commutativity. Finally, in Sect. 4 , we survey some known results about the (generalized) entropy of n-semigroups.
Algebras with a neutral element
It is clear that a commutative semigroup is entropic. It is also easy to find an example of a non-commutative semigroup which is entropic. The simplest one is any left-zero band (A; ·) (a groupoid with xy ≈ x). Moreover, it was shown in [1] that the variety of groupoids satisfying the identity
has the generalized entropic property, but it is not entropic. In particular, there exist non-commutative semigroups that have the generalized entropic property but are not entropic. But when we "add" to a semigroup a neutral element the situation changes: entropy and generalized entropy are known to be equivalent for algebras with a neutral element (see Theorem 2.1 below).
An element e ∈ A is said to be neutral for an operation f : In particular, every groupoid (A; ·) with a neutral element e has the generalized entropic property if and only if it is entropic.
Eckmann and Hilton [5] established the following strong result about commuting binary operations with a common neutral element. By Theorem 2.2, every entropic groupoid (A; ·) with a neutral element is a commutative monoid. Hence, a monoid has the generalized entropic property if and only if it is commutative. Moreover, by the results of [6] (see also [1] ), a group has the generalized entropic property if and only if it is commutative.
In the remainder of this section, we are going to find an explicit description of algebras with a neutral element that have the generalized entropic property (or, equivalently, are entropic). First we will generalize the Eckmann-Hilton theorem for n-ary operations, assuming a slightly weaker form of neutral elements. Let n ≥ 2. We say that an (n − 1)-tuple (e 1 , . . . , e n−1 ) ∈ A n−1 is neutral for an operation f :
for every a ∈ A and any permutation σ ∈ S n−1 . Note that an element e is neutral for f : A n → A if and only if the
Lemma 2.3
Let f and g be n-ary operations on A, and assume that (e 1 , . . . , e n−1 ) ∈ A n−1 is neutral for both f and g. If f ⊥ g, then f = g and f and g are totally symmetric.
Before entering into the proof, let us recall that a Latin square of order n is an n × n matrix with entries from the set {1, . . . , n} such that each element of {1, . . . , n} occurs exactly once in each row and exactly once in each column. There exist Latin squares of every order n ≥ 1. If we permute the rows or the columns of a Latin square, the resulting matrix is again a Latin square. Based on this observation, it is easy to see (and well known) that for every permutation σ of {1, . . . , n} and every element k ∈ {1, . . . , n}, there exists a Latin square of order n such that, for every j ∈ {1, . . . , n}, the entry in row σ (j), column j equals k.
Proof of Lemma 2.3 If n = 1, then our definitions yield that f and g are both equal to the identity map on A, and in this case the claim clearly holds. We may thus assume that n ≥ 2. Let σ be an arbitrary permutation of {1, . . . , n}. Let M = (m ij ) be a Latin square of order n such that m σ (j)j = n for every j ∈ {1, . . . , n}. Let a 1 , . . . , a n be arbitrary elements of A, and consider Eq. (1.1) for
The left-hand side of (1. Consequently, if f has a neutral element and f is self-commuting, then f is totally symmetric.
The notion of associativity can be generalized to n-ary operations as follows. An n-ary operation f : A n → A is said to be associative if the following associative laws hold: . . , a n−1 , f (a n , . . . , a 2n−1 ) , for all a 1 , . . . , a 2n−1 ∈ A. An algebra (A; f ) with one n-ary associative operation f is called an n-semigroup.
Lemma 2.4 If
Proof First we will show that for any a 1 , . . . , a n , a n+1 , . . 
Let (e 1 , . . . , e n−1 ) be a neutral (n − 1)-tuple for f and let π ∈ S n−1 be any cycle of length n − where the first and the fifth equalities hold because (e 1 , . . . , e n−1 ) is neutral, the second and the fourth equalities hold by the assumption that f ⊥ f , and the third equality holds by the total symmetry of f . Now, it is easy to deduce from (2.2) and the total symmetry of f that f is associative.
The following theorem generalizes the Eckmann-Hilton theorem for n-ary operations. 
As a by-product of the results we have obtained so far, we can give a proof of Theorem 2.1.
Proof of Theorem 2.1 Assume that (A; F )
has the generalized entropic property, and let e be a neutral element of (A; F ). Since e is neutral for every operation in F , it follows from Lemma 2.7 that f ⊥ g for all f, g ∈ F , i.e., (A; F ) is entropic. The converse implication is clear.
Let f : A n → A be an arbitrary operation of arity n ≥ 1. For ≥ 0, we define the operation f ( ) of arity N( ) := (n − 1) + 1 recursively as follows: f (0) := id A , and for ≥ 0, we let
(Note also that if * denotes the binary composition as in iterative algebras [9] , we have that
We say that an algebra (A; (f i ) i∈I ) of type τ = (n i ) i∈I is the τ -algebra derived from f if for every i ∈ I there exists an integer i ≥ 0 such that n i = N( i ) and
Our main result concerning entropy and the generalized entropic property in algebras with a neutral element is the following.
Theorem 2.8 Let A = (A; F ) be an algebra of type τ with a neutral element e. Then A is entropic (or, equivalently, A has the generalized entropic property) if and only if there exists a commutative monoid (A; f, e) such that A is the τ -algebra derived from f .
In order to prove Theorem 2.8, we will first establish a few lemmas. Our first lemma was proved by Couceiro and Marichal [2, Proposition 2.5].
Lemma 2.9 ([2]) Let f : A n → A be an associative operation.
(i) For all , m ≥ 0 and for every i = 0, . . N( ) , a 1 , a 2 , . . . , a N( )−1 ) hold for all a 1 , . . 
. , N( ), the equality
f ( ) a 1 , . . . , a i , f (m) (a i+1 , . . . , a i+N(m) ), a i+N(m)+1 , . . . , a N( +m) = f ( +m) (a 1 , . . . , a N( +m) ) holds for all a 1 , . . . , a N( +m) ∈ A. (ii) For all ≥ 0, m 1 , . . . , m N( ) ≥ 0, the equality f ( ) f (m 1 ) (a 1 ), . . . , f (m N( ) ) (a N( ) ) = f ( + N( ) i=1 m i ) (a 1 , . . . , a N( ) ) holds for all a i ∈ A N(m i ) (1 ≤ i ≤ N( )).
. , a N( ) ∈ A.
For the first equality, we have a 2 , a 1 , a 3 , a 4 , . . . , a n ), a n+1 , . . . , a 2 , a 1 , a 3 , a 4 , . . 
. , a N( ) ),
where the first and the third equalities hold by Lemma 2.9(i), and the second equality holds by the total symmetry of f = f (1) .
For the second equality, we have
. , a N( )−1 ),
Lemma 2.11 Let f :
A n → A be associative and totally symmetric. Then for every , m ≥ 0, the operations f ( ) and f (m) commute.
Proof We need to show that f ( ) ⊥ f (m) for all , m ≥ 0, i.e., 
. , a N( ),N(m) ). (2.5)
Observe that
so (2.4) and (2.5) do indeed refer to the same function. Lemma 2.10, together with our assumption that f is totally symmetric, implies that f ( m(n−1)+ +m) is totally symmetric as well; hence (2.4) and (2.5) are equal, and the proof is complete.
Corollary 2.12 Each associative and totally symmetric operation is self-commuting.

Lemma 2.13 Let f :
A n → A be associative, and let g :
Assume that e ∈ A is neutral for both f and
Proof We will prove by induction that for every k ∈ {0, . . . , }, the equality
Since e is neutral for g, we have that
and equality (2.6) holds for k = 0. Assume then that (2.6) holds for k = r ≥ 0. We have 
where the first equality holds because e is neutral for f , the second equality holds since f ⊥ g, the third equality holds by the induction hypothesis and by the assumption that e is neutral for f , and the last equality holds by the definition of f (r+1) . This shows that equality (2.6) holds also for k = r + 1, and the inductive proof is complete. . . , e) = e, then also f commutes with h. Thus, if h is an n-ary operation in F , n ≥ 2, then we have that f ⊥ h, and Lemma 2.13 implies that h = f (n−1) . Furthermore, every unary operation in F equals id A = f (0) , and there are no nullary operations in F . We conclude that A is the τ -algebra derived from f . The converse implication is established in Lemma 2.11.
Inverse semigroups and other expanded semigroups
We now consider the problem of determining conditions when an expanded semigroup (an algebra (A; F ) such that F contains a binary associative operation) has the generalized entropic property. While a complete characterization eludes us, we investigate a few interesting special cases. Of course, we will assume that the algebra does not have a neutral element-otherwise, we know the answer from Theorem 2.8.
Let us start with a monoid (A; +, 0, ·) with one additional binary multiplication. Assume that {0} is a subalgebra of (A; ·). Then by Lemma 2.7, if (A; +, 0, ·) has the generalized entropic property, then + and · commute:
Hence, if (A; +, 0, ·) is a semiring with absorbing zero 0, then
Thus, we have obtained the following result.
Theorem 3.1 The only semirings with absorbing zero and with the generalized entropic property are zero-semirings.
In particular, if a ring (A; +, 0, ·) with a multiplicative neutral element 1 has the generalized entropic property, then (A; +, 0, ·) is trivial (0 = 1). Moreover, Theorem 3.1 shows that there is no field which has the generalized entropic property. An inverse semigroup is an algebra A = (A; ·, −1 ) of type (2, 1) that satisfies the following identities:
We say that an inverse semigroup A = (A; ·, −1 ) is commutative if (A; ·) is a commutative semigroup.
We will show that entropy, generalized entropy, and commutativity are equivalent properties in inverse semigroups. We first recall some notions and tools from the structure theory of inverse semigroups (see Petrich [10, Sects. II and XII]). Let ρ be a congruence of a semigroup S. If S/ρ is a semilattice, then ρ is a semilattice congruence on S, and S is referred to as a semilattice of semigroups S α , where the S α are the ρ-classes. A Clifford semigroup is a semilattice of groups. A variety consisting solely of Clifford semigroups is a Clifford variety. The 5-element Brandt semigroup B 2 is the semigroup generated by a and b, subject to the following relations:
Note that B 2 is an inverse semigroup with (ii) =⇒ (iii) Let A be an inverse semigroup, and assume that A has the generalized entropic property. Then there exist unary terms t 1 From Theorem 5 in [4] we can conclude that a generalized n-monoid is (i, i + 1)-commutative for 1 ≤ i ≤ n − 1 if and only if it is totally symmetric. Note that by Theorems 2.5 and 4.1 any generalized n-monoid is totally symmetric if and only if it is semiabelian.
Moreover, Dudek formulated another equivalent condition for semiabelianness of some n-semigroups. 
