Abstract-In blind (or group-blind) linear multiuser detection, the detector is estimated from the received signals, with the prior knowledge of only the signature waveform of the desired user (or the signature waveforms of some but not all users). The performance of a number of such estimated linear detectors, including the direct-matrix-inversion (DMI) blind linear minimum mean square error (MMSE) detector, the subspace blind linear MMSE detector, and the form-I and form-II group-blind linear hybrid detectors, are analyzed. Asymptotic limit theorems for each of the estimates of these detectors (when the signal sample size is large) are established, based on which approximate expressions for the average output signal-to-interderence-plus-noise ratios (SINRs) and bit-error rates (BERs) are given. To gain insights on these analytical results, the performance of these detectors in an equicorrelated code-division multiple-acces (CDMA) system is compared. Examples are provided to demonstrate the excellent match between the theory developed here and the simulation results.
I. INTRODUCTION
T HIS paper is concerned with the analysis of the performance of blind and group-blind linear multiuser detection techniques for the basic discrete-time synchronous code-division multiple-access (CDMA) multiple-access -user channel (1) where , , and are the received amplitude, data bit, and unit-energy signature sequence of the th user, respectively; and is the additive white Gaussian noise. (In this paper, we denote as an identity matrix.) These are collected in vector A. Høst-Madsen is with the Department of Electrical Engineering, University of Hawaii, Honolulu, HI 96822 USA (e-mail: madsen@spectra.eng. hawaii.edu).
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form as , , and . In a direct-sequence spread-spectrum system with spreading gain , the signature sequence of the th user is of the form A number of recent works [2] , [5] , [6] , [11] - [13] , [15] , [20] - [22] have analyzed the asymptotic performance of various CDMA receivers for systems with random antipodal long spreading sequences, when the number of users grows without bound and the ratio of the number of users to the spreading gain is kept fixed.
This work is motivated by the recent development of blind and group-blind multiuser detection techniques [4] , [16] - [18] . So far, the research in this area has been focused on the development of signal processing algorithms to achieve improved receiver performance. And the performance assessment is largely done via computer simulations. The main difficulty in obtaining the analytical performance stems from the fact that in these blind methods, the detectors are estimated from the received signals; and those estimates coincide with the true detectors only when the number of received signals becomes infinitely large. In this paper, we derive central-limit-theorem-like results on the performance of these multiuser detection methods. The analytical results obtained here give insights on the performance difference of various blind and group-blind multiuser detectors. They also match well with the simulation results.
We would like to point out that this work differs from previous work on asymptotic performance analysis (APA) mentioned above in a number of perspectives, as follows.
• The works on APA treat the spreading sequences as independent and identically distributed (i.i.d.) random variables with zero mean and unit variance; whereas here, the spreading sequences are considered as deterministic vectors, i.e., short code CDMA, which is the scenario where blind and group-blind multiuser detection can be applied.
• The works on APA consider the performance of an exact linear multiuser detector; whereas here, we consider the performance of blind and group-blind multiuser detectors estimated from the received signals.
• The works on APA consider the asymptotic performance when both the number of users and the spreading gain tend to infinity; whereas here, we focus on the case where both and are fixed, while looking at the performance as a function of the sample size .
The remainder of this paper is organized as follows. In Section II, we state the problems under consideration and give a summary of the main results in this paper. In Section III, we present the asymptotic limit theorems for the estimated blind and group-blind multiuser detectors, as well as expressions of the output signal-to-interference-plus-noise ratios (SINRs) for these detectors. In Section IV, we present some numerical examples to demonstrate the good match between our analytical performance assessment and the simulation results; Section V contains the conclusions. Finally, the mathematical proofs of the results in this paper are contained in the Appendices A-E.
II. PROBLEM STATEMENT AND SUMMARY OF RESULTS
Consider the signal model (1) . Throughout this paper, we assume that user 1 is the user of interest. A linear detector for user 1 is a (deterministic) vector such that is demodulated according to (2) Using (1), the output of this linear detector at time is given by (3) In (3), the first term is the desired signal, the second terms is the residual multiple-access interference (MAI), and the last term is the ambient noise. Since it is assumed that the user bit streams are independent, and the noise is independent of the user bits, the SINR at the output of the linear detector is given by SINR
The bit error rate (BER) of the linear detector is given by (5) Now suppose that an estimate of the linear detector is obtained from the received signal . Denote . Apparently, both and are random vectors and are functions of the random quantities . In typical adaptive multiuser detection scenarios [4] , [18] , the estimated detector is employed to demodulate future received signals, say , . Then the output is given by (6) where the first term in (6) represents the output of the true linear detector , which has the same form as (3) . The second term in (6) represents an additional noise term caused by the estimation error . Hence, from (6) the average SINR at the output of any unbiased estimated linear detector is given by SINR
with (8) where and . Note that in batch processing, on the other hand, the estimated detector is used to demodulate signals , . Since is a function of , for fixed , and are, in general, correlated. For large such a correlation is small. Therefore, in this case we still use (7) and (8) as the approximate SINR expression.
Denote the probability density function (pdf) of the estimated linear detector as . Then the average BER of this detector is given by where is given by (5) . From the preceding discussion, it is seen that in order to obtain the average SINR at the output of the estimated linear detector , it suffices to find its autocorrelation matrix . On the other hand, the average BER of the estimated linear detector depends on its distribution . In Section IV, we show through simulations that the BER can be well approximated by SINR for the blind and group-blind detectors considered here.
In this paper, we analyze the performance (in terms of the average output SINR and the average BER) of the following estimated linear detectors:
• direct-matrix-inversion (DMI) blind linear minimum mean square error (MMSE) detector [4] , [14] ; • subspace blind linear MMSE detector [18] ; • subspace group-blind linear hybrid detectors (form-I and form-II) [16] .
The blind linear MMSE detectors minimizes the mean-square error (MSE) between the detector output and the desired user's transmitted data bits. The DMI detector does this directly, whereas the subspace detector does it after first identifying the signal subspace and projecting down to it. Both blind detectors can be estimated directly based on the received signals , with only the prior knowledge of the spreading waveform of the desired user. For the group-blind detectors, it is assumed that in addition to , the spreading waveforms of some other users, e.g., users within a cell, are known to the receiver. The group-blind detectors suppress the interference due to known users by making use of their spreading waveforms, and that of the unknown users through the subspace method.
We first establish asymptotic limit theorems for each of the estimates of the above detectors. That is, we show that for fixed and , and fixed set of spreading waveforms in distribution, as
The limit error covariance is given for each of the above detectors, based on which approximate expressions for the average output SINR and BER are given. The analytical performance expressions of various estimated detectors match well with the simulations results even for finite sample size .
In order to gain insights on the analytical results, the performance of these detectors in an equicorrelated CDMA system is compared. It is revealed that the subspace blind detector outperforms the DMI blind detector in the high signal-to-noise ratio (SNR) and low signal cross-correlation region; whereas in the low SNR and high signal cross-correlation region, its performance deteriorates. The form-II group-blind detector, on the other hand, is more resistant to high signal cross correlation and, in general, outperforms both blind detectors; however, it yields to the DMI blind detector in very low SNR region. Finally, the form-I group-blind detector is resistant to both high signal cross correlation and low SNR, and it performs similarly as the form-II group-blind detector in other regions. Hence, this detector has the best performance among all the detectors considered.
III. ASYMPTOTIC LIMIT THEOREMS
In this section, we presents our main results on the asymptotic limit theorems for blind and group-blind linear multiuser detectors. In Section III-A, we briefly introduce the detectors considered; in Section III-B, we present the asymptotic limit theorems and the output SINR expressions for these detectors; in Section III-C, we compare the performance of these detectors under some special cases.
A. Blind and Group-Blind Detectors

1) Blind Linear MMSE Detectors:
Consider again the signal model (1) . The linear MMSE detector for user 1 is defined as (9) with (10) where is some positive constant. Since the linear detection rule (2) is invariant to a positive scaling, the linear detector in (9) (9) can also be written in terms of the signal subspace components as [18] (12)
Corresponding to the two forms of the linear MMSE detector (9) and (2), there are two approaches to its blind implementation-i.e., the implementation which assumes knowledge of only the signature waveform of the desired user. In the DMI method, the autocorrelation matrix in (9) is replaced by the corresponding sample estimate. That is, (13) [DMI blind linear MMSE detector] (14) In the subspace method, the eigencomponents and in (12) are replaced by the corresponding eigenvalues and eigenvectors of the sample autocorrelation matrix . That is,
[subspace blind linear MMSE detector]
where and contain, respectively, the largest eigenvalues and the corresponding eigenvectors of ; and contain, respectively, the remaining eigenvalues and eigenvectors of .
2) Group-Blind Linear Detectors:
In group-blind multiuser detection, it is assumed that the receiver has the knowledge of the signature waveforms of some but not all the users. Without loss of generality, assume that the first users' signature waveforms are known to the receiver, whereas those of the rest users' are unknown. Denote . It is assumed that has full column rank. Denote as the th unit vector in . The group-blind linear hybrid detector zero-forces the interference caused by the known users and suppresses that from the rest unknown users according to the MMSE criterion. In particular, such a detector for user 1 is given by the solution to the following constrained optimization problem:
It is shown in [16] that the solution to (17) is given in terms of the signal subspace components of [cf. (11)] by (18) The form-II group-blind linear hybrid detector is formed by replacing the eigencomponents of in (18) by those of the corresponding sample correlation matrix . Define the following projection matrix: (19) which projects any signal onto the orthogonal subspace . It is then easily seen that the matrix has an eigendecomposition of the form (20) where , with ; and the columns of form an orthonormal basis of the subspace . Denote and as, respectively, the linear decorrelating detector and the linear MMSE detector for the desired user, assuming that only the first users are present, i.e. (cf. [14] ) (21) (22) It is also shown in [16] that the group-blind linear hybrid detector defined by (17) can be expressed in terms of the signal subspace components of as (23) Moreover, it is shown in [16] that the group-blind linear MMSE detector (Note that by definition this detector is different from the true linear MMSE detector, cf. [16] .) is given by
The form-I group-blind detectors are formed by replacing the eigencomponents of in (23) and (24) by those of the corresponding sample estimate .
B. Asymptotic Limit Theorems and Output SINRs 1) Results for Blind Detectors:
The following result gives the asymptotic distribution of the blind linear MMSE detectors given by (14) and (16) . The proof is found in Appendix B.
Theorem 1:
Let be the true linear MMSE detector given by (9) [or equivalently (12) ], and be the estimated blind linear MMSE detector given by (14) or (16) . Let (11) The first part of the corollary then follows by combining (34) and (36). The second part of the corollary follows a similar proof.
The next result gives an upper and a lower bound on the parameter , in terms of the desired user's amplitude , the noise variance , and the two extreme eigenvalues of .
Corollary 3:
The parameter defined in (27) satisfies
DMI blind detector subspace blind detector
Proof: The proof follows from (33) and the following fact found in [19] (37)
2) Results for Group-Blind Detectors:
The following result gives the asymptotic distribution of the form-II group-blind hybrid detector. The proof is found in Appendix D. where the dimension of is . Note that the left-hand side of (44) is equal to and, therefore, it is symmetric. Define further (45) (46) The next result gives the expression for the average output SINR of the form-II group-blind hybrid detector. The proof is given in Appendix E. As before, the SINRs for the form-I group-blind detectors can be expressed in terms of , , and . However, the closed-form SINR expressions are too complicated for this case and we therefore do not present them here.
C. Numerical Examples
In order to get some insights from the analytical results in the previous subsections, we consider two special cases for which we compare the average output SINRs of different detectors. (56) where is the SNR of the desired user. It is easily seen that in this case, the necessary and sufficient condition for the subspace blind detector to outperform the DMI blind detector is that , i.e., SNR 0 dB. We next consider the form-II group-blind detector. Using (47), after some manipulations, we have the average output SINR given by SINR form-II group-blind detector (57) Comparing (57) with (56), we obtain the following necessary and sufficient condition for the group-blind hybrid detector to outperform the subspace blind detector (58) Since , the above condition is always satisfied. Hence, we conclude that in this case the group-blind hybrid detector always outperforms the subspace blind detector. On the other hand, based on (57) and (56), we can also obtain the following necessary and sufficient condition under which the group-blind hybrid detector outperforms the DMI blind detector (59) It is seen from (59) that at very low SNR, e.g., , the DMI detector will outperform the group-blind hybrid detector. Moreover, a sufficient condition for the group-blind hybrid detector to outperform the DMI detector is 0 dB . Finally, we consider the form-I group-blind hybrid detector. In this case, , , and
Moreover, so that , , and . Hence Substituting these into (29), and after some manipulations, we get SINR form-I group-blind detector (60) Comparing (57) and (60), we see that for the orthogonal signal case, the form-I group-blind hybrid detector always outperforms the form-II group-blind hybrid detector. In Fig. 1 , the output SINR of the two blind detectors and that of the two forms of group-blind hybrid detectors [given, respectively, by (56), (57), and (60)] is plotted as a function of the desired user's SNR, . It is seen that in the high SNR region, the DMI blind detector has the worst performance among these detectors. In the low SNR region, however, both the form-II group-blind detector and the subspace blind detector perform worse than the DMI blind detector. The form-I group-blind detector performs best in this case.
2) Equicorrelated Signals: In this case, it is assumed that , for , , . Hence the user signature waveform correlation matrix is given by (61) where is an all--vector. We study the performance of different receivers in this system under perfect power control, i.e.,
. First, we consider the blind detectors. Denote . Then the necessary and sufficient condition for the subspace blind detector to outperform the DMI blind detector is , which, after some manipulations, reduces to (62) where and are the two distinct eigenvalues of . The region on the SNR-plane where the subspace blind detector outperforms the DMI blind detector is plotted in Fig. 2 , for different values of . It is seen that, in general, the subspace method performs better in the low cross correlation and high SNR region. In fact, by Corollary 2, if then the subspace blind detector performs better; whereas if then the DMI blind detector performs better.
Next we compare the performance of the DMI blind detector, the subspace detector, and the form-II group-blind detector. Fig. 3 shows the average output SINR as a function of SNR and for the two blind detectors. It is seen that the performance of the subspace blind detector deteriorates in the high cross correlation and low SNR region; whereas the performance of the DMI blind detector is less sensitive to cross correlation and SNR in this region. Fig. 4 shows the average output SINR as a function of SNR and for the form-II group-blind hybrid detector and the subspace blind detector. It is seen that the group-blind hybrid detector outperforms the subspace blind detector.
In Figs. 5 and 6, the performance of the two blind detectors and the form-II group-blind detector is compared as a function of and SNR, respectively. Interestingly, it is seen from Fig. 5 that like the DMI blind detector, the group-blind detector is insensitive to the signal cross correlation. Moreover, for the SNR value considered here, the group-blind detector outperforms both blind detectors for all ranges of , even for the case that the number of known users . Note that when , the form-II group-blind hybrid detector (38) becomes (63) This is essentially the constrained subspace blind detector, with the constraint being . It is seen that by imposing such a constraint on the subspace blind detector (16), the detector becomes more resistant to high signal cross correlation. However, from Fig. 6 , in the low SNR region, the group-blind detector behaves similarly as the subspace-blind detector, e.g., the performance of both detectors deteriorates as SNR drops below 0 dB; whereas the performance degradation of the DMI blind detector in this region is more graceful.The performance of the three detectors as a function of the number of signal samples is plotted in Fig. 7 , where it is seen that for large , all detectors eventually converge to the true linear MMSE detector, with the group-blind detector and the subspace blind detector converging much faster than the DMI blind detector; and the performance gain offered by the subspace detector is quite significant for small values of . Moreover, as the number of known users increases, both the asymptotic SINR (as ) of the group-blind detector and its convergence rate increase.
Finally, in Fig. 8 , the performance of the three detectors is plotted as a function of the number of users . As expected Fig. 2 . Partition of the SNR-plane according to the relative performance of the two blind detectors. For each K, in the region above the boundary curve, the subspace blind detector performs better; whereas in the region below the boundary curve, the DMI blind detector performs better. from (29), the performance gain over the DMI blind detector offered by the subspace detector is significant for smaller value of , and the gain diminishes as increases to . It is also seen that the performance of the DMI blind detector is insensitive to . Moreover, for the values of SNR and considered here, when the number of known users , the group-blind hybrid detector outperforms both the blind detectors, even in a fully loaded system (i.e.,
). To summarize, we have seen that except for the very-low-SNR region (e.g., below 0 dB), where the DMI blind detector performs the best (however, such a region is not of practical interest), in general, by incorporating the knowledge of the spreading sequences of other users, the group-blind detector offers performance improvement over both the DMI and the subspace blind detectors.
Although we do not present the closed-form expression of the output SINR for the form-I group-blind detector, we can still evaluate the SINR for this case as follows. As noted above, the SINR is a function of the user spreading sequences only through the correlation matrix . In other words, with the same and , systems employing different set of spreading sequences and will have the same SINR as long as [even if the chip sequences take real values rather than values from ]. Hence, given , , and , we can, for example, designate to be of the form (64) (where denotes the Cholesky factor of ) and then use (7) and (52) to compute the SINR. Note that each column of in (64) has a unit norm since the diagonal elements of are all ones. Our computation shows that the performance of the form-I group-blind hybrid detector is similar to that of the form-II group-blind hybrid detector, seen in Section IV; with the exception that the form-I detector behaves similarly as the DMI blind detector in the very low-SNR region-namely, it does not deteriorate as quickly as do the form-I group-blind detector and the subspace blind detector. This is shown in Fig. 9 . (The performance of the form-I group-blind MMSE detector is indistinguishable from that of the form-I group-blind hybrid detector in this case.)
In summary, we have seen that the performance of the subspace blind detector deteriorates quickly in the low-SNR and high cross-correlation region; the form-II group-blind detector is resistant to high cross correlation, but not to low SNR; and the form-I group-blind detector is resistant to both high cross correlation and low SNR. Although the DMI blind detector is also insensitive to both high cross correlation and low SNR, its performance in other regions is inferior to all the subspace-based blind and group-blind detectors. Hence, we conclude that the form-I group-blind detector achieves the best performance among all the detectors considered here.
Finally, we present the performance results under the near-far situation. In Fig. 10 , the average output SINR of the desired user versus the near-far ratio is plotted for different detectors. The interfering users are assumed to have the same powers , and the near-far ratio is defined as . It is seen that for all detectors, the performance is virtually invariant to the value of the near-far ratio.
IV. SIMULATION RESULTS
In this section, we provide some numerical examples to demonstrate the good match between the analytical performance assessment of various estimated detectors discussed in the previous sections and the simulation results, in terms of both the average output SINRs and the BERs. Note that here we consider the batch-processing scenario where the estimated detector is used to demodulate all signals , . Therefore, the SINR expression (7) is approximate-nevertheless, the match between the theories and the simulations is excellent, as seen in the following.
We consider a system with users, of which are known users. The user spreading sequences are randomly generated with processing gain . We first consider the perfect power control case, where all users have the same amplitudes. Fig. 11 shows both the analytical and the simulated SINR performance for four different estimated detectors, namely, the DMI blind detector, the subspace blind detector, the form-I group-blind detector and the form-II group-blind detector. For each detector, the SINR is plotted as a function of the number of signal samples used for estimating the detector, at some fixed SNR. The simulated and analytical BER performance of these estimated detectors is shown in Fig. 12 . The analytical BER performance is based on an Gaussian approximation on the output of the estimated linear detector, given by
where SINR is given by (7) . From Figs. 11 and 12, it is seen that the agreement between the analytical performance assessment and the simulation results is excellent, for both the SINR and the BER. The mismatch between the analytical and simulation performance occurs for small values of , which is not surprising since the analytical performance is based on asymptotic analysis. Moreover, it is seen that the group-blind detectors converges faster than both the subspace blind detector and the DMI blind detector. That is, it requires less samples to reach the asymptotic performance than the two blind detectors. It is interesting to note that the BER expression (65) matches very well with the simulation results, which suggests that the Gaussian approximation on the output of the estimated detector is quite accurate. It remains an open problem to theoretically justify such a Gaussian approximation, which can be viewed an extension of the work in [7] .
Finally, we give the simulation results in terms of the BER for the near-far situation. The simulated system is the same as above, except that two out of the four unknown interferers, and four out of the seven known interferers, have powers 20 dB above that of the desired user. The simulated and analytic BER results for different detectors are shown in Fig. 13 , where again it is seen that our analytical expressions match very well with the simulation results. We have also calculated the relative difference between the analytical and the simulation performance for 10 different sets of randomly selected spreading sequences, and for the same set of SNR values. The results indicate that the simulated SINR is within 0.1-0.2 dB of the analytical SINR for each estimated detector; and the simulated BER is within 90%-99% of the corresponding analytical BER. In summary, our analytical results for both the SINR and the BER for various estimated detectors match well with the simulation results.
V. CONCLUSION
In this paper, we have analyzed the asymptotic performance of several blind and group-blind multiuser detectors. Typically, these detectors are estimated based on a sequence of received signals of length . Several detectors, including the DMI blind detector, the subspace blind detector, as well as the form-I and form-II group-blind hybrid detectors are considered. We have obtained the asymptotic distributions of these estimated detectors when the number of signal samples used for detector estimation, is large. Based on these asymptotic results, we have obtained approximate expressions of the output SINRs and BERs for these estimated detectors. The analytical results obtained in this paper give insights into the performance difference among these blind and group-blind detectors. Moreover, the analytical performance matches well with the simulation results. Finally, we notice that when the user channels exhibit multipath effects, the blind and group-blind multiuser detectors must first estimate the desired users' channels [17] , [16] . The performance of these detectors in multipath channels will be investigated in the future.
APPENDIX A SOME USEFUL LEMMAS
In this appendix, we provide some lemmas which are useful for proving the main results in this paper. A random matrix is said to be Gaussian distributed, if the joint distribution of all its elements is Gaussian. First we have the following vector form of the central limit theorem. Next we establish that the sample autocorrelation matrix given by (13) is asymptotically Gaussian distributed as the sample size .
Lemma 2:
Define , where and are given by (10) and (13), respectively. Then con- The solid line is the analytical performance, and the dashed line is the simulation performance. verges in probability toward a Gaussian matrix with mean and an covariance matrix whose elements are specified by (66) Proof: Since given by (10) has , and it is a sum of i.i.d. terms , by Lemma 1, it is asymptotically Gaussian, with an covariance matrix whose elements are given by the covariance of the zero-mean random matrix . To calculate this covariance, note that (for notational convenience, in what follows we drop the time index ) (67)
We have (68) where the last equality follows from the fact that (69) Note that the last term of (66) is due to the nonnormality of the received signal . If the signal had been Gaussian, the result would have been the first two terms of (66) In what follows, we will make frequent use of the differential of a matrix function (cf. [9, Ch. 14] 
Proof: We first show that (79) and (80) is true when has distinct eigenvalues. We then prove the lemma by a continuity argument.
Let be a subset of the set of all symmetric matrices, which is at the neighborhood of , such that for any matrix in , its largest eigenvalues are distinct (just as ); and its th largest eigenvalue is close enough to the th largest eigenvalue of , for . (11) into (100), we get 1 We do not need the limit here, since the covariance matrix of ( p M1C C C )
is independent of M.
where the last equality follows from the fact that .
Subspace Blind Detector: We will prove the following more general proposition, which will be used in later proofs. The part of Theorem 1 for the subspace blind detector follows with . 
Hence. we have (124) Next note that the linear MMSE detector (9) can also be written in terms of as [14] (125) Therefore, we have (126) (127) By (27), for the DMI blind detector, we have ; and for the subspace blind detector (128) where we have used the fact that the decorrelating detector can be written as [18] (129) Finally substituting (124)- (128) into (7), we obtain (29). 
we have
Finally, substituting (185)- (189) into (7), we obtain the corollary.
