Conventional two-dimensional (2D) ultrasound imaging is a powerful diagnostic tool in the hands of an experienced user, yet 2D ultrasound remains clinically underutilized and inherently incomplete, with output being very operator dependent. Volumetric ultrasound systems can more fully capture a three-dimensional (3D) region of interest, but current 3D systems require specialized transducers, are prohibitively expensive for many clinical departments, and do not register image orientation with respect to the patient; these systems are designed to provide improved workflow rather than operator independence. This work investigates whether it is possible to add volumetric 3D imaging capability to existing 2D ultrasound systems at minimal cost, providing a practical means of reducing operator dependence in ultrasound. In this paper, we present a low-cost method to make 2D ultrasound systems capable of quality volumetric image acquisition: we present the general system design and image acquisition method, including the use of a probe-mounted orientation sensor, a simple probe fixture prototype, and an offline volume reconstruction technique. We demonstrate initial results of the method, implemented using a Verasonics Vantage research scanner.
Introduction

Ultrasound Today: Benefits and Challenges
Ultrasound has broad clinical applicability due to its many advantages over other medical imaging modalities. In contrast to computed tomography (CT), fluoroscopy, positron emission tomography, or magnetic resonance imaging (MRI), ultrasound imaging does not involve ionizing radiation (e.g., x-rays or gamma rays) or high magnetic fields, and is thus very safe for patients, scanner), which can be prohibitively expensive for many clinics that wish to use ultrasound imaging. Due to these high costs, 3D ultrasound equipment has only been commercially developed for particular clinical areas and applications, such as cardiac and fetal imaging.
Previous Use of Sensors with Ultrasound
The integration of sensing technologies with ultrasound probes for volumetric image reconstruction as an alternative to wobbler and matrix-array probes has been investigated and patented as far back as the 1990s. 10, 11 Most of these efforts have been in the pursuit of freehand acquisition and/or ultrasound-guided interventions. [12] [13] [14] These methods have required integration of ultrasound imaging with real-time tracking of probe pose (i.e., position and orientation), often coordinated with an interventional tool (e.g., insertion of a needle), and possibly involving fusion of ultrasound with another imaging modality, such as MRI or CT. 14, 15 Several open-source software libraries have been developed and utilized for these purposes, including SynchroGrab, IGSTK, Stradwin, MUSiiC, MITK-US, CISST, OpenTracker, VRPN, and PLUS. 14, [16] [17] [18] [19] [20] [21] [22] [23] To precisely determine both the position and orientation (pose) of the ultrasound probe as it acquires 2D images and is translated over the surface of the patient, a 3D Cartesian coordinate system (a.k.a. reference frame) must be established and the transformations between each object specified. 12, 14 Spatial location tracking is thus a functional requirement, and it is most often achieved using either an electromagnetic (EM) field sensor or pre-calibrated optical tracking setup (involving multiple cameras) to return both spatial coordinates and quaternions. 12, 14 Quaternion space is four-dimensional, and the set of quaternions forms a noncommutative division algebra, providing a concise notation for completely representing orientation or relative rotation in space, without the issue of gimbal lock associated with Euler angles. 24 Quaternion representation has become the generally accepted standard parameterization of rotation, used extensively in computer graphics, robotics, and flight dynamics. 25 There are several examples in the literature of position tracking systems used for freehand 2D-to-3D ultrasound acquisition and reconstruction, including Aurora, trakSTAR, and Polaris (Northern Digital Inc., Waterloo, Ontario, Canada) and FASTRAK (Polhemus, Colchester, Vermont). 18, [26] [27] [28] [29] Compared with EM systems, optical systems such as the Polaris tend to be more accurate but also require a clear visual line of site to a target object or marker. 18 EM systems are thus more appropriate for applications involving guidance of devices within the body, but EM systems require a wired transmitter box to create a field that has limited range (approximately a 0.5-m radius) and is susceptible to distortion error in the presence of materials often found in various equipment in clinical environments: pulsed direct-current systems (e.g., trakSTAR) are more sensitive to ferromagnetic materials, whereas alternating-current systems (e.g., Aurora, FASTRAK) are more sensitive to metal due to induced current therein. 25, 26, [30] [31] [32] [33] [34] These spatial position tracking systems involving EM sensors or optical setups can be expensive or cumbersome to calibrate, and add clutter to the clinical environment. 25, 30 In recent years, there have been efforts to obtain sufficient probe pose and trajectory information for 2D-to-3D reconstruction using low-cost sensors attached to ultrasound probes. These methods incorporate an inertial sensor (e.g., three orthogonally mounted gyroscopes, or a Nintendo Wii™ remote's three-axis accelerometer) to detect angular rate of change and an optical mouse sensor to track translation along the body surface, resulting in 5 degree-offreedom tracking. [35] [36] [37] However, these studies have noted bias and drift in the inertial and optical mouse sensor readings; these effects can degrade the accuracy of the reconstruction and may limit the allowable scan duration. Attempts have been made to correct for bias and drift errors by comparing and combining inertial and optical tracking with ultrasound signal decorrelation. [37] [38] [39] Ultimately, these previous sensor-based 3D ultrasound acquisition and reconstruction methods have not proven to be cost-effective or practical for most clinical uses of ultrasound. 25 
Orientation Sensor Advancement
Microelectromechanical systems (MEMS) utilize silicon processing techniques to create microscopic devices, and MEMS-based orientation sensor technology has rapidly advanced and become very low cost in the last 10 years, thanks in large part to the development and proliferation of smartphones. 40 The earliest touchscreen-based smartphones were made capable of detecting the phone's "portrait" or "landscape" orientation by utilizing silicon-based gyroscope, accelerometer, and magnetometer MEMS integrated in an inertial measurement unit (IMU). These IMU sensors are also used to enable image stabilization techniques for hand-held cameras, including smartphone cameras. 41, 42 Thus, orientation sensors have become increasingly compact and inexpensive, as hundreds of millions of smartphones are produced and sold annually.
In this paper, we present a low-cost method of acquiring and reconstructing a complete 3D ultrasound image volume, as a means of reducing operator dependence. Use of a low-cost orientation sensor and features of a probe fixture prototype design are described, and the setup and results of preliminary experiments to demonstrate the method are presented.
Methods
General Design and Acquisition
A low-cost, commercially available IMU module incorporating a three-axis gyroscope, threeaxis accelerometer, and three-axis magnetometer (iNEMO-M1; STMicroelectronics, Geneva, Switzerland) was selected to attach to an ultrasound probe. Because position measurement from such IMU sensors (distance calculated by twice integrating accelerometer readings) is prone to accumulative bias offset drift error, only the sensor's orientation feedback was utilized. 43 The IMU firmware utilizes an extended Kalman filter with its raw acceleration, angular rate, and magnetic field data to calculate and return orientation information. 44, 45 To interrogate and reconstruct a volume using 2D ultrasound, it is necessary to sweep the 2D image plane through the target volume (region of interest) and use feedback from a sensor attached to the probe to determine the relative location of each acquired 2D image plane within the volume. Because the sensor feedback is limited to probe orientation, the location of the 2D image plane can be inferred only when the motion of the probe is limited to rotation about a predetermined axis or point, fixed with respect to the body (see Figure 1 ).
By using a simple fixture to restrict the probe's range of motion and "tagging" each acquired 2D image with a probe orientation reading (sampling rate of 400 Hz), the location of the 2D image with respect to this fixed axis of rotation can be calculated, and these tagged 2D images can be assembled into a 3D volumetric ultrasound.
The orientation is given by the sensor as a unit quaternion. To establish a predetermined pivot axis, a calibration reading, q 0 , is taken with the probe held at the approximate midplane of the intended sweep. A transformed quaternion, q, can then be calculated using the sensor's measured quaternion, q meas , and the orientation of the sensor's native coordinate system, given by q coord . The value for q is given bycoord meas coord
where −1 represents a quaternion inverse. The transformed quaternion, q, thus provides a basis for calculating the angle of the probe and image plane about the established pivot axis relative to the calibrated midplane of the sweep.
To establish orientation of the tagged 2D images and reconstructed 3D volume with respect to a patient's anatomical frame of reference, an additional calibration step is performed. This is done by placing the ultrasound probe on the patient's sternum with the probe's index bump facing toward the head, and saving the orientation reading from the sensor. Provided that the patient remains stationary during subsequent acquisition(s), this saved reading of the patient's orientation can be used as a reference to do a simple transformation (as above in Equation (1)) of the tagged 2D images and reconstructed 3D volume to re-orient them relative to the patient's anatomical axes. This transformation enables images and volumes to be displayed in proper orientation with respect to the patient, thus the ultrasound data can be presented as a stack of transverse, sagittal, or coronal slices (similar to MRI and CT datasets).
Probe Fixture: Functional Design
A probe fixture was designed to establish a precise and repeatable sweep path for the probe relative to the predetermined axis or point described previously. By utilizing a fixture, the probe motion is stabilized and restricted to a single degree of freedom (i.e., pivoting about an axis) and the position of each image frame relative to the pivot axis can be uniquely determined using an orientation measurement; this approach removes the problem of accelerometer noise and drift noted in the IMU-based freehand 3D acquisition literature, and eliminates the need for any positional tracking in general. 35, 36 The size and shape of the probe was measured with a calipers or otherwise estimated. From these probe dimensions, a fixture was designed using the 3D CAD program SOLIDWORKS (Dassault Systèmes SOLIDWORKS Corp., Waltham, Massachusetts). The fixture had two parts: a "base" (to be held against the body, with grooves to establish two possible pivot axes-both oriented parallel to the body surface with a common origin, but perpendicular to each other) and a "cradle" (to interface with the head of the probe and provide features to fit and pivot within the grooves of the base); see Figure 2 . For use with this fixture, the sensor was secured to the probe with Velcro straps (see Figure 2 ). 
Volume Reconstruction: Initial Experiments
With the orientation sensor and the first-generation fixture attached to the probe to restrict motion of the probe, the first dataset was acquired by synchronizing the sensor readings with 2D images acquired with a Broadsound L12-5 transducer (Broadsound Corp., Taiwan) and a research ultrasound scanner (Vantage 256; Verasonics, Inc., Kirkland, Washington), as diagrammed in Figure 3 . The fixture base was firmly held in place above the target by a ring stand clamp, and the probe and cradle were manually and slowly pivoted within the base about each of the available (perpendicular) axes, sweeping the imaging plane through the target volume two separate times to generate two perpendicular image volume datasets with a common origin. Image data were acquired of a hard-boiled chicken egg with a cracked shell sitting upright in a room-temperature water bath and of a human fetal phantom of 21-week gestation (Model 068; CIRS, Inc., Norfolk, Virginia).
Each acquired dataset consisted of 200 saved 2D ultrasound images with associated orientation readings from a sweep about a single axis. MATLAB (MathWorks, Inc., Natick, Massachusetts) was used to implement an offline, voxel-based 3D volume reconstruction method using the orientation-tagged 2D image frames (pixels). 13 In this reconstruction method, a 3D voxel mesh is preallocated in memory as the output volume, the orientation-tagged 2D frames are spatially registered with respect to the known pivot axis, and the voxel values are assigned by averaging the four nearest-neighbor pixels' values from the saved 2D image planes (see Figure 4) . Each perpendicularly acquired volume was inserted into its own 3D voxel mesh. The two perpendicularly acquired volumes were then merged by multiplying the meshes on a voxel-byvoxel basis, to highlight the intersection of the data and suppress artifacts due to noise in the orientation sensor and the resulting mis-registration of 2D planes in the volume reconstruction process.
To visualize the acquired 3D datasets offline, we used 3D Slicer, an open-source software platform for image processing and visualization. 44 All datasets were saved in either MetaImage (Kitware, Inc., Clifton Park, New York) or Digital Imaging and Communications in Medicine file format, which can be easily loaded and manipulated in a variety of programs. Although 3D Slicer's image-processing and volume rendering toolbox is largely devoted to MRI, CT, and nuclear medicine datasets, many of its features were readily adaptable to the 3D ultrasound datasets generated by our device, particularly multi-planar and 3D-rendered visualization of volumetric datasets.
Auto-orientation Labels and Graphics
Graphical display enhancements were developed using the OpenGL API (Khronos Group, Beaverton, Oregon) and the IMU's streaming orientation data. These enhancements included dynamic display of the live image with accurate anatomical orientation labels and a graphical display of the probe relative to the body. The anatomic orientation labels indicate the patient's left, right, anterior, posterior, superior, and inferior directions, and the labels are overlaid on the top, bottom, left, and right of the screen simultaneously. A label in the lower left-hand corner of the screen is also included to indicate the approximate anatomical plane (transverse, sagittal, or coronal) of the image. If the probe orientation falls between two cardinal planes, the system displays modified labels representing the two closest anatomical planes, such as "sagittal/coronal" in the lower left-hand corner. The margins of the 2D image sector also display modified labels, such as "A/L" or "P/R" (indicating anterior/left or posterior/right). The graphical display includes a mannequin torso adjacent to the image, displayed with a graphic of an ultrasound probe freely twisting and rotating around the torso in real time in response to the sensor feedback to indicate the general orientation of the probe and image plane with respect to the body axis (see Figure 5) ; because no probe position information is obtained, the probe graphic is intentionally rendered large relative to the torso so as to emphasize only a general orientation with respect to the body axis and not imply a specific position. The automatic image labels and graphical representations of probe orientation can be saved with the 2D images to reduce the burden of documentation by the sonographer and aid interpretation.
Results
The acquisition routine was able to save 2D images from the Verasonics research scanner with tagged orientation reading from the sensor. The frame rate of the Verasonics scanner was approximately two frames per second, leading to a sweep time of approximately 1.5 minutes. Offline reconstruction of the image volumes using Matlab on a workstation with a 2.4-GHz processor and 8 GB of RAM took approximately 15 minutes per volume. Figure 6 (left) shows basic volumetric reconstruction of a cracked hard-boiled chicken egg sitting upright in a room-temperature water bath using the default volume rendering software in 3D Slicer. The dome-like surface of the egg is seen in the rendered volume image, with the displaced egg shell fragment visible (black arrows). The egg shell is approximately 1 mm thick, and its surface appears rough due to slight mis-registration between the 2D planes used in the volume reconstruction and between the perpendicularly acquired volumes prior to merging. No additional post-processing of the image data was done prior to volume rendering to improve image quality. To the right of the rendered volume, orthogonal cross-sectional slice views of the image volume are shown. Figure 7 shows two views of the volumetric reconstruction of the hand of a 21-week human fetal phantom. The varying lengths of the fingers and the ridges between them are distinguishable; the width of the entire hand is approximately 1 cm.
Discussion
These initial volumetric 3D images demonstrate the feasibility, challenges, and opportunities of a low-cost 3D acquisition and reconstruction method. A single IMU sensor and a simple, lightweight plastic fixture, which is customizable to the probe, are the only hardware the method requires. Although customized holders or mounts have previously been used to attach or constrain ultrasound probes, [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] the use of a low-cost orientation sensor with a simple fixture to limit probe motion to rotation about an axis or point for an acquisition sweep is unique. The resulting image acquisition process is very easy, including only a single degree-of-freedom pivot sweep of the probe, and results in volumetric images with notable features, good resolution, and intuitive display of the probe orientation. It is also important to note that these ultrasound volume images may be calibrated and transformed to match the patient's frame of reference, and reviewed as a stack of properly oriented transverse, sagittal, or coronal slices, in the same manner as CT and MRI datasets; this frame of reference is more familiar to radiologists and other clinicians, thus promising minimal workflow disruption and more intuitive image interpretation. However, there are currently some notable limitations, and several potential refinements to this system augmentation could improve performance.
One limitation of all 2D-to-3D ultrasound acquisition methods is that the volume is not produced repeatedly in real time, as can be done with live-3D matrix-array probes. Certain interventional procedures require real-time volumetric ultrasound imaging guidance, and the described low-cost 3D method would be inappropriate for such applications. In addition, the presented 2D-to-3D method is susceptible to distortion error from motion of the target tissue during an acquisition sweep (however, error from cardiac or lung motion may be alleviated by incorporating ECG or respiratory gating into the acquisition and reconstruction [55] [56] [57] [58] ); in its current form, the presented method is better suited for imaging stationary targets. Furthermore, freehand 3D ultrasound via probe position tracking allows a variety of scanning patterns (e.g., linear translation normal to the image plane or panoramic sweep) and an expandable field of view, but the low-cost 3D method presented here has the drawback of a limited field of view, due to the fixture constraining the probe motion to pivoting about an axis. 18, 59 Future refinements to the current implementation may significantly improve imaging performance. Because integration of the sensor with the Verasonics research scanner software was not optimized for speed, the internal image save and sensor reading routine (i.e., the acquisition frame rate) was relatively slow, requiring a longer sweep time and increasing the likelihood of target motion or accidental probe translation during the sweep. Roughness in the 3D-printed fixture (particularly for the first-generation fixture) and noise in the sensor reading can lead to non-uniform sweep speed (i.e., the cradle may slightly "catch" on the fixture base), non-uniform angular sampling, and/or improper location of the 2D images with respect to the pivot axis. All of these factors are possible sources of error that can lead to artifacts on feature surfaces in the 3D reconstructions. These problems can be mitigated by smoothing the fixture surfaces to mate well with the transducer and pivot smoothly about the intended axis, and using filtering methods to the sensor readings to reduce noise. In addition, increasing the acquisition frame rate (thus reducing the time to complete an acquisition sweep) would reduce the potential for error and result in higher quality volume reconstructions. The volume reconstruction process was undesirably slow for these initial experiments, but use of better algorithms and dedicated hardware (e.g., a programmed graphical processing unit) would promise to reduce the reconstruction time considerably.
Reduced acquisition and reconstruction time is essential to enable more advanced and clinical use of this setup. If, for example, frames of radiofrequency (RF) channel data were rapidly saved instead of pixel data (as was done in the experiments described here), several different beamforming techniques such as swept synthetic aperture could be applied. 60 However, operations such as saving RF data and programming custom beam sequences require access to the scanner's internal software, which is generally restricted and proprietary for clinical ultrasound scanners. Channel RF data from the Verasonics research scanner were not acquired in these experiments due to the additional computational cost of beam forming and scan conversion that would have been needed before the voxel-based reconstruction method could be implemented. Integration with an existing clinical scanner would entail (a) designing a fixture customized for the intended probe, (b) appropriate attachment of the low-cost orientation sensor to the probe, and (c) capture of the 2D image frames from a video feed-potentially with post-processing.
Despite having particular limitations and need for refinement, this low-cost 3D method has promise for numerous clinical applications. A system equipped with this device could enable quick screening for vascular disease such as abdominal aortic aneurysm and carotid stenosis, which may be readily performed by a novice user. Guidance or merely confirmation of needle placement for tumor biopsy or ablation is another possible application for the device-in this situation, 3D imaging provides the clinician with a higher degree of confidence than 2D short-axis or long-axis views. High-frequency probes could be used with the device to obtain high-resolution volumetric images of the axillary lymph nodes as a screening for breast cancer. Low-cost 3D may be clinically utilized in pediatrics as well, for brain volume or kidney volume scans.
Conclusion
Ultimately, this system augmentation enables volumetric 3D ultrasound imaging on 2D scanners at a very low cost (under $250) through the addition of an orientation sensor and fixture. By providing a simple and inexpensive means of acquiring complete volumetric 3D ultrasound images with sensed orientation information and intuitive feedback displayed to the user, this is a potential step toward solving the problem of operator dependence.
Currently, the most significant limitation of this method is that the imaging target must be stationary for the duration of the acquisition sweep to avoid artifacts. Future work on this project will seek to overcome this limitation and explore the problem of volumetric 3D reconstruction in the presence of cardiac and respiratory motion.
Declaration of Conflicting Interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.
Funding
The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: This work was funded by a Stanford-Coulter Translational Research Award supported by the Wallace H. Coulter Foundation.
