A comprehensive CFD-DEM numerical model has been developed to simulate the biomass gasification 8 process in a fluidized bed reactor. The methodology is based on an Eulerian-Lagrangian concept, which 9 uses an Eulerian method for gas phase and a discrete element method (DEM) for particle phase. Each 10 particle is individually tracked and associated with multiple physical (size, density, composition, and 11 temperature) and thermo-chemical (reactive or inert) properties. Particle collisions, hydrodynamics of 12 dense gas-particle flow in fluidized beds, turbulence, heat and mass transfer, radiation, particle shrinkage, 13 pyrolysis, and homogeneous and heterogeneous chemical reactions are all considered during biomass 14 gasification with steam. A sensitivity analysis is performed to test the integrated model's response to 15 variations in three different operating parameters (reactor temperature, steam/biomass mass ratio, and 16 biomass injection position). Simulation results are analyzed both qualitatively and quantitatively in terms 17 of particle flow pattern, particle mixing and entrainment, bed pressure drop, product gas composition, and 18 carbon conversion. Results show that higher temperatures are favorable for the products in endothermic 19
Introduction 8
Due to the limited supply of conventional fossil fuels and global environmental problems, more and 9 more attention has been paid to the renewable and clean energy technologies, among which biomass 10 gasification is one of the most promising technologies for the efficient utilization of biomass. Biomass 11 gasification is a complex thermo-chemical process in which biomass is converted into synthetic gas 12 (syngas), a combination of hydrogen, carbon monoxide, and methane. The syngas could be then used as a 13 fuel in internal combustion engines, gas turbines, or fuel cells for the production of heat, mechanical 14 energy, or power, or as a feedstock for the synthesis of liquid fuels and chemicals. The fundamental aspects 15
Particle motion 1
The governing mass, momentum, and energy equations for each particle are as follows, 2 Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016/j.ces.2014.08.045 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 8 As shown in Eq. (2) , fc, i.e. the total contact force acting on particle due to inter-particle or 1 particle-wall collisions, is taken into account and it is necessary for dense gas-particle flows. This is 2 different from the model of Kumar and Ghoniem (2012) which does not consider the contact forces and 3 thus their model is only applicable to dilute multiphase systems. 4
Mass
Here, the inter-phase momentum exchange coefficient β is modeled via the well-known Gidaspow 5 drag correlation (Gidaspow, 1994) . As shown in Eq. (5), the Gidaspow model combines the Ergun (1952 ) 6 and Wen and Yu (1966) correlations for the dilute and dense granular regime where a porosity εg of 0.8 is 7
adopted as the boundary between these two regimes. This model is often used in the literature and effects 8 of using different drag models were discussed in earlier publication (Ku et al., 2013) . 9
As shown in Eq. (8), the particle temperature is calculated taking into account the heat transfer due to 10 convection, radiation, and source term Qp including both the latent heat of vaporization of water from the 11 particle to the gas phase and the heat generated by the heterogeneous char reactions. 12 13 Fig. 1 . The spring-slider-dashpot collision model. 14 The inter-particle or particle-wall collisions are resolved by a soft-sphere discrete element method 15 which was firstly proposed by Cundall and Strack (1979) . In this method, the inter-particle contact forces 16 are calculated using equivalent simple mechanical elements, such as spring, slider and dashpot (see Fig. 1 ). 17
Particles are allowed to overlap slightly. The normal force tending to repulse the particles can then bededuced from this spatial overlap and the normal relative velocity at the contact point. The spring stiffness 1 can be calculated by Hertzian contact theory when the physical properties such as Young's modulus and 2
Poisson ratio are known. A characteristic feature of the soft-sphere model is that it is capable of handling 3 multiple particle-particle contacts which is of much importance when modeling dense particle systems like 4 fluidized bed. Detailed implementation issues of the soft-sphere model are available in the literature (e.g. 5 Tsuji et al., 1992) , which are not stated here for the sake of shortness. In this study, the following physical 6 properties are adopted for the collision model: Young's modulus is 5×10 6 Pa; Poisson ratio is 0.3; 7 coefficient of restitution and friction coefficient are 0.9 and 0.3, respectively. All values are equally valid 8 for walls and particles (Bruchmüller et al., 2012; Ku et al., 2013) . 9
Pyrolysis 10
As soon as fresh biomass is fed into the bottom of the hot sand bed, it is immediately heated up, and 11 thereby the devolatilization and pyrolysis of biomass as well as char gasification occurs. The pyrolysis 12 compositions released from biomass can be expressed by the following equilibrium equation and each 13 product yield is solved with the help of the elemental conservation analysis. 14 Biomass→α1CO +α2H2O +α3CO2 +α4H2 +α5CH4 +α6char (s) +α7ash (s),
Note that, in the present model, reactions with sulfur and nitrogen are not taken into account due to 16 their little amount (see Table 3 ), and they are considered passing directly to ash. CH4 is the only 17 hydrocarbon species taken into consideration. Although C2H2, C2H4, C2H6, and other higher hydrocarbons 18 (tar) are produced in the pyrolysis process, they are treated as non-stable products and this mechanism has 19 also been widely used by other researchers (Ergüdenler et al., 1997; Gerber et al., 2010) . 20
Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016/j.ces.2014.08.045 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 10 Consistent with Abani and Ghoniem's work (Abani and Ghoniem, 2013) , the devolatilization rate is 1 modeled using a single step first-order Arrhenius reaction. 2
where mdevol is the mass of the volatiles remaining in the particle, A=5.0×10 6 s -1 , and E= 1.2×10 8 J/kmol 4 (Prakash and Karunanithi, 2008) . The devolatilization process is assumed to be energetically neutral 5 because the heat of devolatilization is generally negligible as compared to heat of reactions due to char 6 consumption reactions (Abani and Ghoniem, 2013) . 7
Char conversion chemistry 8
After devolatilization, the biomass particle is left with char and ash. Ash is assumed to be carried 9 along with the particle without taking part in any reactions. Char will react in the presence of carbon 10 dioxide and steam and gets converted into carbon monoxide and hydrogen. The following heterogeneous 11 reactions are assumed and implemented in OpenFOAM. 12
Reactions R1 and R2 are endothermic gasification reactions and R1 is known as Boudouard reaction. 13
The char consumption rate which includes the effects of both diffusion and kinetic rates is given as 14 where mC-i is the mass of the char remaining in the particle when char reacts with gasifying species i (= 3 CO2, or H2O), pi is the partial pressure of the gasifying species, rdiff,i and rkin,i are the diffusion rate and the 4 kinetic rate, respectively. Ci is the mass diffusion rate constant. Ai and Ei are the parameters typical of the 5
Arrhenius forms of kinetic rates. For wood biomass considered in the present study, the constants used for 6 kinetic and diffusion rates are assembled below in Table 1 (Abani and Ghoniem, 2013) . 7 
Particle shrinkage 10
The char-gas chemistry consumes the solids and biomass particles shrink as they react with the gas 11 phase. Particle shrinkage not only has an effect on gasification but also strongly affects particle trajectory 12 on its way out of the reactor. Without particle shrinkage char entrainment will be highly over-predicted. 13
Here we assume that particle density (ρp) stays constant throughout the gasification process and a 14 mass-proportional shrinkage is adopted for each biomass particle. Thus the diameter of biomass particle 15
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Continuous gas phase 3
The gas phase is modeled as a continuum, known as an Eulerian type model. 4
Gas phase motion 5
For continuum gas phase, the governing mass, momentum, energy, and species transport equations 6 can be typically represented by the following equations. 7
Energy: 12
Species: 15
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Note that the above transport equations have taken the volume fraction of gas εg into account and are 2 applicable to the dense and reactive gas-particle flow in fluidized beds studied in this paper. They are 3 different from the ones of Kumar and Ghoniem (2012) which do not consider εg and are only suitable for 4 very dilute gas-particle flows. 5
Here, the effective stress tensor, τeff, is the sum of the viscous and turbulent stresses. Similarly the 6 effective dynamic thermal diffusivity αeff and mass diffusion coefficient for species Deff take both the 7 viscous and turbulent contributions into account. P-1 radiation model is adopted to solve the radiation 8 source term Srad as it has generally been chosen in CFD simulations of pulverized fuel gasification with 9 radiation scattering (Backreedy et al., 2006) . 10
As shown by Eq. (19), a transport equation is solved for each gas species, and the total gas phase 11 properties are calculated from the mass fractions of the gas species making up the gas mixture. The mass, 12 momentum, and enthalpy equations (15), (16) and (17), respectively, are solved at each time step for the 13 gas mixture. The flow is compressible, and the gas phase pressure, volume, temperature, and density are 14 related through equations of state. 15
In order to solve turbulence, the governing transport equations for k and ε, which take into account the 16 volume fraction of gas εg and are suitable for our dense gas-particle simulation system, are as follows 17 (Kumar and Ghoniem, 2012, Wang et al., 2009) , 18
The constants Cε1=1.44, Cε2=1.92, σk=1.0, and σε=1.3. The turbulent viscosity μt is computed as a function 2 of k and ε, 3
where Cμ is a constant which is set as 0.09. 5
Gas phase reactions 6
There are hundreds of gas phase chemical reactions in a gasification reactor. Even if all the elemental 7 reactions and their rates of reaction could be identified, it is not possible to calculate so large number of 8 coupled reactions. For the sake of simplification, a reduced set of 2 global reactions (3 reactions 9 considering reverse reaction) is used to describe the major conversion rates in the reactor and effect of 10 turbulence on reactions is resolved by the partially stirred reactor (PaSR) model (Abani and Ghoniem, 11 2013) . Chemical reaction equations and their reaction rates as well as adopted references are listed in Table  12 2. The reaction rate is in kmol/(m 3 s), and [·] implies mole concentration (kmol/m 3 ) of the gas species 13 enclosed in the brackets. Reactions R3 is the consumption of CH4 through steam reforming. Reaction R4 is 14 known as the reversible water-gas shift reaction. Both forward reaction rate kf and reverse reaction rate kb 15 of R4 are calculated in lieu of a combined forward-reverse rate and kf and kb are related by the equilibrium 16 constant keq=kf /kb. 17
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Computational methodology 3
Since the governing equations for particles and the gas phase are different, different solution schemes 4 have to be used. For discrete particles, a first-order Euler time integration scheme is used to solve the 5 translational and rotational motions of particles. Inter-particle and particle-wall collisions are modeled by 6 soft-sphere collision method (see Fig. 1 ), where the solution scheme is well documented in the literature 7 (e.g. Tsuji et al., 1992) . Meanwhile, the drying, pyrolysis, and gasification submodels update particle 8 properties like temperature, diameter, composition, and heat capacity at each fluid time step. For 9 continuous gas phase, time discretization of the transporting equations is based on an Euler scheme and 10 spatial discretization uses a finite-volume technique. The coupling between the discrete particles and the 11 gas phase is achieved by the inter-phase source terms (Sp,m, Sp,mom, Sp,h, Sp,Yi) , which are solved at every 12 fluid time step. All mathematical models and schemes described above have been developed and 13
implemented into an open source C++ toolbox OpenFOAM (OpenCFD Ltd, 2012) . The codes are made 14 parallel and each case shown in the following sections takes about 14 days running time on a 16-core Intel 15 node to accomplish the 20 s real time of simulation. All calculations are performed on a lab-scale biomass fluidized bed reactor which is taken from the 4 experimental study of Song et al. (2012) . Figure 2 shows a sketch of the simulated geometry. It consists of 5 a rectangular container of dimensions 0.23m (width)×1.5m (height)×0.0015m (thickness) with a orifice of 6 0.01 m in width at the centre of the bottom wall. The left, right, bottom walls, the bottom orifice and the 7 top outlet compose the whole calculation domain boundaries. Initially, the reactor is filled completely with 8 N2 and a packed sand bed which is composed of 40000 spherical sand particles with a diameter of 1.5 mm. 9
The initial temperature of the sand and the gas in the domain is set equal to the operating reactor 10 temperature (Tr). Hence, although the sand bed is initially stationary, it is assumed that it has been 11 preheated. At the bottom inlet, mass flow rates for gas and biomass are specified, respectively. At the walls, 12 no-slip conditions are applied for the gas phase and the wall temperature is specified according to the 13
17 operating reactor temperature. At the top outlet, the atmospheric pressure boundary condition is adopted 1 and particles are allowed to exit the computational domain during the simulation, modeling a fine solids 2 entrainment phenomenon. 3 Table 3  4 Pine wood properties (Song et al., 2012 18 In the simulations, biomass is fed through the bottom orifice, together with a mixture of steam and 1 nitrogen which is used as the gasifying agent as well as the fluidizing gas. The initial diameter of biomass 2 particle is 1.5 mm which is taken from the experiment. Pine wood is used as the biomass fuel and its initial 3 properties, such as proximate and elemental analyses, are given in Table 3 Table 4 summarizes the parameter settings used in the simulation and 6 the boundary conditions for the gas phase are listed in Table 5 . Note that all simulation cases are performed 7 with a bottom biomass injection (see Fig. 2 ) except in subsection 4.6 ''Effect of biomass injection position'' 8 where the particle behaviors are compared among three different injection positions. 9 Fig. 3 . Particle configurations after a simulated packing process. 4
As described in Section 3, an initial packed sand bed is needed to start the fluidized bed simulation 5 and it is generated as follows. The container is uniformly divided into a set of small rectangular lattices 6 throughout the calculation domain. Then 40000 sand particles with zero velocity are positioned at the 7 centers of these lattices and allowed to fall down under the influence of gravity in the absence of inlet jet 8 gas. As shown in Fig. 3 , pluvial deposition of the particles finally results in a static bed of height about 9 0.35 m and porosity around 0.42. This deposited bed is then used as the initial packed bed for the fluidized 10 bed gasification simulation. As pointed out by Xu and Yu (1997) , the initial input data for this deposited 11 bed include not only the particle coordinates but also the forces and torques which come with the 12 deposition of particles in the packing process. To investigate the fluidization behavior of the bed, the formation and development of bubbles with 5 time are firstly illustrated. Figure 4 shows the simulated particle flow patterns with the time increment 6 being 0.1s at the beginning of simulation, representative for the base case (Tr=820°C, S/B=1.2). Particles 7 are colored by solid type. Brown color indicates sand particle and black color denotes biomass. Overally, 8 the conditions in the reactor are almost symmetrical at the beginning of simulation. As an initial response 9 of the bed to the introduction of fluidizing gas, a significant upward flow of particles is caused due to the 10 instantaneous breakup of the inter-particle locking. It is readily observed that a big bubble (void structure) 11 with an oval shape is firstly formed at the jet region (t=0.1s), which forces particles in its front to rise. This 12
Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016/j.ces.2014.08.045 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 21 bubble grows as gas flows upward and eventually collapses (t=0.2s, 0.3s). At later times, new bubbles 1 continue to form at the bottom of bed and then they undergo the same procedure. Besides the bubble 2 formation, the existence of "slug" structure at the upper part of the bed is also clearly predicted (t=0.4s). 3
The term "slug" is used here to describe a dilute region of particles which occupies the whole width of the 4 bed and a similar definition is also given by other investigators (Hoomans et al., 1996; Kafui et al., 2002) . 5
The formation of bubbles and slugs in a typical fluidized bed reactor was also reported in the literature 6 both numerically (Boyalakuntla, 2003; Hoomans et al, 1996; Xu and Yu, 1997) and experimentally (Tsuji 7 et al., 1993) . At t = 0.40 s, a bed expansion estimated at 120% of the initial bed height is observed. Figure 4  8 also shows the biomass particles (in black color), which start to enter into the reactor at t=0 through the 9 bottom orifice, move up inside the dense sand bed. 10 Figure 5 depicts the particle flow patterns with the time increment being 0.1s at the end of simulation. 11
Generally, due to the gas productions from biomass by pyrolysis and gasification, the conditions in the 12 reactor are not symmetrical and the bed is in a churned-turbulent state. It is observed that the inlet jet 13 degenerate into bubbles, which rise through the bed and grow by coalescence with other bubbles to form 14 slugs. When bubbles and slugs burst at the bed surface, particles tend to be pushed towards the wall and 15 then fall down along the wall. This provokes a quite vigorous fluidization and strong mixing takes place. It 16 is easily seen that biomass particles are relatively evenly distributed throughout the dense sand bed, 17 illustrating the effectiveness for particle mixing which is regarded as a special characteristic of fluidized The bed pressure drop fluctuations in a bubbling fluidized bed are considered to be caused by bubbles and 2 slugs that form and collapse at regular intervals (Boyalakuntla, 2003) and effects of different drag models 3 on the bed pressure drop has been discussed in our earlier paper (Ku et al., 2013) . 4 5 Fig. 8 . Moving trajectory for a selected biomass particle before it is entrained out of the reactor. 6
Tr=820°C, S/B=1.2. 7
As shown in Figs. 4 and 5, the vigorous fluidization is characterized by the formation of large bubbles 8 and slugs whose intensive eruptions can make light particles have high velocities and then reach the top 9 outlet where they are eventually entrained out of the reactor (substantiated by snapshots at different times 10 in Fig. 5 ). Figure 8 shows the moving trajectory for a selected biomass particle before it is entrained. It is 11
Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016/j.ces.2014.08.045 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 25 seen that, before entrainment occurs, the particle changes its moving direction and falls back (preferably 1 near the wall) into the bed many times due to gas-particle interactions, particle-particle collisions and 2 boundary effects near the bed top. This mechanism makes biomass particles have a long residence time in 3 the reactor and a high carbon conversion ratio, which favors the syngas production from char gasification. 4 4.3. Product gas composition 5 6 Fig. 9 . Snapshots of H2 mass fractions with the time increment being 0.1s at the end of simulation. 7
Tr=820°C, S/B=1.2. 8
For biomass gasification, H2 and CO are the two most important product gas species. Figures 9 and 10  9 illustrate the H2 and CO mass fraction distributions in the reactor under base conditions (Tr=820°C, 10 S/B=1.2), respectively. It can be observed that, at the lower part of the reactor, the concentrations of H2 and 11
Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016 DOI: doi.org/10. /j.ces.2014 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 26 CO are high at similar locations representing regions where the biomass temperature has increased enough 1 to produce large quantities of gas products due to devolatilization and gasification reactions. Moreover, the 2 conditions in the reactor are not symmetrical which is also caused by the gas products from biomass by 3 pyrolysis and gasification. From the analysis in the previous section, we know that, in a vigorous fluidized 4 bed reactor, particles tend to migrate outwards toward the wall, driven by gas-particle interactions, 5 particle-particle collisions and boundary effects, and then descend along the wall. As a result, there is a 6 higher concentration of particles in the wall region where H2 and CO concentrations are augmented as 7 shown in Figs. 9 and 10. At the upper part of the reactor, the almost homogeneities in the mass fractions of 8 H2 and CO are a result of both the lower particle concentration and the gas transport process in the reactor. 9 Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016 DOI: doi.org/10. /j.ces.2014 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 27 Figure 11 shows the volume fractions of the product gas compositions at the reactor outlet as a 1 function of time t for the base case (Tr=820°C, S/B=1.2). Note that the calculated results are based on the 2 dry and N2 free gas, which is consistent with the experimental study of Song et al. (2012) . It is observed 3 that there is only a strong dependence of product gas compositions on t in the initial period of simulation 4 (t<5s). After the initial period (t>5s), each composition reaches a quasi-steady state. Thus in the following 5 sections, all the quantitative results are on a time-average basis from t=5s to 20s. 6 7 Fig. 11 . Temporal evolution of product gas volume fractions at the reactor outlet. Tr=820°C, S/B=1.2. 8
Effect of reactor temperature 9
Operating rector temperature (Tr) plays an important role in biomass gasification. Figure 12 shows 10 comparisons of the calculated results with the experimental data of Song et al. (2012) for product gas 11 composition versus reactor temperature in the range of 820-920 °C. The steam/biomass mass ratio (S/B) is 12 fixed at 1.2. It can be observed that, the predictions of the model show good conformance to the 13 experimental measurements. For the two most important syngas species (H2, CO), the minimum relative 14 error of calculation to experiment is about 1% and the maximum relative error is less than 25%. For CO2, 15 the maximum relative error is also within 30%. The underestimation of CH4 can be attributed to the 16 The product gas composition is the result of the combination of a series of complex and competing 7 reactions, as given in reactions (R1-R4). Generally speaking, higher temperature favors the products in 8 endothermic reactions. Those endothermic reactions include the Boudouard (R1), the (R2) and the 9 methane-steam reforming reaction (R3). Thus reactions (R1), (R2) and (R3) are strengthened with an 10 increase in the reactor temperature, which result in an increase of CO and a decrease of CO2 and CH4 in the 11 product gas. For H2, on the one hand, high temperature is in favor of H2 formation owing to endothermic 12 reactions (R2) and (R3). On the other hand, the temperature increase impels the exothermic water-gas shift 13 reaction (R4) toward the negative direction at the expense of H2. Therefore, the trend of H2 content with 14 increasing temperature is governed by the competing reactions (R2), (R3) and (R4). As shown in Fig. 12,  15 Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016/j.ces.2014.08.045 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 29 H2 content slightly decreases with an increase in the reactor temperature for the experiment, while it is not 1 very sensitive to the temperature change for the simulation. 2
Effect of steam/biomass mass ratio 3
The effect of steam/biomass mass ratio (S/B) on the product gas composition at the reactor 4 temperature of 820 °C is shown in Fig. 13 . Again, the calculated exit gas compositions are in a good 5 agreement with the experiment. With the increase of S/B, H2 and CO2 concentrations increase while CO 6 concentration decreases. This can be mainly explained by water-gas shift reaction (R4) and high S/B 7 boosts the forward reaction of (R4). Furthermore, due to methane-steam reforming reaction (R3), slightly 8 decreasing trend of CH4 composition with S/B is observed. 9 Fig. 13 . Effect of steam/biomass mass ratio on product gas composition at the reactor outlet. 11
Tr=820°C 12
Effect of biomass injection position 13
Biomass injection position is another important parameter for design purposes. Figure 14 shows the 14 effect of three different injection points on the biomass particle distributions. For clarity purpose, the sand 15
Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016/j.ces.2014.08.045 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 30 particles are excluded in the figure. As shown in Fig. 14 , besides the default bottom feed point (Feed1), 1 two other feed points, Feed2 and Feed3, are created at the left side wall and located at 0.2 m and 0.6 m 2 above the bottom of the reactor, respectively. Feed2 denotes a point at the lower part of the sand bed and 3
Feed3 represents a point just above or near the top of the sand bed. Therefore, the three feeding points 4 adopted covers both bottom and top feeding of fuel which are commonly used in practical applications. 5 6
Fig. 14. Biomass particle distributions at the end of simulation for three different injection positions. 7
Note that sand particles are excluded for clarity purpose. Tr=820°C, S/B=1.2. 8 Figure 14 shows that, for Feed1 and Feed2, no significant difference related to biomass particle 9 distributions is observed except for a small local accumulation of biomass close to Feed2 position. 10 However, for Feed3 where biomass is injected near the sand bed surface, the relatively low density of 11
Author's Post-print version. Article published in Chemical Engineering Science: DOI: doi.org/10.1016/j.ces.2014.08.045 Published version: https://www.sciencedirect.com/science/article/pii/S0009250914004709 31 biomass precludes its good mixing with the sand bed and more biomass particles tend to be in the 1 freeboard and then have a higher probability of being entrained out of the reactor. 2 Figure 15 depicts the average biomass particle temperature for the three different injection points. 3
Specifically, the values of particle temperature for the Feed1, Feed2, and Feed3 are 692.3 °C, 686.9 °C, 4 and 661.3 °C, respectively. As expected, Feed1 has the highest biomass particle temperature due to its best 5 mixing performance. Figure 16 shows the average moisture content of biomass particles for the three different injection 3 points. It can be seen that the moisture content is very low for all three injection positions because the 4 vaporization process occurs at a very fast rate due to the high operating temperature (Tr =820 °C). 5
Specifically, the values of moisture content for the Feed1, Feed2, and Feed3 are 0.07%, 0.10%, and 0.20%, 6
respectively. Again, as expected, Feed3 has the highest moisture content due to its worst mixing 7 performance which in turn results in a lowest biomass particle temperature as shown in Fig. 15 . 8
Carbon conversion (CC) is a vital index used for evaluating the performance of gasification. It is 9 defined as follows (Chen, 2013) , 10 
