Harmonic coordinates on fractals with finitely ramified cell structure by Teplyaev, Alexander
ar
X
iv
:m
at
h/
05
06
26
1v
4 
 [m
ath
.PR
]  
26
 Ju
n 2
00
6
HARMONIC COORDINATES ON FRACTALS
WITH FINITELY RAMIFIED CELL STRUCTURE
ALEXANDER TEPLYAEV
Abstract. We define sets with finitely ramified cell structure, which are gen-
eralizations of p.c.f. self-similar sets introduced by Kigami and of fractafolds in-
troduced by Strichartz. In general, we do not assume even local self-similarity,
and allow countably many cells connected at each junction point. In partic-
ular, we consider post-critically infinite fractals. We prove that if Kigami’s
resistance form satisfies certain assumptions, then there exists a weak Rie-
mannian metric such that the energy can be expressed as the integral of the
norm squared of a weak gradient with respect to an energy measure. Fur-
thermore, we prove that if such a set can be homeomorphically represented
in harmonic coordinates, then for smooth functions the weak gradient can be
replaced by the usual gradient. We also prove a simple formula for the energy
measure Laplacian in harmonic coordinates.
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Introduction
There is a well developed theory of Dirichlet (energy, resistance) forms, and cor-
responding random processes, on the class of post-critically finite (p.c.f. for short)
self-similar sets, which are finitely ramified [1, 17, 20, 35, 38, and references therein].
Also, many piecewise and stochastically self-similar fractals have been considered
[6, 10, 11, 36, and references therein]. The general non self-similar energy forms on
the Sierpin´ski gasket were studied in [33]. In all the mentioned works the fractals
considered have finitely ramified cell structure. In this paper we will extend some
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aspects of this theory for a class of spaces, which may have no self-similarity in
any sense, and may have infinitely many cells connected at every junction point.
Throughout this paper we extensively and substantially use the general theory of
resistance forms developed in [21]. The existence of such forms is a delicate question
even in the self-similar p.c.f. case [12, 21, 31, and references therein]. To prove our
results we use some methods introduced in [40]. In the present paper we give the
basic background information, and the reader may find all the details in [21, 40].
In Section 1 we give the definition of a resistance form in the sense of Kigami
[21]. In Section 2 we define sets with finitely ramified cell structures. Examples of
such fractals are p.c.f. self-similar sets introduced by Kigami in [17, 20], fractafolds
introduced by Strichartz in [37], random fractals [6, 10, 11, and references therein],
and non self-similar Sierpin´ski gaskets [33, 41]. The key topological assumption is
that there is a cell structure such that every cell has finite boundary, but we do not
assume any self-similarity.
The terminology we use can be explained as follows. The term “post-critically
infinite” in this context means that every junction point can be an intersection
of countably infinite number of cells with pairwise disjoint interior, that is every
cell can be linked to countably many other cells. The term “finitely ramified”
means that every cell is joined with its complement in a finite number of points. A
good example of an infinitely ramified fractal is the Sierpin´ski carpet. There exists
a self-similar diffusion and corresponding Dirichlet form on the Sierpin´ski carpet
[2, 3, 4, 29], but its uniqueness has not been proved.
In Section 3 we prove that Kigami’s resistance form is a local regular Dirichlet
form under appropriate conditions. In Section 4 we prove that if the resistance form
satisfies certain non degeneracy assumptions, then there exists a weak Riemannian
metric, defined almost everywhere, such that the energy can be expressed as the
integral of the norm of a weak gradient with respect to an energy measure. This
generalizes earlier results by Kusuoka [28] and the author [40]. Furthermore, in
Section 5 we prove that if the finitely ramified fractal can be homeomorphically
represented in harmonic coordinates, then the weak gradient can be replaced by the
usual gradient for smooth functions, which generalizes an earlier result by Kigami
in [18]. In Section 6 we prove a simple formula for the energy measure Laplacian
in harmonic coordinates. This formula was announced, in the case of the standard
energy form on the Sierpin´ski gasket, in [41] without a proof. In a sense, the formula
for the energy Laplacian is the second derivative with respect to the generalized
Riemannian metric. In the case of the standard energy form on the Sierpin´ski
gasket, it is proved by Kusuoka in [27] that this generalized Riemannian metric
has rank one almost everywhere. This can be interpreted as that in harmonic
coordinates on the Sierpin´ski gasket the energy Laplacian is the one dimensional
second derivative in the tangential direction. We conjecture that this is the case
for any finitely ramified fractal considered in this paper. The main tool we use in
this theorem is approximating the finitely ramified fractal by a sequence of so called
quantum graphs [25, 26, and references therein]. In Section 7 we discuss self-similar
finitely ramified fractals, and existence of self-similar resistance forms in particular.
In Section 8 we give several examples of finitely ramified fractals for which our
theory can be applied. Among them are factor-spaces of p.c.f. self-similar sets, and
post-critically infinite analogs of the Sierpin´ski gasket.
HARMONIC COORDINATES ON FRACTALS 3
In the case of the standard energy form on the Sierpin´ski gasket, it is proved
by Kigami in [24] that the heat kernel with respect to the energy measure has
Gaussian asymptotics in harmonic coordinates (a weaker version was obtained in
[32]). Recently a powerful machinery was developed to obtain heat kernel estimates
on various “rough” spaces, including many fractals [5, 23, and references therein].
It is not unlikely that this theory is applicable to many, if not all, finitely ramified
fractals in harmonic coordinates. Also, some results about the singularity of the
energy measure with respect to product measures [7, 13, 14] are valid in the case
of finitely ramified self-similar fractals under suitable extra assumptions.
Acknowledgments. The author is very grateful to Richard Bass, Klara Hveberg,
Jun Kigami and Robert Strichartz for many important remarks and suggestions.
1. Kigami’s resistance forms
Below we restate the definition of a resistance form in [21].
Definition 1.1. A pair (E,DomE) is called a resistance form on a countable set
V∗ if it satisfies the following conditions.
(RF1) DomE is a linear subspace of ℓ(V∗) containing constants, E is a nonnegative
symmetric quadratic form on DomE, and E(u, u) = 0 if and only if u is
constant on V∗.
(RF2) Let ∼ be the equivalence relation on DomE defined by u ∼ v if and only if
u− v is constant on V∗. Then (E/∼,DomE) is a Hilbert space.
(RF3) For any finite subset V ⊂ V∗ and for any v ∈ ℓ(V ) there exists u ∈ DomE
such that u
∣∣
V
= v.
(RF4) For any p, q ∈ V∗
sup
{(
u(p)− u(q)
)2
E(u, u)
: u ∈ DomE,E(u, u) > 0
}
<∞.
This supremum is denoted by R(p, q) and called the effective resistance
between p and q.
(RF5) For any u ∈ DomE we have the E(u¯, u¯) 6 E(u, u), where
u¯(p) =

1 if u(p) > 1,
u(p) if 0 < u(p) < 1,
0 if u(p) 6 1.
Property (RF5) is called the Markov property.
Note that the effective resistance R is a metric on V∗, and that any function in
DomE is R-continuous. Let Ω be the R-completion of V∗. Then any u ∈ DomE
has a unique R-continuous extension to Ω.
For any finite subset U ⊂ V∗ the finite dimensional Dirichlet form EU on U is
defined by
EU (f, f) = inf{E(g, g) : g ∈ DomE, g
∣∣
U
= f},
which exists by [21], and moreover there is a unique g for which the inf is attained.
The Dirichlet form EU is called the trace of E on U , and denoted
EU = TraceU (E).
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By the definition, if U1 ⊂ U2 then EU1 is the trace of EU2 on U1, that is EU1 =
TraceU1(EU2 ).
Theorem (Kigami [21]). Suppose that Vn are finite subsets of V∗ and that
⋃
∞
n=0 Vn
is R-dense in V∗. Then
E(f, f) = lim
n→∞
EVn(f, f)
for any f ∈ DomE, where the limit is actually non-decreasing. Is particular, E is
uniquely defined by the sequence of its finite dimensional traces EVn on Vn.
Theorem (Kigami [21]). Suppose that Vn are finite sets, for each n there is a resis-
tance form EVn on Vn, and this sequence of finite dimensional forms is compatible
in the sense that each EVn is the trace of EVn+1 on Vn, where n = 0, 1, 2, .... Then
there exists a resistance form E on V∗ =
⋃
∞
n=0 Vn such that
E(f, f) = lim
n→∞
EVn(f, f)
for any f ∈ DomE, and the limit is actually non-decreasing.
2. Finitely ramified fractals
Definition 2.1. A finitely ramified fractal F is a compact metric space with a cell
structure F = {Fα}α∈A and a boundary (vertex) structure V = {Vα}α∈A such that
the following conditions hold.
(A) A is a countable index set;
(B) each Fα is a distinct compact connected subset of F ;
(C) each Vα is a finite subset of Fα with at least two elements;
(D) if Fα =
⋃k
j=1 Fαj then Vα ⊂
⋃k
j=1 Vαj ;
(E) there exists a filtration {An}
∞
n=0 such that
(1) An are finite subsets of A, A0 = {0}, and F0 = F ;
(2) An ∩Am = ∅ if n 6= m;
(3) for any α ∈ An there are α1, ..., αk ∈ An+1 such that Fα =
⋃k
j=1 Fαj ;
(F) Fα′
⋂
Fα = Vα′
⋂
Vα for any two distinct α, α
′ ∈ An;
(G) for any strictly decreasing infinite cell sequence Fα1 ) Fα2 ) ... there exists
x ∈ F such that
⋂
n>1 Fαn = {x}.
If these conditions are satisfied, then
(F,F,V) = (F, {Fα}α∈A, {Vα}α∈A)
is called a finitely ramified cell structure.
Notation 2.2. We denote Vn =
⋃
α∈An
Vα. Note that Vn ⊂ Vn+1 for all n > 0 by
Definition 2.1. We say that Fα is an n-cell if α ∈ An.
Remark 2.3. By the definition every cell in a finitely ramified fractal has a bound-
ary consisting of isolated points (see Proposition 2.10), which implies the name
“point connected”. In particular, any p.c.f. self-similar set is a finitely ramified
fractal. However, every vertex v ∈ V∗ of a finitely ramified fractal can be an inter-
section of countably many cells with pairwise disjoint interior (see Example 8.9).
Hence even if a finitely ramified fractal is self-similar, it does not have to be a p.c.f.
self-similar set.
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Remark 2.4. In this definition the vertex boundary V0 of F0 = F can be arbitrary,
and in general may have no relation with the topological structure of F . However,
the (WN) and (HC) assumptions made below will de facto impose restrictions on
the choice of V0. In particular, the energy measure, gradient and the energy measure
Laplacian all depend on the choice of V0.
This is somewhat different from the theory of p.c.f. self-similar sets in [17, 19, 20],
where V0 is uniquely determined as the post-critical set of the p.c.f. self-similar
structure. Note, however, that the same topological fractal F can have different
self-similar structures, and different post-critical sets in particular.
Note that every p.c.f. self-similar set is a finitely ramified fractal, see [17, 20] and
Section 7.
Remark 2.5. In general a filtration is not unique for a finitely ramified fractal.
For example, the filtration A˜k = A2k satisfies all the conditions of Definition 2.1.
However, the results of this paper do not depend on the choice of the filtration.
In particular, Kigami’s resistance forms, energy measures etc. are independent of
the filtration. If the fractal is self-similar, then changing the self-similar structure
sometimes is very useful, and changing filtration is one of the results of changing
it. Moreover, if the finitely ramified fractal is not self-similar, then it may not be
clear what the natural filtration is. In what follows we assume that some filtration
is fixed.
Proposition 2.6. For any x ∈ F there is a strictly decreasing infinite sequence of
cells satisfying condition (G) of the definition. The diameter of cells in any such
sequence tend to zero.
Proof. Suppose x ∈ F is given. We choose Fα1 = F . Then, if Fαn is chosen, we
choose Fαn+1 to be a proper sub-cell of Fαn which contains x. Suppose for a moment
that the diameter of cells in such a sequence does not tend to zero. Then for each n
there is xn ∈ Fαn such that lim infn→∞ d(xn, x) = ε > 0. By compactness there is
y ∈
⋂
n>1 Fαn such that d(y, x) > ε. This is a contradiction with the property (G)
of Definition 2.1. 
Proposition 2.7. The topological boundary of Fα is contained in Vα for any α ∈ A.
Proof. For any closed set A we have ∂A = A ∩ Closure(Ac), where Ac is the
complement of A. If A = Fα is an n-cell, then Closure(A
c) is the union of all
n-cells except Fα. Then the proof follows from property (F) of Definition 2.1. 
Proposition 2.8. The set V∗ =
⋃
α∈A Vα is countably infinite, and F is uncount-
able.
Proof. The set V∗ is a countable union of finite sets, and every cell is a union of
at least two smaller sub-cells. Then each cell is uncountable by properties (B) and
(C) of Definition 2.1. 
Proposition 2.9. For any distinct x, y ∈ F there is n(x, y) such that if m > n(x, y)
then any m-cell can not contain both x and y.
Proof. Let Bm(x, y) be the collection of all m-cells that contain both x and y. By
definition any cell in Bm+1(x, y) is contained in a cell which belongs to Bm(x, y).
Therefore, if there are infinitely many nonempty collections Bm(x, y), then there
is an infinite decreasing sequence of cells that contains both x and y. This is a
contradiction with property (G) of Definition 2.1. 
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Proposition 2.10. For any x ∈ F and n > 0, let Un(x) denote the union of all
n-cells that contain x. Then the collection of open sets U = {Un(x)
◦}x∈F,n>0 is a
countable fundamental sequence of neighborhoods. Here B◦ denotes the topological
interior of a set B.
Moreover, for any x ∈ F and open neighborhood U of x there exist y ∈ V∗ and
n such that x ∈ Un(x) ⊂ Un(y) ⊂ U . In particular, the smaller collection of open
sets U′ = {Un(x)
◦}x∈V∗,n>0 is a countable fundamental sequence of neighborhoods.
Proof. Note that the collection U′ is countable because V∗ is countable by Propo-
sition 2.8. The collection U is countable because if x and y belong to the interior
of the same n-cell, then Un(x) = Un(y).
First, suppose x ∈ V∗. Then we have to show that for any open neighborhood
U of x there exists n > 0 such that Un(x) ⊂ U . Suppose for a moment that such
n does not exist. Then for any n the set Un(x)\U is a nonempty compact set.
Moreover, the sequence of sets {Un(x)\U}n>0 is decreasing and so has a nonempty
intersection. Then we can choose z ∈
⋂
n>0 Un(x)\U , and for any n there is an
n-cell that contains both x and z. This is a contradiction with Proposition 2.9.
Now suppose x /∈ V∗. Then for any n > 0 there exists yn ∈ Vn such that
x ∈ Un(yn) ⊂ Un−1(x). Moreover, we can assume also that Un(yn) ⊂ Un−1(yn−1)
for any n > 1. Then we have to show that for any open neighborhood U of x there
exist n > 0 such that Un(yn) ⊂ U . Suppose for a moment that such n does not
exist. Then the set Un(yn)\U is a nonempty compact set. Moreover, the sequence
of sets {Un(yn)\U}n>1 is decreasing and so has a nonempty intersection. Then we
can choose z ∈
⋂
n>1 Un(yn)\U , and for any n > 1 there is an (n − 1)-cell that
contains both x and z. This is a contradiction with Proposition 2.9. 
3. Resistance forms on finitely ramified fractals
We assume that there is a resistance form on V∗ in the sense of Kigami [20, 21], see
Definition 1.1. For convenience we will denote En(f, f) = EVn(f, f), see Section 1.
Recall that E(f, f) = limn→∞ En(f, f) for any f ∈ DomE, where the limit is
actually non-decreasing.
Definition 3.1. A function is harmonic if it minimizes the energy for the given set
of boundary values.
Note that any harmonic function is uniquely defined by its restriction to V0.
Moreover, any function on V0 has a unique continuation to a harmonic function.
For any harmonic function h we have E(h, h) = En(h, h) for all n by [21]. Also note
that for any function g ∈ DomE we have E0(g, g) 6 E(g, g), and a function h is
harmonic if and only if E0(h, h) = E(h, h).
Let Eα(f, f) = (Eα)Vα(f, f), where Eα is the restriction of E to Fα. Then
En =
∑
α∈An
EVα .
Lemma 3.2. If h is harmonic and continuous then
lim
n→∞
∑
α∈An,x∈Fα
Eα(h
∣∣
Vα
, h
∣∣
Vα
) = 0
for any x ∈ F .
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Proof. Let E(h, h) = e > 0. It is easy to see that the limit under consideration is
decreasing and so it exists. Suppose for a moment this limit is equal to c > 0.
Without loss of generality we can assume that h(x) = 0 and that |h(y)| > 1 for
any y ∈ V0\{x}. By Proposition 2.6 for any ε > 0 there are cells Fα1 , ..., Fαl such
that |h(x)−h(y)| < ε for any y ∈
⋃l
j=1 Fαj , and
⋃l
j=1 Fαj contains a neighborhood
of x. Without loss of generality we can assume that V0
⋂(⋃l
j=1 Fαj\{x}
)
= ∅.
Let V ′ =
⋃l
j=1 Vαj and consider the trace of the resistance form on V0
⋃
V ′.
Obviously if ε is small then there is a uniform bound for conductances between
points in V0\{x} and V
′. Then consider changing the values of h on V ′ to zero.
Inside of
⋃l
j=1 Fαj the energy will be reduced by at least c, since the function is
now constant there. On the other hand, outside of
⋃l
j=1 Fαj the energy increase
will be bounded by a constant times εe. So the total energy will decrease if ε is
small enough. This is a contradiction with the definition of a harmonic function,
and so c = 0.
Note that the proof works even if V ′ is an infinite set and so it is applicable to
connected spaces with cell structure, such as the Sierpin´ski carpet, which is not a
finitely ramified fractal. 
Corollary 3.3. If h is harmonic and continuous then there is a unique continuous
energy measure νh on F defined by νh(Fα) = Eα(h
∣∣
Vα
, h
∣∣
Vα
) for all α ∈ A.
Remark 3.4. In what follows we assume that harmonic functions are continuous.
Definition 3.5. We fix a complete, up to constant functions, energy orthonormal
set of harmonic functions h1, ..., hk, where k = |V0| − 1, and define the Kusuoka
energy measure by
ν = νh1 + ...+ νhk .
If Fα′ ⊂ Fα , then
Mα,α′ : ℓ(Vα)→ ℓ(Vα′)
is the linear map which is defined as follows. If fα is a function on Vα then let hfα
be the unique harmonic function on Fα that coincides with fα on Vα. Then we
define
Mα,α′fα = hfα
∣∣
Vα′
.
Thus Mα,α′ transforms the (vertex) boundary values of a harmonic function on
Fα into the values of this harmonic function on Vα′ . We denote Mα = M0,α. We
denote Dα the matrix of the Dirichlet form Eα on Vα. By elementary linear algebra
we have the following lemma (see [40] and also [17, 20, 27]).
Lemma 3.6. If Fα =
⋃
Fαj then
Dα =
∑
M∗α,αjDαjMα,αj
and
ν(Fα) = TrM
∗
αDαMα.
In particular ν is defined uniquely in the sense that it does not depend on the choice
of the complete energy orthonormal set of harmonic functions.
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We denote
Zα =
M∗αDαMα
ν(Fα)
if ν(Fα) 6= 0. Then we define matrix valued functions
Zn(x) = Zα
if ν(Fα) 6= 0, α ∈ An and x ∈ Fα\Vα. Note that TrZn(x) = 1 by definition.
Theorem 1. For ν-almost all x there is a limit
Z(x) = lim
n→∞
Zn(x).
Proof. One can see, following the original Kusuoka’s idea [27, 28], that Zn is a
bounded ν-martingale. 
Remark 3.7. In a sense, the matrix valued measure Zdν plays the role of a gener-
alized Riemaninan metric on the fractal F (see Theorems 7 and 8). The matrix Z
has trace one by its definition, but on many fractals it is discontinuous. Moreover,
in some examples, such as the Sierpin´ski gasket, the matrix Z has rank one almost
everywhere. Then it can be described as the projection onto the one dimensional
tangent space.
One can see that the energy measures νh are the same as the energy measures
in the general theory of Dirichlet forms [8, 9]. One can also define the matrix Z as
the matrix whose entries are the densities
Zij =
dνhi,hj
dν
using the general theory of Dirichlet forms in [8, 9]. However we give a different de-
scription because the pointwise approximation using the cell structure is important
in this theorem.
Definition 3.8. A function is n-harmonic if it minimizes the energy for the given
set of values on Vn.
Note that any n-harmonic function is uniquely defined by its restriction to Vn.
Moreover, any function on Vn has a unique continuation to an n-harmonic function.
Also note that for any function g ∈ DomE we have En(g, g) 6 E(g, g), and a function
f is n-harmonic if and only if En(f, f) = E(f, f).
Recall that R is the effective resistance metric on V∗, and that any function
in DomE is R-continuous. Let Ω be the R-completion of V∗. Then any u ∈
DomE has a unique R-continuous extension to Ω. The next theorem generalizes
[20, Proposition 3.3.2] for possibly non self-similar finitely ramified fractals.
Theorem 2. Suppose that all n-harmonic functions are continuous. Then any
continuous function is R-continuous, and any R-Cauchy sequence converges in the
topology of F . Also, there is a continuous injective map θ : Ω → F which is the
identity on V∗.
Proof. It is easy to see from the maximum principle that any continuous function
can be uniformly approximated by n-harmonic functions, which implies that any
continuous function is R-continuous. Suppose for a moment that {xk} is an R-
Cauchy sequence in V∗ which does not converge. By compactness, it must have a
limit point, say x. Then, by the results of Section 2, there is n and two disjoint
n-cells Fα and Fβ such that x ∈ Fβ , but Fα contains an infinite subsequence
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of {xk}, say {ym}. There is an n-harmonic function f which is identically 1 on
Fβ and zero on every point of Vn which is not in Fβ . Then for any m we have
R(x, ym) > 1/E(f, f) > 0, which is a contradiction. Thus, any R-Cauchy sequence
converges in the topology of F . Therefore we can define a continuous map θ : Ω→ F
which is the identity on V∗. Now Suppose for a moment that θ is not injective. Then
there are two R-Cauchy sequences in V∗, say {xk} and {yk}, which have the same
limit in F but two different R-limits in Ω, say x and y. By continuity, for any m-
harmonic function f we have f(x) = f(y). This is a contradiction since the space
of m-harmonic functions separates points of Ω by [21]. Thus, θ is injective. 
Remark 3.9. If conditions of Theorem 2 are satisfied, then we can (and will)
consider Ω as a subset of F . Then Ω is the R-closure of V∗. In a sense, Ω is the set
where the Dirichlet form E “lives”.
Theorem 3. Suppose that all n-harmonic functions are continuous. Then E is a
local regular Dirichlet form on Ω (with respect to any measure that charges every
nonempty open set).
Proof. The regularity of E is proved in [21]. In particular, DomE mod (constants)
is a Hilbert space in the energy norm. Note that the set of n-harmonic functions
is a core of E in both the original and R-topologies. Also note that if a set is
R-compact then it is compact in the original topology of f by Theorem 2. Suppose
now f and g are two functions in DomE with disjoint compact supports. Then, by
the results of Section 2, there is n and a finite number of n-cells Fα1 , ..., Fαk such
that
⋃k
i=1 Fαi contains the support of f but is disjoint with the support of g. Then
it is easy to see that for any m > n we have Em(f, g) = 0 and so E(f, g) = 0. 
4. Generalized Riemannian metric and weak gradient
Definition 4.1. We say that f ∈ DomE is n-piecewise harmonic if for any α ∈ An
there is a (globally) harmonic function hα that coincides with f on Fα.
Note that, by definition, the notion of n-piecewise harmonic functions in general
is more restrictive than the more commonly used notion of n-harmonic functions
defined in the previous section.
Definition 4.2. We say that the resistance form on a finitely ramified fractal
is weakly nondegenerate if the space of piecewise harmonic functions is dense in
DomE.
The notion of weakly nondegenerate harmonic structures was studied in [40] in
the case of p.c.f. self-similar sets.
Assumption (WN). In what follows we assume that the resistance form is weakly
nondegenerate.
Proposition 4.3. The (WN) assumption implies supp(ν) = F .
Proof. Our definitions imply that for any cell Fα there is a function of finite energy
with support in this cell. If it can be approximated by piecewise harmonic functions,
then ν(Fα) > 0. 
By Proposition 2.10 supp(ν) = F if and only if every cell has a positive measure.
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Theorem 4. Let Fν be the factor-space (quotient) of F obtained by collapsing all
cells of zero ν-measure. Then Fν is a finitely ramified fractal with the cell and
vertex structures naturally inherited from F .
Proof. The only nontrivial condition to verify is that any cell of Fν has at least
two boundary points. The maximum principle implies that a cell Fα has a positive
ν-measure if and only if there is a harmonic function which is non constant on
Vα. 
Definition 4.4. If f is n-piecewise harmonic then we define its tangent Tanαf for
α ∈ An as the unique element of ℓ(V0) that satisfies two conditions:
(A) if hα,Tan is the harmonic function with boundary values Tanαf then hα,Tan
coincides with f on Fα;
(B) hα,Tan has the smallest energy among all harmonic functions hα such that
hα coincides with f on Fα.
We define L2Z as the Hilbert space of ℓ(V0)-valued functions on F with the norm
defined by
‖u‖2L2
Z
=
∫
F
〈u, Zu〉dν.
Definition 4.5. If f is n-piecewise harmonic then we define its gradient Grad f as
the element of L2Z such that, for ν-almost all x, Grad f(x) = Tanαf in the sense of
L2Z if x ∈ Fα and α ∈ An.
Lemma 4.6. If f is n-piecewise harmonic then E(f, f) = ‖Gradf‖2
L2
Z
.
Proof. Follows from Lemma 3.6. 
Theorem 5. Under the (WN) assumption Grad can be extended from the space
of piecewise harmonic functions to an isometry
Grad : DomE→ L2Z ,
which is called the weak gradient.
Proof. The statement follows from Lemma 4.6 and the (WN) assumption. 
Corollary 4.7. Under the (WN) assumption we have
νf ≪ ν
for any f ∈ DomE.
Proof. The statement follows from Theorem 5. It can also be obtained directly
from the (WN) assumption, or the general theory of Dirichlet forms [8, 9]. 
Conjecture 4.8. We conjecture that the assumption supp(ν) = F is equivalent to
the (WN) assumption for all finitely ramified fractals.
Conjecture 4.9. We conjecture that for any finitely ramified fractal rankZ(x) = 1
for ν-almost all x.
The next proposition follows easily from our definitions. It means, in particular,
that Conjecture 4.9 implies Conjecture 4.8.
Proposition 4.10. If supp(ν) = F and rankZ(x) = 1 for ν-almost all x then the
(WN) assumption holds.
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5. Gradient in harmonic coordinates
To define harmonic coordinates one needs to choose a complete, up to constant
functions, set of harmonic functions h1, ..., hk and define the coordinate map ψ :
F → Rk by ψ(x)=(h1(x), ..., hk(x)). A particular choice of harmonic coordinates is
not important since they are equivalent up to a linear change of variables. Below
we fix the most standard coordinates which make the computations simpler.
Definition 5.1. Let V0 = {v1, ..., vm} and let hj be the unique harmonic function
with boundary values hj(vi) = δi,j . Kigami’s harmonic coordinate map ψ : F →
Rm is defined by ψ(x)=(h1(x), ..., hm(x)).
Lemma 5.2. (1) Any set ψ(Fα) is contained in the convex hull of ψ(Vα).
(2) A set ψ(Fα) has at least two points if and only if ψ(Vα) has at least two
points.
(3) If on FH = ψ(F ) we define a cell structure that consists of all sets ψ(Fα)
that have at least two points, then conditions (A)–(E) and (G) of Defini-
tion 2.1 are satisfied.
(4) If for all n and for any two distinct α, α′ ∈ An we have
ψ(Fα′)
⋂
ψ(Fα) = ψ(Vα′)
⋂
ψ(Vα),
then FH = ψ(F ) is a finitely ramified fractal with the cell structure defined
in Item (3) of this lemma.
Proof. The maximum principle implies that ψ(Fα) is contained in the convex hull
of ψ(Vα), which implies the other statements. 
The next theorem easily follows from this lemma.
Theorem 6. ψ : F → FH = ψ(F ) is a homeomorphism if and only if for any
α ∈ A the map ψ
∣∣
Vα
is an injection, and
ψ(Fα′ ∩ Fα) = ψ(Fα′) ∩ ψ(Fα)
for all α, α′ ∈ A.
Assumption (HC). In what follows we assume that ψ : F → FH = ψ(F ) is a
homeomorphism.
Proposition 5.3. The (HC) assumption implies the (WN) assumption.
Proof. It is easy to see that under the (HC) assumption any cell has positive mea-
sure, and that any continuous function can be uniformly approximated by piecewise
harmonic functions. The latter is true because all harmonic functions are linear in
harmonic coordinates, and the maximum principle implies that ψ(Fα) is contained
in the convex hull of ψ(Vα). 
Notation 5.4. In what follows, for simplicity, we assume F = FH and ψ(x) = x.
Also, we identify ℓ(V0) with R
m in the natural way.
Theorem 7. Under the (HC) assumption we have that if f is the restriction to
F of a C1(Rm) function then f ∈ DomE, and such functions are dense in DomE.
Moreover, if f ∈ C1(Rm) then
Grad f = ∇f
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in the sense of the Hilbert space L2Z . In particular we have the Kigami formula
E(f, f) = ‖∇f‖2L2
Z
=
∫
F
〈∇f, Z∇f〉dν
for any f ∈ C1(Rm).
Proof. In fact, we will prove this result for a somewhat larger space of functions.
We say that f is a piecewise C1-function if for some n and for all α ∈ An there is
fα ∈ C
1(Rm) such that fα
∣∣
Fα
= f
∣∣
Fα
. In particular, a piecewise harmonic function
is piecewise C1.
If g is a linear function in Rm then g
∣∣
V0
= ∇g since we identify ℓ(V0) with
Rm in the natural way. Therefore for any piecewise harmonic function f we have
Grad f = ∇f in the sense of the Hilbert space L2Z .
Any C1-function is a piecewise C1-function, and any piecewise C1-function can
be approximated by piecewise harmonic (that is, piecewise linear) functions in C1
norm. Thus, to complete the proof we need an estimate of the energy of a function
in terms of its C1 norm, provided by the next simple Lemma 5.5. 
Lemma 5.5. If f is the restriction to F of a C1(Rm) function then
(5.1) En(f, f) 6 ν(F )‖f‖
2
C1(Rm)
and the same estimate holds for |E(f, f)|.
Proof. By definition [17, 20] of En we have that
(5.2)
En(f, f) =
∑
x,y∈Vn
cn,x,y
(
f(x)− f(y)
)2
6
‖f‖2C1(Rm)
∑
x,y∈Vn
cn,x,y|x− y|
2 = ‖f‖2C1(Rm)ν(F ).

Remark 5.6. Using Theorem 5 one can prove Theorem 7 using the general theory
of Dirichlet forms in [8, 9] (see Remark 3.7). However we give a constructive proof
which also defines an approximating sequence to the gradient. A similar proof
can be made along the lines of the proof of Theorem 8 using approximations by
quantum graphs.
6. Energy measure Laplacian in harmonic coordinates
The the energy measure Laplacian can be defined as follows. We say that
f ∈ Dom∆ν if there exists a function ∆νf ∈ L
2
ν such that
(6.1) E(f, g) = −
∫
F
g∆νfdν,
for any function g ∈ DomE vanishing on the boundary V0. By [21], the Laplacian
∆ν is a uniquely defined linear operator with Dom∆ν ⊂ DomE. In fact Dom∆ν is
E-dense in DomE, and is also dense in L2ν . The Laplacian ∆ν is self-adjoint with,
say, Dirichlet or Neumann boundary conditions. Formula (6.1) is often called the
Gauss-Green formula. Extensive information on the relation of a Dirichlet form
and its generator, the Laplacian, can be found in [8, 9, 20].
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Theorem 8. Under the (HC) assumption we have that if f is the restriction to
F of a C2(Rm) function then f ∈ Dom∆ν , and such functions are E-dense in
Dom∆ν . Moreover, ν-almost everywhere
∆νf = Tr (ZD
2f)
where D2f is the matrix of the second derivatives of f .
Proof. We start with defining a different sequence of approximating energy forms.
In various situations these forms are associated with so called quantum graphs,
photonic crystals and cable systems. If f ∈ C1(Rm) then we define
E
Q
n(f, g) =
∑
x,y∈Vn
cn,x,yE
Q
x,y(f, f)
where
E
Q
x,y(f, f) =
∫ 1
0
(
d
dt
f
(
x(1− t) + ty
))2
dt
is the integral of the square of the derivative
d
dt
f
(
x(1− t) + ty
)
= 〈∇f
(
x(1− t) + ty
)
, y − x〉
of f along the straight line segment connecting x and y. Thus E
Q
x,y(f, f) is the usual
one dimensional energy of a function on a straight line segment. If f is linear then
E
Q
x,y(f, f) =
(
f(x) − f(y)
)2
. Therefore if f is piecewise harmonic then E
Q
n(f, f) =
En(f, f) for all large enough n. Also E
Q
n satisfies estimate (5.1). Therefore for any
C1(Rm)-function we have
lim
n→∞
E
Q
n(f, f) = E(f, f)
by Theorem 7.
It is easy to see that if g is a C1(Rm)-function vanishing on V0 and f is a
C2(Rm)-function then
E
Q
n(f, g) =
∑
x,y∈Vn
cn,x,y
∫ 1
0
g
(
x(1− t) + ty
)(
d2
dt2
f
(
x(1 − t) + ty
))
dt
because after integration by parts all the boundary terms are canceled. Then if
α ∈ An then ∑
x,y∈Vα
cn,x,y
d2
dt2
f
(
x(1 − t) + ty
)
=
∑
x,y∈Vα
cn,x,y
m∑
i,j=1
D2ijf
(
x(1 − t) + ty
)
(yi − xi)(yj − xj) =
Tr
(
M∗αDαMα
(
D2f(xα) +Rn(x, y, t, f, α, xα)
))
where xα ∈ Vα and
lim
n→∞
|Rn(x, y, t, f, α, xα)| = 0
uniformly in α ∈ An, x, y, xα ∈ Fα and t ∈ [0, 1], which completes the proof. Note
also that one can obtain an estimate similar to (5.1), as in Corollary 6.3. 
Corollary 6.1. Under the (HC) assumption, ∆νf ∈ L
∞(F ) for any f ∈ C2(Rm).
Corollary 6.2. Under the (HC) assumption, if f(x) = ‖x‖2 then ∆νf = 1.
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Corollary 6.3. If f is the restriction to F of a C2(Rm) function, and g is the
restriction to F of a C1(Rm) function vanishing on the boundary, then
|En(f, g)| 6 ν(F )‖g‖C(Rm)‖f‖C2(Rm)
and the same estimate holds for |E(f, g)|.
Proof. This estimate follows from the proof of Theorem 8. 
Remark 6.4. One can also obtain Theorem 8 from Theorem 7 using the general
theory of Dirichlet forms in [8, 9] (see Remark 3.7). However we give a different
constructive proof using the approximation by quantum graphs (see [25, 26]).
7. Topologically self-similar finitely ramified fractals
Definition 7.1. A compact connected metric space F is called a finitely ramified
self-similar set if there are injective contraction maps
ψ1, ..., ψm : F → F
and a finite set V0 ⊂ F such that
F =
m⋃
i=1
ψi(F )
and for any n and for any two distinct words w,w′ ∈Wn = {1, ...,m}
n we have
Fw ∩ Fw′ = Vw ∩ Vw′ ,
where Fw = ψw(F ) and Vw = ψw(V0). Here for a finite word w = w1...wn ∈ Wn
we denote
ψw = ψw1 ◦ ... ◦ ψwn .
The set V0 is called the vertex boundary of F .
Proposition 7.2. A finitely ramified self-similar set is a finitely ramified fractal
provided V0 has at least two elements.
We have An =Wn for n > 1 and A = {0}
⋃
W∗, where W∗ =
⋃
n>1Wn.
Proof. All items in Definition 2.1 are self-evident. Note that item (B) holds because
each cell is connected and has at least two elements, and the intersection of two
cells is finite. Item (G) holds because ψi are contractions. 
Remark 7.3. The question of existence of a “self-similar” metric on self-similar
sets was recently studied in detail in [15]. According to [15], our class of self-
similar finitely ramified fractals defined above is the same as finitely ramified SSH-
fractals (with finite fractal boundary) of [15]. The definition of SSH-fractals in
[15] requires fulfillment of a certain set of axioms, one of which is that the maps
ψ1, ..., ψm : F → F are continuous injections. It is then proved that F can be
equipped with a self-similar metric in such a way that the injective maps ψj become
contractions (as well as local similitudes), but the topology does not change. We use
a simplified approach when we assume from the beginning that ψi are contractions.
In addition, it is proved in [15] that for every p.c.f. self-similar set defined in
[17, 20] there exists a self-similar metric. Therefore our definition of self-similar
finitely ramified fractals generalizes the definition of p.c.f. self-similar sets. Our
definition allows infinitely many cells to meet at a junction point, which is referred
to as fractals with “infinite multiplicity” in [15].
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Note that, by definition, each ψi maps V∗ into itself injectively.
Definition 7.4. A resistance form E on V∗, in the sense of Section 3, is self-similar
with energy renormalization factors ρ = (ρ1, ..., ρm) if for any f ∈ DomE we have
(7.1) E(f, f) =
m∑
i=1
ρiE(fi, fi).
Here we use the notation fw = f ◦ ψw for any w ∈W∗.
The energy renormalization factors, or weights, ρ = (ρ1, ..., ρm) are often also
called conductance scaling factors because of the relation of resistance forms and
electrical networks. They are reciprocals of the resistance scaling factors rj =
1
ρj
.
Definition 7.5. For a set of energy renormalization factors ρ = (ρ1, ..., ρm) and
any resistance form E0 on V0 define the resistance form Ψρ(E0) on V1 by
Ψρ(E0)(f, f) =
m∑
i=1
ρiE0(gi, gi),
where
gi = f
∣∣
ψi(V0)
◦ ψ−1i .
Then Λ(E0) is defined as the trace of Ψρ(E0) on V0:
Λ(E0) = TraceV0Ψρ(E0).
The next two propositions are essentially proved in [20, 21, 31].
Proposition 7.6. If E is self-similar then E0 = Λ(E0).
Proposition 7.7. If E0 is such that E0 = Λ(E0) then there is a self-similar resis-
tance form E such that E0 is the trace of E on V0.
Theorem 9. On any self-similar finitely ramified fractal with a self-similar resis-
tance form all n-harmonic functions are continuous.
Proof. By the self-similarity, it is enough to prove that the harmonic functions are
continuous. Since all ψi are contractions, there is n such that any n-cell contains
at most one point of V0. By the strong maximum principle there is ε > 0 such that
for any w ∈ Wn and any harmonic function h we have∣∣∣∣maxx∈F h(x)−minx∈F h(x)
∣∣∣∣ > (1− ε) ∣∣∣∣maxx∈Fw h(x)− minx∈Fw h(x)
∣∣∣∣ .
Then for any positive integer m and any w ∈Wmn we have∣∣∣∣maxx∈F h(x) −minx∈F h(x)
∣∣∣∣ > (1− ε)m ∣∣∣∣maxx∈Fw h(x) − minx∈Fw h(x)
∣∣∣∣ .

We conjecture that the results of [20, Section 3.3], and many other results of
[20, 21] on the topology and analysis on p.c.f. self-similar set hold for finitely ram-
ified self-similar sets as well. The next theorem is one of these results. Following
[17, 20], we say that the self-similar resistance form is regular if ρi > 1 for all i.
Theorem 10. If a self-similar resistance form on a self-similar finitely ramified
fractal F is regular, then Ω = F .
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Proof. If diamR(·) denotes the diameter of a set in the effective resistance metric
R, and ρw = ρw1 ...ρwn for any finite word w = w1...wn ∈ Wn, then
diamR(F ) > ρwdiamR(Fw)
by the self-similarity of the resistance form and the definition of the metric R. 
Definition 7.8. The group G is said to act on a finitely ramified fractal F if each
g ∈ G is a homeomorphism of F such that g(Vn) = Vn for all n > 0.
Proposition 7.9. If a group G acts on a finitely ramified fractal F then for each
g ∈ G and each n-cell Fα, g(Fα) is an n-cell.
Proof. From the results of Section 2 we have that n-cells are connected, have pair-
wise disjoint interiors, and their topological boundaries are contained in Vn, which
is preserved by g by definition. 
Theorem 11. Suppose a group G acts on a self-similar finitely ramified fractal
F and G restricted to V0 is the whole permutation group of V0. Then there exists
a unique, up to a constant, G-invariant self-similar resistance form E with equal
energy renormalization weights and
(7.2) E0(f, f) =
∑
x,y∈V0
(
f(x)− f(y)
)2
.
Proof. It is easy to see that, up to a constant, E0 is the only G-invariant resistance
form on V0. Let ρ1 = (1, ..., 1). Then Λ(E0) is also G-invariant and so E0 =
cTraceV0Ψρ1(E0) for some c. Then the result holds for ρ = cρ1 by Proposition 7.6
and Proposition 7.7. 
An n-cell is called a boundary cell if it intersects V0. Otherwise it is called an
interior cell. We say that F has connected interior if the set of interior 1-cells is
connected, any boundary 1-cell contains exactly one point of V0, and the intersection
of two different boundary 1-cells is contained in an interior 1-cell. The following
theorem is proved in [12] for the p.c.f. case, but the proof applies for self-similar
finitely ramified fractal without any changes.
Theorem ([12]). Suppose that F has connected interior, and a group G acts on a
self-similar finitely ramified fractal F such that its action on V0 is transitive. Then
there exists a G-invariant self-similar resistance form E.
Other results in [12] also apply for self-similar finitely ramified fractal.
8. Examples
Example 8.1 (Unit interval). The usual unit interval is a finitely ramified fractal.
In this case V∗ can be any countable dense subset of [0,1] which includes {0, 1}.
The usual energy form
E(f, f) =
∫ 1
0
|f ′(t)|2dt
satisfies all the assumptions of our paper. The energy measure is the Lebesgue
measure and the Laplacian is the usual second derivative.
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Example 8.2 (Quantum graphs). A quantum graph, a collection of finite number
of points in Rm joined by weighted straight line segments (see [25, 26] and also
the proof of Theorem 8), is a finitely ramified fractal. The usual energy form on a
quantum graph, which is the sum of weighted standard one dimensional forms on
each segment, satisfies all the assumptions of our paper.
see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
Figure 1. Sierpin´ski gasket in the standard harmonic coordinates.
Example 8.3 (Sierpin´ski gasket). The Sierpin´ski gasket is a finitely ramified fra-
ctal. The standard energy form [16, 17, 20] on the Sierpin´ski gasket satisfies all
the assumptions of our paper. The Sierpin´ski gasket in harmonic coordinates, see
Figure 1, was first considered in [18], where the statement of Theorem 7 was proved
in this case. The statement of Theorem 8 was announced in [41] without a proof.
In the case of the standard energy form on the Sierpin´ski gasket Conjecture 4.9 was
proved in [27]. The fact that the energy measure is singular with respect to any
product (Bernoulli) measure was proved in [27, 7, 13, 14].
see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
Figure 2. The residue set of the Apollonian packing.
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Example 8.4 (The residue set of the Apollonian packing). It was proved in [41]
that the residue set of the Apollonian packing, see Figure 2, is the Sierpin´ski gas-
ket in harmonic coordinates defined by a non self-similar resistance form. This
resistance form satisfies all the assumptions of our paper, including the (HC) as-
sumption.
Example 8.5 (Random Sierpin´ski gaskets). In [33] a family of random Sierpin´ski
gaskets was described using harmonic coordinates. Naturally, the results of this
paper apply to these random gaskets, and the (HC) assumption is satisfied due to
the way in which these gaskets are constructed. Also, many examples of random
fractals in [10, 11] satisfy the (HC) assumption, although the harmonic coordinates
were not considered explicitly.
see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
Figure 3. The hexagasket in harmonic coordinates and its first approximation.
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Example 8.6 (Hexagasket). According to [40], the Hexagasket satisfies the (WN)
assumption but not the (HC) assumption. However, by small perturbations of the
harmonic coordinates one can construct two functions of finite energy which map
the hexagasket into R2 homeomorphically. Then the conclusion of Theorems 1 and
7 will hold because of the general theory of Dirichlet forms in [8, 9] (see Remark 3.7).
However Theorem 8 will not hold unless these coordinates are in the domain of the
energy Laplacian, which is difficult to verify.
Example 8.7 (Quotients of p.c.f. fractals). If we consider quotient of a p.c.f.
fractal defined by its space of harmonic functions, and conditions of Theorem 6
are satisfied (see also Theorem 4), then we have a finitely ramified fractal which
satisfies the (HC) assumption by definition. In the case of the Hexagasket this is
illustrated in Figure 3. Note that this set is not self-affine. In harmonic coordinates
the Hexagasket is represented as a union of a Cantor set and a disjoint union
of countably many closed straight line intervals. One can show that the energy
measure of this Cantor set is zero, and in fact the energy measure is proportional
to the Lebesgue measure on each segment. Note that in the limit no two intervals
meet and so it is not a quantum graph, but can be called a generalized quantum
graph. In this case a three point boundary, see [38], is chosen so that the resulting
fractal can be embedded in R2. For a different choice of the boundary the local
structure of the fractal in harmonic coordinates is the same.
Example 8.8 (Vicsek set). Vicsek set (see, for instance, [41]) is a finitely rami-
fied fractal which does not satisfy the (WN) and (HC) assumptions. In harmonic
coordinates it is represented by four straight line segments which are joined at a
point. Therefore in our construction FH is a quantum graph with five vertices and
four edges, which is not homeomorphic to the Vicsek set.
Example 8.9 (Post-critically infinite Sierpin´ski gasket). The post-critically infi-
nite Sierpin´ski gasket is a finitely ramified fractal which has many properties of
the Sierpin´ski gasket, but is not a p.c.f. self-similar set. More exactly, its post-
critical set defined in [17, 21] is countably infinite, and each vertex v ∈ V∗ is an
intersection of countably many cells with pairwise disjoint interior. This fractal
satisfies Definition 7.1 and can be constructed as a self-affine fractal in R2 using
nine contractions, see Figure 4. In Figure 4 we also sketch the first approxima-
tion to it in harmonic coordinates. In particular, Figure 4 shows the values of
a symmetric and a skew-symmetric harmonic functions. By Theorem 11 one can
easily construct a resistance form such that for any n the resistances are equal to
(50/53)
n
in each triangle with vertices in Vn. The energy renormalization factor is
53/50 = ρ1 = ... = ρ9. The fact that this factor is larger than one is significant
because it implies that the harmonic structure is regular by Theorem 10, that is
Ω = F . By Theorem 6 this resistance form satisfies all the assumptions, including
the (HC) assumption.
Example 8.10. In the end we describe two more examples of post-critically infinite
finitely ramified fractals, which are shown in Figures 5 and 6. In these examples
for any n there are n-cells which are joined in two points. Both fractals satisfy
Definition 7.1 and can be constructed as a self-affine fractal in R2 using six contrac-
tions. In Figures 5 and 6 we also sketch the first approximations to these fractals
in harmonic coordinates. In particular, one can see the values of symmetric and
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see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
Figure 4. The post-critically infinite Sierpin´ski gasket in har-
monic coordinates and its first approximation.
skew-symmetric harmonic functions on each fractal. By Theorem 11 one can easily
construct resistance forms such that E0 is given by (7.2). By Theorem 6 these re-
sistance forms satisfy the (HC) assumption. In the case of the fractal in Figures 5,
an elementary calculation shows that the common energy renormalization factor
in (7.1) is 5/4, and so the resistance form is regular. In the case of the fractal in
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see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
Figure 5. A regular post-critically infinite fractal and its first approximation.
see http://www.math.uconn.edu/∼teplyaev/research/arxiv0506261.pdf
Figure 6. A non regular post-critically infinite fractal and its first approximation.
Figures 6, the calculation shows that the common energy renormalization factor
in (7.1) is 4/5, and so the resistance form is non regular.
Remark 8.11. If the assumptions of Theorem 11 are satisfied and a Laplacian is
defined with respect to the product (Bernoulli) measure that gives equal weight to
all n-cells, then one can compute the spectrum of this Laplacian by the so called
spectral decimation method of [30, 39]. In particular, this can be done for the
fractals shown in Figures 4, 5 and 6. Note, however, that the results of Section 6
are not applicable to such a Laplacian.
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