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Abstract
Let Fq denote the finite field of order q, let m1,m2, · · · ,mℓ be positive integers satisfying gcd(mi, q) = 1 for
1 ≤ i ≤ ℓ, and let n = m1+m2+ · · ·+mℓ. Let Λ = (λ1, λ2, · · · , λℓ) be fixed, where λ1, λ2, · · · , λℓ are non-zero
elements of Fq. In this paper, we study the algebraic structure of Λ-multi-twisted codes of length n over Fq
and their dual codes with respect to the standard inner product on Fnq . We provide necessary and sufficient
conditions for the existence of a self-dual Λ-multi-twisted code of length n over Fq, and obtain enumeration
formulae for all self-dual and self-orthogonal Λ-multi-twisted codes of length n over Fq. We also derive some
sufficient conditions under which a Λ-multi-twisted code is LCD. We determine the parity-check polynomial
of all Λ-multi-twisted codes of length n over Fq and obtain a BCH type bound on their minimum Hamming
distances. We also determine generating sets of dual codes of some Λ-multi-twisted codes of length n over
Fq from the generating sets of the codes. Besides this, we provide a trace description for all Λ-multi-twisted
codes of length n over Fq by viewing these codes as direct sums of certain concatenated codes, which leads
to a method to construct these codes. We also obtain a lower bound on their minimum Hamming distances
using their multilevel concatenated structure.
Keywords: Linear codes with complementary duals; Sesquilinear forms; Witt index; Totally isotropic spaces.
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1 Introduction
P
range [15] first introduced and studied cyclic codes over finite fields, which form an important class of linear
codes and can be effectively encoded and decoded using shift registers. Later, Townsend and Weldon [21]
introduced and studied quasi-cyclic (QC) codes over finite fields, which are generalizations of cyclic codes. Kasami
[10] and Weldon [23] further showed that these codes are asymptotically good due to their abundant population.
Gulliver [5] produced many record breaker QC codes in short lengths. Solomon and Tilborg [20] established a
link between these codes and convolutional codes. Using this, they deduced many interesting properties of linear
codes, which have applications in coding theory and modulation. Ling and Sole´ [11] viewed QC codes over a finite
field as linear codes over a certain auxiliary ring and further studied their dual codes with respect to the standard
inner product. In the same work, they also provided a trace description for all QC codes. They also explored the
existence of some self-dual QC codes and enumerated this class of codes in some special cases. Siap and Kulhan
[19] introduced generalized quasi-cyclic (GQC) codes over finite fields, which are generalizations of QC codes.
They further studied 1-generator GQC codes and obtained a BCH type bound on their minimum Hamming
distances. Esmaeili and Yari [3] further decomposed GQC codes into linear codes using Chinese Remainder
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Theorem and the results derived in Ling and Sole´ [12]. They also obtained an improved lower bound on their
minimum Hamming distances. Gu¨neri et al. [6] decomposed GQC codes as direct sums of concatenated codes,
which leads to a trace formula and a minimum distance bound for GQC codes. Jia [9] decomposed quasi-twisted
(QT) codes and their dual codes over finite fields to a direct sum of linear codes over rings, and provided a method
to construct quasi-twisted codes by using generalized discrete Fourier transform. Saleh and Esmaeili [16] gave
some sufficient conditions under which a quasi-twisted code is LCD. In a recent work, Aydin and Halilovic [1]
introduced multi-twisted (MT) codes as generalization of quasi-twisted codes. They studied basic properties of
1-generator multi-twisted codes and provided a lower bound on their minimum Hamming distances. The family
of multi-twisted codes is much broader as compared to quasi-twisted and constacyclic codes.
Throughout this paper, let Fq denote the finite field of order q, and let Λ = (λ1, λ2, · · · , λℓ) be fixed, where
λ1, λ2, · · · , λℓ are non-zero elements of Fq. Let n = m1+m2+ · · ·+mℓ, where m1,m2, · · · ,mℓ are positive integers
coprime to q. The main aim of this paper is to study the algebraic structure of Λ-multi-twisted codes of length
n over Fq and their dual codes with respect to the standard inner product on F
n
q . Enumeration formulae for
their two interesting subclasses, viz. self-dual and self-orthogonal codes, are also obtained. These enumeration
formulae are useful in the determination of complete lists of inequivalent self-dual and self-orthogonal Λ-multi-
twisted codes [7, Section 9.6]. Some sufficient conditions under which a Λ-multi-twisted code is LCD are also
derived. Generating sets of dual codes of some Λ-multi-twisted codes are expressed in terms of generating sets
of the corresponding Λ-multi-twisted codes. A trace description for these codes is given and a lower bound on
their minimum Hamming distances is also obtained by extending the work of Gu¨neri et al. [6] to Λ-multi-twisted
codes.
This paper is organized as follows: In Section 2, we state some basic results from groups and geometry that
are needed to obtain enumeration formulae for self-dual, self-orthogonal and complementary-dual Λ-multi-twisted
codes. In Section 3, we study Λ-multi-twisted codes over finite fields and their dual codes with respect to the
standard inner product. In Section 4, we study the algebraic structure of all self-dual and self-orthogonal Λ-multi-
twisted codes. We also derive necessary and sufficient conditions for the existence of a self-dual Λ-multi-twisted
code and provide enumeration formulae for each of the two aforementioned classes of Λ-multi-twisted codes
(Theorems 4.1 and 4.2). In Section 5, we obtain the parity-check polynomial for a ρ-generator Λ-multi-twisted
code and a BCH type lower bound on their minimum Hamming distances (Theorems 5.1 and 5.2). We also
determine generating sets of dual codes of some ρ-generator Λ-multi-twisted codes from generating sets of the
corresponding Λ-multi-twisted codes (Theorem 5.3). We also obtain a lower bound on the dimension of some
[Λ,Ω]-multi-twisted codes of length n over Fq, where Λ 6= Ω (Theorem 5.4). We also derive some sufficient
conditions for a Λ-multi-twisted code to be LCD (Theorems 5.5 and 5.6). In Section 6, we provide a trace
description for Λ-multi-twisted codes by viewing these codes as direct sums of certain concatenated codes, which
leads to a method to construct these codes and a lower bound on their minimum Hamming distances (Theorems
6.2 and 6.3).
2 Some preliminaries
To enumerate all self-dual and self-orthogonal Λ-multi-twisted codes over finite fields, we need some basic
results from groups and geometry, which are as discussed below:
Let V be a finite-dimensional vector space over the finite field F and let B be a σ-sesquilinear form on V,
where σ is an automorphism of F. Then the pair (V,B) is called a formed space. From now on, throughout this
section, we suppose that B is a reflexive and non-degenerate σ-sesquilinear form on V. The formed space (V,B)
is called (i) a symplectic space if B is an alternating form on V, (ii) a unitary space if B is a Hermitian form on
V, and (iii) an orthogonal space (or a finite geometry) if B is a symmetric form on V. Further, a subspace of the
2
formed space (V,B) is defined as a pair (U,BU ), where U is a subspace of V and BU = B ↾U×U . Let us define
U⊥ = {v ∈ V : B(u, v) = 0 for all u ∈ U}.
Theorem 2.1. [4, 22] If (V,B) is a finite-dimensional reflexive and non-degenerate space over the field F and
U is a subspace of V, then U⊥ is a subspace of V and dimFU
⊥ = dimFV − dimFU.
A subspace U of V is said to be (i) self-dual if it satisfies U = U⊥, (ii) self-orthogonal (or totally isotropic) if
it satisfies U ⊆ U⊥, (iii) non-degenerate (LCD) if it satisfies U ∩ U⊥ = {0}, and (iv) dual-containing if U⊥ ⊆ U.
The Witt index of V is defined as the dimension of a maximal self-orthogonal subspace of V.
Next let Fµq be the vector space consisting of all µ-tuples over the finite field Fq. With respect to the standard
inner product on Fµq , the following hold.
Theorem 2.2. (a) [7, Th. 9.1.3] There exists a self-dual subspace (code) of even length µ over Fq if and only
if (−1)µ/2 is a square in Fq. Furthermore, if µ is even and (−1)
µ/2 is not a square in Fq, then the dimension
of a maximal self-orthogonal subspace of length µ over Fq is (µ− 2)/2. If µ is odd, then the dimension of a
maximal self-orthogonal subspace of length µ over Fq is (µ− 1)/2.
(b) [14, p. 217] Let µ be even and (−1)µ/2 be a square in Fq. Then the number of distinct self-dual subspaces
of even length µ over Fq is given by
µ
2
−1∏
a=1
(qa + 1) when q is even and by
µ
2
−1∏
a=0
(qa + 1) when q is odd.
In the following theorem, we state some basic properties of finite-dimensional symplectic spaces over finite
fields.
Theorem 2.3. [22] Let (V,B) be a µ-dimensional symplectic space over Fq. Then the dimension µ of V is even
and the following hold.
(a) The Witt index of V is µ2 .
(b) For 0 ≤ k ≤ µ2 , the number of distinct k-dimensional self-orthogonal subspaces of V is given by
k−1∏
a=0
(qµ−2a−
1)/(qa+1 − 1) =
[
µ/2
k
]
q
k−1∏
a=0
(q
µ
2
−a + 1), where
[
µ/2
k
]
q
=
k−1∏
d=1
(qµ/2 − qd)/(qk − qd) is the q-binomial coefficient.
Proof. One may refer to [22, p. 69] for proof of part (a), while part (b) is an Ex. 8.1 (ii) of [22].
In the following theorem, we state some basic properties of finite-dimensional unitary spaces over finite fields.
Theorem 2.4. [22] Let (V,B) be a µ-dimensional unitary space over Fq2 . Let ν be the Witt index of (V,B). Then
we have the following:
(a) The Witt index ν of V is given by ν =
{
µ
2 if µ is even;
µ−1
2 if µ is odd.
(b) For 0 ≤ k ≤ ν, the number of distinct k-dimensional self-orthogonal subspaces of V is given by
µ∏
a=µ+1−2k
(qa − (−1)a)/
k∏
j=1
(q2j − 1).
Proof. One may refer to [22, p. 116] for proof of part (a), while part (b) is an Ex. 10.4 of [22].
3
To study orthogonal spaces, let q be an odd prime power and V be a finite-dimensional vector space over Fq.
Then the map ϕ : V → Fq is called a quadratic map on V if it satisfies (i) ϕ(av1) = a
2ϕ(v1) for all a ∈ Fq and
v1 ∈ V, and (ii) the map Bϕ : V ×V → Fq, defined by Bϕ(v1, v2) = ϕ(v1+v2)−ϕ(v1)−ϕ(v2) for all v1, v2 ∈ V, is a
symmetric bilinear form on V. The pair (V, ϕ) is called a quadratic space over Fq. The quadratic space (V, ϕ) over
Fq is called non-degenerate if it satisfies ϕ
−1(0) ∩ V ⊥ = {0}, where V ⊥ = {v ∈ V : Bϕ(v, u) = 0 for all u ∈ V }.
If the quadratic space (V, ϕ) is non-degenerate, then the associated orthogonal space (V,Bϕ) is called a finite
geometry over Fq. On the other hand, with every symmetric bilinear form B on a vector space V over Fq, one
can associate the following quadratic map: QB(v) =
1
2B(v, v) for each v ∈ V. In the following theorem, we state
some basic properties of non-degenerate quadratic spaces over a finite field of odd characteristic.
Theorem 2.5. [14, 22] Let (V, ϕ) be a µ-dimensional non-degenerate quadratic space over the finite field Fq
having an odd characteristic. Let ν be the Witt index of (V, ϕ). Then we have the following:
(a) The Witt index ν of V is given by
ν =

µ−1
2 if µ is odd;
µ
2 if µ is even and q ≡ 1 (mod 4) or µ ≡ 0 (mod 4) and q ≡ 3 (mod 4);
µ−2
2 if µ ≡ 2 (mod 4) and q ≡ 3 (mod 4).
(b) For 0 ≤ k ≤ ν, the number of distinct k-dimensional self-orthogonal (or totally singular) subspaces of V
is given by
[
ν
k
]
q
k−1∏
a=0
(qν−ǫ−a + 1), where
[
ν
k
]
q
=
k−1∏
d=1
(qν − qd)/(qk − qd) is the q-binomial coefficient and
ǫ = 2ν − µ+ 1. (Note that ǫ = 1 if ν = µ2 , ǫ = −1 if ν =
µ−2
2 and ǫ = 0 if ν =
µ−1
2 .)
Proof. As q is odd, the orthogonal space (V,Bϕ) associated with (V, ϕ) is a finite geometry over Fq having an
orthogonal basis. Now by applying Theorem 1 of Pless [14], part (a) follows immediately. Part (b) is an Ex. 11.3
of [22].
3 Multi-twisted (MT) codes over finite fields and their dual codes
Throughout this paper, let Fq denote the finite field of order q, let m1,m2, · · · ,mℓ be positive integers coprime
to q, and let n = m1 + m2 + · · · + mℓ. Let F
n
q denote the vector space consisting of all n-tuples over Fq. Let
Λ = (λ1, λ2, · · · , λℓ) and Λ
′ = (λ−11 , λ
−1
2 , · · · , λ
−1
ℓ ), where λ1, λ2, · · · , λℓ are non-zero elements of Fq. Then a
Λ-multi-twisted module V is an Fq[x]-module of the form V =
ℓ∏
i=1
Vi, where Vi = Fq[x]/〈x
mi − λi〉 for 1 ≤
i ≤ ℓ. We note that there exists an Fq-linear vector space isomorphism from F
n
q onto V. We shall represent
each element a ∈ Fnq as a = (a1,0, a1,1, · · · , a1,m1−1; a2,0, a2,1, · · · , a2,m2−1; · · · ; aℓ,0, aℓ,1, · · · , aℓ,mℓ−1) and the
corresponding element a(x) ∈ V as a(x) = (a1(x), a2(x), · · · , aℓ(x)), where ai(x) =
mi−1∑
j=0
ai,jx
j ∈ Vi for 1 ≤
i ≤ ℓ. Now a Λ-multi-twisted (MT) code of length n over Fq is defined as an Fq[x]-submodule of the Λ-multi-
twisted module V. Equivalently, a linear code C of length n over Fq is called a Λ-multi-twisted code if c =
(c1,0, c1,1, · · · , c1,m1−1; c2,0, c2,1, · · · , c2,m2−1; · · · ; cℓ,0, cℓ,1, · · · , cℓ,mℓ−1) ∈ C, then its Λ-multi-twisted shift TΛ(c) =
(λ1c1,m1−1, c1,0, · · · , c1,m1−2;λ2c2,m2−1, c2,0, · · · , c2,m2−2; · · · ;λℓcℓ,mℓ−1, cℓ,0, · · · , cℓ,mℓ−2) is also a codeword of C.
In particular, when m1 = m2 = · · · = mℓ and λ1 = λ2 = · · · = λℓ, Λ-multi-twisted codes are permutation-
equivalent to quasi-twisted codes of length m1ℓ over Fq. When λi = 1 for 1 ≤ i ≤ ℓ, Λ-multi-twisted codes
coincide with generalized quasi-cyclic (GQC) codes, which are first defined and studied by Siap and Kulhan
[19]. Furthermore, when m1 = m2 = · · · = mℓ and λi = 1 for 1 ≤ i ≤ ℓ, Λ-multi-twisted codes are permutation-
equivalent to quasi-cyclic (QC) codes of length m1ℓ and index ℓ over Fq. Besides this, when ℓ = 1, Λ-multi-twisted
codes are λ1-constacyclic codes of length m1 over Fq.
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To study the algebraic structure of Λ-multi-twisted codes, let g1(x), g2(x), · · · , gr(x) be all the distinct irre-
ducible factors of the polynomials xm1 − λ1, x
m2 − λ2, · · · , x
mℓ − λℓ over Fq. For 1 ≤ w ≤ r and 1 ≤ i ≤ ℓ, let us
define
ǫw,i =
{
1 if gw(x) divides x
mi − λi in Fq[x];
0 otherwise.
Then for 1 ≤ i ≤ ℓ, we note that xmi − λi =
r∏
w=1
gw(x)
ǫw,i is the irreducible factorization of xmi − λi over Fq.
Now for each i, by applying Chinese Remainder Theorem, we get
Vi ≃
r⊕
w=1
ǫw,iFw
with Fw =
Fq[x]
〈gw(x)〉
for 1 ≤ w ≤ r; the corresponding ring isomorphism from Vi onto
r⊕
w=1
ǫw,iFw is given by
ai(x) 7→
r∑
w=1
(
ǫw,iai(x) + 〈gw(x)〉
)
for each ai(x) ∈ Vi. This further induces a ring isomorphism from V onto
r⊕
w=1
(
ǫw,1Fw, ǫw,2Fw , · · · , ǫw,ℓFw︸ ︷︷ ︸
Gw
)
, which is given by (a1(x), a2(x), · · · , aℓ(x)) 7→
r∑
w=1
(
ǫw,1a1(x)+〈gw(x)〉, ǫw,2a2(x)
+ 〈gw(x)〉, · · · , ǫw,ℓaℓ(x) + 〈gw(x)〉
)
for each (a1(x), a2(x), · · · , aℓ(x)) ∈ V. If dw = deg gw(x), then we see
that Fw ≃ Fqdw for 1 ≤ w ≤ r. Next let ǫw =
ℓ∑
i=1
ǫw,i for each w. It is easy to see that for 1 ≤ w ≤ r,
Gw =
(
ǫw,1Fw, ǫw,2Fw, · · · , ǫw,ℓFw
)
is an ǫw-dimensional vector space over Fw. As Gw ⊂ F
ℓ
w, a Λ-multi-twisted
code can be viewed as a submodule of
r⊕
w=1
F ℓw over
r⊕
w=1
Fw. From the above discussion, we deduce the following:
Theorem 3.1. Let C be a Λ-multi-twisted code of length n over Fq, which is finitely-generated as an Fq[x]-
submodule of V by {(ad,1(x), ad,2(x), · · · , ad,ℓ(x)) : 1 ≤ d ≤ k} ⊂ V . Then the code C can be uniquely expressed
as C =
r⊕
w=1
Cw, where for 1 ≤ w ≤ r, Cw is a linear code of length ℓ over Fw, given by
Cw = SpanFw{(ǫw,1ad,1(αw), ǫw,2ad,2(αw), · · · , ǫw,ℓad,ℓ(αw)) : 1 ≤ d ≤ k}
with αw as a zero of gw(x) in Fw, (the codes C1, C2, · · · , Cr are called the constituents of C). Furthermore, we
have dimFqC =
r∑
w=1
dimFwCwdeg gw(x). Conversely, if Dw is a linear code of length ℓ over Fw for 1 ≤ w ≤ r, then
D =
r⊕
w=1
Dw is a Λ-multi-twisted code of length n over Fq.
Next to enumerate all Λ-multi-twisted codes, we recall that for non-negative integers b, k with b ≤ k and a
prime power Q, the number of distinct b-dimensional subspaces of a k-dimensional vector space over FQ is given
by the Q-binomial coefficient
[
k
b
]
Q
= (Q
k−1)(Qk−Q)···(Qk−Qb−1)
(Qb−1)(Qb−Q)···(Qb−Qb−1) .This implies that the total number of distinct
subspaces of a k-dimensional vector space over FQ is given by
N(k,Q) = 1 +
k∑
b=1
[
k
b
]
Q
. (3.1)
In the following theorem, we enumerate all Λ-multi-twisted codes of length n over Fq.
Theorem 3.2. Let λ1, λ2, · · · , λℓ ∈ Fq \ {0} be fixed. Then the total number of distinct Λ-multi-twisted codes of
length n over Fq is given by NΛ =
r∏
w=1
(
1 +
ǫw∑
b=1
[
ǫw
b
]
qdw
)
, where dw = deg gw(x) for each w.
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Proof. By Theorem 3.1, we see that all the Λ-multi-twisted codes of length n over Fq are of the form
r⊕
w=1
Cw,
where Cw is a linear code of length ℓ over Fw for 1 ≤ w ≤ r. Now using (3.1) and the fact that Fw ≃ Fqdw , the
desired result follows immediately.
Remark 3.1. It is easy to see that some Λ-multi-twisted codes can also be viewed as Ω-multi-twisted codes, where
Ω 6= Λ. For example, when q = 7, m1 = 2 and m2 = 1, the linear code C with the basis set as {(1, 0; 0), (0, 1; 0)}
is a (2, 1)-multi-twisted as well as (4, 1)-multi-twisted code of length 3 over F7. Thus the total number of distinct
multi-twisted codes of length n over Fq is not equal to (q − 1)
ℓNΛ.
Next we shall study dual codes of Λ-multi-twisted codes with respect to the standard inner product on Fnq ,
which is a map 〈·, ·〉 : Fnq × F
n
q −→ Fq, defined as 〈x, y〉 =
ℓ∑
i=1
mi−1∑
j=0
xi,jyi,j for all x, y ∈ F
n
q . It is well-known
that 〈·, ·〉 is a non-degenerate and symmetric bilinear form on Fnq . If C is a Λ-multi-twisted code of length n over
Fq, then its dual code C
⊥ is defined as C⊥ = {a ∈ Fnq : 〈a, c〉 = 0 for all c ∈ C}. It is easy to see that C
⊥ is a
Λ′-multi-twisted code of length n over Fq, i.e., C
⊥ is a linear code of length n over Fq satisfying the following: if
d = (d1,0, d1,1, · · · , d1,m1−1; d2,0, d2,1, · · · , d2,m2−1; · · · ; dℓ,0, dℓ,1, · · · , dℓ,mℓ−1) ∈ C
⊥, then its Λ′-multi-twisted shift
TΛ′(d) = (λ
−1
1 d1,m1−1, d1,0, · · · , d1,m1−2;λ
−1
2 d2,m2−1, d2,0, · · · , d2,m2−2; · · · ;λ
−1
ℓ dℓ,mℓ−1, dℓ,0, · · · , dℓ,mℓ−2) ∈ C
⊥.
Equivalently, C⊥ is an Fq[x]-submodule of the Λ
′-multi-twisted module V ′ =
ℓ∏
i=1
V ′i , where V
′
i = Fq[x]/〈x
mi−λ−1i 〉
for 1 ≤ i ≤ ℓ.
To study their dual codes in more detail, letm be the order of the polynomial lcm[xm1−λ1, x
m2−λ2, · · · , x
mℓ−
λℓ] in Fq[x]. It is easy to observe that m = lcm[m1O(λ1),m2O(λ2), · · · ,mℓO(λℓ)] and that T
m
Λ = T
m
Λ′ = I, where
I is the identity operator on Fnq and O(λi) denotes the multiplicative order of λi for each i. For 1 ≤ i ≤ ℓ,
define a conjugation map : V ′i → Vi as bi(x) = bi(x
−1) for each bi(x) ∈ V
′
i , where x
−1 = λ−1i x
mi−1 ∈ Vi.
Next we define a mapping (·, ·) : V × V ′ −→
Fq [x]
〈xm−1〉 as (a(x), b(x)) :=
ℓ∑
i=1
λiai(x)bi(x)
(
xm−1
xmi−λi
)
for a(x) =
(a1(x), a2(x), · · · , aℓ(x)) ∈ V and b(x) = (b1(x), b2(x), · · · , bℓ(x)) ∈ V
′, where
Fq [x]
〈xm−1〉 is viewed as an Fq[x]-
module. Then we have the following:
Lemma 3.1. (a) For a(x) ∈ V and b(x) ∈ V ′, we have
(a(x), b(x)) = 〈a, b〉+ 〈a, TΛ′(b)〉x+ · · ·+
〈
a, Tm−1Λ′ (b)
〉
xm−1
= 〈b, a〉+
〈
b, Tm−1Λ (a)
〉
x+ · · ·+ 〈b, TΛ(a)〉x
m−1 in
Fq [x]
〈xm−1〉 .
(b) The mapping (·, ·) is a non-degenerate and Hermitian -sesquilinear form on V × V ′.
Proof. (a) To prove this, we first write a(x) = (a1(x), a2(x), · · · , aℓ(x)) and b(x) = (b1(x), b2(x), · · · , bℓ(x)),
where ai(x) =
mi−1∑
j=0
ai,jx
j ∈ Vi and bi(x) =
mi−1∑
j=0
bi,jx
j ∈ V ′i for each i. For 1 ≤ i ≤ ℓ, we observe that
λi(x
m−1)
xmi−λi
= 1+λ−1i x
mi+λ−2i x
2mi+· · ·+λ
−( m
mi
−2)
i x
( m
mi
−2)mi+λix
( m
mi
−1)mi . Using this, we get (a(x), b(x)) =
〈a, b〉 + 〈a, TΛ′(b)〉x + · · · +
〈
a, Tm−1Λ′ (b)
〉
xm−1. As
〈
a, T jΛ′(b)
〉
=
〈
b, Tm−jΛ (a)
〉
for 0 ≤ j ≤ m − 1, we get
(a(x), b(x)) = 〈b, a〉+
〈
b, Tm−1Λ (a)
〉
x+ · · ·+ 〈b, TΛ(a)〉 x
m−1.
(b) It is easy to observe that (·, ·) is a Hermitian -sesquilinear form on V × V ′. To prove the non-degeneracy
of (·, ·) , suppose that (a(x), b(x)) = 0 for all b(x) ∈ V ′. Here we need to show that a(x) = 0. For this, by
part (a), we see that (a(x), b(x)) = 〈a, b〉+ 〈a, TΛ′(b)〉x + · · ·+
〈
a, Tm−1Λ′ (b)
〉
xm−1 = 0 for all b ∈ Fnq . This
implies that 〈a, b〉 = 〈a, TΛ′(b)〉 = · · · =
〈
a, Tm−1Λ′ (b)
〉
= 0 for all b ∈ Fnq . As 〈·, ·〉 is a non-degenerate bilinear
form on Fnq , we get a = 0, which gives a(x) = 0. This proves (b).
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From the above, we deduce the following:
Proposition 3.1. If C ⊆ V is a Λ-multi-twisted code of length n over Fq, then its dual code C
⊥ ⊆ V ′ is a
Λ′-multi-twisted code of length n over Fq and is given by C
⊥ = {b(x) ∈ V ′ : (a(x), b(x)) = 0 for all a(x) ∈ C}.
From now on, we shall follow the same notations as in Section 3.
4 Self-dual and self-orthogonal Λ-multi-twisted codes
A Λ-multi-twisted code C of length n over Fq is said to be (i) self-dual if it satisfies C = C
⊥ and (ii) self-
orthogonal if it satisfies C ⊆ C⊥. These two classes of Λ-multi-twisted codes have nice algebraic structures and
are useful in constructing modular forms. Now we proceed to study the algebraic structures of self-dual and
self-orthogonal Λ-multi-twisted codes of length n over Fq.
To do this, for a non-zero polynomial f(x) over Fq, let f
∗(x) denote its reciprocal polynomial. Further, the
polynomial f(x)(6= 0) ∈ Fq[x] is said to be self-reciprocal if it satisfies 〈f(x)〉 = 〈f
∗(x)〉 in Fq[x]. Two non-zero
polynomials f(x), g(x) ∈ Fq[x] form a reciprocal pair if they satisfy 〈g(x)〉 = 〈f
∗(x)〉 in Fq[x]. Now we recall
that g1(x), g2(x), · · · , gr(x) are all the distinct irreducible factors of x
m1 − λ1, x
m2 − λ2, · · · , x
mℓ − λℓ in Fq[x]
with deg gw(x) = dw for 1 ≤ w ≤ r. As gw(x) is irreducible over Fq, we see that deg g
∗
w(x) = deg gw(x) = dw
for each w. Further, suppose (by relabelling gw(x)’s if required) that g1(x), g2(x), · · · , gs(x) are all the distinct
self-reciprocal polynomials, gs+1(x), g
∗
s+1(x), · · · , gt(x), g
∗
t (x) are all the polynomials forming reciprocal pairs, and
that gt+1(x), gt+2(x), · · · , ge(x) are the remaining polynomials (that are neither self-reciprocal nor do they form
reciprocal pairs), which appear in the irreducible factorizations of xm1 − λ1, x
m2 − λ2, · · · , x
mℓ − λℓ over Fq.
Here r = e + t − s. Next for 1 ≤ u ≤ s, s + 1 ≤ v ≤ t and t + 1 ≤ p ≤ e, we note that Fu =
Fq [x]
〈gu(x)〉
≃ Fqdu ,
Fv =
Fq[x]
〈gv(x)〉
≃ Fqdv , F
′
v =
Fq [x]
〈g∗v(x)〉
≃ Fqdv , Fp =
Fq [x]
〈gp(x)〉
≃ Fqdp and F
′
p =
Fq[x]
〈g∗p(x)〉
≃ Fqdp . Therefore by Chinese
Remainder Theorem, we have
V ≃
( s⊕
u=1
(
ǫu,1Fu, ǫu,2Fu, · · · , ǫu,ℓFu︸ ︷︷ ︸
Gu
))
⊕
( t⊕
v=s+1
{(
ǫv,1Fv, ǫv,2Fv, · · · , ǫv,ℓFv︸ ︷︷ ︸
Gv
)
⊕
(
ǫ′v,1F
′
v, ǫ
′
v,2F
′
v, · · · , ǫ
′
v,ℓF
′
v︸ ︷︷ ︸
G′v
)})
⊕
( e⊕
p=t+1
{(
ǫp,1Fp, ǫp,2Fp, · · · , ǫp,ℓFp︸ ︷︷ ︸
Gp
)
(4.1)
and
V ′ ≃
( s⊕
u=1
(
ǫu,1Fu, ǫu,2Fu, · · · , ǫu,ℓFu︸ ︷︷ ︸
Gu
))
⊕
( t⊕
v=s+1
{(
ǫ′v,1Fv, ǫ
′
v,2Fv, · · · , ǫ
′
v,ℓFv︸ ︷︷ ︸
Hv
)
⊕
(
ǫv,1F
′
v, ǫv,2F
′
v, · · · , ǫv,ℓF
′
v︸ ︷︷ ︸
H′v
)})
⊕
( e⊕
p=t+1
{(
ǫp,1F
′
p, ǫp,2F
′
p, · · · , ǫp,ℓF
′
p︸ ︷︷ ︸
G′p
)
, (4.2)
where for 1 ≤ α ≤ e, s+ 1 ≤ v ≤ t and 1 ≤ i ≤ ℓ,
ǫα,i =
{
1 if gα(x) divides x
mi − λi in Fq[x];
0 otherwise
and ǫ′v,i =
{
1 if g∗v(x) divides x
mi − λi in Fq[x];
0 otherwise.
Note that dimF ′vH
′
v = ǫv for each v. Further, if ǫ
′
v =
ℓ∑
i=1
ǫ′v,i, then dimF ′vG
′
v = dimFvHv = ǫ
′
v for each v. We
also recall that dimFαGα = ǫα =
ℓ∑
i=1
ǫα,i for 1 ≤ α ≤ e. In view of this, from now on, we shall identify each ele-
ment a(x) = (a1(x), a2(x), · · · , aℓ(x)) ∈ V as A = (A1, A2, · · · , As, As+1, A
′
s+1, · · · , At, A
′
t, At+1, · · · , Ae), where
Au = (Au,1, Au,2, · · · , Au,ℓ) ∈ Gu, Av = (Av,1, Av,2, · · · , Av,ℓ) ∈ Gv, A
′
v = (A
′
v,1, A
′
v,2, · · · , A
′
v,ℓ) ∈ G
′
v and Ae =
(Ae,1, Ae,2, · · · , Ae,ℓ) ∈ Ge with Au,i := ǫu,iai(x) + 〈gu(x)〉 , Av,i := ǫv,iai(x) + 〈gv(x)〉 , A
′
v,i := ǫ
′
v,iai(x) + 〈g
∗
v(x)〉
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and Ap,i = ǫp,iai(x)+〈gp(x)〉 for 1 ≤ i ≤ ℓ, 1 ≤ u ≤ s, s+1 ≤ v ≤ t and t+1 ≤ p ≤ e. Analogously, we shall identify
each element b(x) = (b1(x), b2(x), · · · , bℓ(x)) ∈ V
′ as B = (B1, B2, · · · , Bs, Bs+1, B
′
s+1, · · · , Bt, B
′
t, Bt+1, · · · , Be),
where Bu = (Bu,1, Bu,2, · · · , Bu,ℓ) ∈ Gu, Bv = (Bv,1, Bv,2, · · · , Bv,ℓ) ∈ Hv, B
′
v = (B
′
v,1, B
′
v,2, · · · , B
′
v,ℓ) ∈ H
′
v
and Bp = (Bp,1, Bp,2, · · · , Bp,ℓ) ∈ G
′
p with Bu,i := ǫu,ibi(x) + 〈gu(x)〉 , Bv,i := ǫ
′
v,ibi(x) + 〈gv(x)〉 , B
′
v,i :=
ǫv,ibi(x) + 〈g
∗
v(x)〉 and Bp,i = ǫp,ibi(x) +
〈
g∗p(x)
〉
for each i, u, v and p. For 1 ≤ u ≤ s, let : ǫu,iFu → ǫu,iFu be
the conjugation map, defined as
hu(x) =
{
hu(x
−1) = hu(λ
−1
i x
mi−1) if ǫu,i = 1;
0 if ǫu,i = 0
for all hu(x) ∈ ǫu,iFu. For s+ 1 ≤ v ≤ t, the conjugation map : ǫ
′
v,iFv → ǫ
′
v,iF
′
v is defined as
hv(x) =
{
hv(x
−1) = hv(λ
−1
i x
mi−1) if ǫ′v,i = 1;
0 if ǫ′v,i = 0
for all hv(x) ∈ ǫ
′
v,iFv, while the conjugation map : ǫv,iF
′
v → ǫv,iFv is defined as
hˆv(x) =
{
hˆv(x
−1) = hˆv(λ
−1
i x
mi−1) if ǫv,i = 1;
0 if ǫv,i = 0
for all hˆv(x) ∈ ǫv,iF
′
v. For t+ 1 ≤ p ≤ e, the conjugation map : ǫp,iF
′
p → ǫp,iFp is defined as
hp(x) =
{
hp(x
−1) = hp(λ
−1
i x
mi−1) if ǫp,i = 1;
0 if ǫp,i = 0
for all hp(x) ∈ ǫp,iF
′
p. For 1 ≤ i ≤ ℓ and 1 ≤ u ≤ s satisfying ǫu,i = 1, we observe that the conjugation map is
the identity map when du = 1, while it is an automorphism of Fu when du > 1. From this, we see that for each
b(x) = (b1(x), b2(x), · · · , bℓ(x)) ∈ V
′, b(x) ∈ V is given by (B1, B2, · · · , Bs, B′s+1, Bs+1, · · · , B
′
t, Bt, Bt+1, · · · , Be),
where Bu = (Bu,1, Bu,2, · · · , Bu,ℓ) ∈ Gu, Bv = (Bv,1, Bv,2, · · · , Bv,ℓ) ∈ G
′
v, B
′
v = (B
′
v,1, B
′
v,2, · · · , B
′
v,ℓ) ∈ Gv and
Bp = (Bp,1, Bp,2, · · · , Bp,ℓ) ∈ Gp with Bu,i = ǫu,ibi(x) + 〈gu(x)〉 , Bv,i = ǫ
′
v,ibi(x) + 〈g
∗
v(x)〉 , B
′
v,i = ǫv,ibi(x) +
〈gv(x)〉 and Bp,i = ǫp,ibi(x) + 〈gp(x)〉 for each i, u, v and p.
In view of this, a Λ-multi-twisted code C of length n over Fq can be uniquely expressed as
C =
( s⊕
u=1
Cu
)
⊕
( t⊕
v=s+1
(
Cv ⊕ C
′
v
))
⊕
( e⊕
p=t+1
Cp
)
, (4.3)
where Cu (resp. Cv, C
′
v and Cp) is a subspace of Gu (resp. Gv, G
′
v and Gp) over the field Fu (resp. Fv, F
′
v
and Fp) for each u (resp. v and p). To study their dual codes, we see that if for some α and i, ǫα,i =
1, then xmi = λi in Fα, which implies that λi(x
m − 1)/(xmi − λi) = m/mi in Fα. In view of the above,
the sesquilinear form corresponding to (·, ·) is a map [·, ·] from
{
(
s⊕
u=1
Gu)⊕
( t⊕
v=s+1
Gv ⊕ G
′
v
)
⊕
( e⊕
p=t+1
Gp
)}
×{
(
s⊕
u=1
Gu)⊕
( t⊕
v=s+1
Hv ⊕H
′
v
)
⊕
( e⊕
p=t+1
G′p
)}
into (
s⊕
u=1
Fu)⊕
( t⊕
v=s+1
Fv ⊕ F
′
v
)
⊕
( e⊕
p=t+1
Fp
)
, which is defined as
[A,B] =
( ℓ∑
i=1
m
mi
ǫ1,iA1,iB1,i,
ℓ∑
i=1
m
mi
ǫ2,iA2,iB2,i, · · · ,
ℓ∑
i=1
m
mi
ǫs,iAs,iBs,i,
ℓ∑
i=1
m
mi
ǫs+1,iAs+1,iB′s+1,i,
ℓ∑
i=1
m
mi
ǫ
′
s+1,iA
′
s+1,iBs+1,i,
· · · ,
ℓ∑
i=1
m
mi
ǫt,iAt,iB′t,i,
ℓ∑
i=1
m
mi
ǫ
′
t,iA
′
t,iBt,i,
ℓ∑
i=1
m
mi
ǫt+1,iAt+1,iBt+1,i,
ℓ∑
i=1
m
mi
ǫt+2,iAt+2,iBt+2,i, · · · ,
ℓ∑
i=1
m
mi
ǫe,iAe,iBe,i
)
(4.4)
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for each A ∈ V and B ∈ V ′. Furthermore, with respect to the sesquilinear form defined by (4.4), it is easy to see
that the dual code C⊥ of C is given by
C⊥ =
( s⊕
u=1
C⊥u
)
⊕
( t⊕
v=s+1
(C′v
⊥
⊕ C⊥v )
)
⊕
( e⊕
p=t+1
C⊥p
)
, (4.5)
where C⊥u (⊆ Gu) is the orthogonal complement of Cu with respect to [·, ·] ↾Gu×Gu for 1 ≤ u ≤ s; C
⊥
v (⊆ H
′
v) is
the orthogonal complement of Cv with respect to [·, ·] ↾H′v×Gv , C
′⊥
v (⊆ Hv) is the orthogonal complement of C
′
v
with respect to [·, ·] ↾Hv×G′v for s+ 1 ≤ v ≤ t; and C
⊥
p (⊆ G
′
p) is the orthogonal complement of Cp with respect to
[·, ·] ↾G′p×Gp for t+ 1 ≤ p ≤ e. Here [·, ·] ↾Gu×Gu (resp. [·, ·] ↾H′v×Gv , [·, ·] ↾Hv×G′v) and [·, ·] ↾G′p×Gp) is the restriction
of the sesquilinear form [·, ·] (defined by (4.4)) to Gu ×Gu (resp. H
′
v ×Gv, Hv ×G
′
v and G
′
p ×Gp) for each u (resp.
v and p).
To count all self-dual and self-orthogonal Λ-multi-twisted codes, for s + 1 ≤ v ≤ t, let Kv = Gv ∩ Hv,
K′v = G
′
v ∩ H
′
v, and let τv denote the number of integers i satisfying 1 ≤ i ≤ ℓ and ǫv,i = ǫ
′
v,i. Note that
τv =
ℓ∑
i=1
ǫv,iǫ
′
v,i for each v. One can easily observe that dimFvKv = dimF ′vK
′
v = τv for each v. Then in the
following proposition, we characterize all self-dual and self-orthogonal Λ-multi-twisted codes of length n over Fq.
Proposition 4.1. Let Λ = (λ1, λ2, · · · , λℓ) be fixed. Let C =
( s⊕
u=1
Cu
)
⊕
( t⊕
v=s+1
(Cv ⊕ C
′
v)
)
⊕
( e⊕
p=t+1
Cp
)
be a
Λ-multi-twisted code of length n over Fq, where Cu (resp. Cv, C
′
v and Cp) is a subspace of Gu (resp. Gv, G
′
v and
Gp) over Fu (resp. Fv, F
′
v and Fp) for each u (v and p). Then
(a) the code C is self-dual if and only if all the irreducible factors of the polynomials xm1−λ1, x
m2−λ2, · · ·x
mℓ−λℓ
in Fq[x] are either self-reciprocal or form reciprocal pairs (i.e., e ≤ t), Cu = C
⊥
u , τv ≥ 1, Cv (resp. C
′
v) is a
subspace of Kv (resp. K
′
v) satisfying C
′
v = C
⊥
v ∩K
′
v for 1 ≤ u ≤ s and s+1 ≤ v ≤ t. As a consequence, when
all the irreducible factors of the polynomials xm1−λ1, x
m2−λ2, · · ·x
mℓ−λℓ in Fq[x] are either self-reciprocal
or form reciprocal pairs (i.e., e ≤ t) and τv ≥ 1 for s + 1 ≤ v ≤ t, the total number of distinct self-dual
Λ-multi-twisted codes of length n over Fq is given by N0 =
s∏
u=1
Du
t∏
v=s+1
Dv, where Du equals the number
of distinct Fu-subspaces Cu of Gu satisfying Cu = C
⊥
u for 1 ≤ u ≤ s and Dv equals the number of distinct
Fv-subspaces of Kv for s+ 1 ≤ v ≤ t.
(b) the code C is self-orthogonal if and only if Cu ⊆ C
⊥
u , Cv (resp. C
′
v) is a subspace of Kv (resp. K
′
v) satisfying
C′v ⊆ C
⊥
v ∩K
′
v and Cp = {0} for 1 ≤ u ≤ s, s+1 ≤ v ≤ t and t+1 ≤ p ≤ e. As a consequence, the total number
of distinct self-orthogonal Λ-multi-twisted codes of length n over Fq is given by N1 =
s∏
u=1
Eu
t∏
v=s+1
Ev, where
Eu equals the number of distinct self-orthogonal Fu-subspaces of Gu for 1 ≤ u ≤ s and Ev equals the number
of pairs (Cv, C
′
v) with Cv (resp. C
′
v) as a subspace of Kv (resp. K
′
v) over Fv (resp. F
′
v) satisfying C
′
v ⊆ C
⊥
v ∩K
′
v
for s+ 1 ≤ v ≤ t.
Proof. (a) In view of (4.3) and (4.5), we see that the code C is self-dual if and only if the set {gt+1(x), gt+2(x), · · · ,
ge(x)} is empty, Cu = C
⊥
u , τv ≥ 1, Cv is a subspace of Kv and C
′
v is a subspace of K
′
v satisfying Cv = C
′⊥
v ∩Kv
and C′v = C
⊥
v ∩ K
′
v for each u and v. Further, for s+ 1 ≤ v ≤ t, if τv ≥ 1, Cv is a subspace of Kv and C
′
v is
a subspace of K′v, then we observe that Cv = C
′⊥
v ∩ Kv and C
′
v = C
⊥
v ∩ K
′
v hold if and only if C
′
v = C
⊥
v ∩ K
′
v
holds. From this, part (a) follows immediately.
(b) By (4.3) and (4.5), we see that the code C is self-orthogonal if and only if Cu ⊆ C
⊥
u , Cv (resp. C
′
v) is a
subspace of Kv (resp. K
′
v) satisfying C
′
v ⊆ C
⊥
v ∩ K
′
v and Cv ⊆ C
′⊥
v ∩ Kv, and Cp ⊆ {0}, {0} ⊆ C
⊥
p for each
u, v and p. Further, for s + 1 ≤ v ≤ t, we see that if Cv (resp. C
′
v) is a subspace of Kv (resp. K
′
v), then
C′v ⊆ C
⊥
v ∩ K
′
v and Cv ⊆ C
′⊥
v ∩ Kv hold if and only if C
′
v ⊆ C
⊥
v ∩ K
′
v holds. From this, part (b) follows.
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Next let us define I1 = {u : 1 ≤ u ≤ s, du = 1} and I2 = {u : 1 ≤ u ≤ s, du > 1}. We make the following
observation.
Lemma 4.1. For 1 ≤ u ≤ s, let [·, ·] ↾Gu×Gu denote the restriction of the sesquilinear form [·, ·] to Gu ×Gu. Then
the following hold.
(a) When u ∈ I1, [·, ·] ↾Gu×Gu is a non-degenerate, reflexive and symmetric bilinear form on Gu, i.e.,
(Gu, [·, ·] ↾Gu×Gu) is an orthogonal space of dimension ǫu over Fu ≃ Fq.
(b) When u ∈ I2, [·, ·] ↾Gu×Gu is a non-degenerate, reflexive and Hermitian form on Gu, i.e., (Gu, [·, ·] ↾Gu×Gu)
is a unitary space of dimension ǫu over Fu ≃ Fqdu .
Proof. Proof is trivial.
Now we proceed to count all self-dual and self-orthogonal Λ-multi-twisted codes of length n over Fq.
4.1 Enumeration formula for self-dual Λ-multi-twisted codes
In the following theorem, we derive necessary and sufficient conditions for the existence of a self-dual Λ-multi-
twisted code of length n over Fq. We also provide enumeration formula for this special class of multi-twisted
codes.
Theorem 4.1. Let Λ = (λ1, λ2, · · · , λℓ) be fixed. For s + 1 ≤ v ≤ t, let τv denote the number of integers i
satisfying 1 ≤ i ≤ ℓ and ǫv,i = ǫ
′
v,i.
(a) There exists a self-dual Λ-multi-twisted code of length n over Fq if and only if all the irreducible factors of
the polynomials xm1 − λ1, x
m2 − λ2, · · ·x
mℓ − λℓ in Fq[x] are either self-reciprocal or form reciprocal pairs
(i.e., e ≤ t), τv ≥ 1 for s+1 ≤ v ≤ t, ǫu is even for 1 ≤ u ≤ s and (−1)
ǫu/2 is a square in Fq for all u ∈ I1.
(b) When all the irreducible factors of the polynomials xm1 − λ1, x
m2 − λ2, · · ·x
mℓ − λℓ in Fq[x] are either
self-reciprocal or form reciprocal pairs (i.e., e ≤ t), τv ≥ 1 for s+ 1 ≤ v ≤ t, ǫu is even for 1 ≤ u ≤ s and
(−1)ǫu/2 is a square in Fq for all u ∈ I1, the number N0 of distinct self-dual Λ-multi-twisted codes of length
n over Fq is given by N0 =
s∏
u=1
Du
t∏
v=s+1
(
τv∑
b=0
[
τv
b
]
qdv
)
, where
Du =

ǫu/2−1∏
a=0
(
qa + 1
)
if u ∈ I1 & q is odd;
ǫu/2−1∏
a=1
(
qa + 1
)
if u ∈ I1 & q is even;
ǫu/2−1∏
a=0
(
q(2a+1)du/2 + 1
)
if u ∈ I2.
In order to prove this theorem, we need to prove the following lemma:
Lemma 4.2. Let 1 ≤ u ≤ s be fixed. There exists an Fu-subspace Cu of Gu satisfying Cu = C
⊥
u if and only if the
following two conditions are satisfied: (i) ǫu is an even integer, and (ii) (−1)
ǫu/2 is a square in Fq for all u ∈ I1.
(Here C⊥u (⊆ Gu) is the orthogonal complement of Cu with respect to [·, ·] ↾Gu×Gu .)
Proof. To prove this, we see, by Lemma 4.1, that (Gu, [·, ·] ↾Gu×Gu) is an orthogonal space having dimension ǫu
over Fu when u ∈ I1 and that (Gu, [·, ·] ↾Gu×Gu) is a unitary space having dimension ǫu over Fu when u ∈ I2. Now
if Cu is an Fu-subspace of Gu, then by Theorem 2.1, we see that dimFuC
⊥
u = ǫu− dimFuCu. Further, if Cu satisfies
Cu = C
⊥
u , then we get ǫu = 2 dimFuCu, which implies that ǫu is an even integer.
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On the other hand, when u ∈ I2 and ǫu is even, by Theorem 2.4(a), we see that the Witt index of
(Gu, [·, ·] ↾Gu×Gu) is ǫu/2, so there exists an Fu-subspace Cu of Gu satisfying Cu = C
⊥
u . When u ∈ I1 and ǫu
is even, by Theorem 2.2(a), we see that the Witt index of (Gu, [·, ·] ↾Gu×Gu) is ǫu/2 if and only if (−1)
ǫu/2 is a
square in Fq. That is, when u ∈ I1 and ǫu is even, there exists an Fu-subspace Cu of Gu satisfying Cu = C
⊥
u if and
only if (−1)ǫu/2 is a square in Fq. This proves the lemma.
Proof of Theorem 4.1. Part (a) follows immediately by Proposition 4.1(a) and Lemma 4.2. To prove (b), we
see, by Proposition 4.1(a) again, that it is enough to determine the numbers Du for all u ∈ I1 ∪ I2 and Dv for
s+ 1 ≤ v ≤ t.
To do this, we see, by (3.1), that for each v (s + 1 ≤ v ≤ t), the number Dv of distinct Fv-subspaces of Kv
equals Dv = N(τv, q
dv) =
τv∑
b=0
[
τv
b
]
qdv
.Moreover, for u ∈ I1, by Lemma 4.1(a) and Theorem 2.2(b), we see that the
number Du of distinct ǫu/2-dimensional self-orthogonal subspaces of Gu over Fu is given by Du =
ǫu/2−1∏
a=0
(
qa+1
)
when q is odd, while the number Du of such subspaces is given by Du =
ǫu/2−1∏
a=1
(
qa+1
)
when q is even. For u ∈ I2,
by Lemma 4.1(b) and Theorem 2.4(b), we see that the number Du of distinct ǫu/2-dimensional self-orthogonal
subspaces of Gu over Fu is given by Du =
ǫu/2−1∏
a=0
(
q(2a+1)du/2 + 1
)
. From this and using Proposition 4.1(a) again,
part (b) follows immediately. 
4.2 Enumeration formula for self-orthogonal Λ-multi-twisted codes
In the following theorem, we enumerate all self-orthogonal Λ-multi-twisted codes of length n over Fq.
Theorem 4.2. Let Λ = (λ1, λ2, · · · , λℓ) be fixed. For s + 1 ≤ v ≤ t, let τv denote the number of integers i
satisfying 1 ≤ i ≤ ℓ and ǫv,i = ǫ
′
v,i. The number N1 of distinct self-orthogonal Λ-multi-twisted codes of length n
over Fq is given by
N1 =
s∏
u=1
Eu
t∏
v=s+1
(
τv∑
k1=0
[
τv
k1
]
qdv
( τv−k1∑
k2=0
[
τv − k1
k2
]
qdv
))
,
where
Eu =

ǫu/2∑
k=0
([
ǫu/2
k
]
q
k−1∏
a=0
(
qǫu/2−a−1 + 1
))
if u ∈ I1 & either q ≡ 1(mod 4), ǫu is even or
ǫu ≡ 0(mod 4), q ≡ 3 (mod 4);
(ǫu−2)/2∑
k=0
([
(ǫu−2)/2
k
]
q
k−1∏
a=0
(
qǫu/2−a + 1
))
if u ∈ I1, q ≡ 3(mod 4) & ǫu ≡ 2 (mod 4);
(ǫu−1)/2∑
k=0
([
(ǫu−1)/2
k
]
q
k−1∏
a=0
(
q(ǫu−1)/2−a + 1
))
if u ∈ I1 & both q, ǫu are odd;
(ǫu−1)/2∑
k=0
([
(ǫu−1)/2
k
]
q
k−1∏
a=0
(
q(ǫu−2a−1)/2 + 1
))
if u ∈ I1, q is even & ǫu is odd;
(ǫu−2)/2∑
k=0
[
(ǫu−2)/2
k
]
q
k−1∏
a=0
(
q(ǫu−2a−2)/2 + 1
)
+
ǫu/2∑
k′=1
qǫu−2k
′[(ǫu−2)/2
k′−1
]
q
k′−2∏
a′=0
(
q(ǫu−2a
′−2)/2 + 1
)
if u ∈ I1 & both q, ǫu are even;
ǫu/2∑
k=0
( k∏
a=ǫu+1−2k
(q
adu
2 − (−1)a)
)
/
( k∏
j=1
(qjdu − 1)
)
if u ∈ I2 & ǫu is even;
(ǫu−1)/2∑
k=0
( k∏
a=ǫu+1−2k
(q
adu
2 − (−1)a)
)
/
( k∏
j=1
(qjdu − 1)
)
if u ∈ I2 & ǫu is odd.
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Proof. By Proposition 4.1(b), we see that to determine the number N1, it is enough to determine the numbers
Eu for all u ∈ I1 ∪ I2 and Ev for s+ 1 ≤ v ≤ t.
I. First let u ∈ I1. Here we see, by Lemma 4.1(a), that for u ∈ I1, (Gu, [·, ·] ↾Gu×Gu) is an ǫu-dimensional orthogonal
space over Fu ≃ Fq. Now we shall distinguish the following two cases: (i) q is odd and (ii) q is even.
(i) When q is odd, one can view Gu as a non-degenerate quadratic space over Fu with respect to the quadratic
map Qu : Gu → Fu, defined as Qu(a(x)) =
1
2 [a(x), a(x)] for all a(x) ∈ Gu. In view of this, we see, by Theorem
2.5(a), that the Witt index of Gu is given by
wu =

ǫu/2 if either ǫu is even and q ≡ 1 (mod 4) or ǫu ≡ 0 (mod 4) and q ≡ 3 (mod 4);
(ǫu − 2)/2 if ǫu ≡ 2 (mod 4) and q ≡ 3 (mod 4);
(ǫu − 1)/2 if ǫu is odd.
(4.6)
Further, by Theorem 2.5(b), we see that the number Eu of distinct self-orthogonal subspaces of Gu over Fu is
given by Eu =
wu∑
k=0
([
wu
k
]
q
k−1∏
a=0
(
qwu−ǫ−a + 1
))
, where wu (the Witt index of Gu) is given by (4.6) and ǫ = 1 if
wu = ǫu/2, ǫ = −1 if wu = (ǫu − 2)/2, while ǫ = 0 if wu = (ǫu − 1)/2.
(ii) Next let q be even. Let us define Vu = {(ǫu,1cu,1, ǫu,2cu,2, · · · , ǫu,ℓcu,ℓ) ∈ Gu :
ℓ∑
i=1
ǫu,icu,i = 0}. Note that Vu
is an Fu-subspace of Gu and dimFuVu = ǫu− 1. Let θu = (ǫu,1, ǫu,2, · · · , ǫu,ℓ) ∈ Gu. Since
ℓ∑
i=1
ǫu,i = ǫu, we see that
θu ∈ Vu if and only if ǫu is even.
When ǫu is odd, we see that θu /∈ Vu, which implies that Gu = Vu ⊕ 〈θu〉 . Next it is easy to observe
that any self-orthogonal Fu-subspace of Gu is contained in Vu and that [c, θu] = 0 for each c ∈ Vu. Further,
we note that as q is even, all mi’s are odd. This implies that m is odd, which further implies that
m
mi
= 1
in Fu. Moreover, as u ∈ I1, the conjugation
− is the identity map on Fu. This implies that for each cu =
(ǫu,1cu,1, ǫu,2cu,2, · · · , ǫu,ℓcu,ℓ) ∈ Vu, we have [cu, cu] =
ℓ∑
i=1
ǫu,ic
2
u,i
m
mi
= (
ℓ∑
i=1
ǫu,icu,i)
2 = 0. From this, it follows
that [·, ·] ↾Vu×Vu is a non-degenerate, reflexive and alternating bilinear form on Vu, i.e., (Vu, [·, ·] ↾Vu×Vu) is a
symplectic space over Fu having the dimension as ǫu− 1 and the Witt index as
ǫu−1
2 . Now by Theorem 2.3(b), we
see that for 0 ≤ k ≤ ǫu−12 , the number of distinct k-dimensional self-orthogonal subspaces of Vu (and hence of Gu)
is given by
[
(ǫu−1)/2
k
]
q
k−1∏
a=0
(
q
ǫu−2a−1
2 + 1
)
. This implies that the number Eu of distinct self-orthogonal subspaces
of Gu over Fu is given by Eu =
ǫu−1
2∑
k=0
([
(ǫu−1)/2
k
]
q
k−1∏
a=0
(
q
ǫu−2a−1
2 + 1
))
.
On the other hand, when ǫu is even, we see that θu ∈ Vu. Let V̂u be an (ǫu−2)-dimensional Fu-subspace of Vu
such that θu /∈ V̂u. Then we have Vu = V̂u ⊕ 〈θu〉 . Next we observe that there exists zu ∈ V̂
⊥
u \ Vu. From this, it
follows that Gu = V̂u⊕〈zu〉⊕〈θu〉 . It is easy to see that any self-orthogonal Fu-subspace of Gu is contained in Vu =
V̂u⊕〈θu〉 , which implies that any self-orthogonal subspace of Gu is either (i) contained in V̂u, or (ii) contained in
V̂u⊕〈θu〉 but not in V̂u. Further, we observe that (V̂u, [·, ·] ↾V̂u×V̂u) is a symplectic space over Fu having the dimen-
sion as ǫu−2 and the Witt index as (ǫu−2)/2. Now by Theorem 2.3(b), we see that for 0 ≤ k ≤
ǫu−2
2 , the number
Eu of distinct k-dimensional totally isotropic subspaces of Gu is given by Eu =
[
(ǫu−2)/2
k
]
q
k−1∏
a=0
(
q
ǫu−2a−2
2 +1
)
. Next
we proceed to count all k-dimensional Fu-subspaces that are contained in V̂u⊕〈θu〉 but not in V̂u. To do this, we
observe that for 1 ≤ k ≤ ǫu/2, any such k-dimensional Fu-subspace of Gu is of the type 〈y1, y2, · · · , yk−1, θu + yk〉 ,
where yr ∈ V̂u \ {0} for 1 ≤ r ≤ k − 1 and yk ∈ V̂u. We further observe that the k-dimensional Fu-subspace
〈y1, y2, · · · , yk−1, θu + yk〉 of Gu is self-orthogonal if and only if 〈y1, y2, · · · , yk−1〉 is a self-orthogonal Fu-subspace
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of V̂u and yk ∈ 〈y1, y2, · · · , yk−1〉
⊥
. Now by Theorem 2.3(b), for 1 ≤ k ≤ ǫu/2, we see that the number of distinct
(k− 1)-dimensional self-orthogonal Fu-subspaces of V̂u is given by
[
(ǫu−2)/2
k−1
]
q
k−2∏
a=0
(
q
ǫu−2a−2
2 +1
)
. Next we observe
that for yk, y
′
k ∈ 〈y1, y2, · · · , yk−1〉
⊥
\ 〈y1, y2, · · · , yk−1〉 , 〈y1, y2 · · · , yk−1, θu + yk〉 = 〈y1, y2 · · · , yk−1, θu + y
′
k〉 if
and only if yk−y
′
k ∈ 〈y1, y2 · · · , yk−1〉 , i.e., all yk’s lying in different cosets of 〈y1, y2 · · · , yk−1〉
⊥
/ 〈y1, y2, · · · , yk−1〉
give rise to distinct self-orthogonal spaces of the type 〈y1, y2, · · · , yk−1, θu + yk〉 . We also observe that the Fu-
dimension of 〈y1, y2, · · · , yk−1〉
⊥
is ǫu − 2− (k − 1), which implies that yk has q
ǫu−2k relevant choices. Therefore
for 1 ≤ k ≤ ǫu/2, the number of distinct k-dimensional Fu-subspaces of Gu that are contained in V̂u ⊕ 〈θu〉
but not in V̂u, is given by q
ǫu−2k
[
(ǫu−2)/2
k−1
]
q
k−2∏
a=0
(
q
ǫu−2a−2
2 + 1
)
. On combining both the cases, we see that the
number Eu of distinct self-orthogonal Fu-subspaces of Gu is given by Eu =
ǫu−2
2∑
k=0
[
(ǫu−2)/2
k
]
q
k−1∏
a=0
(
q
ǫu−2a−2
2 + 1
)
+
ǫu/2∑
k′=1
qǫu−2k
′[(ǫu−2)/2
k′−1
]
q
k′−2∏
a′=0
(
q
ǫu−2a
′−2
2 + 1
)
when ǫu is even.
II. Next let u ∈ I2. Here we observe, from Lemma 4.1 (b), that (Gu, [·, ·] ↾Gu×Gu) is a unitary space over Fu
having dimension ǫu. Further, by Theorem 2.4(a), the Witt index wu of Gu is given by
wu =
{
ǫu/2 if ǫu is even;
(ǫu − 1)/2 if ǫu is odd.
Now by Theorem 2.4(b), we see that the number Eu of distinct self-orthogonal Fu-subspaces of Gu is given by
Eu =
wu∑
k=0
( k∏
a=ǫu+1−2k
(q
adu
2 − (−1)a)
)
/
( k∏
j=1
(qjdu − 1)
)
.
III. Finally, for s+ 1 ≤ v ≤ t, we shall count the number of pairs (Cv, C
′
v) with Cv as an Fv-subspace of Kv and
C′v as an F
′
v-subspace of K
′
v satisfying C
′
v ⊆ C
⊥
v ∩ K
′
v. In order to do this, we note that (Kv × K
′
v, [·, ·] ↾Kv×K′v) is
non-degenerate. So if the dimension of Cv is k1, then one can observe that the dimension of C
⊥
v ∩ K
′
v is τv − k1,
where 0 ≤ k1 ≤ τv. As C
′
v has to be a subspace of C
⊥
v ∩ K
′
v, by (3.1), C
′
v has N(τv − k1, q
dv) =
τv−k1∑
k2=0
[
τv−k1
k2
]
qdv
choices if dimFvCv = k1. Further, we see that the number of distinct k1-dimensional Fv-subspaces of Gv is given
by
[
τv
k1
]
qdv
. From this, it follows the number Ev of pairs (Cv, C
′
v) with Cv as an Fv-subspace of Kv and C
′
v as an
F ′v-subspace of K
′
v satisfying C
′
v ⊆ C
⊥
v ∩K
′
v is given by Ev =
τv∑
k1=0
[
τv
k1
]
qdv
( τv−k1∑
k2=0
[
τv−k1
k2
]
qdv
)
. Now using Proposition
4.1(b) again, the desired result follows immediately.
5 Some more results on multi-twisted codes over finite fields
A Λ-multi-twisted C of length n over Fq is called a ρ-generator code if ρ is the smallest positive integer with
the property that there exist ρ number of codewords a1(x), a2(x), · · · , aρ(x) ∈ C such that every c(x) ∈ C can
be expressed as c(x) = f1(x)a1(x) + f2(x)a2(x) + · · · + fρ(x)aρ(x) for some f1(x), f2(x), · · · , fρ(x) ∈ Fq[x], and
we denote C =
〈
a1(x), a2(x), · · · , aρ(x)
〉
. In a recent work, Aydin and Halilovic [1] studied some basic properties
of 1-generator Λ-multi-twisted codes of length n over Fq. In this section, we shall study some basic properties of
ρ-generator Λ-multi-twisted codes over finite fields.
Let C =
〈
a1(x), a2(x), · · · , aρ(x)
〉
be a ρ-generator Λ-multi-twisted code of length n over Fq, where aκ(x) =
(aκ,1(x), aκ,2(x), · · · , aκ,ℓ(x)) for 1 ≤ κ ≤ ρ. For 1 ≤ i ≤ ℓ, if πi is the projection of V onto Fq[x]/〈x
mi − λi〉,
then it is easy to observe that πi(C) is a λi-constacyclic code of length mi over Fq with the generator polynomial
as gcd(a1,i(x), a2,i(x), · · · , aρ,i(x), x
mi − λi). Further, the annihilator of C is defined as Ann(C) = {f(x) ∈ Fq[x] :
f(x)aκ(x) = 0 in V for 1 ≤ κ ≤ ρ}. It is easy to see that Ann(C) is an ideal of the principal ideal ring Fq[x]. Note
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that
ℓ∏
i=1
(xmi − λi) ∈ Ann(C). Therefore there exists a unique smallest degree monic polynomial h(x) ∈ Fq[x],
which generates Ann(C); the polynomial h(x) is called the parity-check polynomial of C. In the following theorem,
we determine the parity-check polynomial of a ρ-generator Λ-multi-twisted code of length n over Fq.
Theorem 5.1. Let C =
〈
a1(x), a2(x), · · · , aρ(x)
〉
be a ρ-generator Λ-multi-twisted code of length n over Fq, where
aκ(x) = (aκ,1(x), aκ,2(x), · · · , aκ,ℓ(x)) for 1 ≤ κ ≤ ρ. Let wi(x) = gcd(a1,i(x), a2,i(x), · · · , aρ,i(x), x
mi − λi) for
1 ≤ i ≤ ℓ. Then the following hold.
(a) The parity-check polynomial h(x) of C is given by h(x) = lcm
1≤i≤ℓ
[
xmi−λi
wi(x)
]
.
(b) When ρ = 1, we have dimFqC = deg h(x).
Proof. To prove the first part, for 1 ≤ i ≤ ℓ, let πi be the projection of V onto the ring Vi. Then for each
i, we see that πi(C) is a λi-constacyclic code of length mi over Fq having the generator polynomial as wi(x) =
gcd(a1,i(x), a2,i(x), · · · , aρ,i(x), x
mi−λi). From this, we observe that lcm
1≤i≤ℓ
[
xmi−λi
wi(x)
]
is an annihilating polynomial
of the code C, so h(x) divides lcm
1≤i≤ℓ
[
xmi−λi
wi(x)
]
. On the other hand, since h(x) is the parity-check polynomial of
C, we must have aκ,i(x)h(x) = 0 in the ring
Fq [x]
〈xmi−λi〉
for 1 ≤ κ ≤ ρ and 1 ≤ i ≤ ℓ. This implies that xmi − λi
divides h(x)gcd(a1,i(x), a2,i(x), · · · , aρ,i(x)) in Fq[x], which further implies that
xmi−λi
wi(x)
divides h(x) for each i.
This shows that lcm
1≤i≤ℓ
[
xmi−λi
wi(x)
]
divides h(x) in Fq[x]. From this, we get h(x) = lcm
1≤i≤ℓ
[
xmi−λi
wi(x)
]
.
To prove the second part, let ρ = 1 so that C = 〈a1(x)〉. Now define a map Ξ : Fq[x] → V as Ξ(α(x)) =
α(x)a1(x) for each α(x) ∈ Fq[x]. We see that Ξ is an Fq[x]-module homomorphism with kernal as 〈h(x)〉 and
image as C. From this, we get Fq[x]/〈h(x)〉 ≃ C, which implies that dimFqC = deg h(x).
However, in the following example, we observe that Theorem 5.1(b) does not hold for a ρ-generator Λ-multi-
twisted code with ρ ≥ 2.
Example 5.1. Let q = 2, ℓ = 3, m1 = 3, m2 = 5, m3 = 7 and λ1 = λ2 = λ3 = 1, so that Λ = (1, 1, 1). Let C be a
2-generator Λ-multi-twisted code length 15 over F2, whose generating set is {(x
2+1, x3+x, x3+x+1), (x2+x, x4+
x3+x2+x+1, x3+x2+1)}. Here V = V1×V2×V3, where V1 =
F2[x]
〈x3−1〉 , V2 =
F2[x]
〈x5−1〉 and V3 =
F2[x]
〈x7−1〉 . In order to
write down the decomposition of V, we see that x3− 1 = (x+1)(x2+x+1), x5− 1 = (x+1)(x4+x3+x2+x+1)
and x7−1 = (x+1)(x3+x2+1)(x3+x+1) are irreducible factorizations of x3−1, x5−1 and x7−1 over F2. Let
us take g1(x) = x− 1, g2(x) = x
2+x+1, g3(x) = x
4+x3+x2+x+1, g4(x) = x
3+x2+1 and g5(x) = x
3+x+1,
so that Fw = F2[x]/〈gw(x)〉 for 1 ≤ w ≤ 5. Note that F1 ≃ F2, F2 ≃ F4, F3 ≃ F16 and F4 ≃ F5 ≃ F8. By
applying Chinese remainder Theorem, we get V =
(
F1, F1, F1
)
⊕ (F2, 0, 0
)
⊕
(
0, F3, 0
)
⊕
(
0, 0, F4
)
⊕
(
0, 0, F5
)
.
From this and applying Theorem 3.1, we see that the constituents of C are given by C1 = 〈(0, 0, 1), (0, 1, 1)〉 ,
C2 = 〈(α2, 0, 0), (1, 0, 0)〉 with α
2
2 + α2 + 1 = 0, C3 =
〈
(0, α33 + α3, 0), (0, 0, 0)
〉
with α43 + α
3
3 + α
2
3 + α3 + 1 = 0,
C4 =
〈
(0, 0, α4 + α
2
4), (0, 0, 0)
〉
with α34 + α
2
4 + 1 = 0 and C5 =
〈
(0, 0, 0), (0, 0, α5 + α
2
5)
〉
with α35 + α5 + 1 = 0.
We observe that dimF1C1 = 2 and dimF2C2 = dimF3C3 = dimF4C4 = dimF5C5 = 1. Using this and by applying
Theorem 3.1 again, we get dimF2C =
5∑
w=1
dimFwCw deg gw(x) = 14. On the other hand, by applying Theorem
5.1(a), we get h(x) = (x + 1)(x4 + x3 + x2 + x + 1)(x3 + x2 + 1)(x3 + x + 1)(x2 + x + 1), which implies that
deg h(x) = 13. This shows that dimF2C 6= deg h(x) in this case.
In the following theorem, we determine generating sets of dual codes of some ρ-generator multi-twisted codes
of length n over Fq.
Theorem 5.2. Let xm1−λ1, x
m2−λ2, · · · , x
mℓ−λℓ be pairwise coprime polynomials in Fq[x]. Let C =
〈
a1(x), a2(x),
· · · , aρ(x)
〉
be a ρ-generator Λ-multi-twisted code of length n over Fq, where aκ(x) = (aκ,1(x), aκ,2(x), · · · , aκ,ℓ(x))
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for 1 ≤ κ ≤ ρ. Then we have
C⊥ = 〈H1(x), H2(x), · · · , Hℓ(x)〉 ,
where Hi(x) = (0, · · · , 0, hi(x), 0, · · · , 0) with hi(x) = (x
mi − λi)/gcd(a1,i(x), a2,i(x), · · · , aρ,i(x), x
mi − λi) for
1 ≤ i ≤ ℓ. (Here hi(x) = hi(x
−1) with x−1 = λ−1i x
mi−1 for each i.)
Proof. In order to prove this, we see that (aκ(x), Hi(x)) = aκ,i(x)hi(x)λi(x
m − 1)/(xmi − λi) = aκ,i(x)λi(x
m − 1)/
gcd(a1,i(x), a2,i(x), · · · , aρ,i(x), x
mi − λi) = 0 in
Fq[x]
〈xm−1〉 for 1 ≤ κ ≤ ρ and 1 ≤ i ≤ ℓ. This implies thatHi(x) ∈ C
⊥
for each i. Now let b(x) = (b1(x), b2(x), · · · , bℓ(x)) ∈ C
⊥. Then we have (aκ(x), b(x)) = 0 in
Fq[x]
〈xm−1〉 for 1 ≤ κ ≤ ρ.
From this, we see that xm − 1 divides
ℓ∑
i=1
aκ,i(x)bi(x)λi(x
m − 1)/(xmi − λi), which implies that x
mj − λj di-
vides
ℓ∑
i=1
aκ,i(x)bi(x)λi(x
m − 1)/(xmi − λi) for 1 ≤ κ ≤ ρ and 1 ≤ j ≤ ℓ. As (x
mi − λi, x
mj − λj) = 1 for
all j 6= i, xmj − λj divides aκ,j(x)bj(x) for each κ. This implies that hj(x) divides bj(x) for each j. This gives
b(x) ∈ 〈H1(x), H2(x), · · · , Hℓ(x)〉 , from which the desired result follows.
In the following theorem, we obtain another lower bound, viz. the BCH type lower bound, on the minimum
Hamming distances of ρ-generator Λ-multi-twisted codes of length n over Fq.
Theorem 5.3. Let C =
〈
a1(x), a2(x), · · · , aρ(x)
〉
be a ρ-generator Λ-multi-twisted code of length n over Fq, where
aκ(x) = (aκ,1(x), aκ,2(x), · · · , aκ,ℓ(x)) for 1 ≤ κ ≤ ρ. Then the minimum Hamming distance dmin(C) of the code
C satisfies
dmin(C) ≥ min
1≤i≤ℓ
(bi + 1),
where for each i, bi is the maximum number of consecutive exponents of zeros of gcd(a1,i(x), a2,i(x), · · · , aρ,i(x), x
mi−
λi) over Fq.
Proof. To prove this, let Bi(x) = (0, · · · , 0, wi(x)︸ ︷︷ ︸
ith
, 0, · · · , 0) ∈ R, where wi(x) = gcd(a1,i(x), a2,i(x), · · · , aρ,i(x),
xmi − λi) for 1 ≤ i ≤ ℓ. Now let C
′ = 〈B1(x), B2(x), · · · , Bℓ(x)〉 be a Λ-multi-twisted code of length n over Fq.
Here for 1 ≤ κ ≤ ρ, we observe that aκ(x) =
ℓ∑
i=1
aκ,i(x)
wi(x)
Bi(x), which implies that C ⊆ C
′. From this, we obtain
d(C) ≥ d(C′). Next for 1 ≤ i ≤ ℓ, if πi is the projection of V onto
Fq[x]
〈xmi−λi〉
, then πi(C
′) is a λi-constacyclic code
of length mi over Fq having the generator polynomial as wi(x). Now if bi is the maximum number of consecutive
exponents of zeros of wi(x), then working in a similar manner as in Theorem 8 of [13, Ch. 7], we see that
d(πi(C
′)) ≥ bi + 1. Further, we observe that if the ith block ci ∈ F
mi
q of a codeword c = (c1, c2, · · · , cℓ) ∈ C
′ is
non-zero, then the Hamming weight wH(ci) of ci satisfies wH(ci) ≥ bi+1. This implies that wH(c) ≥ min
1≤i≤ℓ
(bi+1)
for each c(6= 0) ∈ C′. From this, we obtain the desired result.
Next for Λ = (λ1, λ2, · · · , λℓ), Ω = (ω1, ω2, · · · , ωℓ) ∈ F
ℓ
q, let us define IΛ,Ω = {i : 1 ≤ i ≤ ℓ, λi 6= ωi} and
Λ−Ω = (λ1−ω1, λ2−ω2, · · · , λℓ−ωℓ). For 1 ≤ i ≤ ℓ, let πi be the projection of V onto Vi. If C is a Λ-multi-twisted
code of length n over Fq, then one can easily observe that πi(C) is a λi-constacyclic code of length mi over Fq
for 1 ≤ i ≤ ℓ. In the following theorem, we obtain a lower bound on the dimension of some [Λ,Ω]-multi-twisted
codes of length n over Fq, where Λ 6= Ω. It extends Theorem 1 of Saleh and Esmaeili [16].
Theorem 5.4. Let Λ = (λ1, λ2, · · · , λℓ) and Ω = (ω1, ω2, · · · , ωℓ), where λi, ωi’s are non-zero elements of Fq.
Let C be a Λ-multi-twisted and Ω-multi-twisted code of length n over Fq. Let JC = {i : 1 ≤ i ≤ ℓ, πi(C) 6= {0}}.
If IΛ,Ω ∩ JC is non-empty, then dimFqC ≥ max
i∈IΛ,Ω∩JC
{mi}. As a consequence, if λi 6= ωi and πi(C) 6= {0} for
1 ≤ i ≤ ℓ, then we have dimFqC ≥ max{m1,m2, · · · ,mℓ}.
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Proof. For each i ∈ IΛ,Ω∩JC , as πi(C) 6= {0}, there exists a codeword c = (c1,0, c1,1, · · · , c1,m1−1; c2,0, c2,1, · · · , c2,m2−1;
· · · ; cℓ,0, cℓ,1, · · · , cℓ,mℓ−1) ∈ C such that ci,mi−1 6= 0. As C is a both Λ-multi-twisted and Ω-multi-twisted code,
we note that TΛ(c), TΩ(c) ∈ C, which implies that TΛ−Ω(c) = TΛ(c) − TΩ(c) = ((λ1 − ω1)c1,m1−1, 0, · · · , 0; (λ2 −
ω2)c2,m2−1, 0, · · · , 0; · · · ; (λℓ−ωℓ)cℓ,mℓ−1, 0, · · · , 0) ∈ C. Further, for each i ∈ IΛ,Ω∩JC , we see that (λi−ωi)ci,mi−1
is non-zero, which implies that TΛ−Ω(c), T
2
Λ−Ω(c), · · · , T
mi
Λ−Ω(c) ∈ C are linearly independent over Fq, and hence
dimFqC ≥ mi. From this, it follows that dimFqC ≥ max
i∈IΛ,Ω∩JC
{mi}.
A Λ-multi-twisted code C of length n over Fq is said to be LCD if it satisfies C ∩ C
⊥ = {0}. In the following
two theorems, we derive sufficient conditions under which a Λ-multi-twisted code is LCD extending Theorems 2
and 3 of Saleh and Esmaeili [16]. However, these conditions are not necessary for a Λ-multi-twisted code to be
LCD, which we shall illustrate in Examples 5.3 and 5.4.
Theorem 5.5. Let Λ = (λ1, λ2, · · · , λℓ), where λ1, λ2, · · · , λℓ are non-zero elements of Fq satisfying λi 6= λ
−1
i
for 1 ≤ i ≤ ℓ. Let C be a Λ-multi-twisted code of length n over Fq. Then the following hold.
(a) If either dimFqC < min
1≤i≤ℓ
{mi} or dimFqC
⊥ < min
1≤i≤ℓ
{mi}, then C is an LCD code.
(b) If dimFqC = min
1≤i≤ℓ
{mi}, then C is either an LCD or a self-orthogonal code.
(c) If dimFqC
⊥ = min
1≤i≤ℓ
{mi}, then C is either an LCD or a dual-containing code, i.e., C
⊥ ⊆ C.
(d) If dimFqC = dimFqC
⊥ = min
1≤i≤ℓ
{mi}, then C is either an LCD or a self-dual code.
Proof. (a) Note that C ∩ C⊥ is both a Λ-multi-twisted and a Λ′-multi-twisted code of length n over Fq. We
assert that C ∩ C⊥ = {0}. Then by Theorem 5.4, we get dimFq (C ∩ C
⊥) ≥ min
1≤i≤ℓ
{mi}. Since C ∩ C
⊥ is a
subspace of both C and C⊥, we get dimFqC ≥ min
1≤i≤ℓ
{mi} and dimFqC
⊥ ≥ min
1≤i≤ℓ
{mi}, which contradicts our
hypothesis. So we must have C ∩ C⊥ = {0}.
(b) If C ∩ C⊥ 6= {0}, then working as in part (a), we see that dimFq (C ∩ C
⊥) ≥ min
1≤i≤ℓ
{mi}. Now as dimFqC =
min
1≤i≤ℓ
{mi}, we get C ∩ C
⊥ = C, which implies that C ⊆ C⊥. This proves (b).
(c) Its proof is similar to that of part (b).
(d) It follows immediately from parts (b) and (c).
Theorem 5.6. Let Λ = (λ1, λ2, · · · , λℓ), where λ1, λ2, · · · , λℓ are non-zero elements of Fq satisfying λi 6= λ
−1
i
for 1 ≤ i ≤ ℓ. Let C be a ρ-generator Λ-multi-twisted code of length n over Fq such that either πi(C) 6=< 1 > or
πi(C
⊥) 6=< 1 > for 1 ≤ i ≤ ℓ. Then C is an LCD code.
Proof. For 1 ≤ i ≤ ℓ, we see that the linear code πi(C) ∩ πi(C
⊥) is both λi-constacyclic and λ
−1
i -constacyclic
code of length mi over Fq. Further, for each i, as λi 6= λ
−1
i , by Corollary 2.7 of Dinh [2], we see that either
πi(C)∩π(C
⊥) = {0} or πi(C)∩π(C
⊥) = 〈1〉. Now since either πi(C) 6= 〈1〉 or πi(C
⊥) 6= 〈1〉, we get πi(C)∩π(C
⊥) =
{0} for each i. As πi(C ∩ C
⊥) is a subspace of πi(C) ∩ πi(C
⊥), we get πi(C ∩ C
⊥) = 0 for 1 ≤ i ≤ ℓ. This implies
that C ∩ C⊥ = {0}, i.e., C is an LCD code.
Corollary 5.1. Let λ1, λ2, · · · , λℓ ∈ Fq \ {0} be such that λi 6= λ
−1
i for all 1 ≤ i ≤ ℓ and the polynomials
xm1 − λ1, x
m2 − λ2, · · · , x
mℓ − λℓ are pairwise coprime in Fq[x]. Then any (λ1, λ2, · · · , λℓ)-multi-twisted code of
length n over Fq is an LCD code.
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Proof. It follows immediately from Theorems 5.2 and 5.6.
In the following example, we illustrate Theorems 5.5(a) and 5.6.
Example 5.2. Let q = 5, ℓ = 2, m1 = m2 = 3, Λ = (3, 2) and F5 = Z5. Here we have V = V1 × V2 =
F5[x]
〈x3−3〉 ×
F5[x]
〈x3−2〉 . Now we see that the irreducible factorizations of the polynomials x
3 − 3 and x3 − 2 over F5 are
given by x3 − 3 = (x + 3)(x2 + 2x + 4) and x3 − 2 = (x + 2)(x2 + 3x + 4), respectively. Let C be a 1-generator
Λ-multi-twisted code of length 6 over F5 with the generating set as {(x + 3, x + 2)}. It is easy to observe that
π1(C) =
〈
gcd(x+3, x3−3)
〉
=
〈
x+3
〉
6=
〈
1
〉
and π2(C) =
〈
gcd(x+2, x3−2)
〉
=
〈
x+2
〉
6=
〈
1
〉
. So by Theorem 5.6,
we see that C is an LCD code. On the other hand, we note that V ′ = V ′1 ×V
′
2 =
F5[x]
〈x3−2〉 ×
F5[x]
〈x3−3〉 . By Theorem 5.2,
we obtain C⊥ =
〈
(x2+3x+4, 0), (0, x2+2x+4)
〉
. It is easy to see that C⊥1 = SpanF1{(2, 0)}, C
⊥
2 = SpanF2{(0, 2)}
and C⊥3 = C
⊥
4 = {0}, where F1 ≃ F2 ≃ F5. Using Theorem 3.1, we get dimF5C
⊥ = 2. By applying Theorem 5.5(a)
also, we see that C is an LCD code.
In the following example, we show that the sufficient conditions derived in Theorems 5.5(a) are not necessary
for a Λ-multi-twisted code to be LCD.
Example 5.3. Let q = 7, ℓ = 2, m1 = m2 = 2, Λ = (2, 5) and F7 = Z7. Here we have V = V1×V2 =
F7[x]
〈x2−2〉×
F7[x]
〈x2−5〉
and V ′ = V ′1 × V
′
2 =
F7[x]
〈x2−4〉 ×
F7[x]
〈x2−3〉 . It is easy to see that the polynomials x
2 − 3 and x2 − 5 are irreducible
over F7, and that the irreducible factorizations of the polynomials x
2 − 3 and x2 − 5 over F7 are given by
x2 − 2 = (x+ 3)(x+ 4) and x2 − 4 = (x+ 2)(x+ 5), respectively. Let C be a 1-generator Λ-multi-twisted code of
length 4 over F7 with the generating set as {(x+1, 0)}. It is easy to observe that π1(C) =
〈
gcd(x+1, x2−2)
〉
=
〈
1
〉
and π2(C) =
〈
gcd(0, x2 − 5)
〉
= {0}. Further, as the polynomials x2 − 2 and x2 − 5 are coprime over F7, by
applying Theorem 5.2, we obtain C⊥ =
〈
(0, 0), (0, 1)
〉
. From this, we get π1(C
⊥) =
〈
gcd(0, 0, x2 − 4)
〉
= {0} and
π2(C
⊥) =
〈
gcd(0, 1, x2 − 3)
〉
=
〈
1
〉
. Therefore by Theorem 5.6, we see that C is an LCD code. On the other
hand, by applying Theorem 5.1(a), we get h(x) = x2 − 2. Using Theorem 5.1(b), we get dimF7C = 2. Further, it
is easy to see that C⊥1 = C
⊥
2 = {0} and C
⊥
3 = SpanF3{(0, 1)}, where F3 =
F7[x]
〈x2−3〉 ≃ F49. By Theorem 3.1, we get
dimF7C
⊥ = 2. This shows that the code C does not satisfy hypotheses of Theorem 5.5(a).
In the following example, we show that the sufficient conditions derived in Theorems 5.6 are not necessary for
a Λ-multi-twisted code to be LCD.
Example 5.4. Let q = 5, ℓ = 2, m1 = m2 = 3, Λ = (3, 3) and F5 = Z5. Here we have V = V1×V2 =
F5[x]
〈x3−3〉×
F5[x]
〈x3−3〉
and V ′ = V ′1 ×V
′
2 =
F5[x]
〈x3−2〉 ×
F5[x]
〈x3−2〉 . It is easy to see that the irreducible factorizations of the polynomials x
3− 3
and x3 − 2 over F5 are given by x
3 − 3 = (x − 2)(x2 + 2x + 4) and x3 − 2 = (x − 3)(x2 + 3x + 4), respectively.
Now let g1(x) = x − 2, g2(x) = x
2 + 2x + 4, h1(x) = x − 3 and h2(x) = x
2 + 3x+ 4. Here we can easily observe
that g∗1(x) = h1(x) and g
∗
2(x) = h2(x). Let C be a 1-generator Λ-multi-twisted code of length 6 over F5 with the
generating set as {(1, x + 1)}. By applying Chinese Remainder Theorem, we get V =
(
F1, F1
)
⊕ (F2, F2
)
and
V ′ =
(
H1, H1
)
⊕ (H2, H2
)
, where Fw =
F5[x]
〈gw(x)〉
and Hw =
F5[x]
〈hw(x)〉
for 1 ≤ w ≤ 2. From this and applying Theorem
3.1, we see that the constituents of C are given by C1 = 〈(1, 3)〉 and C2 = 〈(1, x+ 1)〉 . Further, in view of (4.4),
we obtain C⊥1 = 〈(−3, 1)〉 and C
⊥
2 = 〈(1, 2x+ 3)〉 . Now by applying Chinese Remainder Theorem, we get C
⊥ is
generated by (−2x2 − x + 3, x2 + 2). Moreover, it is easy to see that π1(C) =
〈
gcd(1, x3 − 3)
〉
=
〈
1
〉
, π2(C) =〈
gcd(x+1, x3−3)
〉
=
〈
1
〉
, π1(C
⊥) =
〈
gcd(−2x2−x+3, x3−2)
〉
=
〈
1
〉
and π2(C
⊥) =
〈
gcd(x2+2, x3−2)
〉
=
〈
1
〉
,
which shows that the code C does not satisfy the hypotheses of Theorem 5.6. On the other hand, by Theorem
3.1, we have dimF5C = 3 and dimF5C
⊥ = 3. It is easy to observe that C 6= C⊥. Therefore by Theorem 5.5(d), we
see that C is an LCD code.
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6 Trace description of Λ-multi-twisted codes
In this section, we shall provide a trace description for Λ-multi-twisted codes of length n over Fq by extending
the work of Gu¨neri et al. [6] to Λ-multi-twisted codes. Towards this, for 1 ≤ w ≤ r and 1 ≤ i ≤ ℓ, we recall
that if ǫw,i = 1, then gw(x) divides x
mi − λi in Fq[x], and the ideal
〈
xmi−λi
gw(x)
〉
is a minimal λi-constacyclic
code of length mi over Fq, whose generating idempotent is denoted by Θw,i. If ǫw,i = 0 for some w and i,
then we shall denote the zero codeword of length mi by Θw,i. Now by Theorem 3.1 of Sharma and Rani [18],
we see that there exist ring isomorphisms φw,i : 〈Θw,i〉 → ǫw,iFw and ψw,i : ǫw,iFw → 〈Θw,i〉, defined as
φw,i(a(x)) = ǫw,ia(αw) for each a(x) ∈ 〈Θw,i〉 and
ψw,i(γ) =
1
mi
(
TrFw/Fq (γ), T rFw/Fq(γα
−1
w ), · · · , T rFw/Fq (γα
−(mi−1)
w )
)
for each γ ∈ ǫw,iFw, (6.1)
where TrFw/Fq is the trace map from Fw onto Fq and αw is a zero of gw(x) in Fw. Further, note that the ring
isomorphisms φw,i and ψw,i are inverses of each other, and that ψw,i(ǫw,i1w) = Θw,i, where 1w is the multiplica-
tive identity of Fw. We shall view V =
ℓ∏
i=1
Vi and Gw =
(
ǫw,1Fw, ǫw,2Fw , · · · , ǫw,ℓFw
)
as rings with respect to the
coordinate-wise addition + and coordinate-wise multiplication ⊙ for each w. In view of this, 1V := (1, 1, · · · , 1)
and 1Gw := (ǫw,11w, · · · , ǫw,ℓ1w) respectively are the multiplicative identities of V and Gw for each w. Now
for 1 ≤ w ≤ r, let us define the maps Φw : V → Gw and Ψw : Gw → V as Φw(a1(x), a2(x), · · · , aℓ(x)) =
(ǫw,1a1(αw), ǫw,2a2(αw), · · · , ǫw,ℓaℓ(αw)) for each (a1(x), a2(x), · · · , aℓ(x)) ∈ V and Ψw(γ1, γ2, · · · , γℓ) = (ψw,1(γ1),
ψw,2(γ2), · · · , ψw,ℓ(γℓ)) for each (γ1, γ2, · · · , γℓ) ∈ Gw. Note that both Φw and Ψw are Fq-linear maps and are ring
homomorphisms. Moreover, for each w, the restriction map Φw ↾(〈Θw,1〉,〈Θw,2〉,··· ,〈Θw,ℓ〉) and the map Ψw are in-
verses of each other. For 1 ≤ w ≤ r, let us define Θw = (Θw,1,Θw,2, · · · ,Θw,ℓ). It is easy to see that V =
r⊕
w=1
〈Θw〉,
r∑
w=1
Θw = 1V , 〈Θw〉 = (〈Θw,1〉, 〈Θw,2〉, · · · , 〈Θw,ℓ〉), Θw ⊙Θw = Θw, Θw′ ⊙Θw = 0 for each w 6= w
′.
Next the concatenation of 〈Θw〉 = (〈Θw,1〉, 〈Θw,2〉, · · · , 〈Θw,ℓ〉) and a linear code D of length ℓ over Fw ≃
Fqdw is defined as 〈Θw〉D =
{
(ψw,1(δw,1), ψw,2(δw,2), · · · , ψw,ℓ(δw,ℓ)) : δw = (δw,1, δw,2, · · · , δw,ℓ) ∈ D
}
. In the
following theorem, we shall view Λ-multi-twisted codes as direct sums of certain concatenated codes.
Theorem 6.1. (a) Let C be a Λ-multi-twisted code of length n over Fq with the constituents as C1, C2, · · · , Cr.
If C˜w := C ⊙ Θw for 1 ≤ w ≤ r, then we have C =
r⊕
w=1
〈Θw〉Φw(C˜w). Moreover, Cw = Φw(C˜w) holds for
1 ≤ w ≤ r. As a consequence, we have C =
r⊕
w=1
〈Θw〉Cw.
(b) Conversely, let Cw(⊆ Gw) be a linear code of length ℓ over Fw for 1 ≤ w ≤ r. Then C =
r⊕
w=1
〈Θw〉Cw is a
Λ-multi-twisted code of length n over Fq.
Proof. Working in a similar manner as in Theorem 3.4 and Remark 3.5 of Gu¨neri et al. [6], the desired result
follows.
In the following theorem, we provide a trace description for Λ-multi-twisted codes of length n over Fq using
their concatenated structure.
Theorem 6.2. Let C be a Λ-multi-twisted code of length n over Fq with the constituents as C1, C2, · · · , Cr. For
δw = (δw,1, δw,2, · · · , δw,ℓ) ∈ Cw with 1 ≤ w ≤ r, let us define
ci(δ1, δ2, · · · , δℓ) =
1
mi
( r∑
w=1
TrFw/Fq (δw,i),
r∑
w=1
TrFw/Fq(δw,iα
−1
w ), · · · ,
r∑
w=1
TrFw/Fq(δw,iα
−(mi−1)
w )
)
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for 1 ≤ i ≤ ℓ. Then we have
C = {
(
c1(δ1, δ2, · · · , δℓ), c2(δ1, δ2, · · · , δℓ), · · · , cℓ(δ1, δ2, · · · , δℓ)
)
: δw = (δw,1, δw,2, · · · , δw,ℓ) ∈ Cw for 1 ≤ w ≤ r}.
Proof. By Theorem 6.1, we see that the code C has the concatenated structure C =
r⊕
w=1
〈Θw〉Cw, where
〈Θw〉Cw =
{
(ψw,1(δw,1), ψw,2(δw,2), · · · , ψw,ℓ(δw,ℓ)) : δw = (δw,1, δw,2, · · · , δw,ℓ) ∈ Cw
}
. From this, we get
C =
{
(
r∑
w=1
ψw,1(δw,1),
r∑
w=1
ψw,2(δw,2), · · · ,
r∑
w=1
ψw,ℓ(δw,ℓ)) : δw = (δw,1, δw,2, · · · , δw,ℓ) ∈ Cw
}
. By (6.1), we see that
r∑
w=1
ψw,i(δw,i) =
1
mi
( r∑
w=1
TrFw/Fq (δw,i),
r∑
w=1
TrFw/Fq (δw,iα
−1
w ),
r∑
w=1
TrFw/Fq (δw,iα
−2
w ), · · · ,
r∑
w=1
TrFw/Fq (δw,iα
−(mi−1)
w )
)
for 1 ≤ i ≤ ℓ, from which the desired result follows.
We shall illustrate the above theorem in the following example:
Example 6.1. Let q = 7, ℓ = 2, m1 = 2, m2 = 4, Λ = (2, 4) and F7 = Z7. Here we have V = V1 × V2, where
V1 =
F7[x]
〈x2−2〉 and V2 =
F7[x]
〈x4−4〉 . Further, we see that the irreducible factorizations of the polynomials x
2−2 and x4−4
over F7 are given by x
2−2 = (x+3)(x+4), x4−4 = (x+3)(x+4)(x2+2). If we take g1(x) = x+3, g2(x) = x+4
and g3(x) = x
2 + 2, then we have F1 ≃ F2 ≃ F7 and F3 ≃ F49. From this and by applying Chinese Remainder
Theorem, we get V ≃ (F1, F1) ⊕ (F2, F2) ⊕ ({0}, F3). Now if C is a (2, 4)-multi-twisted code of length 6 over F7
with the constituents as C1, C2 and C3, then by Theorem 6.2, the code C is given by{(
a+c
2 ,
2a+5c
2 ,
b+d+2e
4 ,
2b+5d+2f
4 ,
4b+4d+2eα−2
3
4 ,
b−d+2fα−2
3
4
)
: (a, b) ∈ C1, (c, d) ∈ C2, (0, e+ α3f) ∈ C3
}
,
where α3 is a root of the polynomial g3(x) in F3.
In the following theorem, we obtain a minimum distance bound for Λ-multi-twisted codes of length n over Fq
using their multilevel concatenated structure.
Theorem 6.3. Let C be a Λ-multi-twisted code of length n over Fq with the non-zero constituents as Cw1 , Cw2 , · · · , Cwt ,
where 1 ≤ w1, w2, · · · , wt ≤ r. Let dj be the minimum Hamming distance of the code Cwj for 1 ≤ j ≤ t. Let us
assume that d1 ≤ d2 ≤ · · · ≤ dt. Let us define Kv = min
I⊆{1,2,··· ,ℓ}
|I|=dv
{ ∑
g∈I
dmin(〈θw1,g〉 ⊕ 〈θw2,g〉 ⊕ · · · ⊕ 〈θwt,g〉)
}
for
v ∈ {1, 2, · · · , t}. Then the minimum Hamming distance dmin(C) of the code C satisfies
dmin(C) ≥ min{K1,K2, · · · ,Kt}.
(Throughout this paper, dmin denotes the minimum Hamming distance of the code.)
Proof. Working in a similar manner as in Theorem 4.2 of Gu¨neri et al. [6], the desired result follows.
Conclusion and future work
In this paper, the algebraic structure and duality properties of multi-twisted codes of length n over Fq are
studied with respect to the standard inner product on Fnq . A method to construct these codes is provided and two
lower bounds on their minimum Hamming distances are also obtained. It would be interesting to further develop
generator theory for these codes and to study their duality properties with respect to other inner products over
finite fields.
19
References
[1] Aydin, N. and Haliovic´, A.: A generalization of quasi-twisted codes:Multi-twisted codes, Finite Fields Appl.
45, pp. 96-106, 2017.
[2] Dinh, H.Q.: On repeated-root constacyclic codes of length 4ps, Asian Eur. J. Math. 6, 1350020, 2013.
[3] Esmaeili, M. and Yari, S.: Generalized quasi-cyclic codes: structural properties and code construction, Appl.
Algebra Eng. Commun. Comput. 20(2), pp. 159-173, 2009.
[4] Grove, L. C.: Classical Groups and Geometric Algebra, American Mathematical Society, Providence, Rhode
Island (2008).
[5] Gulliver, T.A. and Bhargava, V.K.: Some best rate 1/p and rate (p − 1)/p systematic quasi-cyclic codes,
IEEE Trans. Inf. Theory 37(3), pp. 552-555, 1991.
[6] Gu¨neri, C., O¨zbudak, F., O¨zkaya, B., Sacikara, E., Sepasdar, Z., Sole, P.: Structure and performance of
generalized quasi-cyclic codes, arXiv:1702.00153, 2017.
[7] Huffman, W. C. and Pless, V.: Fundamentals of error-correcting codes, Cambridge University Press, 2003.
[8] Huffman, W. C.: Cyclic Fq-linear Fqt -codes, Int. J. Inform. Coding Theory 1(3), pp. 249-284, 2010.
[9] Jia, Y.: On quasi-twisted codes over finite fields, Finite Fields Appl. 18, pp. 237-257, 2012.
[10] Kasami, T.: A Gilbert-Varshamov bound for quasi-cyclic codes of rate 1/2, IEEE Trans. Inf. Theory 20(5),
p. 679, 1974.
[11] Ling, S. and Sole´, P.: On the algebraic structure of quasi-cyclic codes I: Finite fields, IEEE Trans. Inf.
Theory 47(7), pp. 2751-2760, 2001.
[12] Ling, S. and Sole´, P.: On the algebraic structure of quasi-cyclic codes III: Generator theory, IEEE Trans.
Inf. Theory 51(7), pp. 2692-2700, 2005.
[13] MacWilliams, F.J. and Sloane, N.J.A.: The theory of error-correcting codes, North-Holland, 1977.
[14] Pless, V.: On the uniqueness of Golay codes, J. Combin. Theory 5, pp. 215-228 (1968).
[15] Prange, E.: Cyclic error-correcting codes in two symbols, Air force Cambridge research center, p. 103, 1957.
[16] Saleh, A. and Easmaeili, M.: On complementary dual quasi-twisted codes, J. Appl. Math. Comput., DOI
10.1007/s12190-016-1064-1, 2016.
[17] Sharma, A. and Kaur, T.: Enumeration formulae for self-dual, self-orthogonal and complementary-dual
quasi-cyclic codes over finite fields, Cryptogr. Commun. DOI 10.1007/s12095-017-0228-7, 2017.
[18] Sharma, A. and Rani, S.: Trace description and Hamming weights of irreducible constacyclic codes, Adv.
Math. Commun., accepted, 2017.
[19] Siap, I. and Kulhan, N.: The structure of generalized quasi-cyclic codes, Appl. Math. E-Notes 5, pp. 24-30,
2005.
[20] Solomon, G. and Tilborg, H.C.A.V.: A connection between block codes and convolutional codes, SIAM J.
Appl. Math. 37(2), pp. 358-369, 1979.
[21] Townsend, R.L. and Weldon, E.J., Jr.: Self-orthogonal quasi-cyclic codes, IEEE Trans. Inf. Theory 13(2),
pp. 183-195, 1967.
[22] Taylor, D.E.:The geometry of classical groups, Heldermann-Verlag, 2009.
[23] Weldon, E.J.: Long quasi-cyclic codes are good, IEEE Trans. Inf. Theory 16(1), p. 130, 1970.
20
