Abstract. In this article we prove new results concerning the structure and the stability properties of the global attractor associated with a class of nonlinear parabolic stochastic partial differential equations driven by a standard multidimensional Brownian motion. We first use monotonicity methods to prove that the random fields either stabilize exponentially rapidly with probability one around one of the two equilibrium states, or that they set out to oscillate between them. In the first case we can also compute exactly the corresponding Lyapunov exponents. The last case of our analysis reveals a phenomenon of exchange of stability between the two components of the global attractor. In order to prove this asymptotic property, we show an exponential decay estimate between the random field and its spatial average under an additional uniform ellipticity hypothesis.
Introduction and preliminaries
Consider a filtered probability space (Ω, F , (F t ) t∈R + , P) on which is defined a standard r-dimensional Brownian motion (W t ) t∈R + = (W 
We write · 2 for the usual L 2 (D)-norm and C((0, T ); L 2 (D)) for the space of all continuous mappings from the interval (0, T ) into L
2 (D) when T ∈ R + . Among all the possible ways to define a notion of solution to Problem (1.1) (see Sanz-Solé and Vuillermot [17] ) we choose the following. Definition 1.1. We say that the L 2 (D)-valued, measurable random field (u ϕ (·, t)) t∈R + defined on Ω, F , (F t ) t∈R + , P is a solution-random field to Problem (1.1) if the following conditions hold:
(1) (u ϕ (·, t)) t∈R + is adapted to the filtration (F t ) t∈R + ;
(2) for every T ∈ R + we have u ϕ ∈ L 2 (0, T ) × Ω; According to the results of Bergé et al. [3] , there is a unique solution (u ϕ (·, t)) t∈R + of (1.1).
Monotonicity methods for stability and Lyapunov exponents

Generalities on the asymptotic behaviour
The monotonicity methods we will develop below are based on the following comparison principle related to the initial data (see Bergé et al. [3] ). Theorem 2.1. Let ψ 1 and ψ 2 be two functions satisfying Hypothesis (I) . Let (u ψ1 (·, t)) t∈R + (resp. (u ψ2 (·, t)) t∈R + ) be the solution of the SPDE (1.1) with initial condition ψ 1 (resp. ψ 2 ). In addition, we assume that
dx-a.e. Then we have u ψ1 (x, t) u ψ2 (x, t) dx ⊗ P-a.e. for all t ∈ R + .
The key point is to find initial conditions ψ for which the investigation of the random field (u ψ (·, t)) t∈R + is simpler than (u ϕ (·, t)) t∈R + . The simplest ones are those starting from a constant initial condition. That is the reason why we apply the comparison principle with constant initial conditions ϕ 1 = ess inf 
for t 0. We deduce from the comparison theorem that
dx ⊗ P-a.e. for all t ∈ R + . We first state that equilibrium points u 0 and u 1 are non attainable in finite time.
Proposition 2.2. We suppose (K),(G), (H) and (I). Then we have
Proof. We start by proving the result for j = 0. Thanks to the inequalities (2.3) it is sufficient to prove the result for the process (v 1 (t)) t∈R + . Let ε be in (0, 1) and (r n ) n∈N be a sequence of radii decreasing to 0. For each n ∈ N, f n is a twice-differentiable function on
we define the sequence of increasing stopping times T n = inf{t > 0 : |v 1 (t) − u 0 | = r n }. Now we apply Itô's formula to e −βt f n between 0 and t ∧ T n , β to be fixed later. We obtain
Taking expectation, this leads to
where K is a bound of the function
Therefore, if we choose β > K, and using (2.5), the relation (2.4) becomes
where we have used v 1 (T n ) = r n + u 0 . Defining T = lim n→+∞ T n (P-a.s.) and letting n tend to infinity in (2.6),
we have by the monotone convergence theorem,
Consequently, P{T = +∞} = 1 and the result follows. The proof of the result for j = 1 is omitted. We use the same arguments with the random process (v 2 (t)) t∈R + and a suitable sequence of functions (f n ) n∈N .
In the above proof, (v 1 (t)) t∈R + and (v 2 (t)) t∈R + , which solves respectively the SDE (2.1) and (2.2), play an important role that will increase in the following. We recall that the Feller function is a useful tool used to investigate the long-time behaviour of SDE's. This function is defined as a solution of the ordinary differential equation
for u ∈ (u 0 , u 1 ). We have to study the local behaviour of F near u 0 and u 1 (see Ikeda and Watanabe [11] , p. 362). So we write that
where µ and ν are two arbitrary points of (u 0 , u 1 ).
We precise the behaviour of the Feller function around u 0 and u 1 in the next proposition.
Proposition 2.3.
For the function F , we have those four following cases.
Remark 2.4. It is worth noting that, since the function g may vanish, these four cases are possible. In Chueshov and Vuillermot [6] , the case (C) may occur, but not the case (D) whereas in Bergé et al. [3] and in Chueshov and Vuillermot [7] , the case (D) appears but not the case (C). This shows that our framework encompasses all the cases of Bergé et al. [3] , Chueshov and Vuillermot [6] and Chueshov and Vuillermot [7] .
Proof. We essentially use the same arguments as in Bergé et al. [3] . It is easy to check that there exist c 1 and c 2 such that for u ∈ (u 0 , u 1 ),
The behaviour of F around u 0 and u 1 is then driven by the integrability of the function
around u 0 and by the integrability of the function
around u 1 . This implies cases (A), (B), (C) and (D).
We begin with the simplest cases (A) and (B), where the global attractor is exactly one of the two equilibrium states.
Global asymptotic stability: the cases (A) and (B)
In cases (A) and (B), we investigate in details the long-time behaviour of the random field (u ϕ (·, t)) t∈R + and are able to compute the Lyapunov exponents.
Let A be the function defined for u ∈ (u 0 , u 1 ) by 
(ii) there exist two constants c 3 and c 4 such that, for all y ∈ (u 0 + c, u 1 ),
The following theorem states that the global attractor is non random and consists of the two stationary states u 0 and u 1 . It is worth noting that in the cases (A) and (B), the roles of u 0 and u 1 are inverted. In both cases, we can exactly determine the corresponding Lyapunov exponents. This result is a direct consequence of the comparison Theorem.
Theorem 2.6. In the case (A), the following relation holds
and we explicitly compute the Lyapunov exponent
In the case (B), the following relation holds
Proof. We only prove the case (A) (the proof of (B) is similar and omitted). We deduce from (2.3) that
A direct application of classical results on the asymptotic behaviour of SDE's (see Ikeda and Watanabe [11] , Th. 3.1, p. 362) and Proposition 2.3 yield
hence the relation (2.9) holds. The further argument is the same as in Bergé et al. [3] .
In order to give more precise properties of the two steady states, we recall three definitions related to stability in a random framework. Analogous notions of stability for ordinary stochastic differential equations are used to study random dynamical systems generated by ordinary Itô equations (Arnold [1] , Gihman and Skorohod [8] , Hasminskii [10] ). Definition 2.7. We say that u 0,1 ∈ {u 0 , u 1 } is stable in probability if the relation
holds for every ε > 0.
Definition 2.8. We say that u 0,1 ∈ {u 0 , u 1 } is globally asymptotically stable in probability if relation (2.13) holds and if we have P lim
for every initial condition ϕ satisfying hypothesis (I).
Definition 2.9. We say that u 0,1 is unstable in probability if relation (2.13) does not hold.
To achieve our study of the asymptotic behaviour of the process (u ϕ (·, t)) t∈R + in the cases (A) and (B), we give the stability properties of the equilibrium states.
Theorem 2.10. Assume that (K), (G), (H) and (I) hold. In the case (A)
, u 0 is globally asymptotically stable in probability and u 1 is unstable in probability. In the case (B), u 1 is globally asymptotically stable in probability and u 0 is unstable in probability.
Remark 2.11. Intuitively the theorem claims that in the case (A), u 0 attracts the random field whereas u 1 repels it. In the case (B), the roles of u 0 and u 1 are inverted.
Proof. In the case (A), we first prove that for all ε > 0, and all δ 1 > 0, there exists δ 2 ∈ (0, δ 1 ) such that for all
Actually, as we have
it suffices to prove the second inequality. Let F 0 be the solution of the differential equation
The hypothesis 2g (u 0 ) < |h (u 0 )| 2 ensures that F (u 0 ) exists (we take µ = u 0 in formula (2.8)). As F 0 is strictly increasing, we have F 0 (u) > 0 for all u ∈ (u 0 , u 1 ). Let τ be the stopping time defined by τ = inf{t > 0 : v 2 (t) > δ 1 + u 0 }. Applying Itô's formula between 0 and τ ∧ n for all n ∈ N, we have
Since F 0 satisfies relations (2.15) and ϕ 2 > u 0 , taking expectation yields
We choose δ 2 such that F 0 (δ 2 ) = εF 0 (δ 1 ). This choice is possible because the function F 0 is strictly increasing, F 0 (u 0 ) = 0 and F 0 (u) tends to ∞ when u tends to u 1 . With this choice for δ 2 in (2.17), we obtain P{τ < +∞} ε.
To the end, it remains to prove the unstability of the state u 1 in the case (A). Actually, we prove the following stronger result:
Thanks to the inequalities (2.3), we deduce that
so it remains to prove that
Let ε > 0 be fixed and b a real such that
, (2.19) where the last inequality comes from classical arguments Ikeda and Watanabe [11] . The relation (2.18) is a direct consequence of letting b tends to u 1 in the relation (2.19) combining with the result of Proposition 2.3.
To prove the stability of u 1 for the case (B), we have to show that for all ε > 0, for all 0
The proof is analogous. Instead of the function F 0 , we work with F 1 , solution of the problem
and note that F 1 is non-positive, increasing, and F 1 (u) tends to −∞ when u tends to u 0 .
Recurrence properties: the case (C)
In this section, we deal with the case (C). This situation is more chaotic and an oscillation phenomenon sets in for large times. Indeed, we will see in the following theorem that u ϕ travels back and forth between the two stationary states u 0 and u 1 in a recurrent way in the sense that it can reach every point within (u 0 , u 1 ) almost surely in finite time.
Theorem 2.12. In the case (C), the following assertions are true:
Proof. Using the relations (2.3), we obtain
dx ⊗ P-a.e. and for all t ∈ R + . To prove (i), it remains to show that lim sup t→+∞ v 1 (t) = u 1 P-a.s., but this is a direct consequence of Ikeda and Watanabe [11] , p. 362. Since
dx ⊗ P-a.e., the proof of (ii) is similar.
, and let
be the first time that the process (L(u ϕ (·, t))) t∈R + reaches y (with convention inf ∅ = +∞). Then, for all y ∈ (u 0 , u 1 ) we have P{τ y < +∞} = 1.
Remark 2.14. An interesting application of this corollary is the choice of L as an average operator over any small ball strictly included in D. Let x 0 ∈ D and ε > 0 be such that the ball B(
The theorem claims that we can reach in finite time all the values for the spatial mean for the process (Qu ϕ (·, t)) t∈R + .
Proof. With the hypotheses on L, we have, for all
P-a.s. We fix y ∈ (u 0 , u 1 ). By the proof of Theorem 2.12, for almost all ω ∈ Ω, and for all n ∈ N * , there exist
Theorem 2.15. In the case (C), both steady states u 0 and u 1 are unstable in probability.
Remark 2.16. In this case, the steady states u 0 and u 1 repel the random field simultaneously away.
Proof. We prove that u 1 is unstable in probability. Since
for any ε > 0 we have
Let b be a real such that
We use Ikeda and Watanabe [11] , page 362, and Proposition 2.3 in order to obtain
Hence u 1 is unstable in probability and analogous computations show that u 0 is also unstable in probability.
Stability in probability in the case (D)
Before studying the case (D) in details in the next section, the following theorem states the properties of stability in probability of the two steady states u 0 and u 1 . The proof is similar to the proof of Theorem 2.10, and it is again a consequence of monotonicity methods. 
Purely random attractor
The main result of this section is that the random field (u ϕ (·, t)) t∈R + converges to a Bernoulli random variable with values in {u 0 , u 1 } (see Th. 3.5 below). This kind of behaviour appears only in the more difficult case (D) and this ends the monotonicity methods. Indeed, if we use the same technics as in the previous section, we can only have the following estimates:
Unfortunately the sum of the two above probabilities is equal to 1 if and only if ϕ 1 = ϕ 2 , which is out of interest.
From now on, we give up the monotonicity methods and we will be able to solve our problem only when the ellipticity constant k 1 is large enough (see Hypothesis (K)). This restriction appears in the exponential decay estimate (see Prop. 3.1) between the random field and its spatial average. We introduce the positive linear continuous operator Q defined on L 2 (D) by
We note Qh for the vector (Qh 1 , . . . , Qh r ).
It is worth noting that all the information about the limit of (u ϕ (·, t)) t∈R + will be contained in the process (Qu ϕ (·, t)) t∈R + , which satisfies
The above relation is a SDE when we choose ϕ = ϕ 1 or ϕ = ϕ 2 as initial conditions. In that case, we obtain equations (2.1) and (2.2).
Proposition 3.1. Assume (K), (G), (H) and (I) hold. Then, if k
Here, C D denotes the constant appearing in Poincaré-Wirtinger's inequality (see Brézis [4] ) and it only depends on the geometry of the domain D.
Remark 3.2.
This result means that the random field stabilizes almost surely for large times around a spatially homogeneous random process.
Remark 3.3. The above result implies that for all γ ∈ (0, 1], we have
The proof is quite similar of the one given in Chueshov and Vuillermot [7] . Nevertheless, we give it for the convenience for the reader.
Proof. We first prove that there exists k * such that for all k 1 k * , there exists α ∈ R + such that
We apply Itô's formula. Taking expectation yields
Thanks to Poincaré-Wirtinger's inequality (see Brézis [4] ), there exists a universal constant C D > 0 such that
Using the ellipticity assumption (see Hypothesis (K)) and (3.8), (3.7) becomes
We estimate the second term of the right-hand side of relation (3.9). We have
for all t ∈ R + . Note that g(Qu ϕ (·, t)) and Qg(u ϕ (·, t)) do not depend on x. So the second term of the right-hand side vanishes thanks to the definition of Q. Finally we obtain
Now we estimate the last term of the right-hand side of the relation (3.9), we have,
We write
and we replace it into (3.11) to obtain
Finally, injecting relations (3.10) and (3.12) in the relation (3.9), we get
∞ , relation (3.13) is exactly (3.6). Integrating relation (3.13) between 0 and t gives the result, namely (3.4).
The asymptotic behaviour of (u ϕ (·, t)) t∈R + is then quite close to the asymptotic behaviour of the random process (Qu ϕ (·, t)) t∈R + . We specify its long-time behaviour in the following theorem.
Theorem 3.4. Assume Hypotheses (K), (G), (H) and (I) hold. In addition, we assume that k
1 k * (see Prop. 3
.1). Then, in the case (D), there exists a real number Z such that
and
where F is a Feller function (see Relation (2.8)).
The technics used in the proof of this result are similar to those used in the classical theory of SDE's. The proof is quite long and postponed in the following section.
We now give the main result of this section. This theorem shows that the random field converges to a random variable taking its values in {u 0 , u 1 }.
Theorem 3.5. Assume that (K), (G), (H) and (I) hold. In addition, we assume that the ellipticity constant
k 1 k * (see Prop. 3
.1) and that the coefficients satisfy the relation of the case (D) (see Prop. 2.3). Let ξ be the random variable defined by
where
More precisely, there exists a real number Z (the constant appearing in Th. 3.4) and a sequence (t n ) n∈N which tends to +∞ such that
Remark 3.6. This theorem is a improvement of Theorem 2.7 of Chueshov and Vuillermot [7] . Indeed the authors investigate only the case when the sign of the drift coefficient g is constant. This result specify one of the alternative behaviour described in Hetzer et al. [9] . Unfortunately, we are not able to get rid of the assumption on the ellipticity constant.
Proof. Using the relation (3.1) and the definition of ξ, we have
Thanks to Theorem 3.4 and the dominated convergence theorem, we infer that (3.16) holds. Now we write
Using (3.14), we get
In a similar way, we can show that
Since the sum of these two probabilities is 1, it is clear that we have (3.17) and (3.18).
Asymptotic behaviour of the spatial average
In this section we prove Theorem 3.4 stated in the previous one. We need several auxiliary results. We begin with a simple remark about the functions g and h j 's. 
The same holds with the functions h j 's. It is clear that the left-hand side of (4.1) is bounded. This estimation clarify the local behaviour of
Lemma 4.2. Assume hypothesis (G) (resp. (H)). Then there exists a constant C such that for all
almost surely (resp. h j instead of g).
Proof. We only prove the result for the function g. Using a Taylor expansion around the point Qu ϕ (·, t) there exists a measurable function λ ∈ (0, 1) depending on x, t and ω such that for all t > 0 . Arguing as in Ikeda and Watanabe [11] , we first compute the probability that the process (Qu ϕ (·, t)) t∈R + leaves the interval (a, b) by the left side (namely the point a) and the probability that the process goes out from this interval by the point b. In order to do this, we need that τ a,b is almost surely finite which is the purpose of the Proposition 4.5 below.
Proposition 4.3. Assume hypotheses (K), (G), (H) and (I) hold. In addition we assume that k
.1) and that the coefficients satisfy the relation of the case (D). Then there exists a random variable
Proof. The proof will be divided into several steps. We first introduce an auxiliary random process. We apply Itô's formula to a Feller function F and we obtain for all t > 0
So the random process (R (t; a, b) ) t∈R + defined by
arises naturally. We now focus on it.
Step 1.
and we show that there exist c > 0 and γ ∈ (0, 1] such that almost surely
Indeed, replacing F from relation (2.7) into (4.5), we have for all
P-a.s. with
We first estimate ∆ 1 . We have for γ ∈ (0, 1) to be fixed later,
where we have used (4.1) and (4.2). We show that the continuous function u → 2F (u)G(u) 1−γ is bounded. The problem lies around u 0 and u 1 . But in a neighborhood of u 0 we have the following equivalence
|h (u0)| 2 > 0 and the function is bounded (we fix γ = 1). But if not, keeping in mind that we are in the case (D), we may choose 0 < γ < 1 − 2g (u0) |h (u0)| 2 and the function is bounded around u 0 . Similar arguments are valid around u 1 . So we choose γ such that
(4.10)
P-a.s. Now we look at ∆ 2 closer. Using (4.1) and (4.2), we estimate |∆ 2 (s)|,
so it is bounded. Similar arguments are valid around u 1 . If we choose the same γ as in (4.10) we obtain that
P-a.s. for all s ∈ R + . Using (4.10) and (4.11), we obtain (4.6) and the step 1 is proved.
Step 2. There exists a random variable
Indeed, using the dominated convergence theorem and (3.5) we get
0.
Then it is sufficient to take R(a, b) as the strong limit of R(t; a, b) in L 1 (Ω).
Step 3. We prove (4.3) and (4.4). We admit for the moment that τ a,b is finite almost surely (this will be proved in Prop. 4.5 below). Since F is a bounded continuous function (in the case (D)), the following relation holds almost surely
The dominated convergence theorem yields
Taking expectation in (4.5) and letting t tend to +∞, we obtain
Since F is one-to-one, we infer that
Since P{τ a,b < +∞} = 1 (see Prop. 4.5), it holds that P Qu ϕ (·, τ a,b ) = a + P Qu ϕ (·, τ a,b ) = b = 1 and the result is proved.
Remark 4.4.
If the sign of the coefficient g is constant, then the limit of R(t; a, b) as t → ∞ can be easily deduced from monotone arguments. This is one of the reason why this proposition seemed to be less important in Chueshov and Vuillermot [7] and was totally useless in Chueshov and Vuillermot [6] and Bergé et al. [3] . Actually, in Chueshov and Vuillermot [6] , Chueshov and Vuillermot [7] and Bergé et al. [3] , the asymptotic behaviour of (Qu ϕ (·, t)) t∈R + follows trivially from a martingale convergence theorem.
It remains to prove the following proposition. in particular P{τ a,b < +∞} = 1.
Remark 4.6. In Chueshov and Vuillermot [7] , the exit time τ a,b is trivially almost surely finite since the authors first prove that the limit of the process (Qu ϕ (·, t)) t∈R + takes its values in {u 0 , u 1 }. Thus the process leaves each intervals (a, b) in finite time. However, they need the finiteness of this exit time in a similar way.
Proof. We first introduce the function H, solution of the following differential equation
Simple computations allow us to write the function H explicitly
where w(s) = 2 |h(s)| and F is the Feller function (Relation (2.7)). We have
. So it is a bounded function on [u 0 , u 1 ] (the study near u 1 is similar). Since H is bounded, H is also bounded.
We turn to the proof of the relation (4.12). We apply Itô's formula to (Qu ϕ (·, t)) t∈R + with the function H. This yields
We use the relation (4.13) and we obtain
Here we are in the frame of (4.8) and (4.9) with the function H instead of F . Since H is bounded, we may do the same computation as in the step 1 of the proof of Proposition 4.3 and obtain that
Using (3.5), we deduce that
Using (4.14) and Fatou's lemma we get
thank to (4.15) and the boundedness of H. Consequently,
By hypothesis (H), min
u∈ [a,b] |h(u)| > 0, then Eτ a,b is finite for all a, b ∈ (u 0 , u 1 ).
Proof of Theorem 3.4. We put u 0 < a < a 
The above probability is well defined since F (u 1 ) and F (u 2 ) are finite in the case (D). We put Z = ER. So (3.14) is proved and similar computations yield (3.15).
Stratonovitch's case and concluding remarks
We end this work with concluding remarks which allow us to compare our results with those of Chueshov and Vuillermot [6] , Chueshov and Vuillermot [7] , Bergé et al. [3] and Hetzer et al. [9] . There are not many differences between the two formulations: on one hand, our evolution operator is more general than in the Laplacian operator and on the other hand, their drift coefficients may depend on the space variable.
The authors also proved that three alternatives are met. The two first ones are the convergence towards one of the trivial equilibrium, or oscillation between them. The last alternative says that every solution is neither bounded away from the trivial equilibrium nor converges to them. This result is essentially contained in Theorem 2.17 and in the estimations (3.1) and (3.2) appearing in our case (D). Moreover, in our work, we give a more precise description of this asymptotic behaviour in terms of the attraction towards a Bernoulli law.
