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a b s t r a c t
Let X ⊂ Pn, n ≥ 5, be a general union of x planes and y lines. Here we prove that X has the
expected postulation if x is small with respect to y.
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1. Introduction
In [3,4] Carlini et al. made a conjecture about the Hilbert function of general disjoint unions of linear spaces: their Hilbert
function should be the minimal one compatible with the Hilbert function of each linear space and of the ambient projective
space. In the introduction of [3] they gave several reasons for studying their conjecture (e.g. [5,6]). In [3], Section 5, they also
applied this question to a certain kind of polynomial interpolation [1,2]. They also proved it in a few cases. Here we improve
[4] and prove the following result.
Theorem 1. Fix non-negative integers n, x, y such that n ≥ 5. Let X ⊂ Pn be a general disjoint union of x planes and y lines. Let
k be the minimal positive integer such that
x

k+ 2
2

+ y(k+ 1) ≤

k+ n
n

. (1)
Assume x ≤ k+ n− 5. Then h0(IX (t)) = 0 for all t ≤ k− 1 and h1(IX (t)) = 0 for all t ≥ k.
A scheme X with the cohomology claimed in the statement of Theorem 1 is said to havemaximal rank or good postulation
or the expected postulation for the following reason. Usually a closed subscheme X ⊆ Pn is said to have maximal rank if for
every integer t the restrictionmapρX,t : H0(OPn(t))→ H0(X,OX (t))hasmaximal rank, i.e. it is either injective or surjective.
Since h1(OPn(t)) = 0 for all t ∈ Z, X has maximal rank if and only if for each t ∈ N either h0(IX (t)) = 0 or h1(IX (t)) = 0.
In our case X is a disjoint union of x planes and y lines. Thus h0(X,OX (t)) = χ(OX (t)) = x
t+2
2
 + y(t + 1) for all t ≥ 0.
Thus the condition ‘‘h1(IX (t)) = 0 for all t ≥ k’’ is equivalent to the condition ‘‘h0(IX (t)) =
n+t
n
− xt+22 − y(t + 1) for all
t ≥ k’’. Thus X has maximal rank if and only if h0(OPn(t)) − h0(IX (t)) =
n+t
t

if t ≤ k − 1 and h0(OPn(t)) − h0(IX (t)) =n+t
t
 − xt+22  − y(t + 1) if t ≥ k, i.e. if and only if the restriction map ρX,t : H0(Pn,OPn(t)) → H0(X,OX (t)) has rank
min{n+tn , xt+22  + y(t + 1)} for all t ∈ N. Recall that rank(ρX,t) is by definition the value at t of the Hilbert function of
X . Thus X has maximal rank if and only if its Hilbert function is bipolynomial in the sense of [4]. Of course, to check the
condition ‘‘h1(IX (t)) = 0 for all t ≥ k’’ it is sufficient to prove h1(IX (k)) = 0 (e.g. use the Castelnuovo–Mumford lemma).
The integer k appearing in the statement of Theorem 1 is often called the critical value of X or the critical value of the triple
(n, x, y). If we fix n and x and then send y to +∞, the critical value k increases like (n! · y)1/(n−1), because for that value of
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k we have
k+n
n
 ∼ (k + 1)y. If we fix n and take pairs (x, y) in which y goes to +∞ and either y ≥ x2 or x ≤ k(n−3)/2 (or
x ≤ k(n−2−ϵ)/2 with ϵ > 0), then the same asymptotic estimate for k holds, except for the constant n!. Fix the integer n ≥ 5
and take k large. Take any pair (x, y) such that (n, x, y) has critical value k. Since y ≥ 0, we get x ≤ n+kn /k+22  ∼ 2kn−2/n!.
For fixed n and y, we are able to prove the following asymptotic result in which x is less than a function which behaves like
kn−4/(n− 4)! for k →+∞.
Theorem 2. For every integer n ≥ 6 there is a function αn : N→ N such that
lim
k→+∞αn(k)/k
n−4 = 1/(n− 4)!
and the following property holds. Fix non-negative integers x, y, k such that the triple (n, x, y) has critical value k and x ≤ αn(k).
Let A ∪ B ⊂ Pn be a general disjoint union of x planes and y lines. Then A ∪ B has maximal rank.
Theorem 2 is part (iii) of the statement of Proposition 1. We need parts (i) and (ii) of Proposition 1 for its very easy
inductive proof.
Every general disjoint union of linear spaces with critical value 2 has maximal rank ([3], Theorem 3.2). In Section 6 we
look at disjoint unions of planes and lines with critical value 3. Fix a triple (n, x, y) with critical value 3. Let X ⊂ Pn be a
general disjoint union of x planes and y lines. Since y ≥ 0, we have x ≤ ⌊n+33 /6⌋. For n ≫ 0 we have ⌊n+33 /6⌋ ∼ n3/36.
We are able to prove that X has maximal rank if x ≤ xn, where xn ∼ n3/36 for n ≫ 0 (Theorem 3).
In the proof of Theorem 1 we use the main result proved in [4], i.e. the case x = 1 of Theorem 1 (even in P4). Both in [4]
and here the strategy is suggested from [7], where the case x = 0 of Theorem 1 is proved. Essentially, to get Theorem 1 we
just add one plane at each inductive step. To get Theorem 2 we add several planes at each inductive step, but we are only
able to this for large critical values. All the ideas are contained in [7].
We work over an algebraically closed fieldK such that char(K) = 0. We use the characteristic zero assumption to quote
[3] and [4] and in two key observations (Lemmas 1 and 2), which saves us a huge amount of work and space. Indeed, the use
of these well-known remarks is our main contribution here to the conjecture raised in [3]. The inductive proof of Theorem 1
uses several numerical lemmas.We chose to state and prove them in Section 7 at the end of the paper. The reader will notice
that the only numerical lemma needed for the proof of Proposition 1 and hence of Theorem 2 (i.e. Lemma 12) is trivial and
proved before the statement of Proposition 1.
2. Preliminaries
For any integral scheme M ⊂ Pm, m ≥ 2, and any P ∈ Mreg let χM(P) denote the first infinitesimal neighborhood of P
in M , i.e. the closed subscheme of M with (IP,M)2 as its ideal sheaf. Thus χM(P)red = {P}, length(χM(P)) = dimP(M) + 1
and χM(P) = χTPM(P). If dimP(M) = 1 (resp. dimP(M) = 2) we often call χM(P) a tangent vector (resp. a planar length
3 subscheme) of Pm. The set of all tangent vectors (resp. planar length 3 subschemes) of Pm is parametrized by an integral
quasi-projective variety. Hence for all non-negative integers α, β we may look at the cohomological properties of a general
union Z ⊂ Pm of α tangent vectors and β planar length 3 subschemes of Pm.
Remark 1. Fix a reducible conic D ⊂ Pn, n ≥ 3, and let P be its singular point. Let M ⊆ Pn be any 3-dimensional linear
space containing D. The scheme D∪χM(P) is a flat degeneration insideM and hence inside Pn of a flat family whose general
element is the disjoint union of two lines [7]. Let H ⊂ Pn be any hyperplane containing P , but no irreducible component of
D. The scheme D ∩ H is a tangent vector of H with P as its reduction. Fix P and H , but take as D a general reducible conic
with P as its singular point. Then D ∩ H is the general tangent vector of H with P as its support. Now takeM general. Then
(D ∪ χM(P)) ∩ H = χM∩H(P). Thus (D ∪ χM(P)) ∩ H is a general planar length 3 subscheme of H with P as its reduction.
Remark 2. Let X be any projective scheme and D any effective Cartier divisor of X . For any closed subscheme Z of X let
ResD(Z) denote the residual scheme of Z with respect to D, i.e. the closed subscheme of X with IZ : ID as its ideal sheaf. For
every L ∈ Pic(X)we have the exact sequence
0→ IResD(Z) ⊗ L(−D)→ IZ ⊗ L → IZ∩D,D ⊗ (L|D)→ 0. (2)
From (2) we get
hi(X, IZ ⊗ L) ≤ hi(X, IResD(Z) ⊗ L(−D))+ hi(D, IZ∩D,D ⊗ (L|D))
for every integer i ≥ 0.
Lemma 1. Fix any schemeW ⊂ Pm and any integer t ≥ 0. Then (after fixingW and t) fix a general P ∈ Pm and a general tangent
vector v such that vred = {P}. If h0(IW (t)) ≤ 2, then h0(IW∪v(t)) = 0. If h0(IW (t)) ≥ 2, then h0(IW∪v(t)) = h0(IW (t))− 2
and h1(IW∪v(t)) = h1(IW (t)).
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Proof. Since P is general, h0(IW∪{P}(t)) = max{0, h0(IW (t)) − 1}. Thus h1(IW∪{P}(t)) = h1(IW (t)) if h0(IW (t)) > 0 and
h1(IW∪{P}(t)) = h1(IW (t)) + 1 if h0(IW (t)) = 0. Since vred = {P} and length(v) = 2, we have h0(IW∪{P}(t)) − 1 ≤
h0(IW∪v(t)) ≤ h0(IW∪{P}(t)). Hence h0(IW∪v(t)) = 0 if h0(IW (t)) ≤ 1. Now assume h0(IW (t)) ≥ 2. Thus the rational map
η from Pm into PN , N := h0(IW (t))− 1, induced by the linear system |IW (t)| is not constant. Since we chose P general after
fixingW and t , P is not a base point of η and the differential dη(P) of η at P has positive rank (here we use the characteristic
zero assumption). Since v is a general element of the tangent space TPPm, the kernel of the linearmap dη(P) does not contain
v. Thus h0(IW∪v(t)) = h0(IW (t))− 2, i.e. h1(IW∪v(t)) = h1(IW (t)). 
Lemma 2. Fix any scheme W ⊂ Pm, m ≥ 2, and any integer t > 0. Assume h0(IW (t)) ≥ 3. Let Ψ denote the rational map
induced by the linear system |IW (t)|. Then (after fixing W and t) fix a general planar length 3 subscheme Z of Pm.
(a) We have h0(IW∪Z (t)) ≤ h0(IW (t))− 2 and equality holds if and only if the image of Ψ has dimension 1.
(b) If h0(IW (t)) ≥ t + 3, then h0(IW∪Z (t)) = h0(IW (t))− 3.
Proof. Let Ω ⊂ Pm be any non-empty open subset in which Ψ is a morphism. Since P is general, we may assume P ∈ Ω .
Let E ⊂ Ω be the fiber of Ψ |Ω passing through P and e its dimension at P . Since Z contains a general vector tangent to
Pm at P , the inequality h0(IW∪Z (t)) ≤ h0(IW (t)) − 2 follows from Lemma 1. Since we are in characteristic zero and P is
general in Pm, the dimension of the image of Ψ is the rank of its differential dΨ (P). The rank of dΨ (P) is at most one if and
only if its kernel intersects every 2-dimensional linear subspace of the vector space TPPm. Fix a hyperplane H ⊂ Pm such
that P /∈ H . Hence Pm \ H ∼= Am. Every affine space has a trivial tangent bundle. We fix any trivialization of TAm. For every
Q ∈ Pn \ H ∼= Am we identify the abstract m-dimensional vector space TQPm with Pm \ H (using the fixed trivialization of
TAm). With this identification TPE corresponds to an e-dimensional affine subspace F of Pm \H such that P ∈ F . F is uniquely
determined by its projective closure G ⊂ Pm. With this identification the linear span ⟨Z⟩ of Z corresponds to a 2-dimensional
linear subspace of TPPm and h0(IW∪Z (t)) ≥ h0(IW (t))− 2 if and only if this linear subspace intersects outside 0 the kernel
of dΨ (P), i.e. if and only if dim(⟨Z⟩ ∩ G) ≥ 1. Since any 2-dimensional linear subspace V of Pm containing P is the linear
span of a planar length 3 subschemewith P as its reduction (the scheme χV (P)), wemay take as ⟨Z⟩ a general 2-dimensional
linear subspace containing P . Since G is fixed, we have ⟨Z⟩ ∩ G ≠ {P} for general Z if and only if e = n− 1. Part (a) follows.
Now assume h0(IW∪Z (t)) = h0(IW (t))−2. By part (a) for a general P1 ∈ Pm the closure of the fiber ofΨ passing through
P1 contains a hypersurfaceΣ1. Since h0(IW∪Z∪{P1}(t)) = h0(IW∪Z (t))−1, if h0(IW (t)) ≥ 4wemay continue. Take a general
P2 ∈ Pm\Σ1. We get a hypersurfaceΣ2 such that P2 ∈ Σ2 and h0(IW∪Z∪Σ1∪Σ2(t)) = h0(IW∪Z∪{P1,P2}(t)) = h0(IW∪Z (t))−2.
Then we continue in the following way. Fix an integer s such that 3 ≤ s ≤ t + 1 and s general points P1, . . . , Ps ∈ Pm.
Let Σi, 1 ≤ i ≤ s, be the closure of the fiber of Ψ passing through Pi. Notice that Σi ≠ Σj if i ≠ j, because these
hypersurfaces are the closures of two different fibers of Ψ . Assume h0(IW (t)) ≥ 3 + (s − 1). As the inductive assumption
we assume h0(IW∪Σ1∪···∪Σs−1(t)) = h0(IW∪{P1,...,Ps−1}(t)). Since h0(IW∪{P1,...,Ps−1}(t)) = h0(IW (t)) − (s − 1) ≥ 3, we may
apply the first part to W ∪ Σ1 ∪ · · · ∪ Σs−1 and the general point Ps as the support of a planar length 3 scheme. We get
h0(IW∪Σ1∪···∪Σs(t)) = h0(IW∪{P1,...,Ps}(t)). If we may continue until s = t + 1, i.e. if h0(IW (t)) ≥ 3 + t , then we get a
contradiction, because no degree t hypersurface contains t + 1 different hypersurfacesΣ1, . . . ,Σt+1. 
Lemma 3. Fix any scheme W ⊂ Pm, m ≥ 2, and integers t, s such that t > 0 and s ≥ 2. Let E = ⊔si=1Zi ⊂ Pm be a general
disjoint union of s planar length 3 subschemes. Assume h0(IW (t)) ≥ 3(s− 1)+ t + 3. Then h0(IW∪E(t)) = h0(IW (t))− 3s.
Proof. For any integer h such that 1 ≤ h ≤ s set Eh := ⊔hi=1Zi. Set E0 := ∅. Fix an integer h ∈ {0, . . . , s − 1} and assume
h0(IW∪Eh(t)) = h0(IW (t)) − 3h. Since 3(s − 1) + t + 3 − 3h ≥ t + 3, we may apply part (b) of Lemma 2 to the scheme
W ∪ Eh and to the general planar length 3 subscheme Zh+1. We get h0(IW∪Eh+1(t)) = h0(IW (t))− 3h− 3. After s steps we
get h0(IW∪E(t)) = h0(IW (t))− 3s, as wanted. 
Remark 3. Take the set-up of the last part of the proof of Lemma 2. The hypersurfacesΣi, i ≥ 1, have the same degree. If for
some reason we may exclude the case deg(Σ1) = 1, to get part (b) of Lemma 2 it would be sufficient to check (or assume)
the inequality h0(IW (t)) ≥ (t + 3)/2.
3. The assertionMn,k(x)
Fix a hyperplane H ⊂ Pn, n ≥ 5. For all integers n, k, x such that n ≥ 5, k ≥ 1 and x ≥ 0 define the integers an,k,x and
bn,k,x by the following relations:
x

k+ 2
2

+ (k+ 1)an,k,x − bn,k,x =

n+ k
n

, 0 ≤ bn,k,x ≤ k. (3)
If x = 0 (resp. x ∈ {0, 1}), then we use (3) to define the integers an,k,x and bn,k,x even if n = 3, 4 (resp. n = 4). Taking the
difference of the equation in (3) with the same equation for the triple (n′, k′, x′) := (n, k− 1, x)we get
(k+ 1)(x+ an,k,x − an,k−1,x)+ an,k−1,x − bn,k,x + bn,k−1,x =

k+ n− 1
n− 1

. (4)
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Taking the difference of the equation in (3) from the same equation for the triple (n′, k′, x′) := (n, k−1, y) for some integer
y such that 0 ≤ y ≤ xwe get
(x− y)

k+ 2
2

+ (k+ 1)(y+ an,k,x − an,k−1,y)− bn,k,x + bn,k−1,y =

k+ n− 1
n− 1

. (5)
For all integers n, k, x such that n ≥ 5, k ≥ 1 and x ≥ 0 we define the following assertionMn,k(x).
AssertionMn,k(x), n ≥ 5, k ≥ 1, x ≥ 0: We say thatMn,k(x) is defined if an,k,x ≥ 2bn,k,x and thatMn,k(x) is true if it is
defined and if hi(IY (k)) = 0, i = 0, 1, where Y ⊂ Pn is a general union of x planes, an,k,x − 2bn,k,x lines and bn,k,x reducible
conics with their singular points contained in H . If x ∈ {0, 1}we use (3) even when n = 4, i.e. we defineM4,k(0) andM4,k(1)
for all integers k ≥ 1. We also defineM3,k(0) in the same way.
We usually write Y = A ⊔ B ⊔ D in which A is the disjoint union of the planes, B is the disjoint union of the lines and
D is the disjoint union of the reducible conics with Sing(D) ⊂ H . Notice that if Y is the disjoint union of x disjoint planes,
an,k,x − 2bn,k,x disjoint lines and bn,k,x disjoint reducible conics, then
h0(Y ,OY (k)) = x

k+ 2
2

+ (an,k,x − 2bn,k,x)(k+ 1)+ bn,k,x(2k+ 1) =

n+ k
k

.
Fix integers n, k, z such that n ≥ 3, k ≥ 2 and z ≥ 0. If n = 3, then assume z = 0. If n = 4, then assume z ∈ {0, 1}. We
define the following assertion An,k(z):
Assertion An,k(z), k ≥ 2, and either (n, z) = (3, 0) or n = 4 and z ∈ {0, 1} or n ≥ 5: There is A⊔B⊔Z ⊂ Pn, where A is
a disjoint union of z planes, B is a disjoint union of an,k,z−4 lines, Z is the disjoint union of k−1 planar length 3 subschemes,
A ∩ B = A ∩ Z = B ∩ Z = ∅ and h1(IA∪B∪Z (k)) = 0.
Lemma 4. Fix integers m, k, z such that m ≥ 3, k ≥ 2, z = 0 if m = 3 and z ∈ {0, 1} if m ≥ 4. Assume am,k,z ≥ 4. Then Am,k(z)
is true.
Proof. Let Y ⊂ Pm be a general union of z planes and am,k,z − 4 lines. Since h1(IY (k)) = 0 ([7] if z = 0, [4], Theorem 5.1
if z = 1), (3) gives h0(IY (k)) = 4k + 4 − bm,k,z . Let u be the maximal non-negative integer such that h1(IY∪U(k)) = 0,
where U is a general union of u planar length 3 subschemes of Pm. If u ≥ k−1, then the lemma is proved. Hence we assume
u ≤ k− 2 and we want to show that this leads to a contradiction. We have h0(IY∪U(k)) = 4k+ 4− bm,k,z − 3u ≥ 10. Let
Ψ be the rational map induced by the linear system |IY∪U(k)|. Since u is maximal, for a general P1 ∈ Pn the closure of the
fiber ofΨ containing P1 contains a hypersurfaceΣ1. Set s := deg(Σ1), Y1 := Y ∩Σ1 and Y2 := Y\Y1. Let z ′ and y denote the
degrees of the two-dimensional and of the one-dimensional part of Y . Hence 0 ≤ z ′ ≤ z, 0 ≤ y ≤ am,k,z − 4, Y1 is a general
union of z ′ planes and y lines and Y2 is a general union of z − z ′ planes and am,k,z − 4 − y lines. Since h0(IY∪U(k)) ≥ 10,
we may repeat this trick 7 times and get hypersurfaces Σi, 2 ≤ i ≤ 8, passing through general points P2, . . . , P8 such
that h0(IY∪U(k)) − 8 = h0(IY∪U∪Σ1∪···∪Σ8(k)). Since (P1, . . . , P8) is a general point of the integral variety (Pm)8, we have
deg(Σi) = deg(Σ1) = s for i = 2, . . . , 8. Since P1 may move, while Y is fixed, the schemes Y1 and Y2 do not depend upon
the choice of the point P1 (if it is general). Thus Y1 ⊆ Σ1 ∩ · · · ∩ Σ8, while no irreducible component of Y2 is contained in
Σ1 ∪ · · · ∪Σ8. Hence h0(IY∪U∪Σ1∪···∪Σ8(k)) ≤ h0(IY2(k− 8s)). Hence the latter integer is positive. Thus k > 8s. Since Y2 is
general, [7] (case z−z ′ = 0) or [4], Theorem5.1 (case z−z ′ = 1), gives h1(IY2(k−8s)) = 0. Hence am,k,z−4−y ≤ am,k−8s,z−z′ .
Since Y1 is contained in 8 degree s hypersurfaces passing through 8 general points, h0(IY1(s)) ≥ 9 > 0. Since Y1 is general,
we get y ≤ am,s,z′ − 1 ([7] and [4], Theorem 5.1). Since am,s,z′ + am,k−8s,z−z′ ≤ am,k,z − 4 (Lemma 22), we have obtained a
contradiction. 
Remark 4. Fix integersm, k, y, t such thatm ≥ 3, k ≥ 2, y ≥ 0, 0 ≤ t ≤ k−1 and y(k+1)+3t ≤ m+km −k+1. Let X ⊂ Pm
be a general disjoint union of y lines and t planar length 3 subschemes. The case q′′ = d = 0 and q′ = m+km − y(k+ 1)− t
of Assertion H ′′k,m of [7] says that h1(IX (k)) = 0 (see [7], pp. 182–183). This vanishing is stronger than An,k(0). Ifm ≥ 4, their
proof works under the weaker (and optimal) assumption y(k+1)+3t ≤ m+km  (assuming again t ≤ k−1), i.e. ifm ≥ 4, [7]
proves (in arbitrary characteristic) the full maximal rank statement for general disjoint unions of lines and a small number
of planar length 3 subschemes (see [7], p. 186), whereas in our Theorem 1 ‘‘small’’ means ‘‘small with respect to the critical
value of the numerical data’’.
Remark 5. Fix non-negative integers n, c, b such that n ≥ 5. Let Y ⊂ Pn be a general union of c planes and b lines. By [3],
Theorem 3.2, either h0(IY (2)) = 0 (case 6c + 3b ≥
n+2
2

) or h1(IY (2)) = 0 (case 6c + 3b ≤
n+2
2

).
Remark 6. Mn,k(0) is true for all integers n ≥ 4 and k ≥ 1 (Assertion H ′k,n of [7], Section 3; see [7], p. 188). It is easy to check
M3,k(0). Obviously, Mn,1(x) is true for all pairs (n, x) such that either x = 0 or (n, x, 0) has critical value 1, i.e. for all pairs
(n, x) such that either x = 0 or (n, x) = (4, 1) or n ≥ 5 and 6x ≤ n+ 1.
Lemma 5. Assume that Mn,k(x) is true. Let X ⊂ Pn be a general union of x planes and an,k,x lines. Then h0(IX (k)) = 0.
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Proof. If bn,k,x = 0, then the statement of the lemma is just the definition of Mn,k(x). Assume bn,k,x > 0. Take a solution
A ⊔ B ⊔ D ofMn,k(x). Thus h0(IA∪B∪D(k)) = 0. For each P ∈ Sing(D) fix a 3-dimensional linear subspace HP of Pn containing
the connected component of Dwith P as its singular point. Set Y := A ∪ B ∪ D ∪ (P∈Sing(D) χHP (P)). Since A ∪ B ∪ D ⊆ Y ,
h0(IY (k)) = 0. Since Y is a flat degeneration of a flat family of general disjoint unions of x planes and an,k,x lines (Remark 1),
the lemma follows from semicontinuity. 
Lemma 6. M4,k(1) is true for all k ≥ 1.
Proof. By Remark 6 we may assume k ≥ 2. By induction on k we may assume M4,k−1(1). Let H ⊂ P4 be a hyperplane. Let
A ⊔ B ⊔ D be a solution ofM4,k−1(1)with respect to H .
(a) Here we assume b4,k−1,1 ≤ b4,k,1. Let Y ⊂ H be a general union of a4,k,1 − a4,k−1,1 lines, with the only restriction that
b4,k,1−b4,k−1,1 of them intersect a different point of B∩H . Herewe use that a4,k,1−a4,k−1,1 ≥ b4,k,1−b4,k−1,1 (Lemma15).
Set X := A ∪ B ∪ D ∪ Y . The scheme X is a disjoint union of a plane, a4,k,1 − 2b4,k,1 lines and b4,k,1 reducible conics with
their singular points contained in H . Since ResH(X) = A∪ B∪ D, we have hi(IResH (X)(k− 1)) = 0, i = 0, 1. The scheme
X ∩H is a general union of 1+ a4,k,1− a4,k−1,1 lines, b4,k−1,1 tangent vectors and a4,k−1,1− b4,k,1− b4,k−1,1 points. Since
(k+ 1)(1+ a4,k,1 − a4,k−1,1)+ a4,k−1,1 − b4,k,1 − b4,k−1,1 + 2b4,k−1,1 =
k+3
3

by (4), the case n = 3 of [7] and Lemma 1
give hi(H, IX∩H(k)) = 0, i = 0, 1. Apply Remark 2.
(b) Here we assume b4,k−1,1 > b4,k,1. Since (a4,1,1, b4,1,1) = (1, 0), and (a4,2,1, b4,2,1) = (3, 0) (Remark 8), we have
k ≥ 4. Since (a4,4,1, b4,4,1) = (12, 0) (Remark 8), M4,4(1) is true by [4], Theorem 5.1. Hence we may assume k ≥ 5.
Fix S ⊆ Sing(D) such that ♯(S) = b4,k−1,1 − b4,k,1. Notice that ♯(S) ≤ b4,k−1,1 ≤ k − 1. For each P ∈ S let HP
be a general hyperplane of P4 containing the connected component of D passing through P . Set χ := ∪P∈SχHP (P).
Let E ⊂ H be a general union of a4,k,1 − a4,k−1,1 lines. Set X := A ∪ B ∪ D ∪ χ ∪ E. X is a flat limit of a flat
family of disjoint unions of a plane, a4,k,1 − 2b4,k,1 lines and b4,k,1 reducible conics with their singular points contained
in H . Since ResH(X) = A ∪ B ∪ D, it is sufficient to prove hi(H, IX∩H(k)) = 0, i = 0, 1. The scheme X ∩ H is
a general union of 1 + a4,k,1 − a4,k−1,1 lines, b4,k,1 tangent vectors, b4,k−1,1 − b4,k,1 planar length 3 schemes, and
a4,k−1,1 − 2b4,k−1,1 points. Let W ⊂ X ∩ H denote the complement in X ∩ H of the b4,k,1 tangent vectors. Since
(k+ 1)(1+ a4,k,1− a4,k−1,1)+ a4,k−1,1− 2b4,k−1,1+ 2b4,k,1+ 3(b4,k−1,1− b4,k,1) =
k+3
3

(use the case x = 1 of (4)), it is
sufficient to prove h1(H, IW (k)) = 0. Since k ≥ 5 and b4,k−1,1− b4,k,1 ≤ k−1 we have a4,k−1,1−2b4,k−1,1+2b4,k−1,1 ≥
k− 1 (part (iv) of Lemma 15). Thus it is sufficient to apply the first part of Remark 4. 
Lemma 7. M5,k(x) is true for all integers k, x such that 0 ≤ x ≤ k.
Proof. By Remark 6 we may assume x ≥ 1 and k ≥ 2.
(a) Here we assume x ≤ k− 1. Fix a general solution A ⊔ B ⊔ D ofM5,k−1(x)with respect to a fixed hyperplane H .
(a1) Here we assume b5,k−1,x ≤ b5,k,x. Let Y ⊂ H be a general union of a5,k,x − a5,k−1,x lines, with the only restriction that
b5,k,x−b5,k−1,x of them intersect a different point of B∩H . Hereweuse that a5,k,x−a5,k−1,x ≥ b5,k,x−b5,k−1,x (Lemma16).
Set X := A∪ B∪D∪ Y . The scheme X is a disjoint union of x planes, a5,k,x−2b5,k,x lines and b5,k,x reducible conics with
their singular points contained in H . Since ResH(X) = A∪B∪D, we have hi(IResH (X)(k−1)) = 0, i = 0, 1. The scheme
X ∩ H is a general union of x+ a5,k,x − a5,k−1,x lines, b5,k−1,x tangent vectors and a5,k−1,x − 2b5,k,x − (b5,k,x − b5,k−1,x)
points. Since (k + 1)(1 + a5,k,x − a5,k−1,x) + a5,k−1,x − b5,k,x − b5,k−1,x + 2b5,k−1,x =
k+4
4

(use (4)), Lemma 1 gives
hi(H, IX∩H(k)) = 0. Apply Remark 2.
(a2) Here we assume b5,k−1,x > b5,k,x. Fix S ⊆ Sing(D) such that ♯(S) = b5,k−1,x−b5,k,x. For each P ∈ S letHP be a general 3-
dimensional linear subspace of P5 containing the connected component of D passing through P . Set χ := ∪P∈SχHP (P).
Let E ⊂ H be a general union of a5,k,x − a5,k−1,x disjoint lines. Set X := A ∪ B ∪ D ∪ χ ∪ E. The scheme X is a flat
limit of a flat family of disjoint unions of x planes, a5,k,x − 2b5,k,x lines and b5,k,x reducible conics with their singular
points contained in H . Since ResH(X) = A ∪ B ∪ D, it is sufficient to prove hi(H, IX∩H(k)) = 0, i = 0, 1. The scheme
X ∩H is a general union of x+ a5,k,x− a5,k−1,x lines, b5,k,x tangent vectors, b5,k−1,x− b5,k,x planar length 3 schemes, and
a5,k−1,x − 2b5,k−1,x points. CallW the complement of the double points in X ∩ H . By Lemma 1 it is sufficient to prove
h1(H, IW (k)) = 0. If k ≥ 5, then part (ii) of Lemma 17 gives a5,k−1,x − 2b5,k−1,x ≥ k − 1. Thus if k ≥ 5 it is sufficient
to apply the first part of Remark 4. For 2 ≤ k ≤ 4, we may either apply the second part of Remark 4 or use Remark 3
(for k ≤ 4 it is sufficient to see that the hypersurfaceΣ given by Lemma 2 cannot be a hyperplane (easy) or a quadric
hypersurface (use [3], Theorem 3.2)).
(b) Here we assume x = k. Fix a general solution A ⊔ B ⊔ D ofM5,k−1(k− 1).
(b1) Here we assume b5,k−1,k−1 ≤ b5,k,k. Let Y ⊂ H be a general union of a plane and a5,k,k − a5,k−1,k−1 lines, with the only
restriction that b5,k,k − b5,k−1,k−1 of them intersect a different point of B ∩ H . Here we use that a5,k,k − a5,k−1,k−1 ≥
b5,k,k − b5,k−1,k−1 (Lemma 16). Set X := A ∪ B ∪ D ∪ Y . The scheme X is a disjoint union of k planes, a5,k,k − 2b5,k,k
lines and b5,k,k reducible conics with their singular points contained in H . Since ResH(X) = A ∪ B ∪ D, we have
hi(IResH (X)(k − 1)) = 0, i = 0, 1. The scheme X ∩ H is a general union of a plane, k − 1 + a5,k,k − a5,k−1,k−1 lines,
b5,k−1,k−1 tangent vectors and a5,k−1,k−1− b5,k,k− b5,k−1,k−1 points. Since
k+2
2
+ (k+ 1)(k− 1+ a5,k,k− a5,k−1,k−1)+
a5,k−1,k−1− b5,k,k− b5,k−1,k−1+ 2b5,k−1,k−1 =
k+4
4

(use (5) for x := k and y := k− 1), [4], Theorem 5.1, and Lemma 1
give hi(H, IX∩H(k)) = 0. Apply Remark 2.
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(b2) Here we assume b5,k−1,k−1 > b5,k,k. Fix S ⊆ Sing(D) such that ♯(S) = b5,k−1,k−1 − b5,k,k. For each P ∈ S let HP
be a general 3-dimensional linear subspace of Pn containing the connected component of D passing through P . Set
χ := ∪P∈SχHP (P). Let E ⊂ H be a general union of a5,k,k − a5,k−1,k−1 disjoint lines. Set X := A ∪ B ∪ D ∪ χ ∪ E.
X is a flat limit of a flat family of disjoint unions of k planes, a5,k,k − 2b5,k,k lines and b5,k,k reducible conics with
their singular points contained in H . Since ResH(X) = A ∪ B ∪ D, it is sufficient to prove hi(H, IX∩H(k)) = 0,
i = 0, 1. The scheme X ∩ H is a general union of a plane, k − 1 + a5,k,k − a5,k−1,k−1 lines, b5,k,k tangent vectors,
b5,k−1,k−1 − b5,k,k planar length 3 schemes, and a5,k−1,k−1 − 2b5,k−1,k−1 points. Now assume k ≥ 3 and k ≠ 5. Sincek+2
2
 + (k + 1)(k + a5,k,k − a5,k−1,k) + a5,k−1,k−1 − 2b5,k−1,k−1 + 2b5,k,k + 3(b5,k−1,k−1 − b5,k,k) = k+44  (use (4) for
x := k and y := k−1), Lemma 18 and A4,k(1) (which is true by Lemma 4) give hi(H, IX∩H(k)) = 0. Now assume k = 5.
In this case we cannot use Lemma 18. We have (a5,4,4, b5,4,4) = (14, 4), and (a5,5,5, b5,5,5) = (25, 3) (Remark 8). The
scheme X ∩H is a general union of one plane, 15 lines, 3 tangent vectors, one planar length 3 subscheme and 6 points.
Hence it is sufficient to prove h1(H, IW∪Z (5)) = 0, whereW is a general union of one plane and 15 lines, while Z is a
general planar length 3 subscheme. Since h1(H, IW (5)) = 0 ([4], Theorem 5.1), we have h0(H, IW (5)) = 15. Thus we
may apply Lemma 2. Now assume k = 2. Since b5,2,2 = 0,M5,2(2) is true by [3], Theorem 3.2. 
Lemma 8. M6,3(x) is true for all x ≤ 4.
Proof. We only deal with the case x = 4, since the remaining cases are easier. We have (a6,3,4, b6,3,4) = (11, 0) (Remark 8).
Let E ⊂ P6 be a general disjoint union of 4 planes and one line. Fix a general P ∈ P6. We have h1(IE(2)) = 0 ([3], Theorem
3.2) and hence h0(IE(2)) = 1. Thus hi(IE∪{P}(2)) = 0, i = 0, 1. Let H ⊂ P6 be a general hyperplane containing P . Let
F ⊂ H be a general union of 8 lines. Let D ⊂ H be a general reducible conic with P as its singular point. Let V ⊂ P6 be
any 3-dimensional linear subspace containing D, but not contained in H . Set X := E ∪ F ∪ D ∪ χV (P). The scheme X is a
flat degeneration of a family of disjoint unions of 4 planes and 11 lines (Remark 1). Since ResH(X) = E ∪ {P}, it is sufficient
to prove h1(H, IX∩H(3)) = 0. The scheme X ∩ H is a general union of one point, 12 lines and a reducible conic. Hence it is
sufficient to prove h1(H, IG(3)) = 0,whereG is a general union inH of 12 lines and a reducible conic. LetW ⊂ H be a general
disjoint union of 7 lines. We have hi(H, IW (2)) = 0, i = 0, 1 [7]. Fix a general hyperplane M of H . Let T ⊂ M be a general
union of 7 lines with the only restriction that one of them contains one of the points ofW ∩ H . Since h1(M, IT (3)) = 0 [7],
we have h0(M, IT (3)) = 7. Since M ∩ W \ T ∩ W is a general union of 6 points of M , we have h1(M, I(W∩M)∪T (3)) = 0.
Hence we may take G := W ∪ T . 
Lemma 9. The assertion Mn,k(x) is true for all integers n, k, x such that n ≥ 6, k ≥ 2 and 0 ≤ x ≤ n+ k− 5.
Proof. Lemma 7 gaveM5,k(x) for all x ≤ k. Hence we may assume that the lemma is true for all triples (n′, k′, x′) such that
n′ = n − 1 and 0 ≤ x′ ≤ k′ + n′ − 5. Fix an integer x such that 0 ≤ x ≤ n + k − 5. Set z := 0 if x ≤ n + k − 6 and z = 1
if x = n + k − 5. The lemma is true if k = 2 (Remark 5). Hence we may assume k ≥ 3. Fix a general A ⊔ B ⊔ D satisfying
Mn,k−1(x− z)with respect to a fixed hyperplane H .
(a) Here we assume bn,k−1,x−z ≤ bn,k,x. Let Y ⊂ H be a general union of z planes and an,k,x − an,k−1,x−z lines, with the only
restriction that bn,k,x− bn,k−1,x−z of these lines intersect a different point of B∩H . Here we use that an,k,x− an,k−1,x−z ≥
bn,k,x − bn,k−1,x−z (Lemma 19). Set X := A ∪ B ∪ D ∪ Y . The scheme X is a disjoint union of x planes, an,k,x − 2bn,k,x
lines and bn,k,x reducible conics with their singular points contained in H . Since ResH(X) = A ∪ B ∪ D, we have
hi(IResH (X)(k − 1)) = 0, i = 0, 1. The scheme X ∩ H is a general union of z planes, x − z + an,k,x − an,k−1,x−z lines,
bn,k−1,x−z tangent vectors and an,k−1,x−z−2bn,k−1,x−z− (bn,k,x−bn,k−1,x−z) points. Since z
k+2
2
+ (k+1)(x− z+an,k,x−
an,k−1,x−z)+ an,k−1,x−z − bn,k,x − bn,k−1,x−z + 2bn,k−1,x−z =
k+n−1
n−1

(use (5)), Lemma 1 gives hi(H, IX∩H(k)) = 0. Apply
Remark 2.
(b) Herewe assume bn,k−1,x−z > bn,k,x. Fix S ⊆ Sing(D) such that ♯(S) = bn,k−1,x−z−bn,k,x. For each P ∈ S letHP be a general
3-dimensional linear subspace of Pn containing the connected component of D passing through P . Set χ := ∪P∈SχHP (P).
Let E ⊂ H be a general union of z planes and an,k,x − an,k−1,x−z disjoint lines. Set X := A ∪ B ∪ D ∪ χ ∪ E. The scheme
X is a flat limit of a flat family of disjoint unions of x planes, an,k,x − 2bn,k,x lines and bn,k,x reducible conics with their
singular points contained in H . Since ResH(X) = A ∪ B ∪ D, it is sufficient to prove hi(H, IX∩H(k)) = 0, i = 0, 1. The
scheme X ∩ H is a general union of z planes, x − z + an,k,x − an,k−1,x−z lines, bn,k,x tangent vectors, bn,k−1,x−z − bn,k,x
planar length 3 schemes, and an,k−1,x−z − 2bn,k−1,x−z points. First assume x− z + an,k,x − an,k−1,x ≤ an−1,k,z − 4. Since
z
k+2
2
+ (k+ 1)(x+ an,k,x − an,k−1,x−z)+ an,k−1,x−z − 2bn,k−1,x−z + 2bn,k,x + 3(bn,k−1,x−z − bn,k,x) = k+n−1n−1  (use (4))
and bn,k−1,x−z − bn,k,x ≤ k− 1, we have x− z + an,k,x − an,k−1,x ≤ an−1,k,z − 4. Thus Lemma 4 gives hi(H, IX∩H(k)) = 0.
Lemmas 20 and 21 and (5) give x− z+an,k,x−an,k−1,x ≤ an−1,k,z−4 if either n ≥ 8 or n = 7 and k ≥ 4 or (n, k) = (7, 3)
and x ≤ 3 or n = 6 and k ≥ 5 or (n, k) = (6, 4) and x ≤ 3. Now assume (n, k) = (7, 3) and x ∈ {4, 5}. In both cases we
have x − z = 4. Since b7,2,4 = 0 (Remark 8), we have bn,k−1,x−z ≤ bn,k,x, a contradiction. Now assume (n, k) = (6, 4)
and x ∈ {4, 5}. Hence x− z = 4. We have b6,3,4 = 0 (Remark 8), contradicting the assumption bn,k−1,x−z > bn,k,x. Now
assume k = 3. We have an,2,x−z −2bn,2,x−z ≥ 0. If z = 0 wemay apply the last part of Remark 4. Now assume k = 3 and
z = 1. Hence x = n + k − 5. If n ∈ {7, 8}, then bn,2,n−3 = 0, contradicting the assumption bn,k−1,x−z > bn,k,x. If n ≥ 9,
then an,2,n−3 − 2bn,2,n−3 ≥ 3 (Remark 8) and hence (5) shows that we may apply Lemma 3 with respect to the integers
(t, s) := (3, 2). Use Lemma 8 if n = 6. 
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4. Proof of Theorem 1
Proof of Theorem 1. A general union of disjoint linear spaces with critical value 1 obviously has maximal rank. The case
k = 2 is true by [3]. Hence from now on we assume k ≥ 3. Let H ⊂ Pn be a hyperplane. Fix x, y, k as in the statement of
Theorem 1 with x ≤ k+ n− 5. By [7,4] we may assume x ≥ 2.Mn,k(x) is true (Lemma 9).
(a) Here we prove h0(IX (k − 1)) = 0. Since χ(OX (k − 1)) >
k+n−1
n

by the definition of k and the inequalities
0 ≤ bn,k−1,x ≤ k − 1, we have y ≥ an,k−1,x. Let Y ⊆ X be the union of the x planes of X and of an,k−1,x of its lines.
Lemma 5 gives h0(IY (k− 1)) = 0. Since Y ⊆ X , we get h0(IX (k− 1)) = 0.
(b) Here we prove h1(IX (k)) = 0. Notice that either y < an,k,x or bn,k,x = 0 and y = an,k,x. If bn,k,x = 0 and y = an,k,x, then
hi(IX (k)) = 0, i = 0, 1, byMn,k(x). Hence we may assume y < an,k,x. In this case the h1-part of Theorem 1 is true for the
pair (x, y) if it is true for the pair (x, an,k,x− 1). For the pair (x, an,k,x− 1)we use the following modification of the proof
of Mn,k(x). First assume x ≤ k + n − 6. Hence Mn,k−1(x) is true (Lemma 9). Take a solution A ⊔ B ⊔ D of Mn,k−1(x). Set
S := Sing(D). Hence ♯(S) = bn,k−1,x. For each P ∈ S let HP be a general 3-dimensional linear subspace of Pn containing
the connected component of D containing P . Set χ := ∪P∈SχHP (P). Let E be a general union of an,k,x − an,k−1,x − 1
lines of H . Set X := A ∪ B ∪ D ∪ χ ∪ E. Remark 1 gives that X is a flat degeneration of a family of disjoint unions of
x planes and an,k,x − 1 lines. Since ResH(X) = A ∪ B ∪ D, we have h1(IResH (X)(k − 1)) = 0. Thus it is sufficient to
prove h1(H, IX∩H(k)) = 0. The scheme B ∩ H is a general union of deg(B) points and (D ∪ χ) ∩ H is a general union
of ♯(S) planar length 3 subschemes with S as their reduction. Thus it is sufficient to prove h1(H, IJ∪W (k)) = 0, where
J := E ∪ (A ∩ H) is a general union of x + an,k,x − an,k−1,x − 1 lines and W is a general union of bn,k−1,x planar length
3 subschemes. Apply Remark 4. Now assume x = k+ n− 5. Take a solution A ⊔ B ⊔ D ofMn,k−1(n + k − 6). Take χ as
above (hence ♯(χred) = bn,k−1,n+k−6). Let E ⊂ H be a general union of one plane and an,k,n+k−5 − an,k−1,n+k−6 − 1 lines.
Set X := A ∪ B ∪ D ∪ χ ∪ E. Let U be the union of the positive-dimensional connected components of X ∩ H . By [4],
Theorem 5.1, we have h1(H, IU(k)) = 0. To conclude applying first Lemma 2 and/or Lemma 3with respect to the integer
s := bn,k−1,n+k−6 and then Lemma 1 we only need to check the inequality h0(H, IU(k)) ≥ k+ 3+ 3(bn,k−1,n+k−6 − 1).
Thus we are done if deg(B) ≥ 4k − 1. Both Lemmas 20 and 21 give stronger inequalities if either n ≥ 7 or n = 6
and k ≠ 4. If (n, k) = (6, 4) we use (a6,3,4, b6,3,4) = (11, 0) (Remark 8). If n = 5 we may apply directly A4,k(1) by
Lemma 18. 
5. Proof of Theorem 2
The following lemmas point out the numerical troubles arising in our efforts to improve Theorem 1 using (as in this
paper) the inductive procedure called The Horace Method.
Lemma 10. Fix integers n ≥ 6, k ≥ 2, x ≥ 0, z ≥ 0. Assume that Mn,k−1(x) and Mn−1,k(z) are true. If bn,k−1,x ≤ bn,k,x+z , then
assume an,k,x+z − an,k−1,x ≥ bn,k,x+z − bn,k−1,x. If bn,k−1,x > bn,k,x+z , then assume an,k−1,x − 2bn,k−1,x ≥ 4(k + 1) and that
An−1,k(z) is true. Then Mn,k(x+ z) is true.
Proof. SinceMn,k−1(x) andMn−1,k(z) are assumed to be true, they are defined. Hence we have assumed an,k−1,x ≥ 2bn,k−1,x
and an−1,k,z ≥ 2bn−1,k,z . Fix a general A ⊔ B ⊔ D satisfyingMn,k−1(x)with respect to the hyperplane H of Pn.
(a) Here we assume bn,k−1,x ≤ bn,k,x+z . Let Y ⊂ H be a general union of z planes and an,k,x+z − an,k−1,x lines, with the
only restriction that bn,k,x+z − bn,k−1,x of these lines intersect a different point of B ∩ H . Here we use the assumption
an,k,x+z − an,k−1,x ≥ bn,k,x+z − bn,k−1,x. Set X := A ∪ B ∪ D ∪ Y . The scheme X is a disjoint union of x + z planes,
an,k,x+z−2bn,k,x+z lines and bn,k,x+z reducible conics with their singular points contained inH . Since ResH(X) = A∪B∪D,
we have hi(IResH (X)(k− 1)) = 0, i = 0, 1. The scheme X ∩ H is a general union of z planes, x+ an,k,x+z − an,k−1,x lines,
bn,k−1,x tangent vectors and an,k−1,x−2bn,k,x+z−(bn,k,x+z−bn,k−1,x) points. Since z
k+2
2
+(k+1)(x+an,k,x+z−an,k−1,x)+
an,k−1,x − bn,k,x+z − bn,k−1,x + 2bn,k−1,x =
k+n−1
n−1

(use (4)), Lemma 1 gives hi(H, IX∩H(k)) = 0. Apply Remark 2.
(b) Herewe assume bn,k−1,x > bn,k,x+z . Fix S ⊆ Sing(D) such that ♯(S) = bn,k−1,x−bn,k,x+z . For each P ∈ S letHP be a general
3-dimensional linear subspace of Pn containing the connected component of D passing through P . Set χ := ∪P∈SχHP (P).
Let E ⊂ H be a general union of z planes and an,k,x+z−an,k−1,x disjoint lines. Set X := A∪B∪D∪χ ∪E. The scheme X is a
flat limit of a flat family of disjoint unions of x+ z planes, an,k,x+z−2bn,k,x+z lines and bn,k,x+z reducible conics with their
singular points contained inH . Since ResH(X) = A∪B∪D, it is sufficient to prove hi(H, IX∩H(k)) = 0, i = 0, 1. The scheme
X ∩H is a general union of z planes x+ an,k,x+z − an,k−1,x lines, bn,k,x+z tangent vectors, bn,k−1,x− bn,k,x+z planar length 3
schemes, and an,k−1,x− 2bn,k−1,x points. Since z
k+2
2
+ (k+ 1)(x+ an,k,x+z − an,k−1,x)+ an,k−1,x− 2bn,k−1,x+ 2bn,k,x+z +
3(bn,k−1,x − bn,k,x+z) =
k+n−1
n−1

(use (4)), and bn,k−1,x − bn,k,x+z ≤ k− 1, our assumption an,k−1,x − 2bn,k−1,x ≥ 4(k+ 1)
gives x+ an,k,x− an,k−1,x ≤ an−1,k,x− 4. Since we assumed that An−1,k(z) is true, Lemma 1 gives hi(H, IX∩H(k)) = 0. 
Lemma 11. Fix integers n ≥ 5, k ≥ 2, x ≥ 0, z ≥ 0. Assume an,k,x ≥ an,k−1,x + 4, an,k−1,x ≥ 2bn,k−1,x + bn,k,x + 1 and that
Mn,k−1(x) is true. Then An,k(x) is true.
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Proof. Take a general Y := A ⊔ B ⊔ D satisfying Mn,k−1(x). For each P ∈ Sing(D) fix a 3-dimensional linear subspace HP
of Pn containing the connected component of D with P as its singular point. Set χ := ∪P∈Sing(D)χHP (P). Let E ⊂ H be a
general union of an,k,x− an,k−1,x− 4 lines and k− 1 planar length 3 schemes. It is sufficient to prove h1(H, I(Y∪E)∩H(k)) = 0.
The scheme (Y ∪ E) ∩ H is a general union of x + an,k,x − an,k−1,x − 4 lines, bn,k−1,x + k − 1 planar length 3 schemes and
an,k−1,x−2bn,k−1,x points. By (4) and [7] a general union T ⊂ H of x+an,k,x−an,k−1,x−4 lines satisfies h1(H, IT (k)) = 0 and
h0(H, IT (k)) = an,k−1,x − bn,k,x + bn,k−1,x + 4(k+ 1) ≥ 3(bn,k−1,x + k− 2)+ k+ 3 (the last inequality is equivalent to the
assumption an,k−1,x ≥ 2bn,k−1,x+ bn,k,x+ 1). Apply Lemma 3 with respect to the integer s := bn,k−1,x+ k− 1 (Alternatively,
use the second part of Remark 4 so that you can avoid the assumption ‘‘ an,k−1,x ≥ 2bn,k−1,x + bn,k,x + 1’’). 
Lemma 12. Fix an integer n ≥ 5. There is an integer t > 0 such that an,k−1,x ≥ 6k+ 2 and an,k,x− an,k−1,x ≥ 4k for all integers
k, x such that k ≥ t and x ≤ kn−4.
Proof. Since an,k−1,x ≥
n+k−1
n

/k− xk+12 , the existence of t satisfying the first inequality is obvious. By (4) we have
an,k,x − an,k−1,x ≥

n+ k− 1
n− 1

/(k+ 1)− x(k+ 1)− k+ 1− an,k−1,x.
Since an,k−1,x ≤ an,k−1,0 ≤ ⌈
n+k−1
n

/k⌉, for large t the second inequality is satisfied. 
Parts (i) and (ii) of the following result are only needed to carry over the induction and get part (iii), i.e. to prove Theorem2.
Proposition 1. For every integer n ≥ 6 there are a function αn : N→ N and an integer kn > 0 such that
lim
k→+∞αn(k)/k
n−4 = 1/(n− 4)!
and for all integers k ≥ kn the following properties are true:
(i) An,k(z) is true for all integers z ≤ αn(k).
(ii) Mn,k(z) is true for all integers z ≤ αn(k).
(iii) Fix integers x ≥ 0, y ≥ 0 such that the triple (n, x, y) has critical value k ≥ kn and x ≤ αn(k). Let A ⊔ B ⊂ Pn be a general
disjoint union of x planes and y lines. Then A ⊔ B has maximal rank.
Proof. Set k5 := 1 and α5(k) = k for all positive integers k. With these choices Theorem 1 corresponds to the case n = 5 of
Proposition 1. Fix an integer n ≥ 6 and assume that Proposition 1 is true in Pn−1, with the choice just made of the integer
kn−1 and the function αn−1 when n − 1 = 5. Fix an integer t ≥ kn−1 such that the assumptions of Lemma 12 are satisfied.
Decreasing if necessary αn−1 we assume αn−1(t) ≤ (t − 1)n−5 for all t > 0. Set k′n := t and α′n(k) = 0 for all k < k′n.
Define inductively the function α′n : N → N using the rule α′n(k) := α′n(k − 1) + αn−1(k) for all integers k ≥ k′n. Since
α′n−1(k) ≤ (k− 1)n−5, we obviously get α′n(k) ≤ (k− 1)n−4 for all k > 0. Since (i) and (ii) are true in Pn−1, Lemma 12 shows
that we may apply Proposition 1. We get that Mn,k(x) is true for all k > 0 and all x ≤ α′n(k). Take any integer k′n sufficient
to get part (ii) for a certain function k → α′n(k). Lemma 11 shows that the integer k′′n := k′n + 1 and the function α′′n defined
by the rule α′′n (k) := α′n(k − 1) work for parts (i) and (ii). Hence the inductive proof of parts (i) and (ii) is complete. To get
part (iii) we copy the proof of Theorem 1 given in Section 4 with the following modifications. Set kn := k′′n + 1 and define
the function αn : N→ N by the rules αn(k) = 0 if k < kn and αn(k) = α′′n (k− 1) if k ≥ kn. Fix non-negative integers x, y, k
such that k ≥ kn, 0 ≤ x ≤ αn(k) and (n, x, y) has critical value k. Let Y = A ⊔ B ⊂ Pn be a general disjoint union of x planes
and y lines. By our choice of kn and αn the assertionMn,k−1(x) is true by part (ii). As in the proof of Theorem 1 we very easily
get h0(IY (k− 1)) = 0 usingMn,k−1(x). To get h1(IY (k)) = 0 for all y < an,k,x, it is sufficient to prove it when y = an,k,x − 1.
Since kn = k′′n−1 and αn(k) = α′′n (k−1), part (ii) shows thatMn,k−1(x) is true. Take a solution A⊔B⊔D ofMn,k−1(x). Repeat
the case ‘‘ x ≤ k+ n− 5’’ of the proof of Theorem 1, i.e. use the particular case of [7], Assertion H ′′k,n−1, given in the first part
of Remark 4. 
Proof of Theorem 2. Take any (kn, αn) satisfying assertion (iii) of Proposition 1. Rename the function αn by setting αn(k) :=
0 for all k ≤ kn. Thus for pairs (x, y)with critical k ≤ kn we are assuming x = 0 and hence we may just quote [7]. 
6. Disjoint unions with critical value 3
Setwn = xn = 0 for all integer n ≤ 9. For all integers n ≥ 10 setwn := ⌊(n+ 2)(n+ 1)/12⌋ − 7. For all integers n ≥ 10
define recursively the integer xn by the formula xn := xn−1+wn. Notice that xn ∼ n3/36 when n goes to+∞. In this section
we prove the following result.
Theorem 3. Fix a hyperplane H ⊂ Pn.
(i) Fix non-negative integers n, x, y such that n ≥ 6, y ≥ 0, 6x+ 3y > n+22  and 10x+ 4y ≤ n+33 . Assume x ≤ xn. Let X ⊂ Pn
be a general union of x planes and y lines. Then h0(IX (2)) = 0 and h1(IX (t)) = 0 for all t ≥ 3.
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(ii) Fix non-negative integers α, β such that α ≤ xn−1 and
10α + 4β ≤

n+ 2
3

− 9. (6)
Let U ⊂ H be a general union of α planes, β lines and 2 planar length 3 subschemes. Then h1(H, IU(3)) = 0.
Then we give two easy corollaries of Theorem 3 (see Propositions 2 and 3). From any result similar to Theorem 3, but for
another critical value k′, one could easily obtain similar statements, respectively if
k′+2
2

x+ (k′+1)y ≥ n+k′n  and if (n, x, y)
has critical value at least k′ + 1.
Remark 7. Fix integers n ≥ 3 and x ≥ 0.We have an,2,x = bn,2,0 and an,2,x = an,2,0−2x. Thus bn,2,x = 0 if n ≡ 1, 2 (mod 3)
and bn,2,x = 1 if n ≡ 0 (mod 3). Hence if n ≡ 1, 2 (mod 3), then [3], Theorem 3.2, givesMn,2(x) for all integers x such that
0 ≤ x ≤ ⌊(n+2)(n+1)/12⌋. Now assume n ≡ 0 (mod 3) and n ≥ 6. Fix an integer x such that 0 ≤ x ≤ ⌊(n+2)(n+1)/12⌋
and set y := ⌊(n + 2)(n + 1)/6⌋ − 2x. Let Y ⊂ Pn be a general union of x planes and y lines. By [3], Theorem 3.2, we have
h1(IY (2)) = 0. Hence h0(IY (2)) = 2.
Lemma 13. Fix integers u ≥ 1 and e ∈ {0, 1} and set n := 6u + 3e. Fix an integer x such that 0 ≤ x ≤ ⌈(6u2 + (3 + 2e)u −
3+ e)/2⌉. Then Mn,2(x) is true.
Proof. We have an,2,x = 6u2 + 3u + 1 + 6ue + 3e − 2x and bn,2,x = 1 (Remark 7). Thus an,2,x ≥ 4, i.e. Mn,2(x) is defined.
First assume x ≥ 2u − 1 + e. Let A ⊔ B ⊔ D be a solution of Mn,1(2u − 1 + e). Hence B is the disjoint union of 2 lines and
D = ∅. Let Y ⊂ H be a disjoint union of x− 2u+ 1− e planes and an,2,x − 2 lines, one of them containing a point of B ∩ H .
Set X := A ∪ B ∪ D ∪ Y . Since n− 1 ≡ 1, 2 (mod 3) and x− 2u+ 1− e ≤ ⌊(n+ 1)n/12⌋,Mn−1,2(x− 2u+ 1− e) is true
(Remark 7). Hence h1(H, I(A∩H)∪Y (2)) = 0. Since X ∩ H = (A ∩ H) ∪ Y , (4) gives hi(H, IX∩H(2)) = 0, i = 0, 1, concluding
the proof in this case. Now we assume x ≤ 2u − 2 + e. Take a solution A′ ⊔ B′ ⊔ D′ ofMn,1(x) instead ofMn,1(2u − 1 + e).
Here D′ = ∅, A′ is a disjoint union of x planes and B′ is a disjoint union of 2 + 2(2u − 1 + e − x) lines. Then we add in H a
general union of an,2,x − 4u+ 4− 2x lines, with the only restriction that one of them contains a point of B′ ∩ H . 
Proof of Theorem 3. The h0-part of (i) is true by Remark 7 (case n ≡ 1, 2 (mod 3)) and Lemmas 5 and 13 (case n ≡ 0
(mod 3)).
Using the Castelnuovo–Mumford lemma to check the h1-part of (i) it is sufficient to prove it when t = 3. In this case it
is sufficient to check it (for a fixed integer x) for the unique integer y1 such that
n+3
n
 − 2 ≤ 6x + y1(k + 1) ≤ n+33 . If
bn,3(x) = 0, then y1 = an,3,x. If bn,3,x > 0, then y1 = an,3,x − 1. Set w := wn. Remark 7 and Lemmas 13 and 5 giveMn,2(w).
Since xn = 0 for all n ≤ 9, the result is true by [7] if n ≤ 9. Hence we may assume n ≥ 10.
(a) Here we assume x ≥ w. Fix a general solution A ⊔ B ⊔ D ofMn,2(w).
(a1) First assume n ≡ 1, 2 (mod 3). Hence bn,2,w = 0 and D = ∅. Let E ⊂ H be a general union of x − w planes and
y′ − an,2,w lines. Set X := A ∪ B ∪ E. Since ResH(X) = A ∪ B, h1(IResH (X)(2)) = 0. X ∩ H is a general union of x − w
planes,w + y1 − an,2,w lines and an,2,w points. From (5) we get
10(x− w)+ 4(w + an,3,x − an,2,w)+ an,2,w + bn,2,w − bn,3,x =

n+ 2
3

. (7)
Since either bn,3,x = 0 and y1 = an,3,x or bn,3,x > 0 and y1 = an,3,x − 1, we always have
10(x− w)+ 4(w + y1 − an,2,w)+ an,2,w ≤

n+ 2
3

.
Hence to conclude in this case it is sufficient to prove h1(H, IT (3)) = 0, where T ⊂ H is a general union of x−w planes
andw+ y1 − an,2,w lines. We use induction on n, except that extra care must be taken if n− 1 ≡ 0 (mod 3) (see step
(a2) below). We also need to start the induction somewhere. It may start at any n ∈ {6, 7, 8, 9}, because xn = 0 for
those integers.
(a2) Assume n ≡ 0 (mod 3). Here D is a disjoint union of 2 reducible conics. For each P ∈ Sing(D) we take a general
3-dimensional linear space HP containing the connected component of D with P as its singular point. Set χ :=
∪P∈Sing(D)χHP (P). Let E ⊂ H be a general union of x− w planes and y1 − an,2,w lines. Set X := A ∪ B ∪ D ∪ χ ∪ E. By
Remarks 1 and 2 it is sufficient to prove h1(H, IY (3)) = 0, where Y is a general union of x−w planes, y1 +w− an,2,w
lines and 2 planar length 3 subschemes of H . At this point it is clear that we also need to prove part (ii) by induction
on n. To apply Lemma 3 with t := 3 and s := 2 to H = Pn−1 it is sufficient to have part (i) for the integers n′ := n− 1,
x := α, y := β and to have the additional condition (6) (here 9 = 3(s−1)+ t+3, because t = 3 and s = 2). Notice that
in this case X∩H contains an,2,w−4 general points and bn,3,x−2 tangent vectors. Hence if an,2,w−4+2(bn,3,x−2) ≥ 6,
then in the application of part (ii) to part (i) we always met integers x−w andw+ y1− an,2,w for which (6) is satisfied.
We have an,2,w ≥ 2(⌊(n+ 2)(n+ 1)/2⌋ − w). Hence an,2,w ≥ 13 by our choice of the integerwn.
606 E. Ballico / Journal of Pure and Applied Algebra 215 (2011) 597–608
(b) Here we assume x < w. Take A ⊔ B ⊔ D satisfying Mn,2(x) with respect to the hyperplane H . Hence D = ∅ if n ≡ 1, 2
(mod 3), while D is the disjoint union of two reducible conics if n ≡ 0 (mod 3). Hence ♯(Sing(D)) ≤ 1. For each
P ∈ Sing(D) fix a general 3-dimensional linear subspace of Pn containing the connected component of D containing
P . Set χ := ∪P∈Sing(D)χHP (P). Let E ⊂ H be a general union of y1 lines. Set X := A ∪ B ∪ D ∪ χ ∪ E. To conclude
using Remark 2 it is sufficient to handle the planar length 3 subscheme χ ∩H in the case n ≡ 0 (mod 3). Here we use
an,2,x − 2bn,2,x ≥ an,2,w − 2bn,2,w + 2(w − x) ≥ 2 to apply the first part of Remark 4. 
Lemma 14. The assertion Mn,3(x) is true for all integers n, x such that n ≥ 6 and 0 ≤ x ≤ xn.
Proof. Since xn = 0 if n ≤ 9, wemay assume n ≥ 10 [7]. Remark 7 and Lemma 13 giveMn,2(wn). Remark 7 gives bn,2,wn = 0
(resp. bn,2,wn = 1) for every n ≡ 1, 2 (mod 3) (resp. n ≡ 0 (mod 3)). If x ≤ wn, then we useMn,2(x) and in the hyperplane
H we do not add any plane. Hence to handle the planar length 3 subschemes we may either quote the second assertion of
Remark 4 or check the easy inequality an,2,wn−2bn,2,wn ≥ 2 and thenquote the first part of Remark 4. Thenwe apply Lemma1
to handle the tangent vectors. From now on we assume x > wn. In this case the only problem arises if bn,3,x < bn,2,wn = 1,
i.e. if bn,3,x = 0. In this caseMn,3(x) is true by Theorem 3. 
Proposition 2. Fix an integer n ≥ 6 and non-negative integers x, y such that x ≤ xn and 10x + 4y ≥
n+3
3

. Let X ⊂ Pn be a
general union of x planes and y lines. Then h0(IX (3)) = 0.
Proof. It is sufficient to deal with the case y = an,3,x. Lemma 14 givesMn,3(x). Apply Lemma 5. 
Proposition 3. Fix an integer n ≥ 6 and non-negative integers x, y such that x ≤ xn and the triple (n, x, y) has critical value
k ≥ 4. Let X ⊂ Pn be a general union of x planes and y lines. Then h1(IX (k)) = 0.
Proof. We use k− 3 times the inductive procedure with respect to a hyperplane H . In each inductive step we add no plane.
Since we add no plane, we may use the second assumption of Remark 4 to avoid Lemma 3 and hence the need of any
numerical lemma. Then we use Lemma 1 to handle the addition of the tangent vectors. 
7. Numerical lemmas
Remark 8. If n ≥ 3 is odd, then an,1,0 = (n+ 1)/2 and bn,1,0 = 0. If n ≥ 4 is even, then an,1,0 = (n+ 2)/2 and bn,1,0 = 1.
For all integers n, x such that 2x ≤ an,2,0 we have (an,2,x, bn,2,x) = (an,2,0 − 2x, bn,2,0). Hence an,2,n−3 ≥ 2bn,2,n−3 + 3
for all n ≥ 9. We have (a4,2,1, b4,2,1) = (3, 0), (a4,3,1, b4,3,1) = (7, 3), (a4,4,0, b4,4,0) = (14, 0), (a4,4,1, b4,4,1) = (12, 0),
(a4,5,0, b4,5,0) = (21, 0), (a4,5,1, b4,5,1) = (18, 3), (a4,6,0, b4,6,0) = (30, 0), (a4,6,1, b4,6,1) = (26, 0), (a4,7,1, b4,7,1) = (37, 2),
(a4,8,1, b4,8,1) = (50, 0), (a4,9,1, b4,9,1) = (66, 0), (a5,1,1, b5,1,1) = (2, 1), (a5,2,0, b5,2,0) = (7, 0), (a5,2,1, b5,2,1) = (5, 0),
(a5,2,2, b5,2,2) = (3, 0), (a5,3,3, b5,3,3) = (7, 2), (a5,4,4, b5,4,4) = (14, 4), (a5,5,5, b5,5,5) = (25, 3), (a5,5,4, b5,5,4) = (28, 0),
(a5,5,3, b5,5,3) = (32, 3), (a5,6,6, b5,6,6) = (41, 3), (a6,3,4, b6,3,4) = (11, 0), (a7,2,4, b7,2,4) = (4, 0).
Lemma 15. Fix an integer k ≥ 2.
(i) a4,k,1 ≥ 2b4,k,1.
(ii) If k ≥ 5, then a4,k,1 ≥ 3k+ 1. If k ≥ 7, then a4,k,1 ≥ 3k+ 4.
(iii) If k ≥ 4 and b4,k,1 ≥ b4,k−1,1, then a4,k,1 − a4,k−1,1 ≥ b4,k,1 − b4,k−1,1.
(iv) If k ≠ 3 and b4,k−1,1 > b4,k,1, then a4,k−1,1 − 2b4,k−1,1 + 2b4,k,1 ≥ k − 1 and a4,k,1 ≥ a4,k−1,1. If k ≥ 7, then
a4,k−1,1 − 2b4,k−1,1 + 2b4,k,1 ≥ k+ 7.
Proof. Part (i) is very easy, because 0 ≤ b4,k,1 ≤ k and (k+ 1)a4,k,1 =
k+4
4
− k+22 + b4,k,1.
Since (k+ 1)a4,k,1 ≥
k+4
4
− k+22 , we easily get (ii).
Assume b4,k−1,1 ≤ b4,k,1 and a4,k,1 − a4,k−1,1 ≤ b4,k−1,1 − 1. From (4) we get −(k + 1) + k(b4,k,1 − b4,k−1,1) ≥
k+3
3

.
Since this inequality fails if k ≥ 4, we get part (iii). If k ≥ 7 the inequalities a4,k−1,1 ≥ 3(k − 1) + 4, b4,k−1,1 ≤ k − 1 and
b4,k,1 ≥ 0 imply a4,k−1,1 − 2b4,k−1,1 + 2b4,k,1 ≥ k + 3. If k ≤ 5, and k ≠ 4, then part (iv) holds, because b4,k−1,1 ≤ b4,k,1
(Remark 8). From (4) and the second assertion of (ii) we get the last statement of (iv). 
Lemma 16. Assume n ≥ 5, k ≥ 2, 0 ≤ x ≤ n+ k− 5 and (n, k) ≠ (5, 2). Then an,k,x ≥ 2k.
Proof. Since an,k,x is a decreasing function of x, we may assume x = n+ k− 5. Assume an,k,n+k−5 ≤ 2k− 1. From (3) we get
(n+ k− 5)

k+ 2
2

+ (k+ 1)(2k− 1) ≥

n+ k
n

. (8)
The difference between the right hand side and the left hand side of (8) is an increasing function of n. Hence to get a
contradiction it is sufficient to look at the case n = 5. In this case we just use that kk+22  + (k + 1)(2k − 1) < k+55 
for all k ≥ 3. If k = 2 and n ≥ 6, then (8) is false. 
Lemma 17. Fix integers k, x such that 0 ≤ x ≤ k− 1 and b5,k,x < b5,k−1,x.
(i) If k ≥ 7, then x+ a5,k,x − a5,k−1,x ≤ a4,k,0 − 4 and a5,k−1,x − b5,k,x − b5,k−1,x ≥ 4(k+ 1).
(ii) If k ≥ 5, then a5,k−1,x ≥ 3(k− 1). If k ≥ 7, then a5,k−1,x ≥ 6k+ 1.
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Proof. By the definition of a4,4,0 and using the inequality (4) to prove part (i) it is sufficient to prove the second inequality
of (i). Since b5,k,x < b5,k−1,x ≤ k− 1 it is sufficient to prove a5,k−1,x ≥ 6k+ 1. Call this inequality Φ(k, x). Since a5,k−1,x is a
decreasing function of x, it is sufficient to proveΦ(k, k− 1). Thus it is sufficient to prove
(k− 1)(k+ 1)(k− 1)/2+ k(6k+ 1) ≤

k+ 4
5

.
This inequality is true for all k ≥ 7. Similarly, to get the first part (ii) it is sufficient to prove
(k− 1)(k+ 1)(k− 1)/2+ k(3k− 1) ≤

k+ 4
5

.
This inequality is true for all k ≥ 5. The proof of the second part of (ii) is similar. 
Lemma 18. Fix an integer k ≥ 3 such that b5,k,k < b5,k−1,k−1 and k ≠ 5. Then k − 1 + a5,k,k − a5,k−1,k−1 ≤ a4,k,1 − 4 and
a5,k−1,k−1 − b5,k,k − b5,k−1,k−1 ≥ 4(k+ 1).
Proof. As in the proof of Lemma 17 it is sufficient to have a5,k−1,k−1 ≥ 6k+ 1. This inequality is true if k ≥ 7 (Lemma 17).
Remark 8 shows that b5,k,k ≥ b5,k−1,k−1 if k = 3, 4, 6. 
Since a5,5,5 = 25, a5,4,4 = 14 and a4,5,1 = 18, the inequalities listed in Lemma 18 fail if k = 5.
Lemma 19. For all integers n, k, x such that n ≥ 5, k ≥ 2, 0 ≤ x ≤ n+ k− 5 and (n, k) ≠ (5, 2) we have an,k,x − an,k−1,x ≥
max{bn,k,x − bn,k−1,x, 0}.
Proof. Since bn,k,x ≤ k, the equality (4) shows that it is sufficient to prove the following inequality: (k+1)(x+k) ≤
n+k−1
n−1

.
Call it Ψ (n, k, x). For fixed n, k, to prove Ψ (n, k, x) for all x ≤ n + k − 5 it is sufficient to prove Ψ (n, k, n + k − 5), i.e. to
prove (k+ 1)(n+ 2k− 5) ≤ n+k−1n−1 . This inequality is true if either n = 5 and k ≥ 3 or n ≥ 6 and k ≥ 2. 
Lemma 20. Fix integers n, k, x such that k ≥ 3, n ≥ 6, 0 ≤ x ≤ n+k−5 and either n ≥ 8 or n = 7 and k ≥ 4 or (n, k) = (7, 3)
and x ≤ 3 or n = 6 and k ≥ 5 or (n, k) = (6, 4) and x ≤ 3. Then an,k−1,x ≥ 2k+ 4(k+ 1).
Proof. Since for fixed n, k the integer an,k−1,x is a decreasing function of x, the lemma is satisfied for the triple (n, k, x) if it
is satisfied for the triple (n, k, n+ k− 5). Assume an,k−1,n+k−5 ≤ 6k+ 3. From (3) we get
x

k+ 2
2

+ (k+ 1)(6k+ 3) ≥

n+ k
n

. (9)
We name as (x) the inequality (9). The difference between the right hand side and the left hand side of (n+ k− 5) is an
increasing function of n. If n = 6, then (n+ k− 5) fails for all k ≥ 5. If n = 7, then (n+ k− 5) fails for all k ≥ 4. If k = 3,
then (n + k − 5) fails for all n ≥ 8. If n = 6, then (x) fails if k = 4 and x ≤ 4. If n = 7 and k = 3, then (x) fails if and
only if x ≤ 3. 
Lemma 21. Fix integers n, k, x such that k ≥ 3, n ≥ 6, 0 ≤ x ≤ n+k−5 and either n ≥ 8 or n = 7 and k ≥ 4 or (n, k) = (7, 3)
and x ≤ 3 or n = 6 and k ≥ 5 or (n, k) = (6, 4) and x ≤ 3. Then x+ an,k,x+z − an,k−1,x ≤ an−1,k,z − 4 for every z ∈ {0, 1}.
Proof. Apply Lemma 20 and use the definition of the integer an−1,k,z and (4) (case z = 0) or (5) (case z = 1). 
Lemma 22. Fix integers m, k, s, z, z ′ such that m ≥ 3, k > 8s > 0, and 0 ≤ z ′ ≤ z ≤ 1. Then am,s,z′+am,k−8s,z−z′ ≤ am,k,z−4.
Proof. The case z = 0 is trivial (or easier), because am,t,0 = ⌈
m+t
m

/(t + 1)⌉ for all t . Hence we will only deal with the case
z = 1. We write down only the case z ′ = 1, because the other case is similar. Since am,s,1 = ⌈(
m+s
m
 − s+22 )/(s + 1)⌉,
am,k−8s,0 = ⌈
m+8−8s
m

/(k − 8s + 1)⌉ and am,k,1 = ⌈(
m+k
m
 − k+22 )/(k + 1)⌉, it is sufficient to check when the one of the
following equivalent inequalities holds:
m+ s
s

−

s+ 2
2

/(s+ 1)+

m+ k− 8s
m

/(m+ k− 8s+ 1) ≤

m+ k
m

−

k+ 2
2

/(k+ 1)− 6 (10)
(k+ 1)(k− 8s+ 1)

m+ s
s

+

m+ k− 8s
m

(s+ 1)(k+ 1)
+ 6(s+ 1)(k+ 1)(k− 8s+ 1) ≤ (s+ 1)(k− 8s+ 1)

m+ k
k

. (11)
Call Φ(m, k, s) the difference between the right hand side and the left hand side of (11). It is sufficient to check when
Φ(m, k, s) ≥ 0. First assumem = 3. Working directly with (10) we get thatΦ(3, k, s) ≥ 0 if and only if
(s+ 3)(s+ 2)/6− (s+ 2)/2+ (k− 8s+ 2)(k− 8s+ 1)/6 ≤ (k+ 3)(k+ 2)/6− (k+ 2)/2− 6. (12)
If (k, s) = (9, 1), then (12) is true. If k = 8s + 1, then the difference between the right hand side and the left hand side of
(12) is an increasing function of s. Hence (12) is true if k = 8s + 1 and s ≥ 1. For fixed s the difference between the right
hand side and the left hand side of (12) is an increasing function on k on the half-line k ≥ 8s+ 1. Hence Φ(3, k, s) ≥ 0 for
all integers k, s such that k > 8s > 0. SinceΦ(m+ 1, k, s) ≥ Φ(m, k, s), we get the lemma. 
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