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Abstract
In this paper, we prove that under a lower bound on the Ricci curvature and an assumption on the asymp-
totic behavior of the scalar curvature, a complete conformally compact manifold whose conformal boundary
is the round sphere has to be the hyperbolic space. It generalizes similar previous results where stronger
conditions on the Ricci curvature or restrictions on dimension are imposed.
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1. Introduction
Rigidity problems for conformally compact manifolds have been studied by several math-
ematicians. In [5], Min-Oo has proved that a strongly asymptotic hyperbolic spin manifold of
dimension n with scalar curvature R −n(n− 1) has to be the hyperbolic space. Leung proved
in [4] that any conformally compact Einstein manifold that is asymptotically hyperbolic of order
greater than 2 is in fact hyperbolic. In [7], Qing showed that a conformally compact Einstein man-
ifold of dimension n 7 whose conformal boundary is the round sphere must be the hyperbolic
space (the proof relies on the positive mass theorem of Schoen and Yau, hence the constraint on
the dimension). A proof of Qing’s result with no restriction on dimension was given by Anderson
and Herzlich [1].
* Corresponding author.
E-mail addresses: satyaki.dutta@gmail.com (S. Dutta), Mohammad.Javaheri@trincoll.edu (M. Javaheri).0001-8708/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2009.12.004
526 S. Dutta, M. Javaheri / Advances in Mathematics 224 (2010) 525–538In [8], Shi and Tian proved the following theorem.
Theorem 1.1. (See Shi and Tian [8].) Let (Mn+1, g), n  4, be an ALH manifold of order α.
Suppose there exists a pole and there is r > 0 such that the geodesic sphere with radius r and
centered at the pole is convex. If we further have α > 2 and Ricg  −ng, then (Mn+1, g) is
isometric to the Poincaré metric on the ball Bn+1.
Here (Mn+1, g) is called ALH of order α if |K(x) + 1| = O(e−αt(x)), where K(x) is the
sectional curvature of g at x (in any direction) and t (x) = distg(p0, x) (for a fixed p0). As a part
of our results, we show the same conclusion holds if the condition |K(x) + 1| = O(e−αt(x)) is
replaced by a weaker condition, namely |K(x) + 1| = O(φ(t)e−2t ), where φ(t)  0 and φ ∈
L1(R+); see Proposition 2.3.
Before stating our main result, we recall the definition of a Cm,α conformally compact mani-
fold.
Definition 1.2. A complete manifold (Mn+1, g) is said to be Cm,α conformally compact if there
exists a defining function ρ : M → R (i.e. ρ > 0 in M , ρ|∂M = 0, and dρ = 0 on ∂M) such that
the conformally equivalent metric g = ρ2g extends to a Cm,α metric on M .
Defining functions are unique up to multiplication by positive functions on M . Therefore,
only the conformal class of the compactified metric [g] and the conformal infinity [ρ2g|∂M ] are
determined by g. For a C2 conformally compact manifold with a defining function ρ, we have
∣∣K(x) + 1∣∣= O(ρ2), (1.1)
and so such a manifold is asymptotically hyperbolic. We now state our main theorem.
Theorem 1.3. Let (Mn+1, g), n 2, be a complete C3 conformally compact manifold with con-
formal infinity (Sn, [γ0]), where [γ0] is the conformal class of the round metric. Suppose that
(i) Ricg −ng,
(ii) |R + n(n + 1)| = o(ρ2),
where R is the scalar curvature of (Mn+1, g) and ρ is a defining function of the boundary. Then
(Mn+1, g) is isometric to the Poincaré metric on the ball Bn+1.
In Theorem 1.3, we make no additional assumptions on the sectional curvatures other than
what is inherited by conformally compactness. The scalar curvature of a conformally compact
manifold satisfies |R+n(n+1)| = O(ρ2) by virtue of (1.1). We require a slightly stronger decay
rate. Theorem 1.3 is related to a theorem of Bonini, Miao, and Qing [3] where condition (ii) on
the scalar curvature in Theorem 1.3 is replaced by a restriction on dimension, namely 2 n 6.1
Note that if g is ALH of order α > 2 or under the weaker assumption |K(x) + 1| =
O(φ(t)e−2t ) with φ ∈ L1(R+), we have |R + n(n + 1)| = o(e−2t ). It is also worth mention-
ing how Theorem 1.3 is also related to the following result of Andersson, Cai, and Galloway
in [2].
1 We would like to thank the referee for mentioning this result and other useful comments.
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scalar curvature R −n(n+1), and is isometric to the Poincaré metric on the ball Bn+1 outside
a compact set. Then (Mn+1, g) is globally isometric to the Poincaré metric on the ball Bn+1.
It directly follows from Theorem 1.3 that one can trade the restriction on the dimension in
Theorem 1.4 with a lower bound on the Ricci curvature as stated in the following theorem.
Theorem 1.5. Suppose (Mn+1, g) satisfies Ricg −ng and is isometric to the Poincaré metric
on the ball Bn+1 outside a compact set. Then (Mn+1, g) is globally isometric to the Poincaré
metric on the ball Bn+1.
A few definitions and conventions are in order. We start off with the standard round metric
on ∂M = Sn and the corresponding geodesic defining function ρ : M → R so that g = ρ2g is
the compactified metric and |∇ρ|g ≡ 1 in a neighborhood of ∂M . We define a function r in a
neighborhood of ∂M in M by setting
r = − log(ρ/2). (1.2)
Then |∇r|g = 1, and so r is a distance function outside a compact set in M . We also choose an
arbitrary point p0 ∈ M which will be fixed throughout the paper, and define
t (x) = distg(p0, x). (1.3)
The function t is smooth except on a set C(p0) of measure zero. It can be seen from the triangle
inequality that u = t − r is a bounded function, and so we shall freely interchange the rates of
decays O(e−αt ) and O(e−αr ) throughout the paper.
Next, we consider the level sets Σr = {x: r(x) = r} and Σt = {x: t (x) = t}. We let γr (re-
spectively γt ) denote the metric on Σr (respectively Σt ) induced by g = 4e−2rg. Similarly ηr
and ηt are the metrics on, respectively, Σr and Σt induced by h = 4e−2t g. These metrics are
smooth outside C(p0). We will denote the metric and curvature quantities of g by using the bar;
similar usage of subscripts and superscripts are understood. So for example Ric will denote the
Ricci curvature of g while Rh denotes the scalar curvature of h.
This paper is organized as follows. In Section 2, we study the asymptotic behavior of the
shape operators of the level sets Σt and Σr . In Section 3, we obtain a uniform bound on the
g-gradient of u = t − r . It then follows that u has a continuous extension ψ0 to ∂M ∼= Sn and,
along a subsequence, (Σr, ηr) → (Sn, η0 = e2ψ0γ0) in the weak L1,2 topology.
In Section 5, we obtain curvature and volume bounds on the level sets, namely we show that
Rηr  n(n − 1) + o(1) and vol(Σt , ηt ) ωn, where Rηr is the scalar curvature of (Σr, ηr) and
ωn is the volume of the Euclidean unit n-sphere. We use these bounds in Section 6 to show
that vol(Σt , ηt ) → ωn as t → ∞. This, in conjunction with Bishop–Gromov volume comparison
theorem, will conclude the proof of Theorem 1.3 in Section 7.
2. Asymptotic bounds on the shape operators
In this section, (M,g) is a complete C3 conformally compact Riemannian manifold and
g = ρ2g is a compactification so that |∇ρ|g ≡ 1 in a neighborhood of ∂M . Recall that r(x) =
− log(ρ/2) and t (x) = distg(p0, x). The following lemma gives asymptotic bounds on the shape
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enough and ∇2t exists and is smooth almost everywhere in M . If S is the shape operator of the
level sets of a distance function r on M , then we have
∇∂r S + S2 = −R∂r, (2.1)
where R∂r(e) = R(e, ∂r)∂r and R is the curvature tensor.
Lemma 2.1. Let X and Y be unit vectors orthogonal to ∇r in (M,g). Then
∇2r(X,Y ) = g(X,Y ) +O(e−2r). (2.2)
Similarly, if X and Y are unit vectors orthogonal to ∇t (where it exists), then
∇2t (u, v) = g(X,Y ) +O(e−βt), (2.3)
for every β ∈ (0,2).
Proof. The Ricci curvature of the compactified metric g = 4e−2rg is related to the Ricci curva-
ture of g by the formula:
Ric = Ric + (n − 1)(∇2r + dr ◦ dr)+ (r − n + 1)g. (2.4)
We first show that r = n + O(e−2r ). By computing the two sides of the equation above at
(∇r,∇r), we see that
Ric(∇r,∇r) = (Ric + ng)(∇r,∇r) +r − n,
which together with ∇r = −ρ∇ρ and (1.1) imply that
r − n = e−2rRic(∇ρ,∇ρ)+O(e−2r)= O(e−2r). (2.5)
Next, let X and Y be unit vectors (in the g-metric) orthogonal to ∇r . Then, from (2.4) and (2.5),
one has
(n− 1)(∇2r(X,Y ) − g(X,Y ))= Ric(X,Y ) − (Ric + ng)(X,Y ) + (n −r)g(X,Y )
= O(e−2r),
which completes the proof of (2.2).
To prove (2.3), let μi(t),1 i  n, be the eigenvalues of ∇2t (as a linear endomorphism of
TΣt ) and set λi(t) = μi(t) − 1. In the sequel, we suppress the subscript i. It follows from (2.1)
and the asymptotic curvature condition K(x) = −1 +O(e−2t ) that there exists C > 0 such that
1 −Ce−2t  μ′(t)+μ2(t) 1 +Ce−2t , (2.6)
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[6, §6.2]):
√
1 −Ce−2t coth(t√1 −Ce−2t) μ(t)√1 +Ce−2t coth(t√1 +Ce−2t).
And so
∣∣λ(t)∣∣= ∣∣μ(t)− 1∣∣ C1e−t , (2.7)
for some constant C1 > 0. Let {uk}∞k=1 be the sequence defined by
u1 = 1, uk+1 = 34uk +
1
2
.
Then {uk}∞k=1 is an increasing sequence converging to 2. We prove by induction on k  1 that
∣∣λ(t)∣∣ Cke−ukt , (2.8)
for all t large enough, where Ck is a constant that does not depend on t . The basis step was
proved in (2.7). Suppose (2.8) holds for some k  1 and Ck > 0. Then:
(
λ2e2uk+1t
)′ = 2e2uk+1t λ(λ′ + uk+1λ)
 2e2uk+1t λ
(
λ′ + 2λ)
 2e2uk+1t λ
(
μ′ + μ2 − 1 − λ2)
 C′ke(2uk+1−uk−2)t , (2.9)
for some C′k > 0, since μ′ + μ2 − 1 − λ2 = O(e−2t ) by (2.6) and (2.8). Now, we have 2uk+1 −
uk − 2 = (uk − 2)/2 < 0 for all k  1, and so, by integration, we conclude that there exists
Ck+1 > 0 independent of t so that
∣∣λ(t)euk+1t ∣∣ Ck+1,
which completes the induction step. It then follows that (2.3) holds for any β ∈ (0,2). 
The following corollary is a direct consequence of Lemma 2.1.
Corollary 2.2. The second fundamental form of the level set (Σr, ηr) converge to zero as r → ∞.
Proof. Since we are considering the compactification h = 4e−2t g, where t (x) = distg(p0, x),
the unit normal N to the level set (Σr, ηr) in the h-metric can be written as N = (et /2)∇r .
Choose an orthonormal basis {ei : 1 i  n} for TxΣr with the induced metric from g. Therefore,
the set ei = (et /2)ei is an orthonormal basis for TxΣr with the metric ηr . One calculates:
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(∇heiN, ej
)= g(∇hei (et/2)∇r, ej )
= g(∇ei (et/2)∇r, ej )− (et/2)g(∇t,∇r)δij
= (et/2)(∇2r(ei, ej )− g(∇t,∇r)δij ).
Hence, replacing ∇2r(ei, ej ) by δij + O(e−2r ) proved in Lemma 2.1 and g(∇r,∇t) by 1 +
O(e−2r ) to be proved in Lemma 3.1, we conclude that the second fundamental forms of the level
sets (Σr, ηr) converge to zero at the rate O(e−r ). 
We now prove the following proposition, which is one of the key estimates for the result in [8].
We show that Theorem 1.1 stays valid under a weaker assumption on the asymptotic behavior
of the sectional curvatures. One readily finds that assuming the following proposition is true,
Theorem 1.1 follows (see [8] for details). This proposition does not play a role in the proof of
our main Theorem 1.3 and it can be skipped.
Proposition 2.3. Let (Mn+1, g), n  2, be a complete manifold with a pole p. Suppose the
sectional curvatures Kij satisfy
−1 − φ(t)e−2t Kij −1 + φ(t)e−2t , (2.10)
where t (x) = distg(x,p), φ ∈ L1(R+), and φ  0. If Ric(g)−ng, then, for t large enough and
an orthonormal basis {ei : 1 i  n} of TΣt , we have:
∇2t (ei , ej ) = δij + O
(
e−2t
)
. (2.11)
Proof. It follows from (2.10) that
1 − φ(t)e−2t  μ′i (t)+μ2i (t) 1 + φ(t)e−2t . (2.12)
Let
Ti(t) =
(
μi(t)− 1
)
e2t . (2.13)
Then Eq. (2.12) implies that T 2i (t)  (φ(t) − T ′i (t))e2t , and so φ(t)  T ′i (t). Integrating this
from t0 to t and using the fact that φ ∈ L1(R+), we get
Ti(t) C, (2.14)
for some C > 0. To get a lower bound for the Ti ’s, we note that t is a distance function, and so
(
Σμi(t)
)′ +Σμ2i (t) = −Ric(N,N). (2.15)
Since |Kij + 1| φ(t)e−2t , we have the bound |Ric(N,N) + n| nφ(t)e−2t . Therefore,
n− nφe−2t  (Σμi(t))′ +Σμ2(t) n+ nφe−2t . (2.16)i
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−nφ(t) (ΣTi(t))′ + (ΣT 2i (t))e−2t  nφ(t). (2.17)
Now, Lemma 2.1 implies that T 2i (t)e
−2t ∈ L1(R+). Integrating Eq. (2.17) implies that ΣTi(t) is
bounded. On the other hand, each Ti(t) is bounded from above according to Eq. (2.14). It follows
that the Ti(t)’s are also uniformly bounded from below, and so (2.11) holds. 
3. The weak L1,2 extension of u to the boundary
In this section, we will show that, along a subsequence, we have a convergence of (Σr, ηr) in
the weak topology of L1,2 to a metric (Sn, η0). We first prove that the gradient of u = t − r in
the metric g = 4e−2rg is uniformly bounded for large r .
Lemma 3.1. There exists a constant C > 0 so that for r large enough
∣∣∇u(x)∣∣
g
 C, a.e. (3.1)
Proof. Define φ(t) = g(∇r,∇t). Then
∂tφ(t) = g(∇∇t∇r,∇t) = ∇2r(∇t,∇t). (3.2)
We can write ∇t = φ(t)∇r + √1 − φ2(t)Y , where Y is a unit vector orthogonal to ∇r .
Lemma 2.1 implies that
∂tφ =
(
1 − φ2)(1 +O(e−2t)). (3.3)
Integrating this equation implies that φ(t) = 1 + O(e−2t ) and so g(∇u,∇u) = 2(1 − φ(t)) =
O(e−2t ). Finally
|∇u|g =
(
er/2
)|∇u| = (er/2)O(e−t)= O(1). (3.4)
This completes the proof of Lemma 3.1. 
Since u is continuous and has an almost everywhere bounded derivative (according to
Lemma 3.1), the function u has a Lipschitz extension ψ0 to ∂M . Next, we set ηr = ψ4/(n−2)r γr ,
where ψr = exp(u(n − 2)/2) on Σr . Lemma 3.1 implies that ψr ∈ L1,2(Σr, γr). Clearly,
ψr → ψ0 uniformly. Moreover, Banach–Alaoglu theorem implies that there exists a sequence
ri → ∞ so that ψri → ψ0 in the weak topology of L1,2. Since the L1,2-norm is semi-lower
continuous in the weak L1,2 topology, we have
∫
Sn
|∇0ψ0|2 dγ0  lim inf
i→∞
∫
Σ
|∇riψri |2 dγri , (3.5)
ri
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understood that any sequence r → ∞ is to be taken along the subsequence ri for which ψri is
weakly convergent to ψ0.
The scalar curvatures of conformal metrics (Σr, ηr) and (Σr, γr) are related by the equation
ψ
(n+2)/(n−2)
r Rηr =
−4(n− 1)
n − 2 rψr +Rγrψr, (3.6)
where r is the Laplacian of (Σr, γr). By multiplying the two sides of Eq. (3.6) by ψr and
integration by parts, one has
∫
Σr
Rηr dηr =
∫
Σr
(
4(n − 1)
n− 2 |∇rψr |
2 + Rγrψ2r
)
dγr . (3.7)
It follows from (3.5) and (3.7) that
∫
Sn
Rη0 dη0  lim infr→∞
∫
Σr
Rηr dηr .
Moreover, since ψr → ψ0 uniformly, one has
∫
Σr
dηr →
∫
Sn
dη0. And so
∫
Sn
Rη0 dη0
(
∫
Sn
dη0)
n−2
n
 lim inf
r→∞
∫
Σr
Rηr dηr
(
∫
Σr
dηr)
n−2
n
. (3.8)
We will need this inequality in the proof of Lemma 6.1.
4. The t-level sets
The level set Σr is clearly a smooth hypersurface in M for r large enough and so there
is a well-defined measure induced by the ambient metric on Σr . Moreover, the intersection
C(p0) ∩ Σr has measure zero in Σr for almost every r (recall that C(p0) is the singularity
set of t (x) = distg(p0, x)). In this section, we prove a similar statement for Σt . Since Σt is not
necessarily smooth, there is a priori no measure defined on Σt . We first prove that Σt is topo-
logically a sphere and outside C(p0) is locally diffeomorphic to the sphere. We first need the
following lemma.
Lemma 4.1. There exists R > 0 such that in the region r > R, the function t (x) = distg(p0, x)
is increasing along the r-geodesics and the function r(x) is increasing along the t-geodesics.
Proof. Let z0 ∈ ∂M and let α(r) be the unique r-geodesic converging to z0. We show that there
exists R > 0 independent of z0 such that the function:
θ(r) = t(α(r))= distg(p0, α(r)) (4.1)
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1 − g(∇r,∇t) = O(e−2r ). Then:
∂rθ = g(∇r,∇t) = 1 +O
(
e−2r
)
. (4.2)
In particular, there exists R > 0 independent of z0 such that for r > R, we have ∂rθ(r) > 1/2,
and so θ is strictly increasing wherever θ is smooth and r > R. For the general case, let x ∈ M
be such that r(x) > R, and let αx(s) be the unique r-geodesic through x so that α(0) = x. Let
y = α(d), d > 0. We will show that t (y) > t(x). The set M \C(p0) of points at which t is smooth
is open and dense. Hence, there exists a sequence xi → x so that, for each i, the distance function
t is smooth almost everywhere along the r-geodesic segment of length d starting at xi and ending
at some point yi (this follows from Fubini’s theorem); clearly yi → y as i → ∞. By the smooth
case, we have t (yi)  t (xi) + d/2 (since θ(r) is smooth, θ ′(r) exists almost everywhere along
the r-geodesic segment between xi and yi , and θ ′(r)  1/2 wherever it exists). By continuity,
it follows that t (y)  t (x) + d/2 > t(x). Therefore, the function θ(r) is a strictly increasing
function of r > R. The second half of this lemma follows similarly. 
Next, for t large enough, we define a map Φt : Sn → Σt as follows. For z0 ∈ Sn = ∂M , let
α be the unique r-geodesic converging to z0. Then define Φt(z0) to be the unique point on α
that lies in the region r > R and has g-distance t from p0. This function is well defined by
Lemma 4.1.
Lemma 4.2. For t large enough, the map Φt is a homeomorphism. Moreover, Φt is a local
diffeomorphism at z ∈ Sn if Φt(z) /∈ C(p0).
Proof. We first prove the continuity of Φt . Fix z0 ∈ Sn and let zi → z0 be a sequence in Sn.
For each i  0, let xi = Φt(zi). Suppose that y ∈ M is an accumulation point of the sequence
{xi}∞i=1. Then y must belong to the r-geodesic through x0 and r(y)R. Moreover distg(p0, y) =
lim distg(p0, xi) = t . However, x0 is the unique point on the r-geodesic through x0 with distance
equal to t from p0 in the region r  R, and so y = x0. This completes the proof of continuity
of Φt . We choose R (and correspondingly t) so large that the r-geodesics have no intersections
with each other in the region r > R. And so Φt is one-to-one with a continuous inverse, i.e. Φt
is a homeomorphism and Σt is topologically a sphere.
Let π : {r > R} → Sn be the projection along the r-geodesics onto Sn = ∂M . This projection
is smooth, and so its restriction to Σt is smooth wherever Σt is a smooth hypersurface transversal
to ∇r , which is the case at all points outside C(p0) and in the region r > R with R chosen as in
Lemma 4.1 (transversality follows from the fact that g(∇r,∇t) → 1). 
We define Λ : Mr = {r > R} → Sn × [0,∞) by setting:
Λ(x) = (π(x), t (x)), (4.3)
where π : Mr → Sn is the projection along the r-geodesics.
Lemma 4.3. The map Λ is Lipschitz, where Mr is equipped with the metric g and Sn × [0,∞)
is equipped with the standard product metric of the sphere with the interval.
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let μ(s), s1  s  s2, be the unit-speed g-geodesic connecting x1 to x2. Then
dg(x1, x2) =
s2∫
s1
√
g
(
μ′(s),μ′(s)
)
ds =
ts∫
s1
1
ρ
√
g
(
μ′(s),μ′(s)
)
ds 
(
min
x∈Mr
1
ρ
)
· distg(x1, x2).
On the other hand, the projection π : (Mr, g = ρ2g) → (Sn, γ0) is Lipschitz (it has bounded
derivative, since the compactification g = ρ2g is assumed to be C2), and so distSn(π(x1),
π(x2))  K · distg(x1, x2) for some K > 0. Moreover, by the triangle inequality, we have
|t (x1)− t (x2)| distg(x1, x2). It follows that
distSn×[0,∞)
(
Λ(x1),Λ(x2)
)

(
2Ke−r + 1)distg(x1, x2),
and the lemma follows. 
It follows from Lemma 4.3 that the image of a measure-zero set in M has measure zero in
Sn × [0,∞) (equipped with the product Lebesgue measure). In particular, the image of C(p0)
has measure zero. Fubini’s theorem applied to the characteristic function of the image of C(p0)
in Sn × [0,∞) implies that the set of points (z, t) such that Λ−1(z, t) ∈ C(p0) has measure zero
in Sn × {t} for almost every t large enough. In other words, for almost every t , the projection of
Σt ∩C(p0) under π has measure zero in Sn. In light of Lemma 4.2, we conclude that Σt is home-
omorphic to a sphere and this homeomorphism is a local diffeomorphism almost everywhere, for
almost every t large enough.
5. Scalar curvature and volume bounds on the level sets
Let Rηr denote the scalar curvature of (Σr, ηr). Similarly, other curvature quantities of
(Σr, ηr) are recognized by the subscript ηr . Recall from Section 4 that Rηr is defined almost
everywhere on Σt for almost every t large enough. All the inequalities or identities involving
Rηr derived in this section are then understood to hold almost everywhere.
Lemma 5.1. We have the following curvature bound:
Rηr  n(n− 1)+ o(1). (5.1)
Moreover, the volumes of the level sets (Σt , ηt ) satisfy
vol(Σt , ηt ) ωn, (5.2)
where ωn is the volume of the unit n-dimensional round sphere.
Proof. For the conformal metric h = 4e−2t g, we have
Rich = Ric + (n − 1)(D dt + dt ◦ dt)+ (t − n+ 1)g, (5.3)
Rh =
(
e2t /4
)(
R + 2nt − n2 + n). (5.4)
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Rηr = Rh − 2 Rich(N,N)+ o(1), (5.5)
where N = (et /2)∇r is the unit normal to (Σr, ηr). Since Ricg −ng, we have t  n coth(r).
Eq. (5.3) implies that
Rich(N,N) = Ric(N,N)+ (n− 1)(D dt + dt ◦ dt)(N,N)+ (t − n+ 1)g(N,N)
= (e2t /4)(Ric(∇r,∇r) + (n − 1)(D dt + dt ◦ dt)(∇r,∇r) + t − (n − 1)).
On the other hand, we can write ∇r = g(∇r,∇t)∇t +√1 − (g(∇r,∇t))2Y for some unit vector
Y ⊥ ∇t . Then,
Ddt(∇r,∇r) = (1 − (g(∇r,∇t)2))Ddt(v, v)
= (1 − (g(∇r,∇t))2)(1 +O(e−t))
= 1 − g(∇r,∇t)2 +O(e−3t),
and so
Rich(N,N) =
(
e2t /4
)(
Ric(∇r,∇r) +t)+O(e−t). (5.6)
Substituting in (5.5) yields:
Rηr =
(
e2t /4
)(
R + 2(n − 1)t − n(n− 1)− 2 Ric(∇r,∇r))+ o(1). (5.7)
By replacing t by n coth(t) on the right-hand side, we get the following inequality:
Rηr 
(
e2t /4
)(
R + 2(n− 1)n coth(t)− n(n− 1)− 2 Ric(∇r,∇r))+ o(1)

(
e2t /4
)(
R + n(n + 1)+ 4n(n− 1)e
−2t
1 − e−2t − 2
(
Ric(∇r,∇r) + n)
)
+ o(1).
Since Ric(∇r,∇r) + n 0 and |R + n(n + 1)| = o(e−2t ), we conclude that
Rηr 
n(n− 1)
1 − e−2t + o(1), (5.8)
which implies the first part of Lemma 5.1.
Proof of the volume bound. The Bishop–Gromov relative volume comparison theorem states
that
t → volgB(p, t)
volg−1B0(0, t)
 1 (5.9)
is a non-increasing function of t , where B0(0, t) is the ball of radius t centered at the origin of the
hyperbolic space, (Hn+1, g−1). Let λ(r, θ) dr dθ and λ−1(r, θ) dr dθ be the volume elements of
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positive derivative, one has
volgΣt
volg−1St
=
∫
Sn
λ(t, θ) dθ∫
Sn
λ−1(t, θ) dθ

∫ t
0
∫
Sn
λ(r, θ) dr dθ∫ t
0
∫
Sn
λ−1(r, θ) dr dθ
= volgB(p, t)
volg−1B0(0, t)
, (5.10)
where St is sphere of radius t in the hyperbolic space. And so
volgΣt  volg−1St . (5.11)
It follows that
vol(Σt , ηt ) = volgΣt
(et/2)n

volg−1St
sinhn t
= ωn. (5.12)
This completes the proof of Lemma 5.1. 
6. Convergence of the volumes of t-level sets to ωn
In this section, we show that vol(Σt , ηt ) → ωn, as t → ∞. Recall that the functions
Φt : Sn → Σt are homeomorphisms and almost everywhere local diffeomorphisms. We first
show that DΦt → I as t → ∞. Let α be a unit-speed curve (in the g-metric) in Σt so that
α(0) = x ∈ Σt and V = α′(0). The tangent space of M at x can be identified as TxM =
TxΣr ⊕ R ∼= TzSn ⊕ R, where z = Φ−1t (x). Let V = U + W , where U ∈ TxΣr ∼= TzSn and
W is parallel to ∇r . Then
DΦ−1t (V ) = U = V − W = V −
√
g(W,W)∇r. (6.1)
Moreover,
√
g(W,W) = g(W,∇r) = g(V,∇r) = g(V,∇t)− g(V,∇u) = O(e−t), (6.2)
since g(V,∇t) = 0 and |∇u| = O(e−t ) by Lemma 3.1. Now let V = erV be a unit tangent vector
in TxΣt in the g-metric. The above equations imply that
DΦ−1t (V ) = V +O
(
e−t
)∇ρ. (6.3)
It follows that
DΦ−1t = I +O
(
e−t
)
. (6.4)
In particular, we have (Σt , γt ) → (Sn, γ0) in the C1-topology, which implies that
lim
t→∞ vol(Σt , ηt ) = limt→∞
∫
Σt
ψ
2n/(n−2)
t dγt =
∫
Sn
ψ
2n/(n−2)
0 dγ0 = vol
(
Sn, η0
)
. (6.5)
Now, we are ready to prove the main statement of this section.
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is the volume of the n-dimensional sphere.
Proof. By Lemma 5.1, we have Rηr  n(n− 1)+ o(1). It then follows from the inequality (3.8)
that:
∫
Sn
Rη0 dη0
(
∫
Sn
dη0)
n−2
n
 lim inf
r→∞
∫
Σr
Rηr dηr
(
∫
Σr
dηr)
n−2
n
 lim
t→∞n(n− 1)vol(Σr, ηr)
2
n
 n(n − 1)vol(Sn, η0) 2n . (6.6)
Since η0 ∈ [γ0] and γ0 is the Yamabe metric for its conformal class, we should have:
n(n− 1)ω
2
n
n 
∫
Sn
Rη0 dηη0
(
∫
Sn
dη0)
n−2
n
 n(n − 1)vol(Sn, η0) 2n . (6.7)
It follows that vol(Sn, η0) ωn. But then from (5.2) and (6.5):
ωn  vol
(
Sn, η0
)= lim
t→∞ vol(Σt , ηt ) ωn,
which implies that vol(Σt , ηt ) → ωn. 
7. Completion of the proof of the main theorem
Recall from (5.10) that
volgΣt
volg−1St
 volgB(p, t)
volg−1B0(0, t)
 1. (7.1)
On the other hand, by Lemma 6.1:
lim
t→∞
volgΣt
volg−1St
= vol(Σt , ηt )(e
t /2)n
ωn sinhn t
= 1.
Since volgB(p, t)/volg−1B0(0, t) is non-increasing, it follows that
volgB(p, t)
volg−1B0(0, t)
≡ 1, ∀t. (7.2)
This implies that t = n coth(t), and so,
−n ∂t (t)+
∣∣∇2t∣∣2  ∂t (t) + (t)
2
= −n. (7.3)n
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(t)2 = n∣∣∇2t∣∣2. (7.4)
Let {λ1, . . . , λn} be the eigenvalues of ∇2t . By the above equality:
(λ1 + · · · + λn)2 = n
(
λ21 + · · · + λ2n
)
. (7.5)
This can happen if and only if λ1 = λ2 = · · · = λn = λ, which means λ = coth(t). This, in
turn, implies that the metric g on M is a space form and is precisely the hyperbolic metric,
g = dt2 + sinh2(t)γ0. This completes the proof of Theorem 1.3. 
Remark 7.1. The condition |R+n(n+1)| = o(ρ2) is used to obtain the bound Rηr  n(n−1)+
o(1) which is in turn used to obtain the inequality (6.6). Hence, one can replace the condition
|R + n(n+ 1)| = o(ρ2) with the weaker condition:
lim
r→∞
∫
Σr
(
R + n(n+ 1))e2r dγr = 0. (7.6)
In terms of the compactified metric g = ρ2g, this is equivalent to:
∫
Sn
(
R + 2nρ
ρ
)
dγ0 = 0. (7.7)
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