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Preface
This volume contains the tutorial materials and the contributed extended ab-
stracts of the PhD Programme at the 10th International Conference on Re-
lational Methods in Computer Science (RelMiCS10) and the 5th International
Conference on Applications of Kleene Algebra (AKA5). The programme has
been organised for the second time in association with RelMiCS/AKA. It took
place in Frauenwo¨rth on an Island in Lake Chiem in Bavaria, from April 7 to
April 11, 2008, and included invited tutorials, a student session and attendance
at the conference.
Eight extended abstracts by students were selected for the programme by
the organisers due to the relevance and quality of their submissions. They nicely
reflect the diverse applications of relations and Kleene algebras in computing.
The student session allowed the participants to present and discuss their own
work. In addition there were three invited tutorials: Basics of Relation Algebra
by Jules Desharnais (Universite´ Laval, Quebec, Canada), Basics of Modal Kleene
Algebra by Georg Struth (University of Sheffield, UK) and Basics of Preference
and Fuzzy Preference Modeling by Susanne Saminger (Universita¨t Linz, Austria).
The RelMiCS/AKA conference series is the main forum for the relational
calculus as a conceptual and methodological tool and for topics related to Kleene
algebras. This year’s proceedings, published as volume 4988 of the Springer
LNCS series, contain 28 contributions by researchers from all over the world.
Next to 26 regular papers there are the invited papers Formal Methods and
the Theory of Social Choice by Marc Pauly (Stanford University, USA) and
Relations Making Their Way from Logics to Mathematics and Applied Sciences,
by Gunther Schmidt (University of the Armed Forces Munich, Germany). The
papers show that relational and Kleene Algebra methods have wide-ranging
impact and applicability in theory and practice.
The organisers would warmly like to thank all those who contributed to the
success of the programme: the tutorial speakers Susanne Saminger and Jules
Desharnais for accepting our invitation, the students for their interest in the
programme and the local organisers at the Universities of Augsburg and Kiel,
notably Roland Glu¨ck, Peter Ho¨fner, Iris Kellner and Ulrike Pollakowski, for
their dedicated help; they made organising this meeting a pleasant experience.
Finally, we want to thank our sponsors ARIVA.DE AG (Kiel), CrossSoft (Kiel),
HSH Nordbank AG (Kiel) and the Deutsche Forschungsgemeinschaft DFG for
their financial support.
April 2008 Rudolf Berghammer
Bernhard Mo¨ller
Georg Struth
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⇔
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R
A
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e
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em
en
t;
th
ey
ar
e
n
ot
cl
os
ed
u
n
d
er
p
ro
d
u
ct
s)
.
F
or
co
n
cr
et
e
re
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.
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〉b
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n
b
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se
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at
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th
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in
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er
at
io
n
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on
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n
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O
p
er
at
io
n
D
efi
n
it
io
n
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unionsqN
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j]
d
ef =
M
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N
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]
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]
d
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M
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d
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d
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b
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at
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re
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b
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x
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g
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p
e
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o
n
s
P
ro
p
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et
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h
eo
re
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ca
l
ex
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R
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l
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:
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x
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`
R
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R
u
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`
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v
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x
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R
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∧
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z
⇒
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r
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(∀
x
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:
x
R
y
∧
y
R
z
⇒
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R
z
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. . .
. . .
. . .
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n
g
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e
re
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d
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e
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l
d
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n
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n
s
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at
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n
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p
ro
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s
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e
m
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e
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m
p
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t
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d
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e
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ro
g
e
n
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o
u
s
re
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ti
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n
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e
b
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R
e
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b
e
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e
e
n
d
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e
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n
t
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L
et
S
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T
=
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}a
n
d
U
=
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,♣
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}.
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b)
,(
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}
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0
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}
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ºº///////////////
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♣)
,(
2,
♥)
}
( 0
1
1
0
1
1
0
0
0
)
C
om
p
os
it
io
n
is
p
os
si
b
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re
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b
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d
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b
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b
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at
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p
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R
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.
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R
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.
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d
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d
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b
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b
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p
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H
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en
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=
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b
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b
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e
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b
et
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S
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>>
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⊥⊥
S
,∅
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s
>>
S
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; >>
∅,S
=
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,∅
; ⊥⊥
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⊥⊥
S
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>>
S
,S
u
n
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S
=
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n
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.
B
ri
n
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,
W
.
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l
an
d
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.
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ch
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id
t
(e
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).
R
el
at
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al
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en
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n
ge
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19
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.
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R
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at
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n
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at
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at
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E
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.
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S
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id
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d
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S
tr
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R
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at
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d
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E
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T
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S
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om
p
u
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r
S
ci
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p
ri
n
ge
r-
V
er
la
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B
er
li
n
,
19
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T
ar
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O
n
th
e
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s
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J
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S
ym
bo
li
c
L
og
ic
,
6(
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3–
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.
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p
ro
g
ra
m
/
sy
st
em
a
n
a
ly
si
s
re
q
u
ir
es
fo
rm
al
is
m
s
th
at
b
al
an
ce
•
ex
pr
es
si
ve
in
te
ro
p
er
ab
le
m
o
d
el
lin
g
la
n
gu
ag
es
•
p
ow
er
fu
l
pr
o
of
pr
o
ce
d
u
re
s
m
o
d
el
lin
g
la
n
g
u
a
g
es
:
e.
g.
•
re
la
ti
on
s
u
se
d
in
Z
or
B
•
fu
n
ct
io
n
s/
q
u
an
ta
le
s
u
se
d
in
re
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d
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at
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,
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n
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io
n
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,
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h
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ed
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er
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o
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n
q
u
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o
n
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er
e
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m
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s
b
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r
b
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•
u
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n
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at
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,
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•
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lo
w
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u
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n
g
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h
e-
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f
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m
at
ed
th
eo
re
m
pr
ov
er
s?
a
n
sw
er
:
m
o
d
al
K
le
en
e
al
ge
br
as
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b
e)
b
en
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ge
br
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c
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ch
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•
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m
p
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er
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at
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n
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•
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d
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s
•
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n
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d
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r
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T
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s
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T
h
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T
u
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a
l
g
o
a
l:
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tr
o
d
u
ce
m
o
d
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K
le
en
e
al
ge
br
as
as
co
m
p
u
ta
ti
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al
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s
fo
r
m
o
d
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g
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d
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u
n
d
at
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o
d
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K
le
en
e
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ge
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m
e
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m
p
u
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ti
on
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st
in
g
m
o
d
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s
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n
n
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on
w
it
h
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m
p
u
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on
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gi
cs
4.
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en
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so
m
e
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u
to
m
at
io
n
)
ex
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p
le
s
d
u
a
l
roˆ
le
o
f
A
T
P
:
a
n
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ap
pr
oa
ch
to
•
co
m
p
u
te
r
m
at
h
em
at
ic
s:
d
ev
el
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n
al
ys
e
al
ge
br
ai
c
st
ru
ct
u
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s
•
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rm
al
m
et
h
o
d
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d
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n
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e
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ra
m
s
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d
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s
a
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o
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h
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b
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e
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d
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m
p
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p
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io
n
s
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n
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p
o
si
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w
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t
m
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+
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+
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+
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y
)z
x
1=
x
1x
=
x
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+
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x
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+
x
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y
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x
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re
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s
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e
d
is
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e
d
yn
am
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o
d
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d
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os
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d
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d
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n
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n
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p
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n
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d
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os
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e
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⇔
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p
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t
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em
en
t
0
•
id
em
p
ot
en
cy
tu
rn
s
ad
d
it
io
n
in
to
ch
oi
ce
q
u
es
ti
o
n
s:
•
h
ow
ca
n
th
e
st
at
e
sp
ac
e
of
th
e
sy
st
em
b
e
in
cl
u
d
ed
?
•
h
ow
ca
n
th
e
“l
im
it
b
eh
av
io
u
r”
of
th
e
sy
st
em
b
e
d
es
cr
ib
ed
?
S
em
ir
in
g
s,
A
ct
io
n
s
a
n
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u
d
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a
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os
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s
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m
m
an
d
s
in
va
ri
ou
s
se
m
an
ti
cs
..
.
if
p
th
en
x
el
se
y
=
p
x
+
¬p
y
w
h
ile
p
d
o
x
=
(p
x
)∗
¬p
A
d
d
in
g
M
o
d
a
lit
ie
s
m
o
ti
va
ti
o
n
:
•
m
an
y
ap
p
lic
at
io
n
s
re
q
u
ir
e
d
iff
er
en
t
ap
pr
oa
ch
to
ac
ti
on
s/
pr
op
os
it
io
n
s
•
sy
st
em
s
d
yn
am
ic
s
is
of
te
n
m
o
d
el
le
d
vi
a
st
at
e
tr
an
si
ti
on
s;
i.
e.
m
ap
p
in
gs
fr
om
st
at
es
to
st
at
es
•
va
ri
ou
s
lo
gi
cs
“u
se
”
K
le
en
e
al
ge
br
as
,
b
u
t
w
h
at
is
th
e
pr
ec
is
e
co
n
n
ec
ti
on
?
id
ea
:
m
o
d
al
ap
pr
oa
ch
•
ac
ti
on
s/
pr
op
os
it
io
n
s
vi
a
K
ri
p
ke
fr
am
es
•
sy
st
em
d
yn
am
ic
s
vi
a
im
ag
es
/p
re
im
ag
es
〈x
|p
/
|x〉
p
•
pr
ei
m
ag
es
vi
a
ax
io
m
at
is
at
io
n
of
d
om
ai
n
•
im
ag
es
vi
a
ax
io
m
at
is
at
io
n
of
co
d
om
ai
n
D
o
m
a
in
S
em
ir
in
g
s
g
en
er
a
l
id
ea
:
•
ax
io
m
at
is
e
d
om
ai
n
as
m
ap
p
in
g
d
:S
→
S
on
se
m
ir
in
g
S
•
d
(x
)
m
o
d
el
s
st
at
es
at
w
h
ic
h
ac
ti
on
x
is
en
ab
le
d
•
d
(x
)
sh
ou
ld
b
e
–
≤
1
–
le
as
t
le
ft
pr
es
er
ve
r
of
x
:
x
≤
p
x
⇔
d
(x
)
≤
p
w
h
er
e
p
x
m
o
d
el
s
re
st
ri
ct
io
n
of
ac
ti
on
x
to
st
at
es
in
p
•
eq
u
at
io
n
al
ax
io
m
s
w
ou
ld
b
e
n
ic
e
q
u
es
ti
o
n
:
w
h
at
w
ou
ld
b
e
th
e
ty
p
e
of
p
?
D
o
m
a
in
S
em
ir
in
g
s
d
o
m
a
in
se
m
ir
in
g
:
se
m
ir
in
g
w
it
h
m
ap
p
in
g
d
:S
→
S
th
at
sa
ti
sfi
es
x
+
d
(x
)x
=
d
(x
)x
d
(x
y
)=
d
(x
d
(y
))
d
(x
+
y
)=
d
(x
)
+
d
(y
)
d
(x
)
+
1=
1
d
(0
)=
0
so
m
e
in
tu
it
io
n
:
•
ax
io
m
1:
x
≤
d
(x
)x
m
ea
n
s
th
at
d
om
ai
n
is
a
le
ft
pr
es
er
ve
r
•
ax
io
m
2:
d
(x
y
)
is
lo
ca
l
on
y
th
ro
u
gh
it
s
d
om
ai
n
•
ax
io
m
3:
en
ab
lin
g
a
ch
oi
ce
m
ea
n
s
en
ab
lin
g
on
e
al
te
rn
at
iv
e
or
th
e
ot
h
er
•
ax
io
m
4:
d
om
ai
n
is
sm
al
le
r
th
an
1
(c
f.
n
ex
t
sl
id
e)
•
ax
io
m
5:
th
e
ab
or
ti
ve
ac
ti
on
is
n
ev
er
en
ab
le
d
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D
o
m
a
in
S
em
ir
in
g
s
p
ro
p
er
ty
:
ev
er
y
d
om
ai
n
se
m
ir
in
g
is
au
to
m
at
ic
al
ly
id
em
p
ot
en
t
fu
rt
h
er
p
ro
p
er
ti
es
:
th
e
ax
io
m
s
•
ar
e
ir
re
d
u
n
d
an
t
(u
se
m
o
d
el
ge
n
er
at
or
M
ac
e4
)
•
ca
n
n
ot
b
e
w
ea
ke
n
ed
to
in
eq
u
al
it
ie
s
(M
ac
e4
)
•
im
p
ly
le
as
t
le
ft
pr
es
er
va
ti
on
•
im
p
ly
m
an
y
“n
at
u
ra
l
pr
op
er
ti
es
”
(c
f.
n
ex
t
sl
id
es
)
d
o
m
a
in
el
em
en
ts
:
d
(x
)
=
x
sa
ys
“x
is
d
om
ai
n
el
em
en
t”
P
ro
p
er
ti
es
o
f
D
o
m
a
in
fa
ct
:
L
et
S
b
e
a
d
om
ai
n
se
m
ir
in
g.
L
et
x
,y
∈
S
an
d
le
t
p
∈
d
(S
).
T
h
en
•
d
(x
)x
=
x
(d
om
ai
n
is
a
le
ft
in
va
ri
an
t)
•
d
(p
)
=
p
(d
om
ai
n
is
a
pr
oj
ec
ti
on
)
•
d
(x
y
)
≤
d
(x
)
(d
om
ai
n
in
cr
ea
se
s
fo
r
pr
efi
xe
s)
•
x
≤
1
⇒
x
≤
d
(x
)
(d
om
ai
n
ex
p
an
d
s
su
b
id
en
ti
ti
es
)
•
d
(x
)
=
0
⇔
x
=
0
(d
om
ai
n
is
ve
ry
st
ri
ct
)
•
d
(1
)
=
1
(d
om
ai
n
is
co
-s
tr
ic
t)
•
x
≤
y
⇒
d
(x
)
≤
d
(y
)
(d
om
ai
n
is
is
ot
on
e)
•
d
(p
x
)
=
p
d
(x
)
(d
om
ai
n
el
em
en
ts
ca
n
b
e
ex
p
or
te
d
)
•
d
(x
)d
(x
)
=
d
(x
)
(d
om
ai
n
el
em
en
ts
ar
e
m
u
lt
ip
lic
at
iv
el
y
id
em
p
ot
en
t)
•
d
(x
)d
(y
)
=
d
(y
)d
(x
)
(d
om
ai
n
el
em
en
ts
co
m
m
u
te
)
•
x
≤
p
x
⇔
d
(x
)
≤
p
(d
om
ai
n
el
em
en
ts
ar
e
le
as
t
le
ft
-p
re
se
rv
er
s)
•
x
y
=
0
⇔
x
d
(y
)
=
0
(d
om
ai
n
is
w
ea
kl
y
lo
ca
l)
D
o
m
a
in
A
lg
eb
ra
q
u
es
ti
o
n
:
h
ow
ca
n
w
e
re
la
te
d
om
ai
n
el
em
en
ts
w
it
h
te
st
s?
p
ro
p
er
ty
:
fo
r
ev
er
y
d
om
ai
n
se
m
ir
in
g
S
,
th
e
su
b
-s
tr
u
ct
u
re
(d
(S
),
+
,·,
0,
1)
is
a
b
ou
n
d
ed
d
is
tr
ib
u
ti
ve
la
tt
ic
e
p
ro
o
f:
(w
it
h
A
T
P
)
1.
ch
ec
k
cl
os
u
re
pr
op
er
ti
es
,
d
(1
)
=
1
an
d
d
(0
)
=
0
2.
th
is
gi
ve
s
su
b
-s
em
ir
in
g
3.
d
(x
)
≤
1
is
ax
io
m
an
d
d
(x
)d
(x
)
=
d
(x
)
4.
b
u
t
se
m
ir
in
gs
sa
ti
sf
yi
n
g
th
es
e
tw
o
pr
op
er
ti
es
ar
e
d
is
tr
ib
u
ti
ve
la
tt
ic
es
[B
ir
kh
off
]
n
o
ta
ti
o
n
:
•
(d
(S
),
+
,·,
0,
1)
is
ca
lle
d
d
om
ai
n
al
ge
br
a
of
S
•
p
,q
,r
..
.
fo
r
d
om
ai
n
el
em
en
ts
D
o
m
a
in
A
lg
eb
ra
q
u
es
ti
o
n
:
h
ow
ca
n
w
e
en
ri
ch
th
e
d
om
ai
n
al
ge
br
a?
a
n
sw
er
:
(e
xa
m
p
le
s)
1.
H
ey
ti
n
g
al
ge
br
a:
ad
d
G
al
oi
s
co
n
n
ec
ti
on
(a
n
d
cl
os
u
re
co
n
d
it
io
n
fo
r
→
)
p
q
≤
r
⇔
p
≤
q
→
r
2.
B
o
ol
ea
n
al
ge
br
a:
ad
d
an
ti
d
om
ai
n
op
er
at
io
n
a
:S
→
S
w
it
h
ax
io
m
s
d
(x
)
+
a
(x
)
=
1
d
(x
)a
(x
)
=
0
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B
o
o
le
a
n
D
o
m
a
in
A
lg
eb
ra
a
ss
u
m
e:
se
m
ir
in
g
th
at
sa
ti
sfi
es
th
e
d
om
ai
n
/a
n
ti
d
om
ai
n
ax
io
m
s
co
n
se
q
u
en
ce
:
d
(S
)
is
th
e
la
rg
es
t
B
o
ol
ea
n
su
b
al
ge
br
a
of
S
,
so
d
(S
)
=
te
st
(S
)
p
ro
p
er
ti
es
:
(A
T
P
)
•
a
2
(x
)
=
d
(x
)
•
a
(x
)
is
gr
ea
te
st
le
ft
an
n
ih
ila
to
r
of
x
:
p
x
=
0
⇔
p
≤
a
(x
)
co
n
se
q
u
en
ce
:
•
d
ca
n
b
e
re
p
la
ce
d
by
a
2
•
m
an
y
d
om
ai
n
/a
n
ti
d
om
ai
n
ax
io
m
s
b
ec
om
e
re
d
u
n
d
an
t
•
ax
io
m
at
is
at
io
n
ca
n
b
e
si
m
p
lifi
ed
•
th
is
yi
el
d
s.
.
.
B
o
o
le
a
n
D
o
m
a
in
S
em
ir
in
g
s
B
o
o
le
a
n
d
o
m
a
in
se
m
ir
in
g
:
se
m
ir
in
g
S
w
it
h
m
ap
p
in
g
a
:S
→
S
th
at
sa
ti
sfi
es
a
(x
)x
=
0
a
(x
y
)≤
a
(x
a
2
(y
))
a
2
(x
)
+
a
(x
)=
1
re
m
ar
k
s:
•
A
T
P
/m
o
d
el
se
ar
ch
is
ve
ry
h
el
p
fu
l
in
th
is
d
ev
el
op
m
en
t
•
si
m
p
le
ax
io
m
s
in
d
u
ce
ri
ch
m
o
d
al
ca
lc
u
lu
s.
.
.
M
o
d
a
l
S
em
ir
in
g
s
id
ea
:
d
efi
n
e
fo
rw
ar
d
/b
ac
kw
ar
d
d
ia
m
on
d
s
as
pr
ei
m
ag
es
/i
m
ag
es
|x〉
p
=
d
(x
p
)
〈x
|p
=
d
◦ (
p
x
)
w
h
er
e
an
ti
d
om
ai
n
op
er
at
io
n
d
◦
is
d
u
al
of
d
om
ai
n
co
n
se
q
u
en
ce
:
•
w
e
h
av
e
|x〉
0
=
0
an
d
|x〉
(p
+
q)
=
|x〉
p
+
|x〉
q
•
th
is
yi
el
d
s
–
d
is
tr
ib
u
ti
ve
la
tt
ic
es
w
it
h
op
er
at
or
s
–
H
ey
ti
n
g
al
ge
br
as
w
it
h
op
er
at
or
s
–
B
o
ol
ea
n
al
ge
br
as
w
it
h
op
er
at
or
s
co
n
ve
n
ti
o
n
:
w
e
w
ill
ca
ll
K
A
s
w
it
h
B
o
ol
ea
n
d
om
ai
n
m
o
d
al
K
A
s
(M
K
A
s)
M
o
d
a
lit
ie
s,
S
ym
m
et
ri
es
,
D
u
a
lit
ie
s
fo
r
B
o
o
le
a
n
D
o
m
a
in
d
em
o
d
a
lis
a
ti
o
n
:
|x〉
p
≤
q
⇔
¬q
x
p
≤
0
〈x
|p
≤
q
⇔
p
x
¬q
≤
0
d
u
a
lit
ie
s:
•
d
e
M
or
ga
n
:
|x]
p
=
¬|
x
〉¬
p
[x
|p
=
¬〈
x
|¬
p
•
op
p
os
it
io
n
:
〈x
|,
[x
|⇔
|x〉
,
|x]
sy
m
m
et
ri
es
:
•
co
n
ju
ga
ti
on
:
(|x
〉p
)q
=
0
⇔
p
(〈x
|q)
=
0
•
G
al
oi
s
co
n
n
ec
ti
on
:
|x〉
p
≤
q
⇔
p
≤
[x
|q
b
en
efi
ts
:
ri
ch
ca
lc
u
lu
s
(a
u
to
m
at
ic
al
ly
ve
ri
fi
ed
)
•
sy
m
m
et
ri
es
as
th
eo
re
m
ge
n
er
at
or
s
•
d
u
al
it
ie
s
as
th
eo
re
m
tr
an
sf
or
m
er
s
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K
le
en
e
M
o
d
u
le
s
K
le
en
e
m
o
d
u
le
:
[L
ei
ß0
6]
st
ru
ct
u
re
(K
,L
,:
)
w
it
h
(x
+
y
)p
=
x
p
+
x
p
x
(p
+
q)
=
x
p
+
x
q
(x
y
)p
=
x
(y
p
)
1p
=
p
x
0=
0
x
p
+
q
≤
p
⇒
x
∗ q
≤
p
re
m
ar
k
:
sc
al
ar
pr
o
d
u
ct
:
om
it
te
d
fa
ct
:
m
o
d
al
K
le
en
e
al
ge
br
as
ar
e
K
le
en
e
m
o
d
u
le
s
w
it
h
:
=
λ
x
λ
p
.|x
〉p
co
n
se
q
u
en
ce
:
cl
os
e
re
la
ti
on
sh
ip
w
it
h
co
m
p
u
ta
ti
on
al
lo
gi
cs
M
o
d
el
s
tr
a
ce
:
al
te
rn
at
in
g
se
q
u
en
ce
p
0
a
0
p
1
a
1
p
2
..
.p
n
−
2
a
n
−
1
p
n
−
1
,
p
i
∈
P
,
a
i
∈
A
tr
a
ce
p
ro
d
u
ct
:
σ
.p
·p
.σ
′ =
σ
.p
.σ
′
σ
.p
·q
.σ
′
u
n
d
efi
n
ed
fa
ct
:
p
ow
er
-s
et
al
ge
br
a
2(
P
,A
)∗
fo
rm
s
(f
u
ll
tr
ac
e)
M
K
A
T
0
·T
1
=
{τ
0
·τ
1
:τ
0
∈
T
0
,τ
1
∈
T
1
an
d
τ 0
·τ
1
d
efi
n
ed
}
T
∗ =
{τ
0
·τ
1
··
··
·τ
n
:n
≥
0,
τ i
∈
T
an
d
pr
o
d
s
d
efi
n
ed
}
|T
〉Q
=
{p
:p
.σ
.q
∈
T
an
d
q
∈
Q
}
tr
a
ce
M
K
A
:
co
m
p
le
te
su
b
al
ge
br
a
of
fu
ll
tr
ac
e
M
K
A
M
o
d
el
s
sp
ec
ia
l
ca
se
s:
es
se
n
ti
al
ly
by
fo
rg
et
ti
n
g
st
ru
ct
u
re
in
tr
ac
e
M
K
A
•
p
at
h
/l
an
gu
ag
e
M
K
A
s
fo
rg
et
ac
ti
on
s/
pr
op
os
it
io
n
s
•
re
la
ti
on
M
K
A
s
fo
rg
et
se
q
u
en
ce
s
b
et
w
ee
n
en
d
p
oi
n
ts
p
ro
p
er
ty
:
(e
q
u
at
io
n
al
)
pr
op
er
ti
es
ar
e
in
h
er
it
ed
by
(r
el
at
io
n
s)
,
p
at
h
s,
la
n
gu
ag
es
fu
rt
h
er
m
o
d
el
s:
•
fu
n
ct
io
n
s/
pr
ed
ic
at
e
tr
an
sf
or
m
er
s
fo
rm
w
ea
ke
r
K
le
en
e
al
ge
br
as
•
m
at
ri
ce
s
ov
er
K
le
en
e
al
ge
br
as
[C
on
w
ay
/K
oz
en
]
M
K
A
s
a
n
d
P
ro
p
o
si
ti
o
n
a
l
D
yn
a
m
ic
L
o
g
ic
fa
ct
:
M
K
A
s
ar
e
d
yn
am
ic
/t
es
t
al
ge
br
as
p
ro
o
f: •
d
yn
am
ic
al
ge
br
as
ar
e
al
m
os
t
K
le
en
e
m
o
d
u
le
s
•
m
ai
n
ta
sk
is
to
sh
ow
eq
u
iv
al
en
ce
of
–
m
o
d
u
le
in
d
u
ct
io
n
la
w
|x〉
p
+
q
≤
p
⇒
|x∗
〉q
≤
p
–
S
eg
er
b
er
g
ax
io
m
|x∗
〉p
−
p
≤
|x∗
〉(|
x
〉p
−
p
)
ex
te
n
si
o
n
a
lit
y:
(∀
p
.|x
〉p
=
|y〉
p
)
⇒
x
=
y
in
tu
it
io
n
:
ex
te
n
si
on
al
it
y
fo
rc
es
K
ri
p
ke
-s
ty
le
m
o
d
el
s
co
ro
lla
ry
:
ex
te
n
si
on
al
M
K
A
s
ar
e
es
se
n
ti
al
ly
pr
op
os
it
io
n
al
d
yn
am
ic
lo
gi
cs
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M
K
A
s
a
n
d
P
ro
p
o
si
ti
o
n
a
l
D
yn
a
m
ic
L
o
g
ic
b
en
efi
ts
:
M
K
A
off
er
s
•
si
m
p
le
r/
m
or
e
m
o
d
u
la
r
ax
io
m
s
•
ri
ch
er
m
o
d
el
cl
as
s
(b
ey
on
d
K
ri
p
ke
fr
am
es
)
•
m
or
e
fl
ex
ib
le
se
tt
in
g
p
er
sp
ec
ti
ve
:
•
si
m
p
le
au
to
m
at
ed
re
as
on
in
g
ab
ou
t
pr
og
ra
m
s
an
d
sy
st
em
s
w
it
h
off
-t
h
e-
sh
el
f
A
T
P
sy
st
em
s
•
ea
si
ly
ex
te
n
d
ab
le
to
th
e
au
to
m
at
io
n
of
fi
rs
t-
or
d
er
va
ri
an
ts
,
e.
g.
,
∃x
∀p
∃q
.(
|x〉
f
(p
)
≤
|x〉
g
(q
)
→
|x]
h
(p
,q
)
=
0)
•
so
m
e
te
m
p
or
al
lo
gi
cs
an
d
H
oa
re
lo
gi
cs
su
b
su
m
ed
M
K
A
s
a
n
d
L
in
ea
r
T
em
p
o
ra
l
L
o
g
ic
en
co
d
in
g
:
•
te
m
p
or
al
op
er
at
or
s
(u
se
on
e
si
n
gl
e
ac
ti
on
x
)
X
p
=
|x〉
p
F
p
=
|x∗
〉p
G
p
=
|x∗
]p
p
U
q
=
|(p
x
)∗
〉q
•
in
it
ia
l
st
at
e
in
it
x
=
[x
|0
“t
h
er
e’
s
n
ot
h
in
g
b
ef
or
e
th
e
b
eg
in
n
in
g”
•
va
lid
it
y
of
te
m
p
or
al
im
p
lic
at
io
n
s
σ
|=
p
→
q
⇔
in
it
x
·p
=
q
•
te
st
s
n
ow
m
o
d
el
se
ts
of
tr
ac
es
an
d
x
m
o
d
el
s
th
e
ab
st
ra
ct
ta
il
re
la
ti
on
M
K
A
s
a
n
d
L
in
ea
r
T
em
p
o
ra
l
L
o
g
ic
LT
L
a
xi
o
m
s:
vo
n
K
ar
ge
r’
s
va
ri
an
t
of
[M
an
n
a/
P
n
u
el
i]
|(p
x
)∗
〉q
=
q
+
p
|x〉
|(p
x
)∗
〉q
〈(x
p
)∗
|q
=
q
+
p
〈(x
p
)∗
|〈x
|q
|(p
x
)∗
〉0
≤
0
〈x
|0
=
1
|x∗
](
p
→
q)
≤
|x∗
]p
→
|x∗
]q
[x
∗ |(
p
→
q)
≤
[x
∗ |p
→
[x
∗ |q
|x∗
]p
≤
p
|x]
|x∗
]p
|x∗
](
p
→
|x]
p
)
≤
|x∗
](
p
→
|x∗
]p
)
p
≤
[x
||x
〉p
p
≤
|x]
〈x
|p
in
it
x
≤
|x∗
](
p
→
[x
|q)
→
|x∗
](
p
→
[x
∗ |q
)
in
it
x
≤
|x∗
]p
→
|x∗
][x
|p
|x]
(p
→
q)
=
|x]
p
→
|x]
q
[x
|(p
→
q)
=
[x
|p
→
[x
|q
〈x
|p
≤
[x
|p
|x〉
p
=
|x]
p
M
K
A
s
a
n
d
L
in
ea
r
T
em
p
o
ra
l
L
o
g
ic
fa
ct
:
1.
b
lu
e
ax
io
m
s
ar
e
th
eo
re
m
s
of
M
K
A
2.
ax
io
m
s
ex
pr
es
s
lin
ea
ri
ty
of
m
o
d
el
s
(i
n
M
K
A
)
b
en
efi
ts
:
•
re
as
on
in
g
ab
ou
t
in
fi
n
it
e-
st
at
e
sy
st
em
s
p
os
si
b
le
•
fi
rs
t-
or
d
er
te
m
p
or
al
re
as
on
in
g
•
tr
ac
e
m
o
d
el
av
ai
la
b
le
re
m
ar
k
:
•
C
T
L
al
so
su
b
su
m
ed
•
C
T
L
∗
n
ee
d
s
ad
d
it
io
n
al
fi
xe
d
p
oi
n
ts
(a
n
d
q
u
an
ta
le
-b
as
ed
se
tt
in
g)
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M
K
A
s
a
n
d
H
o
ar
e
L
o
g
ic
fa
ct
:
M
K
A
su
b
su
m
es
(p
ro
p
os
it
io
n
al
)
H
oa
re
lo
gi
c
ex
p
la
n
a
ti
o
n
:
th
is
is
H
oa
re
lo
gi
c
w
it
h
ou
t
th
e
as
si
gn
m
en
t
ru
le
ex
a
m
p
le
:
va
lid
it
y
of
w
h
ile
ru
le
⊢ M
K
A
〈x
|pq
≤
q
⇒
〈(p
x
)∗
¬p
|q
≤
¬p
q
b
en
efi
ts
:
•
w
ea
ke
st
lib
er
al
pr
ec
on
d
it
io
n
se
m
an
ti
cs
fo
r
fr
ee
in
M
K
A
(w
lp
(x
,p
)
=
|x]
p
)
•
so
u
n
d
n
es
s
an
d
co
m
p
le
te
n
es
s
of
H
oa
re
lo
gi
c
ar
e
ea
sy
in
M
K
A
•
fo
rm
al
is
m
of
H
oa
re
lo
gi
c
is
d
is
so
lv
ed
in
m
o
d
al
se
tt
in
g
•
re
la
ti
ve
co
m
p
le
te
n
es
s
n
ot
an
is
su
e.
.
.
M
K
A
s
a
n
d
H
o
ar
e
L
o
g
ic
ex
a
m
p
le
:
va
lid
it
y
of
w
h
ile
ru
le
〈a
|pq
≤
q
⇔
〈p
a
|q
≤
q
(
co
n
tr
av
ar
ia
n
ce
)
⇒
〈(p
a
)∗
|q
≤
q
(
in
d
u
ct
io
n
)
⇒
〈¬
p
|〈(
p
a
)∗
|q
≤
〈¬
p
|q
(
is
ot
on
ic
it
y
)
⇔
〈(p
a
∗ )
¬p
|q
≤
¬p
q
(
co
n
tr
av
ar
ia
n
ce
)
p
er
sp
ec
ti
ve
:
•
fu
ll
au
to
m
at
io
n
of
H
oa
re
lo
gi
c
se
em
s
p
os
si
b
le
•
as
si
gn
m
en
t
ru
le
re
q
u
ir
es
fo
rm
al
is
in
g
su
b
st
it
u
ti
on
•
h
an
d
lin
g
n
u
m
b
er
s
or
d
at
a
ty
p
es
is
so
fa
r
d
iffi
cu
lt
fo
r
A
T
P
sy
st
em
s
•
ap
pr
oa
ch
ex
te
n
d
s
to
to
ta
l
co
rr
ec
tn
es
s
D
iv
er
g
en
ce
a
n
d
T
er
m
in
a
ti
o
n
∇-
K
le
en
e
m
o
d
u
le
:
K
le
en
e
m
o
d
u
le
(K
,L
,:
)
w
it
h
d
iv
er
ge
n
ce
∇
:K
→
L
sa
ti
sf
yi
n
g
•
∇-
u
n
fo
ld
x
∇
≤
x
x
∇
•
∇-
co
in
d
u
ct
io
n
p
≤
x
p
+
q
⇒
p
≤
x
∇
+
x
∗ q
re
m
ar
k
:
sc
al
ar
pr
o
d
u
ct
sy
m
b
ol
om
it
te
d
in
te
rp
re
ta
ti
o
n
:
1.
fo
r
m
o
d
al
K
le
en
e
al
ge
br
a,
x
∇
d
en
ot
es
th
os
e
st
at
es
fr
om
w
h
ic
h
in
fi
n
it
e
b
eh
av
io
u
r
m
ay
st
ar
t
2.
if
K
m
o
d
el
s
fi
n
it
e
ac
ti
on
s
an
d
L
in
fi
n
it
e
ac
ti
on
s,
th
en
x
∇
is
th
e
in
fi
n
it
e
it
er
at
io
n
of
fi
n
it
e
ac
ti
on
x
D
iv
er
g
en
ce
a
n
d
T
er
m
in
a
ti
o
n
fa
ct
:
if
L
is
B
o
ol
ea
n
al
ge
br
a,
th
en
∇-
co
in
d
u
ct
io
n
is
eq
u
iv
al
en
t
to
p
≤
x
p
⇒
p
≤
x
∇
fi
n
a
l
p
ar
t:
m
ax
x
(p
)
=
p
−
x
p
m
o
d
el
s
fi
n
al
p
ar
t
of
p
w
.r
.t
.
x
te
rm
in
a
ti
o
n
:
ac
ti
on
x
te
rm
in
at
es
if
x
∇
=
0
p
ro
p
er
ty
:
if
L
is
B
o
ol
ea
n
al
ge
br
a,
th
en
x
te
rm
in
at
es
iff
m
ax
x
(p
)
=
0
⇒
p
=
0
re
m
ar
k
:
th
is
ca
p
tu
re
s
se
t-
th
eo
re
ti
c
n
ot
io
n
of
N
o
et
h
er
ic
it
y
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D
iv
er
g
en
ce
a
n
d
T
er
m
in
a
ti
o
n
tr
a
ce
m
o
d
el
:
•
le
t
K
b
e
a
tr
ac
e
K
le
en
e
al
ge
br
a
•
le
t
L
b
e
a
se
t
of
in
fi
n
it
e
tr
ac
es
u
n
d
er
u
n
io
n
•
d
efi
n
e,
fo
r
τ
∈
K
an
d
pi
∈
L
th
e
sc
al
ar
pr
o
d
u
ct
τ
:pi
lik
e
pr
o
d
u
ct
of
fi
n
it
e
tr
ac
es
•
lif
t
th
at
pr
o
d
u
ct
to
se
ts
of
tr
ac
es
•
d
efi
n
e
x
∇
=
{pi
∈
L
:pi
=
τ 0
·τ
1
·.
..
w
it
h
τ i
∈
K
fo
r
i
≥
0}
T
h
en
(K
,L
,:
,∇
)
is
a
(f
u
ll
tr
ac
e)
∇-
K
le
en
e
m
o
d
u
le
sp
ec
ia
l
ca
se
s:
p
at
h
an
d
la
n
gu
ag
e
∇-
K
le
en
e
m
o
d
u
le
s
co
n
se
q
u
en
ce
:
∇-
K
le
en
e
m
o
d
u
le
s
u
se
fu
l
fo
r
in
te
gr
at
ed
fi
n
it
e/
in
fi
n
it
e
b
eh
av
io
u
r
D
iv
er
g
en
ce
a
n
d
T
er
m
in
a
ti
o
n
fa
ct
:
d
iv
er
ge
n
ce
an
d
te
rm
in
at
io
n
ca
n
b
e
eq
u
at
io
n
al
ly
ax
io
m
at
is
ed
•
p
≤
x
∇
+
x
∗ m
ax
x
(p
)
is
eq
u
iv
al
en
t
to
∇-
co
in
d
u
ct
io
n
•
p
≤
x
∗ m
ax
x
(p
)
is
eq
u
iv
al
en
t
to
te
rm
in
at
io
n
re
m
ar
k
:
L
m
u
st
b
e
B
o
ol
ea
n
al
ge
br
a
in
tu
it
io
n
:
p
ei
th
er
le
ad
s
to
d
iv
er
ge
n
ce
or
to
fi
n
al
st
at
es
af
te
r
a
fi
n
it
e
it
er
at
io
n
p
er
sp
ec
ti
ve
:
•
ch
ar
ac
te
ri
sa
ti
on
d
u
al
to
S
eg
er
b
er
g’
s
ax
io
m
•
eq
u
at
io
n
al
ap
pr
oa
ch
to
fi
n
it
e
an
d
in
fi
n
it
e
b
eh
av
io
u
rs
of
d
is
cr
et
e
d
yn
am
ic
al
sy
st
em
s
•
ve
ry
su
it
ab
le
fo
r
A
T
P
sy
st
em
s
(s
ee
b
el
ow
)
D
o
m
a
in
o
n
S
u
b
-S
em
ir
in
g
s
n
ea
r-
se
m
ir
in
g
:
st
ru
ct
u
re
(S
,+
,·)
su
ch
th
at
•
(S
,+
)
an
d
(S
,·)
ar
e
se
m
ig
ro
u
p
s
•
ri
gh
t
d
is
tr
ib
u
ti
vi
ty
la
w
(x
+
y
)z
=
x
z
+
y
z
h
ol
d
s
p
re
-s
em
ir
in
g
:
le
ft
pr
e-
is
ot
on
e
n
ea
r-
se
m
ir
in
g
x
+
y
=
y
⇒
z
x
+
z
y
=
z
y
u
n
it
s:
0,
1
or
•
d
ea
d
lo
ck
x
+
δ
=
x
δx
=
δ.
•
si
le
n
t
ac
ti
on
x
τ
=
x
D
o
m
a
in
o
n
S
u
b
-S
em
ir
in
g
s
b
a
si
c
p
ro
ce
ss
a
lg
eb
ra
:
id
em
p
ot
en
t
n
ea
r-
se
m
ir
in
g
(S
,+
,·,
∗ )
or
(S
,+
,·,
∗ ,
δ,
τ
)
g
a
m
e
a
lg
eb
ra
:
id
em
p
ot
en
t
pr
e-
se
m
ir
in
g
(S
,+
,·,
0,
1)
p
ro
b
a
b
ili
st
ic
K
le
en
e
a
lg
eb
ra
:
id
em
p
ot
en
t
pr
e-
se
m
ir
in
g
(S
,+
,·,
∗ ,
0,
1)
d
em
o
n
ic
re
fi
n
em
en
t
a
lg
eb
ra
:
id
em
p
ot
en
t
se
m
ir
in
g
(S
,+
,·,
∗ ,
∞
,δ
,1
)
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D
o
m
a
in
o
n
S
u
b
-S
em
ir
in
g
s
N
S
τ δ
N
S
1 δ
P
S
1 δ
a
(x
)x
=
δ
√
√
a
(x
y
)
≤
a
(x
a
2
(y
))
√
√
a
2
(x
)
+
a
(x
)
=
1
√
√
√
a
(x
+
y
)
=
a
(x
)a
(y
)
√
x
=
d
(x
)x
√
d
(x
y
)
=
d
(x
d
(y
))
√
d
(x
+
y
)
=
d
(x
)
+
d
(y
)
√
d
(δ
)
=
δ
√
d
(x
)d
(y
)
=
d
(y
)d
(x
)
√
d
(a
(x
))
=
a
(x
)
√
N
S
:
n
ea
r-
se
m
ir
in
g,
P
S
:
pr
e-
se
m
ir
in
g
D
o
m
a
in
o
n
S
u
b
-S
em
ir
in
g
s
co
n
cl
u
si
o
n
:
•
d
om
ai
n
ca
n
st
ill
b
e
d
efi
n
ed
on
su
b
-s
em
ir
in
gs
•
th
is
m
o
d
el
s
en
ab
le
d
n
es
s
co
n
d
it
io
n
s
fo
r
ga
m
es
,
pr
o
ce
ss
es
an
d
ac
ti
on
s
in
pr
ot
o
co
ls
•
se
m
ir
in
g
d
om
ai
n
ax
io
m
s
su
ffi
ce
fo
r
pr
ob
ab
ili
st
ic
K
le
en
e
al
ge
br
as
an
d
d
em
on
ic
re
fi
n
em
en
t
al
ge
br
as
•
d
om
ai
n
d
o
es
n
ot
in
d
u
ce
m
o
d
al
op
er
at
or
s
A
u
to
m
a
ti
o
n
E
xa
m
p
le
s
o
b
se
rv
a
ti
o
n
:
A
T
P
sy
st
em
h
av
e
ra
th
er
b
ee
n
n
eg
le
ct
ed
in
fo
rm
al
m
et
h
o
d
s
id
ea
:
co
m
b
in
e
M
K
A
s
w
it
h
A
T
P
s
an
d
co
u
n
te
r
ex
am
p
le
ge
n
er
at
or
s
re
su
lt
s:
ex
p
er
im
en
ts
w
it
h
va
ri
ou
s
A
T
P
s
(P
ro
ve
r9
,
S
P
A
S
S
,
W
al
d
m
ei
st
er
,.
.
.
)
•
∼
50
0
th
eo
re
m
s
au
to
m
at
ic
al
ly
pr
ov
ed
•
su
cc
es
sf
u
l
ca
se
st
u
d
ie
s
in
pr
og
ra
m
re
fi
n
em
en
t,
te
rm
in
at
io
n
an
al
ys
is
b
en
efi
ts
:
•
sp
ec
ia
l-
p
u
rp
os
e
ca
lc
u
li
m
ad
e
re
d
u
n
d
an
t
•
ge
n
er
ic
fl
ex
ib
le
lib
ra
ry
of
le
m
m
as
•
n
ew
st
yl
e
of
ve
ri
fi
ca
ti
on
A
u
to
m
a
ti
n
g
B
a
ch
m
a
ir
a
n
d
D
er
sh
o
w
it
z’
s
T
er
m
in
a
ti
o
n
T
h
eo
re
m
th
eo
re
m
:
[B
ac
h
m
ai
rD
er
sh
ow
it
z8
6]
te
rm
in
at
io
n
of
th
e
un
io
n
of
tw
o
re
w
ri
te
sy
st
em
s
ca
n
be
se
pa
ra
te
d
in
to
te
rm
in
at
io
n
of
th
e
in
di
vi
du
al
sy
st
em
s
if
on
e
re
w
ri
te
sy
st
em
qu
as
ic
om
m
ut
es
ov
er
th
e
ot
he
r
fo
rm
a
lis
a
ti
o
n
:
∇-
K
le
en
e
m
o
d
u
le
ov
er
se
m
ila
tt
ic
e
en
co
d
in
g
:
•
q
u
as
ic
om
m
u
ta
ti
on
y
x
≤
x
(x
+
y
)∗
•
se
p
ar
at
io
n
of
te
rm
in
at
io
n
(x
+
y
)∇
=
0
⇔
x
∇
+
y
∇
=
0
st
a
te
m
en
t:
te
rm
in
at
io
n
of
x
an
d
y
ca
n
b
e
se
p
ar
at
ed
if
x
q
u
as
ic
om
m
u
te
s
ov
er
y
re
m
ar
k
:
p
os
ed
as
ch
al
le
n
ge
by
E
rn
ie
C
oh
en
in
20
01
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A
u
to
m
a
ti
n
g
B
a
ch
m
a
ir
a
n
d
D
er
sh
o
w
it
z’
s
T
er
m
in
a
ti
o
n
T
h
eo
re
m
re
su
lt
s:
S
P
A
S
S
fi
n
d
s
an
ex
tr
em
el
y
sh
or
t
pr
o
of
in
<
5m
in
(x
+
y
)∇
=
y
∇
+
y
∗ x
(x
+
y
)∇
(s
u
m
u
n
fo
ld
)
≤
y
∇
+
x
(x
+
y
)∗
(x
+
y
)∇
(s
tr
on
g
q
u
as
ic
om
m
m
u
ta
ti
on
)
=
y
∇
+
x
(x
+
y
)∇
(s
in
ce
z
ω
=
z
∗ z
ω
)
≤
x
∇
+
x
∗ y
∇
(c
oi
n
d
u
ct
io
n
)
=
0
(a
ss
u
m
p
ti
on
x
∇
=
y
∇
=
0)
A
u
to
m
a
ti
n
g
B
a
ch
m
a
ir
a
n
d
D
er
sh
o
w
it
z’
s
T
er
m
in
a
ti
o
n
T
h
eo
re
m
su
rp
ri
se
:
pr
o
of
re
ve
al
s
n
ew
re
fi
n
em
en
t
la
w
y
x
≤
x
(x
+
y
)∗
⇒
(x
+
y
)∇
=
x
∇
+
x
∗ y
∇
fo
r
se
p
ar
at
in
g
in
fi
n
it
e
lo
op
s
re
m
ar
k
s:
•
re
as
on
in
g
es
se
n
ti
al
ly
co
in
d
u
ct
iv
e
•
th
eo
re
m
h
ol
d
s
in
la
rg
e
cl
as
s
of
m
o
d
el
s
•
tr
an
sl
at
io
n
sa
fe
si
n
ce
re
la
ti
on
s
fo
rm
∇-
K
le
en
e
m
o
d
u
le
s
A
u
to
m
a
ti
n
g
th
e
D
B
W
-T
h
eo
re
m
la
zy
co
m
m
u
ta
ti
o
n
:
y
x
≤
x
(x
+
y
)∗
+
y
th
eo
re
m
:
[D
o
or
n
b
os
/B
ac
kh
ou
se
/v
an
d
er
W
ou
d
e]
if
x
la
zi
ly
co
m
m
u
te
s
ov
er
y
th
en
te
rm
in
at
io
n
of
x
an
d
y
ca
n
b
e
se
p
ar
at
ed
co
m
m
en
t:
th
is
ge
n
er
al
is
at
io
n
is
m
u
ch
m
or
e
d
iffi
cu
lt
le
m
m
a
:
x
la
zi
ly
co
m
m
u
te
s
ov
er
y
iff
y
x
∗
≤
x
(x
+
y
)∗
+
y
p
ro
o
f:
44
.2
3s
by
P
ro
ve
r9
.
A
u
to
m
a
ti
n
g
th
e
D
B
W
-T
h
eo
re
m
p
ro
o
f:
(n
on
-t
ri
vi
al
d
ir
ec
ti
on
of
D
B
W
-t
h
eo
re
m
)
1.
ab
br
ev
ia
te
∇
=
(x
+
y
)∇
2.
as
su
m
e
th
at
x
an
d
y
te
rm
in
at
e
3.
fo
r
∇
=
0
it
su
ffi
ce
s
to
sh
ow
m
ax
y
(m
ax
x
(∇
))
=
0
4.
th
is
is
eq
u
iv
al
en
t
to
m
ax
x
(∇
)
≤
y
m
ax
x
(∇
)
5.
w
e
ca
lc
u
la
te
∇=
x
∇
+
y
∇≤
x
∇
+
y
x
∗ m
ax
x
(∇
)≤
x
∇
+
x
(x
+
y
)∗
m
ax
x
(∇
)
+
y
m
ax
x
(∇
)
≤
x
∇
+
x
(x
+
y
)∗
∇
+
y
m
ax
x
(∇
)=
x
∇
+
y
m
ax
x
(∇
)
6.
th
e
cl
ai
m
n
ow
fo
llo
w
s
fr
om
th
e
G
al
oi
s
co
n
n
ec
ti
on
fo
r
co
m
p
le
m
en
ta
ti
on
an
d
th
e
d
efi
n
it
io
n
of
m
ax
x
re
m
ar
k
:
th
e
se
co
n
d
st
ep
u
se
s
th
e
eq
u
at
io
n
al
ch
ar
ac
te
ri
sa
ti
on
of
te
rm
in
at
io
n
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A
u
to
m
a
ti
n
g
th
e
D
B
W
-T
h
eo
re
m
re
m
ar
k
s:
•
pr
o
of
is
m
u
ch
m
or
e
co
m
p
ac
t
th
an
pr
ev
io
u
s
ap
pr
oa
ch
es
•
fo
r
th
e
fi
rs
t
ti
m
e
in
fi
rs
t-
or
d
er
se
tt
in
g
•
th
eo
re
m
h
ol
d
s
ag
ai
n
in
la
rg
e
m
o
d
el
cl
as
s
•
m
ai
n
ca
lc
u
la
ti
on
co
u
ld
ag
ai
n
b
e
au
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Relation Algebraic Aspects of Semantics,
Visualization and Implementation for Functional
Logic Languages
Bernd Braßel
Institut fu¨r Informatik
Christian-Albrechts-Universita¨t zu Kiel, Germany
bbr@informatik.uni-kiel.de
The main topic of my PhD-thesis in computer science is approaches to de-
bugging functional logic languages. This concerns both the formal base and the
implementation of such debugging tools, especially for the language Curry. In
my search for a better formal framework for reasoning about functional logic
programs I have come across relation algebra. Developing a relation algebraic
semantics of Curry has already proven most interesting and fruitful, the re-
sults will be presented at RelMiCS10. As discussed in the corresponding paper,
the resulting relation algebraic framework has very promising advantages over
previous approaches. While former approaches are either too abstract or too
technically detailed, the new framework might just have the right level of detail.
Accordingly, one of my aims in the near future is to employ this framework to
clarify several topics hotly discussed in the functional logic community and to
provide interesting solutions to the corresponding problems.
More concretely connected to the topic of debugging functional logic pro-
grams is the problem of program visualization. The ideal debugging tools would
give you only relevant information at a glance. Up to now, fruitful approaches to
visualize functional logic programs and their execution are scarce. It has often
been observed, however, that relation algebraic terms have a straightforward
and intuitive visualization comparable to circuit layout. Therefore, the devel-
oped relation algebraic framework for Curry might enable such a visualization
technique.
For example, the Boolean if-and-only-if could be defined in Curry as follows,
where && is Boolean conjunction, || is disjunction and not is negation.
(<=>) :: Bool -> Bool -> Bool
x <=> y = (x && y) || (not x && not y)
As a first step we employ a transformation on this program, introducing tupling
fork and parallel and sequential composition / and *.
(<=>) :: (Bool,Bool) -> Bool
(<=>) = fork * ((&&) / ((not / not) * (&&))) * (||)
The resulting declaration can be visualized quite concisely.
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||
&&
&&
not
not
In the middle term I would like to find out how such visualizations behave on a
larger scale. Techniques for scaling, coloring and filtering might yield interesting
tools for debugging.
In the long term an algebraic approach to programming languages is promis-
ing to enable a high level treatment of advanced compilation techniques like ab-
stract interpretation, type and effect systems and partial evaluation. Some ideas
to develop an operational semantics which conforms to the algebraic semantics
presented at RelMiCS could even help to improve existing implementations of
functional logic languages.
The chance to discuss the above ideas with international experts while at the
same time learning more about the state of the art would be highly appreciated.
Program Inversion and Relation Algebra
Jan Christiansen
Department of Computer Science, CAU Kiel, Germany
jac@informatik.uni-kiel.de
1 Introduction
The programming language Curry provides a feature called function patterns [1].
This feature is defined only by a concrete implementation in the programming
environment PAKCS [2]. We want to provide a deeper understanding of this
feature by relating it with program inversion. There are many applications that
can profit from this relationship. First of all we hope to define a denotational
semantics for function patterns for the first time by employing this relationship.
Furthermore there are approaches to automatic program inversion which can
serve as a more efficient implementation for function patterns. This way the
compiler could transform a function pattern into an application of a standard
Curry operation. The current implementation uses a new primitive to implement
function patterns which is not available in all Curry implementations. Program
inversion of strict programs can easily be formalized in an relation algebraic
semantics. Inversion in a lazy setting and in particular function patterns seem
to break some of the algebraic laws of inversion. At the end we give an outlook on
an implementation of program inversion for lazy programs by employing partial
evaluation.
2 Program Inversion
The goal of program inversion is to find an inverse program f−1 :: B → A for a
program f :: A→ B such that y = f(x)⇔ f−1(y) = x. There are a couple of ap-
proaches to invert programs by hand. These approaches are often used to derive
a program from a program that solves the inverse problem. In our context we will
focus on approaches to automatic inversion of programs. A recent approach to
an automatic inversion of strict functional programs can be found in [3] and [4].
This approach performs a local inversion of a program. The result of this local
inversion is possibly non-deterministic. To dissolve this non-determinism a trans-
formation is used that uses techniques of LR parser construction. As Curry is
non-deterministic we do not have to dissolve the non-determinism. Nevertheless
the method presented in [3] and [4] could be used to improve the performance
of the inverse programs because it reduces the amount of non-determinism in a
program. Note that this approach to automatic program inversion is only con-
cerned with strict programs. We are not aware of any approach to inversion in
a lazy language.
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In a strict setting we can define the semantics of program inversion by the
inversion of the corresponding relation algebraic semantics. In [5] we have pre-
sented a transformation of arbitrary Curry programs into point-free Curry pro-
grams which directly correspond to relation algebraic expressions. This corre-
spondence yields an relation algebraic semantics.
Note that we use the term operation instead of function in the context of
Curry because Curry provides non-determinism. Consider the data type of poly-
morphic lists List a and the operation null that takes a list and checks whether
the list is empty or not. In this section we assume all programs to be strict and
address only strict semantics.
data List a = Nil | Cons a (List a)
null :: List a -> Bool
null Nil = True
null (Cons _ _) = False
This operation can be expressed in point-free style as follows.
null :: List a -> Bool
null = invNil * True
? invCons * unit * False
There is a very close correspondence between this point-free program and its
relation algebraic semantics.
[[ null ]] = [[ Nil ]]T ◦ [[ True ]] ∪ [[ Cons ]]T ◦ L ◦ [[ False ]]
We just interpret the point-free primitives by relation algebraic operations. For
example, the primitive (?) corresponds to the relation algebraic union and the
primitive (*) to the multiplication. The interpretation of unit is the all-relation,
i.e., it is just some kind of type cast here. While in [3] no formal justification for
the used transformation rules for local inversion are given this relation algebraic
model provides a semantic background. Therefore in a strict language we can
easily define a denotational semantics for program inversion on the basis of a
relation algebraic semantics. Furthermore the transformation steps that are per-
formed in the automatic inversion directly correspond to the relation algebraic
laws of inversion. That is, the following laws are used to invert the semantics of
an operation.
(R ◦ S)T = ST ◦RT (R ∪ S)T = RT ∪ ST RTT = R
For the inverse of the semantics of null we get the following equation.
[[ null ]]T = [[ True ]]T ◦ [[ Nil ]] ∪ [[ False ]]T ◦ L ◦ [[ Cons ]]
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3 Function Patterns
The programming language Curry supports a feature called Function Patterns
that is very closely connected with program inversion. As the name suggests
a function pattern is the extension of pattern matching from constructors to
functions. The standard example for function patterns is the operation last
that takes a list and yields the last element of this list. We employ the operation
append that takes two lists and appends the second at the end of the first.
last :: List a -> a
last (append xs (Cons x Nil)) = x
We can define a function that inverts a given function by using function
patterns. The following function takes a higher order function f and a value b
and yields the corresponding argument.
invert :: (a -> b) -> b -> a
invert f b = inv b
where inv (f a) = a
Note that we have to introduce the function inv only because we cannot use
variable f twice in the pattern matching of invert.
On the other hand we can express an arbitrary function pattern by function
inversion. We assume invert to be an inversion primitive. We can define the
operation last on basis of invert. The operation snd takes a pair and yields its
second component.
last :: List a -> a
last l = snd (invert(snoc) l)
where
snoc (xs,x) = append xs (Cons x Nil)
In contrast to the inversion in a strict setting the inversion that is defined
by means of function patterns does not fulfil the algebraic laws of inversion.
For example consider the operation head which yields the first element of a list
and the operation bools which takes a Boolean value and yields an infinite list
containing this value.
head :: List Bool -> Bool
head (Cons x xs) = x
bools :: Bool -> List Bool
bools x = Cons x (bools x)
The expression invert bools always yields an error no matter what we apply it
to. This is not a restriction of function patterns but seems to be very natural for
any inversion of the operation bools in a lazy context. On the basis of head and
bools we can define an operation bId which is the identity on Boolean values.
46 J. Christiansen
bId :: Bool -> Bool
bId x = head (bools x)
The definition of bId can be made pointfree by using the operation (*) which is
similar to the function composition (.) but with interchanged arguments.
bId :: Bool -> Bool
bId = bools * head
As bId is the inversion on Boolean values the inversion of this operation should
be the identity on Boolean values, too. In fact the expression inverse bId is the
identity on Boolean values. But because invert bools yields undefined for any
value we get the following inequation.
[[ invert (bools * head) ]] 6= [[ (invert head) * (invert bools) ]]
In our relation algebraic model we define the semantics of (*) as the relation
algebraic composition ◦. Therefore, if we define [[ invert f ]] = inv([[ f ]]) for all
operations f and an appropriate meta operation inv we get the following inequa-
tion.
inv([[ bools ]] ◦ [[ head ]]) 6= inv([[ head ]]) ◦ inv([[ bools ]])
Therefore function patterns seem to break the relation algebraic law (R ◦ S)T =
ST◦RT. Note that this is not necessarily the case for all possible relation algebraic
models. Note furthermore that this law is essential for the automatic inversion
presented in [3]. That is, we cannot directly adapt automatic inversion of strict
programs to lazy programs.
4 Partial Evaluation
We assume that we can use partial evaluation to at least approximate the seman-
tics of function patterns. That is, we believe that the programs that break the
inversion law are programs that can be simplified by partial evaluation. For these
simplified programs we can easily compute their inverses. For example consider
the operations head, bools and bId from above.
head :: List Bool -> Bool
head (Cons x xs) = x
bools :: Bool -> List Bool
bools x = Cons x (bools x)
bId :: Bool -> Bool
bId x = head (bools x)
The lazy semantics of these operations are the least fix-points of the following
equations. In the lazy setting we use the relation U to model laziness.
head = U ∪ [[ Cons ]]T ◦ pi
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bools = U ∪ [I, I] ◦ (I || bools) ◦ [[ Cons ]]
bId = U ∪ bools ◦ head
The following equations present a partial evaluation of the operation bId. We
prove that bId is semantically equivalent to an identity operation.
bId = U ∪ bools ◦ head
= U ∪ (U ∪ [I, I] ◦ (I || bools) ◦ [[ Cons ]]) ◦ (U ∪ [[ Cons ]]T ◦ pi)
{(R ∪ S) ◦ T = R ◦ T ∪ S ◦ T}
= U ∪ U ◦ U ∪ U ◦ [[ Cons ]]T ◦ pi ∪ [I, I] ◦ (I || bools) ◦ [[ Cons ]] ◦ U
∪ [I, I] ◦ (I || bools) ◦ [[ Cons ]] ◦ [[ Cons ]]T ◦ pi
{R 6= O⇒ R ◦ U = U}
= U ∪ U ◦ [[ Cons ]]T ◦ pi ∪ [I, I] ◦ (I || bools) ◦ [[ Cons ]] ◦ [[ Cons ]]T ◦ pi
{C constructor ⇒ U ◦ [[C ]]T = O}
= U ∪ [I, I] ◦ (I || bools) ◦ [[ Cons ]] ◦ [[ Cons ]]T ◦ pi
{C constructor ⇒ [[C ]] ◦ [[C ]]T = I}
= U ∪ [I, I] ◦ (I || bools) ◦ pi
{S 6= O⇒ (R || S) ◦ pi = pi ◦R}
= U ∪ [I, I] ◦ pi
{R,S 6= O⇒ ([R,S]) ◦ pi = R}
= U ∪ I
We can easily compute the inverse of the result of the partial evaluation. We
hope that we can automate the process of partial evaluation and use it to define
a program transformation that computes the inverse of a lazy operation which
serves as an efficient implementation of function patterns.
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Abstract. Recently it has been shown that off-the-shelf first-order auto-
mated theorem provers can successfully verify statements of substantial
complexity in relation and Kleene algebras. Until now most of our proof
automation had been done using McCune’s theorem prover Prover9,
while others like SPASS and Vampire were not used extensively. In this
paper we use more than 500 theorems to compare and evaluate 13 first-
order theorem provers.
1 Introduction
To reach more automation within the areas of relation and Kleene algebras it
has been shown that off-the-shelf automated theorem proving (ATP) systems can
successfully verify statements of substantial complexity. Examples cover compu-
tational logics, relational reasoning, termination analysis, hybrid system analysis
and the refinement calculus (see e.g. [6–8]). So far, mainly McCune’s Prover9
tool was used for first-order automated reasoning. Motivated by the success and
the variety of first-order ATP systems there arises the question whether Prover9
is the best choice for reasoning in such algebras.
Next to this first-order approach, there are others using interactive, higher-
order theorem provers (e.g. [9]) or special purpose first-order proof systems [12].
Such approaches require either development effort or user interaction; a disad-
vantage relative to off-the-shelf first-order ATP systems.
There are general ATP system competitions (e.g. CASC [16]), but obviously
these events cannot focus on special algebras. A comparison in the area of de-
monic refinement algebra with around 40 theorems and 11 theorem provers was
done in [8]. It shows that Prover9 and Vampire seem to be the best for that pur-
pose. But, up to now, nobody has done a comparison based on a huge amount of
Kleene-like theorems. In total we fed different ATP systems with more than 500
theorems, which allows a reasonable evaluation of the theorem provers involved.
Our main result is that the ATP systems show dramatically different be-
haviour. On more difficult proof tasks, the best systems are clearly Prover9 and
Waldmeister. The latter one can only be used for unit equational logic (i.e.,
purely equational reasoning). Moreover, we show that the success of theorem
provers depends on the encoding of the problems.
In the remainder the expression “algebra” will be used as a short hand for
“relation and Kleene algebra”.
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2 The Setting
We have evaluated 13 ATP systems1 for finding proofs of algebraic theorems:
Darwin 1.4.1, E 0.999, Equinox 1.3, Geo 2007f, iProver 0.2, leanCoP 2.0, Metis
2.0, Otter 3.3, Prover9 0607, SPASS 3.0, SNARK, Vampire 9.0 and Waldmeister
8062. We consistently use a black-box approach to theorem proving, i.e., we do
not care about the search strategies or hints the ATP systems use. Initial tasks
attempted with all the systems allowed us to select the most powerful systems for
our evaluation. In particular, we compared Darwin, E, Otter, Prover9, SPASS,
Vampire and Waldmeister in detail. All the other ATP systems failed already in
proving some basic properties; it seems that they are not adequate for our task.
For the experiments we used computers with a hyper-threaded 3.0GHz Intel
Pentium 4 CPU and 1GB memory, running a Linux 2.6 system. We set a CPU
time limit of 600 s, which is known to be more than sufficient for the ATP
systems to prove almost all the theorems they would be able to prove even with
a significantly higher limit [15]. To have a uniform encoding of the involved
structures we used the TPTP-format and Sutcliffe’s SystemOnTPTP system.
An overview over the results is given in Section 3. Due to lack of space we
cannot give the results nor the definitions of the involved structures in full detail.
All these as well as the encodings are presented at a website [5].
It is well known that (human) reasoning in variants of Kleene algebras is often
inequational. When producing the proof goals, we therefore split equations s = t
into inequations (s ≤ t and t ≤ s), but also keep the equational variants, which
probably are particularly hard for the ATP systems. Furthermore we also split
each equivalence s⇔ t into two implications. Finally, implications containing an
equation are split in a similar way where possible.
In sum, this yields 500 expressions as proof goals. We have also tested an
equational encoding of relational algebra; therefore we used in fact 650 proof
goals. We tried to prove them using only the axioms as hypotheses. We do this
to have a uniform comparison base for all ATP systems, although it is well known
that, in order to obtain ATP proofs of more difficult laws, further lemmas often
need to be added to the axioms.
3 The Results
We split the class of all tested goals into three categories: variants of Kleene al-
gebras (e.g. omega algebra or demonic refinement algebra), extensions of Kleene
algebras (e.g. modal Kleene algebras) and relation algebras.
Variants of Kleene algebras. This category contains theorems from idem-
potent semirings, Kleene algebras, omega algebras [2] and demonic refinement
algebras [17]. We put these algebras into one single category, since the axiom
sets are similar and still small (compared to the next category). Overall we tried
1 References for the used ATP systems can be found at [5].
2 Waldmeister is equational based and accepts only universally quantified equations
over a many-sorted signature; therefore it cannot directly used for Kleene algebra.
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to prove 200 theorems. The proof goals vary from quite simple properties like
isotony of addition to very complex formulas like Back’s atomicity refinement
law [1]. It cannot be expected that any of the ATP systems can prove such a
theorem all by itself, since even the shortest proof by hand of this theorem in
demonic refinement algebra is almost two pages long and uses lots of auxiliary
lemmas. This result was confirmed by our experiments.
Darwin
E
Otter
Prover9
Spass
Vampire
0 20 40 60 80 100%
134 thms
95 thms
145 thms
74 thms
133 thms
27 thms
Fig. 1. Results for 200 theorems of variants of Kleene algebra
The results of our experiments are summarised in Fig. 1. The bars illustrate
the percentage of theorems proved by the corresponding ATP system. The exact
numbers are inside the bars. Although we focused on the most promising ATP
systems, these show dramatically different behaviour. The best ones are clearly
Prover9, E and Vampire. Overall we think that the success of ATP systems is
quite impressive. Prover9 is able to show about 75% of the goals starting from
the axioms only. But, the results confirm that adding lemmas or the use of
hypothesis learning techniques are indispensable for ATP systems. In particular,
the use of such techniques yields proofs of all more involved theorems (cf. [6–8]).
Analysing the results we recognised that not only human reasoning in algebra
is often inequational. Also the ATP systems perform much better when splitting
equations. Often the systems cannot succeed with equations whereas they are
able to prove both inequations. Moreover the different algorithms and strategies
of ATP systems behave similar. That means, if Prover9 cannot find a proof, the
chance that any other system will succeed is really small.
Extensions of Kleene algebras. This category covers extensions of idempo-
tent semirings, Kleene algebras and omega algebras. In particular, structures
with tests [10], with domain [3], and modal structures [14] are included.
Darwin
E
Otter
Prover9
Spass
Vampire
0 20 40 60 80 100%
108 thms
73 thms
107 thms
60 thms
97 thms
16 thms
Fig. 2. Results for 150 theorems for extensions of Kleene algebras
The encodings of the extensions are based on the original axiomatisations.
For example, modal Kleene algebra is based on the domain operator, which itself
is based on a test algebra (a Boolean subalgebra). Such an axiomatisation yields
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a dramatical increase in the number of axioms. Therefore, at first sight, these
theorems seem to be more complex for ATP systems. But in fact, the results are
basically the same as for the basic variants of Kleene algebra.
Relational algebra. Relational algebra can be encoded using universally quan-
tified equations over a single signature. We used this fact to compare an inequa-
tional setting with an equational one.
To encode relation algebra we used an axiomatisation of Maddux [13]. In
total, we gave 150 theorems to the ATP systems. Whenever an inequality s ≤ t
arises, we also produced the equivalent form s + t = t as proof goal and skip
the order axiom a ≤ b⇔ a+ b = b. To eliminate implications we skolemised the
hypotheses. This yields an inequational and an equational encoding. The latter
was also given to Waldmeister, which is known to be the most powerful system
for equational deduction. The results for both encodings are listed in Fig. 3.
Darwin
E
Otter
Prover9
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Vampire
Waldmeister
0 20 40 60 80 100%
102 thms
66 thms
66 thms
55 thms
46 thms
105 thms
98 thms
34 thms
30 thms
90 thms
75 thms
11 thms
11 thms
Fig. 3. Results for 150 theorems of relation algebra
The first bar presents the standard encoding, the second the equational one.
As a result of our relational experiments we recognised that an equational en-
coding is significantly better than the standard one. Again the goals cover simple
as well as complex theorems. Since we could not transform all theorems into an
equational setting, Waldmeister performes even better than illustrated. In fact, it
was able to proved 102 out of 135 theorems (≈ 75%). Moreover, the results show
that relational algebra is more complex for ATP systems than Kleene algebra.
This might be due to the compact axiomatisation of Maddux, or the number of
operations directly affects the power of the used systems.
4 Conclusion and Outlook
We tried to find out which theorem provers is the best for our tasks. In total we
compared 13 ATP systems and fed them with more than 500 theorems. The best
systems are Prover9 and, in the case of an equational encoding, Waldmeister.
But, no ATP system was able to prove all given theorems from the pure
axiom set. This is not surprising since we add complex proof goals, like Back’s
atomicity refinement law. In previous work it has been shown that all the given
theorems can be proved with Prover9 [6–8]. The strategies used to reach the goal
are various combinations of an increased time limit, adding auxiliary lemmas as
additional hypotheses and removal of axioms. For example, adding properties like
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transitivity of the ordering, isotony of all operations, or the Dedekind formula
would lead to better results. On the other hand, adding all known lemmas would
lead to a state space explosion. Therefore axiom selection systems like SRASS
become more and more important.
The inclusion of such tools into our experiments is part of our future work.
Moreover we want to check whether SPASS performs better if one uses the fact
that it can handle relational expressions directly. Furthermore, it will be inter-
esting to analyse the produced results in more detail. For example, we suspect
that there exist better algebraic encodings. In particular, we want to test a char-
acterisation for the domain operator, which needs no tests [4], and a description
for modal Kleene algebra based on modules [11]. Both characterisations yield
less axioms and therefore we hope that ATP would yield better results.
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Abstract. The equational theory of allegories (ALL) is a decidable frag-
ment of the theory of relations. Research to date has focused on provid-
ing a decision algorithm. We describe the development of an algorithm
that will provide, in addition to a decision-certificate, a derivation. The
algorithm is an extension of the decision procedure that extracts the indi-
vidual rules (used throughout the proof) from normalization techniques
used in the decision algorithm. Since the decision algorithm involves the
association of terms with directed graphs and the normalization of these
graphs, and since there are a relatively small number of general cases
describing all possible graph-reductions, we focus on solving some of the
problems that arise while attempting to describe such reductions.
1 Background
If we consider the context of the theory of relations, an allegory is a subtheory
which drops the operations complement and union. We take the categorical
approach as outlined in [1], which defines an allegory as follows:
Definition 1. An ALLEGORY is a category with the following equations:
1. 1;R = R = R; 1
2. R; (S;T ) = (R;S);T
3. R uR = R
4. R u S = S uR
5. R u (S u T ) = (R u S) u T
6. (R `) ` = R
7. (R;S) ` = S `;R `
8. (R u S) ` = R ` u S `
9. R; (S u T ) v R;S uR;T
10. R;S u T v (R u T ;S `);S
The above definition is also related to categorical approaches introduced in
[5] and mentioned in [2, 6, 7].
In his Ph.D thesis, Claudio Gutie´rrez provided both a decision algorithm and
a complete framework for calculating with this theory [4]. Decidability can be
shown using normalization techniques on graphs that represent terms in the the-
ory. In brief, two terms are equal if and only if there is an isomorphism between
? The author gratefully acknowledges support from the Natural Sciences and Engi-
neering Research Council of Canada.
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the normal forms of both graphs. Since the normalization process involves the
factorization of graphs in a sequential process, and since a complete arithmetic
framework has already been provided, it must be possible to extend this process
to provide a derivation in addition to a decision certificate. If we could provide
such an algorithm, then the implication is that there is potential for software to
produce a derivation of any theorem in the equational theory. Hence we have also
attempted to implement our findings in an existing proof system (i.e. RelAPS)
[3].
2 Decidability of ALL
The decision algorithm presented in [4] is based on a graph-theoretical frame-
work where terms in ALL are represented by graphs. One may consider that a
relational variable is represented by a directed edge (labelled by the variable)
connecting two vertices (representing the source and target of the relation). Ev-
ery term in the theory of allegories has a corresponding graph; the details for
constructing the graphs are found in [4].
If we are to determine whether two different terms are equal, the algorithm
states that a series of reductions are to be performed on the graphs until a normal
form for each graph is found (which are then checked for an isomorphism).
Figure 1 demonstrates the normalization process. We start with two terms
and their respective graphs. These graphs are reduced (a finite number of times)
until a normal form is produced. It is then determined whether the normal forms
of the two graphs are isomorphic.
t1 // g1


e
		
g2
e
		
t2oo
g1
′
		
m
HH
g2
′
		
m
HH
g1
′′
II

g2
′′

II
nf(g1)
∼=
nf(g2)
Fig. 1. Normalization process of graphs representing terms in ALL
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3 Automatic Derivation
3.1 Categorical Context of Graphs for Terms in ALL
In [4], Gutie´rrez presents ‘a complete computational procedure for doing arith-
metic in the theory of allegories’ along with proof. Since the procedure is com-
plete, it is implied that it is always possible to reason about reductions between
graphs (representing terms in ALL) using equations from the theory of allegories.
Since there are a relatively small number of cases (modulo symmetries) repre-
senting all possible reductions, we are in the process of implementing them in
software. Since each case corresponds to an equation in the theory, this suggests
that for any possible reduction, a corresponding equation can be shown.
What do we mean by ‘reduction’? First, we must consider the set of all
possible graphs representing terms in ALL. The graph operations are parallel
composition (g1‖g2), sequential composition (g1|g2), and converse (g−1), which
relate to the theoretical operations intersection, composition and converse re-
spectively. Some circumstances arise where branching in a graph occurs, hence a
corresponding operation (br(g)) was added to the set (called PLIX). As a con-
sequence, the dom operation is added to ALL as an operational extension that
allows us to deal with such situations in order to allow a term to be constructed
(for specific details we refer the reader to page 31 of [4]). The set PLIX is closed
under the operations mentioned. We then consider the categorical context of
PLIX and specifically the morphisms between the graphs of this category. The
morphisms we are interested in are those between two graphs (g1, g2) where g1
has had at least two vertices identified. The reduction steps are done by identi-
fying two vertices v1,v2 in a graph, where vertex v1 has at least the same set of
edges as v2. The first vertex is then removed from the graph. These reductions
are then repeated indefinitely until there is no longer a possibility of identifying
two vertices. After this process is complete, if we find an epimorphism from g1
to g2 and a monomorphism from g2 to g1, then we say g1 has been reduced to
g2. However, it is possible that the identification of two vertices does not provide
the desired morphisms (i.e. this occurs when g2 is not a subgraph of g1). Hence,
we continue to factor the original graph until we find a subgraph (if one can be
found); and thus we have a composition of arrows where the overall reduction
gives an epimorphism and monomorphism.
The bottom line is that we associate theorems in ALL with different graph-
reductions which occur while finding an mono-epi factorization. In the case where
a reduction is a composition of arrows, we associate a theorem to the overall re-
duction of g1 to g2 where we ignore the vertices identified during the intermediate
steps of the composition.
3.2 Relating Reductions to Theorems
Since we wish to associate each reduction with a theorem in ALL, we start by
finding the minimal subgraph from the two vertices identified. The subgraph is
then associated with the smallest term to which a theorem is applied. It has been
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shown in [4] that such minimal subgraphs have a general structure and relatively
few specific cases arise (modulo symmetries). Hence, we have theorems in ALL
which describe every possible reduction. A problem arises when the subgraph
does not directly correspond to a subterm of the given term. As an example,
consider the following formula:
dom(x); y ∩ x = x ∩ y
Working with the left-hand side, if we find the corresponding graph and
perform the reduction, we obtain the following:
v
s
x
@@         y //
x
88 f // s
y //
x
88 f
The rule corresponding to this reduction (recall that rules are determined by
considering the minimal subgraph) is dom(x);x = x (equation (83) in [4]) and
is drawn as follows:
v
s
d1
@@         d1 // f // s
d1 // f
It is obvious that the rule given cannot be applied directly to an appropri-
ate subterm (i.e. dom(x);x cannot be applied to (dom(x)); y ∩ x without some
manipulation). However, we have a method that allows us to relate terms cor-
responding to graphs in the same equivalence class. In [4], a standardization
process is given that allows us to find standard forms of equivalent terms. If we
show a proof of the derivation of the standard form of a term, we can then relate
two terms that have the same graph. For example, according to the definition of
standardization given in [4], we can prove the following:
dom(x); y ∩ x = ... = (dom(x)); (y ∩ x)
Then, we provide a proof of the standardization of the form of the term we
are looking for, namely dom(x);x ∩ y:
dom(x);x ∩ y = ... = (dom(x)); (x ∩ y)
We then combine the first proof with the second (while reversing the second
proof) to obtain the following:
dom(x); y ∩ x = ... = (dom(x)); (x ∩ y) = ... = dom(x);x ∩ y
At this point we have the term in a form such that the rule can be applied
directly, i.e. dom(x);x ∩ y = x ∩ y since dom(x);x = x can be applied.
The following is the entire proof of dom(x); y ∩ x = x ∩ y using the method-
ology described above:
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dom(x); y ∩ x =(43′) (dom(x)); (y ∩ x)
=(43′) dom(x);x ∩ y
=(83) x ∩ y,
where both 43′ and 83 refer to theorems proven in [4] (43′ is the symmetric
version of 43).
4 Conclusion
Using a previously determined framework for performing arithmetic in ALL, one
can decide which theorem in ALL is related to a given graph-reduction. Problems
arise when the identification of two vertices does not lead to an embedding. When
one is eventually found (by continuing to identify vertices), we look for the rule
that can be applied to the overall reduction. Also, we have shown - from the use
of standardization techniques - an example that demonstrates how terms may
be manipulated in order to allow direct application of rules.
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Abstract. In this work we give a brief sketch how to handle circulations
in import networks with fuzzy relations. We use techniques developed by
Kawahara in [3] and modified in [1].
1 Introduction
Circulations in networks are similar to network flows, with two differences: there
is no flow from a source to a sink, and at every node of the network a certain
amount of flow is pumped into the network or has to leave it.
The aim is to give an algebraic approach to this problem, with the perspective
of automated reasoning in this area.
2 Fuzzy Relations
2.1 Definitions and Basic Operations
Definition 2.1. A fuzzy relation α between sets X and Y , written α : X ↔ Y ,
is a mapping from X × Y into the interval [0, 1]. A fuzzy Relation between a
set X and itself is called a fuzzy endorelation. A fuzzy relation with a range
contained in {0, 1} is called Boolean.
The empty relation 0XY , the universal relation ∇XY and the identity relation
idX are given by 0XY (x, y) = 0, ∇XY (x, y) = 1 for all (x, y) ∈ X × Y and
idX(x, y) = δxy for (x, y) ∈ X ×X. A fuzzy relation with a range contained in
{0, 1} is called boolean.
For a, b ∈ [0, 1] we define a∨b =max{a, b}, a∧b =min{a, b}, a	b =max{0, a−
b} and a⊕ b =min{1, a+ b}.
Consistent with these definitions we define the operators
∨
x∈X x and
∧
x∈X x
for arbitrary subsets X ⊆ [0, 1] by ∨x∈X x := sup{x ∈ X} and ∧x∈X x :=
inf{x ∈ X}.
For fuzzy relations α, β : X ↔ Y the join α unionsq β, the meet α u β, the truncating
difference α 	 β and the truncating sum α ⊕ β : X ↔ Y are the pointwise
extensions of the operators defined above: (α unionsq β)(x, y, ) = α(x, y) ∨ β(x, y),
(α u β)(x, y, ) = α(x, y) ∧ β(x, y), (α 	 β)(x, y, ) = α(x, y) 	 β(x, y) and (α ⊕
β)(x, y, ) = α(x, y)⊕ β(x, y).
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Two fuzzy relations α, β : X ↔ Y are said to be disjoint if α u β = 0. We
abbreviate the union of two disjoint fuzzy relations α and β by αu˙nionsqβ.
For two fuzzy relations α, β : X ↔ Y we write α v β, if α(x, y) ≤ β(x, y)
holds for all (x, y) ∈ X × Y .
It is easy to see that meet, join and truncating sum are commutative and
associative. Moreover, join distributes over meet and vice versa.
Another important operation on fuzzy relations is scalar multiplication. For
real numbers k ∈ [0, 1] and a fuzzy relation α : X ↔ Y the scalar product kα,
also written k · α, is defined by (kα)(x, y) = k · α(x, y) for all (x, y) ∈ X × Y . It
distributes over unionsq,u,	 and ⊕.
For a fuzzy relation α : X ↔ Y the converse α] : Y ↔ X is defined by
α](y, x) = α(x, y). It commutes with scalar multiplications and distributes over
unionsq,u,	 and ⊕.
We define the composition αβ : X ↔ Z of two fuzzy relations α : X ↔ Y and
β : Y ↔ Z by αβ(x, z) = ∨y∈Y (α(x, y) ∧ β(y, z)). A fuzzy relation α : X ↔ Y
is called univalent if α]α v idY .
The composition of fuzzy relations distributes over join, i.e., α(β unionsq γ) =
αβ unionsqαγ and (αunionsqβ)γ = αγ unionsqβγ. In general the composition does not distribute
over meet, but for for univalent α the equality α(β u γ) = αβ u αγ and for
injective γ the equality (α u β)γ = αγ u βγ hold.
Composition commutes with scalar multiplication, i.e., k(αβ) = (kα)β =
α(kβ). Finally, composition is contravariant w.r.t. converse, i.e., (αβ)] = β]α].
The n-th power αn of a fuzzy endorelation α : X ↔ X is defined inductively
by α0 = idX and αn+1 = ααn for n ∈ N0. The reflexive and transitive closure
α∗ of a fuzzy endorelation is defined by α∗ =
∨
n∈N0 .
An important concept in the one of test relations:
Definition 2.2. A Boolean subrelation of idX is called a test relation on X.
A subset X ′ of X corresponds to a test relation τ(X) on X, given by
τ(X)(x, y) = 1 if x = y and x ∈ X ′ and τ(X ′) = 0 otherwise. Contrary ev-
ery test relation on X describes a subset X ′ of X in an obvious manner. So we
will use test relations to characterise subsets. For a single element x ∈ X we ab-
breviate the corresponding test relation simply by x. Such a test relation is also
called a point relation. These point relations can be algebraically characterised
as minimal nonzero tests, i.e, tests p so that for all tests q 6= 0 the inequality
q v p implies q = p.
For every test relation τ a unique test relation τ c, the complement of τ ,
exists, characterised by ττ c = 0XX = τ cτ and τ unionsq τ c = idX . For a test relation
τ(X ′) its complement is τ(X ′).
To change the range (and hence the domain) of a fuzzy endorelation we
introduce two operations, the embedding and the projection:
Definition 2.3. For a fuzzy endorelation α : X ↔ X on X and a superset dXe
of X, the embedding dαe of α into Xˆ is dαe : Xˆ ↔ Xˆ, given by dαe(x, y) = α(x, y)
for all (x, y) ∈ X ×X and dαe(x, y) = 0 otherwise.
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The embedding of fuzzy relations distributes over join, meet, truncating
sum, truncating difference and composition, i.e., dα ◦ βe = dαe ◦ dβe for ◦ ∈
{unionsq,u,⊕,	, ·}. In particular we have dαe = didedαe = dαedide. Embedding also
commutes with converse, i.e., dα]e = (dαe)]. Moreover, it is order-preserving:
α v β implies dαe v dβe.
The dual operation to embedding is projection:
Definition 2.4. For a fuzzy endorelation α : Xˆ ↔ Xˆ its projection bαc : X ↔
X to a subset X ⊆ Xˆ is given by bαc(x, y) = α(x, y) for all x, y ∈ X.
The projection has algebraic properties dual to the ones of the embedding.
It is also order preserving, it commutes with the converse and distributes over
join, meet, truncating sum and truncating difference, but in general not over
composition.
For a test τ both the embedding dτe and the projection bτc are tests, too.
2.2 Cardinality of Fuzzy Relations
Definition 2.5. The cardinality |α| of a fuzzy relation α : X ↔ Y is defined by
|α| = ∑(x,y)∈X×Y α(x, y).
Obvious properties of the cardinality are:
• |α| ≥ 0
• |α| = 0 ⇔ α = 0XY
• |α| = |α]|
• Cardinality is an isotone function, i.e., α v β implies |α| ≤ |β|.
Because we will limit ourselves to fuzzy relations over finite sets the cardi-
nality will always be a nonnegative real number.
A fuzzy relation α : X ↔ Y is called normalised if |α| ≤ 1. This implies
|β| ≤ 1 for all fuzzy relations β with β v α.
A connection between join, meet and cardinality is the equality
|α unionsq β| = |α|+ |β| − |α u β| (1)
for arbitrary fuzzy relations α, β : X ↔ Y . In particular, it states |α unionsq β| =
|α|+ |β| for disjoint fuzzy relations α and β.
For fuzzy relations α, β, γ with β v α and γ v α	 β the equality |γ|+ |β| =
|γ ⊕ β| holds. If β v α then |α	 β| = |α| 	 |β|.
If α v 12 id and β v 12 id hold then |α⊕ β| = |α|+ |β|.
3 Flows and Circulations
Definition 3.1. For a finite set X of nodes, an s-t-network N is a triple N =
(α : X ↔ X, s, t) where s and t are two distinct elements of X and α satisfies
αuα] = 0XX . If the condition αuα] is dropped N is called s pseudo-s-t-network.
An import network is a triple I = (α : X ↔ X, ι : X ↔ X,ω : X ↔ X) with
α u α] = 0XX , α, ι, ω v 12 idX and ι u ω = 0XX . An import pseudonetwork as
defined analogously as above.
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In both cases α is called the capacity constraint, s is the source, t is the sink,
ι is the import and omega is the output.
Definition 3.2. A flow on an s-t-(pseudo)network N = (α : X ↔ X, s, t) is
a fuzzy relation ϕ : X ↔ X with ϕ v α and |τϕ| = |ϕτ | for all test relations
τ v (s unionsq t)c. A circulation ϕ on an import (pseudo)network I = (α : X ↔ X, ι :
X ↔ X,ω : X ↔ X) is a fuzzy endorelation on X with ϕ v α and |(ϕ⊕ ι)τ | =
|τ(ϕ⊕ ω)|.
So a flow and a circulation have to respect the capacity constraints, the other
two conditions are called flow conservation. The value val(ϕ) of a flow ϕ in an
s-t-network is given by val(ϕ) = |sϕ|. It satisfies the equalities val(ϕ) = |sϕ| =
|ϕt|.
A cut τ in an s-t-network is a test relation τ with s v τ v tc. The capacity
c(τ) of a cut τ is defined via c(τ) = τατ c.
A flow ϕ on an s-t-network N is called maximal if val(ϕ) ≥ val(ψ) holds for
all flows ψ on N . A maximal flow always exists, while a circulation need not.
The famous Max Flow-Min Cut-Theorem states that the value of a maximal
flow equals the minimal capacity of a cut in an s-t-network. Such a cut τ is said
to be saturated by the maximal flow ϕ with the consequence that τατ c = τϕτ c
holds.
4 Determining Circulations
After these preliminaries we apply our tools to import networks. Our goal is
to obtain a criterion whether an import network admits a circulation or not.
The strategy will be to construct from an import network an s-t-network and
to reduce the problem of the existence of a circulation in the import network to
the existence of a maximal flow of a certain value in the derived s-t-network.
Given an import network I = (α : X ↔ X, ι : X ↔ X,ω : X ↔ X)
we construct an s-t-network N = (αˆ : Xˆ ↔ Xˆ, s, t) as follows: Xˆ is given by
Xˆ = X∪˙{s}∪˙{t}. αˆ is defined by αˆ = α1 unionsq α2 unionsq α3 with α1 =
⊔
x∈X |ιx|sd∇edxe,
α2 = dαe and α3 =
⊔
x∈X |ωx|dxed∇et.
Due to lack of space we omit the proof that N is indeed an s-t-network and
concentrate on the essential theorem of this paper:
Theorem 4.1. There is a circulation on I iff the value of a maximal flow ϕ on
N equals both |ι| and |ω|.
Proof. As a short preliminary we show that c(s) = |ι| and c(tc) = |ω| hold. For
this we calculate sαˆsc = s(α1 unionsq α2 unionsq α3)sc = sα1sc unionsq sα2sc unionsq sα3sc. By rather
simple considerations we can see that only the term sα1sc does not vanish, so
we have c(s) = |sαˆsc| = |sα1sc| = |s
⊔
x∈X |ιx|sd∇edxe|. Because of ss = s,
disjointness of the big join and distributivity we can replace this by Σx∈X |ιx|,
which is by similar reasons the same as |ι⊔x∈X x|, which yields |ι|. Analogously
we obtain c(tc) = |ω|. Furthermore we have by construction α1 = sα = sαsc,
sα2 = sα3 = 0XˆXˆ and analogous properties for t.
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Let now ϕ be a maximal flow on N with value |ι| = |ω|. Then we claim that
bϕc is a circulation on I. Obviously, due to the properties of embedding and
projection, bϕc respects the capacity constraint on I. Let now τ be an arbitrary
test on X. Because of the flow conservation of ϕ we have |ϕdτe| = |dτeϕ|. From
here on we can reason as follows:
|ϕdτe| = |dτeϕ| ⇒
= {[ idXˆ = su˙nionsqXu˙nionsqt ]}
|(su˙nionsqXu˙nionsqt)ϕdτe| = |dτeϕ(su˙nionsqXu˙nionsqt)| ⇒
= {[ disjointness, ϕ v αˆ, construction of αˆ ]}
|sϕdτe|+ |Xϕdτe| = |dτeϕt|+ |dτeϕX| ⇒
= {[ ϕ saturates s and tc, remarks above ]}
|sαˆdτe|+ |Xϕdτe| = |dτeαˆt|+ |dτeϕX| ⇒
= {[ remarks above, construction of αˆ ]}
|ιτ |+ |bϕcτ | = |τω|+ |τbϕc| ⇒
= {[ bϕc v α, α, ωι v 0.5idX , properties of ⊕ ]}
|(dϕe ⊕ ι)τ | = |τ(dϕe ⊕ ω)|
Let now γ be a circulation on I. Then we construct a fuzzy endorelation ϕ
on Xˆ by ϕ = dγe unionsq⊔x∈X |ιx|sd∇edxe unionsq⊔x∈X |ωx|dxed∇et. By construction, ϕ
satisfies the capacity constraint of N ; flow conservation can be shown similar as
above. ϕ saturates the cuts s and tc. Because of c(s) = |ι| and c(tc) = ω ϕ is
indeed a maximal flow on N with value |ι| = |ω|.
5 Conclusion
We gave a short sketch of how to apply Kawahara’s methods to other related
network problems. The proofs remained naturally a little bit sketchy, but it
became visible how these methods can be extended for the use in other areas. As
the mathematical structure of fuzzy relations is a Kleene algebra and automated
reasoning in Kleene algebra is on the rise (cf. [2]) we soon expect first machine-
generated proofs of theorems concerning networks.
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Abstract. Formal concept analysis is a mathematical field applied to
data mining. Usually, a formal concept is defined as a pair of sets, called
extents and intents, for a given formal context in binary relation. In this
paper we review the idea that functional dependency is complete and
sound for Armstrong’s inference rules. Further, we prove that implication
of formal concept is complete and sound for Armstrong’s inference rules.
Still, we give an example which shows the difference between implication
and functional dependency.
1 Introduction
In data mining, we aim to discover hidden information, such as patterns and
correlations, from massive data. In fact, the method is widely used in economic
and scientific activities. Formal concept analysis is a mathematical field proposed
by R. Wille in 1970’s. Based on lattice theory, it enables us to search logic and
knowledge structures, such as patterns and correlations, by means of concept
lattices obtained from database. Therefore, formal concept analysis is applicable
to data mining.
The database consists of binary relations between objects and attributes. A
formal concept is defined as a set of pairs of objects and attributes which satisfy
given conditions. The sets are called extents and intents.
A functional dependency is a correlation of attributes. The phenomenon oc-
curs when an attribute in the database uniquely determines another attribute.
On the other hand, B. Ganter and R. Wille defined another dependency (called
implication [1]) which is different from functional dependency.
In this paper, we review the idea that functional dependency is complete
and sound for Armstrong’s inference rules. Further, we prove that implication of
formal concepts is complete and sound for Armstrong’s inference rules. Still, we
give an example which shows the difference between implication and functional
dependency.
2 Intensional Contexts
A formal context is a binary relation α : X ⇁ Y , which is equivalent to its intent
function α@ : X → ℘(Y ). Thus α : X ⇁ Y is equivalent to an X-indexed set
T = {Tx | x ∈ X} of subsets of Y , that is, Tx = xα@.
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y1 y2 y3 · · ·
x0 1 1 0 · · · T0
x1 1 1 1 · · · T1
x2 0 1 0 · · · T2
...
...
...
...
...
...
↔ T = {T0, T1, T2, . . . } ⊆ ℘(Y ).
An intensional context T on an attribute set Y is a subset of ℘(Y ), in other
words, a family of subsets of Y .
The basic idea on Formal Concept Analysis (FCA) by B.Ganter and R.Wille [1],
uses closure operations. These are defined for a formal context. For intensional
contexts, the operation of a set of attributes B is modified as follows: B↓↑ =⋂{T ∈ T | B ⊆ T}. In this sense the formal concept lattice T ∗ for an intensional
context T is a subset T ∗ = {∩A | A ⊆ T } of ℘(Y ). It is trivial that T ∗ is a
complete lattice. Also T ∗ is a closure system and Y ∈ T ∗.
3 Armstrong’s Inference Rules
Armstrong’s inference rules give a basic framework to treat the logical structure
on dependencies on an attribute set. Let A and B be subsets of an attribute set
Y . A formal expression A B B, namely, an ordered pair of subsets A and B of
Y , is called a dependency on Y .
Let L be a set of dependencies. We define that a dependency ABB is provable
from L (written L ` ABB). L ` ABB is defined following rules.
Definition 1. Armstrong’s Inference rules :
[A0]
ABA [A1]
ABB
A ∪ C BB [A2]
ABB B ∪ C BD
A ∪ C BD
[A0’]
A ⊇ B
ABB [A1’]
ABB C ⊇ D
A ∪ C BB ∪D [A2’]
ABB B B C
AB C
uunionsq
The system of inference rules [A1’], [A2’] and [A3’] is a mild variant of [A1],
[A2] and [A3]. For a set L of dependencies we define a subset AL of Y by
AL = {y ∈ Y | L ` AB {y}}.
Lemma 1. If B is a finite subset of Y , then L ` ABB ↔ B ⊆ AL. uunionsq
4 Functional Dependency
In this section, we review a functional dependency [2]. In definition of a functional
dependency, we use an equivalence relation [3–6].
Definition 2. For each subset A of Y we define an equivalence relation θ[A] :
℘(Y ) ⇁ ℘(Y ) by (S, T ) ∈ θ[A]↔ S ∩A = T ∩A. uunionsq
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Proposition 1. Let A and B be subsets of Y . Then
(a) θ[Y ] = id℘(Y ) and θ[∅] = ∇℘(Y )℘(Y ),
(b) θ[A ∪B] = θ[A] u θ[B],
(c) θ[A ∩B] = θ[A]θ[B]. uunionsq
Definition 3. Let T be an intensional context on Y .
T |=F ABB ↔ ∀S, T ∈ T . (S ∩A = T ∩A→ S ∩B = T ∩B)
↔ ∀S, T ∈ T . (S, T ) ∈ θ[A]→ (S, T ) ∈ θ[B]. uunionsq
If T |=F ABB then ABB is called a functional dependency on T .
Proposition 2. Let T = {S, T} be an intensional context on Y . Then
T |=F ABB ↔ ((S, T ) ∈ θ[A]→ (S, T ) ∈ θ[B]). uunionsq
Proposition 3. Let T be an intensional context and ABB a functional depen-
dency on Y .
(A1’) If A ⊇ B then T |=F ABB.
(A2’) If T |=F ABB and C ⊇ D then T |=F A ∪ C BB ∪D.
(A3’) If T |=F ABB and T |=F B B C then T |=F AB C. uunionsq
(A1’), (A2’) and (A3’) are called reflexive law, augmentation law and transitive
law.
Proposition 4. Let A be a proper subset of Y . There exists a set T0 such that
(a) C ⊆ A if and only if T0 |=F ∅B C,
(b) C 6⊆ A if and only if T0 |=F C B Y .
uunionsq
5 Implication
In this section, we review an implication [1].
Definition 4. Let T be an intensional context on Y , and L a set of dependen-
cies. We define T |=I ABB and T |=I L as follows:
(a) T |=I ABB ↔ ∀T ∈ T . (A ⊆ T → B ⊆ T ),
(b) T |=I L ↔ ∀ABB ∈ L. T |=I ABB. uunionsq
If T |=I A B B then A B B is called implication. A dependency A B B is valid
(as implication) for an intensional context T on Y if T |=I ABB. And a set of
implication L is valid for T on Y if T |=I L.
Proposition 5. (a) T |=I ABA, (A0)
(b) If T |=I ABB then T |=I A ∪ C BB, (A1)
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(c) If T |=I ABB and T |=I B ∪ C BD then T |=I A ∪ C BD. (A2)
uunionsq
Proposition 6. Let A be a proper subset of Y . There exists a set T0 such that
(a) C ⊆ A if and only if T0 |=I ∅B C,
(b) C 6⊆ A if and only if T0 |=I C B Y . uunionsq
Proposition 7. Any intensional context T and dependency A B B satisfy the
following.
(a) T |=I ABB if and only if T ∗ |=I ABB.
(b) T |=I ABB if and only if B ⊆ A↓↑. uunionsq
6 Soundness and Completeness
Now we will state the soundness and the completeness theorems of functional
and logical dependencies for intensional contexts.
Theorem 1. Let ABB be a dependency and L a set of dependencies on a finite
set Y . Then the following equivalence holds:
L ` ABB ↔ ∀T ⊆ ℘(Y ). (T |=• L → T |=• ABB),
where • = F or I. uunionsq
Definition 5. A set of dependencies L is closed, if
∀ABB.L ` ABB → ABB ∈ L. uunionsq
Theorem 2 (Maier). A set L of dependencies is closed if and only if L satisfies
following B1∼3.
B1. ABA ∈ L.
B2. if ABB ∈ L then A ∪ C BB ∈ L.
B3. if ABB,B ∪ C BD ∈ L then A ∪ C BD ∈ L. uunionsq
Therefore, a functional dependency and an implication are sound and com-
plete for Armstrong’s Inference rules.
7 Difference between Implication and Functional
Dependency
In this section, we show the difference between an implication and a functional
dependency, by using examples.
Let an intensional context T be {{a, b}, {b, c}, {c}}.
a b c
x × ×
y × ×
z ×
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We consider the dependency {a} B {b}. The set {a}↓↑ is {a, b}. Therefore
T |=I {a}B{b}. But, for {b, c}, {c} ∈ T , {b, c}∩{a} = {c}∩{a}, and {b, c}∩{b} 6=
{c}∩{b}. Therefore {a}B{b} is not a functional dependency on T . On the other
hand, we consider the dependency {a} B {c}. It is a functional dependency on
T , but it is not an implication on T . Hence, an implication and a functional
dependency are different. We will show other examples in the presentation.
We consider the condition on which the functional dependency and the im-
plication of an intensional context are equivalent. And we find the following
condition.
Proposition 8. Let T be an intensional context. Define a set T ′ of subsets of
Y by T ′ = {(S− ∪ T ) ∩ (T− ∪ S) | S, T ∈ T }. Then T ′ |=I ABB if and only if
T |=F ABB.
8 Summary and Outlook
In this paper, we review the idea that functional dependency is sound and com-
plete for Armstrong’s inference rules. Further, we prove that implication of for-
mal concept is complete and sound for Armstrong’s inference rules. Still, we
give an example which shows the difference between implication and functional
dependency. In the future, we will consider the conditions on which implication
and functional dependency are equivalent.
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Abstract. To realise a software that needs to interact with other com-
puters, service-oriented architecture and especially Web Services are gain-
ing more and more attention. Existing components need to be composed
in order to reach a predefined goal. For Web Services this can be realised
using data defined in WSDL or using semantic Web Services such as
SAWSDL. We apply relation algebra to describe Web Services as well as
the composition of existing semantic Web Services.
1 Introduction
Most companies nowadays have business processes where frequent interaction
with other companies happens on a regular basis. Hence, the involved systems
must be able to interact somehow in order to realise predefined goals and finally
to produce goods or services. This is only possible if every system can read
the exchanged messages which means that the output of one involved system
must be compatible with the input of another. The service-oriented architecture
(SOA) and -paradigm can be applied to couple the systems in services which
then interchange messages and can be discovered using a shared directory.
Web Services are one way to realise a SOA. The Web Services need to be de-
scribed in a language such as the Web Service Description Language (WSDL) and
message exchange happens using the SOAP standard. But these standards have
shortcomings: since the exchanged messages are only described using human-
comprehensible terms, they can be understood by different developers in various
ways. Hence, standards of the semantic web can be applied to provide a unique
meaning for those terms in all systems using ontologies.
The W3C has defined an extension to WSDL which is called SAWSDL, Se-
mantic Annotations for WSDL and XML Schema, to support the use of concepts
in an ontology for the definition of Web Services. Additionally, several attempts
of semantic Web Services have been developed during the last years: OWL-S,
SWSF or WSMO (e.g. [3]) to name just a few. The ontologies defined in these
standards can then be combined using SAWSDL (see e.g. [7]).
An existing Web Service description can be used to achieve an automatic
composition. To achieve a goal, several Web Services need to be composed and
must interact with each other. In this paper we describe an algebra for the
description of (semantic) Web Services and show how this algebra can assist the
user in the composition of Web Services.
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2 (Semantic) Web Service Standards
Each Web Service needs to have a specified interface in order to interact with
others. WSDL [2] is a language designed to describe such an interface. A WSDL
document consists of four parts which describe different levels of abstraction:
types, interfaces, bindings and services. Types contain definitions for
the datatypes used in messages. Interfaces describe which operations are sup-
ported by a service. Bindings and services specify the protocols and endpoints
used to access the service. Input, output and fault messages specify operations
of interfaces. They rely on data types described in types. Basic data types
are defined by an XML Schema. They can be nested to more complex types.
SAWSDL [5], recommended by the W3C since 2007, is a set of extensions for
WSDL to provide a standard description format. It allows a semantic annota-
tion of a Web Service description using three different kinds of attributes: with
modelReference one can create an association between a part in the WSDL
document and a concept in an ontology. Type definitions, element declarations,
attribute declarations as well as interfaces can be annotated. Using the attribute
liftingSchemaMapping one can describe the mapping between the WSDL file
and semantic data whereas loweringSchemaMapping specifies the mapping be-
tween a semantic concept and the constructs in the WSDL file.
3 A Formalisation of Web Services
In [4], we defined Web Service composition using relation algebra (e.g [9]). In
this section we will recapitulate the basic definitions.
In the interfaces of WSDL several Web Methods are defined. These receive
input messages and reply with output messages which both can be of a simple
type such as string, integer, etc. or of a complex type. We will assume that the
types of the input and the output data are known before and therefore there
is a knowledge set K, a set which includes the inputs and outputs as subsets.
The concrete binding information or fault messages within WSDL are currently
neglected for the sake of simplicity.
Definition 3.1. A Web Method is a tuple (I,O), where I ⊆ O ⊆ K.
The condition I ⊆ O guarantees that we do not lose any information, i.e., any
information which is known before the execution of a Web Method is also known
afterwards. (∅, O) represents a Web Method where no input is needed, i.e., it can
be executed at any time.
In the following we will use a grammar-style notation to ease the reading and
to focus on the input and the “real” output. In particular, we write {I → O−I}
instead of (I,O). When possible, we will even skip the set brackets.
A Web Method is the simplest form of a Web Service, but it is atomic.
Following WSDL, a Web Service may contain more than one Web Method,
hence we define the concept of a simple Web Service.
Definition 3.2. A simple Web Service is a collection of Web Methods.
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Operations like choice or sequential composition can also be applied to Web
Services. Choice is the set-theoretic union and composition is the multiplication.
As described in [4] this definition yields a strange behaviour. Therefore, we define
an (extended) Web Service and Web Services composition as follows:
Definition 3.3. The (extended) Web Service of a simple Web Service W is the
relation {(I ∪ E,O ∪ E) : (I,O) ∈ W,E ⊆ K\O} and denoted by W. Web
Service composition of V and W is then defined by V ◦W =df V ;W,
where ; denotes standard sequential composition of relations.
In this definition E is the context and the extension of the simple Web
Service W , which just takes any information that is not needed as input for
execution and adds this information unchanged to the output.
It is straightforward to show that extended Web Services are closed under
choice and Web Service composition. Therefore they form an idempotent semi-
ring1. Finite iteration of Web Services can be determined by the reflexive and
transitive closure, denoted by ∗. It is easy to show that  V ∗= V ∗.
Henceforce, Web Services form also a Kleene algebra.
4 Web Service Restriction
In order to express the needed input data to perform a certain action or to
describe goals we introduce the concept of tests. This allows an automatic com-
position of Web Services as described in [4].
One defines a test in an idempotent semiring [6] to be an element p ≤ 1 that
has a complement q relative to 1, i.e., p+ q = 1 and p · q = 0 = q · p. In relation
algebra every subidentity can be seen as a test.
Tests can be used to model assertions for Web Services. But they are also the
basis for defining modal operators [1] which are used for modelling termination
and to determine whether some goals can be reached by composing Web Services
or not. Additionally, they can be used to compute an initial state that allows a
composition of Web Services to be executed.
Informally, in the context of Web Services the forward diamond |a〉p char-
acterises the set of possible information with at least one successor in p when
executing the Web Service a, i.e., the preimage of the set p under a. |a]p char-
acterises the situation where there is no execution of a, that starts in p and
terminates in ¬q, the complement of q. Whenever an execution of a terminates
in ¬q, the execution has to start in ¬p and therefore |a]p models the possible
infomation from which execution of a is guaranteed to terminate in an element
of p or the execution is not possible. The combination of both modal operators
(|a〉p and |a]p) guarantees that at least one result of the Web Service a exists
and all resulting information is in p. This can be expressed by |a〉p · |a]p.
1 A semiring is called idempotent if a + a = a for all elements.
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5 Algebraic Composition of Semantic Web Services
Since all inputs and outputs of a Web Service can be annotated with concepts
from an ontology, we have a closer look at these annotations now. Concepts in
an ontology (e.g. defined in OWL [8]) can be connected with other concepts
through user-defined ObjectProperties or DataProperties. With SubClassOf one
can define inheritance and using EquivalentClasses the equivalence of two
classes is specified. To formalise these concepts we discuss two possibilities:
First alternative
After each Web Service we include an additional one that extends the output
parameters of the former with the concepts that can be “reasoned” through the
ontology. Analogous to Definition 3.3 we define an ontology-based Web Service
composition as follows:
Definition 5.1. Ontological Web Service composition of V and W is defined as
V ◦ˆW =df V ◦Ont∗ ◦W , whereas Ont is a set of tuples (s, t) describing relations
of concepts in the ontology with s, t ∈ K and hence a Web Service itself.
These relations have been stored e.g. in an OWL-file and need to be translated
into tuples. After each call of Ont∗ the available data has been extended with
the EquivalentClasses or SubClassOf of the output data.
The Kleene star supports also transitive relations in the ontology. Now the
second Web Service can be invoked and will find its input data, if it has been
computed by V or by Ont∗.
Let us have a look at a small example: Assume Web Services B and Z.
The former extracts the birthdate of a person from a database, i.e., B =
(firstName lastName → birthdate). Z needs some date to calculate the cor-
responding zodiac sign, i.e., Z = (date → zodiacSign). In Ont the relations
(birthdate, date) and (firstName, name) have been stored. B ◦ˆ Z yields that
B and Z can be composed, since birthdate and date are related to each other
in the ontology. The composed Web Service is then (firstName lastName →
date zodiacSign).
Second alternative
For each Web Method we define additional ones by replacing the input data with
equivalent classes and sub-classes.
Definition 5.2. Let S, T be sets with S, T ⊆ K. A refinement relation is defined
as S v T ⇔df ∀s ∈ S ∃t ∈ T : (s, t) ∈ Ont∗. The refined Web Service of W is
given by Wv =df {(Iˆ → O) | (I → O) ∈W, Iˆ v I, Iˆ ⊆ K} .
Applying the same example as before, we can now change Z and determine
the Web Service Zv. In particular, Zv includes (birthdate → zodiacSign).
B can be composed with Zv, since the input of B and output of Zv is identical.
Discussion
The first alternative uses a straight-forward relationship between the ontology
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and our characterisation of Web Services. That is why the construction is quite
natural. Nevertheless, it creates a lot of tuples that are not needed for the com-
position. Moreover, the output produced through the ontology might lead to
confusion since the same information can now occur in different data of the
output. For example birthdate will occur in birthdate and date.
The second alternative does not create unnecessary data; but the Web Ser-
vices must be changed. At first sight this seems more complicated. Nevertheless,
this modification has to be done only once. Moreover, if a Web Service accepts a
date as input, it is obvious that it also accepts birthdate as input. Therefore,
this approach is also natural.
We prefer the second approach since it reflects the intuition what data a Web
Service may accept. Moreover, this approach can be extended with preconditions
and effects lateron as needed in the area of semantic Web Services.
6 Conclusion and Outlook
In this paper we presented a method to describe Web Services based on a rela-
tion algebra. Additionally, we outlined two ideas how to describe semantic Web
Services and ontologies. As this is current research, there are several things that
still need to be done: An ontology does not only support EquivalentClasses or
SubClassOf, but also other relationships between classes that we want to take
care of. The tuples of the ontology might be extended to tripels to store these
information. Also lowering- or liftingSchemaMapping are currently ignored.
We cover only some parts of WSDL in our approach, but most of the others are
not necessary for the composition anyway, but only for the enactment lateron.
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Abstract. This paper shows that the set of up-closed multirelations
over a set forms a lazy Kleene algebra. Up-closed Multirelations are
known as providing models of game logic. In game logic iterations are
very important structures. An iteration is interpreted as the reflexive
transitive closure of an up-closed multirelation. But it does not seem
that a study of the (reflexive) transitive closure is enough. We inves-
tigate the reflexive transitive closure of an up-closed multirelation and
show that the closure operator plays a roˆle of the star of a lazy Kleene
algebra consisting of the set of up-closed multirelations.
1 Introduction
A notion of lazy Kleene algebra is introduced by Mo¨ller [7] as a variation of
Kleene algebra (KA) introduced by [4]; lazy Kleene algebra is KA’s relaxation
for the treatment of systems such as the calculus of finite and infinite streams.
Up-closed multirelations are studied as a semantic domain of programs. They
serve predicate transformer semantics with both angelic and demonic nondeter-
minism in the same framework [3, 10, 11] . In [1] it has been shown that the set of
finitary and total up-closed multirelations on a set forms a probabilistic Kleene
algebra [5, 6]. Also it is known that up-closed multirelations provide models of
game logic introduced by Parikh [9]. An overview of game logic has been given
by Pauly and Parikh [8] . Goranko [2] and Venema [12] have studied the opera-
tions of game logic from an algebraic point of view. They have given complete
axiomatizations of iteration-free game logic. Since an iteration is interpreted as
the reflexive transitive closure it is necessary to establish a complete axiomati-
sation of game logic with iteration. We study the notion and we show that the
set of up-closed multirelations forms a lazy Kleene algebra.
2 Lazy Kleene Algebra
We recall the definition of lazy Kleene algebras introduced in [7].
Definition 1. A IL-semiring is a tuple (K,+, ·, 0, 1) with the following proper-
ties:
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– (K,+, 0) is a commutative monoid.
– (K, ·, 1) is a monoid.
– The · operation satisfies the left-zero law and distributes over + in its left
argument :
0a = 0 and (a+ b)c = ac+ bc.
– In addition, (K,+, ·, 0, 1) satisfies the following conditions for a, b, c ∈ K:
a+ a = a and b ≤ c⇒ ab ≤ ac (1)
where · is omitted and the order ≤ is defined by a ≤ b iff a+ b = b. uunionsq
Forgetting (1) from IL-semirings, we obtain left semirings [7].
Definition 2. A lazy Kleene algebra is a tuple (K,+, ·, ∗, 0, 1) such that
(K,+, ·, 0, 1) is an IL-semiring and the star ∗ satisfies the following conditions
for a, b ∈ K :
1 + aa∗ ≤ a∗ (2)
ab ≤ b =⇒ a∗b ≤ b (3)
where · is omitted and the order ≤ is defined by a ≤ b iff a+ b = b. uunionsq
Clearly, Kozen’s Kleene algebras are lazy Kleene algebras. In addition to (2), (3)
probablistic Kleene algebras [5, 6] require the following two conditions:
a0 = 0 (4)
a(b+ 1) ≤ a⇒ ab∗ ≤ a . (5)
3 Up-Closed Multirelations
In this section we recall definitions and basic properties of multirelations and
their operations. More precise information on these can be obtained from [3, 10,
11].
A multirelation R over a set A is a subset of the Cartesian product A×℘(A) of
A and the power set ℘(A) of A. A multirelation is called up-closed if (x,X) ∈ R
and X ⊆ Y imply (x, Y ) ∈ R for each x ∈ A, X,Y ⊆ A. The null multirelation ∅
and the universal multirelation A× ℘(A) are up-closed, and will be denoted by
0 and ∇, respectively. The set of up-closed multirelations over A will be denoted
by UMRel(A).
For a family {Ri | i ∈ I} of up-closed multirelations, the union
⋃
i∈I Ri and
the intersection
⋂
i∈I Ri are up-closed. So UMRel(A) is closed under arbitrary
union
⋃
and intersection
⋂
. Also the following holds.
Lemma 1. A tuple (UMRel(A),∪,∩, 0,∇) is a complete distributive lattice. uunionsq
R+ S denotes R ∪ S for a pair of up-closed multirelations R and S.
For a pair of multirelations R,S ⊆ A×℘(A) the composition R;S is defined
by
(x,X) ∈ R;S iff ∃Y ⊆ A.((x, Y ) ∈ R and ∀y ∈ Y.(y,X) ∈ S) .
The set UMRel(A) is closed under the composition ;. Also the following holds.
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Lemma 2. A tuple (UMRel(A), ; ) is a semigroup. uunionsq
The identity 1 ∈ UMRel(A) is defined by
(x,X) ∈ 1 iff x ∈ X .
Proposition 1. (UMRel(A),+, ; , 0, 1) is an IL-semiring. uunionsq
4 Reflexive Transitive Closure
We give a construction of the reflexive transitive closure of an up-closed multire-
lation. For R ∈ UMRel(A), a mapping ϕR : UMRel(A) → UMRel(A) is defined
by
ϕR(ξ) = R; ξ + 1 .
Then, the mapping ϕR preserves the inclusion ⊆.
Next, we consider
⋂{ξ ∈ UMRel(A) | ϕR(ξ) ⊆ ξ}. For convenience, MR
denotes the set {ξ ∈ UMRel(A) | R; ξ+ 1 ⊆ ξ}. It is obvious that 1 ∈ ⋂MR and
R ∈ ⋂MR, since 1 ⊆ ξ and R ⊆ ξ for each ξ ∈MR.
The following two conditions are sufficient to show that
⋂MR is transitive.
R; (
⋂
MR) ⊆
⋂
MR (6)
R;P ⊆ P =⇒ (
⋂
MR);P ⊆ P . (7)
Lemma 3.
R; (
⋂
MR) ⊆
⋂
MR
uunionsq
We need some proofs for (7). So we consider the following structure.
Definition 3. For each P,R ∈ UMRel(A),
µ[P,R] :=
⋂
{S | P ;S +R ⊆ S}
uunionsq
From this definition, we see that
(x,X) ∈ µ[P,R] iff ∀S.[ P ;S +R ⊆ S ⇒ (x,X) ∈ S ].
Lemma 4. For each P,Q,R ∈ UMRel(A),
µ[P,R];Q = µ[P,R;Q]
uunionsq
By the definition of
⋂MR and µ[P,R], we obtain that ⋂MR = ⋂{Q | R;Q+
1 ⊆ Q} = µ[R, 1]. So we have the following property.
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Lemma 5.
R;P ⊆ P =⇒ (
⋂
MR);P ⊆ P
uunionsq
Therefore,
⋂MR satisfies (6) and (7). It is immediate that ⋂MR is transitive,
i.e.
(
⋂
MR); (
⋂
MR) ⊆
⋂
MR .
We have already shown that
⋂MR includes R and is reflexive and transitive.
The following property is sufficient to show that
⋂MR is the least reflexive
transitive up-closed multirelation including an up-closed multirelation R.
Lemma 6. Let R ∈ UMRel(A) and χ ∈ UMRel(A) be reflexive, transitive, and
including R. Then
⋂MR ⊆ χ. uunionsq
We have already proved the following.
Theorem 1.
⋂MR is the reflexive transitive closure of an up-closed multire-
lation R. uunionsq
5 The Star
For an up-closed multirelation R we define R∗ as
R∗ =
⋂
{ξ ∈ UMRel(A) | R; ξ + 1 ⊆ ξ} .
The reflexivity of R∗ and Lemma 3 show the star satisfies (2). (3) has also already
been shown by Lemma 5.
Therefore we have the following.
Theorem 2. A tuple (UMRel(A),+, ; , ∗, 0, 1) satisfies all conditions of lazy Klee-
ne algebras. uunionsq
This tuple need not satisfy (5) because of the following example.
Example 1. We consider A := N, and P,R ∈ UMRel(A) such that
P = {(n,W ) ∈ A× ℘(A) |W is infinite set.}
R = {(n,W ) ∈ A× ℘(A) | ∃m ∈W.n ≤ m+ 1}
In this case P ; (R+ 1) = P ;R since 1 ⊆ R, and P ;R ⊆ P . So P ; (R+ 1) ⊆ P .
Also it is shown by induction on n that (n, {0}) ∈ Rn for each n. For a natural
number n, (n, {0}) ∈ P ;R∗ since (n,N) ∈ P , (n, {0}) ∈ Rn and Rn ⊆ R∗, but
(n, {0}) 6∈ P . uunionsq
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6 Conclusion
This paper has studied up-closed multirelations. Then we have shown that the
set of up-closed multirelations over a set is a lazy Kleene algebra, where
– the zero element is given by null multirelation,
– the unit element is given by the identity multirelation,
– the addition is given by binary union,
– the multiplication is given by the composition of multirelations, and
– the star is given by the reflexive transitive closure.
This lazy Kleene algebra is not a probabilistic Kleene algebra by Example 1.
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