In a range of citation networks, the in-degree distributions boast time-periodicity-the distributions of citations per article published each year present similar scale-free tails. This phenomenon can be regarded as a consequence of the emergence of hot topics and the existence of the "burst" phenomenon.
Introduction
Articles and their citations can be pictured as a network [1, 2] , in which articles are regarded as nodes and a directed edge will be drawn from article i to article j if i cites j. Those graphs are acyclic.
Since new articles usually only cite the published articles [3] , directed loops cannot be obtained in this way.
A growing body of literature on citation networks has focused on the research of the probability distribution of the number of citations per article, i.e. the in-degree distribution. In his articles, Price [1, 2] pointed out the cumulative advantage to explain the scale-free tails of the in-degree distributions In the header of the table, ASP, CC, PG and MO denote the average shortest path (if the network is not connected, the giant component can be calculated), the clustering coefficient, the node proportion of giant component and modularity, respectively. The first two networks are put forward in the articles (which are published from 2002-01 to 2015-12) of Science and Nature. The third network stems from Proceeding of the National Academy of Science of the United States of America (PNAS) covering articles from 2000-01 to 2015-11. The last network is generated by our model, the parameters of which are m = 12, T = 100, β = 0.88, α = 0.6, γ = 0.9, η = 300, p = 1.
Networks
Nodes of citation networks. He believes that the rate at which an article is cited should be proportional to the citations that it already has. George et al [4] did not only penetrate into the scale-free tails of the in-degree distributions of citation networks but also the forepart behavior and the tipping point between the two different regions via a two-mechanism model. Moreover, Xie et al [5] [6] [7] [8] contributed
to the study of in-degree distributions of citation networks by proposing a series of geometric models.
The aforementioned studies all serve to reveal the fundamental feature of the in-degree distributions that the majority of articles are rarely cited while few articles are frequently cited. However, some problems remained unanswered: What is the publication time of the highly cited articles? Are there such articles published each year?
In fact, highly cited articles emerge each year. A more interesting phenomenon is that the indegree distributions of citation networks boast time-periodicity-the in-degree distributions of articles published each year in many citation networks boast similar scale-free tails. The overall in-degree distributions of citation networks have been successfully predicted in our previous study [7] in which the citation attractiveness of an article is expressed as a geometric area, whose size is inversely proportional to its birth time. To penetrate into the evolutionary mechanism of citation networks leading to this phenomenon, a new concentric circles model is developed based on the previous model. In the new model, the sizes of the geometric areas of nodes (articles) follow the same power-law distribution. Considering the fact that novelty of an article will eventually wear off, these sizes decrease with the age of nodes. The model serves to reproduce the features of in-degree distributions of articles published each year of the empirical data and accounts for the presence of the citation burst as well. Moreover, in a reasonable interpretation for the emergence of the similar scale-free tails of those distributions, whether one article cites another or not is regarded as a "yes/no" experiment [8] . Besides, we also examine the ability of the model to predict the relation between the local clustering coefficients of articles published each year and their in-degrees.
This article is structured as follows. Some real data are introduced in Section 2. The model is illustrated in Section 3. The time-periodicity of the in-degree distribution and that of the local clustering coefficients are analysed in Section 4 and Section 5. The conclusion is given in the last section.
Data
Three empirical networks (Table 1) articles published each year have low local clustering coefficients while they are higher for small ones.
Model
The scale-free property of the in-degree distributions of citation networks is usually interpreted as a consequence of the preferential attachment in substantial previous studies. Nevertheless, in those models only based on the preferential attachment (or cumulative advantage), e.g. the Price model, the nodes with large in-degree are always born early [9] , which runs counter to the case that there exist highly cited articles each year. The same problem also exists in our previous study [7] . As a result, it is necessary to identify a new mechanism to illuminate why the in-degree distributions of articles published each year in the empirical data have similar scale-free tails. Acoordingly, based on two points of cognition, a promotion of the model we have built [7] is completed:
A) The citation attractiveness of an article is an outward manifestation of its novelty, importance and readability [9] [10] [11] . If an article is more attractive, more valuable, it will receive more citations. In
Ref [3] , Eom et al give the node (article) a value to represent its citation attractiveness. In this paper, the attractiveness of a node is expressed as a geometric area with the node at center. Since there are highly cited articles each year, the sizes of the influence zones of nodes in the model follow the same power-law distribution.
B) The "burst" phenomenon shows that the attractiveness of an article wears off eventually [11] [12] [13] [14] .
Therefore, the influence zones of nodes in the model shrink with the passage of time.
Combining A and B, an illustration of the model is shown in Figure 3 , and the generating process is listed as follows.
Step 1 Generate a new circle C t with radius R(t) = N (t)/(2πδ) (δ ∈ R + ) centered at point (0, 0, t)
and uniformly, and fix nodes with their coordinates, e.g. node i with (θ i , t i ).
Step 2 For each node with coordinate (θ, t), the influence zone of the node is defined as an interval of angular coordinate with center θ and arc-length D = β(t)/s(θ, t) α (t c − t) γ , where
, t c is the current time, and s(θ, t) is an integer randomly selected from [1, η] (η is an integer), which corresponds to the node one to one .
Step 3 For node i and node j, if the distance of angular coordinates ∆(θ i , θ j ) = π −|π −|θ i −θ j || < |D i | and t j > t i , a directed edge is drawn from j to i under a probability p ∈ [0, 1].
Aside from cognition A and B, there are some intuitive explanations for the formula of zonal sizes. Firstly, if the contents of two highly cited articles are concerned with the same hot topics, the cumulative advantage generally would make the older one get more citations. So β(.) is set to be inversely proportional to t. Secondly, it is easy to understand that different articles have different citation attractiveness, so s(., .) is adopted into the formula. At last, aging of the citation attractiveness of articles occurs so that the probability of an article receiving citations decreases with its ages, Therefore, the formula is a decreasing function of the node's age t − t c , and the parameter γ is used to tune the rate at which the formula decreases with t − t c . In addition, the exponents of in-degree distributions of many networks generated by some existing models are fixed [15] , which is inconsistent with the fact that the exponents vary from data to data. So the parameter α is employed to tune the exponent of the modeled in-degree distributions in the formula of zonal sizes. Copying citations is considered as a reasonable interpretation for why citation networks have a non-zero global clustering coefficient [17] . The global clustering coefficients in the empirical data are often lower than those predicted by the complete copying, which can be interpreted as a consequence of the aging of the citation attractiveness of an article (older articles hardly get citations). So incomplete copying is more realistic [17] [18] [19] . In this paper, the model adopts the parameter p to avoid complete copying and simultaneously considers aging of articles (expressed by the sizes of the influence zones of articles which shrink with the passage of time).
A modeled network (Table 1) is generated to test validity of the model to reproduce the properties of PNAS (the fitting function of the annual number of articles in which is N (t) = 123.5t + 2719). To make the scale consistent with the empirical data, we set m = 12 and T = 100. Moreover, ε = 8 time units is regarded as one year so that the time span of the modeled network is nearly equal to 12
"years", which is approximate to that of the empirical data. Furthermore, we set other parameters to make the modeled average degree similar to that of the empirical data.
Simulations (Figure 4d) show that the in-degree distributions of articles published each year in the modeled network have similar scale-free tails, which result from the similar inhomogeneous citation attractiveness of articles published each year in the modeled network. Moreover, the"burst" phenomenon exists in this network (Figure 2d) , as a result of aging of the citation attractiveness. In addition, the local clustering coefficient of the modeled network is time-periodic-the tails of the average local clustering coefficients of nodes with in-degree k published each year are roughly proportional to 1/k (Figure 5d ).
Time-periodicity of the in-degree distribution
The validity of the model (Figure 4d ) in reproducing the time-periodicity of the in-degree distribution in the empirical data convincingly indicates that the existence of the "burst" phenomenon and the emergence of hot topics are behind it. The emergence of hot topics each year results in the similarity of the in-degree distributions in the empirical data. The existence of the "burst" phenomenon increases articles finite, which ensures the scale-free tails of the in-degree distributions. Accordingly, a further explanation is presented to show why the tails of these distributions are scale-free by analysing and simulating the evolutionary mechanism of citation networks.
The event that whether one article cites another can be regarded as a "yes/no" experiment. So the number of citations an article gets is the number of successes in a sequence of n experiments, where n is the number of articles which are likely to cite this article.
The probability p of "yes" is approximated through its expected valuep, and those "yes/no" experiments are supposed to be independent. Subsequently, the number of citations articles get follows a binomial distribution B(n,p). When n is large andp is small, B(n,p) can be approximated by a
Poisson distribution with mean np (Poisson limit theorem).
Since the process of sprinkling nodes in our model follows a Poisson point process, the number n of nodes located in one influence zone is a random variable drawn from a Poisson distribution with an expected value in proportion to the zonal size, which is different from that of others'. In addition, the "yes/no" experiments could be affected by previous occurrences. For example, articles tend to cite the articles written by distinguished authors.
Therefore, we should make an approximation. As for articles with large influence zones, the numbers of their potential citers are large enough to suppose that the "yes/no" experiments are independent. Table 1 .
And the numbers of the citations of these articles could be considered as random variables drawn from a range of Poisson distributions with sufficiently large means. A "fat" tail appears when those Poisson distributions are averaged (Eq (A.3) in Appendix).
In the empirical data, since the highly cited articles are generally considered to be of great citation attractiveness, the behaviors that highly cited articles get citations can be regarded as mutually independent. As a result, the tails of the in-degree distributions of articles published each year are scale-free. It shows that the emergence of scale-free tails partly stems from many Poisson processes, consequently from many "yes/no" experiments.
Time-periodicity of the local clustering coefficient
The local clustering coefficient (LCC) is tantamount to the probability that two vertices, both neighbors of the third vertex, will be the neighbors of one another. In the empirical data, the articles published each year exhibit similar feature that the large in-degree articles have low LCCs while the small in-degree ones have high LCCs. Such time-periodicity of LCC can be interpreted as a consequence of the time-periodicity of the in-degree distribution. There are both small in-degree articles and large in-degree articles each year. The small in-degree articles tend to quote the discussion of some highly cited articles in their research fields to enhance the reliability of their points of view. The later articles that cite those small in-degree articles also tend to cite these highly cited articles. So two articles, both neighbors of a small in-degree article, are very likely to be the neighbors of one another. On the contrary, the large in-degree articles attract considerate attention of the small in-degree articles, and these large in-degree articles may not cite each other even if they cite a common article. So the LCCs of the large in-degree articles are low.
Furthermore, considering the average LCC C(k) of nodes with in-degree k published each year, the tails of C(k) is approximately proportional to 1/k (Figure 5a ,5b,5c). To show how the model generates a similar tail (Figure 5d ), the formula of the tail of C(k) of the modeled network is derived (Eq (B .2) in Appendix).
Conclusion
We have looked at the citation dynamics of some real networks. The fact that the in-degree distributions of articles published each year in these networks present similar scale-free tails, leads to the conclusion that their in-degree distributions are time-periodic. The emergence of hot topics and the existence of the "burst" phenomenon are cogent reasons behind the generation of time-periodicity of the in-degree distribution. With these two reasons synthetically considered, a geometric model based on our previous study is developed. The model boasts two new features: 1) the sizes of the influence zones of nodes follow the same power-law distribution; 2) the sizes of the influence zones of nodes decrease with the passage of time. The model manages to reproduce the time-periodicity of the in-degree distribution and that of the local clustering coefficient of the empirical data, and accounts for the presence of citation burst as well. Moreover, a sound explanation is presented for the emergence of the scale-free tails of the in-degree distributions of articles published each year by regarding the citation behavior as a "yes/no" experiment. However, some defects of this model have yet to be overcome in future work, including how to identify the coordinates of articles, when the real citation networks are mapped onto the geometric space, and how to design a more realistic strategy for articles to get citations rather than the random and uniform selection strategy employed in the present context.
The edges in this model are linked according to Step 3. Then the expected in-degree of node i with
The process of sprinkling nodes in the suppositional year follows Poisson process, so the actual in-degree of the nodes born in this year are not exactly equal to the expected degree. As Ref [6, 20] said, we have to average the Poisson distribution,
which is the probability that the in-degree of node i is k, with the temporal density ρ(t i ) ≈ 2t i /δ(2t+δ)
in a suppositional year. Since a suppositional year contains ε units, the in-degree distribution of the nodes born in a "year" from t to t + ε is
, τ = a(t i )/s α , and Γ(.) is the gamma function. Here, we have used the Laplace approximation [21] and the Stirling's approximation [22] k! ≈ (2πk)(k/e) k in the last two steps. Moreover, it can be proved that the integral term of τ is approximately independent of k. The process is as follows: when the in-degree k or a(t i ) is big enough, the integration is approximately equal to a constant.
Therefore, the in-degree distributions of the nodes born at each suppositional year have fat tails with exponent 1 + 1/α.
Suppose i is a highly cited article. Article j and article l are the new published articles which are the neighbors of article i. If j has coordinate (θ j , t j ), we make a reasonable assumption that the overlap of the influence zones of i and j in circle C tc (t c is the current time) is approximate β(t j )/s(θ j , t j ) α (t c −t j ) γ because of the small s(θ i , t i ) and large s(θ j , t j ). Particularly, if the connection probability p = 1, the probability that article l is the common neighbor of article i and article j is approximately equal to β(t j )s(θ i , t i ) α (t c − t i ) γ /β(t i )s(θ j , t j ) α (t c − t j ) γ . So for the general connection probability p, the conditional probability p(l → j|l → i, j → i) = pβ(t j )s(θ i , t i ) α (t c − t i ) γ /β(t i )s(θ j , t j ) α (t c − t j ) γ .
Summing over possible values of t j , we find
where σ = mβ(t i )t j /2πs(θ i , t i ) α (t j − t i ) γ denotes the number of the articles in the influence zone of article i at time t j , C(t i ) is a constant depending on t i ands j is the average of s(θ j , t j ) of all the possible node j.
Since article i is a highly cited article, the articles citing i dominate the neighbors of i and the effect of those articles cited by i could be ignored. The expected in-degree of the highly cited article i is Eq (A.1). Substituting it into Eq (B.1), we get
which is inversely proportional to the in-degree k of article i.
