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Résumé  Nous étudions la segmentation statistique non supervisée d'images par arbres de Markov cachés avec une atténuation
des eets de blocs par l'utilisation de probabilités de transition interéchelle dépendantes de la résolution. Ce modèle est ensuite
comparé, sur des exemples, au modèle par champs de Markov.
Abstract  We study unsupervised segmentation of synthetical images by using hidden Markov trees. We introduce a new
ditree model which may allow one to avoid block eects. We give then examples to compare this model with Markov elds.
1 Introduction
La problématique de la segmentation statistique d'ima-
ges est la suivante : on considère deux champs aléatoires
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où S est l'ensemble des
pixels. X
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est à valeurs dans R: Il s'agit d'estimer
la réalisation invisible x de X à partir de l'observation
Y = y. Devant la complexité numérique du problème on
est amené à choisir pour P
(X;Y )
, la loi de (X;Y ), des modé-
lisations particulières par champs [7], chaînes [2], ou arbres
de Markov cachés [9]. Nous proposons dans ce travail des
variantes originales du modèle par arbre et les comparons,
dans un cadre simple, au modèle par champs de Markov.
2 Modèles sur arbre.
2.1 Modèle des classes.
Un graphe G = (T; L) est formé d'un ensemble T de
sommets, encore appelés noeuds et d'un ensemble L  T
2
,
d'arêtes (ou arcs) reliant des sommets entre eux. Une suite
de sommets (t
i
)
i
telle que 8i; (t
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; t
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) appartienne à L,
est appelé chemin. Un ensemble C  T sépare deux en-
sembles A;B  T s'il n'existe pas de chemin pour aller de
A à B sans passer par C. SoitX un processus stochastique
indicé par les sommets d'un graphe G = (T; L). X est dit
markovien sur G si 8A;B;C  T tels que C sépare A et
B, on a indépendance conditionnelle de X
A
et X
B
sachant
X
C
: G est un graphe de dépendance pour X. L'arbre est
un type de graphe particulier, partitionné en échelles nu-
mérotées de 0, pour celle contenant les feuilles, à N , pour
celle contenant l'unique racine [9]. Nous nous intéressons
à des arbres ne contenant pas de cycles (chemin dont les
sommets sont tous diérents exceptés le premier et le der-
nier qui sont égaux), dans lesquels chaque noeud ls a un
et un seul noeud père. Le plus connu d'entre eux est le
quadarbre (Fig.1).
Fig. 1: Quadarbre. 4 4
Cependant, la brutalité de la transition à quatre ls
ne permet pas toujours de mettre en évidence les détails
ns des images [9]. L'idée, an d'éviter les eets de bloc
pouvant survenir, est d'adoucir le lien de fraternité. Nous
proposons trois variantes de la démarche donnant deux
ls à chaque génération. D'abord les ls sont engendrés
alternativement dans le sens latéral et dans la profondeur
(Fig. 2).
Fig. 2: Transmission droite.
Dans un deuxième modèle (Fig.3) la transmission se
fait une fois sur deux en diagonale et enn, le lien de
fraternité est uniquement diagonal (Fig.4). Il est intéres-
sant de remarquer que ce dernier modèle se comporte vir-
tuellement comme s'il y avait des classes supplémentaires,
comme s'il y avait des endroits de ous dans l'image. C'est
particulièrement agrant sur l'image 4 de la gure 5 qui
est une simulation à 3 classes.
Fig. 3: Transmission alternée droite-diagonale.
Fig. 4: Transmission diagonale.
Un second aspect du modèle classique a été amélioré par
l'introduction de probabilités de transition père-ls dépen-
dantes de l'échelle. Nous avons choisi de favoriser de plus
en plus la conservation de la couleur avec l'anement
de la résolution, pour provoquer l'apparition de zones uni-
formes similaires à celles constatées dans les champs de
Gibbs. Parmi les diérentes transitions que nous avons es-
sayées, celle qui donne les résultats les plus proches de
ceux escomptés est logarithmique. A l'échelle n, N étant
la réolution la plus grande, P
!
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Nbre de classes   1
avec  le paramètre de concentration et " qui évite le
déterminisme de la dernière transition. La variable " n'est
pas considérée comme un paramètre du modèle, elle est
xée au début de l'étude à 0:001, alors que , qui agit sur
la taille des zones uniformes de couleur, est un paramètre
dépendant de l'image à segmenter.
Des exemples de simulations d'images par ces modèles
sont présentés gure 5.
2.2 Modèle de Markov caché.
Nous nous intéressons, dans ce travail, aux segmenta-
tions monorésolution ; les pixels de l'image correspondent
Fig. 5: Exemple de simulations d'images par diarbre.
alors aux feuilles de l'arbre. On note T l'ensemble de tous
les sommets et T
n
l'ensemble des sommets de la résolu-
tion n. X = (X
t
)
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est une variable aléatoire à valeurs
dans 
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supposerons les propriétés suivantes:
1. X est markovien en échelle:
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2. Les probabilités de transition inter-échelle peuvent
se factoriser. Pour N   1  n  0 on a
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3. L'indépendance conditionnelle des observations par
rapport aux classes au niveau de l'image:
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L'importance des arbres de Markov cachés vériant les
trois propriétés ci-dessus vient de la possibilité du calcul
analytique de la loi du processus X conditionnelle à Y =
y. Plus précisément, il est possible de calculer la loi de
X
N
, la loi de X
N 1
conditionnellement à X
N
, ... , la loi
de X
0
conditionnellement à X
1
, ce qui rend possible la
simulation de X selon la loi conditionnelle à Y = y. On
peut donc simuler la loi de X
0
conditionnellement à Y = y
et ses lois marginales. On peut alors utiliser l'algorithme
de segmentation MPM [10].
2.3 Un algorithme de calcul du MPM sur
le diarbre.
On retrouve une passe montante et une passe descen-
dante similaires au calcul des probabilités forward et ba-
ckward ([1], [2]) bien connues dans le cadre des chaînes de
Markov cachées.
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 une passe descendante
 n = N : calcul de la probabilité initiale à posteriori
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 de n = N   1 à 0 : simulation de l'arbre à posteriori
grâce aux probabilités de transition
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En eectuant plusieurs simulations, on peut alors esti-
mer les lois marginales de X
0
et eectuer une segmenta-
tion (qui est ici l'estimation de X
0
= x
0
à partir de Y )
par la méthode du MPM. Nous présentons à la gure 6
quelques bruitages et segmentations concernant les images
de la gure 5. Les paramètres des bruitages gaussiens et
les taux d'erreurs sont présentés dans le tableau 1.
Lorsque les paramètres sont inconnus, on doit les esti-
mer à partir de Y = y : ce problème est l'objet du para-
graphe suivant.
Tab. 1: Segmentations des images de la gure Fig.5 .
Vérité terrain Bruitage Erreur
1 N(0,1)-N(1,1) image 5 : 2.9%
2 N(0,1)-N(2,1) image 6 : 1.8%
3 N(1,1)-N(1,2) image 7 : 1.7%
4 N(0,1)-N(1,1)-N(2,1) image 8 : 4.2%
2.4 Estimation des paramètres des mo-
dèles cachés
Le problème de l'estimation des paramètres est un pro-
blème d'estimation de paramètres dans le cas des données
cachées. Plus particulièrement, le processus caché étant à
valeurs discrètes, il s'agit de l'estimation d'un mélange ni
de lois. Un certain nombre de méthodes générales, comme
Expectation-Maximization (EM [6]), Stochastic EM (SEM
[4]) ou Iterative Conditional Estimation (ICE [11]), sont
applicables aux arbres de Markov cachés.
La méthode d'estimation choisie pour notre étude est
ICE, qui est appliquée à des mélanges de lois de la fa-
mille paramétrique issue de la réunion de la famille des
lois normales et de la famille des lois exponentielles. Ici,
les paramètres de la loi a priori de X sont la probabilité
initiale de la racine et les probabilités de transition père-
ls à chaque niveau d'échelle. Ces dernières ne dépendent,
dans le modèle simple qui nous intéresse, que de ; qui est
estimé par comptage des apparitions des diérents cas,
lors des simulations, sur tout l'arbre. Les paramètres des
lois du bruit (ici moyennes et variances), qui sont gaus-
siennes ou exponentielles, sont estimés par les moyennes
et variances empiriques.
Fig. 6: Segmentation des images de la gure Fig. 5.
3 Comparaison avec les champs de
Markov.
Nous présentons dans cette section divers résultats de si-
mulation. Nous comparons les résultats obtenus par notre
méthode aux résultats obtenus par des champs de Markov
très simples.
L'ecacité des diarbres en matière de temps calcul est
incontestable, et incomparable avec la longueur des temps
constatés sur les champs. C'est un facteur important à
prendre en compte pour l'étude comparative qui suit. Nous
cherchons principalement à comparer les résultats obtenus
avec ceux des méthodes par champs de Markov cachés.
Nous utilisons la forme la plus simple des champs de Mar-
kov et limitons la durée de calcul des segmentations. Celles
sur les arbres durent entre 10 et 20 secondes avec des taux
d'erreur, pour plusieurs segmentations de la même vérité
terrain bruitée de manières équivalentes, variant de 1%.
Nous utilisons (Fig.7) les trois types d'arbres: 10 est seg-
mentée avec un diarbre droit, 14 et 18 le sont avec un
diarbre alterné et 22 l'est avec le diarbre diagonal. Les
résultats sont présentés dans le tableau (Tab.2)
4 Conclusion.
L'utilisation des champs de Markov cachés est tout à
fait ecace dans un grand nombre de situations. Cepen-
dant, les méthodes correspondantes sont relativement con-
sommatrices de temps de calcul d'une part et relative-
Tab. 2: Comparaison des diarbres et des champs.
Vérité Image bruitée Err. champs Err. arbre
9 10 : N(1,1)-E(1) 11 : 4.0% 12 : 3.5%
13 14 : E(1)-E(3) 15 : 11.0% 16 : 9.0%
17 18 : N(1,1)-N(2,1) 19 : 14.0% 20 : 9.5%
21 22 : N(1,2)-E(1) 23 : 10.1% 24 : 9.6%
Fig. 7: Segmentations par champs et par arbres.
ment diciles à étendre au contexte de la multirésolution
d'autre part. Les méthodes fondées sur les arbres de Mar-
kov cachés, plus récentes, pallient ces deux dicultés. Ce-
pendant, un caractère parfois un peu approximatif de la
qualité des segmentations, et en particulier la possible ap-
parition de blocs au niveau des résultats, constitue une
contrepartie aux qualités sus-mentionnées.
Nous avons proposé dans cet article deux modications
du modèle classique par quadarbre visant l'amélioration
de l'ecacité de laméthode MPM correspondante : (i) des-
cendance par deux (et non par quatre) pixels, avec les pos-
sibles orientations suivant les diagonales, (ii) dépendance
logarithmique des probabilités des transitions de la résolu-
tion. Les modications apportées semblent, dans un cadre
relativement restreint des simulations, rendre l'ecacité
des segmentations fondées sur les arbres comparables à
celle fondées sur les champs de Markov. Par ailleurs, nous
avons eectué nos simulations dans le contexte de brui-
tages non nécessairement gaussiens, ce qui constitue un
premier pas vers l'utilisation des mélanges généralisés [8].
Globalement, nos simulations semblent indiquer l'exis-
tence de situations dans lesquelles les méthodes par arbres
de Markov peuvent concurrencer, au niveau des résultats,
les méthodes par champs de Markov. Cependant, des si-
mulations complémentaires sont nécessaires pour valider
ces premiers résultats dans un cadre plus général : modèles
par champs plus complexes, mélanges généralisés, ...
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