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Abstract
We propose and analyze a new type of stochastic first order method: gradient de-
scent with compressed iterates (GDCI). GDCI in each iteration first compresses
the current iterate using a lossy randomized compression technique, and subse-
quently takes a gradient step. This method is a distillation of a key ingredient in
the current practice of federated learning, where a model needs to be compressed
by a mobile device before it is sent back to a server for aggregation. Our anal-
ysis provides a step towards closing the gap between the theory and practice of
federated learning, and opens the possibility for many extensions.
1 Introduction
Federated learning is a machine learning setting where the goal is to learn a centralized model given
access only to local optimization procedures distributed over many devices [18, 22, 36]. This situ-
ation is common in large-scale distributed optimization involving many edge devices, and common
challenges include data heterogeneity [37], privacy [7], resource management [25, 33], and system
heterogeneity as well as communication efficiency [16, 18]. The most commonly used optimization
methods in federated learning are variants of distributed gradient decent, stochastic gradient and
gradient-based methods such as Federated Averaging [18].
The training of high-dimensional federated learning models [16, 17] reduces to solving an optimiza-
tion problem of the form
x˚ “ argmin
xPRd
«
fpxq def“ 1
n
nÿ
i“1
fipxq
ff
,
where n is the number of consumer devices (e.g., mobile devices), d is the number of parame-
ters/features of the model, and fi : Rd Ñ R is a loss function that depends on the private data stored
on the ith device. The simplest benchmark method3 for solving this problem is gradient descent,
which performs updates of the form
xk`1 “ 1
n
nÿ
i“1
pxk ´ γ∇fipxkqq .
That is, all nodes in parallel first perform a single gradient descent step starting from xk based on
their local data, the resulting models are then communicated to a central machine/aggregator, which
performs model averaging. The average model is subsequently communicated back to all devices,
and the process is repeated until a model of a suitable quality is found.
Practical considerations of federated learning impose several constraints on the feasibility of this
process. First, due to geographical and other reasons, model averaging is performed in practice
˚Work done during an internship at KAUST.
:King Abdullah University of Science and Technology, Thuwal, Saudi Arabia
3Which is a starting point for the development of more advanced methods.
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on a subset of nodes at a time only. Second, in a hope to address the communication bottleneck,
each device is typically allowed to take multiple steps of gradient descent or stochastic gradient
descent before aggregation takes place. Methods of this type are known as local methods in the
literature [16, 22]. Third, in the large dimensional case, the models are typically compressed [5, 16]
by the devices before they are communicated to the aggregator, and/or by the aggregator before the
averaged model is pushed to the devices.
In distributed stochastic gradient methods, the cost of gradient communication between training
nodes and the master node or parameter server has been observed to be a significant performance
bottleneck. As a result, there are many algorithms designed with the goal of reducing communica-
tion in stochastic gradient methods: including SignSGD (1-bit quantization) [4], TernGrad (ternary
quantization) [35], QSGD [1], DIANA (with arbitrary quantization) [11], ChocoSGD [15], and oth-
ers, see e.g. [3, 21] and the references therein. Among compression operators used in quantized
distributed stochastic gradient methods, compression operators satisfying Assumption 2 are ubiqui-
tous and include natural compression [9], dithering [8, 27], natural dithering [9], sparsification [29],
ternary quantization [35], and others. As an alternative to costly parameter server communication,
decentralized methods can achieve better communication efficiency by using inter-node communi-
cation. [3, 19] and combinations of decentralization and gradient quantization have been studied in
recent work, see e.g. [14, 15, 30]. Another line of work focused on local stochastic gradient methods
that communicate only intermittently and average models, such as Local SGD [20, 28, 31, 32] and
Federated Averaging [22], and combinations of such methods and update quantization (where the
sum of gradients over an epoch is quantized) have also been explored in the literature [2, 12].
Gaps in theory of federated learning. There are considerable gaps in our theoretical understanding
of federated learning algorithms which use these tricks. For instance, until very recently [13], no
convergence results were known for the simplest of all local methods—local gradient descent—in
the case when the functions fi are allowed to be arbitrarily different, which is a requirement of any
efficient federated learning method since data stored on devices of different users can be arbitrarily
heterogeneous. Further, while there is ample work on non-local methods which communicate com-
pressed gradients [1, 3, 11, 34, 35], including methods which perform variance-reduction to remove
the variance introduced by compression [10, 23, 24], to the best of our knowledge there is little work
on methods performing iterative model compression, and the only one we are aware of is the very
recent work in [26] which is a distributed variant of SGD that quantizes iterate communication. To
remove the iterate quantization variance, they do a relaxation over time in the iterates and no results
are provided when averaging across time is not performed. Similar statements can be made about
our understanding of other elements of current practice.
Iterative model compression. In this paper we focus on a single element behind efficient federated
learning methods—iterative model compression—and analyze it in isolation. Surprisingly, we are
not aware of any theoretical results in this area, even in the simplest of settings: the case of a single
device (n “ 1) with a smooth and strongly convex function.
Motivated by the desire to take step towards bridging the gap between theory and practice of feder-
ated learning, in this paper we study the algorithm
xk`1 “ Cpxkq ´ γ∇fpCpxkqq, (1)
where C : Rd Ñ Rd is a sufficiently well behaved unbiased stochastic compression operator (see
Assumption 2 for the definitions). We call this method gradient descent with compressed iterates
(GDCI). The update in equation (1) captures the use of compressed iterates/models in place of full
iterates on a single node. Clearly, this method should be understood if we are to tackle the more
complex realm of distributed optimization for federated learning, including the n ą 1 setting, partial
participation and local variants. We believe that our work will be starting point of healthy research
into iterative methods with compressed iterates. One of the difficulties in analyzing this method is
the observation that ∇fpCpxqq is not an unbiased estimator of the gradient, even if C is unbiased.
2 Assumptions and Contributions
In this work we assume that f is smooth and strongly convex:
Assumption 1. The function f : Rd Ñ R is L-smooth and µ-strongly convex: that is, there exists
L ě µ ą 0 such that
µ ‖x´ y‖ ď ‖∇fpxq ´∇fpyq‖ ď L ‖x´ y‖
2
for all x, y P Rd. We define the condition number of f as κ def“ Lµ .
We make the following assumptions on the compression operator:
Assumption 2. The compression operator C : Rd Ñ R is unbiased, i.e.,
E rCpxq | xs “ x, @x P Rd, (2)
and there exists ω ě 0 such that its variance is bounded as follows
E
”
‖Cpxq ´ x‖2
ı
ď ω‖x‖2, @x P Rd. (3)
Our main contribution is to show that the iterates generated by GDCI (Algorithm (1)) converge
linearly, at the same rate as gradient descent, to a neighbourhood of the solution x˚ of size Opκωq,
where κ “ L{µ is the condition number of the solution.
Theorem 1. Suppose the Assumptions 1 and 2 hold. Suppose that GDCI is run with a constant
stepsize γ ą 0 such that γ ď 12L and assume that the compression coefficient ω ě 0 satisfies
4ω
µ
ď 1´ 2γL
2γL2 ` 2γ ` L´ µ
. (4)
Then,
E
”
‖xk ´ x˚‖2
ı
ď p1´ γµqk ‖x0 ´ x˚‖2 ` 2ω
µ
ˆ
4γL2 ` 4
γ
` L´ µ
˙
‖x˚‖2. (5)
The proof of Theorem 1 is provided in the supplementary material. The following corollary gives
added insight:
Corollary 1. In Theorem 1, suppose that γ “ 14L and that ω ď 173κ , then the bound in Equation (4)
is satisfied and substituting in (5) we have,
E
”
‖xk ´ x˚‖2
ı
ď
ˆ
1´ 1
4κ
˙k
‖x0 ´ x˚‖2 ` 2ω p18κ´ 1q ‖x˚‖2.
This is the same rate as gradient descent, but only to a Opκωq neighbourhood (in squared distances)
of the solution.
Note that if we want to set the neighbourhood to Op1q, then we should have ω “ O `κ´1˘. While
this seems to be a pessimistic bound on the compression level possible, we note that in practice
compression is done only intermittently (this could be modelled by an appropriate choice of C; more
on this below) or in a combination with averaging (which naturally reduces the variance associated
with quantization). In practical situations where averaging is not performed, such as the quantization
of server-to-client communication, high compression levels do not seem possible without serious
deterioration of the accuracy of the solution [5], and our experiments also suggest that this is the
case.
3 Experiments
To confirm our theoretical results, we experiment with a logistic regression problem:
min
w
#
fpwq “ 1
n
nÿ
i“1
logp1` exp `´bixJi w˘q ` µ2 ‖w‖2
+
, (6)
where xi P Rd and yi P R are the data samples for i P rns. We consider the “a7a” and “a5a” datasets
from the UCI Machine Learning repository [6] with n “ 16100 for “a7a” and n “ 6414 for “a5a”
and d “ 123 in both cases. We set the regularization parameter µ “ 0.02 and estimate κ » 161 for
the “a7a” dataset and κ » 65 for the “a5a” dataset. We consider the random sparsification operator,
where each coordinate is independently set to zero according to some given probability. That is,
given p P p0, 1s we have for c : RÑ R,
cpxq “
#
x
p with probability p
0 with probability 1´ p (7)
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Figure 1: GDCI as ω varies for the “a7a” dataset. Red star indicates C was applied in that iteration.
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Figure 2: GDCI as ω varies for the “a5a” dataset. Red star indicates C was applied in that iteration.
and we define C : Rd Ñ R by pCpxqqi “ cpxiq for all i P rns independently. Note that for this
quantization operator C we have that Assumption 2 is satisfied with ω “ 1´ p.
To model intermittent quantization experimentally, we apply the quantization operator C with prob-
ability 1{10 and keep the iterate as it is with probability 9{10. We vary ω as 1ακ for various settings
of α. The results are shown for the “a7a” dataset are shown in Figure 1 and for the “a5a” dataset in
Figure 2.
The results of Figure 1 show that for ω small enough the effect on convergence is negligible, but
the effect on the error at convergence becomes noticeable at ω P  425κ , 825κ( and we have observed
divergent behavior for larger values of ω. Similar behavior is observed for the plots in Figure 2.
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4 Basic Inequalities
We will often use the bound
‖a` b‖2 ď 2 ‖a‖2 ` 2 ‖b‖2 . (8)
If f is an L–smooth and convex function, then the following inequalities hold
‖∇fpxq ´∇fpyq‖ ď L ‖x´ y‖ , (9)
fpxq ď fpyq ` x∇fpyq, x´ yy ` L
2
‖x´ y‖2 , (10)
fpyq ` x∇fpyq, x´ yy ` 1
2L
‖∇fpxq ´∇fpyq‖2 ď fpxq. (11)
If f is µ-strongly convex, then the following inequality holds
fpyq ě fpxq ` x∇fpxq, y ´ xy ` µ
2
‖y ´ x‖2 , @x, y P Rd. (12)
We define δpxq def“ Cpxq ´ x.
5 Five Lemmas
In the first lemma we give an upper bound on the variance of the compression operator C.
Lemma 1. Suppose that a compression operator C : Rd Ñ Rd satisfies Assumption 2, then
E
”
‖Cpxq ´ x‖2
ı
ď 2α pfpxq ´ fpx˚qq ` β, (13)
with α “ 2ωµ and β “ 2ω‖x˚‖2.
Proof. First, note that ‖x‖2 ď 2‖x´ x˚‖2 ` 2‖x˚‖2. If f is µ-strongly convex, then by (12) we
have that ‖x´ x˚‖2 ď 2µ pfpxq ´ fpx˚qq, and putting these inequalities together, we arrive at
E
”
‖Cpxq ´ x‖2
ı
ď ω‖x‖2 ď 2ω‖x´ x˚‖2 ` 2ω‖x˚‖2 ď 4ω
µ
pfpxq ´ fpx˚q ` 2ω‖x˚‖2.

Our second lemma is an extension of several standard inequalities which trivially hold (forL-smooth
and convex functions) in the case of no compression, i.e., δpxq ” 0, to a situation where a compres-
sion is applied. Indeed, notice that (14) is a generalization of (9), and the second inequality in (15)
is a generalization of (10).
Lemma 2. If the compression operator C satisfies (2) and f is convex and L-smooth, then
E
”
‖∇fpx` δpxqq ´∇fpyq‖2
ı
ď L2
´
‖x´ y‖2 ` E
”
‖δpxq‖2
ı¯
, @x, y P Rd. (14)
And for all x, y P Rd we also have,
fpxq ď E rfpx` δpxqqs ď fpyq ` x∇fpyq, x´ yy ` L
2
‖x´ y‖2 ` L
2
E
”
‖δpxq‖2
ı
. (15)
Proof. Fix x and let δ “ δpxq. Inequality (14) follows from Lipschitz continuity of the gradient,
applying expectation and using (2):
E
”
‖∇fpx` δq ´∇fpyq‖2
ı
ď L2E
”
‖x` δ ´ y‖2
ı
(2)“ L2
´
‖x´ y‖2 ` E
”
‖δ‖2
ı¯
.
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The first inequality in (15) follows by applying Jensen’s inequality and using (2). Since f is L–
smooth, we have
E rfpx` δqs ď E
„
fpyq ` x∇fpyq, x` δ ´ yy ` L
2
‖x` δ ´ y‖2

(2)“ fpyq ` x∇fpyq, x´ yy ` L
2
‖x´ y‖2 ` L
2
E
”
‖δ‖2
ı
.

Lemma 3. If the compression operator C satisfies (2), then for all x, y P Rd
E
«∥∥∥∥δpxqγ ´∇fpx` δpxqq
∥∥∥∥2
ff
ď 2 ‖∇fpyq‖2 ` 2L2 ‖x´ y‖2 ` 2
ˆ
L2 ` 1
γ2
˙
E
”
‖δpxq‖2
ı
.
(16)
Proof. Fix x, and let δ “ δpxq. Then for every y P Rd we can write
E
«∥∥∥∥ δγ ´∇fpx` δq
∥∥∥∥2
ff
“ E
«∥∥∥∥ δγ ´∇fpyq `∇fpyq ´∇fpx` δq
∥∥∥∥2
ff
(8)ď 2E
«∥∥∥∥ δγ ´∇fpyq
∥∥∥∥2
ff
` 2E
”
‖∇fpyq ´∇fpx` δq‖2
ı
(14)ď 2E
„
1
γ2
‖δ‖2 ´ 1
γ
xδ,∇fpyqy ` ‖∇fpyq‖2

(17)
`2L2
´
‖x´ y‖2 ` E
”
‖δ‖2
ı¯
(2)ď 2
γ2
E
”
‖δ‖2
ı
` 2 ‖∇fpyq‖2 (18)
`2L2
´
‖x´ y‖2 ` E
”
‖δ‖2
ı¯
.

The next lemma generalizes the strong convexity inequality (12). Indeed, (12) is recovered in the
special case δpxq ” 0.
Lemma 4. Suppose Assumptions 2 and 1 hold. Then for all x, y P Rd,
fpyq ě fpxq ` xE r∇fpx` δqs , y ´ xy ` µ
2
‖y ´ x‖2 ´ L´ µ
2
E
”
‖δpxq‖2
ı
. (19)
Proof. Fix x and let δ “ δpxq. Using (12) with xÐ x` δ, we get
fpyq ě fpx` δq ` x∇fpx` δq, y ´ x´ δy ` µ
2
‖y ´ x´ δ‖2 .
Applying expectation, we get
fpyq ě E rfpx` δqs ` E rx∇fpx` δq, y ´ xys ´ E rx∇fpx` δq, δys
`µ
2
‖y ´ x‖2 ` µ
2
E
”
‖δ‖2
ı
. (20)
The term ´E rx∇fpx` δq, δys can be estimated using L–smoothness and applying expectation as
follows:
E r´x∇fpx` δq, δys ě E
„
fpxq ´ fpx` δq ´ L
2
‖δ‖2

“ fpxq ´ E rfpx` δqs ´ L
2
E
”
‖δ‖2
ı
.
It remains to plug this inequality to (20). 
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Lemma 5. Suppose that Assumptions 1 and 2 hold. Then
E
«∥∥∥∥δpxqγ ´∇fpx` δpxqq
∥∥∥∥2
ff
ď 4Apfpxq ´ fpx˚qq ` 2B, @x P Rd, (21)
where A “ L`
´
L2 ` 1γ2
¯
α and B “ 2
´
L2 ` 1γ2
¯
β and α, β are defined in Lemma 1.
Proof. Using (16) with y “ x, we get
E
«∥∥∥∥δpxqγ ´∇fpx` δpxqq
∥∥∥∥2
ff
(16)ď 2 ‖∇fpxq‖2 ` 2
ˆ
L2 ` 1
γ2
˙
E
”
‖δpxq‖2
ı
(11)`(13)ď 4Lpfpxq ´ fpx˚qq ` 2
ˆ
L2 ` 1
γ2
˙
p2αpfpxq ´ fpx˚qq ` βq
“ 4
ˆ
L`
ˆ
L2 ` 1
γ2
˙
α
˙
pfpxkq ´ fpx˚qq ` 2
ˆ
L2 ` 1
γ2
˙
β.

6 Proof of Theorem 1
Proof. Let rk “ ‖xk ´ x˚‖2, δk “ δpxkq (hence Cpxkq “ xk ` δk). Then
rk`1 “ ‖Cpxkq ´ γ∇fpCpxkqq ´ x˚‖2
“ ‖xk ´ x˚ ` δk ´ γ∇fpxk ` δkq‖2
“ rk ` 2xδk ´ γ∇fpxk ` δkq, xk ´ x˚y ` ‖δk ´ γ∇fpxk ` δkq‖2 .
Taking conditional expectation, we get
E rrk`1 | xks “ rk ` 2γxE r∇fpxk ` δkq | xks , x˚ ´ xky ` E
”
‖δk ´ γ∇fpxk ` δkq‖2 | xk
ı
(19)ď rk ` 2γ
„
fpx˚q ´ fpxkq ´ µ
2
‖xk ´ x˚‖2 ` L´ µ
2
E
”
‖δk‖2 | xk
ı
`γ2E
«∥∥∥∥δkγ ´∇fpxk ` δkq
∥∥∥∥2 | xk
ff
“ p1´ γµqrk ´ 2γpfpxkq ´ fpx˚qq ` γpL´ µqE
”
‖δk‖2 | xk
ı
`γ2E
«∥∥∥∥δkγ ´∇fpxk ` δkq
∥∥∥∥2 | xk
ff
(21)ď p1´ γµqrk ´ 2γpfpxkq ´ fpx˚qq ` γpL´ µqE
”
‖δk‖2 | xk
ı
`4γ2Apfpxkq ´ fpx˚qq ` 2γ2B
“ p1´ γµqrk ` γp4γA´ 2qpfpxkq ´ fpx˚qq ` 2γ2B ` γpL´ µqE
”
‖δk‖2 | xk
ı
(13)ď p1´ γµqrk ` γp4γA´ 2qpfpxkq ´ fpx˚qq ` 2γ2B
`γpL´ µq p2αpfpxkq ´ fpx˚qq ` βq
“ p1´ γµqrk ` 2γp2γA` αpL´ µq ´ 1qpfpxkq ´ fpx˚qq ` 2γ2B ` γpL´ µqβ,
where α and β are as in Lemma 1 and A and B are defined Lemma 5. By assumption on α and
γ, we have 2γA ` αpL ´ µq ď 1, and hence E rrk`1 | xks ď p1 ´ γµqrk ` D, where D “
2γ2B ` γpL´ µqβ. Taking expectation, unrolling the recurrence, and applying the tower property,
we get
E rrks ď p1´ γµqkr0 ` D
γµ
.
9
Writing out D yields the expression for the convergence rate in (5). For the bound on ω, we first
write out the definition of A in 2γA` αpL´ µq ď 1 we have,
2γ
ˆ
L`
ˆ
L2 ` 1
γ2
˙
α
˙
` α pL´ µq ď 1. (22)
Rearranging terms in (22) we get that,
α ď 1´ 2γL
2γL2 ` 2γ ` L´ µ
.
Using the fact that ω “ αµ2 yields (4). 
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