ABSTRACT: Secure implant fixation is challenging in osteoporotic bone. Due to the high variability in inter-and intra-patient bone quality, ex vivo mechanical testing of implants in bone is very material-and time-consuming. Alternatively, in silico models could substantially reduce costs and speed up the design of novel implants if they had the capability to capture the intricate bone microstructure. Therefore, the aim of this study was to validate a micro-finite element model of a multi-screw fracture fixation system. Eight human cadaveric humerii were scanned using micro-CT and mechanically tested to quantify bone stiffness. Osteotomy and fracture fixation were performed, followed by mechanical testing to quantify displacements at 12 different locations on the instrumented bone. For each experimental case, a micro-finite element model was created. From the micro-finite element analyses of the intact model, the patient-specific bone tissue modulus was determined such that the simulated apparent stiffness matched the measured stiffness of the intact bone. Similarly, the tissue modulus of a small damage region around each screw was determined for the instrumented bone. For validation, all in silico models were rerun using averaged material properties, resulting in an average coefficient of determination of 0.89 AE 0.04 with a slope of 0.93 AE 0.19 and a mean absolute error of 43 AE 10 mm when correlating in silico marker displacements with the ex vivo test. In conclusion, we validated a patient-specific computer model of an entire organ boneimplant system at the tissue-level at high resolution with excellent overall accuracy. 
Although advances have been made in the diagnosis and the pharmacological treatment of osteoporosis, [1] [2] [3] the prevalence of osteoporotic fractures is still increasing, because of the constantly growing proportion of the elderly. 4, 5 In the year 2000, an estimated 9.0 million osteoporotic fractures occurred worldwide, of which 1.6 million (18.2%) were at the hip, 1.7 million (18.5%) at the forearm, and 0.7 million (7.9%) at the humerus. 4 Due to the aging population, the number of fractures will increase by 70-90% until 2025. 5 Total costs for the European healthcare system resulting from osteoporotic fractures have been estimated to reach approximately 50 billion Euro by 2020. 6 Secure implant fixation is challenging, even more so when the underlying cause of a fracture is osteoporotic bone, as it is difficult to obtain a secure, mechanically stable implant fixation in low quality bone stock. 7, 8 In order to improve fracture fixation in osteoporotic bone, new implant designs and novel approaches for non-invasive assessment of primary implant stability are required. Ex vivo mechanical testing of new fixation devices is inevitably invasive. Furthermore, bone possesses a highly heterogeneous structure with anisotropic mechanical properties that not only differ between individuals 9 but also among different sites of the same individual 9 and even within the same bone of a specific individual. 10, 11 This makes ex vivo mechanical testing very material-and time-consuming.
As an alternative to ex vivo studies, patient-specific computer simulations (i.e., in silico experiments) are per se non-invasive and would allow for testing the same bone in various loading configurations. Hence, patient-specific in silico experiments could be very beneficial to accomplish parametrical investigations and thus to develop efficient optimization procedures regarding improved implant stability. 12 For instance, as opposed to ex vivo mechanical testing, patientspecific computer models would allow for a noninvasive assessment of the mechanical properties of various implant types, implant locations, and fracture types all within the same bone. Thus far, most in silico studies of bone-screw systems have treated trabecular bone as a continuum material. Continuum FE models can account for density variations in bone by assuming a relationship between the local CT Hounsfield numbers and the local mechanical properties and may include the anisotropy of bone. 13 This technique has been validated for bone 14, 15 and has been applied with moderate success in combination with implants. 16 Alternatively to continuum FE models, microcomputed tomography (mCT)-based FE models are able to represent the actual bone microstructure thanks to their high resolution. [17] [18] [19] The mCT based FE imaging technique has also shown high correlations with ex vivo experiments on human trabecular bone cores. 20, 21 While the computational assessment of mechanical properties of bone itself has shown considerable progress, the assessment of the mechanical stability of implants in bone just after insertion remains to be a challenge. A potential reason for the lack of accuracy might be the commonly made assumption that bone tissue is not affected by screw insertion. Yet, there is clear evidence that screw insertion induces bone damage within the peri-implant bone region. [22] [23] [24] [25] So far, a few FE studies have considered the compromised mechanical performance of peri-implant bone. 26, 27 However, only little is known about the actual amount of bone damage [22] [23] [24] [25] and even less about its effects on the mechanical properties in the peri-implant bone region.
Recently, we demonstrated that mFE models can accurately predict the apparent stiffness of single screws fixed in human trabecular bone when a thin peri-implant damage region was included in the model. 28 Our previous study showed that the mechanical properties of damaged peri-implant bone can be estimated well, and uniquely, based on the morphometric characteristics of the bone in which the screw had been placed, and that these estimates of the periimplant bone properties are valid for multi-axial loading. 28 The aim of the present study was to expand the technique for use with a clinically relevant multiscrew implant system.
METHODS

Specimen preparation
The tests were performed in accordance with pertinent laws regarding the use of human material. Eight fresh-frozen (À21˚C) human cadaveric humeri were thawed overnight and then dissected to remove all soft tissue and articular cartilage. The donor age was 83 AE 5 years. Seven specimens were from female donors and one from a male donor. The specimens (Fig. 1a) were cut 120 mm from the most proximal part of the epiphysis and perpendicular to the axis of the bone. The distal end of the remaining diaphysis was fixed bicortically with two screws and embedded in polymethylmethacrylate (PMMA) up to 20 mm proximally from the cut (Fig. 1b) . A custom-made mCT sample holder, also made of PMMA, was used as an embedding socket (Fig 1c) .
Scanning and Mechanical Testing
The specimens were scanned using mCT (mCT 100, Scanco Medical AG, Br€ uttisellen, Switzerland; nominal isotropic resolution: 40 mm, energy: 90 kVp; integration time: 300 ms). During scanning, the specimens were wrapped in a wet tissue that was soaked in phosphate buffered saline solution. Following scanning, non-destructive biomechanical tests were conducted to obtain the apparent stiffness of the intact bone using an electrodynamic testing machine (ElectroPuls TM E10000 Linear-Torsion, Germany) equipped with a 10 kN load cell. Apparent stiffness was defined as the slope of the linear portion of the load-displacement curve. The specimens were fixed using a custom-made clamping system in a 30˚lateral angulation (Fig. 1b) , which is considered a physiologically relevant loading angle. 29 During pre-conditioning, 10 displacement-driven loading cycles up to 0.3 mm were applied to the specimen. This was immediately followed by a 0.3 mm loading ramp, from which the apparent stiffness was computed. The entire test was conducted at a speed of 0.06 mm/s.
After the non-destructive mechanical test, a locking plate (PHILOS short 90 mm length; DePuys Synthes, Solothurn, Switzerland) was fixed to each specimen using four proximal and two distal 3.5 mm locking screws. The plates were instrumented following the manufacturer's guidelines using standard surgical tools provided by the company. An oscillating saw (Bosch PMF 180E) with a 0.7 mm thick blade was used to cut the bone below the neck region along two parallel cutting lines, 10 mm apart, thus simulating a severe two-part surgical neck fracture (OTA type 11-A2 30 ). Twelve small Aluminum plates (1 and 3 mm in thickness and diameter, respectively) were glued onto the instrumented bone as follows: Four on the humeral head, four on the diaphysis, and four on the fixation plate (Fig. 1b) . A second mCT scan was made ("instrumented" scan) after which retroreflective motion capture (MoCap) markers (Vicon, prophysics, Switzerland) were glued on top of the 12 aluminum plates. Then the instrumented specimens were biomechanically (Fig. 1c) under the exact same conditions as in the intact case. A paired and one-sided student t-test was used to check if the stiffness of the instrumented cases was significantly lower than the stiffness of the intact cases (a ¼ 0.001). MoCap measurements were conducted using two bifocal cameras (CamBar B2, Axios3D, Germany) to capture the displacements of all MoCap markers on each specimen. The precision of the MoCap system and the subsequent data processing were evaluated by computing the mean absolute error MAE MoCap , in which the deviation of all displacement values of both bifocal cameras were compared (see supplementary data).
Image Processing
The pre-and post-insertion images were segmented (% of maximum greyscale value: 10-30% for bone and 50-100% for the plate and screws, respectively) and super-imposed on each other using the software Image Processing Language (IPL, Scanco Medical AG, Br€ uttisellen, Switzerland). From the pre-insertion scan, standard morphometric parameters 31, 32 were quantified including bone volume fraction (BV/TV), bone surface over total volume (BS/TV), trabecular number (Tb.N), trabecular spacing (Tb.Sp), trabecular thickness (Tb.Th), and structural model index (SMI) within the trabecular bone region of all humeri. For this purpose, a cubic volume of interest was defined based on following anatomical landmarks: First, the center of the VOI was aligned with the medial and superior apexes of the humeral head in the mid-frontal plane. Second, the length of the cube was defined as the distance between the transverse planes intersecting with the medial apex point and the tip of the humeral tuberosity. 33 Subsequently, a virtual osteotomy was conducted on the pre-insertion image by identifying the defect between the epiphysis and diaphysis in the superimposed image. Then, the segmented implant from the postinsertion image was digitally extracted and placed into the pre-insertion image now containing the osteotomy. As a result, two types of models were obtained: An intact model directly based on the pre-insertion scan ( Fig. 2a and b) , and an instrumented model ( Fig. 2c and d) as a combination of the pre-insertion scan (i.e., bone) and post-insertion scan (i.e., implant).
Computational Modeling
For each intact and instrumented case, a mFE model was created by a direct voxel-to-hexahedral element conversion. 34 A typical intact and instrumented model would contain between 250 and 310 million elements, respectively. Four material properties were defined representing intact bone tissue (E bone ), plate and screw material (E imp ), peri-implant bone damage (E PIBD ) consisting of the elements in proximity (0.3 mm) to the screws, and socket material (E soc ), representing the PMMA-embedded region. All interfaces were modelled as fully bonded. The size of the peri-implant bone region was defined in accordance with previous experimental findings on the extent of bone damage induced by screw insertion. 22 At the very bottom of the socket zone, all elements were displacement-constrained in all three directions (Fig. 2, bone surface in red) . A vertical displacement of 0.3 mm on top of the humeral head was simulated.
The models were solved at the Swiss National Supercomputing Center (CSCS, Lugano, Switzerland) with the mFE solver ParOSol 35,36 using 960 24-core CPUs in parallel on the Dora cluster (Cray XC40). Displacements of the specimens were read out at the locations where the MoCap markers were placed.
Determination of Material Properties
The material properties E bone , E PIBD , and E soc were determined for each specimen in an iterative process. Specifically, a three-step procedure was followed. First, arbitrary initial guess values were assigned to E soc and E bone , respectively, and the apparent stiffness k FE of the intact model was calculated. The simulations were repeated with an adapted E bone until the mismatch between in silico and ex vivo stiffness for the intact model was less than 1 %:
Second, E PIBD was varied until the mismatch between in silico and ex vivo stiffness for the instrumented model was less than 1 %.
Third, E soc was varied until the mismatch between the displacement of the most distal marker in the FE model differed less than 10 mm from the ex vivo measured displacement of that marker. Since the most distal marker was located just above the socket fixation, its displacement was affected by E soc only.
The entire calibration process was repeated until the tolerance criteria from (1) to (3) were fulfilled.
Once the calibration was completed for all specimens, the mean values of the individually calibrated material properties E bone , E soc , and E PIBD were computed to run another set of mFE simulations in which all specimens containing the mean material properties of E bone , E soc , and E PIBD . Their corresponding uncertainties were calculated by using Gaussian error propagation (see Supplementary Material for further details).
Verification
Except for the displacements of the most distal MoCap marker, which had been used in the calibration process, the displacement data of the other eleven markers was used to evaluate the agreement between the measured deformation and the deformation as calculated from the FE model. For this purpose, a linear function was setup to compare them as follows:
where d meas is the displacements measured ex vivo and d FE represents the displacement at corresponding locations in the FE model. A perfect model would result in the parameters m ¼ 1 and n ¼ 0. The coefficient of determination (R 2 ) was used to quantify how well in silico and ex vivo results correlate to each other.
As a last parameter, the mean absolute difference between the displacements of the MoCap markers as calculated from the FE models and those measured in the 956 STEINER ET AL.
experimental setup was determined as:
RESULTS
The mechanical test revealed an apparent stiffness of 638 AE 189 N/mm and 274 AE 73 N/mm for the intact and instrumented case, respectively. The stiffness of the instrumented cases was significantly lower than the stiffness of the intact cases. The morphometric bone parameters are listed in Table 1 .
The mean tissue moduli of the intact bone, of the peri-implant bone damage region and of the socket and their corresponding uncertainties due to error propagation (see Supplementary Material for further details) were E bone ¼ 7.15 AE 1.99 GPa, E PIBD ¼ 86 AE 78 MPa, and E soc ¼ 7 AE 3 GPa, respectively ( Table 2 ). E PIBD was found to be significantly lower than E bone and E soc (p 0.005). When using the average values E bone ¼ 7.15, E PIBD ¼ 86 MPa, and E soc ¼ 7 GPa in the FE models, the mean absolute percentage error between the in silico model and the ex vivo measurement of the stiffness was MAPE Stiff ¼ 16.2 AE 21.4% (Table 3) .
The comparison of the displacement fields between ex vivo and in silico models with patient-specific material properties revealed an average off-set of n ¼ À10. 38 (Table 2) . Next, when comparing the displacement fields between ex vivo with the in silico models containing the averaged material properties, an average off-set of n ¼ À8.95 AE 19.37 mm, a slope of m ¼ 0.87 AE 0.24, The mean Young's moduli of the intact bone, of the peri-implant bone damage region and of the socket. The Coefficient of determination R 2 , slope m, off-set n as well as mean absolute error and mean absolute percentage error were calculated to compare the marker displacement between the in silico and ex vivo experiment. Bold elements represent average values and standard deviations computed from specimens 1-8 above for each row. The patient-specific Young's moduli of the intact bone, of the peri-implant bone damage region and of the socket with their corresponding uncertainties (i.e. standard deviation); the uncertainties were quantified based on error propagation analyses (see Supplementary Material for further details). The Coefficient of determination R 2 , slope m, off-set n as well as mean absolute error and mean absolute percentage error were calculated to compare the marker displacement between the in silico and ex vivo experiment. Bold elements represent average values and standard deviations computed from specimens 1-8 above for each row. (Table 3) .
PATIENT-SPECIFIC IN SILICO MODELS
A representative example of a specimen shows the local deformation before and after instrumentation with the same overall displacement of 0.3 mm. In the intact bone (Fig. 3) , high deformations displayed as effective strain (EFF) occur especially at the load application area at the humeral head. In the instrumented model additional deformation peaks can be observed at the locations where the screws entered the bone.
DISCUSSION
The aim of this study was to introduce and verify a microstructural computer model to evaluate the mechanical behavior of a multi-screw fracture fixation plate for use in human osteoporotic bone. This aim has been achieved by taking into account the patientspecific bone micro-structure through mCT imaging. This is an important aspect, as bone is known to contain a highly heterogeneous structure and thus anisotropic mechanical properties 37 that not only differs between individuals 9 but also among different sites of the same individual 9 and even within the same bone of a specific individual. 10, 38 To the best of the authors' knowledge, this is the first study achieving such a good accuracy in a patient-specific computational model of primary implant stability of a fracture fixation device in elderly human bone.
The morphometric analysis revealed large microstructural variations across the specimens which were ranging from severely osteoporotic to quite healthy bone (Table 1) despite the choice of an explicitly elderly cohort (83 AE 5 years). For all samples, our model was able to capture the specimen-specific mechanical behavior well.
The usage of averaged material properties in the in silico models resulted in a mean absolute error of MAE Disp ¼ 49.13 AE 20.05 mm while the mean absolute error with patient-specific material properties was MAE Disp ¼ 44.64 AE 25.02 mm. Hence, even when using averaged material properties, the mean absolute error of the displacements in the mFE model remained close to the resolution of the mCT scan (i.e., 40 mm). In contrast, a considerable increase occurred in the mean absolute error of the apparent stiffness from MAPE Stiff smaller than 0.01% up to MAPE Stiff ¼ 16% for the patient-specific and averaged material properties, respectively. These findings imply that averaged material properties have little effect on the correct marker displacement prediction but do have considerable impact on the prediction of the over-all compliance.
The patient-specific bone Young's modulus as found in this study was 7.15 AE 1.99 GPa, which is consistent with previously reported findings. For example, computational models of human cadaveric forearms and vertebral bodies showed that Young's moduli of 6.83 and 8.78 GPa, respectively, were required to match experimental data. 39, 40 The average peri-implant bone Young's modulus found in this study (86 MPa) is up to a factor four lower than values reported in studies investigating the mechanical competence of single screws in human trabecular bone (350 MPa). 28 Since in our previous study, we found that peri-implant bone damage Young's moduli are quite insensitive to the screw design and loading conditions, we suspect that the lower Young's modulus in this study could be due to a more adverse effect of screw insertion in the cortex than in trabecular bone. In our previous study, 28 the assessment of peri-implant bone damage was conducted exclusively on trabecular bone whereas in our current study cortical bone is included as well. Assuming the same degree of peri-implant bone damage (localization and Young's modulus) for trabecular bone and cortical bone is likely not to reflect the ex vivo conditions. Though the peri-implant bone region has a low Young's modulus, it is loaded. As the sample underwent a complete osteotomy, the screws and the plate are the only "bridge" through which the entire load can transfer from the proximal humerus to the distal humerus; independent from the existence or absence of damaged peri-implant bone. As the damaged peri-implant bone surrounds completely each screw, the entire load has to go through the damaged bone region before entering the screw-plate system. It is reasonable to think of damaged peri-implant bone as a soft shell or cushion surrounding the screws. Bearing this in mind, we showed in our previous study 28 that computer models containing damaged peri-implant bone around single screws in trabecular bone create a much lower and much more realistic force response for the same applied displacement compared to models that assume the presence of undamaged peri-implant bone right after implantation. More specifically, we revealed differences of over 300% in force for the same displacement between screw-bone models with and without damaged peri-implant bone.
The study has several limitations. First, we assumed the same degree of peri-implant bone damage (localization and Young's modulus) for trabecular bone and cortical bone even though this is unlikely to reflect the ex vivo conditions. Following up on our former studies on peri-implant bone damage in trabecular bone, it would be interesting to conduct similar studies in cortical bone to localize periimplant bone damage of compact bone as well as to quantify the change in mechanical properties. Nevertheless, our results show that even with the current assumption of unique peri-implant bone damage mode, our computer model is still able to provide accurate stiffness and bone surface displacement estimates. Second, because metal artefacts affected the image quality in the post-insertion scan, digital implant insertion had to be conducted by applying image superimposition of the pre-and post-insertion scan. However, this has been shown to be a valid approach in an earlier study in which the periimplant bone was localized and quantified. 22 Third, retroreflective MoCap markers scanned with the specimen became unusable for optical measurement during mechanical testing due to residual fatty bone marrow disposing on the marker surface during scanning and thus damaging their retroreflective capability. Instead, aluminum plates were used during the mCT scans to indicate the marker position in the computational model and to serve as a place holder for the MoCap markers used for the ex vivo mechanical test in the instrumented case. Fourth, even though great care has been taken to ensure a reproducible fixation between the bone and the embedding material, our motion tracking systems measured various degrees of fixation in this socket region. In order to account for this variability, a socket region at the distal part of the bone was defined with a specific Young's modulus (E soc ) which was determined through a calibration process in combination with E bone and E PIBD as well. It is important to note that the most distal marker used for calibration only was located just above the socket fixation. Therefore, its displacement was affected by E soc only. Fifth, the marker data of the humeral head showed a discrepancy between the mFE model and the ex vivo experimental data. This is partly due to the fact that several humeral heads rotated during the ex vivo biomechanical test. This rotation was not simulated in silico. Non-linear mFE models would be required to simulate the rotational behavior. Sixth, for two specimens (no. 1, and no. 8), the displacement of the entire humeral head as measured by the uppermost MoCap marker was 156 mm on average. Considering that the displacement as applied by the testing machine was 300 mm, gives strong evidence that strong local deformations occurred in the bone close to the region where the load was applied. The reasons for these high local strains ex vivo could be due to various non-linear effects (e.g., local mechanical failure of the bone or remaining soft tissue within the loading area). We did not integrate any of these non-linear mechanisms into the mFE model, which led to an overestimation of the epiphyseal displacements in the FE model. Including these effects could further improve the outcomes of the FE models. Nevertheless, even now the mFE model was able to capture well the displacement pattern of the entire bone. Seventh, validation on the local level has only been performed on the bone surface (i.e., cortical shell) and not within the trabecular bone structure inside the cortical shell. Image guided failure assessment using incremental loading while scanning would be required. For this purpose, metal replicas, such as Polyetheretherketon (PEEK), would have to be used instead to avoid metal artefacts during scanning. Such studies have already been performed recently [41] [42] [43] and have shown good agreement for displacements between the ex vivo and in silico measurements on the local level. 41 In conclusion, this study presented mFE analyses of a multi-screw fracture fixation device placed in the human proximal humerus for patient-specific quantification of primary implant stability in human bone. Furthermore, we provided validation of the model against experimental data. To the best of our knowledge, this is the first study that provides mFE analysis of an entire organ bone-implant system at the tissuelevel (i.e., fractured proximal humerus) at high resolu- tion and excellent overall accuracy. These mFE models allow for parametric studies, in which multiple screw fixation configurations could be tested virtually using the same patient-specific bone multiple times; this would help to understand better and faster the interplay between microstructural bone quality and implant geometry. Furthermore, the presented patient-specific computer models could also support pre-operative planning where various screw placement options could be assessed to reduce the risk of implant loosening.
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