Abstract This study aims to predict the daily precipitation from meteorological data from Turkey using the wavelet-neural network method, which combines two methods: discrete wavelet transform (DWT) and artificial neural networks (ANN). The wavelet-ANN model provides a good fit with the observed data, in particular for zero precipitation in the summer months, and for the peaks in the testing period. The results indicate that wavelet-ANN model estimations are significantly superior to those obtained by either a conventional ANN model or a multi linear regression model. In particular, the improvement provided by the new approach in estimating the peak values had a noticeably high positive effect on the performance evaluation criteria. Inclusion of the summed sub-series in the ANN input layer brings a new perspective to the discussions related to the physics involved in the ANN structure.
INTRODUCTION
The accurate prediction of precipitation, which is one of the most important meteorological variables, is very important for the planning and management of water resources (Kulligowski & Barros, 1998; Freiwan & Cigizoglu, 2005) . Numerical atmospheric models are widely employed to estimate meteorological events (Ramirez et al., 2005) .
Artificial neural networks constitute a useful tool to predict and forecast various hydrological variables and are used extensively in water resources research (Tayfur, 2002; Cigizoglu, 2003a Cigizoglu, ,b, 2004 Sudheer, 2005; Cigizoglu & Kisi, 2006; Toprak & Cigizoglu, 2008) . The ANN models are frequently employed for rainfall forecasting (Hsu et al., 1997; Kulligowski & Barros., 1998; Hall, 1999; Silverman & Dracup, 2000; Applequist et al., 2002; Ramirez et al., 2005; Freiwan & Cigizoglu, 2005) .
Wavelet transform, which can produce a good local representation of the signal in both the time and frequency domains, provides considerable information about the structure of the physical process to be modelled (Li et al., 1999; Zhang & Dong, 2001; Wang & Ding 2003; Kim & Valdes 2003; Anctil & Tape, 2004; Partal & Kisi, 2007; Partal & Cigizoglu, 2008) .
In this study, the wavelet transforms and ANNs have been collectively employed to estimate the daily precipitation of Turkish meteorological data throughout the country. A wavelet-ANN application is presented for daily precipitation estimation using wavelet sub-series of the various meteorological variables.
DATA AND HOMOGENEITY ANALYSIS
Meteorological time series covering the interval between January 1987 and December 2001-a period of 5479 days (15 years)-were provided by DMI (Turkish State Meteorological services) for 118 meteorological stations distributed throughout Turkey. The meteorological time series for daily mean temperature (T mean ), daily maximum temperature (T max ), daily minimum temperature (T min ), daily total specific humidity (H), daily total evaporation (E), and daily total precipitation (P) were used in the study.
In the first step, to investigate the quality of the data, the meteorological time series were tested in order to detect possible inhomogeneities. As there were missing data periods in several stations, the number of stations considered was reduced to 28 and the data of these stations were investigated in the homogeneity analysis. Annual data were computed from the daily meteorological data. All the tests employed assume that the annual values of the test variables are independent and identically distributed under the null hypothesis (Wijngaard et al., 2003) . The five tests considered for the homogeneity analysis in the time series are: the standard normal homogeneity test (SNHT), the Buishand range test, and the Pettitt, von Neumann ratio and KruskallWallis tests. For further details of these tests, see Wijngaard et al. (2003) and Tayanç et al. (1998) . Table 1 Detailed homogeneity analysis results of 28 stations (× refers to the cases where at least three tests reject the null hypothesis at the 1% level). In the analysis, the data were considered as inhomogeneous if at least three tests rejected the null hypothesis at the 1% level. According to the results of the homogeneity tests for humidity, 12 out of the 28 stations were found to be inhomogeneous (Table 1) ; 16 had at least one inhomogeneous meteorological variable (Table 1, Fig. 1 ). Among all meteorological parameters, only the precipitation series were found not to be inhomogeneous for all stations. As a result, 12 stations representing nearly all of the hydrological regions of Turkey were found appropriate for the precipitation estimation study. These stations are: Edirne, Bilecik, Afyon, Balıkesir, Muğla, Samsun, Keban (Elazığ), Karaman, Göksun, Muş, Siirt and Diyarbakır (Fig. 1) . Some of the statistical properties of the precipitation data are presented in Table 2 .
METHOD

Artificial neural networks
The conventional feed-forward back-propagation (FFBP) algorithm was used for the precipitation estimation. The FFBP is distinguished by the presence of one or more hidden layers whose computation nodes are correspondingly called neurons of the hidden units. By adding one or more hidden layers, the network is able to extract higher-order statistics. If a training set of input-output data is given, the most common learning rule for the multilayer perceptrons is the back-propagation algorithm (Cigizoglu, 2003a; Cigizoglu & Kisi, 2005) .
Wavelet analysis
The wavelet transform is a powerful mathematical tool that provides a time-frequency representation of an analysed signal (Daubechies, 1990) . Wavelet transform analysis, developed during the last two decades, appears to be a more effective tool than the Fourier transform (FT) in studying non-stationary time series (Drago & Boxall, 2002) . Assuming a continuous time series
, a wavelet function ψ(η) that depends on a non-dimensional time parameter η can be written as:
where t stands for time; τ for the time step in which the window function is iterated; s ∈ [0, ∞]  for the wavelet scale. The term ψ(η) must have zero mean and be localized in both the time and the Fourier space (Meyer, 1993) .
Discrete wavelet transform
Computing the wavelet coefficients at every possible scale is a fair amount of work, and it generates a lot of data. If one chooses dyadic scales and positions (based on the powers of two), then the analysis will be much more efficient, as well as accurate. This transform is called discrete wavelet transform, DWT (Mallat, 1989) .
STRUCTURE OF THE WAVELET-ANN MODEL
Software for wavelet analysis is available on R, a free software environment for statistical computing and graphics (http://www.r-project.org). The purpose of the wavelet-ANN hybrid model is the estimation of daily precipitation employing the sub-series components obtained using DWT on the meteorological variables (Fig. 2) . For this purpose, firstly, original time series are decomposed into a certain number of discrete wavelets (DWs) by DWT. Each of the DWs has a distinct contribution to the original time series (Wang & Ding, 2003) . Secondly, the fitted DWs are selected as the inputs of ANNs for the estimation of daily precipitation. This phase is the most significant and effective part of the ANN estimation performance. The selection of the dominant DWs becomes effective on the output data and has a highly positive effect on the ANN model's performance. In addition to this, the correlation coefficients between each DW of the meteorological data and the original precipitation data, considered as the output of the ANN model, also provide information about the selection of the ANN model inputs. As a result, the most appropriate wavelet-ANN configuration is determined for each station. The key point in the wavelet-ANN model is the wavelet decomposition of the time series and the utilization of the DWs as inputs of the ANN model. 
RESULTS
Wavelet decomposition
The meteorological data were decomposed into various sub-time series by DWT. The time series of the discrete wavelet transform coefficient present variations on the interannual scale on the different periods. Ten wavelet decomposition levels (2, 4, 8, 16, 32, 64, 128, 256, 512 and 1024 days) were selected for this study. The sub-series (DW8), which corresponds to 256 days, illustrates nearly the annual mode of the daily precipitation series. The correlation coefficients between each sub-time series and the original precipitation series are computed and presented in Table 3 for Mugla station. For temperature and evaporation, the correlation with DW8, has the highest magnitude. This shows that the annual dominant component of the sub-time series of temperature and evaporation is the most influencing parameter on the precipitation characteristics. Besides, DW7 and DW9 components show slightly higher correlations compared with the other DW components. Similarly, the correlation between the DW8 component of humidity and the original precipitation is higher with respect to the other DW components. However, the correlation between the original precipitation and the DW components such as DW2, DW3, DW4, DW5, DW6, and DW7 are slightly higher than the correlation values between the precipitation and the remaining DW components. It can be concluded that the DW7, DW8, DW9 components of the mean and maximum temperature (the annual components approximately), the DW8 component of evaporation and minimum temperature (approximation annual component) and the DW2, DW3, DW4, DW5, DW7 and DW8 components of the humidity (annual and shorter time period components) may be considered as the input nodes in the input layer of the ANN configuration. The reason for having considerable correlations between both short and annual time period components of the humidity and the precipitation is due simply to the directly parallel connection between humidity and precipitation during the entire annual time period. In meteorology the humidity and precipitation data contain quite similar physical information about the meteorological character of the investigated region. Other meteorological parameters such as temperature and evaporation, on the other hand, do not reflect a correlated nature with the precipitation for short time periods. For long time periods, however, the annual cycles of these two parameters are directly correlated with the precipitation. In addition to these parameters, Table 3 also presents the correlations between 1-day preceding sub-time series of the original precipitation series and the original precipitation series. DW3 component shows the highest correlation. Besides, DW2, DW4, DW5, DW6, DW7 and DW8 show significantly high correlation coefficients. In general the correlation analysis provides similar results for all of the stations (not presented here due to the limitation of space). However, some minor differences are also observed. The correlation between the original precipitation and the DW7, DW8 and DW9 components (the annual components approximately) of temperature, evaporation and humidity is generally high for most of the stations. However, the DW2, DW3 and DW4 components for Edirne and Bilecik stations (in the Marmara region of Turkey), as well as for Samsun and Afyon stations, demonstrate high correlation with the original precipitation. In particular, for the stations in the dry climate regions, DW8 and DW9 are the most effective components. This result may be attributed to the existence of the evident annual cycle. Table 4 presents the DW components selected as the inputs for the ANN model for all the stations, in the light of the correlation analysis. The regional differences of the wavelet-ANN model are reflected in the selected DW components as demonstrated in Table 4 . It is important to note that the number of components to be included in the ANN input layer is actually dependent on the user's preference. The determination of a limit correlation value may be quite helpful in this regard. Instead of using each DW component of meteorological data individually, the use of the added suitable DW components is more convenient and useful. In this way, the DW components having high correlation with the original precipitation data are added to each other. So, the aim is that the correlations between the summed sub-time series and the original precipitation series must show the highest value. For instance, the correlation between the 1-day preceding DW3 series of the original precipitation series and the original precipitation series has the highest value. However, for the new summed series, obtained by adding dominant DW components to each other (DW2+DW3+DW4+DW5+ DW6+DW7+DW8), the corresponding correlation value jumps to 0.567 (see Table 3 ). For Mugla station, the summed sub-series obtained by adding the dominant DW components are shown in Fig. 3 . These processes were found to affect the precipitation estimation performance positively. The use of DWs separately as input increases the input nodes dramatically. This is not optimal for a black-box estimation model. So, the summed sub-time series were considered as inputs of the ANNs for the precipitation estimation. 
Wavelet-ANN model estimation
The results of daily precipitation estimation using the summed DWs as the inputs of the ANN configuration are presented herein. A 3-layer ANN structure with one hidden layer is employed. Before applying the ANNs, the selected input data were normalized in the range [0;1] by its extreme values. The data were divided into two parts to be used as the training and testing periods. The summed sub-time series were considered as the inputs of ANNs for the precipitation estimation. The same pattern (the new summed series) for representing the previous daily values (t -1, t -2, …) of the wavelet components of the meteorological data was evaluated for the estimation of the precipitation at time t. Then, different input combinations for every station are tested and only the configurations providing the best performance evaluation criteria (MSE and R 2 ) are presented in Table 5 . An ANN structure, FFBP (5,3,1) consists of 5, 3 and 1 nodes in the input, hidden and output layers, respectively. Table 5 shows that the wavelet-ANN model has a significantly positive effect on the daily precipitation estimation. For Muğla station, for example, an ANN model with 10 inputs (T mean,t , T max,t , T min,t , E t , H t , H t-1 , H t-2, P t-1 , P t-2 , P t-3 ), having the configuration (10,5,1), provided the best performance criteria (Table 5 ). Table 5 shows that Siirt station had the best performance criteria compared to the other stations. Göksun station had the lowest determination coefficient. It should be stressed that, generally, the ANN models having all of the meteorological variables in the input layer give better performance. Figure 4 shows the hydrograph and the scatter plot for Mugla and Diyarbakır stations for the testing period. These stations are in the western and southeastern parts of Turkey, respectively. The ANN estimations approximate the general behaviour of the observed data. In particular, the drought days in the summer months and the peaks in the testing period were estimated satisfactorily by the wavelet-ANNs. However, there are negative estimations for certain days with zero precipitation.
Conventional ANN method and multi linear regression (MLR) method estimation
The daily precipitation estimation results using the original meteorological data for all of the stations for the testing stage are summarized in Table 6 in terms of MSE and R 2 . Initially the same neural network configuration as the wavelet-ANN model, i.e. the same input layer node number and hidden layer node number, was employed for the conventional ANN. The results for these configurations are presented in Table 6 in the first row of each station for the ANN. Other input and hidden layer node numbers were also investigated and the configurations with the best performance evaluation criteria are included in the second row, corresponding to each station (Table 6 ). For five stations (Bilecik, Afyon, Muğla, Karaman, and Göksun), the same configuration as the wavelet-ANN model provided the best results. Therefore, the results for other configurations are not presented in Table 6 . The corresponding performance evaluation criteria for MLR are also listed in Table 6 . For all of the models, the best results were obtained by those using the wavelet components in the input layer. The ANN configuration for Muğla station provided the best performance criteria compared with the other stations. Similar to the wavelet-ANN model, the ANN model also provided negative estimations for some of the days with zero precipitation. This is mainly due to the extrapolation ability of the feed-forward back-propagation method, as discussed in detail by Cigizoglu (2003a) . Although the extrapolation ability is quite helpful in estimating the peak values in the testing period higher than the training maximum, they may provide underestimations for zero precipitation values as well. The difficulties in the estimation of low, medium and high magnitudes of a hydrological time series with a single ANN is discussed in detail by Cigizoglu & Kisi (2006) . The negative estimation problem is also frequently faced when using conventional statistical methods such as MLR (Cigizoglu, 2005a) . Together with the conventional ANN model, the MLR model was also applied to the same series. The training and testing time periods of the ANN were used for the calibration and application of the MLR model. For the MLR, the same inputs as the ANN model were the independent variables, and the precipitation at time t was the dependent variable (see Appendix). The MLR model provides fairly low determination coefficient values (Table 6 ). The MLR for the Muş station provided the best performance criteria compared with the other stations. The MLR model shows significantly inferior results compared with the ANN methods. For Mugla and Diyarbakır stations, the hydrograph and scatter plots for the testing period are shown in Fig. 5 . In general, the ANN estimations approximate the general behaviour of the observed data. In particular, the drought days in the summer months were estimated satisfactorily by the ANNs. In contrast, the peaks in the testing period could not be estimated closely by ANNs. Figure 6 compares the observed maximum precipitation values with the corresponding estimates by the wavelet-ANN and ANN models for the testing period for Muğla station. In this case, the observed precipitation values higher than 40 mm were investigated (Fig. 6 ). It can be seen clearly that the wavelet-ANN model showed noticeably superior performance for the estimation of the precipitation peaks. For instance, for day 1087 (1087th day of the testing period), for the observed precipitation 62.6 mm, the wavelet-ANN model estimation is 51.8 mm compared to the ANN estimation 6.4 mm. Therefore, it is worth noting that the wavelet decomposition affects the ANN performance positively. 
SUMMARY AND CONCLUSIONS
1. In this study four homogeneity tests (SNHT, Buishand range, Pettitt, von Neuman ratio) were employed on Turkish meteorological variables, namely daily mean temperature, daily maximum temperature, daily minimum temperature, daily specific humidity and daily total evaporation. These time series were subsequently used as inputs in a wavelet-ANN model for daily precipitation estimation using the wavelet sub-series of these meteorological variables. 2. Each of the input meteorological variables was decomposed into sub-series by DWT. The correlation coefficients between each of the DWs and the original precipitation series provided information for the selection of the ANN model inputs and for the determination of the effective wavelet components on precipitation. The summed DWs obtained by addition of the dominant DW components were selected as the inputs of the ANN model. The summed sub-series affected ANN model results positively. Some properties of the wavelet components at scales such as monthly and annual can be seen more clearly than the original signal. Because of such features, the wavelet components are clear and the predictions are more accurate compared with those obtained directly from the original signals (Ning & Yunping, 1998) . 3. Generally, nearly annual components (DW7, DW8, DW9) for the temperature and evaporation, and annual and shorter time period wavelet components for the humidity and precipitation were found to be effective for the prediction of precipitation. 4. The drought days in the summer months and especially the peaks in the testing period were estimated satisfactorily by the wavelet-ANN model, which showed significantly superior performance compared with the conventional ANN method. The wavelet-ANN model gave close estimations for the daily precipitation peaks. This result is quite significant since the conventional methods face difficulties in estimating the extreme values of the observed precipitation series. 5. It is worth noting that the application of the wavelet-ANN hybrid model used an extensive data set belonging to 12 different meteorological stations representing nearly all of the hydrological regions of Turkey. The regional differences of the wavelet-ANN model were reflected in the selected DW components. The results show that the wavelet-ANN model is a useful tool in solving a specific problem in hydrometeorology, i.e. precipitation estimation. It can also be concluded that the summed subseries included in the ANN input layer brings a new perspective to the discussions in the literature about the physics embedded in the ANN structure (Jain et al., 2004; Sudheer, 2005) .
