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Abstract
Intracranial aneurysms affect approximately 3.2% of the general population.
It is estimated that 20−50% do rupture during a person’s lifetime. Clinical meta-
analyses suggest that larger aneurysms should be treated by neurosurgery as soon
as possible, while for small aneurysms the risk of complications during treatment
is higher than the risk of rupture. Therefore, early detection and longitudinal
monitoring are very important to determine the best treatment option.
With the aim to enable early detection and follow-up imaging based moni-
toring of the aneurysms as a novel rupture risk mitigation paradigm, this thesis
is concerned with the development and validation of two computational meth-
ods: (1) intracranial aneurysm detection from clinical grade angiographic images
using a novel projection-detection-reconstruction approach and (2) intracranial
aneurysm growth detection and morphology change characterization from base-
line and follow-up imaging using a novel shape deformation algorithm.
The detection of intracranial aneurysms was performed on 30 3D DSA images,
where following a 3D to 2D digitally reconstructed radiography a convolutional
neural network with a U-net architecture was applied for aneurysm detection.
Next, the reconstruction step restored the detection probabilities in the original
3D image space thus allowing to highlight potential aneurysms and perform the
detection. The approach succeeded in detecting 82% of all aneurysms on training
set and 75% of all aneurysms on the validation set. The obtained results show
that, despite the small number and variety of training datasets, deep learning
techniques may be used to address the problem of aneurysm detection.
1
2 Abstract
Second set of methods involved longitudinal aneurysm shape analysis, for
which we have developed an iterative mesh to mesh deformation (IMTMD) algo-
rithm so as to compensate all the morphologic differences between the baseline
and follow-up aneurysm shapes. By analyzing the obtained deformations we have
proposed novel morphologic features such as median path length, differential vol-
ume and surface area and integral of cumulative deformation distances (MPL,
dV, dSA and ICDD). The ability to detect a growing aneurysm was evaluated
and compared to clinical-standard cross-sectional measures. It was established
that the proposed features based on longitudinal imaging and analysis using the
IMTMD algorithm achieved better area under the receiver operating character-
istic curve (AUC-ROC) and p-value according to Mann-Whitney U-test than
currently established cross-sectional features. The proposed computational tool
seems to readily address the posed clinical needs and was designed such that it
can be easily adopted in the current health care workflow.
Keywords: aneurysm detection, digital subtraction angiography, image analy-
sis, deep neural networks, share registration, morphology change quantification
Povzetek
Bolezni žilja in srca so ene izmed najpogosteǰsih razlogov za invalidnost in
smrt, pri čemer bolezni možganskega ožilja predstavljajo 30% teh primerov. Ena
izmed pogostih bolezni možganskega ožilja je možganska anevrizma. To je izbok-
lina v krvni žili, ki je posledica strukturno oslabljene stene krvne žile. Zaradi pri-
tiska in pulzacije krvi anevrizma raste in lahko rupturira oziroma poči, kar vodi v
možgansko krvavitev, ki je usodna v 50% primerov. Sicer velja, da tekom življenja
poči le 20− 50% anevrizem, vendar pa je prevalenca možganskih anevrizem rel-
ativno visoka z ocenjenim 3.2% v splošni populaciji, zato je zgodnje zaznavanje
anevrizem in njihovo klinično upravljanje zelo pomembno.
Anevrizme grobo delimo na majhne in velike, običajno glede na premer
anevrizme s pražno vrednostjo 7 mm. V klinični praksi je ustaljena praksa,
da je treba velike anevrizme zdraviti čim prej. Anevrizme lahko zdravimo na
dva načina, in sicer (1) s preščipnjenjem vratu in odstranjevanjem anevrizme
med kirurškim posegom in (2) z znotrajžilnim žičkanjem, kjer preko venskih žil
v anevrizmo dostavimo snop žice tako, da nastane tromb in naravno zmanǰsa
ali celo zapre za rupturo kritičen tok krvi skozi anevrizmo. Pri obeh postopkih
zdravljenja obstaja možnost, da pride do rupture anevrizme med samim posegom
ali drugih zapletov. Pri velikih anevrizmah (premer > 7 mm) je tveganje rup-
ture preceǰsnje, zato je sam poseg upravičen. Po drugi strani je pri majhnih
anevrizmah (premer 3–7 mm) tveganje rupture manǰse, je pa težavnost posega
zaradi majhnosti (npr. široko odprt vrat anevrizme) precej večja, večje je tudi
tveganje dodatnih zapletov med posegom (npr. povzročitev kapi).
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V klinični praksi se za majhne anevrizme zato uveljavlja nov pristop v obrav-
navi majhnih anevrizem, in sicer spremljanje razvoja anevrizme v času z an-
giografskimi slikovnimi tehnikami. Na ta način se lahko loči med morfološko
stabilnimi in nestabilnimi anevrizmami. Dodaten problem predstavlja diagnosti-
ciranje oziroma zaznavanje novih anevrizem, ker le-te običajno nimajo pridruženih
simptomov in se jih v praksi zato precej odkrije po naključju. Iz navedenih ra-
zlogov sta zgodnja zaznava in časovno spremljanje anevrizem z angiografskim
slikanjem pomembna vidika pri zdravljenju intrakranialnih anevrizem.
Magistrsko delo se osredotoča na razvoj in validacijo avtomatskih postopkov
analize angiografskih slik, ki naslavljajo dva omenjena klinična vidika diagnostike
in kasneǰsega zdravljenja intrakranialnih anevrizem: (1) zaznavanje anevrizem na
angiografskih slikah, s primerljivo kakovostjo kot v klinični praksi in (2) časovno
spremljanje morfoloških sprememb na anevrizmi.
Predlagani postopek za zaznavo intrakranialnih anevrizem v tridimenzional-
nih (3D) angiografskih slikah temelji na treh zaporednih korakih, in sicer projek-
cija 3D slike v dvodimenzionalno (2D) sliko, zaznavanje anevrizem v 2D sliki
z uporabo postopkov globokega učenja in rekonstrukcija 3D polja verjetnosti
anevrizme za lokalizacijo anevrizme v prostoru vhodne slike.
Za namen zaznavanja smo uporabili konvolucijsko nevronsko mrežo U-net,
ki se uporablja za razgradnjo biomedicinskih slik. Z U-netom razgradimo slike
v t.i. ”end-to-end” načinu, kar pomeni, da na vhod damo neobdelano sliko,
izhod pa je polje verjetnosti v velikosti vhodne slike, kjer vrednosti v posameznih
slikovnih elementih slike predstavljajo verjetnost prisotnosti strukture zanimanja.
Za učenje in validacijo smo uporabili 30 3D slik digitalne odštevne angiografije
(DSA; ang. digital subtraction angiography), kjer je bila na vsaki sliki prisotna
vsaj ena anevrizma. Od tega smo 20 slik naključno uvrstili v učno množico,
preostalih 10 pa v testno množico za namen validacije. Vsaka od 30-ih DSA slik
je imela tudi pripadajočo binarno sliko razgranjo anevrizme, ki jo je ročno naredil
nevrokirurg.
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Glede na prej omenjeni trokoračni potek postopka zaznave anevrizem smo
iz vsake 3D DSA slike ter pripadajoče razgradnje anevrizme naredili 36 2D
stožčastih projekcij pod različnimi koti pogleda gleda na 3D DSA sliko. S temi
podatki smo naučili U-net nevronsko mrežo. Izhod iz naučenega modela je bila 2D
slika verjetnosti položaja anevrizem. Za vsako 3D DSA sliko smo tako ustvarili 36
2D slik verjetnosti položaja anevrizem in jih uporabili za rekonstrukcijo 3D polja
oziroma slike verjetnosti položaja anevrizem. Uporabili smo analitičen postopek
rekonstrukcije, kjer pred rekonstrukcijo 2D slike filtriramo s Hannovim filtrom in
nato povratno projiciramo v 3D prostor ter posamezne projekcije seštejemo. Na
tako rekonstruirani 3D sliki uporabimo metodo upragovanja, da dobimo verjetne
lokacije anevrizem. Z uporabljenim postopkom smo našli 82% vseh anevrizem na
učni množici, medtem ko smo na tesni množici našli 75% vseh anevrizem. Rezul-
tati vrednotenja dokazujejo, da je kljub izjemno majhnemu številu vhodnih učnih
slik intrakranialne anevrizme mogoče najti z uporabo globokih nevronskih mrež.
To nam je omogočila uporaba 3D-2D projekcije, s katero smo lahko ustvarili ve-
liko število učnih slik. Kljub majhnemu številu 3D DSA slik smo uspeli mrežo
U-net naučiti, da najde 75% vseh anevrizem na testni množici. Nadaljnji problem
so predvsem najmanǰse anevrizme (premeri okoli 3 mm), ki jih je težje ločiti od
ostalih oblik na projekcijah 3D DSA slik. V nadaljnjem delu si postopek izbolǰsati
s smiselno izbirov pogledov oziroma kotov projekcije. Hkrati želimo zbrati tudi
več 3D DSA slik večih bolnikov, ker predvidevamo, da majhno število 3D DSA
slik nezadostno odraža sicer precej visoko biološko variabilnost intrakranialnih
anevrizem. Na ta način želimo še izbolǰsati odstotek zaznanih anevrizem.
V drugem delu magistrske naloge smo analizirali spreminjanje oblike
anevrizme skozi čas z namenom zaznavanja rasti anevrizem. Za analizo
posamezne anevrizme potrebujemo dve angiografski sliki, preiskovalno in kon-
trolno, med katerima je pretekel določen časovni interval. Pridobili smo dvajset
parov preiskovalnih in kontrolnih računalnǐsko tomografskih slik (CTA; ang. com-
puted tomography angiography) anevrizem, glede na opredelitev nevrokirurga jih
je bilo 8 stabilnih, 12-tim pa se je oblika spremenila med dvema slikanjema. Iz
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slik smo izločili anevrizme in žilje ter jih pretvorili v obliko trikotnǐske mreže,
ki je predstavljala površino teh struktur. Prvi korak pri zaznavanju sprememb
oblik anevrizme je bila groba poravnava trikotnǐskih mrež iz preiskovalnega in
kontrolnega slikanja, kar smo opravili z globalnim postopkom za togo poravnavo
3D struktur Go-ICP (ang. globally optimal iterative closest point) ter postopkom
za lokalno optimalno togo poravnavo CPD (ang. coherent point drift). Porav-
navali smo le točke v trikotnǐski mreži, ki so predstavljale žilo okrog anevrizme
brez same anevrizme, saj smo predvideli, da se žilje med dvema slikanjema ne
spremeni bistveno, medtem ko sama anevrizma lahko precej zraste med dvema
slikanjema.
Po togi poravnavi para anevrizem smo uporabili na novo razviti postopek
za netogo poravnavo dveh oblik, ki smo ga poimenovali IMTMD (ang. itera-
tive mesh to mesh deformation). Prvo trikotnǐsko mrežo oz. obliko, v našem
primeru anevrizmo iz preiskovalnega slikanja, iterativno deformiramo v obliko
druge anevrizme iz kontrolnega slikanja. Rezultat postopka je simulacija rasti
anevrizme ter informacija o lokalnih deformacijah trikotnǐske mreže, ki smo jo
nato uporabili za izračun novih meritev oziroma biomarkerjev rasti anevrizme.
Določili in izračunali smo štiri nove meritve: (1) mediano dolžine deformacijske
poti (MPL; ang. median path length), (2) spremembo površine (dSA; ang. dif-
ferential surface area), (3) spremembo prostornine (dV; ang. differential volume)
in (4) integral kumulativnih dolžin deformacijskih poti (ICDD; ang. integral of
cumulative deformation distances).
Izločene nove biomarkerje smo vrednotili s stalǐsča zmožnosti zaznave rasti
anevrizme in primerjali z zmožnostmi trenutno najbolj uveljavljenih presečnih
biomarkerjev, ki smo jih izračunali ločeno na preiskovalni in kontrolni trikotnǐski
mreži in izračunali relativno spremembo. Vrednostili smo razločevalnost med
stabilnimi in nestabilnimi anevrizmami z uporabo analize AUC-ROC (ang. area
under the receiver operating characteristic curve) in Mann-Whitney U-testa.
Presečni biomarkerji so bili največja vǐsina anevrizme (HMAX; maximum dome
height), površina anevrizme (SA; ang. surface area), prostornina (V; ang. vol-
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ume), indeks neokroglosti (NSI; ang. non-sphericity index) in razmerje osi (AR;
ang. aspect ratio). Predlagani novi biomarkerji so se izkazali bolje tako na Mann-
Whitney U-testu kot AUC-ROC analizi. Izmed presečnih biomarkerjev sta bila
statistično značilna (p vrednost < 0.01) le HMAX s p-vrednostjo 0.0002 in AUC
vrednostjo 0.98 ter SA s p-vrednostjo 0.0005 ter AUC vrednostjo 0.95. Vsi novi
biomarkerji, ki smo jih predlagali, pa so imeli p-vrednost 0.0001 ter AUC-vrednost
1.0, kar pomeni, da so vsi statistično značilni in so pravilno ločili vse stabilne in
nestabilne anevrizme.
Ena od omejitev opravljenega vrednotenja tako zaznave prisotnosti kot za-
znave rasti anevrizem je relativno majhno število slik oziroma bolnikov. Da bi
lahko bolje ocenili delovanje postopkov nameravamo v prihodnje pridobiti in anal-
izirati več primerov. Glede zaznave rasti anevrizme je dodatna omejitev to, da
se v preteklosti postopek kontrolnega slikanja praviloma ni uporabljal, ker je bila
praksa zdraviti vse primere odkritih anevrizem. Zaradi ni veliko primernih slik za
našo analizo. Zaradi vedno večjega števila odkritih anevrizem se sedaj uveljavlja
kontrolno slikanje kot alternativna oblika upravljanja bolnikov z anevrizmami.
Ne glede na to, statistična analiza na osmih stabilnih in dvanajstih anevrizmah s
spremenjeno obliko kaže zelo obetajoče rezultate predlaganih novih biomarkerjev.
Menimo, da bi z zgodnjim zaznavanjem anevrizem in vizualizacijo simulacije
deformacij anevrizme ter izločenimi biomarkerji lahko zelo olaǰsali nadaljnje delo
nevrokirurga in pripomogli k lažjim odločitvam glede nadaljnje obravnave bol-
nikov z anevrizmami. Uporaba tovrstnih orodij prinaša možnost izbolǰsanja
zdravljenja pacientov in zmanǰsanje neželenih socialno-ekonomskih posledic, saj
bi se lahko nevarnost za zdravje, povezana z zapleti med operativnimi posegi,
zlasti pri majhnih anevrizmah, zmanǰsala pri bolnikih s stabilnimi anevrizmami
s stalnim spremljanjem rasti anevrizem.
Ključne besede: detekcija anevrizem, analiza slik, globoke nevronske mreže,
poravnava oblik, spremljanje rasti anevrizem
8 Povzetek
1 Introduction
Cardiovascular and circulatory diseases are the world’s leading cause of disability
and mortality with their impact having increased at an alarming rate of 22.6%
over the past two decades [1]. The World Health Organization statistics from
2008 show that cerebral vessels are among the most affected with 30% of all
deaths caused by cerebrovascular pathologies.
1.1 Intracranial aneurysms
Aneurysm is a bulge that stems from a blood vessel wall and is believed to be
caused by a weakening blood vessel wall and/or increased wall stress due to
pulsating blood pressure. Typical locations are at vessel bi- and n-furcations,
while locations along bending or even straight vessels are observed too. As blood
passes through the location of weakened blood vessel, the pulsating blood pressure
eventually causes a small area to bulge outwards like a balloon. Aneurysms can
develop in any blood vessel in the body, but they are most commonly found in:
• the abdominal aorta (the artery that transports blood away from the heart
to the rest of the body),
• the brain vasculature.
This thesis is concerned with brain or intracranial aneurysms. If such
aneurysm ruptures it can lead to subarachnoid hemorrhage, a serious health con-
dition with a high mortality rate [2]. For instance, an estimate of 500,000 people
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die worldwide each year due to aneurysm rupture and half of them are younger
than 50 years. Ruptured aneurysms are fatal in about 40 % of cases, while of
those who survive about 66 % suffer from permanent neurological deficit. Based
on a 2004 study performed in the US, the overall combined cost of the treatment
and the indirect lost wages of aneurysm rupture survivors were 138 million USD
per year. Clearly, there is a huge demand for constant improvement of tools and
methods used for clinical management of intracranial aneurysms.
1.1.1 Epidemiology
Prevalence of unruptured intracranial aneurysm is 3.2% (1 in 30 people), whereas
aneurysms mostly develop after the age of 40, typically without any symptoms.
Furthermore, 10–15% of patients diagnosed with an intracranial aneurysm will
harbor more than one aneurysm. Most aneurysms are small, with diameters
ranging from 3 to 20 mm and it is estimated that 50–80% do not rupture during
a person’s lifetime. Clinical meta-analyses suggest that larger aneurysms (dome
height > 7 mm) should be treated by neurosurgery as soon as possible [3], while
for small aneurysms (dome height < 5 mm) the risk of complications during
neurosurgery is substantially higher than the risk of rupture. While in small
aneurysms the probability of rupture is low, the risk of rupture is generally higher
for aneurysms that grow fast [4]. See Figure 1.1 for an example of growing
aneurysm. Therefore, both early detection and longitudinal monitoring of (small)
intracranial aneurysms are very important to determine the optimal treatment
option. Similar considerations arise in the management of treated intracranial
aneurysms irrespective of their size, where the prognostic factors and clinical
guidelines to prevent a rare, but potentially fatal recurrence or rebleeding, are
yet to be established.
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Figure 1.1: Example of a growing aneurysm. The white surface mesh represents
the baseline aneurysm shape, while the brown surface mesh represents an outer
wall of a few years follow-up shape of the same aneurysm.
1.1.2 Imaging techniques
Currently, a neuroradiologist performs the detection and assessment of an in-
tracranial aneurysm by a visual inspection of a 3D angiographic image. An-
giography or arteriography is a medical imaging technique used to visualize the
inside of blood vessels and organs of the body, with particular interest in the ar-
teries, veins and the heart chambers. Because of high image resolution and high
visual contrast of vascular structures, 3D digital subtraction angiography (3D–
DSA) became a reference standard for detection and assessment of intracranial
aneurysms. A sample projection of a 3D–DSA image is shown in Figure 1.2, with
the aneurysms indicated by the arrows. Another 3D DSA with applied thresh-
old and vasculature surface reconstruction is shown in Figure 1.3 (top left). A
combination of 3D–DSA and 3D rotational angiography (3D–RA) offers a high
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detection accuracy and a good delineation of aneurysm shape, which is important
for treatment planning.
Figure 1.2: Projection of 3D–DSA image to 2D plane. Intracranial aneurysms
are marked with arrows.
Nevertheless, the 3D–DSA and 3D–RA are costly imaging techniques and
rather invasive due to the need for catheterization, while also the injection of
the contrast agent may be potentially hazardous to patient health. On the other
hand, computed tomography angiography (CTA) and magnetic resonance an-
giography (MRA) are less expensive alternatives and less invasive, but generally
achieve a lower resolution and lower visual contrast compared to 3D–DSA and
3D–RA, which in turn results in a less reliable detection (lower sensitivity) of
smaller aneurysms [5]. The time-of-flight MRA or TOF-MRA is the only tech-
nique that does not require the use of contrast agent and is increasingly more
applied in the clinical workflow.
In Figure 1.3 we can see the differences in vasculature reconstructions based
on the 3D DSA, MRA and CTA angiographic images. On the top left, the
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Figure 1.3: Vascular reconstructions based on intensity thresholding rendered in
3D for the 3D DSA (top left), MRA (top right) and CTA with (bottom right)
and without (bottom left).
brain vessel segmentation was obtained from 3D DSA by intensity thresholding.
Because the 3D DSA technique eliminates the non-vascular structures through
subtraction, the background is dark and the vessels prominent. Thus it is the
most sensitive and reliable imaging technique. Compared to the MRA (top right
image in Figure 1.3), the 3D DSA shows much more vessel details and intensity
thresholding is much more straightforward, as there is no background. In gen-
eral, the vessels appear brighter on the MRA as the other structures, however,
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with simple intensity thresholding artifacts may be introduced from the back-
ground signals. The bottom two images in Figure 1.3 are CTA images with slice
by slice (left) and 3D (right) vessel tree reconstructions obtained by intensity
thresholding. The problem of CTA is that it’s very sensitive to bone signal in
the background and it is hard to separate the vascular structures from the bony
structures. For this purpose a more complex vessel tree segmentation is required.
1.1.3 Treatment options
Currently, there are two commonly used methods to treat an intracranial
aneurysm: (1) clipping and (2) coiling. Clipping is done during an open cran-
iotomy, which means that neurosurgeon creates a hole in the skull and removes the
bone flap, and places a metal clip at the base (neck) of the aneurysm to prevent
it from breaking open (bursting). On the other hand, coiling (or endovascular
repair surgery) is a less invasive and nowadays a more common way to treat in-
tracranial aneurysms. When coiling an aneurysm a catheter is inserted through
a small cut in the patient’s groin into an artery and then navigated thourgh the
blood vessels to the site of the aneurysm. Thin metal wires are used to fill the
aneurysm and to form a natural cloth, thereby reducing blood flow within the
aneurysm.
Both options are quite invasive and are currently the only treatment options
for patients with intracranial aneurysms. In patients harboring small intracranial
aneurysm, the treatment can even be more hazardous for the event of rupture
compared to no treatment. For this reason, and because more and more small
aneurysms get detected, regular angiographic imaging follow-up of the intracra-
nial aneurysm represents a possible alternative approach.
The idea of follow-up imaging is the following: when invasive treatment is
not justified, we could use regular follow-up imaging to monitor the aneurysm
changes though time. ”Follow-up imaging” means that after aneurysm is found
and deemed not suitable for treatment, another imaging session is scheduled so as
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to check if the aneurysm has changed in time and thereby postpone the treatment
decision to a later time, when sufficient evidence is available and the risk-benefit
ratio is in favor of the invasive treatment. The time between two imaging sessions
can be from few months to a few years. This approach was suggested for small
aneurysms or for people who, for any reason like family history of aneurysms, are
at greater risk during treatment.
Although the proposed approach has many advantages, for the patient as well
as in a broader socio-economic sense, follow-up imaging is still rarely performed.
1.1.4 Clinical needs
Analysis of angiographic images may address several important clinical needs. For
instance, the detection of small and asymptomatic intracranial aneurysms from
routinely acquired angiographic images, where the radiologist is likely to miss
the small aneurysms (diameter < 7 mm). This would allow to take preventive
measures and act upon risk factors early on before the aneurysm bulges further
to a state that requires immediate treatment.
Another clinical need is to assess the morphology of the aneurysms in order
to establish potentially predictive measurements of growing and/or high rupture
risk aneurysms. Several studies [4, 3] established that in-vivo 3D-DSA, CTA
or MRA based morphologic measurements such as aneurysm size, aspect ratio
(dome height/neck width), aneurysm-to-vessel size ratio and other shape indices
are important factors for the assessment of risk of rupture and selection of the best
treatment option, e.g. clipping or coiling. Such measurements are also referred
to as biomarkers and would eventually also allow to stratify patients into groups
of low and high rupture risk, whereas the latter group would be scheduled for
urgent treatment.
However, high variability of the aneurysm sizes and shapes, and the quality
of angiographic images renders the aneurysm quantification a very difficult task.
Besides, tasks like vascular tree segmentation and modeling in 3D and aneurysms
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isolation from parent vessels are subject to a high inter- and intra-operator vari-
ability. Because morphologic measures may potentially impact treatment selec-
tion and thus the patient outcome, they must be obtained in an accurate, reliable
and reproducible manner generally possible only by the use of automated image
analysis methods.
Aneurysm growth was recently recognized [6, 4] as one of the key factors
for differentiating between low- and high-rupture-risk aneurysms. Monitoring
aneurysm growth, however, requires to detect small changes in its shape and size.
This is only possible if aneurysm isolation is performed consistently across two
or more longitudinal images, which is difficult due to the impact of image noise
onto vascular tree segmentation and surface modeling. Although monitoring and
quantifying growth are the most important in small aneurysms, there are still no
good solutions available.
Due to the importance of angiographic imaging in the diagnosis, monitoring
and treatment of intracranial aneurysms, further improvements of these processes
are possible thanks to the development and validation of novel image analysis
techniques.
1.2 Angiographic image analysis
With the aim to enable early detection and follow-up imaging based monitor-
ing of the aneurysms as a novel rupture risk mitigation paradigm, this thesis
is concerned with the development and validation of two computational meth-
ods: (1) intracranial aneurysm detection from clinical grade angiographic images
using a novel projection-detection-reconstruction approach and (2) intracranial
aneurysm growth detection and morphology change characterization from base-
line and follow-up imaging using a novel shape deformation algorithm.
In recent years the paradigm in medical image analysis has almost fully
turned towards artificial intelligence, machine learning and deep learning based
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approaches. As these approaches will also be used in this thesis, we will briefly
introduce the fields and note certain similarities and differences.
Artificial intelligence
Artificial intelligence (AI) was born in the 1950s when scientists started ask-
ing whether computers could be made to ”think”, a question that we are still
exploring today. A definition of the field would be: the effort to automate intel-
lectual tasks normally performed by humans. As such, AI is a general field that
covers machine learning and deep learning (figure 1.4). For instance, early chess
programs were programmed only with hardcoded rules and did not involve any
learning. For many years experts believed that human-level artificial intelligence
could be achieved by having programmers handcraft a big enough set of explicit
rules for manipulating knowledge. This approach is known as symbolic AI.
Figure 1.4: Artificial intelligence versus machine learning versus deep learning.
Symbolic AI was able to solve well-defined, logical problems, like playing chess,
but it turned out to be unable to figure out explicit rules for solving more complex,
fuzzy problems such as image classification, speech recognition, and language
translation. A new approach was needed to fill the weaknesses of symbolic AI, so
machine learning took symbolic AI’s place.
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Machine learning
Machine learning arises from this question: could a computer go beyond what
we are capable of programming ourselves and learn how to perform a specific task
on its own? Could a computer surprise us? Rather than programmers crafting
data-processing rules by hand, could a computer automatically learn these rules
by looking at the data?
This questions open the door to a new programming model. In classical
programming we use rules and data and the outputs are the answers. In machine
learning model we input the data and the answers and outputs are the rules.
Representations of both models are shown in Figure 1.5.
Figure 1.5: Classical programming vs machine learning.
Machine learning system is trained rather than programmed. It is presented
with many examples relevant to a task, and it finds statistical correlations and
structure in these examples that eventually allows the system to come up with
rules for automating the task. Machine learning started in the 1990s and it has
quickly become the most popular and most successful subfield of AI. Machine
learning tends to deal with large, complex datasets, for instance, a dataset com-
prised of millions of images. As a result, machine learning and especially deep
learning, exhibits comparatively little mathematical theory and is engineering
oriented. As it currently stands, it is a hands-on discipline, in which ideas are
proven empirically more often than theoretically.
Deep learning
The deep in deep learning stands for the idea of successive data encoding layers
of increasingly meaningful representations. The number of layers that contribute
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to a model of the data is called the depth of the model. Modern deep learning
often involves tens or even hundreds of successive layers of representations and
they are all learned automatically from exposure to training data.
In deep learning these layered representations are (almost always) learned via
models called neural networks, structured in literal layers stacked on top of each
other. The term neural network is a reference to a neurobiology. You may come
across pop-science articles proclaiming that deep learning works like a brain or
a model of brain, but that is not the case. For our purposes, deep learning is a
mathematical framework for learning representations and mappings from data.
1.2.1 Intracranial aneurysm detection
Since approximately 1 of 30 people harbor an unruptured aneurysm it is essen-
tial to create a fast and a robust method for aneurysm detection. Despite huge
progress in the development or artificial intelligence, machine and deep learning
based image analysis methods, which excel in the task of finding complex visual
patterns in the images, the neuroradiologists still mostly rely on their own ex-
perience, skills and anatomical knowledge to detect the aneurysms and measure
their morphologic features.
One class of methods is formulated as a visual aid to the neuroradiologist. For
instance, Arimura et al. [7] used selective enhancement filter, where the initial
aneurysm candidates were identified by multiple gray-level thresholding of the
dot-enhanced images and a region-growing. All of 36 aneurysms in the MRAs
were correctly detected with 2.4 false-positives per image based on a leave-one-
out approach. To enhance the visual detection of the aneurysms Jerman et al. [8]
proposed a novel blob enhancement filter to highlight potential aneurysm loca-
tions. Based on a uniform response of the filter in the aneurysm areas they also
proposed a novel intensity and distance weighted rendering methods to further
suppress potential false positives during the visualization process. On a combined
MRA, CTA and 3D DSA dataset of 42 clinical images the neuroradiologists de-
20 Introduction
tected all aneurysms (100% sensitivity) with no false positives.
Automated aneurysm detection methods are being increasingly developed in
recent years. Jerman et al. [9] proposed an aneurysm detection framework for 3D
angiographic images, which first computed the responses of blobness and vessel-
ness filters [10] and encoded them into rotation invariant and scale normalized
frequency components of spherical harmonics representation. The coefficients of
the obtained representations were used as features in random decision forests for
the aneurysm detection task. They achieved sensitivity of aneurysm detection of
76% at 2.4 false positives per image. Later, Jerman et al. [11] proposed a convolu-
tional network based approach, where the structure enhancement filtering [10] was
again used to highlight potential aneurysm locations, followed by intra-vascular
distance mapping for regional vascular shape encoding and dimensionality reduc-
tion from 3D to 2D. Based on the 2D distance maps the convolutional neural
network was trained to automatically determine optimal features and classifica-
tion rules for aneurysm detection. This method achieved 100% sensitivity at 2.4
false positives per image.
Stember et al. [12] created a U-net architecture based convolutional neural
network to detect intracranial aneurysms on 2D images. He used 250 3D MRAs
and created maximum intensity 2D projection images, which were used to train
the U-net. They successfully identified aneurysms in 85/86 (98 % of all test
set images), with a receiver operating characteristic (ROC) area-under-the-curve
(AUC) of 0.87.
Recent work on aneurysm detection was also performed by Ueda et al. [13],
where a deep learning algorithm for TOF MRA achieved a sensitivity of 91–93%.
Little or no technical details are given about the algorithm applied. Another
recent work is by Takahiro et al. [14], who used unenhanced TOF MRA images,
computed maximum intensity projections (MIPs) and applied a deep convolu-
tional neural network (CNN) to detect the aneurysms. The method detected
94.2% (98/104) of aneurysms with 2.9 false positives per case (FPs/case). At a
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sensitivity of 70%, the number of FPs/case was 0.26.
In this thesis we will develop and validate a projection-segmentation-
reconstruction based aneurysm detection framework, where a deep learning
methodology will be applied for segmenting the aneurysms from the 2D pro-
jection images. See Chapter 3.
1.2.2 Follow-up imaging
After an aneurysm is detected, the next step is its characterization and monitor-
ing of potential changes, for instance in terms of shape, which may indicate the
vessel wall weakening is in progress and thus the risk of rupture is high and/or
increasing [4]. Hence, we will be concerned with quantifying the morphology
of the aneurysms both in cross-sectional manner and, especially, in longitudinal
aspect (i.e. over time). The underlying idea is to provide some sort of growth
predictors or biomarkers, i.e. measurements which indicate that the aneurysms
is growing. The associated task is to derive clinical thresholds for these mea-
surements that can help neurosurgeon with the decision if invasive treatment is
necessary to prevent rupture.
A common feature used to detect and quantify growth in the current clinical
workflow is maximum dome size, which is extracted independently from baseline
and follow-up angiography scans and then compared. In practice, it is typically
measured manually by observing scan’s 2D cross-sections [15]. The size change
threshold indicating significant growth was established at 0.8 mm, which is on par
with the section thickness of angiographic images like CTA and MRA. Using the
described approach may thus adversely affect repeatability and reproducibility
to the extent that the actual differences in baseline and follow-up measurements
are annihilated below the threshold. Therefore, measuring maximum dome size
may not be reliable enough for rupture risk assessment using standard clinical
imaging protocols.
Backes et al. [16] studied 10 cohorts of patients with unruptured intracranial
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aneurysms and determined six predictors of aneurysm growth: earlier subarach-
noid hemorrhage, location of the aneurysm, age 60 years, patient population, size
of the aneurysm, and shape of the aneurysm. While the first four predictors can
be objectively assessed, the size and shape seem more subjective. For instance,
irregularity of aneurysm shape was defined as the presence of blebs, aneurysm
wall protrusions, or multiple lobes and is subject to individual judgement, which
can differ among different observers.
A path towards more reliable and objective assessment of growth is by com-
puterized analysis and feature extraction from the aneurysm scans, which takes
into account all the anatomical information present in a 3D angiogram. Sev-
eral studies [4, 3] established that in-vivo measured morphologic features such
as aneurysm size, aspect ratio (dome height / neck width), non-sphericity index
(NSI), aneurysm-to-vessel size ratio and others are important factors for assessing
rupture risk. A recent study [17] found that morphologic features like the NSI, size
ratio, volume and surface area may differ between growing and stable groups, de-
pending on the aneurysm size. Furthermore, study showed that among all tested
features the NSI was best at discriminating growing and stable aneurysms on the
basis of initial images with AUC-ROC value of 0.721. This however is a mediocre
classification performance, where, for instance, at 80% sensitivity the specificity
is rather low at 60%. We hypothesize that better classification performance could
be achieved by analyzing morphologic changes and corresponding features over
time.
Chien and Sayre [18] investigated the changes of morphologic features on
scans before and after rupture in four aneurysm cases. They found that all
aneurysms increased in size and that morphologic features like volume and surface
area have increased accordingly. Monitoring growth of an aneurysm, however,
requires to detect small changes in its shape and size. This is only possible
if aneurysm isolation from parent vessels is performed consistently across two
or more scans, which is rather difficult due to the impact of image noise onto
vascular tree segmentation and surface modeling [19]. Additional challenge is
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that monitoring and quantifying growth are most important in small aneurysms,
for which isolation is even more difficult and currently there are no good solutions
available.
Based on this review we note that, in those rare cases where they do perform
follow-up imaging, the aneurysm growth is measured without any automated
method. Most often the maximum dome size is measured by hand based on man-
ually chosen rendered view of the 3D reconstructed aneurysm and surrounding
vasculature.
In this thesis we will develop and validate a novel novel mesh to mesh shape
deformation algorithm for aneurysm growth characterization using quantitative
morphologic features and then perform classification of the aneurysms in growing
and non-growing groups, i.e. the respective high- and low-risk of rupture groups,
and thereby establish the associated thresholds on these features. See Chapter 4.
1.3 Thesis structure
In this thesis we focus on two major themes:
• The development and validation of automated method for detection of in-
tracranial aneurysms on clinical 3D-DSA images based on deep learning.
• The development and validation of a novel registration based quantification
and associated novel morphologic features of intracranial aneurysm growth.
This thesis is divided into seven chapters that give introduction, data de-
scriptions, followed by three methodological chapters on aneurysm detection,
aneurysm growth analysis, morphologic feature extraction for aneurysm growth
characterization and classification, and, finally, the experiments and results, and
discussion chapters.
In Chapter 1 we provide background to the field of intracranial aneurysms
imaging and clinical management and overview the associated medical imaging
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and existing medical image analysis techniques. We explained the formation
of intracranial aneurysms and current clinical treatment practice. We briefly
reviewed past work on intracranial aneurysm detection and explained what is
the difference between artificial intelligence, machine learning and deep learning,
tools that are nowadays ubiquitously used for analyzing medical images. We also
motivated our work in light of the follow-up imaging as one of the promising new
treatment options for newly discovered small aneurysms.
Chapter 2 describes the data that was used to develop the methods and per-
form the experiments in the validation process. The chapter is divided into two
major sections: descriptions of dataset for aneurysm detection and the descrip-
tions of dataset for growth analysis and classification.
In Chapter 3 we explain the overall design of our aneurysm detection meth-
ods and employed algorithms. Namely, the algorithm for 3D–2D projection, the
U-net neural network, which we use for aneurysm detection, and 3D image re-
construction based on filtered backprojection.
Chapter 4 focuses on the explanation of aneurysm growth analysis and clas-
sification algorithms, which are the global and local rigid registration for the
initial baseline and follow-up shape alignment and the newly developed non-rigid
registration algorithm for shape deformation.
In Chapter 5 we overview the well established cross sectional morphologic
features of the intracranial aneurysms and propose novel longitudinal features
based on the deformation maps obtained by non-linear shape co-registration.
Experiments and results are presented in Chapter 6. Experiments and results
are reported separately for the aneurysm detection experiments, while the vali-
dation of rigid and non-rigid registration and the aneurysm growth analysis and
classification experiments and results are reported separately.
Finally, in Chapter 7 we discuss the results and outline possible next steps
and challenges for further research and development.
2 Data
Two different datasets will be used to address the two principal goals of this thesis.
Namely, the first data set was acquired for the purpose of aneurysm detection
tools’ development and validation, while the second one for growth analysis and
classification tools’ development and validation.
2.1 Dataset for aneurysm detection
In order to train a neural network to detect aneurysms we used 30 3D DSA im-
ages acquired at the University Medical Center Ljubljana. The 3D DSA is a
fluoroscopy technique used in interventional radiology to clearly visualize blood
vessels in a bony or dense soft tissue environment. In traditional angiography,
images are acquired by exposing an area of interest with time-controlled X-rays
while injecting a contrast medium into the blood vessels. The image obtained
includes the blood vessels, together with all overlying and underlying structures.
Such images are most useful for determining the anatomical position and varia-
tions, but less suitable for directly visualizing the blood vessels.
Intravenous digital subtraction angiography (IV-DSA) is a form of angiogra-
phy. IV-DSA is a computer technique which compares an X-ray image of a region
of the body before and after radiopaque iodine based dye has been injected intra-
venously into the body. Tissues and blood vessels in the first image are digitally
subtracted from the second image, leaving a clear picture of the vessels, which can
then be studied independently and in isolation from the rest of the anatomical
25
26 Data
Table 2.1: Aneurysm detection dataset information.
Information Value
Number of 3D DSA scans 30
Number of 2D projections 1080
Oldest patient 82 years
Youngest patient 32 years
Mean age of patients 51.4 years
Smallest 3D DSA image size 512× 512× 216
Largest 3D DSA image size 512× 512× 392
structures.
Out of 30 scans, 11 were from men and 19 were from women. Each case
contained at least one unruptured intracranial saccular aneurysm. The scanning
protocol for 3D DSA images was not the same for all cases. The main differences
were the sizes of the 3D DSA images that varied between 512 × 512 × 216 and
512×512×392 voxels. Intracranial aneurysms were manually located in each 3D
DSA volume and 3D binary segmentation map was created that separated the
aneurysms from the background and surrounding vessels. All segmentations were
performed by a neurosurgeon at the University Medical Center Ljubljana. Each
aneurysm segmentation was done slice by slice using the BrainSeg3D visualization
and data annotation program, which included manual and semi-automated seg-
mentation tools. One example slice of 3D DSA and the corresponding aneurysm
segmentation are shown in Figure 2.1.
2.2 Dataset for growth analysis and classification
For growth classification we used dataset of CTA images of 20 patients, each
containing one unruptured intracranial saccular aneurysm, which was acquired
at the Department of Radiological Sciences at Ronald Reagan, University of Cal-
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Figure 2.1: A slice of 3D DSA image and aneurysm segmentation (orange area)
outlined by a neurosurgeon.
ifornia Los Angeles Medical Center. This retrospective study was performed with
approval of the institutional review board. Each patient was imaged twice, where
the median difference between the baseline and the follow-up imaging sessions
was 2.50 years (min 2.25, max 9.00). The 3D CTA volumes for baseline and
follow-up scans were all acquired by the same CTA imaging protocol: matrix size
512 x 512, field of view 180 mm, in-plane pixel size 0.19–0.41 mm, and section
thickness 0.6–1.0 mm. The applied CTA protocol is used clinically for follow-up
imaging based assessment of intracranial aneurysms.
Intracranial aneurysms were manually located in each CTA volume and a re-
gion of interest (ROI) including the aneurysm and surrounding vessels was man-
ually chosen. In each extracted ROI the aneurysm and vessels were segmented
from the background using interactive thresholding, followed by the application
of a marching cubes and smooth non-shrinking algorithms [20, 21] in order to
reconstruct the corresponding 3D surface meshes. Possible errors and inconsis-
tencies in the obtained aneurysm mesh were manually corrected in MeshLab, an
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open source system for processing and editing 3D triangular meshes.
Figure 2.2: A 3D surface mesh of intracranial aneurysm, formed by triangle
polygons.
Output of the above-described process is a 3D mesh, a structural represen-
tation of a 3D model consisting of polygons. Representation of 3D meshes uses
reference points or vertices in X, Y and Z axes to define the shape’s height, width
and depth. The polygons connect these points to form the surface. While it can
take large numbers of polygons to obtained a photo realistic, smooth surface rep-
resentation with a 3D mesh, these relatively simple shape representations allow
for a faster processing than other techniques, for instance NURBS [22, 23], which
implicitly produce smooth curves and surfaces. The polygons forms that are typ-
ically used are quadrangles or triangles; these geometric shapes are encoded by
vertices in X, Y, Z coordinates and set of corresponding vertex index pairs that
determine the lines connecting these vertices. Our 3D mesh used triangles for
representing polygons. Each triangle has an associated orientation and normal.
An example graphic presentation of our surface mesh is shown in Figure 2.2.
The aneurysms included in the dataset varied in maximal dome diameter
from 1.4 to 12.2 mm, with a median of 3.4 mm. Since aneurysms with maximal
dome size less than 7 mm are considered small, the majority of cases were small
aneurysms. These are also the ones most suited for follow-up imaging based
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Table 2.2: Growth classification dataset information.
Information Value
Median patient age 70 years
Patient age span 40− 80 years
Number of female patients 20
Number of aneurysm pairs 20
Median time between baseline and follow-up imaging session 2.5 years
Minimum time between baseline and follow-up imaging session 2.25 years
Maximum time between baseline and follow-up imaging session 9 years
Minimum aneurysm maximal dome diameter 1.4 mm
Maximum aneurysm maximal dome diameter 12.2 mm
Median aneurysm maximal dome diameter 3.4 mm
Aneurysm initial size span 1.5− 10.7 mm
Median aneurysm initial size 4.7 mm
assessment.
All important information about aneurysm growth analysis and classification
dataset is gathered in Table 2.2.
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3 Aneurysm detection
In the current clinical workflow the aneurysm detection is performed manually
by a neuroradiologist. While this process is fast if the aneurysm is rather large
and/or if symptoms are present, this is often not the case. A large number of
aneurysms are discovered incidentally on routinely acquired brain vasculature
scans, where the presence of an aneurysm is generally not expected.
In case of small aneurysms (< 7 mm) the detection is difficult and such
aneurysms could easily be missed. Our goal was to develop and validate an
algorithm to detect and highlight potential aneurysm locations in the 3D an-
giographic image. This would draw the attention to potential aneurysm cases,
while also slightly speeding up the whole vasculature inspection process for the
neuroradiologist. The main advantage of using such a tool would be to reduce
the number of missed aneurysms.
Figure 3.1 shows the aneurysm detection protocol we will employ. Firstly, the
3D angiographic image is to be projected onto a plane from multiple different
angles to get a set of 2D images (projections). The next step is to detect the
potential aneurysms in all 2D images and, finally, use reconstruction to create
a 3D probability map of aneurysms. To automated the detection, a threshold
may be applied to the 3D probability map to get the most plausible aneurysm
locations. Next, each methodological step will be presented in a separate section.
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Figure 3.1: Aneurysm detection protocol.
3.1 3D-2D Projection
3.1.1 Digitally reconstructed radiography
Because our neural network was designed to take 2D images as input, we needed
a fast and a reliable tool for the 3D to 2D projection. We used a DRR (digi-
tally reconstructed radiography) algorithm to create a 2D projection. The DRR
algorithm simulates radiographic imaging by integrating the attenuation coeffi-
cients along the path from the X-ray source to each pixel on a virtual detector
plane. Hence, for each projection a source position, CT volume and plane (DRR)
position and orientation (figure 3.2) need to be determined.
Generation of DRRs is computationally very intensive. One possible DRR
algorithm is a basic ray tracing algorithm. The basic ray tracing algorithm is a
slightly modified version of the algorithm proposed by Siddon [24] for fast deter-
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Figure 3.2: Creating 3D to 2D image projection.
mination of the radiological path length. The DRR algorithm traces rays from
the X-ray source through a 3D mode1 of the patient made up of voxels deter-
mined from CT scans. Each voxel is characterized by its position in the patient
model, its three dimensions, and the CT intensity value, which is proportional
to the attenuation coefficient of the structure contained in that particular voxel.
The voxel dimensions are determined from scanning parameters, such as slice
thickness, interslice spacing, scan window diameter, and scan matrix size.
For each pixel in the DRR, we need to trace one ray. Thus for a DRR of
size 512 × 512 there are 5122 rays to be traced from the X-ray source through
the volume of CT scans to the image plane, each ray ending on a separate pixel.
A piecewise approximation to the line integral of the effective linear attenuation
coefficient is accumulated along the ray. A ray is separated into segments defined
by the entrance and exit points for each voxel intersected by the ray. The length
of each segment, computed from the coordinates of the entrance and exit points, is
multiplied by the voxel’s intensity value, and accumulated. The sum of products
for each ray is used in an exponential expression to represent ray attenuation and
thus arrive at the value of each pixel intensity on the DRR.
3.1.2 Fast implementation
For our purposes we need multiple projections of each of the 3D images. To
obtain the projections the CT volume was rotated in steps of 10 degrees about
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axis X for 35 times, yielding a total of 36 projections (including the one at zero
degree angle). The DRR output image size was set to 512× 512. Because of the
large number of 3D images a CUDA (Compute Unified Device Architecture; an
application programming interface to run parallel tasks on a graphic processing
unit) implementation of the DRR algorithm was developed, which allowed to
quickly compute the DRRs on a graphic card. The NVIDIA GTX 970 with 4GB
RAM was used. Typical execution times for each projection were on the order
of miliseconds. See Figure 3.3 for projection images of several different rotation
angles of the same 3D DSA image.
Figure 3.3: Projections of a 3D DSA image at different rotation angles as noted
in the images.
3.2 Aneurysm detection
Due to several highly successful applications in the domain of medical image
analysis we have decided to use the U-net convolutional network architecture for
aneurysm detection in the 2D projection images. The U-net consists of several
nested layers, including convolutional and transpose convolutional operations and
skip connections, thus it falls into the category of deep learning based algorithms.
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3.2.1 U-Net neural network
The U-net was proposed in 2015 by Ronneberger et al. [25] in the paper enti-
tled “U-Net: Convolutional Networks for Biomedical Image Segmentation” and
was primarily aimed at image segmentation. Ever since it has been successfully
applied for various segmentation and other medical image analysis tasks.
The U-net bears its name according to its U-shaped network architecture.
The main idea behind the U-net is to supplement a usual contracting network
by successive layers, where polling operations are replaced by the upsampling
operators and adding skip connections. The U-net learns to segment images,
or any other similar task, in an end-to-end setting, which simply means that a
raw image is input and a final segmentation map is output. The main challenge
is, however, that we usually have few annotated images, while the U-net has
several million parameters. Therefore, training a U-net to get a good test set
performance, i.e. similar to that on the training set, poses a difficult challenge.
Network Architecture
The network architecture is illustrated in Figure 3.4. Starting from the input
image on the left side there is a contracting path, while on the right side there
is the expanding path. The contracting path follows the typical architecture of
a multilayered convolutional network. It consist of the repeated application of
two 3 × 3 convolutions, followed by a rectified linear unit (ReLU) as activation
function and a 2 × 2 max polling operation with stride 2 to downsample the
feature maps compared to the input image or feature map. Together with the
downsampling step we double the number of feature channels.
The expanding path consists of an upsampling of the feature map followed by a
2×2 convolution (”up-convolution” or ”transpose convolution”). Up-convolution
halves the number of feature channels, then a feature map cropped correspond-
ingly is concatenated via skip connection from the contracting path, and a two
3× 3 convolutional layers, each followed by ReLU are applied. At the final layer
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Figure 3.4: U-net deep learning network architecture.
we have 1× 1 convolutional layer, which maps each 64-component feature vector
to the desired number of classes. In total the U-net architecture that we used
had 23 convolutional layers.
Optimizers
Optimization algorithms (optimizers) help us minimize (or maximize) an error
function E(x), which is simply a mathematical function dependent on the model’s
internal trainable parameters. These are used in computing the target values(Y)
from the set of predictors(X) used in the model.
The internal parameters of a model play a very important role in efficiently and
effectively training a model and producing accurate results. This is why various
optimization strategies are used to update and calculate the optimal values of
the U-net’s model parameters. The number of model parameters influences our
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model’s ability to learn the mapping between X and Y and the their final values
determine the output of a model. Most commonly used optimization routines
are:
• SGD – stochastic gradient descent optimizer;
• RMSprop – this optimizer is usually a good choice for recurrent neural
networks;
• Adagrad – is an optimizer with parameter-specific learning rates, which
are adapted relative to how frequently a parameter gets updated during
training; the more updates a parameter receives, the smaller the learning
rate;
• Adadelta – is a more robust extension of Adagrad that adapts learning rates
based on a moving window of gradient updates, instead of accumulating all
past gradients; in this way, Adadelta continues learning even when many
updates have been done;
• ADAM - is a combination of RMSprop and SGD with momentum; it uses
the squared gradients to scale the learning rate like RMSprop and it takes
advantage of momentum by using moving average of the gradient instead
of gradient itself like SGD with momentum.
Batch size
The batch size is a hyperparameter that defines the number of samples to
employ in the update of the internal model parameters. Batch can be explained
like for-loop iterating over one or more samples and making predictions. At the
end of the batch, the predictions are compared to the expectations and error is
calculated. This error is backpropagated through the network in order to update
the model parameters. Usully the training set is divided into one or more batches.
Epochs
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The number of s is a hyperparameter that defines how many times the learning
algorithm will work through the entire training dataset.
The number of epochs is traditionally large, often hundreds or thousands,
allowing the learning algorithm to run until the error from the model has been
sufficiently minimized. You may see examples of the number of epochs in the
literature and in tutorials set to 10, 100, 500, 1000 and larger.
Figure 3.5: Example of loss changing through epochs.
It is common to create the error and performance measure plots (see Figure
3.5) that show epochs along the x-axis as time and the error or loss of the model
on the y-axis. These plots are sometimes called learning curves. These plots can
help to diagnose whether the model has over learned, under learned, or is suitably
fit to the training dataset.
3.3 Three-dimensional reconstruction
For reconstruction algorithm the filtered backprojection algorithm was applied.
First pioneers in this area were Kuhl and Edwards, who produced the first recon-
structed in vivo patient tomographs. Their principal application was radioiso-
tope imaging [26]. The approach based solely on the backprojection algorithm
is appealing, because it can be implemented very easily. Our implementation of
backprojection operation is very similar to 3D-2D projection (section 3.1). The
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backprojected images are simply summed to get a 3D reconstruction. However,
the resulting image is only a crude approximation of the original object. The rea-
son is that backprojection induces smearing or low pass filtering, which should
be compensated for by applying an inverted, high-pass filter. Common choices
are Hann, Hamming, Shepp-Logan, Cosine and Ram-Lak filters.
Algorithm 1: Image reconstruction algorithm.
1 Create empty 3D volume based on CT volume;
2 for Number Of Rotations do
3 Rotate 3D volume for rotation angle;
4 Filter 2D image with Hann filter;
5 for Voxels in 3D Volume do
6 Project voxel (green circle on Figure 3.7) to plane (projected
voxels are yellow circles on 2D image (Figure 3.7));
7 Determine projected voxel value by interpolating surrounding
image values;
8 Add projected voxel value to 3D volume voxel value;
9 end
10 end
The first step in the image reconstruction algorithm (Algorithm 1) is to create
an empty 3D volume based on the known sizes of the DSA volume. For example,
if dimensions of DSA volume are 400× 500× 380, we need to create 3D volumes
of the same dimensions. The easiest way to do this is to create a 3D array with
all values set to zero.
The outer for loop of the algorithm iterates through the set of angles and
rotates the 3D volume with respect to its center about axis X. These angles
correspond exactly to those chosen during the 3D-2D projection stage. We need
to use same angles and the same center of rotation (here we used the center of
the 3D DSA image) in order to get a correct 3D image reconstruction.
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An important step before backprojection is to apply the high-pass filtering of
the 2D image. We tried Hann, Hamming, Shepp-Logan, Cosine and Ram-Lak
filters. For our purposes Hann filter proved to give the best reconstruction image
quality.
Figure 3.6: Left: 2D image filtered with the Hann filter. Right: unfiltered 2D
image. Both pictures have associated color bars.
The core of image reconstruction is the backprojection and is represents the
inner for loop in Algorithm 1. The First step of backprojection is to project
each voxel’s position (usually the center of voxel) to the 2D image. On the 2D
image we calculate value for each projected voxel from the 2D values (yellow
circle on Figure 3.7) using bilinear interpolation. Here the 2D values are the
aneurysm probabilities as obtained by the U-net. Bilinear interpolation uses four
surrounding neighboring pixel values to assign the output value by taking the
weighted average. It applies weights based on the distance to the four surrounding
pixels. These pixel values are assigned to the voxels in the 3D image to obtain a
3D backprojection image.
The last step in the inner for loop that completes the image reconstruction
is to add the backprojected values to the output 3D volume. After all rotation
angles are visited the value in each voxel of the output 3D volume will be a sum
of backprojected voxel values for each corresponding rotation of the 3D volume.
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Figure 3.7: Backprojection as implemented for the purpose of image reconstruc-
tion.
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4 Aneurysm growth analysis and
classification
Current practice to assess the morphologic changes between a baseline and follow-
up aneurysms is to independently extract the corresponding aneurysm domes
and then compute cross-sectional features. A schematic for this approach is in
Figure 4.1. Extracting the aneurysm is performed by finding the aneurysm neck.
We used the automated cutting plane positioning (ACP) [19], where the neck is
assumed to lie in a plane. This approach may introduce bias into the assessment
of morphologic feature changes, because the ACP is computed separately for the
baseline and follow-up aneurysm, without taking into account the correlation
between the shape of the two aneurysms.
We developed a novel approach based on iterative non-rigid mesh to mesh
deformation to get a best match between baseline and follow-up aneurysm surface
mesh (see Figure 4.2). An immediate advantage is that, albeit the approach uses
separate cutting plane positioning for the baseline and follow-up aneuryms in the
initial coarse registration step, the follow-up aneurysm isolation is later discarded
and the baseline isolation is propagated to the follow-up aneurysm.
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Figure 4.1: A schematic of cross-sectional approach for extracting morphologic
features of aneurysm changes.
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Figure 4.2: A schematic of our novel shape morphing approach for extracting
morphologic features of aneurysm changes.
The non-rigid deformation is applied only to the baseline aneurysm, which is
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deformed into the follow-up aneurysm. Thus only the baseline isolation or the
baseline cutting plane position would have an effect on feature computation.
In subsequent section the novel approach to extract morphologic features from
two aneurysm scans is outlined in detail. First section is dedicated to initial
coarse alignment step based on rigid shape co-registration algorithms, while in
the second the non-rigid registration algorithm is introduced.
4.1 Rigid registration
First step of the registration based analysis and classification of intracranial
aneurysm growth is a rigid registration of baseline and follow-up aneurysms.
Both are represented as surface mesh data, so each aneurysm’s surface mesh is
presented with vertices in 3D coordinate system and with faces (set of three con-
nected points or their indices representing the triangle face). The baseline and
follow-up mesh are generally not registered so some sort of initial rigid registration
is needed to quantify aneurysm growth correctly.
Our rigid registration was composed of two consecutive steps: (1) a globally
optimal rigid registration and (2) locally optimal rigid registration. For the first
step we used a globally optimal iterative closest point (Go-ICP)[27] algorithm,
which integrates the local ICP registration into a branch and bound (BnB) al-
gorithm to search the entire 3D motion space SE(3), thereby solving the global
optimization problem. This gives an initial guess of the rigid transformation that
aligns the coordinate systems of the baseline and follow-up aneurysm surface
meshes.
In the subsequent second step a locally optimal registration is applied to refine
the initial guess provided by the Go-ICP. We used coherent point drift (CPD)
shape registration algorithm [28], which is based on local shape correspondences.
The obtained final rigid transformation was used to align the baseline and follow-
up surface meshes, including both the aneurysm and the surrounding vessels.
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Figure 4.3: Before (left) and after (right) rigid registration. Red shape is baseline
aneurysm while blue shape is follow-up aneurysm.
Baseline and follow-up mesh may have different shape. The structural differ-
ences may be caused by potential aneurysm growth between the baseline and
follow-up imaging sessions. Structural differences can potentially cause poor
shape co-registration with the Go-ICP. To address this we used the ACP al-
gorithm in order to separate the aneurysm from the surrounding vessels. Our as-
sumption was that the surrounding vessels do not change greatly between baseline
and follow-up imaging, therefore we decided to use only the vessels’ vertices for
rigid registration. Thus the input into the Go-ICP and CPD registration methods
were points on the vessels’ surfaces. Using only the vessels’ points improved the
registration robustness to aneurysms exhibiting large morphologic changes (see
Figure 4.3). The obtained rigid transformation is applied to the whole surface
mesh, i.e. to all vessel and aneurysm points as shown in Figure 6.8.
4.2 Non-rigid registration
Follow-up imaging is used to detect changes and growth in aneurysm shape. To
quantify quantity of changes we developed the iterative mesh to mesh deformation
algorithm (IMTMD). The basic outline is given in Algorithm 2.
Input to the IMTMD algorithm were the rigidly co-registered vertices and
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Algorithm 2: Iterative mesh to mesh deformation (IMTMD).
Input : Baseline Vertices and Faces, Follow-up Vertices and Faces.
Output: Baseline Vertices in every iteration.
1 In each Follow-up Vertex compute Surface Normal by averaging proximal
Face Normals;
2 for Number Of Iterations do
3 In each Baseline Vertex compute Surface Normal by averaging
proximal Face Normals;
4 for Vertex in Baseline Vertices do
5 Find all Intersections of line defined by the Vertex and its Surface
Normal and the Follow-up Faces;
6 Choose corresponding Intersection;
7 Calculate distance d between Vertex and the Intersection location;
8 end
9 Move Baseline Vertices towards of the Intersection locations;
10 end
faces from baseline ({VB,FB}) and follow-up ({VF ,FF}) mesh. For IMTMD
algorithm we used the whole surface mesh, including the parts corresponding to
the aneurysm dome and the surrounding vessels.
4.2.1 Computing vertices’ normals
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shapes, thus for notational brevity B and F were omitted hereafter. To compute
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where Nf is the number of neighboring triangle faces for vertex Vj with normal
−→nj , and C is set of indices of the neighbor faces of vertex Vj.
4.2.2 Computing surface intersections
Next and maybe the most important step of the IMTMD algorithm is to find
all intersections between a line defined by the vertex and its normal (t ∗
−→
nBj )
and the follow-up triangle faces. Between all intersections we need to chose the
corresponding triangle face. Simplified step by step procedure is presented in
Algorithm 3.
Algorithm 3: Find the line to surface intersection candidates and choose
the correct one.
1 for Number Of Baseline Point do
2 Find 40 closest points to a line, defined by baseline point’s normal;
3 Determine all suitable triangle faces;
4 for Number Of Faces do
5 For each chosen triangle face check if the line intersects with it;
6 end
7 Choose the closest intersection, searching candidate intersections in
two opposite directions;
8 Determine which direction is the correct one;
9 end
First step in the Algorithm 3 is to find 40 closest point to line defined by
vertex and its normal (t ∗
−→
nBj ). Distance of all vertices to line is computed with
the help of cross product:
Dj =
−→
nBj × (V Bi − V F ) (4.2)
where Dj are distances from line (t∗
−→
nBj ) to all follow-up vertices, V
B
j is a baseline
vertex on index j and V F are all vertices of the follow-up mesh. The closest 40
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vertices are determined with the help of python package NumPy [29] and function
argsort().
The next step is to determine all suitable triangle faces. Suitable faces are
the ones that are formed exclusively from the 40 vertices chosen in the first step.
At this point we enter the second for loop to check intersection between line and
plane. The procedure to find the intersection between the line and the plane is:
(−→r0 + t ∗
−→
nBj −−→p0) ∗ −−→nface = 0 (4.3)
where t is a scaling factor of the baseline normal, −→r0 is vector between the co-
ordinate system’s center and start of baseline normal, −→r is vector between the
center and end of baseline normal, −→p0 is vector between center and face normal.
Derivation of equation 4.3 is based on equations:
(−→p −−→p0) ∗ −−→nface = 0 (4.4)
−→r = −→r0 + t ∗
−→
nBj (4.5)
where −→p is vector between coordinate system’s center and intersection. From
equation 4.3 we extract t and compute −→p with equation 4.6:
−→p = −→r0 + t ∗
−→
nBj (4.6)
Graphic presentation of the intersection between line and one triangle face is
presented in figure 4.4.
Once we determine the point of intersection between the line and plane, we
need to check if this intersection is inside or outside the triangle face. Therefore
we stack only intersections that are inside the triangle face. Because shape of
the aneurysm is not flat, one line can have between 0 and 4 (typically, but more
is possible) intersections. Figure 4.4 represents the case with 2 intersections. In
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Figure 4.4: Presentation of line with a triangle face intersection. Vector ~nBj is
normal of baseline point, vector ~nface is normal of follow-up triangle face, P is a
point in baseline, Pint is intersection point between line and triangle face, t is a
scaling factor of ~nBj . Intersections can also appear in the reverse direction of
~nBj .
order to choose the correct intersection is to reduce the number of intersections to
only the closest intersections in the normal’s direction
−→
nBj and its reverse direction.
After reduction we are left with 2 or less intersections. The decision between those
2 (or less) is made according to the following three steps:
1. Compute dot product between
−→
nBj and intersection normal.
2. Check if maximum of dot products is higher then 0.3.
3. If True choose the one with the highest dot product.
In step two we have empirically defined a threshold of 0.3, which resolves the
situations when all intersections are in the reverse normal’s direction. Hence, with
a non-negative threshold all of the intersections not coinciding with the direction
of normal approximately in the same direction as
−→
nBj are removed. In step three
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there can be one on more candidates, from which the intersection that has most
similar orientation is selected. If no intersections are found, the particular point
is assigned zero motion.
In the inner for loop of Algorithm 2 the final step is to calculate the distance
d between V Bi and the intersection chosen in previous step. Assuming the normal
was normalized we extract t from equation 4.5 for our chosen intersection and
assign d = t.
Figure 4.5: Line mesh intersection. Green mesh is baseline while red mesh is
follow up aneurym.
4.2.3 Surface vertex motion
Following Algorithm 2 the last step in the first for loop is to move baseline’s shape
surface vertices V B in the direction of the intersection location for a distance κ ·d,
where κ < 1 is a non-negative coefficient of displacement. Choosing the the value
κ < 1 would try and map the baseline to the follow-up surface mesh, effectively
simulating aneurysm growth, if present. All steps are repeated until the mean
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point-to-intersection distance across all baseline points is small enough or the
maximal number of iterations (set to 30) is reached.
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5 Morphologic features of aneurysm
growth
5.1 Cross-sectional features
In current clinical practice the aneurysm morphology is studied based on comput-
ing cross-sectional morphologic features [30, 17]. To monitor growth there cross-
sectional features, such as the maximum dome height illustrated in Figure 5.1,
the intracranial aneurysms are quantified at baseline and follow-up compared to
determine whether growth has occurred. For instance, if the follow-up maximum
dome height is larger than at baseline for as much as 1 mm, then it is considered
that the aneurysm has grown.
In order to extract these features from a vascular surface mesh needs to be
extracted based on the original 3D DSA, CTA or MRA image. Our surface
meshes were extracted from CTA images and each mesh was split into aneurysm
and parent vessel parts using a computerized method for cutting plane positioning
[19]. The part containing the isolated aneurysm shape was used to compute all
the features.
In order to study the morphologic changes of between the baseline and follow-
up aneurysms the relative change for each of those features was computed by sub-
tracting the corresponding baseline and follow-up values and dividing by baseline
value. The obtained longitudinal feature values were then evaluated as a potential
surrogate biomarkers of aneurysm growth, i.e. their ability to correctly classify
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growing and non-growing aneurysms was evaluated.
The cross-sectional features that we considered in this thesis are described in
the next subsections.
5.1.1 Maximum dome height
The maximum dome height (HMAX) is a simple measure that is formally defined
in accordance with Raghavan et al. [31] as the maximum perpendicular height
of the intracranial aneurysm; i.e., the maximum perpendicular distance from the
base to the tip of the dome, where base lies in the neck plane (Figure 5.1).
Figure 5.1: Graphic presentation of a cutting plane positioned by the ACP
method (yellow line) and HMAX (black line with arrow).
5.1.2 Aspect ratio
The aneurysm’s aspect ratio (AR) was defined as the ratio of the maximum





where the average neck diameter was calculated as twice the average distance from
the neck centroid to all the edges along the neck. Neck position was determined
by the ACP [19].
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5.1.3 Volume
Volume (V) of the aneurysm was defined as the volume contained by surface
mesh of the aneurysm dome on one side and by the cutting plane that defines the
aneurysm neck on the other side. In case there was another vessel above cutting
plane we manually closed the hole in the mesh by introducing new vertices and
triangle faces.
5.1.4 Surface area
Surface area is a sum of all triangle face surfaces that belong to the aneurysm
dome, i.e. surface mesh isolated above the cutting plane defining the aneurysm
neck. In case there was another vessel above cutting plane we manually closed
the hole in the mesh by introducing new vertices and triangle faces. Close to
neck plane where triangle faces were split in two based on the cutting plane we
included only the part of triangle face that is above neck cutting plane, i.e. a
part of the aneurysm dome.
5.1.5 Undulation index
The aneurysm’s undulation index (UI) was defined as:
UI = 1− V
Vch
, (5.2)
where V is the volume of the aneurysm above the neck plane and Vch is the volume
of the convex hull. The convex hull of the aneurysm is the smallest volume that
fully encloses the aneurysm volume and that is convex at all points. It resembles
a plastic wrap attached to the neck and stretched over the aneurysm surface.
The parameter UI captures the degree of aneurysm surface concavity, which can
be significant when the aneurysmal sac has strong undulations or when daughter
aneurysms are present.
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5.1.6 Ellipticity index
Ellipticity index (EI) characterizes the deviation of the aneurysm convex hull
from that of a perfect hemisphere and is thus a measure of aneurysm elongation.
It is defined as:






where Sch is the surface area of the convex hull.
5.1.7 Non-sphericity index
The non-sphericity index (NSI) is similar to the EI, but it uses the actual
aneurysm volume and surface area to characterize the deviation of the IA ge-
ometry from that of a perfect hemisphere. It is defined as:




The value of this parameter is influenced by the ellipticity and surface undulations
and hence can be thought of as a combination of EI and UI.
5.2 Shape deformation based features
Based on the baseline aneurysm shape deformations as obtained by the IMTMD
(see Chapter 4.2) across several iterations we derived four novel longitudinal
features:
• MPL – median path length
• dSA – differential surface area
• dV – differential volume
• ICDD – integral of cumulative deformation distances
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All four morphologic features were computed using only the aneurysm dome
mesh, i.e. the surface mesh above the cutting plane positioned by the ACP. The
reason is that it is assumed that the vessels do not change much between two
consecutive imaging sessions.
5.2.1 Median path length
Path length (PL) integral was approximated by summing the deformations vec-




‖vBi (k)− vBi (k − 1)‖ , (5.5)
where kmax is number of iterations, v
B
i (k) are baseline vertices in iteration k and
vBi (k − 1) are baseline vertices in iteration k − 1.
For stable aneurysms we expect that the distribution of PLi, for all indices iA
belonging to the aneurysm dome, i.e. {iA; vBi ∈ VB/VBvessels}, will be unimodal
around the value zero, while for growing aneurysms it will extend from zero
towards higher values and potentially even exhibit multiple modes. Thus, we
propose to use as morphologic feature the median path length (MPL), normalized




, iA ∈ {i; vBi ∈ VB/VBvessels}. (5.6)
The role of HMAX is to normalize the PLs according to the baseline size of the
aneurysm, thereby expressing its relative growth.
5.2.2 Differential surface area
Change of aneurysm’s surface area is analogous to its cross-sectional counterpart,
but the differential variant proposed here was computed based on the deforma-
tions computed by the IMTMD method. For this purpose we determined, based
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on the cutting plane, the set of vertices and faces of the baseline aneurysm shape
belonging to the aneurysm dome as:
FBdome = FB/FBvessels, VBdome = {vBi ∈ fBk ; fBk ∈ FBdome} . (5.7)
For each vertex vBi ∈ VBdome we first computed the surface area SABj of each face
fBj ∈ FBdome and then, according to the vertex deformations, moved the vertices
to final locations vBi (kmax) and recomputed the surface area, which yielded the
estimate as ŜA
F














, {j; fBj ∈ FBdome} . (5.8)
5.2.3 Differential volume
Change of aneurysm’s volume is analogous to its cross-sectional counterpart, but
the differential variant proposed here was computed based on the deformations








where kmax is number of IMTMD iterations, nt is number of triangles in baseline
mesh and Vij is the volume contained inside 6 points (p1, p2, p3, p4, p5 and p6)
of triangle j in iteration i (red triangle on Figure 5.2) and in iteration i− 1 (blue
triangle on Figure 5.2).
5.2.4 Integral of cumulative deformation distances
Information about the morphologic changes of the baseline aneurysm lies in the
deformation field mapping the baseline aneurysm mesh almost perfectly into the
shape of the follow-up surface mesh. By analyzing the histogram of motion
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Figure 5.2: Graphic presentation of Vij. Blue triangle represents one of the tri-
angles in the aneurysm surface mesh in iteration i − 1, while the red triangle
represents this very same triangle in iteration i. Volume Vij is the volume con-
tained inside all 6 points (p1, p2, p3, p4, p5, p6).
distances for all baseline vertices we may observe the nature and degree of defor-
mations required to match the two surface meshes. Hence, it seems reasonable
to derive measures indicating aneurysm growth from such histograms. For this
purpose we computed the integral of cumulative distribution function of PLi (see






, iA ∈ {i; vBi ∈ VB/VBvessels}, (5.10)
where minV and maxV are the integral bounds in the cumulative distribution
function FPLiA(x), PLiA are path lengths of all baseline aneurysm dome vertices
across all the iterations.
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6 Experiments and Results
Experiments were performed separately for the aneurysm detection methodol-
ogy presented in Chapter 3 and for aneurysm growth analysis and classification
methodology presented in Chapters 4 and 5. This chapter has three parts:
• definitions of performance metrics,
• validation of aneurysm detection methods,
• validation of aneurysm growth analysis and classification.
6.1 Performance metrics
In this thesis we use different performance metrics for the detection and classifica-
tion tasks: AUC–ROC analysis and Mann-Whitney U test. A short explanation
of each performance metric is given in the following subsections.
6.1.1 Receiver operating characteristic analysis
For classification solutions the AUC – ROC curve is a common performance mea-
surement, which can measure system performance across a range of operating
configurations, for instance, at various threshold settings. The ROC is a proba-
bility curve and AUC represents a degree or measure of separability of two classes
in a binary classification task. It conveys the model’s capability to distinguish
between measurements in the two classes. The higher the AUC (ideal value is
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one), the better is the model at predicting the class labels correctly. In a disease
classification tasks, the higher the AUC, the better the model is at distinguishing
between patients with a particular disease and no disease.
Figure 6.1: Graphic presentation of ROC curve. TPR means true positive rate,
FPR false positive rate, AUC - area under curve (orange section under curve).
6.1.2 Mann-Whitney U-test
In statistics, the Mann–Whitney U test is a nonparametric test of the null hy-
pothesis that it is equally likely that a randomly selected value from one sample
will be less than or greater than a randomly selected value from a second sample.
It may be applied to test whether the means of two distributions differ from one
another.
One of the outputs of interest is a p-value. In statistical hypothesis testing,
the p-value or significance is, for a given statistical model, the probability that,
when the null hypothesis is true, the statistical summary would be greater than
or equal to the actual observed results. In a frequentist’s view the p-value may
interpreted as a fraction of repeated experiments on the samples randomly drawn
from the true distributions, which would yield that the null hypothesis is true.
Typically, we reject the null hypothesis if the p-value is below a certain threshold,
for instance, below 0.05.
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6.2 Aneurysm detection
Our aneurysm detection protocol consists of three steps: (1) 3D-2D projection,
(2) aneurysm detection using the U-net and (3) 3D image reconstruction (see
Figure 3.1). The input into 3D-2D projection were all available 3D DSA images
(see Chapter 2). For each of the 30 3D DSA images we created 36 2D projections
to 512 × 512 projection plane. The 3D-2D projection was optimized for speed
by implementing in CUDA application programming interface to achieve massive
ray-driven parallelization and computed on graphic processing unit.
Out of 30 DSA images we used 20 as a training dataset and 10 as a test
dataset. There were 40 confirmed aneurysms in all the 3D DSA images, from one
to a maximum of four in a single 3D DSA image. From those 40 aneurysms 28
were in the training dataset and 12 were in the test dataset.
During the experiment we trained multiple U-net models with different input
sizes and different epochs and batch sizes. In the end we used only one U-
net model’s output for image reconstruction. The models were trained on 720
projected images from the training dataset. All projections were downsized from
512 × 512 to 256 × 256 (width × height) to reduce memory complexity. Batch
size was set to 16 while the number of epochs was set to 100. We used Adam
optimizer and Dice coefficient as the loss function.
As input in image reconstruction we used the aneurysm 2D probability maps
output by the U-net model. The output is probability map thus represents a 2D
projection image of the 3D probability maps of the potential aneurysm location.
For the purpose of 3D reconstruction we used 36 2D probability maps obtained
for different angles of projection. The obtained output was a 3D probability map.
The image reconstruction step was coded in computer language Python and was
not optimized for speed.
Last step in determining the aneurysm location in 3D DSA images was to ap-
ply a threshold to the reconstructed 3D probability map. This step was done both
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individually and collectively. Individual manual thresholding was performed in-
teractively based on visual feedback for each 3D probability map separately using
BrainSeg3D, a visualization and segmentation software for 3D medical images.
Collectively thresholding was performed for all cases at once with one threshold
value for all cases, based on best operating point on ROC curve from training
data.
For validation we compared those thresholded images to gold-standard seg-
mentations (provided by neurosurgeons). In each comparison we searched for
true positive (TP), false positive (FP) and false negative (FN) cases. True posi-
tive cases are where the gold standard segmentation and thresholded image show
aneurysm in the same location. False positive is where the thresholded image
shows that there is aneurysm at certain position, while the gold standard does
not show anything at that location. Lastly, false negative case is when the thresh-
olded image does not show anything on the gold standard aneurysm location.
From those measurements we determined the sensitivity of aneurysm detec-
tion. Sensitivity, also called true positive rate (TPR), measures the proportion
of actual positives that are correctly identified as such. For visual representation
of sensitivity see Figure 6.2.
We also used ROC-AUC curves to see the difference and advantage between
manual thresholding and the predefined threshold across all cases.
6.2.1 Results
In order to compute 1080 3D-2D projections it took approximately 210 seconds,
thus one projection was computed in 19 milliseconds.
With the previously described U-net model and after 3D reconstruction of the
probability maps we found 23 out of 28 aneurysm in the training dataset, which
yields the sensitivity at 0.82. We also found 15 false positive cases (from none to
2 false positives per patient dataset) in the training dataset.
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Figure 6.2: Graphic explanation of sensitivity.
On the test dataset we found 9 out of 12 aneurysm, which sets the sensitivity
at 0.75, while 11 false positives were found (from 0 to 3 false positives per patient
dataset). We did not detect 25% of aneurysms on test dataset. Please refer to
Table 6.1 to compare the results on the train and test datasets.
Figure 6.3 shows a single ROC curve for all the patient cases (left graph),
meaning that for all cases we applied a single threshold to the 3D aneurysm loca-
tion probability map in order to obtain the binary classification map of detected
aneurysms. The AUC for the ROC curve on the left is 0.81. On the right the
plotter ROC curve was computed for each case separately, which actually shows
that in one test case the sensitivity is zero until the threshold is lowered substan-
tially. In the other cases, the sensitivity rises faster, going beyond 80% in the
majority of train and test cases. The corresponding AUCs vary between 0.95 for
the best case and 0.038 for the worst case.
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Table 6.1: Results of aneurysm detection for train and test datasets.
Train Dataset Test Dataset
Number of patients 20 10
Number of aneurysms 28 12
True positive 23 9
False positive 15 11
False negative 5 3
Sensitivity 0.82 0.75
Figure 6.3: The voxel-based ROC curve for all cases together (left) and for each
patient dataset separately (right, blue curves are training cases, red curves are
test cases).
6.3 Aneurysm growth analysis and classification
Input into aneurysm growth analysis and classification experiments were the base-
line and follow-up surface meshes and corresponding aneurysm dome meshes.
There were used to compute the best rigid registration with Go-ICP and CDP
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algorithms. The methods were applied to the baseline and follow-up surface
meshes, from which the corresponding aneurysm dome meshes were subtracted.
The Go-ICP was applied first and did not require any initial information or trans-
formation. Subsequently, the CPD was applied and used the affine transformation
computed by the Go-ICP and initialization.
After the rigid registration stage we used the full baseline and follow-up sur-
face meshes in the IMTMD algorithm. We set number of iterations kmax in the
IMTMD algorithm to 30 and the coefficient of displacement κ to 0.15. The de-
formation of baseline vertices output by the IMTMD were used to compute the
novel, deformation based morphologic features (MPL, dSA, dV, ICDD). Besides
the morphologic features we also stored the deformations at each iteration of the
IMTMD so as to later visualize the changes across iterations.
To speed up the experiment execution, the registration process was executed
in parallel, running several case on multiple different processor kernels at the
same time.
In the end, we compared our features with the well established cross-sectional
features and tested the ability of feature values to classify the growing and non-
growing aneurysms. The reference was established independently by a neuro-
surgeon. As performance metrics for the classification task we used AUC ROC
analysis and p-value based on Mann-Whitney U-test.
6.3.1 Validation of rigid registration
To validate rigid registration we visualized all 20 cases and visually inspected the
obtained output from the Go-ICP and CPD algorithms. We did not introduce
rigorous rules or validation protocols on how to determine if two different shapes
were registered. We simply visually inspected of all 20 cases in order to see if rigid
registration is reasonable at the parent vessels, a condition necessary such that
the IMTMD algorithm would deform the surface meshes due only to morphologic
changes of the aneurysm.
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Figure 6.4: All aneurysm cases after rigid registration divided into two groups:
stable and growing. Blue color is a follow-up aneurysm mesh while orange color
is a baseline aneurysm mesh.
It was established that the rigid registration worked sufficiently well in all
20 cases. Figure 6.4 shows all the 20 cases after rigid registration stage, such
that they are visualized by superimposing the follow-up onto the baseline surface
mesh. On the left there are growing aneurysm cases, which were slightly harder
to determine if the rigid registration worked well, because the aneurysm shape
changes between the two imaging sessions were also associated to changes in the
morphology of parent vessels. On the right there are the stable cases.
Execution time for rigid registration of a pair of aneurysm shapes is approxi-
mately linearly dependent on the number of points in the corresponding surface
meshes. For instance, the time required to compute one rigid registration between
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two surface meshes varied between 1 min and 15 min (see Figure 6.5), while the
number of points varied from 2000 to 8000. Note that both rigid registration
methods, the Go-ICP and CPD, were coded in programming language C and
were optimized for speed.














Figure 6.5: Computation times of the GoICP/CPD registration stage for each
pair of aneurysm.
6.3.2 Validation of non-rigid registration
The non-rigid registration stage should compensate all the differences between the
baseline and follow-up aneurysm surface meshes. Hence, computing the maximal
distance across all pairs of the nearest two vertices in the two meshes should be
close to zero after the registration was carried out.
Figure 6.6 shows the maximal distance between the baseline and aneurysm
shape depending on the number of iterations k; k = 1, . . . , kmax. It is clear that
the proposed registration approach was effective in compensating all morphologic
differences between the baseline and follow-up aneurysm shapes and that this was
generally achieved in about 25 iterations.
For a pair of shapes the execution times for the non-rigid registration ranged
from about 2 min to 40 min. As with the rigid registration methods, the regis-
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Figure 6.6: Maximal distance between the baseline and aneurysm shape depend-
ing on the number of iterations k.
tration times were approximately linearly dependent on the number of vertices
forming the baseline aneurysm dome shape as shown in Figure 6.7. The non-
rigid registration stage involved the proposed IMTMD method that was written
in programming language Python and was not optimized for speed. Nevertheless,
the method lends itself naturally to parallelization on modern massively parallel
computing architectures, which we expect could achieve huge speed-up compared
to current results.
The deformation as imposed on the baseline shape by the IMTMD algorithm
using color scaling is shown in Figure 6.8. In the upper row there is an example
of a growing aneurysm, while in the bottom row there is a stable (non-growing)
aneurysm. Baseline shapes (blue on the left) were iteratively deformed to match
the follow-up shapes (red on the right). The shapes in between correspond to a
deformed baseline surface mesh with respect to iterations 3, 10 and 20. The color
scale corresponds to the path length of the deformation, which is later used to
compute the MPL and the ICDD features (cf. section 5.2). Red color in color
scale is set to a maximum path length for each case separately, while the blue
represents to zero path length. Some parts of the aneurysm can also shrink, which
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Figure 6.7: Computation times of the IMTMD registration stage for each pair of
aneurysm.
is represented as negative values on the color scale and color in magenta.
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6.3.3 Growth classification performance
In Table 6.2 there is a comparison of cross-sectional features to the novel, shape
deformation based morphologic features. Among the cross-sectional features the
HMAX, SA and V were statistically significant and had the p-value lower than
0.01, which was the threshold used in this study. The best cross-sectional feature
was HMAX with p-value 0.0002 and AUC 0.98, followed by the SA with p-
value 0.0005 and AUC 0.95, V with p-value 0.0012 and AUC 0.92, NSI with
p-value 0.0349 and AUC 0.75 and AR with p-value 0.3642 and AUC of 0.55. The
very good classification performance of HMAX and ease of (manual) application
supports its use the current clinical workflow.
The shape deformation based features all scored the p-values lower than 0.0001
according to the Mann-Whitney U test. Hence, all the changes were statistically
significant. Furthermore, these features also scored an optimal value of AUC of
1.0 in the ROC analysis.
Box plots for cross-sectional (top row) and novel longitudinal features (bottom
row) are presented in Figure 6.9.
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Table 6.2: Performance of aneurysm growth detection for morphologic features
based on cross-sectional type of an analysis (HMAX, SA, V, NSI and AR) and
features based on longitudinal analysis (MPL, dV, ICDD and dSA). Statistically










HMAX 0.0002 0.98 0.26 (0.16) -0.01(0.06)
SA 0.0005 0.95 0.50 (0.31) 0.07 (0.08)
V 0.0012 0.92 0.96 (0.70) 0.09 (0.12)
NSI 0.0349 0.75 -0.04 (0.09) 0.01 (0.03)
AR 0.3642 0.55 0.06 (0.20) 0.02 (0.09)
Longitudinal
MPL 0.0001 1.0 0.07 (0.03) 0.01 (0.02)
dSA 0.0001 1.0 0.62 (0.35) 0.09 (0.04)
dV 0.0001 1.0 0.90 (0.46) 0.09 (0.09)
ICDD 0.0001 1.0 0.5 (0.08) 0.69 (0.04)
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7 Discussion
In this thesis we addressed two important clinically-motivated problems: (1)
intracranial aneurysm detection in 3D angiographic images and (2) analysis and
classification of morphologic changes, i.e. aneurysm growth, to derive surrogate
easy-to-use biomarkers. We have developed and validated state-of-the-art and
innovative novel solutions to the posed problems though advanced image analysis
techniques such as deep learning based segmentation and non-rigid shape co-
registration. In the following we discuss the respective contributions of this thesis
and outline
7.1 Aneurysm detection
The proposed detection framework consisted of three steps: (1) 3D angiographic
image projection, (2) deep learning based end-to-end aneurysm segmentation in
the 2D projections and (3) a 3D reconstruction based on filtered backprojec-
tion so as to obtain a 3D probability map of the aneurysms in the original 3D
angiographic image space.
The 3D to 2D image projection algorithm yields high-quality projection and
is very fast; it can generate nearly 1000 projections in just two minutes. Code
was written in CUDA application programming interface, which means a specific
hardware equipment (a graphic processing unit that supports CUDA) to run
projection algorithm needs to be used. The ability to change source position and
size of the projection plane gave us the opportunity to generate a large number
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and variety of training datasets for the U-net model learning and validation.
Although we used only 30 cases for learning and validation of the U-net model,
we could detect 75% of aneurysms on our validation dataset. This, however, is
not yet appropriate for immediate clinical use, but shows that the approach is
promising. Settings, which may have adversely impacted the performance were a
very low number of epochs and the fact that training the the model was performed
on a scaled image datasets. The projections also contained considerable amount
of artifacts, which resulted in poor signal to noise ratio in vascular structures
like vessels and aneurysms. Despite these known disadvantages we nevertheless
managed to establish a framework that seems promising for the detection of
intracranial aneurysms.
There are many options to further improve the detection. First is to increase
the number of patient datasets, but also training datasets (i.e. perform more pro-
jections). One of the logical next steps would be to to gather more 3D DSA cases
and aneurysm segmentations. However, those segmentations are time consuming
and are usually not performed in current clinical practice. Second, in the cur-
rent setting a limited number of projections (i.e. 36) were obtained by rotating
around a fixed axis. To increase the signal to noise ratio in the reconstruction
and further reduce the number of false positives, we aim to substantially increase
the number of projections and to employ projections from random views. We feel
that with more projections and more cases we would be able to detect close to
100% of aneurysms without little or no false positive cases.
One of the main reasons that we did not try these obvious enhancements is
that the 3D image reconstruction as currently implemented is very time consum-
ing. Our current implementation was performed on projection images downsam-
pled by a factor of two in each axis, which inevitably with 36 projections on case
we needed approximately 15 hours to reconstruct all 30 cases. Another logical
next step is thus to implement the 3D reconstruction algorithm in CUDA to speed
up the reconstruction process. This should allow us to train and try models with
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full resolution projections.
Other deep learning models may be applied for the purpose of our detection
task. While the U-net is a natural choice, its abundant number of parameters
renders it hard for training. While this can be alleviated to some extend by
generating more projections, which was one of the key reasons to adopt the present
framework, there may be other neural network architectures more suitable for
the detection task with considerably lesser amount of trainable parameters. One
option would be to use the multipathway models, performing inference at different
scales, e.g. using strided convolutions, and merging into a fully convolutional end-
to-end network.
Another approach is to devise a fully 3D convolutional network and skip the
3D to 2D projection and 3D reconstruction steps. There, the need for a large
number of training images would present an even more challenging problem of
acquiring such datasets and performing highly reliable annotations. Hence, our
approach has a clear advantage in this respect as it is possible and computation-
ally feasible to generate a huge number of projections to be used for training.
It should be noted though that the biological variability still remains limited
to the number of patient datasets. A mere 30 cases are not enough to describe the
diversity of intracranial aneurysms, especially when we describe small aneurysms
at different parts of brain vessels. Therefore, we would need more cases to train
deep learning model well. This approach to detect aneurysms from 3D DSA
images with deep learning definitely has potential and it seems worth pursuing
research in this direction.
7.2 Aneurysm growth classification
Six morphologic features were found promising as surrogate imaging based
biomarkers of aneurysm growth. Three (HMAX, SA, V) were among the ones
measured by cross-sectional analysis of baseline and follow-up aneurysm shape,
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while four were among novel features (MPL, dSA, dV and ICDD) based on shape
deformation or the so-called longitudinal analysis. The novel features also ob-
tained the lowest and most significant p values (0.0001) and the highest AUC
(1.00) scores based on an ROC analysis. Result in Table 6.2 shows that the mean
values of cross-sectional features SA and V are in a very good agreement with the
novel morphologic features dSA and dV mean feature values. This is somehow
expected, since the same quantity is being measured in two different ways, but
also indirectly validates the novel shape deformation based approach. However,
the novel features dSA and dV better differentiated between the stable and grow-
ing aneurysm groups according to more than five times lower p-values and higher
AUC values (5–8% higher).
Despite the fact that all longitudinal features have p value of 0.0001 and AUC
of 1.0, we propose using ICDD due to its insensitivity to the non - homogeneously
distributed points on 3D surface mesh. For this same reason we would not sug-
gest using the MPL feature because it is very sensitive to adding points to 3D
surface mesh and non - homogeneously distributed points with varying triangle
face sizes. Another consideration is that the MPL considers only a statistic of the
distribution and reflect a certain path length, which may be affected by the na-
ture of the aneurysm growth. For instance, if the entire aneurysm would growth,
this would clearly reflect in the MPL, while if a small daughter sac would have
appeared, this could have not been detection using the MPL.
From the results it is obvious that morphologic aneurysm features based on
shape co-registration could better classify aneurysms into stable and growing
groups than standard cross-sectional morphologic features. One potential limita-
tion of this ongoing study is a relatively low number of cases in both stable (8
cases) and growing (12 cases) aneurysm groups. To better estimate the robust-
ness of the novel longitudinal aneurysm growth classification framework we aim
to collect more cases, however, this is made difficult by the fact that “follow-up
imaging” is a fairly new approach in clinical workflow and, therefore, in the past
follow-up angiographic imaging of unruptured aneurysms has been rarely per-
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formed. Nevertheless, the statistical analysis on group of 8 stable and 12 growing
aneurysms cases showed that novel and very promising surrogate biomarkers of
aneurysm morphology change could be derived from the shape morphing based
approach.
One of the reasons for improved classification by the proposed shape mor-
phing approach is that it performs analysis on the baseline aneurysm and the
registration of the baseline onto the follow-up aneurysm shape. This approach
is highly sensitive to local morphologic changes. The IMTMD algorithm was
stopped after 30 iterations, because there were no more differences between the
deformed baseline and follow-up shapes (see Figure 6.6). Because the baseline
aneurysm was completely deformed into the follow-up aneurysm shape, we have
eliminated the effect of the cutting plane positioning between the baseline and
follow-up shapes in MPL, dSA, dV and ICDD. This, however, is the case in the
cross-sectional analysis, in which the cutting plane positioning was performed in-
dependently in the baseline and follow-up shapes. Furthermore, a side results of
the shape deformation based approach is that visualization of aneurysm growth
is possible and may serve as a powerful analytical tool for the neurosurgeons. For
instance, irregular growth including regional bulging and daughter sac formation
would be immediately visible, while this is not as obvious when simply visualiz-
ing the baseline and follow-up shape side by side. It remains to be determined
if and how such tools can aid the neurosurgeon in determining if aneurysm has
high risk of rupture and is thus dangerous for the patient and if and what kind
of treatment should be performed.
Our results show that follow-up imaging is far more accurate for predicting
future aneurysm growth in comparison to a previous study[17] that involved only
baseline imaging. For instance, among the most discriminative baseline features
according to Chien at al.[17] were the volume, surface area, size ratio and NSI,
which achieved the best AUC value of 0.721. Furthermore, the best feature and
AUC value achieved were dependent on the aneurysm size. With the proposed
shape registration approach we achieved AUCs of 1.0 in all tested features (i.e.,
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the MPL, dV, dSA and ICDD).
It seems feasible and intuitive to define clinical thresholds, which differentiate
between stable or growing aneurysms, based on the annualized feature values as
reported in Table 6.2. Based on such a threshold neuroradiologist may quite
reliably differentiate between stable and growing or respective low- and high-
risk aneurysms. The potential to improve patient outcomes and adverse socio-
economic consequences is rather huge, since the health-hazards associated to
coiling or clipping procedures, especially in small aneurysms, could be reduced in
patients with stable aneurysms through continuous follow-up imaging.
7.3 Future work
Aneurysm detection and segmentation with deep learning is not yet a well re-
searched area in the biomedical imaging community. While more and more pa-
pers are being published every year, there still does not seem to exist a robust
aneurysm detection software, that could be used in a clinical environment. In
order to translate the proposed projection-detection-reconstruction framework a
more extensive and rigorous validation is required, hence, the next step would be
to collect more 3D DSA, but also CTA and MRA cases and establish additional
performance measures so as to better understand the degree of sensitivity, ro-
bustness and reliability of the aneurysm detection software tool. Such endeavor
is a prerequisite for the actual translation and adoption of the developed tools
for clinical purposes.
Another important problem, not addressed in this thesis is aneurysm ex-
traction or segmentation from the 3D angiograms. For growth analysis and
classification we require to extract a 3D surface mesh of an aneurysm and sur-
rounding vessels (see Figure 2.2). For our purposes a 3D aneurysm surface mesh
was acquired with a marching cubes and smooth-nonshrinking algorithms. For
aneurysm growth classification we used the already prepared 3D surface meshes
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from Chien lab at the University of California Los Angeles. In the future, we
would like to automate the extraction and preparation of the 3D surface mesh of
the intracranial aneurysms from 3D DSA, CTA or MRA images.
An automated aneurysm extraction algorithm would need to produce a 3D
surface mesh of the aneurysm, recovering the anatomical details from often
sparsely sampled angiographic data. While the 3D DSA are acquired at high
resolution of 0.15 mm isotropic, this is not the case with MRA and CTA, which
are typically acquired at about 1 mm isotropic resolutions. It should be noted
that CTA is more common for follow-up imaging, while the MRA especially is
far more relevant and appropriate for the follow-up imaging paradigm, since it
is not associated with ionizing radiation. Thus on small aneurysms with dome
sizes between 3 and 7 mm a rather low resolution of 1 mm could pose a problem
for extraction of the aneurysm with high fidelity surface reconstruction, which is
needed to perform aneurysm growth classification.
In our opinion further research into the software tools for the detection and
quantification of intracranial aneurysms and their growth over time is essential
if we want to to deliver the best possible treatment to the patients. Aneurysm
”follow-up imaging” is a rather recent approach in clinical workflow and is not
yet used in many clinics around the world. Nevertheless, we feel that with the
development and validation of software tools, like the ones presented in this thesis,
the follow-up imaging of intracranial aneurysms would become more attractive
choice for the neurosurgeons, especially for the small aneurysms. In those it is
often the case that the risk of treatment is larger then the risk of rupture and the
follow-up imaging approach could help in patient management in such situations.
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alization for improved intracranial aneurysm detection,” IEEE Transactions
on Visualization and Computer Graphics, vol. 22(6), str. 1705–1717, 2016.
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