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Abstract 
Requirements form the backbone of contracting in acquisition programs. Requirements define the 
problem boundaries within which contractors try to find acceptable solutions (design systems). At 
the same time, requirements are the criteria by which a customer measures the extent that their 
contract has been fulfilled by the supplier. Therefore, requirements are instrumental in the 
success of acquisition programs. In this context, the quality of a requirement set is determined by 
the level of contractual safety that it yields. From a technical perspective, contractual safety is 
driven by the accuracy, precision, and level of completeness of the requirement set. 
Unfortunately, textual requirements do not provide acceptable levels of contractual safety, as they 
remain a major source of problems in acquisition programs. This is partly caused by the inherent 
limitations of natural language to statically capture written statements with precision and 
accuracy. In addition, natural language is difficult (often impossible) to parse into consistent 
logical or mathematical statements, which limits the use of systematic and/or automated tools to 
explore completeness. Model-based requirements have been proposed as an alternative to 
textual requirements, with the promise of enabling higher accuracy, precision, and completeness 
when eliciting requirements. However, this promise has not been demonstrated yet. Therefore, 
research is needed to understand the contractual impacts of using model-based requirements 
instead of textual requirements before model-based requirements can be widely adopted to 
support acquisition programs. This paper presents preliminary results of a research project that 
measures the contractual safety yielded by model-based requirements. Specifically, the research 
addresses the main question of whether using model-based requirements improves the 
contractual safety of acquisition programs compared to using textual requirements. The accuracy, 
precision, and completeness achieved by model-based requirements are empirically measured 
using an experimental study. We employ a notional airborne solution to a surveillance and 
detection problem. 
Introduction 
Requirements form the backbone of contracting in acquisition programs. Requirements 
define the problem boundaries within which contractors try to find acceptable solutions (design 
systems; Salado et al., 2017). At the same time, requirements are the criteria by which a 
customer measures the extent that their contract has been fulfilled by the supplier (INCOSE, 
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2015). Hence, it is not surprising that some authors consider requirements the cornerstone of 
systems engineering (Buede & Miller, 2016). 
Within an acquisition context, the quality of a requirement set is determined by the level 
of contractual safety that it yields. In the experience of the second author in acquisition 
programs (leaving contractual mechanisms aside and focusing only on the technical side of 
acquisition) contractual safety is driven by the accuracy, precision, and level of completeness of 
the requirement set: 
• Achieving accuracy is necessary to guarantee that the requirements capture the real 
needs of the customer (Salado & Nilchiani, 2017c). 
• Achieving precision is necessary to guarantee that the supplier interprets the 
requirements exactly as the customer intended when writing them (Salado & Wach, 
2019b). 
• Achieving completeness is necessary to avoid gaps in the problem formulation (Salado 
et al., 2017). If requirements are missing, a supplier may reach contractually acceptable 
solutions that do not fulfill the needs of the customer. 
Unfortunately, textual requirements do not provide acceptable levels of contractual 
safety, as they remain a major source of problems in acquisition programs (GAO, 2016; 
Gilmore, 2011). This is partly caused by the inherent limitations of natural language to statically 
capture written statements with precision and accuracy (Pennock & Wade, 2015). In addition, 
natural language is difficult (often impossible) to parse into consistent logical or mathematical 
statements (Fockel & Holtmann, 2014; Gervasi & Zowghi, 2005; Tjong et al., 2006), which limits 
the use of systematic and/or automated tools to explore completeness (Carson et al., 2004; 
Salado & Nilchiani, 2017b; Salado et al., 2017). 
Model-based requirements have been proposed as an alternative to textual 
requirements, with the promise of enabling higher accuracy, precision, and completeness when 
eliciting requirements (Salado & Wach, 2019b). Hence, we suggest that model-based 
requirements will improve contractual safety in acquisition programs. However, this statement 
remains to be proven. Although prior work has provided some indication in this direction (Salado 
& Wach, 2019b; Wach & Salado, 2021a, 2021b), we currently do not completely understand 
how engineers will interact with and interpret model-based requirements.  
In this paper, we present preliminary results of an experimental study that evaluates the 
contractual safety of model-based requirements by studying their precision, accuracy, and 
potential for completeness compared to textual requirements. Particularly, we show some initial 
results that measure the impact of both types of approaches in the elicitation of requirements 
that are properly bounded and free of unnecessary constraints. 
Literature Review 
Model-based Requirements 
Most of the literature in model-based requirements deals with aspects related to 
requirements management (e.g., requirements traceability and allocation (Badreddin et al., 
2014; Borgne et al., 2016; Holder et al., 2017; Holt et al., 2012; Marschall & Schoemnakers, 
2003; Mordecai & Dori, 2017; Ribeiro, 2018; Schmitz et al., 2010) or requirements engineering 
and management processes (Holt et al., 2012; Holt et al., 2015; Holt et al., 2012; Holt et al., 
2015). Modeling the actual requirements is generally accomplished with one of two approaches. 
The first approach defines a specific type of model object that encapsulates the requirement, 
which is formulated using a textual statement. For example, SysML uses elements called 
requirement element and requirement diagram (Friedenthal et al., 2015). Given the inherent 
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vagueness of natural language to formulate requirements (Salado & Wach, 2019b), such 
modeling approach provides minimal improvement with respect to working with textual 
documents (from the perspective of enabling computational assessment of requirement 
completeness). While parsing textual requirement statements into a set of properties or 
constraints associated to objects has been shown to be feasible in software systems (Lu et al., 
2008), since parsing protocols rely on the structure of natural language, and not on meaning, 
the resulting requirements model inherits the vagueness of natural language. 
In the second approach, system models are directly flagged as requirements. They often 
use behavioral models and/or state machines to capture functional requirements (Aceituna et 
al., 2011; Aceituna et al., 2014; Adedjouma et al., 2011; Soares & Vrancken, 2008; Ouchani & 
Lenzinia, 2014; Pandian et al., 2017; Siegl, 2010), and non-functional requirements are 
captured as properties or attributes of the system (Reza, 2017; Saadatmand, 2012). For 
example, in SysML, this is achieved by defining values for the physical block that represents the 
system for which requirements are being formulated (Fockel & Holtmann, 2014; Holt et al., 
2015). However, this second approach presents two weaknesses, which are discussed at length 
in Salado and Wach (2019b). First, the separation between functional and non-functional 
requirements is ambiguous (Salado & Nilchiani, 2014), since, from a systems-theoretic 
standpoint, such a distinction does not really exist (Salado & Wach, 2019b). Requirements 
modeled in such a way may therefore inaccurately capture the requirement of concern. Second, 
since directly using behavioral models of the system of interest imposes a solution as the 
requirement (INCOSE, 2012), such requirements may also unnecessarily constrain the solution 
space (Salado et al., 2017).  
To overcome these problems, formal requirement models that prescribe a requirement 
structure without relying on pre-existing textual statement have been proposed (Borgne et al., 
2016; Micouin, 2008). For example, Micouin defines a requirement as a combination of a 
condition (e.g., when flying), a carrier (e.g., the system), a property (e.g., power consumption), 
and a domain (e.g., less than 100 W) (Micouin, 2008). While internally consistent, these 
structures do not prescribe the type of property that may be defined. As a result, they allow for 
imposing a system solution by defining design-dependent requirements, which are considered a 
poor practice in requirements engineering (INCOSE, 2012) because they unnecessarily 
constrain the solution space (Salado et al., 2017). 
Alternatively, requirements have also been modeled as exchanges in which the system 
of interest participates. Three approaches are predominant: model requirements as data 
exchanges (Teufl, 2013), as exchanges between actors (Miotto, 2014), and as input/output 
transformations through physical interfaces at the system boundary (Salado & Wach, 2019b). 
The first approach is insufficient to model space system requirements because it is only capable 
of modeling data exchanges, not physical aspects of the problem space. While the second 
approach (modeling requirements as exchanges between actors) may be promising to model 
stakeholder needs, it is not adequate for system requirements. This is because the requirement 
remains unbounded (dependent on the actions of external systems), which is considered a poor 
practice in requirements engineering (INCOSE, 2012). The third approach, which is the basis of 
True Model-Based Requirements (TMBR), is consistent with the principles of systems theory 
and the guidelines for writing good requirements (Salado & Wach, 2019b). It was used as the 
basis to develop the TMBR approach used in this paper and described in the next section. 
The True Model-Based Requirements Approach 
In this paper, TMBR is implemented as an extension of behavioral and structural model 
elements of SysML (Friedenthal et al., 2015). The usage of the different model elements relies 
on semantics that differ from those corresponding to the original model elements in SysML. 
Specifically, the models presented in this paper capture solution spaces (sets of solutions), not 
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systems (single solutions). While SysML models are used for diagrammatic purposes, their 
meaning differs from the traditional SysML specification. In particular, TMBR’s implementation in 
SysML is architected as follows: 
1. An extended sequence diagram captures the required logical transformation required to 
the system. 
2. Signals capture required logical inputs and outputs with their required attributes. 
3. Ports in block elements capture the required physical interfaces and their required 
properties through which inputs and outputs are conveyed. 
4. An extended state machine diagram is used to capture mode requirements, which 
capture the simultaneity aspects of requirements applicability. 
A visual representation of the basic construct of a requirement modeled as an 
input/output transformation is shown in Figure 1. Blocks are used to represent the system of 
interest for which requirements are being defined and sequence diagrams are used to capture 
the required flow of inputs (and outputs) to (and from) the system. In this way, the system 
remains a solid line, preventing the modeler from defining design-dependent or inner aspect of 
the system; only the system’s behavior at its boundary in the form of external inputs and outputs 
is allowed. In (and out)-flows to (and from) the system are defined as items (i.e., energy, 
information, or material) not as actions, hence guaranteeing consistency with systems theoretic 
principles for system requirements. 
 
Figure 1. Input/Output Transformation Sequence Between a System and an External System 
The signal element is used to capture the required input and output characteristics. 
Attributes of the signal are used to capture the required characteristics of the inputs and 
outputs. Examples of an input and an output are shown in Figure 2. The required interfaces 
through which the required inputs and outputs must be exchanged are captured using ports. An 
example of this is shown in Figure 3. The required properties of the interfaces are captured 
using InterfaceBlocks. Properties and values are used to capture requirements on the physical 
and transport (data) layers of the interface. An example of a modeled interface is shown in 
Figure 4.  
 
Figure 2. Example of Input/Output Signals 
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Figure 3. Example of Logical Capture of Interfaces 
 
Figure 4. Example of Use of an InterfaceBlock to Capture the Characteristics of an Interface 
Simultaneity of requirements applicability is captured by extending the use of SysML 
state machine diagrams rather than capturing all requirements in one large sequence diagram. 
This is defined as a mode requirement, which captures all requirements that “do not have 
conflicting requirements and that must be fulfilled simultaneously” (Salado & Wach, 2019b). An 
example of this is shown in Figure 5. In this example, the Accept external energy requirement 
and the Compute tasks requirements need to be fulfilled simultaneously. 
 
 
Figure 5. Example of a Mode Requirement Used to Capture Requirement Simultaneity 
It is critical to note that the state objects in the state diagram do not represent states in 
the traditional sense of SysML. They are only used in this implementation of TMBR to capture 
operational scenarios under which different requirements are expected to be fulfilled at the 
same time. The model does not impose any design constraint for the system, such as what 
states it will have; such design decision is left open. Eventually, a real state machine diagram 
that captures the actual behavior of a potential system (not the required one) may have a 
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completely different set of state elements (in the diagram) than the mode requirement diagram 
contains for indicating requirements applicability (i.e., as used in this paper). This is because in 
a solution model, state elements capture system states, whereas, as indicated, state elements 
in TMBR capture operational conditions that differ in the requirements that need to be fulfilled 




A total of 44 participants participated in the study, and 40 participants finished the study 
and turned in their artifacts. Participation was voluntary and participants received a 
compensation of $15 per hour, up to a total of $225, for participating in the study. Only adults 
participated in the study. The following inclusion criteria were used when selecting participants: 
• Undergraduate or graduate student in systems engineering at Virginia Tech. 
• Undergraduate or graduate student in aerospace engineering at Virginia Tech. 
The following exclusion criteria were used when selecting participants: 
• Not meeting the inclusion criteria. 
• Students registered in a course taught by the authors during the study. 
• Minors, prisoners, and adults incapable of consenting on their own behalf. 
These criteria were considered appropriate because of three reasons. First, students are 
easier to recruit than professional engineers and can devote a significant amount of time to the 
study on short notice. Second, we could control the base knowledge of all participants more 
easily, factoring out the effects of prior experiences or individual preferences on the results of 
the study. For example, whereas a professional engineer may confront a conflict between 
applying a newly learned approach (i.e., model-based requirements) with their experience using 
a different approach, a student is embedded in a natural dynamic of learning and applying new 
methods. Third, we did not consider the inexperience of students to be a factor in this study. In 
fact, such inexperience was a necessary condition for this study because of the difficulty in 
controlling for the experience of engineers when eliciting requirements. 
Determination of compliance of participants to selection criteria was performed by the 
authors at the start of the study.  
Students were assigned to each group randomly. To do this, we separated aerospace 
engineering students and systems engineering students. Then we randomly split them into two 
groups. To ensure that all the participants meet the experiment criteria and to avoid any 
conflicts of interests, we conducted a survey to gather demographic information.  
Instruments 
Five instruments were developed for use in the experiment (see Table 1). All instruments 
were developed before the study was initiated. The table is organized sequentially, i.e., the 
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Table 1. Research Instruments Used in the Study 
Instrument Description 
Consent form This instrument was used to inform the participants about the conditions of 
the study. 






This instrument consisted of a slide deck and synchronous online 





This instrument consisted of a slide deck, research papers, and synchronous 
online presentations by an instructor. 
Problem 
description 
This instrument was used as a problem statement. It also listed the expected 
behavior of the participants during the study. It is provided in the Appendix. 
 
Design 
In this section, the study design is discussed. This discussion includes the statement of the 
hypotheses, factors in the design, a discussion on the validity and reliability of the design, 
detailed procedures for executing the study, and a summary of the data analysis methods. 
Hypotheses 
The study was designed to test the following three hypotheses: 
H1. Model-based requirements yield fewer unbounded requirements than textual-based 
requirements. 
H2. Model-based requirements yield fewer unnecessary constraints than textual-based 
requirements. 
H3. Model-based requirements achieve higher completeness than textual-based 
requirements. 
All hypotheses focus on the performance of the groups. It was expected that the results would 
confirm the three hypotheses. 
Experimental Design 
Two groups of engineers were asked to elicit requirements from potential users of a 
surveillance and detection system. One group acted as the control group and the other group 
acted as the experimental group. The control group employed textual requirements, while the 
experimental group employed model-based requirements.  
Each group consisted of 22 students. Eleven students were in the aerospace 
engineering major and the other 11 were in the systems engineering major. Aerospace 
engineering students participated to both bring subject matter expertise on the problem 
statement and prevent investigators’ biases on the subject. Each aerospace engineering 
student was teamed up with another study participant (i.e., a system engineering student). The 
one-to-one allocation was intended to avoid coupling effects between the study participants, 
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which eases the factorial analyses necessary to test the hypotheses of this study. However, 
later in the experiment, four students from the model-based requirements engineering dropped 
out of the study before they finished their artifacts. Therefore, the study consisted of 11 groups 
of textual requirements and 9 groups of model-based requirements. 
After splitting participants into two groups, each group was trained in just one of the 
methodologies, either model-based requirements or textual requirements. Group 1 received 10-
hour training on textual requirements. Group 2 received 10-hour training on Model-based 
Requirements. This split helps avoiding confounding effects between knowing both methods but 
applying only one of them. The 10-hour training was divided into two blocks of 5 hours apiece. 
Training was not provided by the researchers, but by independent instructors. Training in 
model-based requirements was provided by an author of a seminal Model-Based Requirement 
paper. In this way, we could control for adequate learning and application of the model-based 
requirements framework, by having an instructor who developed such a framework. Training in 
using textual requirements was provided based on material in (Buede & Miller, 2016; Lee et al., 
2009; Wasson, 2016). In this way, we mitigated potential biases that the researchers might have 
introduced if provided the training of both methods. The instructor had over 5 years of 
experience in eliciting requirements for large-scale engineered systems and prior experience in 
conducting this type of training. 
An important observation was that during or after the training sessions for Model-Based 
Requirements (i.e., Group 2), three students dropped out of the experiment. They cited 
difficulties in understanding Model-Based Requirements Engineering as the main reason for 
their decision. Therefore, we started with 22 students for each group and ended up with 22 
students in Group 1 and 18 students in Group 2. 
The one-on-one study was conducted in five 1-hour sessions. Each session was 
separated by 1 week to allow the participant to reflect and process the insights and data 
collected during the elicitation session. 
Each team performed the elicitation sessions in isolation from other participants. The 
teams performed their task only with the knowledge they gained from the training sessions. That 
is, the elicitation sessions were conducted sequentially and not for the entire sample at once. 
No outsider source was used during the elicitation process. To ensure that the teams worked in 
isolation with no outside help, all the sessions were video recorded. 
The surveillance and detection need of the case study defined in Larson et al. (2009) 
was used as the problem statement. The hypothesis was tested using stakeholder needs for 
surveillance and detection of fire over the U.S. map. In the study, participants in both groups 
developed a requirement set for an Earth Observation Satellite. The stakeholder need was to 
build a system that could detect and monitor potentially dangerous wildfires throughout the 
United States. This satellite would survey the United States daily to give the Forest Service a 
means for earlier detection to increase the probability of containment and to save lives and 
property.  
A survey was employed to gather demographic information of the participants. 
Factors in the Design 
The independent variable in this investigation is the requirements approach. There are 
two alternatives: (1) textual requirements and (2) model-based requirements as defined in 
Salado & Wach, 2019b. 
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Four dependent variables were measured: 
• Number of inapplicable requirements. This variable provides a measure of the actual 
effectiveness of both the control method and the experimental method to elicit 
inapplicable-free requirements. 
• Number of unnecessary constraints. This variable provides a measure of the actual 
effectiveness of both the control method and the experimental method to elicit 
unnecessary requirements, such as solution-dependent ones. 
• Number of unbounded requirements. This variable provides a measure of the actual 
effectiveness of both the control method and the experimental method to elicit 
adequately bounded requirements. 
• Level of completeness of the requirement set. This variable provides a measure of the 
completeness of the resulting requirement sets when using both the method employed 
by the control group and the method employed by the experimental group. 
Effects related to experience, competence, and specific knowledge were controlled by the 
inclusion and exclusion criteria of the participants.  
In designing the experiment, several constraints were imposed that could have restricted 
the ways in which the independent variables could be manipulated. Three primary factors 
constrained the experiment: 
• Time. The elicitation problem was limited to 5 hours per problem. This is considered 
much lower than what would be allocated in a real-life development for the given system 
of interest. Therefore, this limitation poses a threat to completeness in the elicitation 
effort. However, since all participants are subjected to the same limitation, we suggest 
that the effectiveness of the method can still be measured. 
• Participants. First, the elicitation activity was performed in isolation (that is, one analyst 
and one stakeholder) and not in teams of analysts. This is not necessarily representative 
of a real-life development for the given system of interest. Therefore, this limitation 
poses a threat to correctness in the elicitation effort due to potential lack of domain 
knowledge. However, since all participants are subjected to the same limitation, we 
suggest that the effectiveness of the method can still be measured.  
• Single domain. The problems only address one type of system, a satellite. This poses a 
threat to generality of the results. 
Threats to Internal Validity 
In an internally valid experiment, the relationships between observed differences on the 
independent variable are a direct result of the manipulation of the independent variable, not 
some other variable. Table 2 lists internal threats to validity and their potential interference with 
the experimental design, if any. 
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Table 2. Threats to Internal Validity 




No The cause variable (requirements formulation method) was used as an 
input to create the effect variable (formulated requirements). 
Confounding No Prior knowledge and experience in the field of systems engineering 
was controlled through recruiting. 
History No The study was conducted in a short time and no extraneous event was 




The study was conducted in several sessions separated in time. 
Although participants were instructed to not read or learn anything on 
the topics relevant to the study until their responses were delivered, the 
researchers had no mechanism to control maturation. However, the 
video recording of the different sessions could indicate if maturation 
happened. This assessment has not been done for this paper. 
Repeated 
testing 
No No pre-test was given. 
Instrumentality Potentially Factor: The researchers could link the artifact under evaluation to the 
different groups. 
Mitigations: The experiment did not use pre-test instruments in 
conjunction with post-test instruments. 
Statistical 
regression 
No Random allocation of participants to groups. 
Selection bias No (1) Groups were randomly created. (2) Pre-testing was not performed. 





No Random allocation of participants to groups. 
Diffusion Yes Although participants were instructed to not exchange any information 
or opinion about the experiment with other participants until cleared out 




No (1) The experiment did not have intermediate results gates. (2) 





No verbal interaction between the researcher and the participants 
regarding the experiment besides pre-produced instruments and minor 
clarifications about the expected deliverables. 
 
Threats to External Validity 
In an externally valid experiment, the results are generalizable to groups and environments 
outside of the experimental setting. Table 3 lists internal threats to validity and their potential 
interference with the experimental design, if any. 
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Table 3. Threats to External Validity 








No There was a single treatment in the study (one training session before 










No (1) Instruments prepared before the experiment and provided in written 
form. (2) Participants were randomly assigned to groups. (3) 
Administration of treatment (instruction) was not performed by the 
researchers. (4) Evaluation criteria not defined by the researchers. 
 
Data Analysis 
For textual requirements, requirements were de-categorized and compiled as a single 
list for each participant. For model-based requirements, requirements were transformed into 
individual statements using the template described in Salado and Wach (2019a) and 
consolidated as a single list for each participant. 
Each requirement in each list was evaluated and classified as inapplicable, unbounded, 
unnecessary constraint, or adequate. The following criteria, which were derived from industry 
guidelines (INCOSE, 2012) and used in prior research for the same purpose (Salado & 
Nilchiani, 2017a), were used to classify the requirements: 
• Inapplicable requirement: A requirement that addresses a system external to the system 
of interest. Indications of this include statements where the subject of the requirement is 
not the system of interest or one of its parts or the requirement addresses aspects of the 
development process. 
• Unbounded requirement: A requirement that the system of interest cannot fulfill on its 
own, but which fulfillment depends on the action of systems external to the system of 
interest. An indication of this is that the statement contains more than one system.  
• Unnecessary constraint: A requirement that enforces a particular design solution. 
Indications of this include the use of terms such as use, be composed of, consist of, or 
include, among others, or the use of a system’s part as the subject of the statement. 
• Adequate requirement: Any requirement that is not classified in any of the other three. 
Completeness was assessed in two steps. First, all generated requirements were 
aggregated, consolidating those that refer to the same aspect or mutually exclusive aspect that 
the system had to fulfill as a single requirement. Second, the coverage of each set of 
requirements from the participants was assessed against this aggregated list. While 
completeness of a requirement set cannot be proven (Carson, 1998; Carson et al., 2004; 
Carson & Shell, 2001), we suggest, as in Salado and Nilchiani (2017a), that this coverage 
provides valuable insights about how the different approaches might impact completeness.  
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These evaluations were performed independently by both authors and then 
consolidated. The authors knew the approach used to define the requirements when performing 
the evaluation, which leads to some of the biases described in the section Threats to Internal 
Validity. 
Descriptive statistics were used to characterize the responses of the participants, as well 
as their demographics. Inapplicable requirements were removed from the comparisons of 
unbounded requirements, unnecessary constraints, and completeness to enable fair 
comparisons between the two approaches. While inferential statistics were initially planned to 
quantitatively compare both approaches, we found some problems to process the deliverables 
of the group using model-based requirements. Instead, a qualitative assessment was 
performed. 
Results 
In this section, we show preliminary results of a subset of the gathered data during the 
experiment. In particular, we randomly picked the deliverables of three participant pairs from the 
control group and three from the experiment group. 
Group Composition 
Figure 6 and Figure 7 show the distributions of prior experience using textual 
requirements and using MBSE, respectively. While experience in textual requirements among 
the two groups was a bit imbalanced, the group had, in general, little or no experience. A similar 
situation was given with respect to experience in MBSE. Comparing both the control and the 
experimental groups, the experience relevant to their approach was similar.  
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Figure 7. Prior Experience Using MBSE 
Figure 8 shows the distribution of prior experience in designing or working with space 
systems among the different groups. The responses indicated more dispersion, which could be 
explained by the fact that around half of the participants were aerospace students and half not 
aerospace students. It should be restated that each pair of participants in each group were 
formed by one aerospace student and non-aerospace student.  
 
Figure 8. Prior Experience in Designing or Working with Space Systems 
 
Evaluation of Textual Requirements 
Table 4 shows the results of assessing the requirements delivered by three participant 
pairs in terms of the number of unbounded requirements, inapplicable requirements, and 
unnecessary constraints. Table 5 shows a few examples of such requirements directly taken 
from the participants’ responses. 
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Table 4. Summary Assessment of Textual Requirements 










1 45 16 10 16 4 (10%) 
2 145 49 40 55 7 (5%) 
3 98 27 41 1 32 (33%) 
 
Table 5. Requirement Examples from the Participants’ Responses 
Unbounded 
requirements 
The system shall provide space-based “fire-scouts” that survey the United 
States daily. 
The system shall provide space-based “fire-scouts” that survey the United 
States daily. 
The satellite shall be deployed in low Earth orbit. 
Unnecessary 
constraints 
The antenna shall allow the satellite to communicate with the ground. 
Propellant shall be an ionized thrust that can be recharged using solar cells. 
The satellite shall utilize GPS. 
Inapplicable 
requirements 
The rockets shall withstand temperatures from XXX-to-XXX degree 
Fahrenheit. 
Separation shall occur once satellite is in specified orbit. 
The satellite shall pass all the Vega Launch Vehicle Manual’s quality 
inspection requirements. 
 
To evaluate the fidelity of the requirements activity, we compare the results presented in 
Table 4 with those obtained in a similar study, which was conducted by one of the authors with 
professional engineers and is reported in Salado and Nilchiani (2017a). The comparison is 
presented in Table 6. While data are not available in Salado and Nilchiani (2017a) for 
unbounded requirements, participants employed textual requirements a bit less effectively (that 
is, with more unnecessary constraints and inapplicable requirements). We suggest that this 
difference is, however, not dramatic, and consider that the participants correctly used the 
training to formulate textual requirements. 
Table 6. Comparison Against Performance of Practicing Engineers (Salado & Nilchiani, 2017a) 
Variable Practicing Engineers This Experiment 
Relative number of unbounded 
requirements 
Mean n/a 32% 
Median n/a 34% 
Relative number of unnecessary 
constraints 
Mean 27% 31% 
Median 26% 28% 
Relative number of inapplicable 
requirements 
Mean 16% 25% 




Acquisition Research Program 
Graduate School of Defense Management - 54 - 
Naval Postgraduate School 
Evaluation of Model-Based Requirements 
Two of the three responses we randomly selected for this pilot evaluation show 
significant misuse of TMBR. Two main issues were found. First, some participants used signal 
elements to represent actions instead of items that are exchanged between systems. An 
example of this, directly taken from a participant’s response, is shown in Figure 9. Second, 
some participants decomposed the system of interest into its components. An example is shown 
Figure 10. Therefore, they cannot be used in the assessment.  
 
Figure 9. Example of TMBR Misuse: Use of Actions Instead of Signals in Exchanges Between Systems 
 
Figure 10. Example of TMBR Misuse: Decomposition of System of Interest into Components. 
The third response, while adequately using TMBR, did not generate complete models (a 
partial example is shown in Figure 11). Specifically, the characteristics of the signals and the 
interfaces through which they ought to be exchanged were not modeled. Yet, we consider that 
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this response is valid for the pilot assessment, since effects on the hypotheses listed in the 
section Hypotheses can be evaluated. 
 
Figure 11. Example of Adequate Yet Incomplete Use of TMBR 
The requirement models led to 31 unique requirement statements, none of which was an 
unbounded requirement, an unnecessary constraint, or an inapplicable requirement. A few 
examples are shown here: 
R1. The satellite shall accept force of launch. 
R2. The satellite shall accept instructions 1 when heat signature is detected. 
R3. The satellite shall provide images when heat signature is detected. 
 
As discussed, according to TMBR, the models should have incorporated required 
properties of the items and of the interfaces through which they are transferred. For example, 
the item “force of launch” in R1 should have been completed with the actual mechanical forces 
injected into the satellite (e.g., a random vibration profile). Similarly, the models should have 
been completed with the description of the satellite’s attachment/physical point through which 
such vibration profile was to be injected. These were not provided in the participant’s response.  
Comparison 
The performance of the control and experiment groups with respect to the hypotheses 
listed in Section 3.3.1 are compared in Table 7. While these results are preliminary, given the 
small size of the sample and the problems encountered with the responses in the experiment 
group, they provide some indication of the superiority of model-based requirements to textual 
requirements. In terms of unbounded requirements, inapplicable requirements, and 
unnecessary constraints, these results were expected because such types of requirements are 
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Table 7. Results Comparison Between Control and Experiment Groups 
 
*Note: As shown in Table 4, none of the responses in the sample achieved 0% performance in any of the variables, 
and the maximum number of adequate requirements obtained was 32 with a 54% coverage. 
For completeness, in absolute terms, using model-based requirements led to more 
adequate requirements than using textual requirements. To assess coverage, the requirements 
from every participant were aggregated to a total of 57 adequate requirements. Model-based 
requirements achieved higher coverage than textual requirements, although one of the 
responses in the control group achieved a coverage of around 54%. However, it is important to 
note that the coverage achieved in the experiment group may not have a high fidelity due to the 
incompleteness in the models, as discussed earlier. 
5. Conclusions and Future Research  
We have presented in this paper preliminary results of an experimental study to evaluate 
the contractual safety of model-based requirements as compared to textual requirements. The 
preliminary results reported here have been limited to a subset of the all the data collected and 
to just four variables: number of unbounded requirements, inapplicable requirements, and 
unnecessary constraints, and coverage. The preliminary data support the claim that model-
based requirements are superior in all variables to textual requirements. 
However, some issues were encountered with the application of model-based 
requirements. Particularly, participants failed to use the modeling rules of TMBR, the modeling 
paradigm for requirements used in this study. We interviewed the TMBR instructor after 
reviewing the responses from the participants to better understand the results of the training 
prior to the start of the requirements definition activity. According to the instructor, the two 
issues described in the previous section were common misunderstandings he encountered 
during the whole training, and while he addressed them several times, he was not confident that 
the participants fully grasped them at the conclusion of the training.  
We have reviewed the material that was used for the training and conjecture three 
potential causes. First, the material that was used for training relied heavily on academic 
papers, which might have been too hard to process for the participants, who were 
undergraduate students. Second, the participants in charge of modeling the requirements were 
primarily students in an industrial engineering program, being biased toward process flows over 
design. Third, TMBR may require more training time than initially scoped. The experience 
gained in this pilot study informs the development of dedicated training material that is more 
easily digested by participants, including an evaluation gate during the training and potentially 
increased training duration. 
Variable Control Group 
(textual reqs)* 
(sample size = 3) 
Experiment Group 
(TMBR) 
(sample size = 1) 
Relative number of unbounded 
requirements 
Mean 32% 0% 
Median 34% 0% 
Relative number of unnecessary 
constrains. 
Mean 31% 0% 
Median 28% 0% 
Relative number of inapplicable 
requirements 
Mean 25% 0% 
Median 36% 0% 
Adequate requirements Mean 14 31 
Median 7 31 
Coverage Mean 26% 51% 
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Finally, we note that future work is planned to complete the evaluation with the full set of 
responses and to include measures related to precision and accuracy with which the 
requirements were captured in textual forms and with models. 
Appendix 
We want to develop an Earth Observation Satellite. Our goal is to build a system that 
can detect and monitor potentially dangerous wildfires throughout the US. wildfires claim 
hundreds of lives, threat thousands more, and lay waste to millions of acres, causing losses in 
the billions of dollars. The system needs to provide space-based “fire-scouts” that would survey 
the US daily to give the Forest Service a means for earlier detection to increase the probability 
of containment and to save lives and property. 
The following needs, among others you consider necessary, are to be taken into account: 
1. Satellite will be placed in LEO. 
2. Continuous monitoring. 
3. Be operational for at least 5 years. 
4. Launched onboard Vega. (Link to the actual user manual was provided.) 
5. Use Space@VT ground station. (Link to a datasheet of the actual ground station was 
provided.) 
If you need to quantify any value, use notional ones and specify your assumptions. No need for 
actual analyses. 
Please derive the requirements for this system. 
RULES: 
1. You cannot use or read requirements related to similar satellite 
2. Report all information that you have used for this activity 
3. Ideally, you just use your own knowledge 
4. No work in between sessions. 
5. No learning about requirements engineering during the whole study. If required as part of 
formal coursework, let us know. 
6. You cannot talk to anyone during the duration of the study about the study, not even your 
peer in the session. 
7. You should brainstorm with your peer in each session. 
8. You should hand in the final result of requirement derivation process after all the five 
sessions are finished. 
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