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Abstract. For the discounted Hamilton-Jacobi equation
λu+H(x, dxu) = 0, x ∈M,
we construct C1,1 subsolutions which are indeed solutions on the projected Aubry set. The
smoothness of such subsolutions can be improved under additional hyperbolicity assump-
tions. As applications, we can use such subsolutions to identify the maximal global attractor
of the associated conformally symplectic flow, and to control the convergent speed of the
Lax-Oleinik semigroups.
1. Introduction
LetM be a C∞ connected, closed Riemannian manifold. A function H ∈ Ck(T ∗M,R), k ≥ 2
is called a Tonelli Hamiltonian if for all x ∈M ,
(H1) (Positive Definite) Hpp is positive definite everywhere on T
∗
xM ;
(H2) (Superlinear) lim|p|x→+∞H(x, p)/|p|x = +∞, where | · |x is the norm on T
∗
xM induced
by the Riemannian metric.
For a fixed constant λ > 0, we consider the ODE system on T ∗M associated with H , which
can be expressed in coordinates as{
x˙ = Hp(x, p),
p˙ = −Hx(x, p)− λp.
(1)
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Physically, this system describes the mechanical motion of masses with friction proportional to
the velocity. System (1) can also be found in other subjects, e.g. astronomy [8], transportation
[21] and economics [3]. It is remarkable that the earliest research of system (1) can trace back
to Duffing’s work on explosion engines [10]. The nonlinear oscillation he concerned inspires the
qualitative theory of dynamical systems in the following decades [18].
Due to (H1)-(H2), the local phase flow ΦtH,λ of (1) is complete, namely, it is well defined for
all t ∈ R. Besides, the direct computation shows that ΦtH,λ transports the standard symplectic
form Ω = dp ∧ dx into a multiple of itself:
(ΦtH,λ)
∗Ω = eλtΩ, t ∈ R.(2)
That is why system (1) is also called conformally symplectic [21] or dissipative [14] in some lit-
eratures. The attracting invariant sets of twist map satisfying (2) (t ∈ Z) have been revealed
by Le Calvez [14] and Casdagli [7]. Besides, the existence of KAM tori for system (1) was
investigated in [5].
1.1. Viscosity solution of discounted H-J equations. Following the ideas of Aubry-Mather
theory [17] and weak KAM theory [12], the authors in [9, 16] initiate the investigation of
variational methods associated to (1). They try to seek a viscosity solution of the discounted
Hamilton-Jacobi equation
λu+H(x, du) = 0, x ∈M.(D)
It is well-known to specialists in PDE [2, 9], such a viscosity solution is unique but usually not
C1. To understand such a special solution, we need the following variational principle: Let’s
define the Legendre transformation by
LH : T
∗M → TM ; (x, p) 7→ (x,Hp(x, p))
which is a diffeomorphism due to (H1)-(H2). Accordingly, the Lagrangian L ∈ Ck(TM,R)
L(x, v) := max
p∈T∗
x
M
{
〈p, v〉 −H(x, p)
}
,(3)
is well defined and the maximum is attained at p¯ ∈ T ∗xM such that p¯ = Lv(x, v). Such a L(x, v)
is also called a Tonelli Lagrangian. For any a < b ∈ R and x, y ∈ M , the discounted action
function can be defined by
A
a,b
L,λ(x, y) := inf
γ∈Cac([a,b],M)
γ(a)=x, γ(b)=y
∫ b
a
eλtL(γ(t), γ˙(t))dt(4)
of which the minimizer γmin is always available and C
k−smooth (see Remark 4 of [16]). More-
over, the minimizer has to be a solution of the Euler-Lagrange equation
(E-L)
d
dt
Lv(γ, γ˙) + λLv(γ, γ˙) = Lx(γ, γ˙).
For any point (x, v) ∈ TM , we denote by ΦtL,λ(x, v) the Euler-Lagrange flow, which satisfies
ΦtL,λ ◦ LH = LH ◦Φ
t
H,λ in the valid time region. With the help of the variational approach, we
can define the backward Lax-Oleinik semigroup operator
T −t : C
0(T,R)→ C0(T,R), t ≥ 0,
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via
T −t ψ(x) := inf
γ∈Cab([0,t],M)
γ(t)=x
e−λtψ(γ(0)) +
∫ t
0
eλ(τ−t)
(
L(γ, γ˙) + α
)
dτ.(5)
As a function defined on (x, t) ∈ M × [0,+∞), T −t ψ(x) works as a viscous solution of the
following Evolutionary equation:{
∂tu(x, t) +H(x, ∂xu) + λu = α,
u(·, 0) = ψ(·).
(6)
As t→ +∞, T −t ψ(x) converges to a unique limit function
u−(x) := lim
t→+∞
T −t ψ(x) = inf
γ∈Cab((−∞,0],M)
γ(0)=x
∫ 0
−∞
eλτ
(
L(γ, γ˙) + α
)
dτ.(7)
which is exactly viscous solution of (D) if we take α = 0.
1.2. Viscosity subsolutions. A function u ∈ C(M,R) is called λ−dominated by L and de-
noted by u ≺λ L, if for any piecewise C1 curve γ : [a, b]→M , there holds
eλbu(γ(b))− eλau(γ(a)) ≤
∫ b
a
eλtL(γ(t), γ˙(t)) dt.(8)
We can denote by S− the set of all λ−dominated functions of L.
Remark 1.1. In Proposition 6.3 of [9], the λ−dominated function u is proved to be Lipschitz.
Therefore, in Lemma 2.1 we can prove
λu(x) +H(x, du(x)) ≤ 0, a.e. x ∈M,
which implies u is an almost everywhere subsolution of (D). On the other side, the equivalence be-
tween almost everywhere subsolution and viscosity subsolution was proved in bunch of references
e.g. [1, 2, 9, 11, 20]. So we get the equivalence among the three:
a.e. subsolution⇐⇒ viscosity subsolution⇐⇒ λ− dominated function
Definition 1.2. [16] γ ∈ Cac(R,M) is called globally calibrated by u ∈ S−, if for any a < b ∈ R,
eλbu(γ(b))− eλau(γ(a)) =
∫ b
a
eλtL(γ(t), γ˙(t))dt.
The Aubry set A˜ is an ΦtL,λ−invariant set defined by
A˜ =
⋃
u∈S−
⋃
γ
{(γ, γ˙)|γ is globally calibrated by u} ⊂ TM(9)
and the projected Aubry set can be defined by A = πA˜ ⊂M , where π : TM →M is the canonical
projection.
Remark 1.3. Here the definition of the Aubry set is equivalent to the definition in [16], see
Appendix C for the proof. Therefore, π−1 : A → A˜ ⊂ TM is a Lipschitz graph, as described in
Theorem (ii)-(a) of [16].
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Theorem 1.4 (Perron Method). The viscosity solution of (D) is the pointwise supreme of all
smooth, i.e., C∞, viscosity subsolutions, namely we have
u−(x) = sup
u∈S−
u(x) = sup
u∈C∞∩S−
u(x).(10)
1.3. Constrained subsolutions & Main results. Notice that for any w ∈ C1(M,R), there
always exists a constant c > 0 large enough, such that w− c is a subsolution of (D). Therefore,
we are easy to get tons of subsolutions, which couldn’t tell us any information about A˜ yet. So
we need a further selection in S−.
Let’s denote Mλ by the set of all Φ
t
L,λ-invariant measures. It is non-empty, since there exists
at least an invariant probability measure µ supported on A˜, due to the ΦtL,λ−invariance of A˜
and the Krylov-Bogolyubov’s theorem (see Remark 10 of [16]). Then we can make the following
definition.
Definition 1.5. u ∈ S− is called a constrained subsolution of (D), if
inf
µ∈Mλ
∫
L− λu dµ = 0.(11)
We denote by S−c the set of constrained subsolutions.
The first conclusion shows the fine properties of the constrained subsolutions:
Theorem A.
(1) u− ∈ S−c , which implies S
−
c 6= ∅.
(2) For each u ∈ S−c , there exists an Φ
t
L,λ−invariant subset A˜(u) ⊂ A˜, such that u = u
−
on πA˜(u).
Due to the intrinsic properties of the Lax-Oleinik semigroup, we can find smooth constrained
subsolutions:
Theorem B. There exists a u ∈ C1,1(M,R) ∩ S−c which is a solution on A.
The smoothness of constrained subsolutions can be further improved, if additional hyperbol-
icity of A˜ is supplied:
Theorem C. Assume A˜ consists of finitely many hyperbolic equilibrium or periodic orbits, then
there exists a sequence {ui ∈ Ck(M,R)}i∈N ⊂ S−c converging to u
− as i→ +∞, such that each
ui equals u
− on A and satisfies λui(x) +H(x, dui(x)) < 0 for x /∈ A.
1.4. Applications of constrained subsolutions. As the first application of constrained
subsolutions, we show how to locate the maximal global attractor of (1) by using elements
in S−c ∩ C
1,1. We will see that the smoothness plays a crucial role.
Definition 1.6. [16, page 5] A compact ΦtH,λ-invariant set Ω ⊂ T
∗M is called a global at-
tractor of ΦtH,λ, if for any point (x, p) ∈ T
∗M and any open neighborhood U of Ω, there exists
T (x, p,U) > 0 such that for all t ≥ T , ΦtH,λ(x, p) ∈ U . Moreover, if Ω is not contained in any
larger global attractor, then we call it a maximal global attractor.
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Theorem D. For any initial point (x, p) ∈ T ∗M , the flow ΦtH,λ(x, p) tends to a maximal
global attractor K as t → +∞. Moreover, K can be identified by forward intersectional set of
the following region:
Σ−c :=
⋂
u∈S−c ∩C1(M,R)
{(x, p) ∈ T ∗M |λu(x) +H(x, p) ≤ 0},
i.e.
K =
⋂
t≥0
ΦtH,λ(Σ
−
c ).
Another application of the constrained subsolutions, we show how S−c can be used to control
the convergent speed of the Lax-Oleinik semigroup, with the hyperbolic assumptions:
Theorem E. Assume A˜ consists of a unique hyperbolic equilibrium with µ > 0 being the
minimal positive eigenvalue, then there exists K > 0 which guarantees
‖T −t 0(x)− u
−(x)‖ ≤ K exp
(
− (µ+ λ)t
)
, ∀t ≥ 0.(12)
Remark 1.7. For any ψ ∈ C0(M,R), the convergent rate
‖T −t ψ(x)− u
−(x)‖ ∼ O(e−λt), t ≥ 0(13)
has been easily proved in a bunch of references, e.g. [9, 16]. However, as λ→ 0+, this inequality
becomes ineffective in constraining the convergent speed of the Lax-Oleinik semigroup.
On the other side, for the case λ = 0 [13, 19] has shown the exponential convergence of the
Lax-Oleinik semigroup, with the assumption that Aubry set consists of finitely many hyperbolic
equilibriums. So we have chance to generalize the idea in [13, 19] to 0 < λ ≪ 1, then prove
Theorem E.
However, we encounter extra difficulty in the discounted case. As a → −∞, the effect of
the initial point x to Aa,bL,λ(x, y) gets weaker and weaker. So the variance of u
− between y and
the Aubry set couldn’t be estimated, if the Aubry set contains more than one connected compo-
nent. That causes a fatal difficulty to generalize Theorem E to several hyperbolic equilibriums.
Nonetheless, due to Theorem D of [15], for generic H(x, p) we can guarantee the hyperbolic
equilibrium of (1) with λ = 0 is unique.
Corollary F. Assume A˜ consists of a unique hyperbolic periodic orbit, then there exists a
constant K > 0 and a constant µ > 0 being the minimal Lyapunov exponent of the hyperbolic
periodic orbit, such that
lim inf
t→+∞
‖T −t 0(x)− u
−(x)‖
exp
(
− (µ+ λ)t
) ≤ K.
1.5. Organization of the article. The paper is organized as follows: In Sec 2, we give a brief
review of weak KAM theory for equation (D) and get a list of conclusions, which leads to the
proof of Theorem A, B and C. In Sec 4, we discuss the global attractor and prove Theorem D.
In Sec 5, we discuss the convergent speed of the Lax-Oleinik semigroup and prove Theorem E
and Corollary F. For the consistency of the proof, some technical conclusions are moved to the
Appendix.
Acknowledgements: The first author is supported by National Natural Science Foundation of
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2. Weak KAM theory of discounted systems
In this section, we shall discuss some details about the weak KAM theory for the discounted
Hamilton-Jacobi equation (D) and its relationship with viscosity solutions.
Lemma 2.1. u ≺λ L if and only if u is a viscosity subsolution of (D).
Proof. Assume that u : M → R is a viscosity subsolution of (D), then it’s Lipschitz (Proposition
2.4 of [9]), which is therefore differentiable almost everywhere. Suppose x ∈M is a differentiable
point of u, for any C1 curve γ : [a, b]→M with γ(a) = x, we can take the directional derivative
by
d
dt
(
eλtu(γ(t))
)∣∣∣
t→a+
= eλa〈du(x), γ˙(a)〉+ λeλau(x)
≤ eλa[L(x, γ˙(a)) +H(x, du(x)) + λu(x)]
≤ eλaL(x, γ˙(a))
which implies u ≺λ L by using [12, Proposition 4.2.3].
Conversely, u ≺λ L implies that u ∈ Lip(M,R), so for any differentiable point x ∈ M of u
and C1 curve γ : [a, b]→M with γ(a) = x,
lim
b→a+
1
b− a
[eλbu(γ(b))− eλau(γ(a))] ≤ lim
b→a+
1
b− a
∫ b
a
eλsL(γ(s), γ˙(s))ds
which leads to
eλa〈du(x), γ˙(a)〉 + λeλau(x) ≤ eλaL(x, γ˙(a)).
By taking γ˙(a) = Hp(x, du(x)), we get
L(x, γ˙(a)) +H(x, du(x)) = 〈du(x), γ˙(a)〉
which implies
λu(x) +H(x, du(x)) ≤ 0,
then u :M → R is an almost everywhere subsolution, then has to be a viscosity subsolution. 
Due to (5), the following properties of u− can be easily proved:
Proposition 2.2. [16, Proposition 5,7]
• u− is Lipschitz on M , with the Lipschitz constant depending only on L.
• For every x ∈ M , there exists a backward calibrated curve γx : (−∞, 0] → M which
achieves the minimum of (7). Besides, for any t < 0,
u−(x) = eλtu−(γx(t)) +
∫ 0
t
eλsL(γx(s), γ˙x(s))ds,
and there is a uniform upper bound K depending only on L such that |γ˙x| ≤ K.
• For every t < 0, u− is differentiable at γx(t) and
λu−(γx(t)) +H(γ(t), du
−(γx(t))) = 0.
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3. Proof of Theorem A, B and C
Definition 3.1. A continuous function f : U ⊂ Rn → R is called semiconcave with linear
modulus if there exists C > 0 such that
f(x+ h) + f(x− h)− 2f(x) ≤ C|h|2(14)
for all x ∈ U , h ∈ Rn. Here C is called a semiconcavity constant of f . Similarly we can define
the semiconvex functions with linear modulus if we change ‘≤’ to ‘≥’ in (14).
Proposition 3.2.
(1) If u ≺λ L, then T
−
t u ≺λ L.
(2) If u ≺λ L, then T
+
t u ≺λ L.
(3) For any ψ ∈ C0(M,R), T −t ψ is semiconcave for t > 0. Similarly, T
+
t ψ is semiconvex
for t > 0.
Proof. The idea is borrowed from [4], with necessary adaptions.
(1) Since that u is bounded, we claim that u ≤ T −t u if and only if u ≺λ L.
Let ht(x, y) := infγ
∫ t
0
eλsL(γ, γ˙)ds, where the infimum is taken over all the piecewise C1
curves γ : [0, t] → M with γ(0) = x and γ(t) = y. On one hand, if u ≤ T −t u, according to the
definition of T −t , we have that
u(x) ≤ T −t u(x) = inf
y∈M
{
e−λtu(y) + e−λtht(y, x)
}
which means that eλtu(x)− u(y) ≤ ht(y, x) for any x, y ∈M . Therefore, u ≺λ L.
On the other hand, if u ≺λ L, we have that u(x) ≤ e−λtu(y) + e−λtht(y, x) for any x, y ∈M
which implies that u ≤ T −t u by taking the infimum of y. In summary, for every t
′ ≥ 0, one
obtains
T −t u ≤ T
−
t [T
−
t′ u] = T
−
t+t′u = T
−
t′ [T
−
t u]
which implies that T −t u ≺λ L.
(2) Similar as above, T +t u ≤ u if and only if u ≺λ L. Hence, for every t
′ ≥ 0,
T +t u ≥ T
+
t [T
+
t′ u] = T
+
t+t′u = T
+
t′ [T
+
t u]
which implies that T +t u ≺λ L.
(3) By the definition of T −t and T
+
t , we can transform Lax-Oleinik semigroups into
T −t ψ(x) = e
−λt min
y∈M
{ψ(y) + ht(y, x)}, T
+
t ψ(x) = max
y∈M
{eλtψ(y)− ht(x, y)}.(15)
As is shown in [12, Proposition 6.2.1] or [6] , ht(x, y) is semiconcave w.r.t. x (resp. y), since
M is compact. For any fixed t > 0 and y ∈M , ht(y, ·) and ht(·, y) are both semiconcave, then
ψ(y)+ht(y, ·) is semiconcave and eλtψ(y)−ht(·, y) is semiconvex. Due to [6, Proposition 2.1.5],
miny∈M
(
ψ(y) + ht(y, x)
)
preserves the semiconcavity, so T −t ψ(x) is also semiconcave. Similar
proof implies T +t ψ(x) is semiconvex. 
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Proof of Theorem A: (1). For any ν ∈Mλ and any u ∈ S−,
∫
TM
λudν ≤
∫
TM
λu−dν ≤ λ
∫
TM
∫ 0
−∞
eλsL(ΦsL,λ(x, v))dsdν
= λ
∫ 0
−∞
eλs
(∫
TM
L(ΦsL,λ(x, v))dν
)
ds(16)
= λ
∫ 0
−∞
eλs
(∫
TM
L(x, v)dν
)
ds
= λ
∫ 0
−∞
eλsds ·
∫
TM
L(x, v)dν =
∫
TM
L(x, v)dν,
which implies ∫
TM
L(x, v)− λu dν ≥ 0, ∀ν ∈Mλ.
Moreover, for any ergodic µ ∈Mλ supported in A˜, for every (x, v) ∈ supp µ,
∫
TM
λu−dµ = λ
∫
TM
∫ 0
−∞
eλsL(ΦsL,λ(x, v)) dsdµ
= λ
∫ 0
−∞
eλs
∫
TM
L(ΦsL,λ(x, v)) dµds
= λ
∫ 0
−∞
eλs
∫
TM
L(x, v) dµds
= λ
∫ 0
−∞
eλsds ·
∫
TM
L(x, v)dµ =
∫
TM
L(x, v)dµ.
So u− ∈ S−c .
(2). For u ∈ S−c , if there is a µ ∈Mλ such that each step in (16) becomes an equality, then
for µ−a.e. (x, v) ∈ TM , we have u = u−. Therefore, for a.e. (x, v) ∈ supp(µ),
u(x) = u−(x) = infγ(0)=x
∫ 0
−∞ e
λsL(γ, γ˙)ds
=
∫ 0
−∞
eλsL(ΦsL,λ(x, v))ds
thus πΦtL,λ(x, v) is a u
−−calibrated curve for t ∈ (−∞, 0]. Since µ is invariant, πΦtL,λ(x, v) has
to be globally calibrated, i.e. ΦtL,λ(x, v) ∈ A˜. So A(u) :=supp(µ) ⊂ A. 
Proof of Theorem B: Due to Proposition 3.2, as long as t > 0 and s > 0 sufficiently small,
T −s T
+
t u
−(x) is a subsolution of (D). Another thing is that u−(x) = T +t u
−(x) = T −t u
−(x) =
T −s T
+
t u
−(x) for any x ∈ A. This is because u− ∈ S−c , by Lemma 2.1,we have that u
− ≺λ L
which implies that T −t u > u and T
+
t u 6 u due to Proposition 3.2. For x ∈ A, by the
Definition 1.2,there is exist a curve γx : [0, t] → M such that e
λtu−(γx(t)) − u
−(γx(0)) =
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0
eλsL(γx(s), γ˙x(s)) ds with u
−(γx(t)) = x. Hence,
u−(x) 6 T −t u
−(x) = inf
γ∈Cab([0,t],M)
γ(t)=x
e−λtu−(γ(0)) +
∫ t
0
eλ(τ−t)L(γ, γ˙)dτ.
6 e−λtu−(γx(0)) +
∫ t
0
eλ(τ−t)L(γx, γ˙x)dτ
= u−(γx(t)) = u(x).
which implies that u−(x) = T −t u
−(x) for any x ∈ A. Similarly we can prove u−(x) = T +t u
−(x).
So T −s T
+
t u
− is indeed a solution on A. Recall that T +t u
−(x) is always semiconvex, and for
sufficiently small s > 0, it is proven in Lemma A.2 that T −s ψ keeps the semiconvexity for any
semiconvex function ψ(x), then T −s T
+
t u
−(x) is both semiconcave and semiconvex, thus has to
be C1,1. So we finish the proof. 
To prove Theorem C, the following Lemma is needed:
Lemma 3.3 (Ck graph). Assume A˜ consists of finitely many hyperbolic equilibrium or periodic
orbits, then there exists a neighborhood V ⊃ A, such that for all x ∈ V , (x, du−(x)) lies exactly
on the local unstable manifold Wuloc(A˜) (which is actually C
k−1−graphic).
Proof. We claim that:
For any neighborhood V of A, there always exists a U ⊂ V and ⊃ A, such that
for any x ∈ U, the associated backward calibrated curve γ−x : (−∞, 0] → M would
lie in V for all t ∈ (−∞, 0].
Otherwise, there exists a V∗ neighborhood of A and a sequence {xn ∈ V∗}n∈N converging
to some point z ∈ A, such that the associated backward calibrated curve γ−n ending with xn
can go outside V for all n ∈ N. Namely, we can find a sequence of {Tn ≥ 0}n∈N such that
γ−n (−Tn) ∈ ∂V∗. Due to item 2 of Proposition 2.2, any accumulating curve γ
−
∞ of the sequence
{γ−n }n∈N is also a calibrated curve in 2 cases:
Case 1: the accumulating value T∞ of associated γ
−
∞ is finite, which implies γ
−
∞ : [−T∞, 0]→
M connecting z and ∂V∗. Since z ∈ A and A˜ is ΦtL,λ−invariant, then γ
−
∞ : R→M is contained
in A as well. That’s a contradiction.
Case 2: the accumulating value T∞ of associated γ
−
∞ is infinite, then γ
−
∞ : R → M is
globally calibrated by u−, then due to the definition of A˜, γ−∞ is also contained in A˜. That’s a
contradiction.
After all, the claim holds. SinceWuloc(A˜) has to be C
k−1−graphic in a suitable neighborhood
of A˜, then our claim actually indicates there exists a suitable V ⊃ A, such that for all x ∈ V , the
backward calibrated curve γ−x : (−∞, 0]→M is unique and L
−1
H (x, limt→0− γ˙
−
x (t)) ∈ W
u
loc(A˜),
and L−1H (x, limt→0− γ˙
−
x (t)) = (x, du
−(x)). 
Proof of Theorem C: Due to Lemma 3.3, u− has to be a Ck graph in a small neighborhood U
of A(H) and (x, du−(x)) ∈ Wu(A˜(H)) for all x ∈ U . Notice that there exists a nonnegative,
C∞−smooth function V : M → R which is zero on A(H) and keeps positive outside A(H).
Moreover, ‖V ‖Ck can be taken sufficiently small, so for the new Hamiltonian
H˜(x, p) := H(x, p) + V (x),
A˜(H˜) = A˜(H) and the hyperbolicity of A˜(H˜) persists. So if we denote by u˜− the viscosity
solution of H˜, u˜− is also Ck on U . We can easily see that u˜− is a strict subsolution of H in
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U\A(H). Outside U we can convolute u˜− with a C∞ function, and keeps u˜− invariant on U .
Without loss of generality, let’s denote by û− the modified function, then for any x /∈ U being
a differentiable point of u˜−, we have
λû−(x) +H(x, dû−(x)) = λû−(x) + H˜(x, dû−(x)) − V (x)
≤ λu˜−(x) + H˜(x, du˜−(x)) − V (x) + λ|û−(x) − u˜−(x)|
+ max
θ∈[0,1]
∣∣∣Hp(x, θdu˜−(x) + (1− θ)dû−(x))∣∣∣ · ∣∣du˜−(x) − dû−(x)∣∣
≤ −V (x) + C ·
[
|û−(x)− u˜−(x)|+ |dû−(x) − du˜−(x)|
]
≤ −V (x)/2 < 0,
since |û−(x)− u˜−(x)| and |dû−(x)−du˜−(x)| can be made sufficiently small. Recall that û−
∣∣
U
=
u˜−
∣∣
U
, so û− is a Ck smooth constrained subsolution of (D) which is a solution on A(H) and
strict subsolution outside. 
4. Global attractors and the proof of Theorem D
Another usage of S−c is to identify the maximal global attractor. Due to Theorem B, we can
see that S−c ∩ C
1(M,R) is nonempty, and there exists a sequence {un}n∈N ⊂ S
−
c ∩ C
1(M,R)
accumulated to u− w.r.t. the C0−norm. All we need is to adjust the time t, s in the semigroup
operators in the proof of Theorem B, and let t, s→ 0+.
Proof of Theorem D: Due to Theorem 1.4, for any u ∈ S−c ∩ CX
1(M,R), we have u ≤ u−.
Therefore,
{(x, p) ∈ T ∗M |λu(x) +H(x, p) ≤ 0} ⊃ {(x, p) ∈ T ∗M |λu−(x) +H(x, p) ≤ 0}.
which accordingly indicates
Σ−c = {(x, p) ∈ T
∗M |λu−(x) +H(x, p) ≤ 0}
On the other side, let us denote
Fu(x, p) := λu(x) +H(x, p),
then we can prove that
d
dt
∣∣∣
t=0
Fu(Φ
t
H,λ(x, p)) = λ〈du(x), x˙〉+Hx(x, p)x˙ +Hp(x, p)p˙
= λ〈du(x), x˙〉+Hx(x, p)Hp(x, p) +Hp(x, p)(−Hx(x, p)− λp)
= λ〈du(x), x˙)〉 − λ〈x˙, p〉
≤ λ(H(x, du(x)) + L(x, x˙))− λ〈x˙, p〉
= λ[H(x, du(x)) + 〈x˙, p〉 −H(x, p)]− λ〈x˙, p〉
= −λ[H(x, p)−H(x, du(x))]
≤ −λ[λu(x) +H(x, p)]
= −λFu(x, p)
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where the second equality is according to equation (1) and the first inequality is due to Fenchel
transform. It implies that every trajectory of (1) tends to Σ−c (u) as t→ +∞, with
Σ−c (u) := {(x, p) ∈ T
∗M |Fu(x, p) ≤ 0}.
So ⋂
u∈S−c ∩C1(M,R)
Σ−c (u) = Σ
−
c
is a global attracting set. As we define
K =
⋂
t≥0
( ⋂
u∈S−c ∩C1(M,R)
ΦtH,λ(Σ
−
c (u))
)
,
we can easily see that K contains all the ω−limit sets in the phase space, then due to the
definition of K, it has to be maximal. 
Remark 4.1. A similar conclusion as Theorem D was firstly proved by Maro and Sorrentino
in [16], where they used a complicated real analysis method to handle with the low regularity
of u−. Since each u we take is contained in S−c ∩ C
1(M,R), we can take the derivative of u
directly and avoid this difficulty.
5. Exponential convergence of the Lax-Oleinik semigroup
Proof of Theorem E: Recall that
T −t 0(x) = inf
γ:[−t,0]→M
γ(0)=x
∫ 0
−t
eλsL(γ, γ˙)ds,
then we have
u−(x)− T −t 0(x) ≥
∫ −t
−∞
eλsL(γ−x , γ˙
−
x )ds(17)
where γ−x : (−∞, 0] → M is a backward calibrated curve by u
− and ending with x. On the
other side, suppose γ̂ : [0, t]→M is the infimum achieving T −t 0(x), then
u−(x)− T −t 0(x) ≤
∫ −t
−∞
eλsL(η, η˙)ds+
∫ 0
−t
eλsL(γ̂, ˙̂γ)ds− T −t 0(x)
=
∫ −t
−∞
eλsL(η, η˙)ds(18)
where η : (−∞,−t] → M is the backward calibrated curve by u− and ending with γ̂(−t).
Recall that A˜ consists of a unique hyperbolic equilibrium, without loss of generality, we assume
A = {z} and u−(z) = 0. This is because we are free to take any α ∈ R in (7), of which u− is
always well defined as a viscosity solution of
λu +H(x, du) = α.
Then we can claim the following conclusion:
Claim: For any small neighborhood V ⊃ A, there exists a uniform time TV >
0, such that for any x ∈M, the associated backward calibrated curve γ−x : (−∞, 0]
→M won’t stay outside V for a time longer than Tv.
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Otherwise, there must be a neighborhood V∗ ⊃ A and a sequence {xn}n∈N ⊂ M , such that
the associated backward calibrated curve γ−n would stay outside of V∗ for a time Tn, with
Tn → +∞ as n → +∞. With almost the same analysis as in Lemma 3.3, we can show that
any accumulating curve of {γ−n } would lie outside V∗ for infinitely long time, which implies
V c∗ ∩ A˜ 6= ∅. This contradiction lead to the claim.
Based on this claim, we can choose a suitably small neighborhood U˜ ⊃ A˜, such that both the
Hartman Theorem is available in U˜ andWu(A˜)∩U˜ is Ck−1−graphic. Due to Lemma 3.3, there
exists a constant K1 > 0, such that for any x ∈ U := πU˜ , the associated backward calibrated
curve γ−x : (−∞, 0]→M can be estimated by the following:
‖γ−x (−t)− z‖ ≤ K1 exp(−µt), ∀ t ≥ 0
with µ > 0 being the minimal Lyapunov exponent of the hyperbolic equilibrium. Due to our
claim and Lemma 3.3, there exists a constantK2 ≥ K1, such that for any x ∈M , the associated
backward calibrated curve γ−x : (−∞, 0]→M satisfies
‖γ−x (−t)− z‖ ≤ K2 exp(−µt), ∀ t ≥ 0.(19)
Due to Theorem C, we can find a sequence of Ck subsolutions {un ∈ S−c }n∈N approaching to
u− w.r.t. C0−norm. Then for any x ∈M , and the associated backward calibrated curve (with
a time shift) η−x : (−∞,−t]→M ending with it, we have∣∣∣∣ ∫ −t
−∞
eλsL(η−x , η˙
−
x )ds
∣∣∣∣ = limn→+∞
∣∣∣∣ ∫ −t
−∞
d
ds
(
eλsun
(
η−x (s)
))
ds
∣∣∣∣
= lim
n→+∞
|e−λtun
(
η−x (−t)
)
|
= lim
n→+∞
e−λt
∣∣∣un(η−x (−t))− un(z)∣∣∣
≤ lim
n→+∞
e−λt‖dun‖ · ‖η
−
x (−t)− z‖
≤ lim
n→+∞
e−λt‖dun‖ ·K2 exp(−µt)
≤ C ·K2 · exp(−(µ+ λ)t)
due to the uniform semiconcavity of {un}n∈N. We can apply this inequality to both (17) and
(18), then prove this Theorem. 
Proof of Corollary F:We can totally borrow previous analysis, with only the following adaption:
since now A˜ is a periodic orbit {(γp(t), γ˙p(t))|t ∈ [0, Tp]} which may no longer be an equilibrium,
so we can just assume z ∈ A being one point such that u−(z) = 0. Therefore, we can only
guarantee the existence of a constantK3 > 0, such that for any x ∈M , the associated backward
calibrated curve γ−x : (−∞, 0]→M satisfies
lim inf
t→+∞
‖γ−x (−t)− z‖
exp(−µt)
≤ K3, ∀ t ≥ 0.
That’s different from (19), but other parts of the analysis follows. 
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Appendix A. Short-time persistence of convexity for T −t
Definition A.1. Assume u ∈ C(M,R), for any x ∈M , the closed convex set
D−u(x) =
{
p ∈ T ∗M : lim inf
y→x
u(y)− u(x)− 〈p, y − x〉
|y − x|
≥ 0
}
(
resp. D+u(x) =
{
p ∈ T ∗M : lim sup
y→x
u(y)− u(x)− 〈p, y − x〉
|y − x|
≤ 0
})
is called the sub-differential (resp. super-differential) set of u at x.
Lemma A.2. AssumeH ∈ Ck(T ∗M,R) is a Tonelli Hamiltonian, for each semiconvex function
ψ :M → R with a linear modulus, there is t0 > 0 such that T
−
t ψ is semiconvex for t ∈ [0, t0].
Proof. We follow the proof of [4, Lemma 4] to prove that, there exists t0 > 0 such that,
for t ∈ [0, t0], T
−
t ψ is supreme of a family of C
2 functions with a uniform C2-bound. Then
semiconvexity of T −t ψ is a direct corollary of that.
Since ψ is semiconvex with a linear modulus, by [4, Proposition 10] or [6, Theorem 3.4.2],
there exists a bounded subset Ψ ⊂ C2(M,R) such that
(1) ψ = maxϕ∈Ψ ϕ,
(2) for each x ∈M and p ∈ D−ψ(x), there exists a function ϕ ∈ Ψ satisfying (ϕ(x), dϕ(x)) =
(ψ(x), p).
By the definition of T −t and (1), we have
(20) T −t ψ ≥ sup
ϕ∈Ψ
T −t ϕ.
On the other hand, for the family Ψ, there exists t0 > 0 such that, for each t ∈ [0, t0], the
image T −t (Ψ) is also a bounded subset of C
2(M,R) and for all ϕ ∈ Ψ and x ∈M ,
T −t ϕ(γ(t)) = e
−λtϕ(x) +
∫ t
0
eλ(τ−t)L(γ(τ), γ˙(τ))dτ
where γ(τ) = π ◦ ΦτH,λ(x, dϕ(x)).
Let (γ(τ), p(τ)) : [0, t] → T ∗M be a trajectory of (1) which is optimal for ht(y, x), i.e.,
γ(0) = y, γ(t) = x and
ht(y, x) =
∫ t
0
eλτL(γ(τ), γ˙(τ))dτ.
It is not difficult to see that p(0) is a super-differential of the function z 7→ ht(z, x) at y. Since
the function z 7→ e−λt[ψ(z) + ht(z, x)] is minimal at y, then p(0) ∈ D−ψ(y).
We consider a function ϕ ∈ Ψ such that (ϕ(y), dϕ(y)) = (ψ(y), p(0)), then we have (γ(t), p(t)) =
ΦtH,λ(y, dϕ(y)) and
T −t ϕ(x) = e
−λtϕ(y) +
∫ t
0
eλ(τ−t)L(γ(τ), γ˙(τ))dτ = e−λt[ψ(y) + ht(y, x)] = T
−
t ψ(x).
Thus for each x ∈M , there exists a function ϕ ∈ Ψ such that T −t ϕ(x) = T
−
t ψ(x), therefore
T −t ψ 6 sup
ϕ∈Ψ
T −t ϕ.
So we complete the proof. 
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Appendix B. Proof of Theorem 1.4
Lemma B.1. [9, Lemma 2.2] Assume G ∈ C(T ∗M,R) is fiberwise convex in p and v is a
Lipschitz subsolution of equation
G(x, dv) = 0, x ∈M,
then for any ε > 0, there exists vε ∈ C∞(M,R) such that ‖v − vε‖C0 ≤ ε and H(x, dv) ≤ ε for
all x ∈M .
Lemma B.2. [9, Theorem 2.5] Assume H ∈ C(T ∗M,R) such that H(x, p)→∞ as |p|x →∞
uniformly in x ∈M . If v, u are, respectively, a sub and supersolution of (D), then v ≤ u in M .
Proof of Theorem 1.4: Since u− is a supersolution of (D), based on Lemma B.2, we obtain that
u−(x) ≥ sup
u∈S−
u(x) ≥ sup
u∈C∞(M,R)∩S−
u(x).
Since u− is also a subsolution, we have that u−(x) ≤ supu∈S− u(x), then
u−(x) = sup
u∈S−
u(x).
To prove u−(x) = supu∈C∞(M,R)∩S− u(x), it suffices, for any δ > 0, to construct a subsolution
Uδ ∈ C
∞(M,R) of (D) such that
u−(x)− δ ≤ Uδ(x) ≤ u
−(x) on M.
Set ε = λ1+2λ · δ and v(x) = u
−(x) − 1+λ1+2λ · δ,
G(x, p) = λ · u−(x) +H(x, p),
then v is a subsolution of G(x, dxu) = 0. Due to Lemma B.1, we obtain vε ∈ C∞(M,R) and
set Uδ = vε, thus
u−(x) − δ = v(x)− ε ≤ Uδ(x) ≤ v(x) + ε = u
−(x) −
1
1 + 2λ
· δ < u−(x),
and
λUδ(x) +H(x, dUδ) = λ[Uδ(x) − u
−(x)] +G(x, dUδ)
=λ[vε(x)− u
−(x)] +G(x, dvε) ≤ −λ ·
1
1 + 2λ
· δ + ε = 0.
Since δ > 0 is arbitrarily chosen, we proved the conclusion. 
Appendix C. More about the Aubry set
In [16], the Aubry set is defined by
A˜ =
⋃
γ
{(γ, γ˙)|γ is globally calibrated by u−} ⊂ TM.
To show this definition is equivalent to (9), it suffices to prove any globally calibrated curve
γ by u− minimizes Aa,bL,λ(γ(a), γ(b)) for all a < b ∈ R. For this purpose, we can assume that
diam(M) = 1, then make use of the C0-convergence of the Lax-Oleinik semigroup.
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Definition C.1. γ ∈ Cac(R,M) is called a global minimizer, if for any a < b ∈ R,
Aa,bL,λ(γ(a), γ(b)) =
∫ b
a
eλtL(γ(t), γ˙(t))dt
where L : TM → R is the Tonelli Lagrangian associated with H(x, p), see (3). Due to the
Weierstrass Theorem in [17], any global minimizer γ : R→M has to satisfy (E-L), and has to
be as smooth as H(x, p).
For t ∈ [0, 1] and τ ≤ t, we define
hτ (x, t) = T
−
τ,t0 := inf
ξ∈Cac([τ,t], M),
ξ(t)=x
∫ t
τ
eλ(s−t)L(ξ(s), ξ˙(s))ds
and a function Fγ : (−∞, t]→ R by
Fγ(τ) :=
∫ t
τ
eλ(s−t)L(γ(s), γ˙(s))ds− hτ (γ(t), t)
associated to an arbitrary global minimizer γ : R→M . Apparently we have limτ→−∞ hτ (x, t) =
limτ→−∞ T
−
τ,t0 = u
−(x), and Fγ is nonnegative. If we set
C0 := sup{|L(x, v)| : |v|x ≤ 1} <∞,
then we get the following:
Lemma C.2. For any global minimizer γ : R→M ,
lim
τ→−∞
Fγ(τ) = 0.
Proof. For any ǫ > 0, since limτ→−∞ hτ (x, t) = u
−(x, t), there is T1 > 0 such that ∀τ0 ≤ τ1 ≤
−T1,
(21) |hτ0(x, t) − hτ1(x, t)| ≤
ǫ
2
.
Let’s set
(22) T = T (ǫ) := max{T1,
1
λ
ln(
2C0
λǫ
)}.
By compactness of M , there is a Ck curve η1 : s ∈ [−T, t] → M attains the infimum in the
definition of h−T (γ(t), t), i.e., η1(s)|s=t = γ(s)|s=t and
h−T (γ(t), t) =
∫ t
−T
eλsL(η1(s), η˙1(s))ds.
For τ ≤ −T − 1, there is a geodesic η2 : [τ,−T ]→M satisfying
η2(τ) = γ(τ), η2(−T ) = η1(−T ),
and ‖η˙2(t)‖ ≤ 1 since diam(M) ≤ 1. We consider the concatenated curve η : [τ, t] → M by
η = η2 ⋆ η1, then η : [τ, t]→M with η(τ) = γ(τ), η(t) = γ(t). Since γ is a global minimizer, we
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obtain that ∫ t
τ
eλsL(γ(s), γ˙(s))ds
≤
∫ t
−T
eλsL(η(s), η˙(s))ds
=
∫ −T
τ
eλsL(η2(s), η˙2(s))ds+
∫ t
−T
eλsL(η1(s), η˙1(s))ds
=
∫ −T
τ
eλsL(η2(s), η˙2(s))ds+ h−T (γ(t), t)
≤
C0
λ
e−λT + h−T (γ(t), t) ≤
ǫ
2
+ hτ,−T (γ(t)) ≤ ǫ+ hτ,t(γ(t)),
where the third and last inequality follow from (21) and (22). By the definition and nonnegative
property of Fγ , the above inequality shows that
0 ≤ Fγ(τ) ≤ ǫ, for τ ≤ −T − 1.
That completes the proof. 
As a direct corollary of above lemma, we obtain
Corollary C.3. Let γ : R→M be any global minimizer, then for any t ∈ [0, 1],
u−(t, γ(t)) =
∫ t
−∞
eλ(s−t)L(γ(s), γ˙(s), s)ds.
That implies every global minimizer is globally calibrated by u−, so we get the equivalence
of two definitions of the Aubry set.
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