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STABLE STATIONARY PROCESSES RELATED TO CYCLIC
FLOWS1
By Vladas Pipiras and Murad S. Taqqu
Boston University
We study stationary stable processes related to periodic and
cyclic flows in the sense of Rosin´ski [Ann. Probab. 23 (1995) 1163–
1187]. These processes are not ergodic. We provide their canonical
representations, consider examples and show how to identify them
among general stationary stable processes. We conclude with the
unique decomposition in distribution of stationary stable processes
into the sum of four major independent components: 1. A mixed
moving average component. 2. A harmonizable (or “trivial”) compo-
nent. 3. A cyclic component 4. A component which is different from
these.
1. Introduction. Consider a symmetric α-stable (SαS, for in short), α∈ (0,2),
stationary process {Xα(t)}t∈T that has an integral representation
{Xα(t)}t∈T
d
=
{∫
S
ft(s)Mα(ds)
}
t∈T
,(1.1)
where
d
= stands for equality in the sense of the finite-dimensional distribu-
tions. Here, T = Z or T = R, (S,S, ν) is a standard Lebesgue space (see
Appendix A for a precise definition),
{ft}t∈T ⊂L
α(S,S, ν)
is a collection of deterministic functions such that the map ft(s) :T ×S 7→R
or C is measurable andMα is, respectively, either a real-valued or a complex-
valued rotationally invariant SαS random measure on (S,S) with the control
measure ν. (Rotationally invariant means that eiγMα
d
=Mα for any real
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angle γ.) The process Xα is real-valued if the random measure Mα and the
functions ft are real-valued; it is complex-valued if the measure and the
functions are complex-valued.
Relationship (1.1) then means that the characteristic function of the pro-
cess Xα can be expressed as
E exp
{
i
n∑
k=1
θkXα(tk)
}
= exp
{
−
∫
S
∣∣∣∣∣
n∑
k=1
θkftk(s)
∣∣∣∣∣
α
ν(ds)
}
,(1.2)
where θk ∈R, tk ∈ T , in the real-valued case, and as
E exp
{
i
n∑
k=1
ℜ(θkXα(tk))
}
=E exp
{
i
n∑
k=1
(ℜ(θk)ℜ(Xα(tk)) +ℑ(θk)ℑ(Xα(tk)))
}
(1.3)
= exp
{
−c0
∫
S
∣∣∣∣∣
n∑
k=1
θkftk(s)
∣∣∣∣∣
α
ν(ds)
}
,
where θk ∈C, tk ∈ T , c0 = (2pi)
−1
∫ 2pi
0 | cosφ|
α dφ and z denotes the complex
conjugate of z ∈C, in the complex-valued case [see, e.g, Samorodnitsky and
Taqqu (1994)]. It is known, for example, that every measurable real-valued
SαS process Xα has an integral representation (1.1) with, for example,
S = (0,1), S = B(0,1) and ν = Lebesgue measure [see Samorodnitsky and
Taqqu (1994), Theorems 13.2.1 and 9.4.2]. Finally, recall that {Xα(t)}t∈T is
stationary if, for all h ∈ T , the finite-dimensional distributions of the process
Xα(t+ h), t ∈ T , are identical to those of the process Xα(t), t ∈ T .
In a fundamental paper, Rosin´ski (1995) showed that a SαS stationary
process Xα can be related to a flow and a corresponding cocycle as in Defi-
nition 1.1. A flow is a collection of deterministic maps {φt}t∈T that satisfy
φt1+t2 = φt1 ◦ φt2 , t1, t2 ∈ T.
A cocycle {at}t∈T for the flow {φt}t∈T satisfies relationship
at1+t2 = at1at2 ◦ φt1 , t1, t2 ∈ T.
See Appendix A for precise definitions. By support of {ft}t∈T , we mean a
minimal (a.e.) set A ∈ S such that ν{ft(s) 6= 0, s /∈ A} = 0 for every t ∈ T .
The support is denoted supp{ft, t ∈ T}.
Definition 1.1 [Rosin´ski (1995)]. A SαS stationary process Xα that
has a representation (1.1) is said to be generated by a nonsingular measur-
able flow {φt}t∈T on (S,S, ν) if, for all t ∈ T ,
ft(s) = at(s)
{
d(ν ◦ φt)
dν
(s)
}1/α
f0(φt(s)) a.e. ν(ds),(1.4)
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where f0 ∈ L
α(S,S, ν) and {at}t∈T is a cocycle for the flow {φt}t∈T taking
values in {−1,1} in the real-valued case and in the unit circle {w : |w| = 1}
in the complex-valued case, and
supp{ft, t ∈ T}= S, ν-a.e.(1.5)
Observe that this definition is consistent with stationarity because it im-
plies, by using the definitions of a flow and a cocycle, that∫
S
∣∣∣∣∣
n∑
k=1
θkftk+h(s)
∣∣∣∣∣
α
ν(ds)
=
∫
S
∣∣∣∣∣
n∑
k=1
θkatk+h(s)
{
d(ν ◦ φtk+h)
dν
(s)
}1/α
f0(φtk+h(s))
∣∣∣∣∣
α
ν(ds)
=
∫
S
∣∣∣∣∣
n∑
k=1
θkatk(φh(s))
{
d(ν ◦ φtk)
dν
(φh(s))
}1/α
f0(φtk(φh(s)))
∣∣∣∣∣
α
(ν ◦ φh)(ds)
=
∫
S
∣∣∣∣∣
n∑
k=1
θkftk(s)
∣∣∣∣∣
α
ν(ds),
where the last equality follows by a change of variables φh(s)→ s and (1.4).
Definition 1.1 relates ft to f0◦φt. By using this connection between kernels
and flows, Rosin´ski (1995) obtained a unique decomposition in distribution
of SαS stationary processes into two independent processes
Xα
d
=XDα +X
C
α ,(1.6)
where the process XDα is generated by a dissipative flow and the process X
C
α
is generated by a conservative flow (see Appendix A for definitions of dissi-
pative and conservative flows). Moreover, Rosin´ski showed that dissipative
processes XDα have a canonical representation∫
X
∫
T
k(x, t+ u)Mα(dx, du),(1.7)
where (X,X , µ) is a standard Lebesgue space and Mα has the control mea-
sure µ(dx)λ(du) with (δ denotes a counting measure)
λ(du) =
{
δZ(du), if T = Z,
du, if T =R,
(1.8)
and showed that conservative processes XCα can be uniquely decomposed
further into two independent processes XFα and X
C\F
α .
In the complex-valued case, the process XFα is the harmonizable process
XFα (t)
d
=
∫
T̂
eitxNα(dx),(1.9)
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where Nα has a finite control measure η on
T̂ =
{
R, if T =R,
[0,2pi), if T = Z.
(1.10)
In the real-valued case, XFα is the trivial stationary process
XFα (t)
d
=X1 + n(t)X2 =
∫
{1}
Nα(dx) + n(t)
∫
{2}
Nα(dx) a.s. ∀ t ∈ T,(1.11)
where X1 and X2 are independent SαS random variables, Nα has a finite
control measure η on {1,2} and
n(t) =
{
0, if T =R,
(−1)t, if T = Z,
(1.12)
that is, XFα (t)
d
=X1 if T =R and X
F
α (t)
d
=X1 + (−1)
tX2 if T = Z.
The process XFα , whether harmonizable or trivial, is a stationary SαS pro-
cess generated essentially by the simplest type of conservative flows, namely,
the identity flows defined by φt(s) = s for all t ∈ T, s ∈ S with S = T̂ in the
complex-valued case and S = {1,2} in the real case. The other process in
the decomposition of XCα , that is, X
C\F
α , is a SαS stationary process gener-
ated by a conservative flow which does not have a harmonizable (or trivial)
component, meaning that it cannot be decomposed into two independent
processes one of which is either a harmonizable process in the complex-
valued case or a trivial stationary process in the real-valued case. This led
Rosin´ski (1995) to the unique decomposition in distribution of SαS station-
ary processes into three independent processes
Xα
d
=XDα +X
F
α +X
C\F
α .(1.13)
A nice review can be found in Rosin´ski (1998).
In this work, we focus on SαS stationary processes generated by periodic
flows in the sense of Definition 1.1 and more specifically by cyclic flows.
Periodic flows are examples of conservative flows such that any point in the
space comes back to its initial position in a finite period of time. Identity
flows are periodic flows with period zero. Cyclic flows are periodic flows with
positive period. We will show that SαS stationary processes generated by
periodic flows have a canonical representation which is given by the sum of
two terms. The first term is the harmonizable or trivial process∫
T̂
eitxNα(dx) (complex-valued case),
(1.14) ∫
{1}
Nα(dx) + n(t)
∫
{2}
Nα(dx) (real-valued case);
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the second term is∫
Z
∫
[0,q(z))
b1(z)
[v+t]q(z)g(z,{v+ t}q(z))Mα(dz, dv),(1.15)
where, for a > 0 and x ∈R,
[x]a =max{n ∈ Z :na≤ x}, {x}a = x− a[x]a ≥ 0,(1.16)
(Z,Z, σ) is a standard Lebesgue space, q(z) ∈ T+ with
T+ =
{
(0,∞), if T =R,
{2,3, . . .}, if T = Z,
(1.17)
and
b1(z) ∈
{
{w : |w|= 1}, (complex-valued case),
{−1,1}, (real-valued case),
g ∈ Lα(Z × [0, q(·)), σ(dz)λ(dv)),
with λ(dv) defined in (1.8). Moreover, Mα and Nα above are independent
SαS random measures with the control measures σ(dz)λ(dv) and η(dx), re-
spectively, so that (1.14) and (1.15) are independent processes. The processes
represented by the sum of (1.14) and (1.15) are called stationary periodic
processes. Observe that the term “periodic” refers to the flow and not to the
sample path behavior of the process. A stationary periodic process is called
a stationary cyclic process if it does not have a harmonizable (or trivial)
component, that is, if it cannot be represented as a sum of two indepen-
dent stationary processes one of which is a nondegenerate harmonizable (or
trivial) process. Note that stationary cyclic processes cannot be defined by
(1.15) because, for example, harmonizable or trivial processes (1.14) can also
be represented by (1.15) (see Lemma 3.1).
Stationary periodic processes (1.14) and (1.15) are always generated by
periodic flows because the process (1.14) is generated by an identity flow and
the process (1.15) is generated by a cyclic flow (see Theorem 3.1). We show
in Theorem 3.2 that if representation (1.14) and (1.15) are minimal, that is,
if there is no redundancy in the representation (minimal representations are
defined in Appendix B), then a stationary periodic (cyclic, resp.) process
can only be generated by a periodic (cyclic, resp.) flow.
If the representation is not minimal, stationary periodic processes (1.14) and (1.15)
may also be generated by flows that are not periodic (see Example 3.1) and
stationary cyclic processes may also be generated by flows that are not
cyclic. To determine, therefore, whether a given stationary stable processes
is a stationary periodic or cyclic process, it is in general not enough to ex-
amine whether the underlying flow is periodic or cyclic. There is, however,
an alternate criterion that can be used to identify stationary periodic and
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cyclic processes. This criterion is based on the structure of the kernel func-
tion ft in (1.1) (see Theorems 4.1 and 5.1). Thus while flows have a physical
interpretation, the identification criterion, which is based on the kernel, has
the advantage that it can be used whether the representation is minimal
or not. An analogous approach was followed by Rosin´ski (1995) in the case
of harmonizable (or trivial) processes (1.9) [or (1.11)], typically associated
with identity flows.
Our goal then is to identify stationary periodic (cyclic, resp.) processes
among general SαS stationary processes, namely, to be able to conclude
that a given SαS stationary process is a stationary periodic (cyclic, resp.)
process, either by using flows in the case of a minimal representation or by
applying the identification criterion mentioned above.
The identification criterion provides also a decomposition of SαS station-
ary processes which is more refined than the decomposition (1.13) obtained
by Rosin´ski (1995). More precisely, we will show (see Theorem 6.1) that the
“third kind” process X
C\F
α in (1.13) can be further uniquely decomposed
into two independent processes
XC\Fα
d
=XLα +X
C\P
α ,(1.18)
whereXLα is a stationary cyclic process andX
C\P
α is a SαS stationary process
generated by a conservative flow, that is without a periodic component.
A simple example of a real-valued SαS stationary cyclic process with
T =R is the real part of a harmonizable process (1.9),
ℜ
∫
R
eitxMα(dx)
d
= c
∫
R
∫ 2pi
0
cos(v+ zt)Mα(dz, dv)
(1.19)
d
= c
∫
R
∫ 2pi/|z|
0
cos (z{w+ t}2pi/|z|)Mα(dz, dw),
that is, the process (1.15) with b1(z) = 1, q(z) = 2pi/|z| and g(z,u) = cos(zu)
(see Example 3.2). We show in Example 5.1 that the process (1.19) is indeed
a stationary cyclic process, that is, an example of a process XLα in the
decomposition (1.18). An example of the process X
C\P
α is the stationary
sub-Gaussian process (see Example 6.1).
This paper is organized as follows. In Section 2, we prove some results on
periodic and cyclic flows that are used in the sequel. In Section 3, we show
that stationary SαS processes generated by periodic flows have a canoni-
cal representation given by the sum of (1.14) and (1.15). In Section 4, we
provide a criterion to identify stationary periodic processes among general
SαS stationary processes. In Section 5, we do this for stationary cyclic pro-
cesses. A further decomposition of stationary SαS processes is established
in Section 6. Finally, in Appendix A, we collect some basic facts related
to flows and, in Appendix B, we recall the definition of minimal integral
representations for stable processes.
STABLE STATIONARY PROCESSES 7
2. Periodic and cyclic flows. Let {φt}t∈T be a measurable flow on a
standard Lebesgue space (S,S, ν), where T = Z or T =R (see Appendix A).
Let also
P := {s :∃p= p(s) ∈ T \ {0} :φp(s) = s},(2.1)
F := {s :φt(s) = s for all t ∈ T},(2.2)
L := P \ F(2.3)
be the periodic, fixed and cyclic points of the flow {φt}t∈T , respectively.
Definition 2.1. A measurable flow {φt}t∈T on (S,S, ν) is periodic if
S = P ν-a.e., is identity if S = F ν-a.e., and is cyclic if S = L ν-a.e.
We say henceforth that a set A⊂ S or a map f on S is ν-measurable if it
is measurable with respect to a measure ν, that is, measurable with respect
to the completion of the Borel sets under that measure.
Lemma 2.1. The set F in (2.2) is (Borel) measurable and the sets P in
(2.1) and L in (2.3) are ν-measurable.
Proof. Since the proof of the lemma is elementary when T = Z, we
consider only the case T = R. To show that the set F is measurable, we
first show that F ′ := {s :φt(s) = s a.e. dt} satisfies F
′ = F . Indeed, if s ∈ F ′,
then, by definition, τ := {t :φt(s) = s}=R a.e. Observe that τ is an additive
group of R [if t1, t2 ∈ τ , then t1 + t2 ∈ τ , because φt1+t2(s) = φt1(φt2(s)) =
φt1(s) = s] and hence by Corollary 1.1.4 in Bingham, Goldie and Teugels
(1987), we have τ = R and hence F ′ = F . Then, F = {s :h(s) = 0}, where
h(s) =
∫
R 1{φt(s)6=s}(t, s)dt. Since the function h(·) is measurable by the Fu-
bini theorem, the set F is measurable as well [use Theorem A in Halmos
(1950), page 143]. To prove that the set P = {s :∃p = p(s) 6= 0 :φp(s) = s}
is ν-measurable, consider the measurable set P˜ = {(s, p) :φp(s) = s, p 6= 0}.
Observe that P = projS{P˜} := {s :∃p : (s, p)∈ P˜}. The ν-measurability of P
follows from Lemma 4.2. The set L is ν-measurable because L= P \ F . 
We use in the sequel the following alternative definition of a cyclic flow,
which is equivalent to Definition 2.1 by Theorem 2.1.
Definition 2.2. A measurable flow {φt}t∈T on (S,S, ν) is cyclic if it is
null isomorphic (mod 0) to the flow
φ˜t(z, v) = (z,{v + t}q(z))(2.4)
on (Z × [0, q(·)),Z × B([0, q(·))), σ(dz)λ(dv)), where q(z) ∈ T+ a.e. is some
measurable function [see also the notation (1.8), (1.16) and (1.17)].
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The σ-field Z × B([0, q(·))) in Definition 2.2 is defined as the restriction
of the σ-field Z × B(R) to the set Z × [0, q(·)). Null isomorphic (mod 0)
in Definition 2.2 means that there are two null sets N ⊂ S and N˜ ⊂ Z ×
[0, q(·)), and a Borel measurable, one-to-one, onto and nonsingular map with
a measurable inverse (a so-called null isomorphism) Φ :Z × [0, q(·)) \ N˜ 7→
S \N such that
φt(Φ(z, v)) = Φ(φ˜t(z, v))(2.5)
for all t ∈ T and (z, v) ∈Z× [0, q(·))\ N˜ . The null sets N and N˜ are required
to be invariant under the flows φt and φ˜t, respectively. We can view (2.4) in
two ways. At each z on the horizontal axis, we climb to height q(z) before
falling back on the horizontal axis to the same starting points. Equivalently,
we can view the space (z, v) shaped as a torus where at each point z on the
“grand circle,” we rotate around the “small circle” of length q(z).
Example 2.1. A collection of maps
φt(s) = e
itθs, t ∈R,
with some fixed θ > 0, is a measurable flow on the unit circle {s : |s|= 1}. The
flow {φt}t∈R is cyclic since each point of the space is not fixed and comes back
to its initial position in a finite time (Definition 2.1) or since it is isomorphic
to the flow φ˜t(v) = {v + t}2piθ−1 , t ∈ R, v ∈ [0,2piθ
−1) (Definition 2.2). This
corresponds to representing motion on the circle by a periodic motion on an
interval.
Example 2.2. Suppose T =R. The collection of maps
φt(z, v) = (z,{v + s(z)t}q(z)), t ∈R,(2.6)
where s(z) ∈R \ {0}, q(z) ∈ R+ a.e. are measurable functions, is a measur-
able flow on Z × [0, q(·)). It is a cyclic flow because each point of the space
comes back to its initial position in a finite (nonzero) time. We may think
of the function |s(z)| as the speed at which a point (z, v) moves under the
flow {φt}t∈R. Observe also that the flow {φt}t∈R is isomorphic to the flow
φ˜t(z, v) = (z,{v + t}q(z)/|s(z)|) on Z × [0, q(·)/|s(·)|).
Example 2.3. Consider now the case T = Z. The maps
φt(z, v) = (z,{v+ s(z)t}q(z)), t ∈ Z,(2.7)
still define a cyclic flow on Z × ([0, q(·)) ∩ Z) or, equivalently, on the space
(Z × [0, q(·)), σ(dz)λ(dv)) with λ(dv) = δZ(dv) by using the notation of Def-
inition 2.2. The definition of this cyclic flow, however, is not very natural.
Consider, for example, the flow φt(v) = {v + 2t}4, t ∈ Z, defined by (2.7)
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with the suppressed Z = {1}, σ(dz) = δ{1}(dz) on the space {0,1,2,3}. Since
t ∈ Z, this flow takes 0 to 2 and then 2 back to 0, and takes 1 to 3 and then
3 back to 1. It hence consists of two separate cyclic flows: the flow φ|{0,2}
restricted to the points {0,2} and the flow φ|{1,3} restricted to the points
{1,3}. For a fixed z, the flow in the v coordinate of (2.7) may hence consist
of a number of distinct cyclic flows.
To avoid this type of situation when T = Z, it is preferable to consider,
instead of (2.7), the flow
φt(z, v) = (z,{v + s(z)t}|s(z)|q(z)), t ∈ Z,(2.8)
on Z × ([0, |s(·)|q(·)) ∩ |s(·)|Z), where q(z) ∈ Z+ a.e. and aZ = {ap :p ∈ Z},
a ∈R, or equivalently, on the space (Z × [0, |s(·)|q(·)), σ(dz)δ|s(·)|Z(dv)). For
example, the flow φt(v) = {v+2t}4 is now defined only on the points {0,2}
and thus, we do not have to deal with two flows anymore. In general, for
a fixed z, the flow in the v coordinate of (2.8) takes 0 to |s(z)|, |s(z)| to
2|s(z)|, . . . , (q(z)−2)|s(z)| to (q(z)−1)|s(z)| before returning to 0. Since the
space [0, |s(z)|q(z))∩|s(z)|Z consists only of these points 0, |s(z)|, . . . , (q(z)−
1)|s(z)|, there can be no other distinct cyclic flow on this space. Observe that
the function |s(z)| in (2.8) still plays the role of speed.
Observe also that the flows (2.6) and (2.8) have a common representation
(z,{v + s(z)t}q(z)) only for |s(z)|= 1. Since we prefer to work with a cyclic
flow representation valid for both T =R and T = Z, and since a flow (z,{v+
s(z)t}q(z)) with |s(z)| = 1 is isomorphic to the simpler cyclic flow (z,{v +
t}q(z)), we suppose in (2.4) of Definition 2.2 that s(z) = 1.
Theorem 2.1. Definitions 2.1 and 2.2 of cyclic flows are equivalent.
Proof. If the flow {φt}t∈T is cyclic in the sense of Definition 2.2, then
every point in the space Z × [0, q(·)) is cyclic and hence S =L a.e. by using
(2.5).
To show the converse, we suppose that {φt}t∈T is cyclic in the sense of
Definition 2.1. We first consider the case T =R. Since {φt}t∈R has no fixed
points (a.e.), we may suppose without loss of generality that the flow {φt}t∈R
is a special flow on a space Y × [0, r(·)) as defined in Appendix A (see also
Figure 1 in that appendix), that is,
φt(y,u) = (V
ny, t+ u− rn(y))(2.9)
for rn(y) < u+ t ≤ rn+1(y), where rn(y) =
∑n−1
k=0 r(V
ky), n ≥ 1, r0(y) = 0,
rn(y) =
∑−1
k=n r(V
ky), n ≤ −1, r(·) > 0 a.e. and V is a one-to-one, onto,
bimeasurable map on a a standard Lebesgue space (Y, τ). Indeed, as stated
in Appendix A, given a flow {φt}t∈R without fixed points, there is a special
flow given by (2.9) which is null isomorphic to {φt}t∈R. If {φt}t∈R
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in the sense of Definition 2.1, then the null isomorphic special flow (2.9)
is cyclic as well. Then, if the flow (2.9) is shown to be null isomorphic to
a flow given by (2.4), then the original flow {φt}t∈R is null isomorphic to
the flow (2.4) as well (this is because null isomorphism is an equivalence
relationship).
Since, by assumption, a.e. point (y,u) comes back to its initial position
in a finite period of time, we have that
Y =
∞⋃
n=1
{y :V ny = y}=:
∞⋃
n=1
A′n
(2.10)
=
∞⋃
n=1
(A′n \ (A
′
1 ∪ · · · ∪A
′
n−1)) =:
∞⋃
n=1
An (with A
′
0 =∅)
a.e. τ(dy). The set An represents those y that are attained for the first time
by V ny. Since V An =An, the sets Cn := {(y,u) :y ∈An} are invariant under
the flow. We now want to show that the flow (2.9) satisfying (2.10) is indeed
cyclic in the sense of Definition 2.2. Since the sets Cn are invariant under
the flow, it is enough to show that, for n≥ 1, the flow (2.9) restricted to Cn
is cyclic. We do so for n = 2 only, since the proof for other values of n is
similar.
To prove that φ|C2 is cyclic, we show that there is a null isomorphism
mapping φ|C2 into a flow φ˜ of the type (2.4). The first step is to construct
a space where the flow φ˜ is defined. The idea is to reduce the space so
that (y, v) and (V y, v) are only represented by either (y, v) or (V y, v) or,
since we are focusing on A2, to reduce the space so that y ∈A2 and V y are
represented only by either y or V y. To do so, we proceed in a way similar to
the exhaustion principle used in ergodic theory [see, e.g., page 17 in Krengel
(1985)]. Let τ˜ be a finite measure on Y equivalent to τ . Let first
B1 = {measurable B ⊂A2 :B ∩ V B =∅},
τ˜1 = sup{τ˜ (B) :B ∈ B1} and take B1 ∈ B1 such that τ˜ (B1) ≥ τ˜1/2. Then
define a sequence of sets Bn, n≥ 2, recursively, by letting
Bn = {measurable B ⊂A2\(B1∪· · ·∪Bn−1∪V B1∪· · ·∪V Bn−1) :B∩V B =∅},
τ˜n = sup{τ˜ (B) :B ∈ Bn} and picking Bn ∈ Bn such that τ˜(Bn)≥ τ˜n/2. Since
τ˜ is finite and the sets B1, . . . ,Bn+1 are disjoint, we have τ˜(Bn)→ 0 and
hence τ˜n→ 0 as n→∞.
We argue next that
A2 =
∞⋃
n=1
(Bn ∪ V Bn)(2.11)
a.e. τ˜(dy) and hence a.e. τ(dy).
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Relationship (2.11) must hold because if it does not then we have a con-
tradiction: we will show that it is then possible to construct a measurable
set B ⊂ A2 with τ˜(B) > 0, B ∩ V B = ∅ and the sets B and Bn ∪ V Bn
being disjoint for all n. This is a contradiction because the argument pre-
ceding (2.11) precludes the existence of such a set. Assume then that (2.11)
does not hold, that is, there is a set A ⊂ A2 such that τ˜(A) > 0 and the
sets A and
⋃∞
n=1(Bn ∪ V Bn) are disjoint. By the definition of A2, we have
V y 6= y on A (a.e.) and hence there is a set A0 ⊂A such that τ˜(A0)> 0 and
A0 6= V A0 a.e. Then define B = A0 \ V A0. Since A0 6= V A0 a.e., we have
τ˜(B) > 0. Moreover, since B = A0 ∩ V A
c
0, we have B ∩ V B = A0 ∩ V A
c
0 ∩
V A0 ∩ V
2Ac0 =A0 ∩ V (A
c
0 ∩A0)∩ V
2Ac0 =∅ because V is one-to-one. Since
A and
⋃∞
n=1(Bn ∪ V Bn) are disjoint, the sets B ⊂ A and Bn ∪ V Bn are
disjoint for all n as well. We therefore conclude that (2.11) holds.
Now let
Z =
∞⋃
n=1
Bn
and observe that
A2 =
∞⋃
n=1
(Bn ∪ V Bn) =
(
∞⋃
n=1
Bn
)
∪
(
∞⋃
n=1
V Bn
)
= Z ∪ V Z
a.e. τ(dy).
The spaces Z and V Z are disjoint by construction. Instead of focusing
on the space A2 ⊂ Y , where A2 = Z ∪ V Z a.e. τ(dy), we “combine” Z and
V Z. We do so by focusing on the space Z only and by defining the flow φ˜
on the space (Z × [0, r2(·)), τ(dz)dv) as
φ˜t(z, v) = (z,{v+ t}r2(z)),(2.12)
where
r2(z) = r(z) + r(V z)
is the function which appears in the special representation (2.9). (To visual-
ize this, see Figure 1 in Appendix A.) By using r2(z), we have replaced the
“vertical” motions on {(z,u),0≤ u < r(z)} and {(V z,u),0≤ u < r(V z)} by
a single motion on
{(z,u),0≤ u < r(z) + r(V z)}.
Our new space Z × [0, r2(·)) is thus related to the previous space C2 =
{(y,u) : y ∈A2} by the map Φ :Z × [0, r2(·)) 7→C2 defined by
Φ(z, v) =
{
(z, v), if 0≤ v < r(z),
(V z, v− r(z)), if r(z)≤ v < r2(z).
12 V. PIPIRAS AND M. S. TAQQU
Then, by using A2 = Z ∪ V Z a.e. τ(dy) and the fact that Z and V Z are
disjoint, we obtain that Φ is a null isomorphism and
φt|C2(Φ(z, v)) = Φ(φ˜t(z, v)).
This shows that the flow φ|C2 is indeed cyclic in the sense of Definition 2.2.
To show the converse in the case T = Z is easier. We sketch here only
the main ideas of the proof. The function q(s) = min{n ∈ N :φn(s) = s} is
measurable and a.e. finite on S. It is enough to show, for example, that the
flow {φt}t∈Z restricted to C2 = {s : q(s) = 2} is cyclic. Arguing as above, we
can construct a measurable set Z such that C2 =Z ∪φ1Z, where Z and φ1Z
are disjoint. The flow φ|C2 can then be shown to be isomorphic to the flow
φ˜t(z, v) = (z,{v + t}2). 
In the following lemma, we characterize cocycles associated with cyclic
flows. (See the end of Appendix A for a definition of a cocycle.) This result
is used in the next section.
Lemma 2.2. Let {φt}t∈T be a cyclic flow and let {at}t∈T be a cocycle for
{φt}t∈T taking values in a second countable group (A, ·). Suppose that Φ:Z×
[0, q(·)) \ N˜ 7→ S \N is the null isomorphism between the flows {φt}t∈T and
{φ˜t}t∈T in Definition 2.2. Let a˜t(z, v) = at(Φ(z, v)) if (z, v) ∈Z× [0, q(·))\N˜ ,
and a˜t(z, v) = e if (z, v) ∈ N˜ , where e is the group unity. Then {a˜t}t∈T is a
cocycle for {φ˜t}t∈T and
a˜t(z, v) = (a˜(z, v))
−1a˜1(z)
[v+t]q(z) a˜(z,{v + t}q(z))(2.13)
for all t ∈ T and (z, v) ∈Z× [0, q(·)), where a˜ :Z× [0, q(·)) 7→A and a˜1 :Z 7→
A are some measurable functions.
Proof. We may suppose without loss of generality that N = N˜ = ∅
because the proof below shows that a˜t(z, v) = at(Φ(z, v)) satisfies the cocycle
relationship on the set Z × [0, q(·)) \ N˜ (which is invariant for the flow φ˜)
and so obviously does a˜t(z, v) = e on the set N˜ . By substituting s=Φ(z, v)
in the definition (A.3) of a cocycle, we obtain that
at1+t2(Φ(z, v)) = at2(Φ(z, v))at1(φt2(Φ(z, v)))
and hence, since φt ◦Φ=Φ ◦ φ˜t, we get that
a˜t1+t2(z, v) = a˜t2(z, v)a˜t1(φ˜t2(z, v))(2.14)
= a˜t2(z, v)a˜t1(z,{v+ t2}q(z)).(2.15)
Relationship (2.14) shows that {a˜t}t∈T is a cocycle for the flow {φ˜t}t∈T . To
show (2.13), we use (2.15). We consider the case Z = {1} only. The proof for
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a general space Z follows as below by working with a fixed z. For notational
simplicity, we denote a˜t(1, v) by a˜t(v) and, to avoid writing indices, by a˜(t, v).
By taking v = 0 in (2.15), we get a˜(t1 + t2,0) = a˜(t2,0)a˜(t1,{t2}q). Then
a˜(t, v) = (a˜(v,0))−1a˜(v+ t,0)(2.16)
if v ∈ [0, q) ∩ T . Observe now that, by (1.16) and (2.15),
a˜(v+ t,0) = a˜(q[v+ t]q + {v+ t}q,0) = a˜(q[v + t]q,0)a˜({v + t}q,0)
for all t ∈ T and v ∈ [0, q) ∩ T . Then, by (2.16), for v ∈ [0, q)∩ T ,
a˜(t, v) = (a˜(v,0))−1a˜(q[v+ t]q,0)a˜({v + t}q,0)
= (a˜(v))−1a˜(q[v + t]q)a˜({v + t}q),
where a˜(·) = a˜(·,0), but by setting t2 = nq, t1 =mq and v = 0 in (2.15), we
get that a˜(qm+ qn) = a˜(qm)a˜(qn) for all n,m ∈ Z. It follows that a˜(qm) =
a˜m1 for some a˜1 ∈A and hence
a˜(t, v) = (a˜(v))−1a˜
[v+t]q
1 a˜({v + t}q),
which proves (2.13) when Z = {1}. 
3. Representation of stationary processes generated by periodic flows.
We now provide a representation of stable stationary processes generated
by periodic flows. This basic result is used several times in this and the
following section.
Theorem 3.1. Suppose that a stationary SαS, α ∈ (0,2), process Xα is
generated by a periodic flow in the sense of Definition 1.1. Then Xα can be
represented in distribution as the sum of two independent stationary stable
processes. The first process is a harmonizable process in the complex-valued
case or a trivial process in the real-valued case,∫
T̂
eitxNα(dx) (complex-valued case),
(3.1) ∫
{1}
Nα(dx) + n(t)
∫
{2}
Nα(dx) (real-valued case),
where Nα has a finite control measure η(dx) and n(t) is defined by (1.12).
The second process can be represented as∫
Z
∫
[0,q(z))
b1(z)
[v+t]q(z)g(z,{v+ t}q(z))Mα(dz, dv).(3.2)
Here, (Z,Z, σ) is a standard Lebesgue space, q(z) ∈ T+ a.e. σ(dz), g ∈
Lα(Z × [0, q(·)), σ(dz)λ(dv)) and b1(z) ∈ {−1,1} [or b1(z) ∈ {w : |w|= 1} in
the complex-valued case] are measurable functions, and SαS random measure
Mα has the control measure σ(dz)λ(dv).
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Proof. Suppose that the process Xα is generated by a flow {φt}t∈T on
(S,S, ν) which is periodic. Since the flow is periodic, we have S = P a.e.
ν(ds) and hence S = F +L a.e. ν(ds) as well, where F and L are the fixed
and the cyclic points of the flow {φt}t∈T . Then
Xα(t)
d
=
∫
F
ft(s)Mα(ds) +
∫
L
ft(s)Mα(ds) =: Yα(t) +Zα(t),
where the stationary stable processes Yα and Zα are independent, the process
Yα is generated by an identity flow and the process Zα is generated by a cyclic
flow. (The processes Yα and Zα are independent because F ∩ L = ∅.) By
Propositions 5.1 and 5.2 in Rosin´ski (1995), the process Yα is harmonizable
(or trivial). To conclude the theorem, we still need to show that the process
Zα has a representation (3.2).
By Definition 2.2, there is a space (Z,Z, σ), function q(z) ∈ T+ a.e. σ(dz)
and a null isomorphism Φ :Z × [0, q(·)) 7→ L such that
φt(Φ(z, v)) = Φ(z,{v + t}q(z))(3.3)
for all t ∈ T and (z, v) ∈ Z × [0, q(·)). In other words, the flow {φt}t∈T on
(L,ν) is null isomorphic to the flow {φ˜t}t∈T on (Z × [0, q(·)), σ(dz)λ(dv))
defined by
φ˜t(z, v) = (z,{v + t}q(z)).
[We may suppose that the null sets in (2.5) are empty because, otherwise,
we can replace L by L \ N in the definition of Zα without changing its
distribution.] By replacing s with Φ(z, v) in (1.4) and using (3.3), we get
that for all t ∈ T ,
ft(Φ(z, v)) = at(Φ(z, v))
{
d(ν ◦ φt)
dν
(Φ(z, v))
}1/α
f0(Φ(φ˜t(z, v)))(3.4)
a.e. σ(dz)λ(dv). Now, by Lemma 2.2, at(Φ(z, v)) = a˜1(z)
[v+t]q(z) a˜(φ˜t(z, v))/
a˜(z, v). Since φt ◦Φ=Φ ◦ φ˜t, we also have that
d(ν ◦ φt)
dν
◦Φ=
d(ν ◦Φ ◦ φ˜t)
d(ν ◦Φ)
=
(
dν
d((σ ⊗ λ) ◦Φ−1)
◦Φ ◦ φ˜t
)
d((σ ⊗ λ) ◦ φ˜t)
d(σ ⊗ λ)
d(σ⊗ λ)
d(ν ◦Φ)
=
(
dν
d((σ ⊗ λ) ◦Φ−1)
◦Φ ◦ φ˜t
)
d((σ ⊗ λ) ◦Φ−1)
dν
◦Φ
=
(
dν
d((σ ⊗ λ) ◦Φ−1)
◦Φ ◦ φ˜t
)(
dν
d((σ ⊗ λ) ◦Φ−1)
◦Φ
)−1
,
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where d((σ⊗λ) ◦ φ˜t)/d(σ⊗λ)≡ 1 because the first component in φ˜t(z, v) =
(z,{v + t}q(z)) remains the same and the second, where v is the variable,
preserves the measure λ. Hence, by setting
gt(z, v) = a˜(z, v)
{
dν
d((σ ⊗ λ) ◦Φ−1)
(Φ(z, v))
}1/α
ft(Φ(z, v))(3.5)
in relationship (3.4), we obtain that, for all t ∈ T ,
gt(z, v) = a˜1(z)
[v+t]q(z)g0(φ˜t(z, v))(3.6)
a.e. σ(dz)λ(dv). Finally, observe that by writing the characteristic functions,
it is easy to see that (3.5) implies
{Zα(t)}t∈T
d
=
{∫
L
ft(s)Mα(ds)
}
t∈T
d
=
{∫
Z
∫
[0,q(z))
gt(z, v)M˜α(dz, dv)
}
t∈T
,
where M˜α(dz, dv) has the control measure σ(dz)λ(dv). The result of the the-
orem then follows from (3.6) by setting b1(z) = a˜1(z) and g(z, v) = g0(z, v).

Remark 3.1. The proof of Theorem 3.1 shows that stationary SαS
processes generated by cyclic flows have a representation (3.2).
Definition 3.1. A stationary stable process that can be represented
by the sum of the processes (3.1) and (3.2) as in Theorem 3.1 is called a
stationary periodic process.
The following result is useful for recognizing stationary periodic processes
and, more specifically, processes (3.2) when T =R.
Proposition 3.1. With the notation of Theorem 3.1 and letting s(z) ∈
R \ {0} a.e. be a measurable function, processes∫
Z
∫
[0,q(z))
b1(z)
[v+s(z)t]q(z)g(z,{v+ s(z)t}q(z))Mα(dz, dv), t ∈R,(3.7)
have a representation (3.2) (with possibly different functions q and g) and
hence are stationary periodic processes.
Proof. By using the relationships
{v+ st}q = q− {−v− st}q = q− {(q − v)− st}q,
[v+ st]q =
1
q
(v + st− {v+ st}q)
=−
1
q
((q − v)− st− {(q − v)− st}q) =−[(q − v)− st]q
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and by making the change of variables v to q(z)− v when s(z)< 0, we can
first represent the process in (3.7) as∫
Z
∫
[0,q(z))
b1(z)
[v+|s(z)|t]q(z) ĝ(z,{v+ |s(z)|t}q(z))Mα(dz, dv),(3.8)
where ĝ(z,u) = g(z, q(z) − u) if s(z) < 0 and ĝ(z,u) = g(z,u) if s(z) > 0.
Then, by using the relationships
{v+ |s|t}q = |s|{|s|
−1v+ t}|s|−1q,
[v + |s|t]q =
1
q
((v + |s|t)− {v+ |s|t}q)
=
1
|s|−1q
((|s|−1v+ t)− {|s|−1v+ t}|s|−1q) = [|s|
−1v + t]|s|−1q
and by making the change of variables |s(z)|−1v = v˜, we can represent the
process in (3.8) as∫
Z
∫
[0,q˜(z))
b1(z)
[v˜+t]
q˜(z) g˜(z,{v˜ + t}q˜(z))Mα(dz, dv˜ ),(3.9)
where g˜(z,u) = |s(z)|1/αg(z, |s(z)|−1u) and q˜(z) = |s(z)|−1q(z). 
Remark 3.2. We can also use Theorem 3.1 to show that the process
(3.7) has a representation (3.2). Indeed, Example 2.2 shows that φt(z, v) =
(z,{v + s(z)t}q(z)), t ∈R, is a cyclic flow on Z × [0, q(·)). By using the rela-
tionship [v+ s(t1+ t2)]q = [v+ st1]q+[{v+ st1}q+ st2]q [to verify it, use the
second relationship in (1.16) and the fact that {φt} is a flow], we get that
b1(z)
[v+s(z)t]q(z) is a cocycle for the flow {φt}t∈R. The process (3.7) is thus
generated by the flow {φt}t∈R in the sense of Definition 1.1. Since this flow
is cyclic, the remark before Definition 3.1 shows that the process (3.7) has
a representation (3.2). Observe, however, that this does not prove that to
obtain (3.2), only the functions q and g may need to be modified.
The term “periodic” in “stationary periodic processes” refers to a process
that has a representations (3.1) and (3.2), where the kernel has a periodic-
like structure [as in (4.1)]. It does not necessarily imply that an underlying
generating flow of the process is periodic. In fact, as the following elemen-
tary example shows, without any restrictions on the kernel of a process, a
stationary periodic process can be generated in the sense of Definition 1.1
by conservative flows other than periodic flows.
Example 3.1. Let (Y,Y, τ) be a standard Lebesgue space with 0 <
τ(Y )<∞. Observe that a stationary periodic process that has a represen-
tation (3.2) can also be represented as
(τ(Y ))−1/α
∫
Y
∫
Z
∫
[0,q(z))
b1(z)
[v+t]q(z)g(z,{v+ t}q(z))Mα(dy, dz, dv),(3.10)
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where the SαS random measure Mα has control measure τ(dy)σ(dz)λ(dv),
because there is no variable y in the kernel of (3.10). Let now {φt}t∈R be
any measure preserving conservative flow on (Y,Y, τ). Then the stationary
periodic process (3.2), when represented by (3.10), is also generated by the
flow φ˜t(y, z, v) = (φt(y), z,{v + t}q(z)) on Y × Z × [0, q(·)) in the sense of
Definition 1.1. The generating flow is therefore not unique. Observe that
since we can choose the flow {φt}t∈R to be nonperiodic, the flow {φ˜t}t∈R will
also be nonperiodic. A similar problem exists when we consider harmonizable
(or trivial) processes and identity flows.
Without any restrictions on a kernel function, the generating flow may
not be unique. In this case, not only stationary periodic processes can be
generated by nonperiodic flows, but harmonizable (or trivial) processes can
also be represented by (3.2) (Lemma 3.1). This result further indicates that
we cannot associate, in general, harmonizable (or trivial) processes with
identity flows and processes that have the representation (3.2) with cyclic
flows.
Lemma 3.1. The SαS, α ∈ (0,2), harmonizable processes (or trivial
processes in the real-valued case) can be represented as (3.2).
Proof. Consider the process
Xα(t) =
∫
T̂
∫
[0,2)
(ei2z)[v+t]2(eiz){v+t}2Mα(dz, dv)
(3.11)
=
∫
T̂
∫
[0,2)
(eiz)(v+t)Mα(dz, dv), t ∈ T,
where Mα is a complex-valued rotationally invariant SαS random measure
with control measure η(dz)λ(dv) and η(T̂ )<∞ [see also the notation (1.10)].
The process Xα has a representation (3.2) with Z = T̂ , σ(dz) = η(dz),
b1(z)≡ e
i2z , q(z) = 2 and g(z,u) = eizu. Observe that since eiz(v+t) = eizveizt,
|eizv|= 1 and eizv does not involve time t,
{Xα(t)}t∈T
d
=
{∫
T̂
∫
[0,2)
eiztMα(dz, dv)
}
t∈T
d
=
{
21/α
∫
T̂
eiztMα(dz)
}
t∈T
,(3.12)
where Mα is a complex-valued rotationally invariant measure with control
measure η(dz). Hence, Xα is also a harmonizable process, showing the result
for harmonizable processes.
The case of trivial processes with T = R follows by taking, for example,
Z = {1}, b1(z) = 1, g(1, z)≡ 1 and q(1) = 1 in (3.2). When T = Z, take Z =
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{1,2}, b1(z) ≡ 1 and g(z, v) ≡ a(z)
v with a(1) = 1, a(2) = −1 and q(z) = 2.
Then (3.2) becomes∫
{1,2}
∫
{0,1}
(a(z)){v+t}2Mα(dz, dv)
=
∫
{1,2}
∫
{0,1}
(a(z))v+tMα(dz, dv)
d
=
∫
{1,2}
a(z)tNα(dz)
=
∫
{1}
Nα(dz) + (−1)
t
∫
{2}
Nα(dz),
which shows the result in the case of trivial processes when T = Z. 
Lemma 3.1 has the following implication:
Corollary 3.1. Stationary periodic processes can also be represented
by (3.2).
The representation of the process in Example 3.1 and the representation
(3.2) of a harmonizable (or trivial) process in Lemma 3.1 have a built-in
redundancy [e.g., there is no variable y in the kernel of (3.10)]. If we elimi-
nate redundancy and focus on minimal representations only, then by The-
orem 3.2, stationary periodic process defined by (3.1) and (3.2) can only
be generated by periodic flows. This explains our use of the term “station-
ary periodic processes.” (Another justification is provided in the following
sections.) Moreover, as shown in the following theorem, under minimal rep-
resentations, harmonizable (or trivial) processes cannot have a minimal rep-
resentation (3.2) and they are generated only by identity flows.
Theorem 3.2. If representations (3.1) and (3.2) of Xα is minimal, then
Xα is generated by a unique flow in the sense of Definition 1.1. This flow
is periodic for (3.1) and (3.2), identity for (3.1) and cyclic for (3.2). The
representation (3.1) is always minimal.
Proof. If the representation is minimal, then the generating flow is
unique by Theorem 3.1 in Rosin´ski (1995). Representations (3.1) and (3.2)
are obviously generated by an identity flow and a cyclic flow, respectively,
in the sense of Definition 1.1 and, therefore, representations (3.1) and (3.2)
of their sum is generated by a periodic flow in the sense of Definition 1.1.
The minimality of the representation (3.1) in the complex-valued case was
shown by Rosin´ski (1998a), Example 4.8. The minimality in the real-valued
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case can be seen directly from the definition of minimal representations. [In
the case T =R, since n(t)≡ 0, we assume implicitly that the representation
(3.1) is defined on the space {1} and not {1,2}.] 
By Definition 3.1, harmonizable (or trivial) processes are also station-
ary periodic processes. Here is another example of stationary stable process
which is a stationary periodic process.
Example 3.2. Consider the process
Xα(t) =
∫
R
∫ 2pi
0
cos(v+ zt)Mα(dz, dv), t ∈R,
where the SαS randommeasureMα has control measure µ(dz)dv and µ(R)<
∞. The processXα is well defined, that is, cos(v+zt) ∈L
α(R×(0,2pi), µ(dz)dv)
for each t ∈R. Since cos(u) = cos({u}2pi), it has a representation (3.7) with
Z = R, σ(dz) = µ(dz), b1(z) ≡ 1, s(z) = z, q(z) = 2pi and g(z,u) = cos(u).
Hence, by Proposition 3.1, the process Xα is a stationary periodic process.
This can also be seen directly by using the proof of Proposition 3.1 to observe
that
Xα(t)
d
=
∫
R
∫ 2pi/|z|
0
cos (z{w+ t}2pi/|z|)Mα(dz, dv).
As shown in Example 2.5 of Rosin´ski (2000), the process Xα has the same
(up to a constant) finite-dimensional distributions as the real part of a har-
monizable process (1.9); more precisely,
{Xα(t)}t∈R
d
=
{
(2pi)1/αℜ
∫
R
eitxMα(dx)
}
t∈R
,(3.13)
where Mα is a complex-valued rotationally invariant measure with the con-
trol measure µ(dx).
Since harmonizable (or trivial) processes are also stationary periodic pro-
cesses, we may want to single out stationary periodic processes that do not
have a harmonizable (or trivial) component. The following definition makes
this precise. The introduced terminology is often used in the sequel, along
with that of stationary periodic processes.
Definition 3.2. A stationary periodic process is called a stationary
cyclic process if it does not have a harmonizable (or trivial) component,
that is, it cannot be represented as a sum of two independent stationary
processes, one of which is a nondegenerate harmonizable (or trivial) process.
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Remark 3.3. A stationary periodic (harmonizable or trivial, resp.) pro-
cess is defined as a process which can have representations (3.1) and (3.2)
[(3.1), resp.]. A stationary cyclic process, however, cannot be defined as a
process which can have the representation (3.2), because, by Lemma 3.1, a
harmonizable (or trivial) process can also be represented as (3.2). It is neces-
sary, therefore, to exclude explicitly the harmonizable (or trivial) component
in Definition 3.2.
How can one determine whether a given stationary process is a station-
ary periodic or cyclic process? Example 3.1 and Lemma 3.1 show that, in
general, it is not enough to examine whether an underlying flow of the pro-
cess is periodic or cyclic. We can, however, identify these processes through
underlying flows if their representations are minimal (see Theorem 3.2 and
also Corollary 6.2).
Since minimal representations are typically not easy to determine in prac-
tice, we would like to have an identification criterion which does not rely on
minimal representations. We can do so through periodic and cyclic compo-
nent sets which we define next. We work now with the kernel of a stationary
process itself rather than with a generating flow. Flows, however, are still
used as a tool to obtain an identification result (see Theorem 4.1 and its
proof). The identification results are used in Section 6 to establish a further
decomposition of stationary stable processes.
4. Characterization of stationary periodic processes. Consider a station-
ary process with representation (1.1) involving the kernel ft. We first provide
a criterion on ft for the process to be a stationary periodic process.
Definition 4.1. A periodic component set of a stationary stable process
Xα that has a representation (1.1) is defined as
CP = {s ∈ S :∃h= h(s) ∈ T \ {0} :ft+h(s) = a(h, s)ft(s)
(4.1)
a.e. λ(dt) for some a(h, s) 6= 0}.
Relationship (4.1) expresses physically the fact that, starting at s ∈CP , we
come back to ft(s) after some time h(s).
Lemma 4.1. A periodic component set CP in (4.1) is ν-measurable.
Moreover, the functions h(s) and a(s) = a(h(s), s) in (4.1) can be taken to
be ν-measurable as well.
Proof. We first show that the set CP is ν-measurable. Observe that
the condition (4.1) says that the ratio ft+h(s)/ft(s) does not depend on t
and hence CP can be also expressed as
CP = {s ∈ S :∃h= h(s) 6= 0 :ft1+h(s)ft2(s) = ft2+h(s)ft1(s) a.e. λ(dt1)λ(dt2)}.
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To deal with the potential measurability problem raised by ∃h, consider the
set
A= {(s,h) 6= (s,0) :ft1+h(s)ft2(s) = ft2+h(s)ft1(s) a.e. λ(dt1)λ(dt2)}.
Since A= {(s,h) 6= (s,0) :F (s,h) = 0}, where the function
F (s,h) =
∫
T
∫
T
1{ft1+h(s)ft2 (s)6=ft2+h(s)ft1 (s)}
(s,h, t1, t2)λ(dt1)λ(dt2)
is Borel measurable by the Fubini’s theorem [use Theorem A in Halmos
(1950), page 143, and the fact that the function (t, s) 7→ ft(s) is Borel], we
obtain that the set A is Borel measurable. We can verify now that CP is the
projection of the set A on s, namely, that CP = projSA := {s :∃h : (s,h) ∈
A}. By using Lemma 4.2, the set CP is ν-measurable and we can choose the
function h(s) in (4.1) to be ν-measurable. The ν-measurability of a(s) follows
since, for s ∈ CP , ft1+h(s)(s)ft2(s) = ft2+h(s)(s)ft1(s) a.e. λ(dt1)λ(dt2) and
hence a(s) = ft2+h(s)(s)(ft2(s))
−1 a.e. ν(ds) for some t2 ∈ T . 
The following result characterizes stationary periodic processes.
Theorem 4.1. A SαS, α ∈ (0,2), stationary process Xα given by (1.1)
with supp{ft, t ∈ T} = S a.e. ν(ds) is a stationary periodic process if and
only if
CP = S a.e. ν(ds),
where CP is the periodic component set defined in (4.1).
Proof. Suppose first that Xα is a SαS process given by (1.1) and that it
is a stationary periodic process. Then, by Corollary 3.1 following Lemma 3.1,
Xα has a representation (3.2) on a space Z × [0, q(·)) and with a kernel
function
gt(z, v) = b1(z)
[v+t]q(z)g(z,{v + t}q(z)).
Since {v+(t+ q(z))}q(z) = {v+ t}q(z) and [v+(t+ q(z))]q(z) = [v+ t]q(z)+1,
we have
gt+h(z,v)(z, v) = a(z, v)gt(z, v)
for all (z, v) ∈Z × [0, q(·)), where h(z, v) = q(z) and a(z, v) = b1(z). By The-
orem 1.1 in Rosin´ski (1995), there are measurable maps Φ :S 7→Z × [0, q(·))
and k :S 7→R\{0} (or C\{0}) such that, for a.e. ν(ds), ft(s) = k(s)gt(Φ(s))
a.e. λ(dt). Then, for a.e. ν(ds),
ft+h(Φ(s))(s) = k(s)gt+h(Φ(s))(Φ(s)) = k(s)a(Φ(s))gt(Φ(s)) = a(Φ(s))ft(s)
a.e. λ(dt). This shows that CP = S a.e. ν(ds).
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Suppose now that Xα is a stationary stable process given by (1.1) with
supp{ft, t ∈ T}= S a.e. ν(ds) and such that CP = S a.e. ν(ds). We want to
show that Xα is a stationary periodic process. The proof involves a number
of steps.
Step 1. First, we show that one may suppose without loss of gener-
ality that the representation {ft}t∈T of the process Xα is minimal with
CP = S a.e. (minimal representations are defined in Appendix B). By The-
orem 2.2(a), in Rosin´ski (1995) [due to Hardin (1982), Theorem 5.1], the
process Xα has a minimal integral representation∫
S˜
f˜t(s˜)M˜α(ds˜),(4.2)
where (S˜, S˜, ν˜) is some standard Lebesgue space, {f˜t}t∈T ⊂ L
α(S˜, S˜, ν˜) and
M˜α has the control measure ν˜. Let C˜P be the periodic component set of Xα
defined through the representation {f˜t}t∈T . To conclude the first step, it is
enough to show that C˜P = S˜ a.e. ν˜(ds˜). By Remark 2.5 in Rosin´ski (1995),
there are Borel measurable maps Φ :S 7→ S˜ and k :S 7→R \ {0} (or C \ {0})
such that, for any t ∈ T ,
ft(s) = k(s)f˜t(Φ(s))(4.3)
a.e. ν(ds) and
ν˜ = νk ◦Φ
−1,(4.4)
where νk(ds) = |k(s)|
αν(ds). Since, for s ∈ CP , ft+h(s)(s) = a(s)ft(s) a.e.
λ(dt), we expect, in view of (4.3) that, for a.e. s ∈CP ,
f˜t+h(s)(Φ(s)) = a(s)f˜t(Φ(s)) a.e. λ(dt)(4.5)
and hence that Φ(s) ∈ C˜P a.e. ν(ds).
To demonstrate that (4.5) follows from (4.3), consider first the set A =
{(s,h) :ft+h(s) = k(s)f˜t+h(Φ(s)) and ft+h(s) = a(h, s)ft(s) a.e. λ(dt) for some
a(h, s) 6= 0} and, by Lemma 4.2, choose a ν-measurable map h(s) such that
both ft+h(s)(s) = k(s)f˜t+h(s)(Φ(s)) and ft+h(s)(s) = a(s)ft(s) a.e. λ(dt) for
s ∈ projSA. Observe that projSA=CP a.e. because projS{(s,h) :ft+h(s) =
a(h, s)ft(s) a.e. λ(dt) for some a(h, s) 6= 0} = CP by the definition of CP ,
and {(s,h) :ft+h(s) = k(s)f˜t+h(Φ(s)) a.e. λ(dt)}= S ×R a.e. by (4.3). This
then implies that, for a.e. s ∈CP , a(s)k(s)f˜t(Φ(s)) = a(s)ft(s) = ft+h(s)(s) =
k(s)f˜t+h(s)(Φ(s)) a.e. λ(dt) and hence that (4.5) holds.
Since (4.5) implies s ∈CP ⇒Φ(s) ∈ C˜P a.e. ν(ds), we have CP ⊂Φ
−1(C˜P )
a.e. ν(ds). Since S =CP a.e. ν(ds), we have
S =Φ−1(C˜P ) a.e. ν(ds).
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This implies that S˜ = C˜P a.e. ν˜(ds˜ ). Indeed, if ν˜(S˜ \ C˜P )> 0, then by (4.4),
we have ν(Φ−1(S˜ \ C˜P ))> 0 as well. However, this contradicts S =Φ
−1(C˜P )
a.e. ν(ds) since Φ−1(C˜P ) and Φ
−1(S˜ \ C˜P ) are disjoint.
Remark 4.1. In the case when CP is not equal to S a.e. ν(ds), we may
argue as above for the converse and show that if Φ(s) ∈ C˜P , then s ∈ CP
a.e. ν(ds). In other words, Φ−1(C˜P )⊂ CP a.e. ν(ds). Since CP ⊂ Φ
−1(C˜P )
a.e. ν(ds) as shown above, we conclude that
CP =Φ
−1(C˜P ) a.e. ν(ds).(4.6)
Relationship (4.6) is used in the proof of Theorem 6.1.
Continuation of Step 1. We may thus suppose without loss of gen-
erality that the representation {ft}t∈T of Xα is minimal and that CP = S
a.e. ν(ds). By Theorem 3.1 in Rosin´ski (1995), there is a flow {φt}t∈T on
(S,S, ν) and a corresponding cocycle {at}t∈T such that, for all t ∈ T ,
ft(s) = at(s)
{
d(ν ◦ φt)
dν
(s)
}1/α
f0(φt(s))(4.7)
a.e. ν(ds), where f0 ∈ L
α(S,S, ν), that is, the process Xα is generated by
the flow {φt}t∈T in the sense of Definition 1.1.
Step 2. We now show that the flow {φt}t∈T is periodic. To do so, con-
sider the set
A= {(s,h) ∈ S × (T \ {0}) :ft+h(s) = a(h, s)ft(s)
(4.8)
a.e. λ(dt) for some a(h, s) 6= 0}.
Observe now that by using (4.7) and the definition of a flow and a cocycle
in Appendix A, for any t, h ∈ T ,
ft+h(s) = ah(s)
{
d(ν ◦ φh)
dν
(s)
}1/α
ft(φh(s))
a.e. ν(ds). Then, setting
A0 =A∩ {(s,h) ∈ S × (T \ {0}) :ft+h(s) = b(h, s)ft(φh(s))
(4.9)
a.e. λ(dt) for some b(h, s) 6= 0},
we have A=A0 a.e. ν(ds)τ(dh), where τ(dh) is any σ-finite measure on T .
We now want to show that by setting
A1 =A0 ∩ {(s,h) ∈ S × (T \ {0}) :φh(s) = s},(4.10)
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we also have A1 =A0 a.e. ν(ds)τ(dh). It is enough to prove that φh(s) = s
a.e. ν(ds)τ(dh) for (s,h) ∈A0. Supposing that this is not true, we can find
h such that φh(s) 6= s a.e. on a set of positive ν measure for (s,h) ∈ A0
[otherwise, φh(s) = s a.e. ν(ds)τ(dh) for (s,h) ∈A0 by the Fubini theorem].
Then, setting φh(s) = s for (s,h) ∈A
c
0, we claim that a.e. λ(dt),
ft(φh(s)) = c(h, s)ft(s) a.e. ν(ds),(4.11)
where c(h, s) 6= 0. This is clearly true for (s,h) ∈Ac0 since φh(s) = s. This is
also true for (s,h) ∈A0, because it follows from the definition of A0 that the
relationships ft+h = aft and ft+h = bft ◦ φh imply ft ◦ φh = cft. We claim
now that (4.11) is true not only a.e. λ(dt), but for all t ∈ T . We only need to
consider the case T = R, because when T = Z, the statements “a.e. λ(dt)”
and “for all t ∈ T” are equivalent. Let t ∈ R be fixed. Since (4.11) holds
a.e. λ(dt), there is a sequence {tn} such that tn→ t and (4.11) holds with
t replaced by tn. Since, by Lemma 4.3, ftn → ft in L
α(S, ν), we can select
a subsequence tn′ such that ftn′ → ft a.e. Then, relationship (4.11) with t
follows from analogous relationships with t replaced by tn′ by letting n
′→∞.
Together with the facts that φh(s) 6= s on a set of positive measure ν and
φh(s) is nonsingular, (4.11) contradicts the minimality of the representation
{ft}t∈T [see Appendix B and, in particular, condition (M2
′)]. Hence, A1 =A0
a.e. ν(ds)τ(dh) and since A0 =A a.e. ν(ds)τ(dh) as well, we have
A=A1 a.e. ν(ds)τ(dh).(4.12)
By Lemma 4.2, we can choose a ν-measurable function h= h(s) 6= 0 defined
for s ∈ projSA1 such that (s,h(s)) ∈A1 and, in particular,
φh(s)(s) = s.(4.13)
By using (4.12), we have projSA1 = projS A a.e. ν(ds). Since projSA=CP
by (4.1) and CP = S a.e. by assumption, we have projSA1 = S a.e. ν(ds),
that is, (4.13) holds for a.e. s ∈ S. This shows that S = P a.e. ν(ds), where
P are the periodic points of the flow {φt}t∈T defined by (2.1).
Step 3. We can now easily conclude the proof. We have
Xα(t)
d
=
∫
P
ft(s)Mα(ds) =:X
P
α (t).
The process XPα is generated by a periodic flow {φt|P }t∈T and hence, by
Theorem 3.1, it is a stationary periodic process. 
Example 4.1. Consider the process Xα of Example 3.2 defined through
the kernel
ft(v, z) = cos(v+ zt), v ∈ (0,2pi), z ∈R and t ∈R.
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Since ft+2piz−1(v, z) = ft(v, z) for all v ∈ (0,2pi), z ∈ R, the periodic com-
ponent set CP associated with the representation {ft}t∈R is the full space
R × (0,2pi). Hence, Theorem 4.1 implies that, as already shown in Exam-
ple 3.2, the process Xα is a stationary periodic process.
Example 4.2. Consider the process
Xα(t) =
∫ 1
0
{v + t}1Mα(dv), t ∈R,(4.14)
where Mα has control measure dv. Setting ft(v) = {v+ t}1 for the kernel of
Xα, we see that ft+1(v) = ft(v) for all v ∈ [0,1). Since the periodic compo-
nent set CP associated with the representation {ft} is the full space [0,1),
Xα is a stationary periodic process. This fact can also be seen directly from
the representation (3.2) which becomes that of Xα when Z = {1}, b1(1) = 1,
q(1) = 1 and g(1, v) = v.
Observe also that the representation (4.14) is minimal (see Appendix B).
Indeed, taking t ∈ (0,1), since f0(v) < f1−t(v) for v ∈ [0, t) and f1−t(v) <
f0(v) for v ∈ [t,1), we have that (f1−t/f0)
−1([1,∞)) = [0, t) and hence that
[0, t) ∈ σ{ft/fs, s, t ∈ R}. It follows that B([0,1)) = σ{ft/fs, s, t ∈ R}. The
condition supp{ft, t ∈R}= [0,1) is obviously satisfied.
Since the kernel of the stationary periodic process Xα in Example 4.2
satisfies relationship ft+1(v) = ft(v) for all v ∈ [0,1), t ∈R, we have Xα(t) =
Xα(t+ 1) for all t ∈R, and hence the process Xα is not ergodic. Since the
kernels of other stationary periodic processes are also periodic in nature,
we can expect that all these processes are not ergodic either. The following
theorem shows that this is indeed the case.
Theorem 4.2. The SαS, α ∈ (0,2), stationary periodic processes are
not ergodic.
Proof. In view of Corollary 3.1, we can suppose that a stationary pe-
riodic process has a representation (3.2). We may suppose without loss of
generality that the measure σ(dz)λ(dv) is finite on S := Z× [0, q(·)), because,
otherwise, we may replace σ(dz)λ(dv) by a finite measure k(z)ασ(dz)λ(dv),
where k(z)> 0 satisfies∫
Z
∫
[0,q(z))
k(z)ασ(dz)λ(dv) =
∫
Z
k(z)αλ([0, q(z)))σ(dz)<∞,
and define the process Xα as in (3.2) with g(z,{v + t}q(z)) divided by k(z).
Then a stationary periodic process (3.2) is generated by a flow φt(z, v) =
(z,{v + t}q(z)) on a space S = Z × [0, q(·)) such that, without loss of gen-
erality, (σ⊗ λ)(S)<∞. Observe that the measure ν := σ ⊗ λ is invari-
ant under the flow φt since d(ν ◦ φt)/dν = 1. Since ν(S ∩ φtS) = ν(S) is
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not only finite but also positive and does not depend on t ∈ T , we have
limt→∞ ν(S ∩ φtS) 6= 0. Applying Theorem 4.1 in Gross (1994) [see also
Corollary 2.1 of Rosin´ski and Samorodnitsky (1996)], we conclude that a
stationary periodic process is not mixing. Applying the same result of Gross
together with a statement at the top of page 279 in Gross (1994) [see also
Remark 2.3 of Rosin´ski and Samorodnitsky (1996)], it follows that it is not
weak-mixing either and since, for stable processes, weak mixing and ergod-
icity coincide [see Samorodnitsky and Taqqu (1994), page 580], it follows
that the process is not ergodic. 
Finally, we establish the results used in the proofs of Lemma 4.1 and
Theorem 4.1.
Lemma 4.2. Let (S1,S1, ν1) and (S2,S2, ν2) be two standard Lebesgue
spaces and let (S1×S2,S1⊗S2, ν1⊗ ν2) be their Cartesian product. Let also
A ∈ S1 ⊗S2 be a Borel set of S1 × S2. Then the set
projS1 A := {s1 ∈ S1 :∃ s2 ∈ S2 : (s1, s2) ∈A}
is ν1-measurable and there is a ν1-measurable function h : projS1 A 7→A such
that (s1, h(s1)) ∈A for all s1 ∈ projS1 A.
Proof. The set projS1 A is ν1-measurable because the map projS1(s1, s2) =
s1 is continuous and the set A can be approximated (ν1 ⊗ ν2)-a.e. by rect-
angles whose projections are measurable. We show next that there is a ν1-
measurable map h : projS1 A 7→A such that (s1, h(s1)) ∈A for s1 ∈ projS1 A.
To do so, we use Theorem 3.4.3 in Arveson (1976), page 77, which concerns
the so-called cross sections of Borel maps. Consider the map f = projS1 :A 7→
f(A) = projS1 A. The image set f(A), together with the induced Borel struc-
ture F(A) = {f(A)∩B :B ∈ S1}, is a Borel space. Moreover, this Borel space
is countably separated [as defined in Arveson (1976), page 69] since the un-
derlying standard Lebesgue space (S1,S1, ν1) is countably separated. The
Borel set A, equipped with the Borel structure A= {A∩B :B ∈ S1⊗S2}, is
also a Borel space. It is an analytic Borel space [as defined in Arveson (1976),
page 71] by using the Corollary in Arveson (1976), page 65, and the fact that
A is a Borel set. Since f−1(f(A)∩B) =A∩ (B ×R) ∈A for all B ∈ S1, the
map f : (A,A) 7→ (f(A),F(A)) is Borel. It follows from Theorem 3.4.3 in
Arveson (1976) that there is a ν1-measurable map g :f(A) 7→ A such that
f(g(s1)) = s1. Since f is a projection, we have that g(s1) = (s1, h(s1)) for
some ν-measurable map h(s1) and hence that there is a ν-measurable map
h(s1) such that (s1, h(s1)) ∈A. 
The next result follows from Surgailis, Rosin´ski, Mandrekar and Camba-
nis (1998), who considered measurable stationary increments processes. We
present their proof here for the convenience of the reader.
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Lemma 4.3. Every measurable stationary process {X(t)}t∈R is contin-
uous in probability.
Proof. Consider ‖ξ‖ = Emin(|ξ|,1) defined for random variables ξ ∈
L0(Ω, P ). (We use ‖ · ‖ as a convenient notation.) To show that a process
{X(t)}t∈R is continuous in probability, it is enough to prove that ‖X(t)−
X(s)‖→ 0 as s→ t.
Fix an arbitrary small ε > 0. For t ∈R, let Bt = {s ∈R :‖X(t)−X(s)‖<
ε}. Since the process X is assumed measurable, by Theorem 3 in Cohn
(1972), the map R ∋ t 7→X(t) is Borel and has a separable range. Hence, we
can choose a sequence {tn} ⊂R such that {Btn} are Borel and R=
⋃
nBtn .
Then, there is tn such that the Lebesgue measure of Btn is positive. By the
Steinhaus lemma [see, e.g., Bingham, Goldie and Teugels (1987), page 2],
the set B =Btn −Btn (of points z such that z = x− y, x, y ∈Bn) contains
an open interval (−δ, δ) with some δ > 0. If |s− t|< δ, then s− t= u− v for
some u, v ∈Btn , and hence
‖X(t)−X(s)‖= ‖X(u)−X(v)‖ ≤ ‖X(u)−X(tn)‖+ ‖X(v)−X(tn)‖< 2ε,
where we used the stationarity of X and the fact that u, v ∈Btn . This shows
that ‖X(t)−X(s)‖→ 0 as s→ t. 
5. Characterization of stationary cyclic processes. We know from Sec-
tion 4 how to identify stationary periodic processes. We want to identify
stationary cyclic processes, namely stationary periodic processes without a
harmonizable (or trivial) component (see Definition 3.2). Rosin´ski (1995)
showed that harmonizable processes (or trivial processes in the real-valued
case) can be identified through the harmonizable (or trivial) component set
CF = {s ∈ S :ft1+t2(s)f0(s) = ft1(s)ft2(s) a.e. λ(dt1)λ(dt2)}.(5.1)
Lemma 5.1. We have
CF ⊂CP a.e. ν(ds).(5.2)
Proof. By Lemma 5.5 in Rosin´ski (1995), f0 6= 0 a.e. on CF . Hence,
by fixing t1 = h in the definition (5.1) of CF , we get that, for a.e. s ∈ CF ,
ft+h(s) = a(s)ft(s) a.e. λ(dt) with a(s) = fh(s)/f0(s). This shows (5.2). 
Since stationary cyclic processes are stationary periodic processes with-
out a harmonizable (or trivial) component, we expect that stationary cyclic
processes can be identified through the set CL =CP \CF .
28 V. PIPIRAS AND M. S. TAQQU
Definition 5.1. A cyclic component set of a stationary stable process
Xα having a representation (1.1) is defined as
CL =CP \CF ,(5.3)
where the sets CP and CF are defined by (4.1) and (5.1), respectively.
The next result shows that stationary cyclic processes can indeed be iden-
tified through the cyclic component set CL.
Theorem 5.1. A SαS, α ∈ (0,2), stationary process Xα given by (1.1)
with supp{ft, t ∈ T}= S a.e. ν(ds) is a stationary cyclic process if and only
if
CL = S a.e. ν(ds),
where CL is the cyclic component set defined in (5.3).
Proof. If Xα is a stationary cyclic process, then it is a stationary peri-
odic process as well. However, by Theorem 4.1, CP = S a.e. ν(ds). By (5.3),
we have CP =CF +CL. Since Xα does not have a harmonizable (or trivial)
component, Rosin´ski (1995) results show that CF =∅ a.e. ν(ds) and hence
that CL = S a.e. ν(ds). Conversely, if CL = S a.e. ν(ds), then CF = ∅ a.e.
ν(ds) and CP = S a.e. ν(ds). Hence, by Theorem 4.1, the process Xα is a
stationary periodic process. Since CF =∅, by Rosin´ski (1995), the process
Xα does not have a harmonizable (or trivial) component. 
Since CF ⊂CP by Lemma 5.1, we may ask how the definition (5.3) of the
set CF relates to the definition (4.1) of the periodic component set CP . The
following result provides an answer.
Proposition 5.1. We have
CF = {s ∈ S :∃T \ {0} ∋ hn = hn(s)→ 0 as n→∞ :
(5.4)
ft+hn(s) = a(hn, s)ft(s) a.e. λ(dt) for some a(hn, s) 6= 0}
a.e. ν(ds) when T =R and
CF = {s ∈ S :ft+1(s) = a(s)ft(s) a.e. λ(dt) for some a(s) 6= 0}(5.5)
a.e. ν(ds) when T = Z.
Proof. We first consider the case T =R. Denote the set on the right-
hand side of (5.4) by C0F . Let us first show that CF ⊂ C
0
F a.e. ν(ds). As
shown in the proof of Theorem 5.7 in Rosin´ski (1995), for each t ∈ T , ft(s) =
eitk(s)f0(s) a.e. s ∈CF , where k(s) is some function [in the real-valued case,
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the relationship is ft(s) = f0(s)]. By the Fubini’s theorem, we also have that,
for a.e. s ∈ CF , ft(s) = e
itk(s)f0(s) a.e. λ(dt). Then, since for a.e. s ∈ CF ,
ft+h(s) = e
ihk(s)ft(s) a.e. λ(dt) for any h ∈ R, it holds in particular for a
sequence hn (not even depending on s) satisfying hn→ 0. Setting a(hn, s) =
eihnk(s), we obtain CF ⊂C
0
F a.e. ν(ds).
We now show that C0F ⊂ CF a.e. ν(ds). Let {f˜t}t∈T be the kernel in a
minimal integral representation (4.2) for the process Xα. Let also C˜F and
C˜0F be the sets defined in the same way as CF and C
0
F , but by using only the
kernel f˜t. We can show as in the proof of Theorem 4.1 that C
0
F =Φ
−1(C˜0F )
a.e. ν(ds), where Φ is the map appearing in (4.3). Moreover, as shown in
the proof of Theorem 5.7 in Rosin´ski (1995), CF =Φ
−1(C˜F ) a.e. ν(ds). It is
then enough to show that C˜0F ⊂ C˜F a.e. or, equivalently, that C
0
F ⊂CF a.e.,
but where {ft}t∈T is supposed to be a minimal representation. If {ft}t∈T is
minimal, then it is generated by a flow {φt}t∈T in the sense of Definition 1.1
[Theorem 3.1 in Rosin´ski (1995)]. By Lemma 5.2, the set C0F is a.e. invariant
under the flow {φt}t∈T . The process∫
C0
F
ft(s)Mα(ds)
is then stationary, its representation {ft|C0
F
}t∈T is minimal and is generated
by the flow {φt|C0
F
}t∈T . Arguing as in the proof of Theorem 4.1 [see (4.13)],
we can show that, for a.e. s ∈C0F ,
φhn(s)(s) = s for T \ {0} ∋ hn(s)→ 0.(5.6)
In view of the special representation (A.2) of a flow without fixed points,
the last relationship cannot hold for points which are not fixed and hence we
obtain that, for a.e. s ∈C0F , φt(s) = s for all t ∈ T . Then, by Proposition 5.8
in Rosin´ski (1995), C0F ⊂CF a.e. ν(ds).
The case T = Z can be proved in a similar way. The main difference is
that (5.6) is replaced by φ1(s) = s for a.e. s ∈C
0
F . This shows that φt(s) = s
a.e. s ∈CF for all t ∈ T and hence C
0
F ⊂CF a.e. ν(ds) as well. 
The sets CF and CP are explicitly identified by (5.1) and (4.1), respec-
tively. Proposition 5.1 yields the following explicit identification of CL =
CP \CF .
Corollary 5.1. We have
CL = {s ∈ S :∃h0 = h0(s) ∈ T \ {0},∄T \ {0} ∋ hn = hn(s)→ 0 as n→∞ :
(5.7)
ft+hn(s) = a(hn, s)ft(s) a.e. λ(dt), n≥ 0, for some a(hn, s) 6= 0}
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a.e. ν(ds) when T =R and
CL = {s ∈ S :∃h= h(s) ∈ T \ {0} :ft+h(s) = a(h, s)ft(s)
a.e. λ(dt) for some a(h, s) 6= 0}(5.8)
∩ {s ∈ S :ft+1(s) 6= a(s)ft(s) a.e. λ(dt) for all a(s) 6= 0}
a.e. ν(ds) when T = Z.
Example 5.1. The real part of a harmonizable process Xα of Examples
3.2 and 4.1 is a stationary cyclic process, because CP =R× [0,2pi) as shown
in Example 4.1 and CF =∅ a.e. by using Proposition 5.1. To see that CF =∅
a.e., observe that the condition ft+h(s) = a(h, s)ft(s) a.e. dt for the process
Xα becomes cos(v + z(t+ h)) = a(h, z, v) cos(v + zt) a.e. dt. After fixing v
and z 6= 0, we get cos(w + zh) = a(h, z) cos(w) a.e. dw. This holds only for
h = pik/z 6= 0, k ∈ Z \ {0} [with a(h, z) = (−1)k ], which cannot be taken
arbitrarily small.
The process of Example 4.2 is also a stationary cyclic process since CF =∅
as implied by Proposition 5.1.
Finally, we establish an auxiliary result used in the proof of Proposi-
tion 5.1.
Lemma 5.2. If {ft}t∈T is a representation of a SαS, α ∈ (0,2), station-
ary process generated by a flow {φt}t∈T in the sense of Definition 1.1 and
C0F denotes the set on the right-hand side of either (5.4) or (5.5), then C
0
F
is a.e. invariant under the flow {φt}t∈T , that is, ν(C
0
F△φ
−1
t (C
0
F )) = 0 for
all t ∈ T .
Proof. We have to show that for t0 ∈ T , C
0
F = φ
−1
t0 (C
0
F ) a.e., but since
the flow {φt}t∈T satisfies the group property, it is enough to show that for
t0 ∈ T , C
0
F ⊂ φ
−1
t0 (C
0
F ), that is, s ∈ C
0
F implies φt0(s) ∈ C
0
F a.e. ν(ds). We
consider only the case T =R. Observe that by using (1.4), for t, h ∈ T ,
ft+t0+h(s) = at0(s)
{
d(ν ◦ φt0)
dν
(s)
}1/α
ft+h(φt0(s))(5.9)
a.e. ν(ds). By Lemma 4.2 above, we can choose a sequence of ν-measurable
functions hn :C
0
F 7→ T \{0} such that hn(s)→ 0 and, for s ∈C
0
F , ft+t0+hn(s)(s) =
an(s)ft+t0(s) a.e. λ(dt) for some an(s) 6= 0, and that for a.e. s ∈C
0
F , the re-
lationship (5.9) holds a.e. λ(dt) with h replaced by hn(s). Since we also have
that by (5.9), for a.e. ν(ds),
ft+t0(s) = at0(s)
{
d(ν ◦ φt0)
dν
(s)
}1/α
ft(φt0(s))
a.e. λ(dt), it follows that, for a.e. s ∈ C0F , ft+hn(s)(φt0(s)) = bn(s)ft(φt0(s))
a.e. λ(dt) for some bn(s) 6= 0, that is, φt0(s) ∈C
0
F a.e. ν(ds). 
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6. Further decomposition of stationary stable processes. In this section,
we refine the decomposition (1.13) of Rosin´ski (1995) by showing that (1.18)
holds. We first need to recall some basic facts behind the decompositions
(1.6) and (1.13) found in Rosin´ski (1995). Consider a SαS stationary process
Xα given by (1.1) with supp{ft, t ∈ T}= S a.e. ν(ds). Let
D=
{
s ∈ S :
∫
T
|ft(s)|
αλ(dt)<∞
}
(6.1)
and
C =
{
s ∈ S :
∫
T
|ft(s)|
αλ(dt) =∞
}
.(6.2)
If, in addition, the process Xα is generated by a flow {φt}t∈T in the sense of
Definition 1.1, then D and C are (a.e.) the dissipative and the conservative
parts of the flow {φt}t∈T , respectively [see Rosin´ski (1995)]. Recall also the
definition (5.1) of a harmonizable (or trivial) component set CF . If the pro-
cess Xα is generated by a flow {φt}t∈T and if its representation is minimal
(in the sense of Appendix B), then CF = F a.e., where F is the set of the
fixed points defined by (2.2). We can show that CF ⊂ C a.e. [see Rosin´ski
(1995)].
The processes XDα and X
C
α in (1.6) are then defined as
XDα (t) =
∫
D
ft(s)Mα(ds), X
C
α (t) =
∫
C
ft(s)Mα(ds),(6.3)
that is, by replacing the full space S in (1.1) by its disjoint subsets D and
C, respectively. The other two processes on the right-hand side of (1.13) are
defined as
XFα (t) =
∫
CF
ft(s)Mα(ds), X
C\F
α (t) =
∫
C\CF
ft(s)Mα(ds).(6.4)
As one can see from these definitions, the idea behind decompositions (1.6) and (1.13)
is to partition the underlying space S into appropriately chosen subsets and
then define the processes in a decomposition as integrals over these sub-
sets. To get the decomposition (1.18), we pursue the same idea. We use the
following lemma.
Lemma 6.1. We have
CP ⊂C a.e. ν(ds),(6.5)
where the sets CP and C are defined by (4.1) and (6.2).
Proof. Observe that, for s ∈CP ,∫
T
|ft(s)|
αλ(dt) =
∫
[0,|h(s)|)
|ft(s)|
αλ(dt)
(
∞∑
n=−∞
|a(h, s)|αn
)
=∞.
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Hence s ∈C by (6.2). 
By using Lemmas 5.1 and 6.1, and the definition of X
C\F
α in (6.4), we can
write
XC\Fα
d
=XLα +X
C\P
α ,(6.6)
where
XLα (t) =
∫
CL
ft(s)Mα(ds), X
C\P
α (t) =
∫
C\CP
ft(s)Mα(ds).(6.7)
The following result refines the decomposition (1.13) of Rosin´ski (1995). We
say that the decomposition (6.6) is unique in distribution if the distribution
of its two components does not depend on the representation (1.1) of the
process Xα. We also say that a stable stationary process does not have a pe-
riodic component if it cannot be represented as the sum of two independent
SαS processes, one of which is a nondegenerate stationary periodic process.
Theorem 6.1. The decomposition (6.6) is unique in distribution. More-
over, the process XLα is a stationary cyclic process. The process X
C\P
α is a
SαS stationary process generated by a conservative flow without a periodic
component.
Proof. The idea is similar to that of the proof of Theorem 5.7 in
Rosin´ski (1995). Let {f˜t}t∈T be a minimal integral representation (4.2) for
the process Xα so that, in particular, relationships (4.3) and (4.4) hold. Let
also C˜, C˜F , C˜L and C˜P be the sets defined in (6.2), (5.1), (5.3) and (4.1),
respectively, by using the functions f˜t. Let also X˜
L
α and X˜
C\P
α be the two
components on the right-hand side of the decomposition (6.6) for the process
Xα obtained by using the sets C˜, C˜F , C˜L, C˜P and the kernel f˜t. It is enough
to show that XLα
d
= X˜Lα and X
C\P
α
d
= X˜
C\P
α . As shown in the proofs of The-
orems 4.3 and 4.7 in Rosin´ski (1995) and in (4.6) in Theorem 4.1, we have
C =Φ−1(C˜), CF =Φ
−1(C˜F ) and CP =Φ
−1(C˜P ) a.e. ν(ds), where Φ is the
map appearing in (4.3). Hence, CL = CP \ CF =Φ
−1(C˜P \ C˜F ) = Φ
−1(C˜L)
and C \ CP = Φ
−1(C˜ \ C˜P ) a.e. ν(ds). The two required identities in dis-
tribution above follow from these relationships by using (4.3), (4.4) and a
change of variables as at the end of the proof of Theorem 4.3 in Rosin´ski
(1995).
Let us show now that the process XLα is a stationary cyclic process. By
using the preceding discussion, we may suppose without loss of generality
that the representation {ft}t∈T for the process Xα is minimal and hence, by
Theorem 3.1 in Rosin´ski (1995), generated by a flow {φt}t∈T in the sense of
Definition 1.1. By using Lemma 6.2, the set CP is a.e. invariant under the
STABLE STATIONARY PROCESSES 33
flow {φt}t∈T . Since the set CF is a.e. invariant under the flow by Lemma 5.6
in Rosin´ski (1995), the set CL =CP \CF is a.e. invariant under the flow as
well. Consequently, the process XLα defined on the set CL is stationary. It is
a stationary cyclic process by construction in view of Theorem 5.1.
We now focus on the process X
C\P
α . Since XLα and X
C\P
α are independent
and since X
C\F
α and XLα are both SαS, stationary and conservative, so is
the process X
C\P
α [“conservative” follows from the uniqueness in distribu-
tion of the decomposition (1.6)]. It remains to show that X
C\P
α does not
have a periodic component. We do so by adapting the end of the proof of
Theorem 5.7 in Rosin´ski (1995) to our case. Suppose that X
C\P
α admits a
periodic component, that is,
XC\Pα
d
= V +W,
where V and W are independent SαS processes and W is a nondegener-
ate stationary periodic process. Let {f
C\P
t }t∈T be the representation of the
process X
C\P
α , that is, the restriction of ft to C \ CP , and let {gt}t∈T be
the representation of the process W defined in (3.2) on the space (Z ×
[0, q(·)), σ(dz)λ(dv)) by using functions b1(z), q(z) and g(z, v). By using The-
orem 1.1 in Rosin´ski (1995), we obtain that
gt(z, v) = h(z, v)f
C\P
t (Ψ(z, v)) a.e. λ(dt)σ(dz)λ(dv),(6.8)
where Ψ :Z× [0, q(·)) 7→C \CP and h :Z× [0, q(·)) 7→R or C are some maps.
Since σ is not a zero measure (otherwise W would be degenerate), then (6.8)
is a contradiction to the fact that Ψ(z,u) ∈C \CP in view of the definitions
of a stationary periodic process and CP . 
The following result was used in the proof of Theorem 6.1.
Lemma 6.2. If {ft}t∈T is a representation of a SαS, α ∈ (0,2), sta-
tionary process generated by a flow {φt}t∈T in the sense of Definition 1.1,
then the periodic component set CP in (4.1) is a.e. invariant under the flow
{φt}t∈T , that is, ν(CP△φ
−1
t (CP )) = 0 for all t ∈ T .
Proof. The proof of this lemma is similar and simpler than that of
Lemma 5.2, and hence is omitted. 
The real part of a harmonizable process in (3.13) and the process in Exam-
ple 4.2 are examples of stationary cyclic processes XLα in the decomposition
(6.6) (see Example 5.1). We now provide examples of the “fourth” kind of
processes X
C\P
α in that decomposition. We consider the case T = R only.
Extensions to T = Z are elementary.
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Example 6.1. Let {Y (t)}t∈R be a stationary process which has ca`dla`g
(that is, right-continuous and with limits from the left) paths, satisfies
P (|Y (t)|< c)< 1 for all c > 0, E|Y (t)|α <∞ and is ergodic. Let also Ω = {w}
be the space of ca`dla`g functions on R in the real-valued case, let Ω = {w =
w1+ iw2} be the space of ca`dla`g functions w1 and w2 on R in the complex-
valued case, and let P (dw) be a probability measure on the space Ω corre-
sponding to the process Y . Consider now the process
Xα(t) =
∫
Ω
ft(w)Mα(dw), t ∈R,(6.9)
where
ft(w) =w(t) and Mα(dw) has the control measure P (dw).
We can show that Xα is a well-defined SαS stationary process. When Y is a
real-valued Gaussian process, the process (6.9) is called a SαS sub-Gaussian
stationary process [see, e.g., Samorodnitsky and Taqqu (1994)]. Ergodicity
of Y is equivalent to the continuity of its spectral measure [see page 163
in Rozanov (1967)]. When Y is a Sα′S stationary process with α < α′, the
process (6.9) is called a substable process [page 143 in Samorodnitsky and
Taqqu (1994)]. To prove that Xα is indeed the “fourth kind” process in
the decomposition (6.6), it is enough to show that Xα is generated by a
conservative flow and that CP =∅ a.e. dP .
Since Ω, equipped with the usual Skorokhod J1-topology, is a complete
separable metric space, the space (Ω,F , P ), where F is the σ-field of the
Borel sets, is standard Lebesgue. Observe now that
ft(w) =w(t) = (φt(w))(0) = f0(φt(w)),
where φt :Ω 7→Ω is defined by (φt(w))(s) =w(t+ s). The collection of maps
{φt}t∈R is a measurable flow on a standard Lebesgue space Ω and hence, in
view of Definition 1.1, the process Xα is generated by the flow {φt}t∈R. The
flow is conservative since it is measure preserving and the measure P on Ω
is finite (in other words, there can be no wandering set of positive measure).
Let us show now that CP =∅ a.e. dP . By the definition (4.1) of CP , we
have
CP = {w ∈Ω:∃h= h(w) 6= 0 :w(t+ h) = a(h,w)w(t)
a.e. dt for some a(h,w) 6= 0}.
If w ∈CP and |a| 6= 1, then w(t)→ 0 when either t→+∞ a.e. dt or t→−∞
a.e. dt (t→+∞ a.e. dt, for example, means that t→+∞ on a set B such
that Bc =∅ a.e. dt). In either case, the P measure of such sets is zero. For
example, if w(t)→ 0 as t→+∞ a.e. dt, then T−1
∫ T
0 1{|w(t)|<1}(t)dt→ 1 as
T →∞. If the P measure of that set is positive, this would contradict the
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ergodicity according to which the limit is P (|w(0)| < 1)< 1. If w ∈CP and
|a|= 1, then w is bounded a.e. dt on R. Supposing that P (w ∈CP , |a|= 1)>
0, we obtain a contradiction in the same way as above by considering the
integral T−1
∫ T
0 1{|w(t)|<N}(t)dt for large enough N . Hence, P (CP ) = 0.
If we work exclusively with minimal representations of stationary stable
processes, then we can relate the set CL = CP \ CF used in the definition
(6.7) of the process XLα to the set of cyclic points L of the underlying flow.
This extends to the cyclic case, Proposition 5.8, in Rosin´ski (1995), where
the set CF is identified as the set of the fixed points F of the flow.
Proposition 6.1. If the representation {ft}t∈T is minimal for the pro-
cess Xα and {φt}t∈T is the flow related to {ft}t∈T in the sense of Defini-
tion 1.1, then
CL = L a.e. ν(ds),(6.10)
where L is the set of cyclic points of the flow {φt}t∈T defined in (2.3).
Proof. By Proposition 5.8 in Rosin´ski (1995), CF = F a.e., where F is
the set of the fixed points of the flow. It is therefore enough to prove that
CP = P a.e. By using the fact that {ft|CP }t∈T is a minimal representation for
a SαS process generated by the flow {φt|CP }t∈R and arguing as in the proof
of Theorem 4.1, we can deduce [see (4.13)] that φh(s)(s) = s for a.e. s ∈CP .
This shows that CP ⊂ P a.e. Suppose, on the other hand, that ν(P \CP )> 0
and consider the process ∫
P\CP
ft(s)Mα(ds).(6.11)
Since P and CP are a.e. invariant under the flow, the process (6.11) is
stationary. Since the points of P are periodic for the flow, so are those of
P \CL. Hence the stationary process (6.11) is periodic by Theorem 3.1. This
shows that the process X
C\P
α in the decomposition (6.6) has a nontrivial
periodic component which contradicts Theorem 6.1. 
Corollary 6.1. Under the assumptions of Proposition 6.1, we also
have CP = P a.e. ν(ds), where P is the set of periodic points of the flow.
Corollary 6.2. A SαS, α ∈ (0,2), stationary process Xα with a min-
imal representation (1.1) is a stationary periodic (cyclic, resp.) process if
and only if
S = P ν-a.e. (S =L ν-a.e., resp.),
where P and L are the periodic and the cyclic points of the generating flow,
respectively. The equivalent is true if and only if the generating flow is peri-
odic (cyclic, resp.).
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Proof. Consider the case of stationary periodic processes. If S = P ν-
a.e., then S =CP ν-a.e. since, by Corollary 6.1, CP = P ν-a.e. for minimal
representations. Hence, by Theorem 4.1, the process Xα is a stationary pe-
riodic process. Conversely, if Xα is a stationary periodic process with a min-
imal representation (1.1), then CP = S ν-a.e. by Theorem 4.1 and CP = P
ν-a.e. by Corollary 6.1. This implies S = P ν-a.e. The case of stationary
cyclic processes can be considered in the same way by using Theorem 5.1
and Proposition 6.1. 
Gathering the previous results, we obtain the following unique decompo-
sition of SαS stationary processes into four independent components.
Theorem 6.2. Let {Xα(t)}t∈T be a SαS, α ∈ (0,2), stationary process
with a representation (1.1). Then the process Xα can be decomposed uniquely
in distribution into four independent processes
Xα
d
=X(1)α +X
(2)
α +X
(3)
α +X
(4)
α ,(6.12)
where
X(1)α (t) =X
D
α (t) =
∫
D
ft(s)Mα(ds),
X(2)α (t) =X
F
α (t) =
∫
CF
ft(s)Mα(ds),
X(3)α (t) =X
L
α (t) =
∫
CL
ft(s)Mα(ds),
X(4)α (t) =X
C\P
α (t) =
∫
C\CP
ft(s)Mα(ds),
and the sets D, C, CF , CL and CP are defined in (6.1), (6.2), (5.1), (5.3)
and (4.1), respectively. Here:
1. The process X
(1)
α has a mixed moving average representation (1.7) and
is generated by a dissipative flow.
2. The process X
(2)
α is a harmonizable process with the representation (1.9)
in the complex-valued case and is a trivial process with the representation
(1.11) in the real-valued case.
3. The process X
(3)
α is a stationary cyclic process in the sense of Defini-
tion 3.2.
4. The process X
(4)
α is a stationary process generated by a conservative flow
without a periodic component.
If the process Xα is generated by a flow {φt}t∈T , then the sets D and C
are identical to the dissipative and the conservative parts of the flow {φt}t∈T ,
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respectively. If, in addition, the representation of the process Xα is minimal,
then the sets CF , CL and CP are the fixed, cyclic and periodic points of the
flow {φt}t∈T , respectively.
Proof. The theorem follows from the decomposition of a SαS station-
ary process into three components in Rosin´ski (1995), Theorem 6.1, Propo-
sition 6.1 and Corollary 6.1. 
APPENDIX A
Flows on a standard Lebesgue space. We provide here a number of def-
initions related to flows which are used throughout the paper. A measure
space (S,S, ν) is called a standard Lebesgue space when (S,S) is a standard
Borel space equipped with a σ-finite measure ν. A standard Borel space
is a measurable space measurably isomorphic (i.e., there is a one-to-one,
onto and bimeasurable map) to a Borel subset of a complete separable met-
ric space. We may thus suppose without loss of generality that a standard
Borel space is a subset of a complete separable metric space. The corre-
sponding σ-field S is defined as the smallest σ-field that contains all Borel
sets. Standard Lebesgue spaces (or standard Borel spaces) are convenient
to work with, have nice properties and are widely used in ergodic theory
[see Walters (1982) and Petersen (1983)] and in other areas of mathematics
[see Zimmer (1984), Arveson (1976) and Mackey (1957)]. They were used
by Rosin´ski (1995) and Pipiras and Taqqu (2002a, b) in the context of sta-
ble processes. The Euclidean space equipped with a Lebesgue measure, for
example, is a standard Lebesgue space.
A flow {φt}t∈T with T = R or T = Z on a standard Lebesgue space
(S,S, ν) is a collection of deterministic maps φt : (S,S) 7→ (S,S) such that
φ0(s) = s and
φt1+t2(s) = φt1(φt2(s)) for all t1, t2 ∈ T, s ∈ S.(A.1)
A flow {φt}t∈T is called nonsingular if, for every t ∈ T , ν(N) = 0 if and
only if ν(φ−1t (N)) = 0. It is called measurable if the map φt(s) :T × S 7→ S
is measurable.
It is known that a measurable nonsingular flow on a space (S,S, ν) has the
so-called Hopf decomposition [see Krengel (1985), page 17, Rosin´ski (1995),
page 1171, or Pipiras and Taqqu (2002a, b)]. The Hopf decomposition is
a (a.e.) partition of the space S into two disjoint sets C and D. The set
D, called a dissipative part of the flow, can be written as D =
∑
k∈Z φ
k
1(B)
for some wandering set B. [“Wandering” means that the sets φm1 (B) and
φn1 (B) are disjoint for m 6= n.] The set C, called a conservative part of the
flow, is such that it has no wandering set of positive measure. Moreover, the
sets C and D can be taken to be invariant under the flow [i.e., φ−1t (C) =
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Fig. 1. View the flow φ˜t as moving up vertically at constant speed until it reaches the
level r(y) and then jumps back to a point (y′,0) before it renews its vertical climb, this
time from the point y′.
C and φ−1t (D) = D for all t ∈ T ]. The flow {φt}t∈T is called conservative
(dissipative, resp.) if S = C (S =D, resp.) a.e. For a general flow {φt}t∈T ,
its restriction {φt|C}t∈T ({φt|D}t∈T , resp.) is a conservative (dissipative,
resp.) flow.
In this work, we use the notion of a special flow {φ˜t}t∈T . Informally, the
flow φ˜t(y,u) is defined on the set of points
Ω = {(y,u) : 0≤ u < r(y), y ∈ Y }= Y × [0, r(·)),
where r(y) is a positive function. Plotting (y,u) in two dimensions, we can
view the flow φ˜t as moving up vertically at constant speed until it reaches
the level r(y), and then jumps back to a point (y′,0) before it renews its
vertical climb, this time from the point y′ (see Figure 1). Thus, if we focus
only on the horizontal Y axis, the flow starting at y moves to y′ = V y, then
to V 2y, . . . , V ny, . . . . Since the flow φ˜t moves constantly, observe that it has
no fixed points.
The flow φ˜t is defined formally as follows. Let (Y,Y, τ) be a standard
Lebesgue space, let V be a one-to-one, onto, bimeasurable and nonsingu-
lar map of Y onto itself, and let r be a positive measurable function on
Y such that
∑∞
k=0 r(V
ky) =
∑−1
k=−∞ r(V
ky) =∞. Set Ω = {(y,u) : 0 ≤ u <
r(y), y ∈ Y }, E = Y ⊗B([0, r(·))) and let P be a measure on (Ω,E) such that
dP (y,u) = p(y,u)τ(dy)du and P (Ω) = 1. Consider now the map defined on
Ω by
φ˜t(y,u) = (V
ny,u+ t− rn(y))(A.2)
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for
0≤ u+ t− rn(y)< r(V
ny),
where rn(y) =
∑n−1
k=0 r(V
ky) if n≥ 1, rn(y) = 0 if n= 0, and rn(y) =
∑−1
k=n r(V
ky)
if n≤−1. We can verify that {φ˜t}t∈R is a (measurable, nonsingular) flow on
(Ω,E , P ). It is called a special flow built under the function r. According to
Theorem 3.1 in Kubo (1969), a (measurable, nonsingular) flow {φt}t∈R with-
out fixed points on a standard Lebesgue space is null isomorphic (mod 0) to
some special flow {φ˜t}t∈R built under the function r.
In addition to flows, we also use a related functional called a cocycle.
Let A be a second countable group, that is, a topological group that has a
countable base for the topology. For example, A= {−1,1} or A= {w : |w|=
1} with a multiplication operation and A=R with an addition operation. A
measurable map at(s) :T × S 7→A is called a cocycle for a measurable flow
{φt}t∈T if
at1+t2(s) = at1(s)at2(φt1(s)) ∀ t1, t2 ∈ T, s ∈ S.(A.3)
In this paper, we use exclusively the cases A= {−1,1} and A= {w : |w|= 1},
but cocycles are typically associated in the literature [see Zimmer (1984)]
with second countable groups.
APPENDIX B
Minimal representations for stable processes. Finally, we define mini-
mal integral representations of stable processes which play a central role
in relating stable processes to flows. An integral representation {ft}t∈T ⊂
Lα(S,S, ν) is called minimal for the process Xα given by (1.1) if:
(M1) supp{ft, t ∈ T}= S ν-a.e.;
(M2) σ{fu/fv, u, v ∈ T}= S modulo ν
[see Hardin (1982), Rosin´ski (1995, 1998a) and Pipiras and Taqqu (2002a)].
A condition equivalent to (M2) is the following:
(M2′) For every nonsingular map φ :S 7→ S and h :S 7→ R \ {0} such that,
for each t ∈ T ,
ft(s) = h(s)ft(φ(s)) a.e. ν(ds),(B.1)
we have φ(s) = s a.e. ν(ds) [see Rosin´ski (1998a)].
As shown in Hardin (1982), every separable in probability SαS process
has a minimal integral representation. Rosin´ski (1995) showed that minimal
integral representations of stationary SαS processes are related to flows in
the sense of Definition 1.1.
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