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Biometric authentication has become a widespread means of prevention of fraud in 
financial transactions and security issues. In particular, handwritten signature verification 
has been extensively used to endorse financial transactions. It is thus natural that 
signature matching is becoming a popular research topic [1]. 
 
Most commercialized renowned signature matching systems are based on the dynamic 
signature matching system. Although such systems have better performance, they require 
real time input of signatures, which cannot be obtained in all situations. This project 
works on off-line signature matching, which uses the final image of the signature. It, too, 
has widespread applications in financial, legal and healthcare systems just to name a few. 
The current methods for off-line signature verification in literature include Hidden 
Markov Models [2], Artificial Neural Networks [3], Euclidean Distance Classifiers [4] 
and others. This project, however, uses regional correlation, a method less susceptible to 
noise and quality as well as situations where minor differences are observed in the 
signatures. Its simplicity and adaptability to different signatures gives it an edge over 
current techniques in terms of learning time and complexity. The disadvantage is that it is 
computationally intensive. To combat the problem of computation costs, faster computers 
with higher computation capabilities and efficient image processing libraries have been 
used.  
 
With all these in mind, a practical implementation of a Correlation-Based Signature 
Matching System was done. A simple and user-friendly system has been designed and 
 vii 
built. The system has been evaluated, and reasonable results have been obtained, based 
on a database of 224 signatures. The system achieved an average of 1.98% false rejection 
rate (FRR, which is the percentage of signatures that the program rejects when a 
signature is an authentic one [16]) and 1.78% false acceptance rate (FAR, which is the 
percentage of incorrect signatures wrongly accepted as a match by the program [16]). 
This gives an overall average error rate, which is the average of the FRR and FAR, of 
1.88%. It is hoped that this system can become a framework for a fast and accurate 
Automated Signature Verification System of the future.
 viii 
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Signature verification comes as a form of behavioral biometric rather than an anatomical 
biometric such as a fingerprint or an iris pattern. Although biometrics in the area of 
signature matching is not as widely explored as other forms of biometrics, it should not 
be surprising that signature authentication is as important, if not more, as fingerprint and 
other forms of biometrics. This is natural since mankind has been signing our names as a 
form of identity verification for thousands of years from the great civilizations of ancient 
Egypt, China and Mesopotamia through to the current day [6]. 
 
The way each individual writes and signs is something very personal and often quite 
distinctive. Graphologists would suggest that that not only can they identify a person 
from examples of handwriting, but they can also determine character traits. In any event, 
our signature and the way it is signed can be considered a unique enough identity 
verification methodology for a variety of personal transactions. 
 
With technological advancements, rapid increments in computing power have taken 
place. This has led to the ability of computer machines performing complex and 
computationally intensive algorithms at a faster rate. These developments make 
automated processes become increasingly popular, targeted potentially at reducing 
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manpower demands. Accurate and rapid programs for matching can thus be written to 
harness the capabilities of these advancements. 
 
1.2 Objectives and Focus 
The objective of this project is to design, implement and evaluate a Correlation-Based 
Signature Matching System that employs two-dimensional digital image processing 
techniques. 
 
A correlation-based system possesses the advantage of being relatively less susceptible to 
poor image quality and noise. Whilst that is desirable, this method is highly computation 
intensive. But this can be offset by the faster computers of today. Also, a tap on digital 
signal processing (DSP) cards can be done if necessary for the crunching of data. 
 
This project has been worked on an Intel Pentium 4 processor running at 2.4 GHz with 
256 MB of DDR memory. With this speed, it was not necessary for a DSP card to be 
interfaced to the computer. In fact, due to the bottleneck transfer rate of the parallel port 
interface between the DSP card that was provided and the PC, it would have slowed 
down the computational process instead, had the DSP card been used. 
 
The final working system hopes to become a framework for a user-friendly interface for 
an efficient and accurate Biometric Static Signature Matching System built on techniques 
of digital image processing. 
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The significance of this project is that a simple idea of a Correlation-Based Signature 
Verification System, which has not been implemented in off-line signature matching 
systems, can produce reliable and reasonable results compared to current methods. The 
novelty is that it is able to suitably characterize signatures from the same or different 
writers by simply altering the number of templates generated, making it adaptable to 
different sized signatures containing varying amounts of information. Furthermore, this 
method is able to withstand slight differences in signatures from the same writer due to 
translation, rotation and size. This makes it very suitable for the problem under 
consideration. Also, it does not require any a priori models (in contrast to current 
techniques) to be determined as a generalized model for all signatures, thus reducing the 
complexity and learning time involved. The ease of implementation makes it a very 
desirable method for signature verification. From the results obtained, it has been proven 
to be an accurate yet easy approach to the problem. 
 
1.3 Scope 
The scope of the project is to build a simple and user-friendly software program that 
allows users to perform signature matching based on the method of correlation. The 
program should be able to determine if the two signatures match each other. It is natural 
that modular programming be used for ease of modifications and improvements by future 
developers. Image processing functions such as filters and geometric transformations 
should also be incorporated. Hardware (interface to DSP cards) can be used when 
necessary. 
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1.4 Applications of Off-Line Signature Verification 
The handwritten signature has many purposes and meanings. It can be used to witness 
intentions (e.g. signing of a contract), to indicate physical presence (e.g. signing in for 
work), as a seal of approval or authorization and as a stamp of authenticity [7]. Thus, 
numerous applications for the off-line signature verification are available. Described as 
follows are a few examples of applications for the system. 
 
1.4.1 Financial Institutions 
Cheques: 
Cheques require our signatures as a form of authentication. Unfortunately, due to the 
large number of transactions for cheques daily, it is extremely labour intensive for the 
banks to examine every single cheque for its signature in great detail to verify its 
authenticity. This greatly undermines the basic security that consumers expect. Therefore, 
a potential remedy for this situation is an accurate off-line signature verification system. 
A practical implementation of the system for a cheque verification application has been 
built and is described in detail in Chapter 6. 
 
Credit Cards: 
Another area where off-line signature verification can be put to use is for credit card 
purchases. With the prolific use of credit cards, the number of transactions per day can be 
very large, amounting to huge amounts of monetary transactions based merely on 
signatures without close scrutiny. With a static signature verification system, this can add 
security to the current system. Furthermore, credit card purchases are becoming digitized 
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with the customer just having to sign on an electronic gadget. Unfortunately, this gadget 
does not check for the authenticity of the customer. It merely acts as a means of obtaining 
the customers’ information quickly. However, this gadget can be a stepping-stone for the 
implementation of a signature verification system since the signatures are captured in the 
digital form, which makes the identification process more convenient. 
 
1.4.2 Legal Systems 
Many legal documents like contracts, land leases and wills, still require signatures as the 
basic form of authentication. If a system for static signature verification is put in place, 
much time can be saved for the verification of the identity of the signer and integrity of 
the document, thereby enhancing security. 
 
1.4.3 Healthcare System 
Handwritten signatures are required at many levels of healthcare systems. These include 
medical record systems, outpatient records, billing systems, order systems, scheduling, 
scanning, and repository systems. Implementing signature verification systems will 
improve the security level and prevent unauthorized access to private information. 
 
1.5 Methodology for Project 
A simple Win32 application in the form of a Graphic User Interface (GUI) for loading 
and displaying the signatures was first designed and implemented using Microsoft Visual 
C++. C++ language has been chosen due to its popularity and modularity. This interface 
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enables the user to view and manipulate the signatures using the various functions and 
algorithms implemented in this project. 
 
The various functions were then written and tested. Following this, a database of 
signatures were collected, scanned with a normal flatbed scanner at 400 dpi (it should be 
noted that smaller signatures should be scanned at a higher resolution to obtain a better 
quality sample signature), and used for training of the system. Thereafter, a separate set 
of signatures is used to evaluate the system. Preprocessing of the signatures had to be 
done before gathering statistics to determine the false rejection and false acceptance rates. 
 
Finally, further improvement and debugging of the algorithms was done before retesting 
on the database of signatures to arrive at the release version of the signature verification 
system. More details will be provided in Chapters 3 and 4. 
 
1.6 Brief Results 
The release version of the signature verification system provided fairly reasonable results. 
28 sets of signatures, each comprising of 8 signatures belonging to the same person, 
giving a total of 224 signature samples (shown in Appendix A), were used for evaluation 
of the system. Based on this database of signatures, the average error rates for the system 
are 1.98% FRR and 1.78% FAR. Thus, the average error rate of the system is 1.88%. 
Section 5.4 will describe how the database of signatures has been split for training of the 
system and validation of results to obtain the average error rates.  
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The average time taken for an enrollment and matching process is about 13 seconds. This 
is based on signatures that are 420x190 pixels and templates that are 22x22 pixels in size. 
This is a reasonable time for a computationally intensive technique like correlation. 
 
1.7 Organization of Report 
Following this introduction, a literature review of background theories and current 
approaches to signature verification will be presented in Chapter 2. Details of the 
algorithms implemented for geometric transformations and filtering will be explained in 
Chapter 3. Chapter 4 describes the enrollment and matching algorithms. Chapter 5 lists 
the results obtained from the system. A practical implementation of an application for 
signature matching in a cheque verification system is given in Chapter 6. Finally, Chapter 
7 concludes the report and provides some recommendations for future work on further 
development of the project. The database of signatures and the statistics of the results are 
given in Appendix A. A guide to the various functions available in the program will be 
given in Appendix B. It serves to help users of the system familiarize themselves with the 
program.
Chapter Two Literature Review 
8 
CHAPTER TWO 
2 LITERATURE REVIEW 
2.1 Biometrics and Signature Verification 
Biometric is a unique, measurable, biological characteristic or trait for automatically 
recognizing or verifying the identity of a human being. Statistically analyzing these 
biological characteristics has become known as the science of biometrics [8]. These days, 
biometric technologies are typically used to analyze human characteristics for security 
purposes. It is possible to verify a person’s identity by measuring a unique-to-the-
individual biological trait. Biometrics has been an interesting field for a long time. It 
includes fingerprint identification, facial recognition, retina/iris scanning, DNA 
identification, signature matching and speech recognition. The various fields can be 
broadly categorized in Figure 2.1.  
 
Figure 2.1: Categorization of various security measures [9]. 
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As can be seen from the diagram, signature verification is a form of behavioral biometric. 
Within signature verification, there exist two types, namely dynamic or on-line and static 
or off-line signature matching systems. 
 
Table 2.1 shows a comparison between the various forms of biometrics, their error rates 
and level of acceptance. From the table, it can be seen that signature verification is in fact 
a very suitable choice for biometrics. Unfortunately, it is not seeing widespread use 
compared to fingerprint verification. 












< 1 (est) < 1 (est) < 5 Wired pen or 
tablet 
Socially and legally 
accepted. 
Fingerprint Nil 9 6 Optical Socially 
unacceptable. Legally 
accepted. 











< 0.2 (est) < 0.2 (est) < 5 Optical Non-invasive. 
Hand shape 0.2 0.2 5 Optical  
Table 2.1: Comparison of different forms of biometrics [5]. 
 
2.2 Signature Verification 
Signature verification is the process of authenticating an individual’s hand-written 
signature. This can be used as a good replacement for a password or a PIN number which 
can be easily forgotten. With this, computer detection of forgeries via signature 
verification is natural and intuitive. The technology is easy to explain and trust. The main 
advantage that signature verification systems have over other types of biometric 
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identification technologies is that signatures have been used and accepted widely as a 
common method of identity verification. This makes signature verification an interesting 
topic worth looking at and exploring with many important applications in our everyday 
lives as mentioned earlier.  
 
There is an important distinction between static and dynamic signature verification. Both 
can be computerized, but a static verification considers only the final image of the 
signature while dynamic verification takes into account how the signature was signed. 
With dynamic signature matching, not only is the shape and look of the signature 
meaningful, the process of signing is of greater importance. Only the original signer can 
recreate the changes in shape, speed, stroke, pen pressure and timing. 
 
2.2.1 Dynamic Signature Verification 
Dynamic signature verification utilizes the unique way in which a hand-written signature 
is signed to identify an individual. Input of signature is from a digitizer or an 
instrumented stylus that captures information about the pen-tip (see Figure 2.2), generally 
its position, velocity, or acceleration as a function of time. The shape, speed, stroke 
number and timing information during the act of signing the signature are also taken into 
consideration [10,11]. An algorithm called ‘Pen Position, Pen Pressure, and Pen 
Inclination Trajectories’ (PPI) [10] analyses the writer’s signature as a trajectory of pen-
position, pen-pressure and pen-inclination, which evolves over time. 
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Figure 2.2: Raw data from writing tablet [10]. 
 
The scheme first generates templates from several authentic signatures of individuals. 
The program then computes a distance between the templates and input trajectory. 
However, care must be taken to consider the fact that (i) the length of a pen input 
trajectory may be different from that of the template even if the signature is genuine; (ii) 
the number of strokes of a pen input trajectory may be different from that of the template 
even if the signature is authentic [10]. If the computed distance does not exceed a 
threshold value, the input signature is predicted to be genuine, otherwise forgery. The 
good point about this technique is that it is real time and forgery can be detected more 
easily with this technique. However, the disadvantage is that it requires the user to have a 
writing tablet, which is not commonly owned. 
 
An example of a company providing dynamic online signature verification is Cyber 
SIGN Incorporated [9]. It uses a client/server communication to dynamically verify 
signatures. Each client needs to own a digitizing tablet. The user then has to provide 
sample signatures for the enrollment process, which is to generate templates for the 
verification process. This template is stored in a commercially available database and on 
a secured Cyber-SIGN server. During use, to confirm the user’s identity, the encrypted 
data from a subsequently written signature is sent to and compared, at the server, with the 
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secured template generated earlier. The technology incorporates a learning function, 
which automatically absorbs and reflects natural changes in a signature over time. 
 
Cyber-SIGN has customers from private communication, data privacy, access control, 
document authorization, on-line shopping, electronic payments, member registration, on-
line banking and more. This shows the vast applications for signature verification. 
 
2.2.2 Static Signature Verification 
In contrast to dynamic signature recognition, static signature verification uses the method 
of image checking to determine if two signatures have been signed by the same person. 
Although this technique is non-real time, it still has its advantages over dynamic 
signature verification. It does not require the user to have a writing tablet in order to do 
capture the signature information. 
 
The major disadvantage of a static signature verification system is the fact that through 
practice, a person can forge a signature quite perfectly and this system will thus fail. 
However, there are still many applications that can exploit the use of this verification 
system as mentioned in Chapter 1. 
 
Literature provides many approaches to off-line signature verification. These include 
Hidden Markov Models (HMMs) [2], Artificial Neural Networks (ANNs) [3], Weighted 
Euclidean Distance Classifiers [4] and others. 
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2.2.2.1 Hidden Markov Models (HMMs) 
HMMs are stochastic models that have the capacity to absorb the variability between 
patterns and their similarities [2]. An advantage of HMMs is that smaller HMMs can be 
combined to form a larger HMM [27]. This is equivalent to increasing the number of 
states, which is suitable for representing varying sizes of signatures. A left-right model 
(Figure 2.3), which suits the movement of the hand while writing, for signature 
verification has been proposed in [2]. However, the disadvantage of this technique is that 
it is difficult a priori to say which structure is the best for a HMM for any given problem. 
Therefore, even the suggested left-right model may not be the most suitable for use in 
signature verification. Another problem with HMMs is that there are many parameters to 
be set. For example, a very simple three-state left-right HMM has 5 transition 
probabilities that need to be determined [26]. More states, implying more parameters to 
be set, thus require a large amount of training data (signatures) and also a long training 
time. In a signature verification problem, it is insufficient to fix the number of states [2] 
and larger signatures require more states to represent the information. This amounts to 
increased complexity and a very long training time. 
 
Figure 2.3: Left-right model used in the HMM Learning Process [2]. 
 
2.2.2.2 Artificial Neural Networks (ANNs) 
ANNs were developed as a technological discipline that can automatically develop 
operational capabilities to adaptively respond to an information environment [13]. The 
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advantage of ANNs lies in their resilience against distortions in the input data and their 
capability of learning, making them suitable for signature verification. They are often 
good at solving problems that are too complex for conventional technologies such as 
problems that do not have an algorithmic solution or for which an algorithmic solution is 
too complex to be found [12]. However, ANNs are disadvantaged in the sense that they 
have a lot of adjustable parameters (known as weights), which are used to define the 
relation between the input and the output, to be set. The training data are repeatedly 
shown to the ANNs. Whenever an example x(j) is shown, the ANN predicts an output y(j) 
using its current set of parameters. If this prediction is in disagreement with the correct 
output value d(j), the ANN adjusts its weights so as to make an improvement [28]. This 
leads again to a long training time and a large amount of training data required. 
 
2.2.2.3 Weighted Euclidean Distance Classifiers (WED) 
WEDs can be used to categorize patterns falling in different regions in the pattern space, 
thus, proving to be suitable for signature verification. Features, such as orientation and 
position of the signature contents, of unknown signatures are compared with the original 
signature. The target signature is determined to be the same as the original signature, k, if 













)( δ      [4],            (2.1) 
 




iδ denotes the ith 
feature and its standard deviation of signature by writer k, and N denotes the total number 
of features. The advantage of this method is that it is simple and requires no complex 
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computing [4]. However, the features must be extracted prior to applying the WED. 
Furthermore, appropriate features that can distinguish between signatures need to be 
determined. 
 
2.3 Project Problem Set 
The main area of research in this project is to be able to verify if two given pictures of 
signatures were signed by the same person. The pictures will be in the bitmap format. 
To accurately recognize if two signatures are signed by the same person has its 
difficulties. This is because one person can never be able to sign in exactly the manner 
twice. For example, the strength of the strokes, leading to the thickness of the strokes, 
may be different each time. Even the number of strokes may not be the same. 
Furthermore, translation, angle of rotation and size of the signatures may be different 
each time. Therefore, to do recognition by pure comparison of the images is a difficult 
task. We need to be able to conclude that two signatures were signed by the same person 
even in the presence of subtle differences. Therefore, a method that should be simple to 
implement and has a shorter learning time (compared to HMMs and ANNs) and yet is 
able to adapt to changing parameters is needed. This leads to the idea of correlation. 
 
2.4 Proposed Solution - Template Correlation 
The cross-correlation value of an image and a template is an image similarity measure: 
the higher the cross-correlation index at a particular pixel, the greater the similarity 
between the template and the image in the neighborhood of the pixel. The mathematical 
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definition of the cross-correlation ( ),txR r c between a template and an image at the pixel 
in row r and column c is given by the following: 
( ) 1 1
0 0




R r c t j i x r j tplRows c i tplCols
− −
= =
= + − + −∑ ∑    [14]      (2.2) 
where x(r,c) is the image’s pixel value in row r and column c, and t(r,c) is the template’s 
pixel value in row r and column c. The template size is tplCols x tplRows. It is usually 
more practical to obtain the normalized cross-correlation value so that the maximum 
value of the index will be 1 or a known value, say A, implying a perfect match. 
Therefore, the normalized cross-correlation index, ),( crtxρ , is as follows: 
( ) ( )( ) ( )
,
,






R r c R tplRows tplCols
ρ =    [14].             (2.3) 
A is a factor for scaling the computed values to the full range of pixel values, in this case, 
A = 255 (for a white pixel). xxR and ttR denote the auto-correlation of the image and the 
template, respectively: 
( ) ( 1) / 2 ( 1) / 2 , ,
( 1) / 2 ( 1) / 2
,
r tplRows c tplCols
xx j i j i
j r tplRows i c tplCols
R r c x x
+ − + −
= − − = − −
= ∑ ∑            [14]          (2.4) 
( ) 1 1 , ,
0 0
/ 2, / 2
tplRows tplCols
tt j i j i
j i
R tplRows tplCols t t
− −
= =
= ∑ ∑    [14]          (2.5) 
 
The idea of template correlation first makes use of correlation to extract templates from 
the original signature. These templates are then re-located in the target signature, to the 
best fit. The locations of the templates found in the target signature will then be used to 
conclude if both signatures were signed by the same person. The detailed explanations of 
the algorithms will be given in Chapter 4. It should not be mistaken that both signatures 
are correlated with each other. This will only produce a match if the signatures are almost 
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exactly the same. However, doing this can produce an index that can be used to modify 
parameters in the system to give a better matching result. The correlation method has the 
following advantages and novelty over the current techniques employed. 
 
Firstly, correlation is a simple algorithm that can attain good results. Although it is 
computationally intensive, about an order of O(n4) where n is the larger value of the 
length or breadth of the image, depending on the size of the signatures and templates, this 
shortcoming can be easily compensated by the high-speed computers available these 
days. 
 
Secondly, it solves the major problem inherent in HMMs and ANNs. With the large 
number of parameter/weights to be set in both approaches, the time required to adjust the 
parameters/weights (training time) is extremely long. In the proposed method, only 4 
parameters need to be set. They are the parameters in the L2 norm, empty template 
correlation, empty template pixel value and relative distance tests in the matching 
process. This greatly reduced number of parameters greatly reduces the training time 
required. 
 
Thirdly, it was mentioned that HMMs and ANNs can adapt to different signatures by 
changing the number of states or layers within the models. In the template correlation 
method, the algorithm implemented has been written to adapt to different signatures by 
varying the number of original templates generated for each signature. Thus, a larger 
signature with more signature information will produce a larger number of templates 
using the algorithm employed in this project.
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CHAPTER THREE 
3 IMPLEMENTATION – Standard Functions 
3.1 General Flow of Signature Verification Process 
 
Figure 3.1 shows a flow chart of the signature verification process. The user first loads 
both the original and target signature. Next, some geometric transformations can be 
performed on the target signature in an attempt to match the target signature to the 
original signature. This is to compensate for minor dissimilarities between the two 
signatures. If no transformations are necessary, the user can choose to perform automatic 
filtering of the signatures. Performing automatic filtering applies the Laplacian High Pass 
filter to the signatures. Filtering helps to obtain better results for matching compared to 
without filtering. This result is given in Appendix A. After this, the enrollment process 
takes place to generate the templates required for matching. The user then has a choice of 
altering the threshold level, which determines the stringency of the matching algorithm. 
Following this, matching is done and the results will be displayed on screen. A 
confidence level accompanying the result is also shown. At this point of time, the whole 
matching process is completed and the user can choose to match another signature or end 
the program.  
 
If the results are unsatisfactory and the user does not wish to accept a signature or reject a 
signature wrongly, he can intervene through the manual functions provided in the system 
such as manual filtering, manual translation, manual rotation and so on to try to obtain a 
better result. These manual functions can also be used in the event that the automatic 
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algorithms fail to transform the target signature close enough to the original signature. 
The user can also choose to use a different filter other than the optimum filter (Laplacian 
High Pass filter for edge detection – explained in Section 3.3.2.4). 
 
The various functions available in the system such as geometric transformations and filter 
techniques will be explained in this chapter. The following chapter will examine 




Figure 3.1: Flow chart for signature verification process. 
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3.2 Obtaining the Signatures and Pre-processing 
The signatures were obtained from various people and scanned using a normal flatbed 
scanner. This is to simulate real life situations where users do not normally have high 
quality scanners. The signatures were scanned at 400 dpi for better quality images. To 
save on memory and disk space, the images have been converted to gray-scale images 
with 8 bits of information per pixel. This is sufficient since the signatures can be stored as 
gray-scale images and thus, information will not be lost. Furthermore, if the signatures 
were scanned from papers that have faint background images, for example a cheque, the 
background images should be removed. 
 
The signatures have been preprocessed and cropped to 420x190 pixels. It is important 
that they be of a standard size since the digital image processing techniques written in the 
program manipulates the coordinates of the pixels. Thus, if the images are not of the 
correct size, the algorithms will encounter run-time errors. To prevent such errors, the 
program has also been programmed to accept only images that are 420x190 pixels in size. 
The images have also been transformed to compensate for translation, rotation, zoom, 
resize and reflection that may be due to the process of scanning or even the writer. 
Unwanted noise introduced by the scanning process has also been removed. Finally, the 
signatures were centralized horizontally and vertically. Thereafter, while keeping the 
aspect ratio of the image fixed, the signature is zoomed in or out until there exists about 
15 pixels between the edges of the signature and that of the image either horizontally or 
vertically. This is illustrated in Figures 3.2a and 3.2b. This ensures that the signature will 
centrally occupy almost the whole image space. 
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Figure 3.2a: Signature maximized in vertical 
direction. 
Figure 3.2b: Signature maximized in horizontal 
direction.
Figure 3.2: Signatures maximized in vertical and horizontal directions. 
 
3.3 Algorithms 
Detailed explanations of the various algorithms implemented in the program will be 
given in this section and the following chapter. In this section, geometric transformations 
and filter techniques will be described. The next chapter will concentrate on matching 
algorithms. 
 
3.3.1 Geometric Transformations 
The various geometric transformations that have been implemented in this project are 
translation, rotation, zoom, resize and reflection. With these five transformations, it is 
sufficient to manipulate the target signature to match the original signature to compensate 
for minor differences in the signatures. These differences are those due to the inability to 
sign in the same way twice or that introduced during the scanning process. 
 
3.3.1.1 Translation 
It is possible that a target signature may be translated from the original signature either 
due to the writer’s signing or the scanning process. Translation is a process of shifting 
15 pixels 
15 pixels 
15 pixels 15 pixels 
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each pixel of the image in either the x- or y-direction or both. The following formulas 
depict the translation process:  
x’ = x + xShift and y’ = y + yShift            (3.1) 
where x and y denote the original pixel coordinates; x’ and y’ denote the pixel coordinates 
in the resulting image. xShift and yShift denote the desired shifting amounts. xShift and 
yShift can be determined by automatic translation algorithms described below. Thus, it is 
necessary to provide a function to translate the target signature to match the original 
signature as closely as possible to obtain lower error rates. 
 
Automatic Translation: 
In automatic translation, the program estimates the amount of shift required in the 
horizontal and vertical direction. Initially, the idea is to locate the centers of signatures 
and match them. However, upon considering the way people sign, it may be better to 
make use of the centers of gravity of the signatures instead. This is because a person may 
sign off with an extended stroke, thus shifting the center of signature drastically while 
only shifting the center of gravity of the signature slightly. As such, the algorithm based 
on matching the centers of gravity of the signatures would be more accurate. The 
algorithms for the functions are as follows: 
 
Automatic Translation via Center of Signature: 
First, the program must detect the x-coordinates of the starting and ending points of the 
original signature in the horizontal direction. In Figure 3.3, these are xO,1 and xO,2 
respectively. Next, the y-coordinates of the starting and ending points of the original 
signature in the vertical direction are found. In Figure 3.3, these are yO,1 and yO,2 
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respectively. From these four points, it is possible to locate the coordinates of the center 
of the signature: ,1 ,2 ,1 ,2,
2 2
O O O Ox x y y+ +    . Similarly, we perform the same actions on the 
target signature to locate the center of the signature: ,1 ,2 ,1 ,2,
2 2
T T T Tx x y y+ +    . 
 
We then translate the target signature to make both centers of signature lie on the same 
coordinate. This means that ,1 ,2 ,1 ,2
2 2
O O T Tx x x xxShift
+ += −  and 
,1 ,2 ,1 ,2
2 2
O O T Ty y y yyShift
+ += − . 
 
However, there are three drawbacks of this algorithm: 
 
Firstly, the method of detecting the starting and ending points is based on pixel values of 
the image. This algorithm assumes that a signature like the one shown in Figure 3.3 will 
have all its pixels having a value of 255 (white) except at the areas containing the 
signature itself. For example, in locating point xO,1, the program starts from the left and 
moves to the right of the image. When the program first encounters a pixel value less 
than 255, it takes this as the starting point. Similar reasoning applies to the other three 
points. 
 
The problem occurs when there are pixels that do not contain signature information 
(white space) and yet have a pixel value of less than 255. This can be due to noise 
introduced during scanning, background of paper and quality of image. In such situations, 
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the algorithm may be unable to accurately determine the desired translation values and 
thus cannot shift the target signature as desired. In such situations, manual translation 
should be used instead. To solve this problem, automatic thresholding of pixel values or 
proper preprocessing of the image is necessary. Preprocessing of images can be 
cumbersome and time consuming if we used photo-editing software to edit each image 
individually. Therefore, a function to preprocess signatures has been written. Automatic 
thresholding during the loading of the signatures has been introduced as an alternative. 
The program examines the pixel values when the signatures are loaded. If a pixel value is 
larger than 240, the pixel value is automatically altered to 255 by the program. A pixel 
value less than 80 will be changed to 0. Other pixel values will remain unchanged as 
these should contain the signature information. The signature is a grey-scale image. 
 
Secondly, there may be a tendency that automatic translation will shift the target 
signature such that part of the signature is shifted out of the image window and cropped 
away, thus, losing information. In such situations, it is advisable to apply manual 
translation instead. 
 
Thirdly, if a person signs off with a stroke that is long, this tends to shift the center of 
signature by a large amount. This will cause the algorithm to perform badly. In this case, 
automatically translating via the centers of gravity of the signatures will be a better way 
to tackle the problem. 




Figure 3.3: Figure showing translation coordinates. 
 
Automatic Translation via Center of Gravity of Signature: 
In a similar fashion to automatic translation via center of signature, the aim of the 
algorithm is to match the centers of gravity of the signatures. To locate the centers of 
gravity of the signatures, each signature is processed in turn as follows. 
 
Making use of pixel values, the program determines if a particular pixel contains 
signature information. For example, if a pixel has a value less than 255, this indicates that 
it contains signature information. However, a disadvantage of this technique is that it 
assumes that the background is white or a very light color. If this is fulfilled, after 
scanning to a grey-scale image and automatic thresholding, the algorithm should work. If 
this is not fulfilled, the algorithm may fail unless pre-processing via photo-editing 
software is done. Thus, in such cases, pre-processing via photo-editing software to 
change the background of the image should be done. The program determines the average 
x- and y-coordinates of all the pixels occupied by the signature as the center of gravity of 
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where x-coordinate and y-coordinate are the x- and y-coordinates of the center of gravity, 
xi and yi are the coordinates of the ith pixel that contains signature information and N is 
the total number of pixels that contain signature information. 
 
After obtaining the centers of gravity for both original and target signature, the target 
signature is translated automatically to match the coordinate of the centers of gravity of 
both signatures. 
 
Both the above techniques have been implemented. The user can choose which one to use 
from the GUI. However, the preferred technique is automatic translation via center of 
gravity of signature. 
 
3.3.1.2 Rotation 
If the image point a(x,y) is rotated by θ degrees, its new coordinates (x’,y’) are given by:       













Figure 3.4: Image rotation. 
 
Thus, the rotated version b[x’][y’] of the image a[x][y] is given by: 
[ ][ ] [ ][ ] [ ][ ]' ' cos sin sin cosb x y b x y x y a x yθ θ θ θ= − + = .           (3.3) 
θ (x,y) 
(x’,y’) 
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Since a person may sign at different angles, it is desirable to allow rotation of the target 
signature to match the original signature as closely as possible. In automatic rotation, the 
program will determine the desired angle of rotation for the user. 
 
Automatic Rotation: 
It is desirable if the program can automatically rotate the target signature to match the 
original signature before the matching process takes place. For both methods described 
below, the center of rotation is the center of gravity of the signature.  
 
Automatic Rotation via Sobel Line Detectors: 
The first implementation of automatic rotation was via Sobel Line Detectors. This was 
investigated and was found to be not very robust. That is why automatic rotation via 
Principal Components Analysis (PCA) was developed. This is described in the next part. 
 
Sobel line detectors utilize edge templates, which are masks that can detect edges along 
different directions. In particular, four different directions (00, 450, 900, and 1350) can be 
identified with the following masks respectively. 
1 1 1 1 1 0 1 0 1 0 1 1
0 0 0 , 1 0 1 , 1 0 1 , 1 0 1
1 1 1 0 1 1 1 0 1 1 1 0
−              − − −              − − − − − − − −       
 [15] 
Larger mask sizes have better noise characteristics. However, 3x3 mask sizes, which 
provide reasonably good results, have been chosen because of computation reasons. 
Making use of this property, the required angle of rotation can be found quite accurately, 
provided the difference in the angle of the two signatures do not differ too much 
(about± 300 from the horizontal). However, differences greater than ± 300 may still get 
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rotated back close to the original through repeated automatic rotations. ± 300 is quite 
reasonable since the range of detection encompasses 600 and a person does not sign that 
differently unless the signatures were signed by different persons. The range can be 
increased easily by changing the code but since this algorithm is based on Sobel line 
detectors at a difference of 450, the range should be limited by this factor. The algorithm is 
as follows: 
 
First, apply the Sobel line detectors to the original signature. This gives an output image in 
each direction (00, 450, 900, and 1350), resulting in a total of four output images. For each of 
these output images, an index value is obtained by summing up all the pixel values in each 
respective output image. Next, rotate the target signature from 300 anti-clockwise to 300 
clockwise in steps of 10. For each angle of rotation, apply the Sobel line detectors to the 
resulting rotated target signature at the four directions (00, 450, 900, and 1350) and again, the 
index values of each direction were obtained in the same way as above. After this is done, 
compute the differences between the index values of each direction between the original 
signature and the rotated target signatures for each angle of rotation. The angle of rotation 
that gives the smallest difference will be the desired angle of rotation. However, automatic 
rotation may cause the signature to get rotated out of the preview window and result in loss 
of signature information. Furthermore, after closer examination and testing of this 
technique, it was found that this method does not work accurately in some cases. A better 
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Automatic Rotation via Principal Component Analysis (PCA): 
PCA is a type of canonical analysis used to derive a linear transformation that will 
emphasize the difference among the pattern samples belonging to different categories. In 
other words, PCA is used to define new coordinate axes in directions of high information 
content useful for classification purposes [13]. This implies that it is possible to 
determine the axis in which most of the signature information lies along. For example, as 
seen in Figure 3.5, the axis in which most of the information content lies along is y1 and 
is at an angle, α, from the horizontal axis x1. 
 
Figure 3.5: Diagram showing PCA [13]. 
 
Applying this technique to both the original and target signatures will enable the program 
to determine the first principal component axes along which the most information content 
lies in both signatures. The target signature can then be rotated to match the original 
signature such that both first principal component axes lie at the same angle of elevation 
from the horizontal. 
 
The procedure to find principal component axis is given as follows: 
Choose a coordinate system (x1, x2) and a set basis vectors such that these vectors point in 
the direction of maximum variance of the data, say (y1, y2). P(x1, x2) is a data point in the 
(x1, x2) coordinate system, and can also be expressed as P(y1, y2) as shown in Figure 3.6. 




Figure 3.6: Example showing the relation between two coordinate systems [13]. 
 































         [13] 







           [13] 
Given x (the coordinates of the data points), the covariance matrix of x, Cx, can be 
computed. Cy can also be determined given by: Cy = ACxAT. If the rows of A are 










where λ1 and λ2 are the eigenvalues of matrix A. The larger eigenvalue will give the first 
principal component axis. Therefore, we can compute Cy and set the non-diagonal 
elements to zero to solve for θ. The value of θ that gives the larger eigenvalue will be the 
angle that the first principal component axis makes with the horizontal. 
 
3.3.1.3 Zoom 
Zooming allows the user to enlarge or reduce the size of the target signature. This is 
suitable for signatures that may appear to be of different sizes. The program has been 
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written to cater for zoom ratios of 0.1 to 10. However, a small ratio applied will often reap 
visible results if the target signature has already been preprocessed. 
 
3.3.1.4 Resize 
Resize is similar to the zoom function. The difference between the two is that in zoom, 
the aspect ratio of the image has been locked such that the length and height of the image 
changes together according to the user input. In resize, however, the aspect ratio is not 
locked. Therefore, it is possible to increase or decrease the length of the image while 
keeping the height constant or any other valid combinations. 
 
Automatic Resize: 
In this function, first, the method of obtaining the starting and ending coordinates of the 
left, right, top and bottom of the signature described in Section 3.3.1.1 (automatic 
translation via center of signature), is applied to both original and target signatures. Next, 
with these coordinates, the width and height of both signatures can be obtained. Finally, 
based on these values, the program calculates the ratio to resize the target signature to fit 
the original signature in both the horizontal and vertical directions. This can be illustrated 
with the following. 
 
Let the x-coordinate of the starting point of the original (target) signature be xO,1 (xT,1) and 
that of the ending point be xO,2 ( xT,2). 
 
Let the y-coordinate of the starting point of the original (target) signature be yO,1 (yT,1) 
and that of the ending point be yO,2 (yT,2). 
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Therefore, the ratio of the resize required in the horizontal (rH) and vertical (rV) directions 








−= − and is taken to be an 








−= − and is taken to be a decrease in size. Similarly, 

















−= −  and is taken to be a decrease in size. 
 
Resize often involves interpolation. The technique used for interpolation is cubic 
interpolation. This algorithm uses source image intensities at sixteen pixels in the 
neighborhood of the point (xs, ys) in the source image (see Figure 3.7). 
3    ,2    ,1    ,1)int(










Firstly, for each ySk, the algorithm determines four cubic polynomials F0(x), F1(x), F2(x) 
and F3(x):  
kkkkk dxcxbxaxF +++= 23)( for 30 ≤≤ k , 
such that  
),()(),,()(),,()(),,()( 33221100 SkSSkSkSSkSkSSkSkSSk yxSxFyxSxFyxSxFyxSxF ==== . 
In Figure 3.7, these polynomials are shown by solid curves. Then the algorithm 
determines another cubic polynomial Fy(y) such that  
)()(),()(),()(),()( 33221100 SSySSySSySSy xFyFxFyFxFyFxFyF ==== . 
In Figure 3.7, Fy(y) is shown by the dashed curve. The required intensity D(xD, yD) is set 
to the value Fy(yS). 




Figure 3.7: Cubic interpolation [14]. 
 
3.3.1.5 Reflection 
Reflection flips the signature either in the x- and/or y-direction. The following describes 
the reflection procedure. Let the image be of size MxN. If the image a is reflected in both 
the x- and y-direction, the reflected version b[x’][y’] of the image a[x][y] is given by: 
[ ][ ]' ' [ 1 ][ 1 ] [ ][ ]b x y b M x N y a x y= − − − − = . Although this function may not be 
frequently used in the program, it has been included to make the program more self-
contained and complete. 
 
3.3.1.6 Manual Translation, Rotation, Zoom, Resize and Reflection 
In the event that automatic translation, automatic rotation and automatic resize are unable 
to automatically translate, rotate or resize the target signature close enough to the original 
signature, this can result in high false acceptance and false rejections rates. If the user 
does not wish to accept a signature or reject a signature wrongly, the user can intervene 
through these provided functions to manually transform the target signature. The GUI 
provides a means for the user to utilize these functions. 
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3.3.2 Filter Techniques 
Filtering is an important step to do before enrollment. There are many filters available for 
implementation such as finite impulse response filters, wiener filters and median filters 
just to name a few. Depending on the objective, different filters should be used. A few 
filters were experimented with and the filters chosen include the Laplacian 3x3 High Pass 
and Sobel 3x3 filters (for edge detection), non-linear median filter (for noise reduction), 
histogram equalization and sharpening filters (for image enhancement). All filters have 
been tested on the signature shown in Figure 3.8.  
 
Figure 3.8: Original signature. 
 
3.3.2.1 Edge Detection Filters 
In a signature, the interest lies mainly in the stroke edges. Sometimes, a person may not 
sign dark enough and the resulting image may not have clearly visible edges. In these 
cases, an edge detection filter may be used to improve the edges of the image. Therefore, 
two edge detection filters have been used in this project. For such filters, there exist 3x3 
and 5x5 kernels. The 3x3 kernels for Laplacian and Sobel (vertical and horizontal) filters 
are:
1 1 1 1 0 1 1 2 1
1 8 1  and 2 0 2 , 0 0 0
1 1 1 1 0 1 1 2 1
− − − −          − − −          − − − − − − −     
  [14]. 
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Although better noise characteristics can be achieved with 5x5 kernels, they produce 
thicker edges, which is unnecessary. Both kernels were tested and the 3x3 kernel was 
good enough for the project. Both Laplacian and Sobel edge detectors were able to detect 
the edges successfully and the resulting images are shown in Figures 3.9 and 3.10. 
 
Figure 3.9: Result of Laplacian High Pass filter. 
 
Figure 3.10: Result of Sobel filter. 
 
3.3.2.2 Noise Reduction Filter 
A low-pass filter may be used for noise removal. However, linear low-pass filters tend to 
smear and blur image details (e.g. lines, corners), thus degrading the digital image 
quality. Non-linear low-pass filters such as the median filter removes noise effectively 
and preserves the image edges and details at the same time [15]. The filter sets each pixel 
in the output image as the median value of all the input image pixel values in the 
neighborhood of size 3x3 with the anchor cell at that pixel. This has the effect of 
removing the noise in the image. The effect of the median filter is given in Figure 3.11. 
 
Figure 3.11: Result of median filter. 
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3.3.2.3 Image Enhancement Filters 
Histogram Equalization Filter: 
The histogram equalization filter estimates the image’s probability density function from 
its histogram. It then enhances the image by flattening its histogram. This improves the 
image quality. The signatures in the database are grey-scale images. Thus, applying this 
filter can improve the contrast of the signatures to give better quality and can possibly 
lead to better results with lower error rates. It is also possible that the edges of the 
signatures can be better detected. A sample result is shown in Figure 3.12.  
 
Figure 3.12: Result of histogram equalization filter. 
 
Sharpening Filter: 
The sharpen filter increases the contrast between adjacent pixels where there are 
significant color contrasts, usually at the edges of the signature. It lightens the light pixels 
and darkens the dark pixels. The kernel used is ( )
1 1 1





    
[14]. It can be used 
particularly after rotation because in rotation, the grid of input image pixels is not 
necessarily mapped onto the grid of pixels in the output image. Thus, to compute the 
pixel intensities in the output image, interpolation (explained in Section 3.3.1.4) of the 
intensity values of several input pixels that are mapped to the neighborhood of the output 
pixel is needed. This causes blurring of the image. The resulting image of a sharpen 
effect on a blurred image is given in Figures 3.13a-3.13b. 
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Figure 3.13m: Signature before sharpening. 
  
Figure 3.13n: Signature after sharpening twice. 
Figure 3.13: Signatures before and after sharpening. 
 
3.3.2.4 Auto-Filtering 
Out of the various filters implemented, it was found experimentally (see Section 5.1.1 on 
Effect of Filtering on Enrollment) that the optimum filter for use is the Laplacian High 
Pass filter. This optimum filter provides edge detection of the signature edges so that 
better results (in terms of lower FAR and FRR) can be obtained. An edge detection filter 
was chosen because in signatures, the interested lies in edges of the signatures. A larger 
number of templates could be extracted after application of the filter. Furthermore, the 
process of filtering has increased the uniqueness of these templates. Thus, an auto-
filtering function has been included in the program. This function will automatically filter 
an image with the Laplacian High Pass filter if no filter has been applied. If another filter 
other than the optimum filter has been applied, it will prompt the user to re-filter using 
the optimum filter. If the user chooses not to do so, the function will then automatically 
filter the target signature using the same filter applied to the original signature. This is to 
ensure that both signatures undergo the same filter so that the matching process will be 
more accurate.
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CHAPTER FOUR 
4 IMPLEMENTATION – MATCHING ALGORITHMS 
4.1 Enrollment 
Enrollment is the process where the system tries to extract templates that are unique to 
the original signature. The 22x22 pixels templates extracted are small sections of the 
original signatures (420x190) that carry unique information about the signature (see 
Figure 4.2). These templates are then located in the target signature to the best fit in the 
matching process and the results are used to determine if the two signatures match. 
Therefore, the extraction of templates plays an important role in determining if the 
signatures match.  
 
4.1.1 Extraction of Templates 
Three points should be considered for selection and extraction of the templates.  
 
Firstly, unique templates should be extracted. In correlation, a higher correlation index 
implies more similarity in the vicinity of the image. It is desirable to have a unique 
template. If a template fits almost as well at another location as it does at its original 
location, it is not a useful template. However, if a template fits much worse at all other 
locations in the signature, it is a template that offers a lot of distinction. Therefore, the 
ratio of fit at a template’s original location to the fit at the next best location can be used 
as a template selection criterion for uniqueness of the template. The auto-correlation 
index is a measure of the template’s fit at the original location. The largest cross-
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correlation index is a measure of the template’s fit at the next best location. Therefore, 
the ratio of the auto-correlation index to the largest cross-correlation index can be used as 
the selection criterion for the uniqueness of a template. A higher ratio indicates more 
uniqueness. 
 
Secondly, a larger number of extracted templates will give more accurate results, as the 
results will be based on more statistics. Signature sizes differ from person to person. It is 
thus inadequate to extract a fixed number of templates per signature. Larger signatures 
require more templates to characterize them uniquely. Thus, the number of templates 
generated should vary with the size of the signature. A large signature should have more 
templates extracted so that it can be better represented and a small signature requires 
fewer templates to characterize it. Furthermore, it is desirable to have the templates well 
spread over the entire signature. Templates clustered in one area of a signature may lead 
to erroneous results. To illustrate this point, take for example user A’s name is “John 
Lim”. He can choose to sign “John Lim” or only “John”. If he signs “John Lim” and all 
templates extracted ended up on “John”, the next time he may sign only “John” and the 
templates generated earlier would be successfully located on the second signature. This 
gives a match, which should not be the case. 
 
Thirdly, the size of the template must be suitable. The extraction of the templates and 
locating them on the target signature uses correlation. Since the method of correlation is 
highly computational intensive, there is a need to choose a small template size. This 
reduces the computation time involved. However, it is not advisable to use very small 
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templates (which would carry very little information about the signature) as this would 
not offer sufficient uniqueness.  
 
To determine the optimum template size, different template sizes (from 20x20 pixels to 
26x26 pixels) were experimented with to obtain the error rates. The size that gave the 
lowest average error rates would be chosen. From Figure 4.1, statistics gathered show 
that templates of size 22x22 gave the best results. Therefore, a template size of 22x22 has 
been chosen for the project. The template size should not be confused with the original 
signature. The 22x22 pixels template is only a small section of the 420x190 signature. 
These templates are parts of the signature that carry unique information of the signature 
and extracted for the matching process (see Figure 4.2). 



















20x20 22x22 24x24 26x26
 
Figure 4.1: Graph of FARs and FRRs for various template sizes. 
 
Taking the above three points into consideration, the selection process of a template is as 
follows. Firstly, divide the image into 18 sections as shown in Figure 4.2. A template of 
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size 22x22 (which is a part of the entire signature image – see Figure 4.2) starting from 
the top left corner (coordinate (0,0)) is chosen. The auto-correlation index of this 
template is calculated. Next, this template is shifted pixel wise across the entire signature 
and the cross-correlation indices are calculated at each position. The largest cross-
correlation index is noted. The ratio of the auto-correlation index to the largest cross-
correlation index is then calculated and recorded. The process is repeated for the next 
possible template, which is the template starting from the coordinate (1,0). This is done 
for all possible templates that can be extracted from the signature. At the end of this 
process, two of the templates with the largest ratios from each of the 18 sections will be 
chosen. These will be the representative templates from that section. This process ensures 
that throughout the whole signature, templates will be extracted. Thus, there will not be 
templates clustered around a small area. At the end of this process, a total of 36 templates 
can be extracted. However, out of these 36 templates, not all are “good” ones. There is a 
need to eliminate these “bad” templates. The next section describes the process to do so. 
 
 
Figure 4.2: An image segmented into 18 sections for enrollment. 
 
4.1.2 Validity of Templates Extracted 
The signature may only occupy a part of the entire image space and there will be empty 
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sections, it forces templates to be extracted from each section. However, if there is little 
or no signature information in a particular section (e.g. section A1 in Figure 4.2), an 
empty template or one with little information will be extracted. An empty template is a 
template that contains zero or very little signature information. If the background of the 
signature is white, then an empty template is an all white 22x22 pixels image. This is 
useless as it does not contain signature information and should be eliminated.  
 
The procedure to do this is once again to correlate all extracted templates with an empty 
template generated by the program. The generated empty template is a template that 
contains no signature information, meaning that all pixel values are set to 255. If we 
correlate two identical empty templates, the normalized correlation index would be 1. 
Therefore, based on the cross-correlation indexes obtained from correlating the extracted 
templates and a generated empty template, extracted templates that have a cross-
correlation index exceeding a certain value will be eliminated (meaning very similar to 
the generated empty template). This value was determined by repeated experimentation 
such that at least 90% of templates that contained little information would be eliminated. 
Furthermore, pixel values of the extracted template will be added up to determine if the 
template is empty or contain little information, and should be discarded. The addition of 
pixel values enables total elimination of empty templates. Thus, using a combination of 
both correlation and addition of pixel values, only “good” templates with sufficient 
unique information will be retained and they are as shown in Figures 5.2a-5.2b in Section 
5.2.1. 
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4.2 Matching 
After enrollment, the templates extracted are located in the target signature using a 
similar algorithm in Section 4.1.1. Each original template is correlated with the target 
signature. Thereafter, there are two approaches for locating the best-fit positions of the 
original templates on the target signature. Firstly, a sectioning of the target signature in a 
similar fashion as that in the enrollment process can be done. The original templates are 
then shifted pixel-wise over the corresponding section from which the original templates 
were generated. At each position, the cross-correlation index is calculated and recorded. 
The ratio of the cross-correlation index at that position to the next largest cross-
correlation index at other positions in the section is computed. The position at which the 
template gives the largest ratio is chosen as the corresponding position of the original 
template on the target signature. Another approach is to allow the original templates to be 
shifted pixel-wise over the entire image, and at each position, the corresponding ratio is 
calculated and the position with the largest ratio is chosen as the respective target 
template position. In the second approach, no sectioning of the target signature is done. 
 
To determine which approach to take, the matching algorithm first determines the lengths 
and breadths of the original and target signatures using the algorithm from automatic 
translation. The length and breadth of the original signature are ( ),2 ,1O Ox x− and 
( ),2 ,1O Oy y− . Similarly, the length and breadth of the target signature are ( ),2 ,1T Tx x−  and 
( ),2 ,1T Ty y− . These determine the sizes of the signatures. If a large difference exists, 
meaning the length or breadth of the original signature is less than 60% of that of the 
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target signature, or vice versa, the second approach is taken. This is because the 
difference in sizes will result in the original templates being located in wrong sections if 
the first approach is taken. Difference in sizes (size here implies the size of the signature 
part only (less than 420x190) and not the size of the entire signature image (420x190)) 
can come about if for example, person A signs in a vertical manner and person B signs in 
a horizontal manner. This is illustrated in Figures 3.2a and 3.2b. In such situations, 
differences in size can occur even if the signatures are standardized to maximize the 
space in 420x190 pixels as described in Section 3.2. If the sizes of both signatures are 
about the same, the first approach will be taken. All these have been done assuming the 
signatures are properly preprocessed and centralized. If they are not, two signatures that 
are about the same size but translated far away from each other will be matched with the 
second approach. An illustration of this will be given in Section 4.2.8 (see Figure 4.6). 
 
The location of the positions of the original templates on the target signature is a best 
effort location since it is not guaranteed that the templates can be successfully located in 
the target signature or that the templates do not exist in the target signature. After 
obtaining these “best-effort” target templates, it is necessary to reject “bad” templates and 
accept correct ones. The remaining number of target templates will determine if there is a 
match. If more than half the number of templates is accepted, it is a match. Otherwise, the 
original and target signatures do not match. However, a machine matching process like 
this will never be as good compared to verification by humans. Even if the confidence 
level (Section 4.4) is very high, errors can still occur. Therefore, to make the system more 
secure, the following was done: If there is no match between the signatures and the 
confidence level is below 25%, automatic translation (via center of gravity of signature), 
Chapter Four Implementation – Matching Algorithms 
45 
automatic rotation (via PCA) and automatic resize will be applied before re-matching the 
signatures. If there is still no match, the target signature will be rotated through 3600 in 
steps of 100 and re-matched after each rotation. The angle that gives the best match (with 
the largest number of remaining target templates) with the original signature will be 
chosen and displayed. Upon this, if the confidence level for both a match and a mismatch 
is still below 20%, the user will be alerted to do a manual check on the signatures. 
 
There are various tests applied in the matching algorithm for different levels of 
stringency. For each test described below, the level of stringency can be determined and 
changed by the user as well as within the program. The method for changing this by the 
user will be described in Section 4.3. Within the program, the optimum stringency values 
for each test have been trained and set based on obtaining as low as possible FARs and 
FRRs of an average of 2.075%, with a default threshold level of 80%. This was based on 
a training database of 144 signatures. These values were then tested on another database 
of 80 signatures that were not used in the training process, with results differing by less 
than 1%, indicating that the values are close to optimal. 
 
The first three tests described below deal with the templates that are generated. The next 
four tests deal with the signatures as a whole image. All these tests affect the relative 
distance test, which is the most important of them all. 
 
4.2.1 Empty Template Test 
This test is used to eliminate empty target templates. This can be done in the same 
manner as in Section 4.1.2. It is the most relaxed test and is applied at all threshold levels 
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(described in the next section). But the stringency can be varied by changing the cross-
correlation index as well as the sum of all pixel values beyond which a template would be 
rejected. In the process of enrollment, empty templates and those containing little 
signature information were eliminated. This implies that after a best effort location, if 
such templates are obtained in the target signature, they should also be rejected.  
 
4.2.2 Image Norm Test 
The purpose of this test is to use its results to adjust the sensitivity parameter in the 
relative distance test and not to directly eliminate any templates. This test is based on the 
norm of an image. In particular, L2 norm is defined as the square root of the sum of 






a a =   ∑ [14]. In this case, the norms of original 
templates, a, extracted from the original signature are compared with that of the target 






a b a b − = −  ∑ [14]. 
 
The relative L2 norms, /a b b−  [14], are calculated and a larger value implies greater 
differences in the templates. However, this test is not conclusive enough to accept or 
discard a located template on the target signature. For example, two templates can be 
different but coincidentally, both have similar norm values. This results in small values 
for the relative L2 norm, indicating similar templates which is not the case. This is 
possible since the norm is based only on pixel values.  
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For exactly identical templates, the relative L2 norm is equal to 0. Thus, if the relative L2 
norm falls below a certain value, it indicates a higher tendency to accept the template. 
This value has been determined experimentally to obtain the best results for FARs and 
FRRs of an average of about 2.075%, at 80% threshold level, from the training database. 
This higher tendency can be used to relax the criterion in a later test (relative distance 
test). However, it is possible to reject a template based on the relative L2 norm since if the 
value is large, then the templates must be different. 
 
This test can be fairly relaxed but once again, the experimentally determined value can be 
changed to vary the stringency of the test. The user can also affect the stringency via the 
threshold level. 
 
4.2.3 Sobel Line Detector Test 
The purpose of this test is to use its results adjust the criterion in the relative distance test 
and not to directly eliminate any templates. Recall the Sobel line detector test mentioned 
in Section 3.3.1.2. The idea behind this test makes use of the line detectors to check the 
original and target templates for edges at 450 and 1350. For each template, the test will 
show whether there are more edges at 450 or 1350. This test was designed to distinguish 
between a pair of templates, determining if they contain edges at similar angles. Thus, 
only two angles spaced 900 apart need to be used. It is also possible to use the 
combination of 00 and 900. After applying the Sobel line detector, the output image will 
give white pixels at edges at the required angle. For example, a horizontal edge will 
become white after applying the Sobel line detector for 00. This implies that the sum of 
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all the pixel values will be larger for a horizontal edge compared to a vertical edge if the 
Sobel line detector for 00 was applied. The information is then compared between the two 
templates. If both templates show that there are more edges at the same angle, then, once 
again, it increases the tendency that the templates are similar. Of course, this test is not 
conclusive again to reject or accept a template but its information can be used in a later 
test (relative distance test) to decide if the criterion should be relaxed. 
 
Since the templates generated are only 22x22 pixels in size, they should not contain a lot 
of signature information. This makes the Sobel line detector test useful. If the templates 
contained lots of information, the test would be less conclusive since more edges would 
be involved. 
 
This test proved to be quite useful in determining a certain degree of similarity between 
two templates. The results of Sobel filtering at the various angles are shown in Figure 4.3. 
It can be seen, by comparing the outputs of the templates after filtering at 450 and 1350, 
that the contrast of the templates is large, explaining the reason for choosing these two 
angles. The comparison method is to compare the sum of all the pixel values. This test 
may not work very well if faced with horizontal or vertical lines. It would be better in this 
case to choose 00 and 900. However, if 00 and 900 were chosen, it would meet with 
difficulties when faced with slanted lines. Therefore, only one set was chosen and this 
was a reason why this test was not used to immediately reject any templates but is only 
used in the relative distance test to decide if the criterion should be relaxed. Further 
improvements can be made to the test to include both sets of directions (00 and 900, and 
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450 and 1350) and choose the set that gives a better distinction between a pair of 
templates. 
     
Figure 4.3: Original template before filtering and filtered at 00, 450, 900 and 1350. 
 
4.2.4 Entropy Test 
The purpose of this test is to use its results to adjust the criterion in the relative distance 
test. It is not used for comparison with the L2 norm in any way. The entropy of an 
information source is a measure of the average amount of information in the source. This 





ii ppEntropy 2log , where pi is the probability of pixel i taking on its pixel value.  
 
pi can be obtained from the histogram of the pixel values. For example, if 10% of the 
pixels take on a value of 255, these pixels will have a pi value of 0.1. 
 
Using this test, the entropy of both the original and target signatures will first be 
calculated. These two values are then compared against each other. If there is a large 
difference between the two values, this indicates that the target signature is not similar to 
the original signature and if the two values are close, this shows that the two signatures 
may be signed by the same person. However, entropy, being a measure of amount of 
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information, may be similar even for two totally different signatures. Thus, this test can 
be used to adjust one of the four parameters in the system, namely, the relative distance 
value (see Section 4.2.8). Therefore, the relative distance parameter will be increased for 
a small difference between entropy values and respectively decreased for a large 
difference between entropy values. 
 
4.2.5 Coordinate Transformation Test 
The purpose of this test is to use its results to adjust the criterion in the relative distance 
test. This test makes use of the co-ordinates of the pixels that a signature occupies, which 
is vital information for determining if two signatures are similar. However, directly 
comparing the coordinates will not be able to clearly distinguish the positions of the 
occupied pixels. A well-known and yet simple function is the logarithmic function. This 
function tends to magnify small values and reduce large values relatively. As such, it is 
useful for a simple transformation the coordinates of the pixels. But care must be taken 
not to apply logarithm to the “0” coordinate. Thus, the transformed coordinates would be: 
new x = log ( old x + 1 ) 
new y = log ( old y + 1 ) 
After the transformation, PCA can be used to determine the first principal component 
axis and the angle it makes with the horizontal. This is done for both the original and 
target signatures and the difference between the angles can be used to adjust the relative 
distance parameter. Once again, if the difference between the angles is large, this implies 
that the signatures are not similar and the relative distance is reduced. Vice versa, if the 
difference between the angles is small, the relative distance parameter is increased. 
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To compensate for translation of the target signature from the original signature, the 
coordinate axis for the transformation should be shifted so that the transformation process 
is invariant to translation. This can be more easily illustrated with a figure. From Figure 
4.4, the original coordinate axes are the x- and y-axes. However, for the process of 
transformation, a new pair of axes (x1- and y1-axes) should be used instead. With this 
new pair of axes, the process of coordinate transformation will be translation invariant. 
Therefore, the new transformation equations are: 
new x = log ( old x – starting x-coordinate + 1 ) 
new y = log ( old y – starting y-coordinate + 1 ) 
where starting x-coordinate is the x-coordinate of the first pixel from the left that 
contains signature information and starting y-coordinate is the y-coordinate of the first 
pixel from the top that contains signature information. 
 
 
Figure 4.4: Figure showing coordinate transformation. 
 
4.2.6 Cellular Division Test 
The purpose of this test is to adjust the criterion in the relative distance test. This test 
determines if two signatures are similar by checking the amount of area occupied by the 
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rectangular shape, of size 20x10 pixels as shown in the figure below. The number of 
occupied cells is then counted and the difference between that of the original and target 
signatures is noted. A larger difference indicates dissimilarity between the signatures. 
This can be used to modify the relative distance parameter as described above. 
 
Figure 4.5: Figure showing segmenting of signature into cells. 
 
4.2.7 Correlation Test 
In the enrollment and matching process, correlation was used to extract templates from 
the signatures for comparison between the original and target signatures. The correlation 
test here was implemented during the matching process to adjust the relative distance 
parameter. Instead of using correlation to obtain templates from the signatures, the whole 
original signature is correlated with the whole target signature. This gives an index at 
each pixel indicating the similarity between the region around that pixel in the target 
signature and the original signature. As the correlation process is computationally 
intensive, it is desirable to reduce this computation as much as possible. Processing only 
the central 20x20 pixels of the signature would reduce this computation greatly. This is 
sufficient as these pixels would give adequate information about the similarity between 
the target and original signatures. Summing these indices would give a value for the 
10 
20 
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measure of the similarity between the two signatures. Similarly, this is done for auto-
correlation of the original signature. The difference between these two values will be 
used to adjust the relative distance parameter in the same manner as described in previous 
tests. 
 
To compensate for translation like in the coordinate transformation test, only the signature 
part is extracted from the original and target signature. These are then centralized and 
made to lie within an image of length and breadth taking the maximum of the respective 
values of the original and target signatures. This implies the following: 
 
new image’s length = max [length of original signature, length of target signature] 
new image’s breadth = max [breadth of original signature, breadth of target signature] 
 
The original and target signatures will be cropped and centralized as new original and 
target signatures taking on the lengths and breadths as given above. These signatures are 
then correlated. Doing this, the correlation process will be translation invariant. 
 
4.2.8 Relative Distance Test 
This is the most stringent of all the tests. This test is based on the idea that the templates 
should be relatively located to each other within a certain distance. If a template is 
located relatively too far away from the other templates, the template should be rejected. 
Note that the absolute location of the templates is not considered due to possible 
translation and different angles of elevation of the signatures.  
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Recall that the image norm, Sobel line detector, entropy, coordinate transformation, 
cellular division and correlation tests described earlier provided information on whether a 
template should be more or less inclined to be accepted as well as measures to adjust the 
relative distance parameter. The relative distance beyond which a template will be 
rejected can be adjusted based on this information. This is because of the problem that 
nobody can sign in exactly the same manner, implying more leeway needs to be given to 
this test. Thus, even though a template located on the target signature may be relatively 
further away than that on the original signature, the template should be accepted. 
Therefore, the following steps were taken. 
 
Image norm and Sobel line detector tests: 
If both tests showed that a particular template should be accepted, the relative distance 
will be increased most. In the program, the relative distance, previously set at a default of 
21 pixels (see next section), will be increased by an extra 5 pixels. This is followed by the 
case where the Sobel line detector test indicates that the template should be accepted and 
the L2 norm test shows otherwise. In this case, there will be an increment of 4 pixels. 
Lastly, the distance will be increased the least if the L2 norm test indicates that the 
template should be accepted and the Sobel line detector otherwise. 3 pixels will be added 
in this case. 
 
Entropy, coordinate transformation, cellular division and correlation tests: 
The amount to add or subtract from the relative distance for the above tests were obtained 
experimentally to obtain as low error rates as possible. For the entropy test, the largest 
addition to the relative distance is 7 pixels and the largest subtraction from the relative 
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distance is 8 pixels. For both the coordinate transformation and cellular division tests, 
both the largest addition and subtraction values are 7 pixels. For the correlation test, the 
largest addition to the relative distance is 15 pixels and the largest subtraction is 45 
pixels. For all the above four tests, the values indicated are the maximum values. There 
are intermediate values that change progressively with the measure calculated from the 
test. Thus, the adjustment to the relative distance can take on a couple of different values. 
The reason for the correlation test to have such a large effect on the relative distance 
parameter is that it gives a good measure of the overall similarity between the original 
and target signatures and thus, should influence the relative distance test greatly. The 
above values were determined by experimentation that gave optimum FAR and FRR of 
about 2.075% each. 
 
After these adjustments, the templates will be rejected if the relative distance between the 
templates exceeds the new adjusted relative distance. The conclusion on whether two 
signatures match is based on the remaining number of templates. If the remaining number 
of templates is greater than half the total number of original templates, the two signatures 
are deemed to match. Otherwise, the two signatures do not match. 
 
The relative distance is determined as follows: The differences in coordinates of the 
original and target templates are first calculated. These are then sorted in ascending order 
to get the median values. The difference in the coordinates between the original and 
target templates is then subtracted from its median values. If the absolute result is larger 
than the relative distance (determined by the threshold level and matching algorithm), the 
template is rejected. 
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To demonstrate that the relative distance is used and not the absolute positions of the 
templates, a signature has been processed into two versions where one is translated far 
away from the other. In this case, if absolute positions are used, a mismatch will result. 
However, the system gave a match, indicating that relative distance was used correctly 
(see Figure 4.6). In addition, it is noted that approach two described in the matching 
process has been used. 
 
Figure 4.6: Results showing use of relative distance and not absolute position of templates. 
 
4.3 Threshold Level 
To make the program more user customized, there is a slider bar (Figure 4.7) that allows 
the user to choose a threshold level. This threshold level determines the stringency of the 
tests involved for matching. A higher threshold level leads to more stringent tests with 
stricter criteria being applied. The default threshold level, if the user does not specify it, is 
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80%. Recall from the previous Section 4.2 on Matching, that within each test, there are 
parameters beyond which a target template would be rejected. It has been mentioned that 
these values have been set based on the default 80% threshold level. However, the more 
significant impact that the threshold level has is on the Relative Distance Test. The 
relative distance beyond which a target template is rejected is calculated as: 
relative distance = 101 – user-defined threshold level 
For example, if the user changes the threshold level to 100, the relative distance would be 
equal to 1. This means that if a target template differs from the original template by a 
relative distance of more than 1 pixel, the target template would be rejected. This 
translates into an extremely strict test since a 1 pixel difference implies that the two 
signatures must almost exactly be identical to each other for a match to be concluded. 
Conversely, if the user-defined threshold level is very low, the relative distance would be 
very large and most target templates can be accepted, leading to easy matches. 
 
Other than the effect on the relative distance test, the threshold level is also used to vary 
the various stringency levels within the empty template, image norm and Sobel line 
detector tests. The stringency levels vary linearly with respect to the threshold level. 
A default level of 80% has been chosen for the threshold level. Firstly, setting the default 
as 80% gives the user leeway for choosing a more or less stringent level. At this level, all 
the tests in the matching algorithm will be implemented. This can give better and more 
reliable results. Secondly, 80% threshold level allows template positions to differ 
relatively by 21 pixels, which is not too large or too small. This gives a suitable distance 
to cater for translation, rotation and size of the signature. Thirdly, at 80% threshold level, 
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optimum results have been obtained experimentally. FAR and FRR error rates are low at 
an average of about 2.075% each. 
 
Thus, by altering the threshold level, the user can obtain different levels of stringency for 
the whole matching process. Furthermore, the user can implement different number of 
tests by choosing from one of the three categories as follows. The three levels defined 
are: Low level (1-10%), medium level (11-50%) and high level (51-100%). 
 
 
Figure 4.7: Threshold slider bar. 
 
 
Low Level (1-10%): At this level, only the empty template, image norm, 
entropy, coordinate transformation, cellular division and 
correlation tests are applied. 
 
Medium Level (11-50%): This level is similar to the low level in terms of the tests 
applied. However, the determining criteria in the empty 
template and image norm tests are stricter than in the low 
level case according to the user specified threshold level. 
 
 High Level (51-100%): In addition to the above tests, this level includes the Sobel 
line detector and relative distance tests. Similarly, the 
determining criteria in the empty template and image norm 
tests are stricter than in the previous cases. 
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The determining criteria in the relevant tests vary linearly with the threshold level for all 
three levels. 
 
4.4 Confidence Level 
The confidence level is calculated using the remaining number of accepted templates. For 
two signatures that match (with more than half of the templates accepted), a greater 
number of remaining templates implies more confident results. Similarly, for a mismatch 
(with less than or equal to half the templates remaining), a smaller number of remaining 
templates indicates more confident results. If the total number of original templates is N 









−= × . 
 
4.5 Automatic Matching 
In automatic matching, it saves the user the effort to implement the various algorithms to 
match two signatures. In particular, for a cheque verification system, this process allows 
the user to match two signatures with minimal intervention. The program starts by 
prompting the user to choose the method of acquiring the target signature. There are four 
methods, namely, a ready image of a preprocessed signature, to obtain the signature from 
scanning a cheque, to obtain the signature from a ready image of a cheque and to 
automatically preprocess a signature from a raw image of a signature alone. If the user 
selects the first or last method, the program then allows the user to select the target 
signature before selecting the original signature. However, if the user chooses the second 
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or third method, the program either launches the scanner interface to allow the user to 
scan the cheque or pops up a dialog box for selection of the image of the cheque. The 
user is then asked for the orientation in which the cheque is scanned at or the orientation 
of the image of the cheque. If the user does not know this, the program will then attempt 
to determine the orientation. After this, there is no need for selection of the original 
signature as the program will extract the account number from the cheque and load the 
respective original signature from the database of signatures. The path of the database has 
been set to a default of “D:\Database\”. This is displayed at the bottom of the GUI 
interface and can be changed easily by the user. In the event that program cannot locate 
an original signature with the account number in the given database path, it prompts the 
user to change the path. After three failed attempts, it will stop and let the user know that 
the database path is wrong and lets the user choose the original signature instead. Once 
both signatures have been successfully loaded, the program applies the automatic 
filtering, enrollment and then the matching processes automatically. Finally, the results 
are displayed to the user.
 
 





The results of the various filters on signatures have been given in Chapter 3. In this 
section, the effects of filtering on enrollment will be examined. 
 
5.1.1 Effect of Filtering on Enrollment 
The effects of filtering on the number of templates generated during enrollment can be 
seen from Figures 5.1a-5.1f. The numbers on the signatures indicate the positions of the 
templates. For the case without filtering, there were only 10 templates extracted. Notice 
that the templates were not as well distributed throughout the signature as compared to 
the case of Laplacian High Pass and Sobel filters. Furthermore, after filtering, there was 
an increase in the number of templates generated, with the exception of median filter. It 
has been explained that it is desirable to have as many good templates as possible. This 
means that the Laplacian High Pass, histogram equalization and Sobel filters are more 
suitable for use. However, for the case of the histogram equalization filter, the templates 
were also not well spread over the signature comparatively.  
 
Recall using the ratio of the autocorrelation index to the largest cross-correlation index as 
a quantitative measure of the uniqueness of templates generated. Of the various filters 
implemented, Laplacian High Pass filter gave the best templates with the highest ratios 
(index value shown in the figures). Therefore, filtering not only helped to generate more 
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templates, it also gave more unique and scattered templates. To support these 
observations statistically, matching was performed on the training database of signatures 
for the case of application of the Laplacian High Pass filter as the optimum filter and 
without filtering (raw data is provided in Tables A.1-A.2 in Appendix A). In the second 
case, the average error rate was 8.73% with 8.87% FAR and 8.59% FRR. This is much 
higher compared to the case with Laplacian High Pass filter being applied (average of 
about 2.075% each for FAR and FRR). Therefore, the use of the optimum filter helped to 
give lower error rates and it should be used throughout the entire verification process. 
 
Figure 5.1a: Signature without filter with 10 templates and index 1053. 
 
Figure 5.1b: High pass filtered signature with 11 templates and index 1666. 
 
Figure 5.1c: Histogram filtered signature with 11 templates and index 1089. 
 
Figure 5.1d: Median filtered signature with 10 templates and index 1049.  
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Figure 5.1e: Sobel filtered signature with 12 templates and index 1159. 
 
Figure 5.1f: Sharpen filtered signature with 11 templates and index 1049. 
Figure 5.1: Signatures filtered with the various filters and the resulting templates and their index numbers. 
 
5.2 Matching Algorithms 
5.2.1 Enrollment 
The enrollment process aims to generate as many templates as possible while discarding 
empty templates and templates that do not contain much information. Enrollment was 
done on various signatures and some of the results are shown in Figures 5.2a-5.2b. As 
seen from the figures, a total of 11 templates were generated for a signature with more 
details (Figure 5.2a) as compared to only 4 templates for a signature with less 
information (Figure 5.2b). There were also no empty templates extracted. This indicated 
that the algorithm for enrollment is working as desired. 
 
Figure 5.2a: Signature with more details 
generating 11 templates. 
 
Figure 5.2b: Signature with less details generating 
only 4 templates. 
Figure 5.2: Demonstration of variable number of extracted templates for varying signature sizes. 
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5.2.2 Matching 
The templates extracted from enrollment were used for matching on a target signature. 
For the trivial case of matching with exactly the same signature (so as to verify if the 
matching algorithm can locate the templates on the same signature after enrollment), the 
match was successful with 100% confidence as shown in Figures 5.3a-5.3c. As 
mentioned before, a 100% confidence level for a matching case indicates all templates 
were successfully located in the target signature. 
 
For matching between other signatures, the system program has been trained on a set of 
144 signatures, in sets of 8 signatures for each signer, and validated with another set of 80 
signatures (Please see Appendix A for sample signatures). Based on these two sets of 
signatures, the average FAR is 1.78% and FRR is 1.98%. Further elaboration will be 
given in a later section. The results were obtained with a threshold level of 80% and 
using the optimum filter. 
 
Figure 5.3a: Original signature after enrollment. 
 
Figure 5.3b: Target signature after matching.
 
Chapter Five Results 
65 
 
Figure 5.3c: Result of match. 
Figure 5.3: Demonstration of correct matching algorithm on identical signatures. 
 
5.2.3 Practical Situations and Robustness of Matching Algorithm 
Practical situations where a person signs off with an extra stroke or when pens of 
different thickness are used or when the target signature is translated, rotated or of a 
different size will be looked into in the following sections. 
 
5.2.3.1 Signing Off with and Extra Stroke 
It is often possible that someone signs off with an extra stroke that makes the target 
signature different from the original one. Therefore, this has to be investigated and the 
enrollment and matching algorithms should be able to tackle the situation. Recall that the 
enrollment process attempts to extract templates as many “good” templates as possible 
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that are well-spread over the entire signature. If this works correctly, even if a person 
signs off with an extra stroke, only a few templates, or none, would be located over that 
area at most. As such, even if these few templates are rejected by the matching process, 
there should be at least half the total number of templates remaining, giving a match. This 
is provided the other parts of the target signature are similar to that of the original 
signature. Otherwise, there should not be a match to begin with. To test this situation, 
three examples are given below. 
 
In the first example, a signature was signed with an extra stroke on purpose as shown in 
Figure 5.4b. This was then found to give a match with another signature (Figure 5.4a). 
The confidence level was 83.33% (Figure 5.4e), which is identical to the case with the 
target signature not having an extra stroke (Figure 5.4f). 
 
In the second example, the same original signature was used but tested with another 
signature that has been signed with an extended stroke at the end shown in Figure 5.4c. 
The result is shown in Figures 5.4g. Once again, the result is the same as before with 
confidence level of 83.33%. This indicates that even with an extended stroke, the match 
algorithm can still produce the correct outcome. 
In the third example, the original signature was again tested with another signature with 
an extra stroke (Figure 5.4d). The results are given in Figures 5.4h-5.4i. This time, 
although the results still show a match, the confidence level has reduced. The confidence 
level for the signature without an extra stroke was 66.67% whereas that with an extra 
stroke was 50%. The decrease in confidence level of 16.67% is due to the rejection of a 
template at the extra stroke. From the drop in confidence level and template position, it 
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can be deduced that template 11 was rejected because it could not be located in the target 
signature. Since the total number of templates was 11 and a match is found in this case, 











RRCC                                             (5.1) 
where C1 (R1) is the confidence level (remaining number of templates) for the case 
without an extra stroke and C2 (R2) is the confidence level (remaining number of 
templates) for the case with an extra stroke. 
100
6
67.16 21 ×−= RR  
161667.021 =×=− RR  
Therefore, the calculations concluded that only 1 template was rejected and this was the 
one at the extra stroke. Since the match algorithm is able to conclude a match even with 
an extra stroke, this shows that the algorithm is fairly robust to such situations. 
 
Figure 5.4a: Original signature. 
 
Figure 5.4b: Target signature with an extra 
stroke used in example 1. 
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Figure 5.4c: Target signature with an extended 
stroke used in example 2. 
 
Figure 5.4d: Target signature with an extra 
stroke used in example 3. 
 
Figure 5.4e: Result of matching target signature with an extra stroke in example 1. 
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Figure 5.4f: Result of matching target signature without an extra stroke in example 1. 
 
 
Figure 5.4g: Result of matching target signature with an extended stroke in example 2. 
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Figure 5.4h: Result of matching target signature with an extra stroke in example 3. 
 
 
Figure 5.4i: Result of matching target signature without an extra stroke in example 3. 
Figure 5.4: Demonstration of robustness of matching algorithm due signing off with an extra stroke. 
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5.2.3.2 Signatures with Different Thickness 
It is common to have signatures signed with different thickness. This can be due to 
different pens used or even different strength used with the same pen. To check if the 
match algorithm is able to tolerate such differences, the following was done. Three 
signatures were signed with different pens. The original signature was signed with a pen 
with a fine tip. Two target signatures were then signed, one with a felt tip pen (Figure 
5.5b) and the other with a marker (Figure 5.5c). These target signatures were then used to 
match the original signature. The results are given in Figures 5.5d-5.5e. With the felt tip 
pen, the system was still able to determine a match between the two signatures. However, 
the system was not too confident about the results as the confidence level was only 20%. 
The signature signed with the marker was concluded to be a mismatch with the original 
signature with 80% confidence. In this situation, the system failed to give a match 
between the two signatures. This was due to the thick strokes that somewhat distorted the 
signature to such a large extent that it looks different from the original signature. The 
strokes were no longer as defined as in the original signature. In fact, due to the 
thickness, some parts of the signature were “joined” together. Thus, the system gave a 
mismatch. Therefore, the algorithm is only able to tolerate some small changes in the 
thickness of the strokes but not a large difference. 
 
 
Figure 5.5a: Original signature signed with a fine 
tip pen. 
 
Figure 5.5b: Target signature signed with a felt 
tip pen. 
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Figure 5.5c: Target signature signed with a marker pen. 
 
 
Figure 5.5d: Result of matching target signature signed with a felt tip pen. 
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Figure 5.5e: Result of matching target signature signed with a marker. 
Figure 5.5: Demonstration of robustness of matching algorithm due to signatures of different thickness. 
 
5.2.3.3 Signing in a Translated Position 
People do not always sign in exactly the same position on the cheque. Therefore, the 
signatures can be translated in different directions. The extraction of the signature form 
the cheque automatically preprocesses the signature so that the signature will be 
centralized in the image space. Therefore, the problem of translation does not exist here. 
However, if the inputs to the system are images of signatures that have not been 
preprocessed, the issue of translation arises. To determine if the system can compensate 
for translation, two signatures in Figure 5.6a and 5.6b were used for matching. Clearly, 
the signature in Figure 5.6b is translated far away from that in Figure 5.6a. However, 
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from the results shown in Figure 5.6c, the two signatures are still considered a match. 
Thus, the system is invariant to translation of signatures. 
 
 
Figure 5.6a: Original signature translated to the 
left. 
 
Figure 5.6b: Target signature translated to the 
right. 
 
Figure 5.6c: Result of matching translated signatures. 
Figure 5.6: Demonstration of robustness of matching algorithm due to signing in a translation position. 
 
5.2.3.4 Signing in a Rotated Manner 
Signing at a different angle of elevation is a very common and practical issue to deal 
with. The system should be invariant to small differences in angles of elevation. To check 
for rotation invariance, two examples were tested. The original signature used is shown in 
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Figure 5.7a. A rotated version (150 clockwise) of the original signature is used as the 
target signature (Figure 5.7b). Another signature also rotated 150 clockwise is used as the 
second example (Figure 5.7c). The results are given in Figure 5.7d-5.7e. For the first 
example, a match is still obtained with a confidence level of 66.67% (Figure 5.7d). This 
implies that at least 83% of the target templates were still accepted as valid templates. For 
the second example, the results (Figure 5.7e) still gave a match but with a lower 
confidence level of 50%. From Figure 5.4i, the confidence level was 66.67% without 
rotation of the target signature. The rotation has caused the confidence level to drop. 




Figure 5.7a: Original signature. 
 
 
Figure 5.7b: Target signature rotated 150 
clockwise in example 1. 
 
Figure 5.7c: Target signature rotated 150 clockwise in example 2. 
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Figure 5.7d: Result of match in example 1. 
 
 
Figure 5.7e: Result of match in example 2. 
Figure 5.7: Demonstration of robustness of matching algorithm due to signing in a rotated manner. 
Chapter Five Results 
77 
5.2.3.5 Signing in a Different Size 
Just like in previous situations, signing in a different size is a practical situation to deal 
with. If the target signature is obtained from the cheque, size will not be a problem as 
automatic preprocessing will resize the signature to occupy the maximum possible area in 
the image space. However, if the inputs are signatures before preprocessing, size of the 
signatures will be an important problem. The system was tested with signatures of 
different sizes (Figures 5.8a-5.8c). In both cases, the system managed to give a match 
with a confidence level of 33.33% (Figures 5.8d-5.8e). This shows that the system is 
invariant to size differences that are not too large. 
 
Figure 5.8a: Original signature. 
 
 
Figure 5.8b: Target signature of a smaller size 
than the original signature. 
 
 
Figure 5.8c: Target signature of a larger size than the original signature. 
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Figure 5.8d: Result of matching two signatures of different sizes (target signature smaller than original 
signature). 
 
Figure 5.8e: Result of matching two signatures of different size (target signature larger than original 
signature). 
Figure 5.8: Demonstration of robustness of matching algorithm due to signing in a different size. 
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5.3 Automatic Preprocessing 
To investigate automatic preprocessing, an image of a signature that is decentralized on 
purpose (see Figure 5.9a), of size 294x133 pixels (randomly selected) was input. The 
resultant signature (see Figure 5.9b) of size 420x190 pixels was produced. It is observed 
that the signature is centralized in the middle of the image and occupies the majority of 
the image space with about 15 pixels between the edges of the signatures and image in 




Figure 5.9a: Signature input to automatic 
preprocessing algorithm. 
 
Figure 5.9b: Resultant preprocessed signature.
 
 
Figure 5.9c: Progress bar showing automatic preprocessing. 
Figure 5.9: Results of automatic preprocessing algorithm. 
 
5.4 Accuracy 
The accuracy of the system is measured in terms of two types of error rates: false 
rejection rate (FRR) and false acceptance rate (FAR). These rates were determined by 
testing on a database of 224 signatures (shown in Appendix A), comprising of signatures 
from 28 persons, each person contributing 8 signatures. The FRR is calculated by 
comparing each set of 8 signatures. Since each set of signatures were signed by the same 
person, these signatures should be considered as matching signatures. Thus, we can 
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calculate the FRR based on each set of 8 signatures. For example, signature Set7-5 (see 
Appendix A) is taken to be the original signature and is matched against signatures Set7-
1 to Set7-8. The system should give a match for all 8 signatures since they were signed 
by the same person. However, from Table A.1, 2 signatures were not matched giving a 
FRR of %25%100
8
2 =× . On the other hand, FAR can be calculated by choosing, say 
signature Set7-5 to be the original signature and match it against all other sets of 
signatures, finding out the number of wrongly accepted matches and calculating the error 
rate. From Table A.1, it is seen that there were 5 wrongly accepted signatures. Thus, the 
FAR is %68.3%100
136
5 =× . Therefore, to obtain the error rates of a signature, it is 
necessary to select it as the original signature, perform enrollment to extract templates for 
this particular original signature, and do matching with other signatures based on the 
extracted templates. Find out the wrongly accepted and rejected signatures and calculate 
the corresponding FAR and FRR. The multiple signatures for each set of signatures are 
used solely to serve as variants of signatures from the same person for calculation of the 
FRR. 
 
The database was divided into 2 groups: 144 signatures for initial testing and training of 
the system parameters; and 80 signatures for validation of trained system parameters in 
enrollment and matching tests.   
 
The training database (144 signatures) was used to adjust the four parameters in the 
system. This was done by feeding the training database signatures to the system and 
adjusting the four parameters (parameters in the L2 norm, empty template correlation, 
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empty template pixel value and relative distance tests) in the enrollment and matching 
processes to obtain error rates that are as low as possible at 80% default threshold level. 
Based on the training database, a False Rejection Rate (FRR) of 2.08% and False 
Acceptance Rate (FAR) of 2.07% was achieved.  
 
With these trained parameters, the resulting system was then tested on the second group 
of signatures (verification database consisting of the other 80 signatures). These 80 
signatures were not used in the training process. This was used for validation of the 
results. A 1.88 % FRR and 1.49% FAR were obtained in the validation process. This 
indicated that the system was able to provide reliable results within a small range of 
errors and thus, the average error rates for the system are 1.98% FRR and 1.78% FAR. 
Therefore, the average overall error rate of the system, which is the average of the FRR 
and FAR, is 1.88%. According to [2], the FAR obtained using Hidden Markov Model 
(HMM) is about 0.94% and the FRR is about 2.11%. This gives an average error rate of 
about 1.53%. This shows that the correlation based method is able to achieve results that 
are not too far off from the HMM technique and yet able to solve the problem of having 
too many transitional probabilities to set. 
 
It should be noted that these rates are affected by many parameters independent of the 
algorithms used in this project. For example, the sensitivity level chosen by the user can 
greatly vary the error rates. It is also easy to see that the two error rates are in fact inter-
related. When one rate increases, the other decreases and vice versa. This is because if it 
is desirable to have a lower FAR, the matching process has to be made stricter. In this 
case, a more stringent process implies that templates get rejected more easily. This leads 
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to a higher rejection rate and thus the FRR increases. To better represent the accuracy of 
the system as a whole, the dependent parameters in the algorithms of enrollment and 
matching have been tweaked to obtain an almost equal rate for both types of errors. 
 
5.4.1 False Rejection Rate (FRR) 
The FRR describes the percentage of signatures that the program rejects when a signature 
is an authentic one [16]. This means that the signature under consideration is concluded 
as a mismatch, even though the signature was indeed signed by the same person who 
signed the original signature which we are comparing with. From Tables A.1 and A.3 in 
Appendix A, the results gave an average FRR of 1.98%.  
 
FRR comes about mainly from visual differences of the images. The reason is that this 
project is a static off-line signature matching system. In such systems, only the final 
image is used for verification. Thus, visual differences are the main cause of errors.   
 
Visual differences in signature verification can be broadly grouped into two categories. 
One category is due to translation, rotation and size, which can be corrected by 
appropriate transformations. Another category is in terms of how the signature is signed, 
like the number of strokes and thickness of strokes, which cannot be corrected by any 
transformation. Thus, if the visual difference falls into the first category, it is still possible 
to obtain a low FRR. However, if the second category is considered, this would lead to 
higher FRRs. For example, the two signatures in Figures 5.10a-5.10b do not match 
although they were from the same person (Figure 5.10c). From the signatures, it is 
observed that there are differences in the two signatures belonging to the second 
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category. This is the problem of using a machine for verification. It is definitely not as 
good as the human eye but an error of only 1.98% is considered reasonable and 
comparable to FRR rates based on current techniques which range from 0 - 7%. 
 
Another possible reason for FRR would be a difference in quality of the signature image. 
This could be due to the scanning process, improper pre-processing or no pre-processing 
done. If the qualities of the two signatures are greatly different due to different paper 
quality, background color, pen type, scanner type, pen color and so on, this can affect the 
FRR, unless proper pre-processing is done.
 
Figure 5.10a: Signature 1 signed by one person. 
 




Figure 5.10c: Result of matching two similar signatures. 
Figure 5.10: Example of a false rejection. 
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5.4.2 False Acceptance Rate (FAR) 
FAR describes the percentage of incorrect signatures wrongly accepted as a match by 
the program [16]. The means that the signature under consideration is concluded as a 
match, even though the signature was not signed by the same person who signed the 
original signature which we are comparing with. FAR is an important area in biometrics 
where forgers should be identified. The system gave an average FAR of 1.78%. 
Observing the results, it was recognized that signatures that contain more information 
(more strokes) contributed largely to the FAR. This is because they have more strokes 
that can easily match the templates generated by the enrollment process. This allowed 
the templates to be easily located on these signatures even though they are not supposed 
to, thereby, giving high FARs. Examples of such signatures are given in Figures 5.11a-
5.11b. The result of the match is given in Figure 5.11c. From the results, although a 
match is concluded, the confidence level is only 9.091%. This low confidence level 
prompts the user to do a manual check on the signatures.  
 
There are also other cases of false acceptance that the system is very confident of. For 
example, Figure 5.11d shows two signatures that are different yet concluded to be a 
match by the system with high confidence. 
 
Figure 5.11a: Signature 1 with many strokes. 
 
Figure 5.11b: Signature 2 with many strokes. 
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Figure 5.11c: Result of matching two signatures with many strokes. 
 
Figure 5.11d: Result of matching two signatures with many strokes with high confidence. 
Figure 5.11: Examples of a false acceptance. 
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Another possible reason for the error is the difference in orientation of the signatures. 
Referring back to Figures 3.2a and 3.2b, if Figure 3.2a was set as the original signature 
and Figure 3.2b was set as the target signature, this may result in a match. The extracted 
original templates would be located around the middle sections of the 420x190 frame 
(recall that the signature is divided into 18 sections, see Figure 4.2). Since the target 
signature also has signature information in the middle sections of the 420x190 frame, the 
templates may be located in the target signature. This can lead to a matching result, 
giving a false acceptance.  
 
The size of the signatures may cause a higher FAR too. For example, if a smaller sized 
signature was taken as the original signature and a larger sized signature as the target, this 
may result in a match. The reason is similar to the above case for orientation of the 
signature. This can lead to a matching result, giving a false acceptance.  
 
These two error rates (FAR and FRR) are quite reasonable for static signature verification 
as compared to current techniques, which give error rates of about less than 7%. This is 
unlike matching fingerprints where the samples from the same person are always 
identical since nobody signs the same way twice. Furthermore, only 224 signatures have 
been used to gather these statistics. More importantly, the FRRs were based on only eight 
signatures per set, and not more. 
 
An important point to note is that these percentages can be varied by changing the 
parameters in the various tests for matching. It may lead to better or worse results. 
However, note that FARs and FRRs are conflicting interests as explained earlier. When 
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one percentage goes down, the other will increase. Therefore, the parameters used were 




The system being benchmarked: 
• System: Pentium 4 2.4 GHz, 533 MHz FSB 
• Memory: 256MB PC-2100 DDR 
• Operating System: Windows XP Professional 
• Visual C++ Version 6.0 (no service packs installed) 
• Compiler Options: Release Version (Optimized for speed) 
 
 
The program was made to run through all its functions and the time taken to run them 
was measured using a stopwatch. Most of the functions took less than 1 second to 
complete, with the exception of the following. 
 
Process done on Signature at 420x190 and 22x22 template Time Taken (sec) 
Enrollment 7 – 8 
Matching 3 – 4 
Automatic Rotation via Edge Detection 1.5 
Table 5.1: Results of System Benchmark. 
 
It is expected that the enrollment process takes the longest time to complete since this 
process is based on the computationally intensive correlation method. 
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However, for the matching algorithm, the time taken varies with each signature. The 
reason for this is that each signature generates a different number of templates during 
enrollment. These templates are then used in the matching process. Therefore, a signature 
with more templates will take a longer time for the matching process to complete. 
Fortunately, the time taken is not very long even for signatures with more than 20 
templates. 
 
For automatic rotation via edge detection, the reason for the time taken is because the 
target signature has to be rotated through± 300 and for each angle, a lot of computation is 
involved. Therefore, it explains for the longer time. However, automatic rotation via PCA 
took less than 1 second to complete. 
 
On the whole, the timing of the system is quite impressive. Excluding the time taken to 
select the signatures, the total time taken to match two signatures is about 12 seconds. 
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CHAPTER SIX 
6 PRACTICAL APPLICATION 
6.1 Signature Verification for Cheques 
On 12 July 2003, all banks in Singapore that clear SGD and local USD cheques have 
implemented an online image-based cheque clearing system called the Cheque 
Truncation System (CTS). 
 
With CTS, cheques will be scanned when deposited and its electronic image, instead of 
the physical cheque, will be transmitted throughout the entire clearing cycle. Newly-
designed cheques, in a standardized size, are to be used under the new system. Bearing a 
unique watermark, each cheque also contains several security features which minimize 
the risk of fraud [22]. 
 
The CTS will enhance the operational workflow of banks by eliminating the need to 
move cheques physically from one bank to another. Given the broad spectrum of CTS 
functionality, banks are actively reviewing their backroom processes with a view to 
automating them and integrating them with CTS [23]. This would enable the banks to 
enjoy greater efficiency and provide better services to their customers. Ultimately, the 
implementation of CTS would raise all participating banks to a higher and common 
platform in their cheque processing operations. With this in mind, it provides an 
application for a signature verification system. 
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In all previous algorithms, the signatures used have been preprocessed and cropped to the 
correct sized manually. This can be cumbersome and not practical for reasons of 
efficiency in real-life situations. Consider the practical implementation of such the 
signature verification system in the banking sector to be used in CTS. Imagine a banking 
personnel who has to verify dozens of cheques everyday and if it is necessary to scan 
each cheque and crop out the signature manually, then much precious time would be 
wasted and it would have been better without the verification system in place. It is 
therefore desirable to be able to launch the scanner from within the program, allow the 
personnel to scan the cheque and let the system crop out the signature according to the 
specifications mentioned in Section 3.2 automatically. Alternatively, if a picture of the 
scanned cheque is already available (sent from other banks in CTS), the program should 
also be able to accept the picture of the cheque and crop the signature from there. 
Another means of acquisition can include automatic preprocessing of an image of a 
signature alone. Thereafter, the signatures obtained can be used as the target signature for 
matching with the original signature in the database of the bank. To make this even more 
automated, it is desirable to be able to extract information from the cheque such as the 
account number, and use this information to retrieve the original signature from the 
database of the bank for matching purposes. This would reduce intervention from the user 
to a minimal. 
 
6.1.1 Acquiring Signature via Scanner Source 
The program has been written to allow the launching of the scanner software from within 
the program. Due to the numerous different drivers available for scanners, it is not 
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feasible to incorporate support for all available drivers. A popular platform that many 
scanners and digital cameras use is Twain. The specifications of Twain has thus been 
implemented into the program. Therefore, the program supports scanners working on 
Twain specifications. 
 
The user has to select the scanner source available on the computer from the menu bar 
before the scanner can be used. Thereafter, the interface for the scanner will be launched 
upon selection by the user and scanning of the cheque can take place. If the scanner has 
been initialized, is should be closed before exiting the whole program. Not doing so may 
result in resource and memory leaks. This has been programmed into the system. 
 
The user should take note to select only the entire cheque area and to crop the cheque as 
close to the edges as possible because the algorithm has been written in such a manner. 
After the whole cheque has been scanned, the program proceeds to crop the signature 
from the cheque. Since cheques today are of standard sizes, the signature would always 
be situated in a fixed area at the bottom right of the cheque. The program first crops the 
area where the signature is signed. This is calculated based on percentages of the lengths 
of the scanned cheques. Percentages have been used so that no matter what resolution 
(which determines the quality and size of the cheque) the cheque is scanned at, the 
correct area will be cropped. If cropping was done based on absolute lengths, the 
algorithm would be inaccurate when the cheque is scanned at different resolutions. With 
this in mind, it is thus necessary for the user to scan, as accurately as possible, the cheque 
at exactly or close to its boundaries. 
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With the cropped area of the signature, the same procedure used in automatic translation 
(via center of signature) can be used again to detect the starting and ending points of the 
signature in both the horizontal and vertical directions. It is thus necessary again to 
threshold the pixel values as mentioned in automatic translation after scanning the 
cheque. This allows the signature alone, without any borders, to be extracted. Thereafter, 
the signature will be centralized in a 420x190 pixels sized image as described in Section 
3.2. The finalized image will then be displayed in the target signature preview window. 
 
The above was done assuming the orientation the cheque is as shown in Figure 6.4a. 
Unfortunately, this may not always be the case when users scan the cheque. Thus, the 
program has to determine the orientation of the cheque before applying the above 
algorithm. This can be done by detecting the presence and position of the numbers that 
appear at the bottom of a cheque. This is possible since the numbers are located at a fixed 
position in all cheques used in the CTS. After determining the orientation, the cheque is 
rotated in the required direction. The above algorithm can then be applied. Finally, saving 
of the signature obtained can be done. 
 
As can be seen from the way the algorithms are implemented, it is of utmost importance 
that the cheque is scanned at or very close to its edges. If this is not done, the area 
cropped that should contain the signature only will not be correct and this results in 
erroneous signatures. Furthermore, dirt on the surface of the scanner may also result in 
failure to extract the signature as these would be taken to be pixels containing 
information. Another point to note is that the cheque should be scanned against a white 
background due to the usage of pixel values in the algorithm. Erroneous results can be 
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obtained when black pixels are detected at the edges of the image of the cheque. Finally, 
it is desirable to scan the cheque at as high a resolution possible to enable clearer and 
sharper images. 
 
6.1.2 Acquiring Signature via Image Source 
This function caters to scanners that are not based on the Twain specifications. In such 
cases, it is necessary for the user to scan the cheque using the original scanner software 
and then saving the cheque as a bitmap picture. Alternatively, the digital image of a 
cheque sent from other banks can be used. Applying the algorithm from the function 
“Acquire from Scanner Source” described in the previous section on this bitmap allows 
the automated cropping of the signature. 
 
6.1.3 Extracting Account Number from Cheque 
It was mentioned earlier that it is desirable to be able to extract information from the 
cheque such as the account number so that the original signature can be identified from 
the bank’s database of signatures. In a standardize cheque under CTS, the account 
number is located at the bottom of the cheque. This is the last 10 digits of the string of 
numbers (Figure 6.1). After observing various cheques, it was noted that the font type 
used for all cheques is identical. Thus, the digits 0 – 9 (Figure 6.2) can be identified 
easily. 
 




block two black 
stripes 
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Figure 6.2: Digits 0 – 9 from the cheque. 
 
To extract the digits from the strings of numbers, pixel values were used. Moving from 
the right, the first black block (Figure 6.1) is detected when a black pixel first occurs in a 
column. Continuing to move left, when the column is detected as an all white column, 
this is a white space. The next two black stripes are then detected in the same way. After 
these two black stripes, the next ten digits can be extracted similarly to form the account 
number. 
 
To identify the digits, the following approach was used. A digit is divided into 7 
segments (Figure 6.3). For each digit from 0 – 9, the 7 segments will be checked if they 
are filled. This is then compared against Table 6.1 to identify the digit. After the account 
number is determined, the original signature can then be searched from the bank’s 
database of signatures. However, this forces the bank to name their files of the clients’ 
signatures according to their account numbers as the program will attempt to load an 
original signature using the account number. For example, if the account number is 
0123456789, the program will attempt to locate an original signature with the file name 
of 0123456789.bmp from the path of the database.  
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Figure 6.3: 7 segments of a digit. 
 
Segment  
1 2 3 4 5 6 7 
Digit 0 √ √ √ √ √ √  
Digit 1   √ √ √   
Digit 2 √ √  √ √  √ 
Digit 3 √  √ √   √ 
Digit 4   √   √  
Digit 5 √  √ √  √ √ 
Digit 6   √ √ √ √  
Digit 7 √ √      
Digit 8 √  √ √ √  √ 
Digit 9 √ √ √   √ √ 
Table 6.1: Comparison table for occupied segments for digits 0 – 9 (√ indicates an occupied segment). 
 
With these algorithms in place, a practical implementation of the system for cheque 
verification has been accomplished. Although this is a specific application, the functions 
in the program can be easily modified for other viable applications mentioned in the 
introductory chapter. This demonstrates the practicality of this system. 
 
6.1.4 Automatic Preprocessing 
In Sections 6.1.1 and 6.1.2, automatic cropping of the signature from an image of a 
cheque has been implemented. In this section, instead of extracting the signature from a 
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sized image, centralized and preprocessed by the system. The input to the system can be a 
scanned image of a signature before preprocessing. 
 
The method of approach is similar to that in Sections 6.1.1 and 6.1.2. 
 
This function saves the user the hassle of preprocessing and centralizing a signature. 
Furthermore, it also allows the user to save the resulting preprocessed image under the 
same file name or with a new file name. 
 
6.2 Signature Acquisition Algorithm 
The signature acquisition algorithm allows the user to extract target signatures from 
images of cheques obtained either from an image of a cheque from through scanning 
from the program. The image acquisition algorithm was tested with a picture of a cheque 
as seen in Figure 6.4a. The signature extracted from the cheque is shown in Figure 6.4b. 
This showed that the algorithm applied was successful. Furthermore, different 
orientations (rotated 900, 1800 and 2700) of the cheque were presented to the system. In 
all cases, the algorithm similarly managed to retrieve the signature from the cheque. 
However, it should be noted that the quality of scanning may affect the results since this 
algorithm was written based on pixel value detection. For example, scanning the cheque 
with a scanner that has dirt on the screen, causing the image of the cheque to have black 
pixels around, may result in weird outcomes.  
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Figure 6.4a: Image of scanned cheque used in signature acquisition. 
 
 
Figure 6.4b: Signature acquired from an image 







Figure 6.4c: Progress bar showing acquisition of 
signature from image of cheque. 
Figure 6.4: Successful signature acquisition from a cheque. 
 
 
6.2.1 Practical Situations in Signature Acquisition from Cheques 
A problem involving extraction of the signature from cheques may arise if the cheque is 
folded. If the cheque is folded and scanned without placing a heavy object on top of the 
cheque to flatten it, erroneous signatures may be extracted. For example, an image of a 
cheque shown in Figure 6.5a is fed to the system. Clearly, from the cheque, there are 
shades indicating the folds of the cheque and that no attempt at flattening the cheque 
during the scanning process was done. 
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Figure 6.5a: Cheque with folds. 
 
 







Figure 6.5c: Progress bar extraction of signature 
from cheque image. 
Figure 6.5: Unsuccessful signature acquisition from a folded cheque. 
 
6.3 Automatic Matching and Extraction of Account Number 
Automatic matching was tested to check if it was successful in extracting the target 
signature from the cheque and thereafter, determining the account number to retrieve the 
original signature from the database. From Figure 6.6a, it is possible to deduce from the 
progress window that the algorithm was successful. The first thing the user was prompted 
was to select the source of the target signature. In this case, an image of the cheque in 
Figure 6.4a was chosen. This is reflected in line 7 in Figure 6.6b. Following this, the 
system did not manage to locate an image named under the account number in the default 
database directory. The user was asked to change the path. This is shown in line 6. Next, 
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the system finds the correct original signature in the directory and loads it. This is seen in 
line 5. From the name of the file of the original signature (0045381079.bmp), it is 
concluded that the account number extracted from the cheque tallies with the account 
number found at the bottom of the cheque in Figure 6.4a. This demonstrates that the 
account number extraction algorithm was successful. At this point, both the original and 
target signatures have been obtained. Automatic filtering was then performed on the 
signatures as seen in lines 3 and 4. Line 2 indicates that the enrollment process was 
performed and line 1 shows that matching was done. From Figure 6.6a, the target 
signature from the cheque matches the original signature in the database. 
 
 
Figure 6.6a: Result of automatic matching. 
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Figure 6.6b: Progress bar showing automatic matching. 
Figure 6.6: Automatic matching process. 
                  …………………….. line 1
      …………………….. line 2
      …………………….. line 3
      …………………….. line 4
      …………………….. line 5
          ….. line 6
 
                  …………………….. line 7
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CHAPTER SEVEN 
7 CONCLUSION AND RECOMMENDATIONS 
7.1 Conclusion 
The project achieved its objectives of implementing and evaluating a Correlation-Based 
Signature Matching System successfully. The advantage of being a simple technique that 
is accurate and flexible proved vital to the success of the project. The computational 
demand of the method was effectively offset by fast PCs and the IPL. Results have 
verified that the advantages of this technique are more beneficial than the detriment that 
the disadvantages bring. Reasonable results comparable to current methods have been 
obtained. 
 
The use of filters has helped to obtain better results. Therefore, various filters have been 
implemented. Also, most of the necessary tools for digital image processing of signatures 
incorporated into the program. The user can make use of these manual functions 
implemented to intervene in a matching process if he finds the result unsatisfactory.  
 
The program is able to support a Twain based scanner. This is a plus point since a 
scanner is vital for such an off-line signature verification system to acquire images of 
signatures. Functions have also been written to automatically preprocess signatures to 
save the user the hassle of manual preprocessing. Furthermore, a user-friendly GUI puts 
the program a notch higher. 
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The matching accuracy of the system evaluated gave an average FRR of 1.98% and a 
FAR of 1.78%. In terms of speed of matching, the system can match two signatures in 
about 12 seconds. All these results are very encouraging and in short, correlation has 
been proven to be a feasible and effective method for implementation of a signature 
verification system.  
 
7.2 Recommendations 
Even though the objectives of this project have been achieved, there is always room for 
improvement. The following are some recommendations that are suggested for future 
developers interested in working on this project. 
 
The Sobel line detector test can be further improved by including in a second set of 
directions (00 and  900) and choose the set of directions that can better distinguish 
between a pair of templates. This can lead to better results if we are faced with horizontal, 
vertical or slanted lines. 
 
At the point of embarking on the project, the DSP card that was provided was not the top-
end card in the market. Its interface to the PC was the parallel port, which hindered the 
transfer of data between the DSP card and the PC. If, however, the interface can be 
changed to the USB 2.0 or even firewire, future developers can then tap the potential of 
the DSP circuit. However, with PCs getting faster and cheaper these days, the use of a 
DSP card becomes impractical. 
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Another area to look into is to include more support for other types of scanner drivers. 
This will allow the program to interface with scanners that are not based on the Twain 
platform. A customized interface can also be written so that even when different scanners 
are used, the interface remains standardized and it will be easier for the user to 
manipulate with the program. 
 
Finally, the system can be improved further by building the capability to process other 
picture formats like jpeg and gif. Although the bitmap format is the most widely accepted 
and supported picture format, it occupies a larger disk space comparatively. Highly 
compressed image formats like jpeg and gif are more desirable due to their smaller file 
sizes as well as increasing support in most photo-editing software. Thus, it would be 
advantageous if the system can support these formats. A possibility to consider would be 
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APPENDIX A 
DATABASE OF SIGNATURES AND RESULTS 
 
Database used for training: 
 
First set of 8 signatures (Set1-1 to Set1-8) 
 
 
Second set of 8 signatures (Set2-1 to Set2-8) 
 
 
Third set of 8 signatures (Set3-1 to Set3-8) 
 
 





 Appendix A 
A-2 
Fifth set of 8 signatures (Set5-1 to Set5-8) 
 
 
Sixth set of 8 signatures (Set6-1 to Set6-8) 
 
 
Seventh set of 8 signatures (Set7-1 to Set7-8) 
 
 
Eighth set of 8 signatures (Set8-1 to Set8-8) 
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Tenth set of 8 signatures (Set10-1 to Set10-8) 
 
 
Eleventh set of 8 signatures (Set11-1 to Set11-8) 
 
 
Twelfth set of 8 signatures (Set12-1 to Set12-8) 
 
 
Thirteenth set of 8 signatures (Set13-1 to Set13-8) 
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Seventeenth set of 8 signatures (Set17-1 to Set17-8) 
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Set1-1 5 3.68 0 0 
Set1-2 2 1.47 0 0 
Set1-3 3 2.21 0 0 
Set1-4 3 2.21 0 0 
Set1-5 6 4.41 0 0 
Set1-6 8 5.88 0 0 
Set1-7 4 2.94 0 0 
Set1-8 15 11.03 0 0 
Set2-1 1 0.735 0 0 
Set2-2 0 0 0 0 
Set2-3 3 2.21 0 0 
Set2-4 0 0 0 0 
Set2-5 1 0.735 1 12.5 
Set2-6 0 0 0 0 
Set2-7 1 0.735 0 0 
Set2-8 0 0 0 0 
Set3-1 2 1.47 0 0 
Set3-2 2 1.47 0 0 
Set3-3 1 0.735 0 0 
Set3-4 8 5.88 0 0 
Set3-5 3 2.21 0 0 
Set3-6 6 4.41 0 0 
Set3-7 1 0.735 0 0 
Set3-8 1 0.735 0 0 
Set4-1 0 0 0 0 
Set4-2 0 0 0 0 
Set4-3 0 0 0 0 
Set4-4 0 0 0 0 
Set4-5 1 0.735 0 0 
Set4-6 0 0 0 0 
Set4-7 0 0 0 0 
Set4-8 0 0 0 0 
Set5-1 1 0.735 0 0 
Set5-2 0 0 0 0 
Set5-3 1 0.735 0 0 
Set5-4 1 0.735 0 0 
Set5-5 0 0 0 0 
Set5-6 0 0 0 0 
Set5-7 0 0 0 0 
Set5-8 4 2.94 0 0 
Set6-1 7 5.15 0 0 
Set6-2 7 5.15 0 0 
Set6-3 6 4.41 0 0 
Set6-4 8 5.88 0 0 
Set6-5 7 5.15 0 0 
Set6-6 8 5.88 0 0 
Set6-7 5 3.68 0 0 
Set6-8 8 5.88 0 0 
 
 










Set7-1 5 3.68 0 0 
Set7-2 11 8.09 0 0 
Set7-3 10 7.35 0 0 
Set7-4 3 2.21 0 0 
Set7-5 5 3.68 2 25 
Set7-6 10 7.35 0 0 
Set7-7 6 4.41 0 0 
Set7-8 3 2.21 0 0 
Set8-1 0 0 0 0 
Set8-2 0 0 0 0 
Set8-3 0 0 0 0 
Set8-4 0 0 0 0 
Set8-5 1 0.735 0 0 
Set8-6 0 0 0 0 
Set8-7 0 0 0 0 
Set8-8 0 0 1 12.5 
Set9-1 18 13.24 1 12.5 
Set9-2 7 5.15 0 0 
Set9-3 2 1.47 1 12.5 
Set9-4 5 3.68 0 0 
Set9-5 2 1.47 0 0 
Set9-6 4 2.94 0 0 
Set9-7 6 4.41 1 12.5 
Set9-8 7 5.15 1 12.5 
Set10-1 2 1.47 0 0 
Set10-2 3 2.21 0 0 
Set10-3 2 1.47 0 0 
Set10-4 10 7.35 0 0 
Set10-5 11 8.09 0 0 
Set10-6 1 0.735 0 0 
Set10-7 3 2.21 0 0 
Set10-8 4 2.94 0 0 
Set11-1 0 0 0 0 
Set11-2 0 0 0 0 
Set11-3 4 2.94 0 0 
Set11-4 0 0 0 0 
Set11-5 0 0 0 0 
Set11-6 0 0 1 12.5 
Set11-7 0 0 0 0 
Set11-8 1 0.735 0 0 
Set12-1 2 1.47 0 0 
Set12-2 0 0 0 0 
Set12-3 9 6.62 1 12.5 
Set12-4 1 0.735 0 0 
Set12-5 0 0 0 0 
Set12-6 2 1.47 1 12.5 
Set12-7 5 3.68 0 0 
Set12-8 4 2.94 2 25 
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Set13-1 1 0.735 0 0 
Set13-2 0 0 0 0 
Set13-3 0 0 0 0 
Set13-4 0 0 0 0 
Set13-5 2 1.47 0 0 
Set13-6 3 2.21 2 25 
Set13-7 0 0 1 12.5 
Set13-8 0 0 0 0 
Set14-1 1 0.735 0 0 
Set14-2 1 0.735 0 0 
Set14-3 0 0 0 0 
Set14-4 0 0 0 0 
Set14-5 0 0 0 0 
Set14-6 0 0 0 0 
Set14-7 0 0 0 0 
Set14-8 1 0.735 1 12.5 
Set15-1 7 5.15 0 0 
Set15-2 5 3.68 1 12.5 
Set15-3 9 6.62 0 0 
Set15-4 7 5.15 1 12.5 
Set15-5 2 1.47 0 0 
Set15-6 5 3.68 1 12.5 
Set15-7 4 2.94 0 0 
Set15-8 8 5.88 0 0 
Set16-1 3 2.21 1 12.5 
Set16-2 1 0.735 0 0 
Set16-3 0 0 0 0 
Set16-4 3 2.21 0 0 
Set16-5 1 0.735 0 0 
Set16-6 0 0 0 0 
Set16-7 4 2.94 0 0 
Set16-8 10 7.35 0 0 
Set17-1 0 0 0 0 
Set17-2 2 1.47 0 0 
Set17-3 0 0 1 12.5 
Set17-4 0 0 0 0 
Set17-5 0 0 0 0 
Set17-6 0 0 0 0 
Set17-7 0 0 0 0 
Set17-8 1 0.735 0 0 
Set18-1 0 0 0 0 
Set18-2 0 0 1 12.5 
Set18-3 5 3.68 0 0 
Set18-4 0 0 1 12.5 
Set18-5 0 0 0 0 
Set18-6 2 1.47 0 0 
Set18-7 8 5.88 0 0 
Set18-8 1 0.735 0 0 
 Average 2.07  2.08 
Table A.1: Results of matching for training database of signatures (Signatures filtered with Laplacian High 
Pass Filter and 80% threshold level). 
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Set1-1 22 16.18 1 12.5 
Set1-2 24 17.65 5 62.5 
Set1-3 13 9.56 2 25 
Set1-4 17 12.5 0 0 
Set1-5 19 13.97 0 0 
Set1-6 17 12.5 2 25 
Set1-7 15 11.03 2 25 
Set1-8 4 2.94 0 0 
Set2-1 23 16.91 1 12.5 
Set2-2 17 12.5 0 0 
Set2-3 13 9.56 0 0 
Set2-4 18 13.24 0 0 
Set2-5 9 6.62 1 12.5 
Set2-6 20 14.71 0 0 
Set2-7 21 15.44 0 0 
Set2-8 14 10.29 1 12.5 
Set3-1 8 5.88 0 0 
Set3-2 7 5.15 2 25 
Set3-3 8 5.88 0 0 
Set3-4 8 5.88 1 12.5 
Set3-5 8 5.88 0 0 
Set3-6 8 5.88 0 0 
Set3-7 8 5.88 0 0 
Set3-8 3 2.21 1 12.5 
Set4-1 20 14.71 0 0 
Set4-2 12 8.82 0 0 
Set4-3 13 9.56 0 0 
Set4-4 12 8.82 0 0 
Set4-5 11 8.09 0 0 
Set4-6 8 5.88 0 0 
Set4-7 7 5.15 0 0 
Set4-8 8 5.88 0 0 
Set5-1 10 7.35 4 50 
Set5-2 9 6.62 1 12.5 
Set5-3 5 3.68 1 12.5 
Set5-4 10 7.35 0 0 
Set5-5 9 6.62 0 0 
Set5-6 5 3.68 0 0 
Set5-7 15 11.03 1 12.5 
Set5-8 16 11.76 3 37.5 
Set6-1 7 5.15 1 12.5 
Set6-2 8 5.88 0 0 
Set6-3 6 4.41 1 12.5 
Set6-4 7 5.15 0 0 
Set6-5 8 5.88 0 0 
Set6-6 7 5.15 0 0 
Set6-7 8 5.88 0 0 
Set6-8 7 5.15 0 0 
 
 










Set7-1 2 1.47 2 25 
Set7-2 5 3.68 0 0 
Set7-3 12 8.82 0 0 
Set7-4 11 8.09 0 0 
Set7-5 21 15.44 2 25 
Set7-6 5 3.68 1 12.5 
Set7-7 1 0.74 0 0 
Set7-8 5 3.68 1 12.5 
Set8-1 10 7.35 1 12.5 
Set8-2 8 5.88 1 12.5 
Set8-3 8 5.88 0 0 
Set8-4 10 7.35 0 0 
Set8-5 12 8.82 0 0 
Set8-6 10 7.35 2 25 
Set8-7 7 5.15 1 12.5 
Set8-8 18 13.24 0 0 
Set9-1 19 13.97 1 12.5 
Set9-2 16 11.76 0 0 
Set9-3 26 19.12 1 12.5 
Set9-4 21 15.44 4  
Set9-5 17 12.5 1 12.5 
Set9-6 17 12.5 1 12.5 
Set9-7 16 11.76 3  
Set9-8 25 18.38 2  
Set10-1 10 7.35 2  
Set10-2 1 0.74 6  
Set10-3 6 4.41 4  
Set10-4 16 11.76 1 12.5 
Set10-5 18 13.24 0 0 
Set10-6 13 9.56 0 0 
Set10-7 18 13.24 1 12.5 
Set10-8 14 10.29 1 12.5 
Set11-1 10 7.35 0 0 
Set11-2 11 8.09 0 0 
Set11-3 15 11.03 0 0 
Set11-4 20 14.71 0 0 
Set11-5 16 11.76 0 0 
Set11-6 9 6.62 0 0 
Set11-7 5 3.68 0 0 
Set11-8 11 8.09 0 0 
Set12-1 15 11.03 0 0 
Set12-2 8 5.88 0 0 
Set12-3 20 14.71 0 0 
Set12-4 20 14.71 0 0 
Set12-5 23 16.91 0 0 
Set12-6 24 17.65 0 0 
Set12-7 19 13.97 0 0 
Set12-8 17 12.5 0 0 
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Set13-1 4 7.35 0 0 
Set13-2 7 13.24 0 0 
Set13-3 0 13.24 0 0 
Set13-4 0 9.56 2 25 
Set13-5 5 8.09 0 0 
Set13-6 6 11.76 0 0 
Set13-7 0 5.88 3 37.5 
Set13-8 6 6.62 0 0 
Set14-1 18 10.29 0 0 
Set14-2 7 11.76 0 0 
Set14-3 21 8.82 1 12.5 
Set14-4 13 8.09 0 0 
Set14-5 10 11.03 0 0 
Set14-6 1 10.29 0 0 
Set14-7 1 10.29 0 0 
Set14-8 10 8.09 0 0 
Set15-1 9 12.5 1 12.5 
Set15-2 20 16.91 0 0 
Set15-3 21 13.24 4 50 
Set15-4 11 5.88 0 0 
Set15-5 8 11.76 0 0 
Set15-6 18 6.62 0 0 
Set15-7 11 10.29 0 0 
Set15-8 8 10.29 0 0 
Set16-1 10 7.35 0 0 
Set16-2 18 13.24 1 12.5 
Set16-3 18 13.24 0 0 
Set16-4 13 9.56 0 0 
Set16-5 11 8.09 0 0 
Set16-6 16 11.76 0 0 
Set16-7 8 5.88 1 12.5 
Set16-8 9 6.62 0 0 
Set17-1 14 10.29 6 75 
Set17-2 16 11.76 1 12.5 
Set17-3 12 8.82 1 12.5 
Set17-4 11 8.09 1 12.5 
Set17-5 15 11.03 1 12.5 
Set17-6 14 10.29 1 12.5 
Set17-7 14 10.29 1 12.5 
Set17-8 11 8.09 0 0 
Set18-1 17 12.5 2 25 
Set18-2 23 16.91 0 0 
Set18-3 18 13.24 0 0 
Set18-4 8 5.88 0 0 
Set18-5 16 11.76 0 0 
Set18-6 9 6.62 0 0 
Set18-7 14 10.29 0 0 
Set18-8 14 10.29 2 25 
 Average 8.87  8.59 
Table A.2: Results of matching for training database of signatures (Signatures without filter and 80% 
threshold level). 
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Database for validation of results: 
 
Nineteenth set of 8 signatures (Set19-1 to Set19-8) 
 
 
Twentieth set of 8 signatures (Set20-1 to Set20-8) 
 
 
Twenty-first set of 8 signatures (Set21-1 to Set21-8) 
 
 
Twenty-second set of 8 signatures (Set22-1 to Set22-8) 
 
 
Twenty-third set of 8 signatures (Set23-1 to Set23-8) 
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Twenty-fourth set of 8 signatures (Set24-1 to Set24-8) 
 
 
Twenty-fifth set of 8 signatures (Set25-1 to Set25-8) 
 
 
Twenty-sixth set of 8 signatures (Set26-1 to Set26-8) 
 
 
Twenty-seventh set of 8 signatures (Set27-1 to Set27-8) 
 
 
Twenty-eighth set of 8 signatures (Set28-1 to Set28-8) 
 
 
 Appendix A 
A-11 
 










Set19-1 1 1.39 0 0 
Set19-2 2 2.78 0 0 
Set19-3 2 2.78 0 0 
Set19-4 4 5.56 0 0 
Set19-5 2 2.78 0 0 
Set19-6 1 1.39 0 0 
Set19-7 0 0 0 0 
Set19-8 0 0 0 0 
Set20-1 0 0 1 12.5 
Set20-2 1 1.39 0 0 
Set20-3 0 0 0 0 
Set20-4 0 0 0 0 
Set20-5 0 0 0 0 
Set20-6 0 0 0 0 
Set20-7 0 0 0 0 
Set20-8 0 0 0 0 
Set21-1 0 0 1 12.5 
Set21-2 1 1.39 0 0 
Set21-3 1 1.39 0 0 
Set21-4 0 0 0 0 
Set21-5 0 0 0 0 
Set21-6 2 2.78 0 0 
Set21-7 0 0.00 0 0 
Set21-8 1 1.39 0 0 
Set22-1 0 0 0 0 
Set22-2 0 0 0 0 
Set22-3 4 5.56 0 0 
Set22-4 1 1.39 0 0 
Set22-5 0 0.00 0 0 
Set22-6 3 4.17 0 0 
Set22-7 1 1.39 0 0 
Set22-8 0 0 0 0 
Set23-1 4 5.56 0 0 
Set23-2 4 5.56 0 0 
Set23-3 1 1.39 0 0 
Set23-4 1 1.39 0 0 
Set23-5 2 2.78 1 12.5 
Set23-6 0 0 0 0 
Set23-7 3 4.17 0 0 
Set23-8 6 8.33 0 0 
 










Set24-1 0 0 0 0 
Set24-2 0 0 0 0 
Set24-3 0 0 1 12.5 
Set24-4 0 0 0 0 
Set24-5 0 0 0 0 
Set24-6 0 0 0 0 
Set24-7 0 0 0 0 
Set24-8 0 0 0 0 
Set25-1 6 8.33 0 0 
Set25-2 4 5.56 1 12.5 
Set25-3 2 2.78 0 0 
Set25-4 1 1.39 0 0 
Set25-5 0 0 0 0 
Set25-6 2 2.78 0 0 
Set25-7 2 2.78 1 12.5 
Set25-8 3 4.17 0 0 
Set26-1 0 0 1 12.5 
Set26-2 0 0 0 0 
Set26-3 0 0 0 0 
Set26-4 1 1.39 0 0 
Set26-5 0 0 0 0 
Set26-6 1 1.39 0 0 
Set26-7 0 0 1 12.5 
Set26-8 0 0 1 12.5 
Set27-1 0 0 0 0 
Set27-2 1 1.39 0 0 
Set27-3 0 0 0 0 
Set27-4 1 1.39 0 0 
Set27-5 0 0 0 0 
Set27-6 4 5.56 0 0 
Set27-7 0 0 0 0 
Set27-8 2 2.78 0 0 
Set28-1 0 0 0 0 
Set28-2 0 0 0 0 
Set28-3 2 2.78 0 0 
Set28-4 0 0 1 12.5 
Set28-5 0 0 1 12.5 
Set28-6 1 1.39 1 12.5 
Set28-7 1 1.39 0 0 
Set28-8 4 5.56 0 0 
 Average 1.49  1.88 
Table A.3: Results of matching for validation database of signatures (Signatures filtered with Laplacian 
High Pass Filter and 80% threshold level). 
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APPENDIX B 
HOW TO USE THE PROGRAM 
 
This appendix explains the various functions and displays of the program developed in 
the course of the project. Since the program was written as a Win32 application, it will 
work in any MS Windows Environment. However, some .dll files are required for 
execution of the program. These include the .dll files from IPL and Vision SDK. These 
files are also required for the development of the program. The user can either copy the 
files into the working directory or install the applications. The system used for 
developing the program was the MS Windows XP Professional. 
 
B.1 Visual C++ 6.0, Vision SDK and Image Processing Library 
Three main software tools are essential for the development of the program. They are 
Microsoft Visual C++ 6.0, Intel Image Processing Library (IPL) and Microsoft Vision 
SDK. 
 
Visual C++, in particular its Microsoft Foundation Class (MFC) component, was used to 
create the GUI shown in Figure B.1. They handle the low level functions like interfacing 
with the input and output devices in the windows environment. They also deal with the 
basic windows functions available in the program. 
 
Vision SDK is responsible for image handling and display functions of the program. 
Some of the image processing functions were implemented using Intel Image Processing 
Library (IPL). IPL functions have been written to take advantage of the hyper-threading 
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technology of new generation Intel processors. These instructions greatly improve the 
performance of computation-intensive image processing functions. 
 
This combination provides a suitable architecture for an implementation of the project. 
 
B.2 Installation and Execution 
The program and all the required .dll files are included as a soft copy at the time of 
submission. 2DCoSign.exe is the main executable file. For a computer installed with 
Microsoft Visual Studio 6.0, Microsoft Vision SDK and IPL, the program can be run 
from Microsoft Visual Studio 6.0. For a computer that is not installed with the three 
software applications, it is necessary to have a copy of the .dll files in the same directory 
as the executable file. Otherwise, the program will not run. The files required are: ipl.dll, 
ipla6.dll, iplm5.dll, iplm6.dll, iplp6.dll, iplpx.dll, iplw7.dll, VisCore.dll and VisImSrc.dll. 
  
B.3 Functions and Description of GUI 
The GUI that has been created for the project is shown in Figure B.1. Detailed 
descriptions of the functions will be given in the following sections. 
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Figure B.1: Functions and Layout of the GUI. 
 
B.3.1 (1) Original Signature Preview Window 
The Original Signature Preview Window is a window showing the authentic signature. 
The user can change the original signature anytime by loading a new signature using the 
menu function (Figure B.21) or the “Load Original” button in step 1 (Figure B.10). The 
user can see and decide if that’s the signature he wants to match before calling the match 
function.
 
Figure B.2a: Original signature before 
enrollment. 
 
Figure B.2b: Original signature after enrollment.
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Any modifications, for example filtering, made to the original signature can be saved via 
the menu functions (Figure B.21). Original templates will be extracted from this 
signature. The numbers that appear on the signature (Figure B.2b) represent the positions 
of the extracted templates after the process of enrollment. 
 
B.3.2  (2) Target Signature Preview Window 
The Target Signature Preview Window is similar to the Original Signature Preview 
Window except that it shows the signature that is being authenticated. It can be loaded via 
the menu function (Figure B.21) or the “Load Target” button in step 1 (Figure B.10). 
Furthermore, geometric changes introduced in the process of verification such as 
translation, rotation, zooming, resize and reflection all apply to the target signature. The 
reason is that only the target signature should be transformed to look like the original 
signature. The extracted original templates will be located (shown by the numbers in 
Figure B.3b) on this signature and from these results, a match or mismatch of the two 
signatures is determined.  
 
Figure B.3a: Target signature before matching. 
 
Figure B.3b: Target signature after matching. 
Figure B.3: Target signature before and after matching. 
 
B.3.3  (3) Original and Target Templates 
The images shown in the “Original Templates” window are the extracted templates from 
the original signature. The different templates can be viewed using the “Previous” and 
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“Next” buttons. Displayed below the templates are some statistics about the position and 
index measure of the templates. The index measurement is the ratio of the template’s 
autocorrelation index to the largest cross-correlation index. The images in the “Target 
Templates” window are the templates located in the target signature after the matching 
algorithm.    
 
Figure B.4a: Original templates. 
 
Figure B.4b: Target templates. 
Figure B.4: Target signature before and after matching. 
 
 
B.3.4  (4) Program Status 
The purpose of this window is to show the user the status of the process being run by the 
program. It also acts as a processing log to keep track of the functions that have been 
carried out. 
 
Figure B.5: Program status. 
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B.3.5  (5) Results 
This window displays the results of the matching algorithm. It shows whether the target 
signature matches the original signature or not. The confidence level of the results is also 
displayed. 
 
Figure B.6: Results of matching algorithm. 
 
B.3.6 (6) Automatic Matching 
Step 0 is the automatic matching step. This button executes the algorithm described in 
Section 4.5. If the user chooses to apply step 0, steps 1 to 5 can be omitted. It serves to 
provide the user a hassle-free matching procedure. The whole process of matching is 
automated after allowing the user to choose the original and target signature. However, 
no geometric transformations will be applied to the target signature in this step. The user 
can choose a source for the target signature from the dialog box shown in Figure B.8. If 
the user has to select the original and target signatures manually, the dialog box shown in 
Figures B.11a and B.11b will be launched. Otherwise, scanning of the cheque takes place 
via the scanner interface (Figures B.26 and B.27). The user will then be asked for the 
orientation of the cheque using the dialog box in Figure B.9. 
 
Figure B.7: Automatic matching button. 
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Figure B.8: Dialog box for user to select target signature source. 
 
 
Figure B.9: Dialog box to choose orientation of cheque. 
 
In the event that the database path is wrong, the user can change the path via the dialog 
box shown in Figure B.17 which will be launched by the program automatically. 
 
B.3.7 (7) Steps for Matching Two Signatures 
Following through the following 5 steps will enable a user to match two signatures easily. 
Step 1: 
 
Figure B.10: Load Original and Load Target signatures. 
Load Original and Load Target buttons enable the user to select and load the original and 
target signatures to their respective Preview Windows, from the dialog boxes shown in 
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Figures B.11a and B.11b. The following steps can then be performed on the original and 
target signatures.  
 
Figure B.11a: Dialog box to select original signature. 
 
 
Figure B.11b: Dialog box to select target signature. 
Figure B.11: Dialog boxes for selecting original and target signatures. 
 
Step 2: 
Step 2 is an optional step with two parts. The first part consists of the geometric 
operations that can be performed on the target signature. It contains a tabbed window for 
a simpler user interface. It hides the rotation, zoom, resize and reflection functions from 
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the user. Upon choosing each tab, the respective function shows up as shown in Figures 
B.12a-B.12e. These windows provide the user a means of input for the various geometric 
transformations to be applied to the target signature. The second part of step 2 consists of 
the application of the optimum filter. The use of the optimum filter is strongly 
recommended for better results. The Auto Filtering button enables the user to apply the 
optimum filter described in Section 3.3.2.4. 
 




Figure B.12b: Rotation tab. 
 
Figure B.12c: Zoom tab. 
 
Figure B.12d: Resize tab.
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Figure B.12e: Reflection tab. 




Figure B.13: Step 3 (Enrollment). 
Depressing the enrollment button activates the enrollment algorithm described earlier to 
extract the templates from the original signature. The extracted templates will then be 




Figure B.14: Step 4 (Match). 
The slider control allows the user to set a desired threshold level for the matching 
algorithm. If the user does not alter this level, a default level of 80% will be used. The 
higher the threshold level, the more stringent the criteria will be for matching. Pressing 
the match button applies the match algorithm described earlier. 




Figure B.15: Step 5 (Clear All). 
Applying this function clears all current data and reverts the program back to the original 
state for another round of matching process. 
 
B.3.8 (8) Database Path 
The database path is set to a default path of “D:\Database\”. This is the path where the 
bank’s database of authentic clients’ signatures should be kept. In the automatic matching 
process, the program searches this path for the original signature to be loaded. Therefore, 
if this path is wrong, it should be amended promptly. This can be achieved with the 
“Change” button located next to the path. Depressing this button launches the dialog box 




Figure B.16: Database path. 
 
Figure B.17: Database path selection dialog box. 
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B.3.9 (9) Program Status Display 
This display at the bottom left of the program window shows “Ready” when the program 
is idle and ready to receive commands. A Progress Bar will replace it when the program 
is crunching lots of information during the enrollment and matching process. 
 
Figure B.18: Status bar. 
 
Figure B.19: Progress bar. 
 
B.4 Menu Bar Functions 
The menu bar at the top of the main window allows the user to access familiar windows 
controls such as file opening and saving on top of the controls available from the program 
interface. Also, some functions like the various filters can only be executed here. It serves 
to hide additional functions from the user while keeping only the basic commands on the 
user interface so as to provide a simple, friendly and uncluttered GUI. 
 
 
Figure B.20: Menu bar on the GUI. 
 
B.4.1 Menu Bar Functions – File 
The File menu has similar file handling functions one would expect from a Windows 
Application. However, additional functions have been written such that the target 
signature can also be opened and saved. Clear All enables the user to clear current data 
and revert the program back to its original state. 
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       Figure B.21: Menu Bar – File. 
 
B.4.2 Menu Bar Functions – Geometric 
The Geometric menu allows the user to access the various automatic geometric 
transformation functions. These transformations will be performed on the target 
signature. 
 
Figure B.22: Menu Bar – Geometric. 
 
B.4.3 Menu Bar Functions – Filter 
All the filter functions available for both the original and target signatures can be found 
in the Filter menu. These include the Laplacian High Pass, Histogram Equalization, 
Median, Sobel and Sharpen filters. The automatic filtering function can also be located in 
this menu. 
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Figure B.23: Menu Bar – Filter. 
 
B.4.4 Menu Bar Functions – Signature 
Signature menu contains the two main functions for signature matching, namely, 
enrollment and matching. Automatic Matching has been included for an easier process of 
matching two signatures. 
 
Figure B.24: Menu Bar – Signature. 
 
B.4.5 Menu Bar Functions – Image 
The Image menu allows the user to select the scanner source and then acquire the target 
signature from the source. The “Acquire from scanner source…” option is grayed out 
before a source is selected. The option will only be available after the scanner source is 
selected. The user can also choose to acquire the signature from an image of a scanned 
cheque.   
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Figure B.25a: Menu Bar – Image (before selecting source). 
 
Figure B.25b: Menu Bar – Image (after selecting source). 
Figure B.25: Menu bar - Image. 
 
Alternatively, automatic preprocessing enables acquisition and centralizing of the target 
signature from a raw image of a signature. The user is able to select the scanner source 
from the dialog box shown in Figure B.26 and the interface (Figure B.27) appears after 
the user chooses to acquire from scanner source. It should be noted that this particular 
scanner interface is not universal to all scanners. This interface was the one provided by 
the scanner in use. 
 
Figure B.26: Selection of scanner source. 
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Figure B.27: Scanner interface. 
 
B.4.6 Menu Bar Functions – View and Help 
These menus are present like in all Windows applications. 
 
Figure B.28: Menu Bar – View. 
 
Figure B.29: Menu Bar – Help. 
 
 
Figure B.30: Menu Bar - About 2DCoSign. 
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B.5 Modifying the Program 
The program has been written in a modular fashion for possible further developments. It 
is however essential that the developer is conversant with MS Visual C++ and 
intermediate image processing functions. 
 
B.5.1 Adding or Removing Functions in Program 
The program has various files but modifications, addition and deletion of functions need 
only be done mainly in two files, namely 2DCoSignDoc.cpp and 2DCoSignView.cpp. 
Generally, the image processing algorithms have been coded in 2DCoSignDoc.cpp while 
code dealing with on-screen display was written in 2DCoSignView.cpp.  
 
B.6 Building, Compiling and Linking 
The program was built in the Release Version for better efficiency. This can be done by 
selecting the active configuration as “Release” in Visual C++ options. Furthermore, the 
linker must be instructed to include ipl.lib before building or the linking process will fail. 
Appropriate references to directories containing the necessary files from Vision SDK 
should also be added in the options of Visual C++. Other relevant files used must also be 
included in the same directory as the source files. Lastly, appropriate system environment 
settings and paths must be set before the building process to ensure that the compiler can 
find the necessary files. 
 
