Introduction

Let m(x)
Let x 1 ,x 2 ,...,x n−1 ,x n be complex numbers such that x 1 is a positive real number and is a sequence of upper bounds for x 1 . We recall that the p-norm and the infinity-norm of a vector x = (x 1 ,x 2 ,...,x n ) are
(1.10)
It is well known that lim p→∞ x p = x ∞ .
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is a strictly decreasing sequence converging to y 1 .
The main purpose of this paper is to prove that if
for p = 0,1,2,.... The equality holds if and only if y 1 = y 2 = ··· = y n−1 . Using this inequality, we prove that if y 1 = y 2 = ··· = y n−1 , then u p (y) = y 1 for all p, and if y i < y j for some
is a strictly increasing sequence converging to y 1 .
New inequalities involving m(x) and s(x)
Theorem 2.1. Let x = (x 1 ,x 2 ,...,x n−1 ,x n ) be a vector of complex numbers such that x 1 is a positive real number and
and lim p→∞ p √ n = 1, it follows that the sequence (l p (x)) converges and lim p→∞ l p (x) = x 1 .
We introduce the following notations:
Inequalities on the mean and standard deviation
) denotes the gradient of a differentiable function g at the point x, where ∂ k g(x) is the partial derivative of g with respect to x k , evaluated at x. Clearly, if x ∈ Ᏹ, then x q ∈ Ᏹ with q a positive integer. Let v 1 ,v 2 ,...,v n be the points
Therefore, Ᏹ is a convex set. We define the function
where x = (x 1 ,x 2 ,...,x n ) ∈ R n . We observe that
(2.6) Then,
Next, we give properties of f . Some of the proofs are similar to those in [2] .
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Lemma 2.2. The function f has continuous first partial derivatives on Ᏸ, and for
Proof. From (2.7), it is clear that f is differentiable at every point x = m(x)e, and for
which is a continuous function on Ᏸ. Then, 
with equality if and only if
for some α ≥ 0.
Proof. Clearly Ꮿ is a convex set. Let x,y ∈ Ꮿ and t ∈ [0,1]. Then,
(1−t) x−m(x)e +t y−m(y)e 2 .
(2.15) 6 Inequalities on the mean and standard deviation Moreover,
We recall the Cauchy-Schwarz inequality to obtain
with equality if and only if (2.14) holds. Thus,
with equality if and only if (2.14) holds. Finally, from (2.15) and (2.18), the lemma follows.
with equality if and only if (2.14) holds for some α > 0.
Proof. Ᏹ is a convex subset of Ꮿ and f is a convex function on Ᏹ. Moreover, f is a differentiable function on Ᏹ − {e}. Let x,y ∈ Ᏹ − {e}. For all t ∈ [0,1],
Thus, for 0 < t ≤ 1,
Letting t → 0 + yields
Hence,
Now, we use the fact that ∇ f (y),y = f (y) to conclude that
The equality in all the above inequalities holds if and only if x − a(x)e = α(y − m(y)e) for some α ≥ 0.
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Corollary 2.5. For 
for some α ≥ 0. Thus, we have proved (2.25). In order to complete the proof, we observe that condition (2.28) is equivalent to
for some α ≥ 0. Since x 1 = 1, (2.29) is equivalent to
for some α ≥ 0. Hence, (2.28) is equivalent to (2.30). Suppose that (2.30) is true. If α = 0, then 1 = x 2 = ··· = x n . This is a contradiction because x = e, thus α > 0.
If x 2 = 0, then x 3 = x 4 = ··· = x n = 0, and thus x = v 1 . Let 0 < x 2 < 1. Suppose x 3 < x 2 . From (2.30),
From these equations, we obtain x 3 = 1, which is a contradiction. Hence, 0 < x 2 < 1 implies x 3 = x 2 . Now, if x 4 < x 3 , from x 2 = x 3 and the equations
we obtain x 4 = 1, which is a contradiction. Hence, x 4 = x 3 if 0 < x 2 < 1. We continue in this fashion to conclude that x n = x n−1 = ··· = x 3 = x 2 . We have proved that x 1 = 1 and 0 ≤ x 2 < 1 imply that x = (1,t,...,t) = te + (1 − t)v 1 for some t ∈ [0,1). Let x 2 = 1.
8 Inequalities on the mean and standard deviation If x 3 = 0, then x 4 = x 5 = ··· = x m = 0, and thus x = v 2 . Let 0 < x 3 < 1 and x 4 < x 3 . From (2.30),
(2.33)
From these equations, we obtain x 4 = 1, which is a contradiction. Hence, 0 < x 3 < 1 implies x 4 = x 3 . Now, if x 5 < x 4 , from x 3 = x 4 and the equations
we obtain x 5 = 1, which is a contradiction. Therefore, x 5 = x 4 . We continue in this fashion to get x n = x n−1 = ··· = x 3 . Thus, x 1 = x 2 = 1, and 0 ≤ x 3 < 1 implies that 
We want to find min x∈Ᏹ F(x). That is, find minF(x) (2.37) subject to the constraints
with equality if and only if x is one of the convex combinations x k (t) in (2.26).
(
Proof.
(1) The function F has continuous first partial derivatives on Ᏸ, and for x ∈ Ᏸ and 1 ≤ k ≤ n, 
Replacing this result in (2.8), we obtain
(2.45) Therefore,
We have thus proved (2.39). We easily see that
Thus, (2.40) follows.
We recall the following necessary condition for the existence of a minimum in nonlinear programming. 
be a subset of Ω, the constraints ϕ i : 
are satisfied.
The convex constraints ϕ i in the above necessary condition are said to be qualified if either all the functions ϕ i are affine and the set U is nonempty, or there exists a point w ∈ Ω such that for each i, ϕ i (w) ≤ 0 with strict inequality holding if ϕ i is not affine.
The solution to Problem 2.6 is given in the following theorem. Proof. We observe that Ᏹ is a compact set and F is a continuous function on Ᏹ. Then, there exists x 0 ∈ Ᏹ such that F(x 0 ) = min x∈Ᏹ F(x). The proof is based on the application of the necessary condition given in the preceding theorem. In Problem 2.6, we have
The functions h i , 2 ≤ i ≤ n + 1, are linear. Therefore, they are convex and affine. In addition, the function h 1 (x) = x 1 − 1 is affine and convex and Ᏹ is nonempty. Consequently, the functions h i , 1 ≤ i ≤ n + 1, are qualified. Moreover, these functions and the objective function F are differentiable at any point in Ᏹ − {e}. The gradients of the constraint functions are 
