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ABSTRACT 
It is shown how to generalize the ordinary singular value decomposition of a 
matrix into a combined factorization of any number of matrices. We propose to call 
these factorizations generalized sing&r value decotnpositkm.s. For two matrices, this 
reduces to the product and quotient singular value decompositions. One of the 
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factorizations for three matrices is the restricted singular value decomposition. These 
generalizations form a tree of factorizations, where at level k, for k matrices, there 
are Zk factorizations, not all of which are independent. The different levels are related 
to each other in a recursive fashion. Any generalized singular value decomposition for 
k matrices can be constructed from a decomposition for k - 1 matrices. This results in 
an inductive proof which uses only the ordinary singular value decomposition. Several 
examples are analysed in detail. 
1. INTRODUCTION 
The ordinary singular value decomposition (OSVD) has become an 
important tool in the analysis and numerical solution of numerous problems 
(see e.g. [6, B] for properties and applications). Not only does it allow for an 
elegant problem formulation, but at the same time it provides geometrical 
and algebraic insight together with an immediate numerically robust imple- 
mentation [B]. In [ll, p. 781, credit for the first proofs of the OSVD is given 
to Beltrami [2], Jordan [lo], Sylvester [13], and Autonne [I]. 
Recently, several generalizations of the OSVD have been proposed and 
their properties analysed. The best known example is the generalized SVD 
for two matrices, as introduced in [14] and refined in [12], which we propose 
to rename as the quotient SVD (QSVD) [4]. One reason for this name is the 
relation of this matrix factorization to the SVD of the “quotient” of two 
matrices; the main motivation is of course the fact that there are several other 
similar generalizations. For instance, a product induced SVD, also for two 
matrices, was proposed in [7], where it was called the IISVD. It was a 
refinement of ideas in [9]. We shall refer to it as the PSVD (see [4]). In [15], 
another generalization, this time for three matrices, was proposed. In [3] we 
have called it the restricted SVD (RSVD) and analysed its properties in 
detail. 
One of the main results of this paper is that all of these decompositions 
can be organized into a tree of generalizations of the OSVD. The OSVD 
resides at the top of this tree. The PSVD and QSVD are two different 
decompositions for two matrices at the next level of generality. The RSVD is 
one of the four possible factorizations for three matrices. It will be shown 
that only three of these are theoretically essential. Similar generalizations for 
4,5,... matrices are obtained in a completely structured manner. 
The main idea can be easily understood from the special case of real 
nonsingular n x n matrices A, B, C, . . . . At the top of the tree, we have the 
OSVD of A. At the next level we have the OSVD of AB and ABml. Note that 
we use B-’ rather than B-l, so that in the general case of rectangular 
matrices, all dimensions will be compatible. The OSVD of AB leads to the 
PSVD of the matrix pair (A, B) as follows. Consider the OSVD of the product 
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AB, and insert a nonsingular matrix X and its inverse in order to obtain a 
combined factorization of the two matrices: 
AB = USV’= UI,X-‘XSVt j 
A = U&,X-‘, 
B = XSV’. 
Our main theorem states that such a common factor in the decompositions of 
A and B can always be found. 
The QSVD of the matrix pair follows from the OSVD of AB-’ in a 
similar fashion as 
AB-’ = USVt = U&X-‘XSVt * 
A = Ul,X-‘, 
B = X-tS-‘V’, 
where again, X is a nonsingular matrix. The factor X in the PSVD differs 
completely from the one in the QSVD, and the algebraic, structural, and 
geometric properties of the two decompositions are likewise different. 
At the next level, we have the OSVDs of products and quotients for three 
matrices: ABC, ABC-‘, AB-‘C-‘, and ABwtC. For instance, from the OSVD 
of AB-‘Cmt we find, by inserting nonsingular matrices X and Y and their 
inverses, a decomposition of the matrix triplet (A, B, C) as 
A = Ul,X-‘, 
AB+C-‘= USV” = UX-‘XY’Y-$V’ j B = X-tZ,Y-‘, (1) 
c = Ys-‘V’. 
We shall define a terminology such that a combination between two 
matrices F and G is of type P if they occur as FG or F-‘Get, and of type Q 
if they occur as FGet or F-‘G. Here P stands for “product” [note that 
F-‘G-’ = (K-‘1 and Q stands for “quotient.” The decomposition of (1) 
will therefore be called a QP-SVD. The remaining factorizations for three 
matrices result then in a PP-SVD for ABC, a PQ-SVD for ABCet, and a 
QQ-SVD for AB-‘C. 
Note that the QP-SVD of (A, B,C) can be found from the PQ-SVD of 
CC’, B', At). Hence, for three matrices, there are only three theoretically 
distinct generalized SVDs. 
It is clear that we could find similar factorizations for 4,5,. . . real 
nonsingular matrices. 
One contribution of this paper is to show how to obtain (at least 
theoretically) explicit factorizations of the individual matrices A, B, C, . . . 
corresponding to an OSVD of products and quotients of these matrices. 
Much of the complexity of this paper is introduced in order to handle fully 
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general matrices of compatible dimensions which can be rectangular and 
possibly rank deficient. In this last case, the inverse in a quotient is to be 
replaced with some generalized inverse. If the reader feels uncertain about 
our general derivation, it might be instructive to return to the real nonsingu- 
lar case. 
This paper is organized as follows: 
(I) The main theorem is stated in Section 2, and some nomenclature is 
proposed. 
(2) A block factorization lemma is proved in Section 3. It is one of the 
key results that will be needed. 
(3) A constructive proof of the main theorem is given in Section 4. 
NOTATION AND ABBREVIATIONS. Throughout the paper, matrices are de- 
noted by capitals, and vectors by lowercase letters other than 
i, j, k, l,m, n, p, q, r, s, which are nonnegative integers. Scalars (complex) are 
denoted by Greek letters. The notation A (m X n> refers to a complex matrix 
with m rows and n columns. The conjugate of A is A, while the complex 
conjugate transpose is A* = conj(Af 1. A- * is the inverse of A* (nonsingu- 
lar). Zk is the k X k identity matrix. ui is the ith column of the matrix A. We 
shall denote different matrices with subscripts, as A,,A,,A,,. . . . Quantities 
related to the jth matrix will have a subscript j. For instance, the rank of Aj 
will be denoted by rj. We adopt the following convention for block matrices: 
Any (possibly rectangular) block of zeros is denoted by 0, the precise 
dimensions being obvious from the context. The symbol Z means an identity 
matrix of appropriate dimensions. Whenever a dimension indicating integer 
in a block matrix is negative or zero, the corresponding block row or block 
column should be omitted, and all expressions and equations in which a 
block matrix of that block row or block column appears can be discarded. An 
equivalent formulation would be that we allow 0 X n or n X 0 (n # 01 to 
appear in matrices. This allows an elegant general treatment of several cases 
at once. The following abbreviations will be used throughout: GSVD: gener- 
alized singular value decomposition; OSVD: ordinary singular value decom- 
position; PSVD: product singular value decomposition; QSVD: quotient 
singular value decomposition; RSVD: restricted singular value decomposi- 
tion. 
2. THE MAIN THEOREM 
THEOREM 1 (Generalized singular value decompositions for k matrices). 
Consider a set of k matrices with compatible dimensions: A, (n,, X n,), 
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(a) Unitary matrices U, 63, X no> and Vk (nk X Q, 
(b) m&rices D,, g-l,Z,...,k -1, afh~fon 
0 0 0 *” 0 
0 1 0 -** 0 
0 0 0 a** 0 
0 0 1 *** 0 
, I I 
. . , 
fj 0 (j . . . i 
\o 0 0 **’ 0 
where 
(c) a matrix Sk ojdw jm 
rj z i rj = rank(Aj), 
i-1 
ci 
0 
"k - ‘5 
0 
0 
0 
0 
0 
0 
0 
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(2) 
(3) 
r: - tank( Ak) 
f-1 
(5) 
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and the r-i X r-i matrices S: are diagonal with positive diagonal elements (the 
integers rj are ranks of certain matrices as given in the constructive proof in 
Section 41, 
(d) nonsingular matrices Xj (nj X nj) and Zj, j = 1,2,. . . , k - 1, where Zj 
is either Zj = X,7 * or Zj = Xj (i.e. both choices are always possible), 
such that the given mat&es can be factorized as 
A, = U,D,X;‘, 
A, = Z,D,X,‘, 
A, = Z, D,X,‘, 
Ai = Zi_,DiX;‘, 
A, = Zk_ISkVk*. 
Observe that the matrices Dj in (2) and S, in (4) are in general not 
diagonal. Their only nonzero blocks however are diagonal block matrices. We 
propose to call them quasidiagonal matrices. The matrices Dj, j = 1,. . . , k - 1, 
are quasidiagonal, their only nonzero blocks being identity matrices. The 
matrix Sk is quasidiagonal, and its nonzero blocks are diagonal matrices with 
positive diagonal elements. Observe that we always take the last factor in 
every factorization as the inverse of a nonsingular matrix, which is only a 
matter of convention (another convention would result in a modified defini- 
tion of the matrices Zi). As to the name of a certain GSVD, we propose to 
adopt the following convention: 
DEFINITION 1 (The nomenclature for GSVDs). If k = 1 in Theorem 1, 
then the corresponding factorization of the matrix A, will be called the 
ordinary singular value decomposition. 
If for a matrix pair Ai,Ai+i, 1 ,< i Q k - 1, in Theorem 1, we have that 
zi = xi, 
then the factorization of the pair will be said to be of P-type. If, on the other 
SINGULAR VALUE DECOMPOSITION 475 
hand, for a matrix pair Ai, Ai+ i, 1~ i Q k - 1, in Theorem 1, we have that 
zi = x; *, 
the factorization of the pair will be said to be of Q-type. 
The name of a GSVD of the matrices Ai, i = 1,2,. . . , k > 1, as in Theorem 
1, is then obtained by simply enumerating the different factorization types. 
Let us give some examples. 
EXAMPLE 1. Consider two matrices A, (n, X n,) and A, (n, X n,). 
Then we have two possible GSVDs: 
The P-type factorization corresponds to the PSVD as in [7] (called I’ISVD 
there) and [5], while the Q-type factorization is nothing else than the QSVD 
in [8, 12, 141 (called generalized SVD there). This justifies the choice of 
names for the factorization of pairs: A P-type factorization is precisely the 
kind of transformation that occurs in the PSVD, while a Q-type factorization 
occurs in the QSVD.’ 
EXAMPLE 2. The RSVD for three matrices (Ar,A,,A,) as introduced 
and analysed in [S, 151 has the form 
A, = V,S,X;', 
A, = X; *Sax,‘, 
A, = X, *S,V,*, 
where S,, S,, S, are certain quasidiagonal matrices. It can be verified that 
this RSVD can be rearranged into a QQ-SVD that has the structure de- 
scribed in Theorem 1. 
‘The interested reader may wish to consult (41, where we have proposed a standardized and 
mnemonic nomenclature for the several possible generalizations of the singular value decompo- 
sition. 
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EXAMPLE 3. Let us write down the PQQP-SVD for five matrices, 
together with the structure of the matrices Di, i = 1,2,&d, and S, (we have 
omitted the block dimensions): 
A,=X, 
As=Xi* 
0 z 0 0 
o o o o X,‘, A,=X;* 
I 
I 0 \ 
0 
0 0 0 x,‘, 
0 I 0 
0 0 0) 
As = x, 
‘s’ 0 0 0 0 0 
0” 0 0 0 0 0 
0 ss” 0 0 0 0 
000000 
0 0 s,” 0 0 0 
000000 
0 0 0 sa” 0 0 
000000 
0 0 0 0 s; 0 
$0 0 0 0 0 0 
\ 
V;. 
I 
1 0 0 0 0 
0 0 0 0 0 
0 I 0 0 0 
0 0 0 0 0 
0 0 z 0 0 
0 0 0 0 0 
0 0 0 z 0 
0 0 0 0 0 
x;‘, 
We also introduce the fbllowing notation, using powers, which symbolize 
a certain repetition of a letter or of a sequence of letters: 
P3Qe-SVD = PPPQQ-SVD, 
( PQ)“Q”( PPQjP-SVD = PQPQQQQPPQPPQ-SVD. 
Despite the fact that there are 2 k- ’ different sequences of letters P and 
Q at level k > 1, not all of these sequences correspond to different GSVDs. 
The reason for this is that for instance the QP-SVD of (A’,AB,A3) can be 
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obtained from the PQ-SVD of ((A3)*,(A2)*,(A’)*). Similarly, the P2(QP)3- 
SVD of (A’,..., A’) is essentially the same as the (PQ)3P2-SVD of 
((A’)* , . . .,(A’)*). The following table gives the number of digkrent factor- 
izations (GSVDS) for k matrices: 
k even k odd 
;(2&-‘+2k/2) +(2k-1 +.2#-W) 
A possible way to visualize Theorem 1 is to build a tree with all different 
factorizations for 1,2,3, etc. . . matrices as follows: 
1 0 
2 P Q 
3 P2 PQ Q2 
4 P3 P2Q PQP PQ2 QPQ Q3 
3. A BLOCK FACTORIZATION LEMMA 
In this section, we shall construct a factorization of a block matrix into 
three factors that have some special properties: The first factor is lower block 
triangular, the second one is quasidiagonal, and the third one is unitary. This 
result will be of key importance in our constructive proof of the GSVD, 
which will be developed in Section 4. 
LEMMA 1 (On the factorization of a 
mat& B with k block rows: 
block matrix). ~on.&er e p x q 
PI 4 \ 
B= p2 B, , 
* * . * 
.pk ,Bk 
where Cf_lp, = p. The nwtrix B can be foctottmd as 
B = TSV”‘, 
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where : 
(a) T is a p X p block lower triangular matrix 
PI - r1 pz-‘2 pa-r3 * * . ‘k 
/ ii, T,, b” 0 b” 0 . a. 0 
?‘k - ‘.k 
PI 0 
P2 T 21 0 Tz3 Tz4 0 0 . . + 0 0 
P3 T 31 0 Ts3 0 T% Ts6 . . * 0 0 
. . . . . . . 
. . 
Pk , Tkl iI T,, 0 Tis 6 . . . ’ * Tk2k-l Tk2k 
and the pi X pi matrices (TiC2i_lj TiCzij) are unitary. 
(b) S is a p X q quasidiagonal matrix with the following block structure: 
‘k 
Pk - ‘k 
;: b’ b’ .  .  .  
0 0 0 -.* 
0 s2 0 .*a 
0 0 0 *-* 
0 0 s3 . . . 
0 0 0 *-* 
. . . . . . . . . 
. . . 
0 0 0 *.* 
0 0 0 **- 
rk 9 -I3t=,r, 
\ 0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
Sk 0 
0 0 I 
and the ri X ri matrices S” are diagonal with positive diagonal elements. 
Cc> V is a q X q unitary matrix. 
(d) The integers ri are defined recursively as 
rI = rank( B,), 
, i=2,3 ,..., k, 
and satisfy 
i ri = rank(B) . 
i=l 
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Proof. Let the OSVD of B, be 
with S’ an rl x r1 diagonal matrix with positive diagonal elements that are 
the singular values of B,, and r1 = ranMB,). The matrix CU,’ Vf> is p1 X pl 
unitary, while (Vi’ V,“) is q X 9 unitary. It is straightforward to obtain the 
following factorization of the matrix B: 
B= 
4’ 
B2 
B, = 
B,, 
B,V,‘( S’) -I 
B3V;(S1)-1 
BkV;( S’) -’ 
s’ 0 
0 0 
0 BzV: 
\ 
0 
0 
0 
7 Pli 
(6) 
In case rr = 9, there is no matrix Vi. ’ In that case, simply omit the 
corresponding blocks in the second and third factors. The obtained factoriza- 
tion is then the one of the lemma, and we may stop here. (Observe that it is 
also possible that there is no matrix VT, namely if rr = pi. In that case, we 
simply follow our convention regarding matrix blocks with possibly zero 
dimensions. In this case, the construction does not stop, however.) 
Assume that r, < 9. The proof now proceeds by considering the block 
matrix 
WY 
BaV? 
(7) 
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and applying a similar decomposition to that in (6), using the OSVD of the 
matrix BsV;” : 
B,v:=(U; I (8) 
with S2 an rs X r2 diagonal matrix with positive diagonal elements and 
rs = rank( B,Vf ) = rank - rank( B,) 
We then find that 
Bl 
Ba 
B, = 
Bk / 
u; 
B2V;(S1)-1 
BsV;( S’) -’ 
B4V;(S1) -’ 
UT 
0 
0 
0 
BkV;(S’) -’ 0 
I s 0 s2 0 0 
0 
0 
0 
x 0 0 B V2V2 31 a 
0 0 B,Vf V; 
. . * . . . 
(0 0 BkV12V; 
0 0 
uz’ uz” 
B,VfV,‘( S2) -’ 0 
B,VfV,‘( S2) -’ 0 
BJfV,‘(S”)-’ 0 
0 
0 
I P3 
0 
0 
\ 
I / 
(W* 
W*W)* ’ 
(w*P,2)* 1 
0 . . . 
0 . . . 
0 . . , 
I . . . P4 
0 . . . 
(9) 
0 
0 
0 
0 
I PA 
In case rL + r2 = q, there is no matrix V’s . 2 The block rows and columns in 
the factorization that contain Vi should then be omitted, In that case, we 
have obtained the decomposition as in the lemma and we may stop here. 
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Assume that rl + rs C q. Next consider a similar factorization of 
B V2V2’ 31 2 
B4V,2 V,z 
B V2V2 \ kl 2, 
using the OSVD of B3VisVt, and so on. In general, the recursive construc- 
tion will stop after j < k steps, when we have 
which completes the proof. l 
Observe that in the extreme case where j = k, we obtain a block 
factorization of the matrix B as B = TSV* where 
(a) the matrix T is given by 
T- 
v: v: 0 0 0 0 
B,v;(Syl 0 VP’ VP” 0 0 
B,vlyS’)-’ 0 BJpv;(P)- 0 V:: G 
B,v:(sy 0 BJ'fV,'(S*)-' 0 B.,VfV,IV,l(S")-' 0 
,BkVt(S') -' 0 B&‘,%‘;(S’)-’ 0 BkV;V;LV,l(S3)-I 0 
0 0 
0 0 
0 0 
0 0 
. 
. 
. . 
vi vj 
(10) 
in which we have the OSVDs 
BV2V2 (1 2 -*v,g_,=(u, rrp)(; 8 , i=&...,k, (11) 
and S’ is ri X r( diagonal with positive diagonal elements; 
(b) the matrix S has the structure as stated in the lemma; 
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(c) the matrix V is then given by 
v=(v: v;v; v2v”v’ 0.. v~v~.~*v;_,q v~v~...v~_;v~) 1 2 3 
(12) 
and is unitary 
4. A CONSTRUCTIVE PROOF OF THE 
In this section, we derive a constructive 
proof is based upon two ideas: 
MAIN THEOREM 
proof of the main theorem. The 
(1) An inductive argument: Any GSVD at level k for k matrices 
A,,&..., A, can be constructed from a corresponding GSVD of the first 
k -1 matrices A,,A,,..., Ak_i. We basically use one of the factors of the 
matrix A, _1 and the block factorization lemma of the previous section, to 
find a factorization of the matrix A,. 
(2) Once such a factorization of the matrix A, has been obtained, the 
combined factorizations of the matrices A,, . , . , A,_ 1 have to be modified, a 
procedure which will be described in terms of the so-called ripple-through 
phenomenon. 
The inductive argument will be described in Section 4.1, and the ripple- 
through phenomenon in 
developed in Section 4.3. 
Section 4.4. 
Section 4.2. The details of both basic ideas are 
A summary of the algorithmic proof is provided in 
4.1. The Induction Step 
In order to construct a GSVD of the set of matrices (A,, A,, . . . , A,), we 
assume that we have obtained the corresponding GSVD for the matrices 
(A,,A,,...,A~-J 
A, = V,D,X;‘, 
A, = 2, D,X,‘, 
(13) 
A,_, = Zk-aSk_,V;_r. 
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Recall that the matrices Dj, j = 1,. . . , k - 2, are quasidiagonal with nonzero 
blocks equal to identity matrices. The matrix S,_ 1 is quasidiagonal; its 
nonzero blocks are diagonal matrices with positive diagonal elements. Also 
recall that for a P-type step, Zk_i = X,_ r, while for a Q-type step, Z,_ i = 
Xi?,. 
Our first step is to rewrite the last equation as follows: Partition the 
matrix V, _ 1 according to the block columns of S, _ 1 (4) as 
where 
Then the matI%X Yk _ 1 in 
can be chosen to be nonsingular. This matrix is obtained from a scaling of the 
rows of V;_, with the diagonal blocks in S,_ i, and replacing these diagonal 
blocks with identity matrices in order to obtain the quasidiagonal matrix 
Dk _ 1 in (14). A matrix Xk_ 1 is defined as 
(15) 
so that we can rewrite the factorization for A, _ 1 as 
Consider now the matrix ZiJIAk. It can be partitioned into k block rows 
Bi, i = l,..., k, having the same dimensions as the block columns of Sk _ i: 
(16) 
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Suppose now, for the time being, that we had a way of factorizing the matrix 
Z,?,Ak as 
Zi?,Ak = P&V’, (17) 
where Pk is nonsingular, S, is quasidiagonal with the structure in (4), and V, 
is an nk X nk unitary matrix. Then we would have a factorization of the 
matrix A, as 
A, = (z,-,P,)skv,*. 
However, the set of factorizations of the matrices A 1,. . . , A, _ 1 (131, com- 
pleted with this factorization for the matrix A, (la), is not a GSVD as in the 
main theorem, unless the matrix Pk has some special structure, as will now 
be explained via a so-called ripple-through phenomenon. 
The result of this discussion will be that Pk can be obtained by applying 
the block factorization lemma of Section 3 to a certain permutation of the 
block rows of Z,.!,A, that is determined by the sequence of letters P and Q 
in the GSVD name. 
4.2. The Ripple- Through Phenomenon 
Assume that we have obtained a factorization of the matrix A, as in (18). 
The combined factorizations of the matrices A k _ 1, Ak are now 
Ak_l = zk__eDk-lXk=lly 
A, = z,-,p,s,v,*, (20) 
where zk _ 1 = &_, for a P-type and &_I = Xc?, for a Q-type factorization. 
Because of the presence of the factor Pk in (20) and its absence in (191, the 
combined factorization of Ak_l, A, does not have the structure required by 
the main theorem. The idea is now to preserve the factorization of A, and 
modify the factorization of A, _ 1 as follows: 
(a) If the combined factorization is of P-type, the factorization of A, _ 1 is 
modified by introducing a nonsingular matrix Pk _ 1 as 
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where 
Pk-lDk-,Pk -I = Dk_,. 
(b) If the combined factorization is of Q-type, we modify the factorization 
of A, _ I by introducing a nonsingular matrix pk _ , as 
A,_,= z _ P _ D _ p*x-’ k 2 k 1 k 1 k k 1, 
where 
Pk-,Dk_,@ = Dk-,. 
Assume that such a modification is always possible (and it is, as we shall 
show). Then, in either case, we have changed the first factor of A, _ 1 from 
Zk-2 to Zk_a&_1. But, in order to conform with the structure of the GSVD 
as in the main theorem, we need to change the factorization of A, _ 2 by 
introducing a nonsingular matrix Pk-2 that satisfies: 
(a) for a combined factorization of Ak_2, A,_, of P-type, 
Pk_2Dk_2Pk-?l =Dk-2; 
(b) for a combined factorization of A k _ 2, A k _ 1 of Q-type, 
Pk-2Dk-,pf_, = Dk-2. 
However, we also have to change the factorization of A, _a, . . . . This goes on, 
backwards through the sequence of factorizations of A k _ i, A, _2, A, _s, . . . 
till we arrive at the factorization of the matrix A,, where it will be necessary 
to change the matrix U, into Vi P,, where P, must be unitary (because U, P, 
must be unitary from Theorem 1) and 
(a) for a combined factorization of A,, A, of P-type, 
P,D,P;l= D,, P, unitary; 
(b) for a combined factorization of A 1, A 2 of Q-type, 
P,D,P; = D,, P, unitary. 
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The conclusion is that the inductive argument of Section 4.1, where we 
assumed that we had a factorization of the matrix A, as in (18), leads to a 
necessary modification of the factorizations of the matrices Aj_ 1, j = 2,. . . , k, 
by inserting nonsingular matrices Pj_ 1, j = 2,. . . , k, such that 
(a) for a combined factorization of Aj _ r, Aj of P-type, 
(b) for a combined factorization of Aj_ ,, Aj of Q-type, 
Pj_1Dj_Ipj*= Dj-1; 
(21) 
(c) P, is a unitary matrix. 
This backward modification will be called the ripple-through phenomenon. 
4.3. A Detailed Analysis of the Inductive Argument and the 
Ripple- Through Phenommon 
Having stated the two main ideas of the proof, we shall now show how 
the GSVD of A,,..., A, can be obtained from the GSVD of A,,...,Ak_l, 
essentially by using the block factorization lemma of Section 3. We’ll show 
that: 
1. The matrix Pk in (18) has a certain zero structure which is deter- 
mined by the specific sequence of P’s and Q’S in the GSVD name. This will 
be investigated in Section 4.3.1. 
2. The zero structure of Pk corresponds to a block row, block column 
permutation of a lower block triangular matrix T, i.e., there exists a block 
permutation matrix N such that 
Pk = N’TN. (23) 
The block permutation N is determined by the specific sequence of P’s and 
Q’s in the GSVD name. This is demonstrated in Section 4.3.2. 
3. In Section 4.3.3 we show that the block diagonal blocks of T must be 
unitary. 
4. From (18) and (23) we find 
NZ,’ ,A, = TN&V-$. (24) 
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While the matrix NS, is not a quasidiagonal matrix, it will be shown that 
there always exists a block permutation matrix M such that NSk M is 
quasidiagonal. Then (24) becomes 
NZ,‘,A, = T(NS,M)(M”V,*). (25) 
The factorization in (25) can be obtained from a straightforward application 
of the block factorization lemma of Section 3. The algorithm to find the block 
permutation matrix M is given in Section 4.3.4. 
We shall now demonstrate that P, is a block row, block column permuta- 
tion of a lower block triangular matrix as in (23), and we shall find the 
precise structure of the block permutation matrices N and M. 
4.3.1. Fact 1: The Matrix P, Has a Certain Block Zero Structure. First, 
we will show that the equations (21) and (22) impose a certain block zero 
structure on the matrix Pk. 
Consider the combined factorization of the matrices Aj_ r, Aj. There are 
two possible cases: The combined factorization is of Q-type or it is of P-type. 
First assume that it is of P-type. Then, from (21) it follows that 
pj_lDj_l = D,_&. (26) 
The idea is to find a nonsingular solution Pj_ 1 when 5 and Dj_ I are 
known, and to discuss the conditions for consistency of the matrix equation 
(26). Recall the structure of the matrix Dj_]: 
rjz: "j_,_'j-, 
0 0 
0 0 
0 0 
0 0 
Z 0 
0 0 1 
(27) 
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We partition the matrix 5 according to the block columns of D,_, as 
Hence we find that 
?,!-I $- 1 
P" J PIZ J 
0 0 
p.21 
;, 
p.22 
; 
rj:: 
!i’(j- I) 
pJz(j - I) 
!Y-‘) 
. . . 
. . . 
. . . 
. * . 
. . . 
. . . 
p(j-W p<j- 112 . . . 
3 I 
0 0 . . . 
"J-I -‘j-I 
PJ’J 
Pj2' . (28) 
Pi’J I 
p!Cl-1, 
I 
pi" 
0 0 
p,%,J-1) 
I 
pPj 
0 il 
pj(j-lXj-1) ' pU- W 
I 
0 0 
(29) 
The following two observations are crucial: 
(a) It follows from (26) and the fact that the last block column of Dj_l 
(27) is zero that the last block column in (29) must be zero. This implies that 
the matrix equation (26) is consistent only if 
p.‘j = 0 
J 
p.2j = 0 
3 ,..., 
pU-1j.i = 0 
3 (36) 
(b) It can be seen from (261, (28), and (29) that the last block row of pj 
plays no role in the determination of c_ 1. 
If the consistency condition (39) is satisfied, a nonsingular solution Pj _ 1 of 
the matrix equation (26) is given by Table 1. The nonsingularity of Pj_l 
follows from the factorization lemma as shown below. Also note that pj _ 1 is 
partitioned into j - I block columns and block rows. 
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-/-4 
00 00 
-- 
ooo- 
N 
-- 
0-00 
c c 
I 1 
‘? 3 
c 03 0 
I 1 
-- 
00 00 
-- 
-- 
00 00 
-- 
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Next, assume that the combined factorization of A,_i, Aj is of Q-type. 
Then from (22) we find 
Dj_,pj* = q:-'lDj_,. (31) 
Exploiting the structure of Dj_ , (27) we arrive at the following observations 
as above: 
(a) The matrix equation (31) is consistent only if 
pj’=() 
J ’ 
pJ2=o J 2. .> 
pJj - 1) = 0 
J (32) 
(b) The last block column of Pi plays no role in the determination of 
5-1. 
From (31) we can find a solution for Pj”_l’ as shown in Table 2. Observe 
that for this Q-type factorization, we determine the inverse q.l’, from D,_ , 
and Pj, instead of the matrix Pj_ 1 itself as with the P-type factorization. It is 
not necessary to determine Pj_ 1 explicitly, because we can easily determine 
Pj_2 or its inverse from either P,_ 1 or Pjm_‘i, as can be seen as follows: Again, 
consider the two cases of a P-type and a Q-type factorization of A,_,?, A,j_, . 
(a) Assume that the combined factorization of Aj _2, Aj _ 1 is of P-type. 
Then Dj_2 41; = pjl\ Dj_2, which is consistent only if the first j - 2 blocks 
of the last block column of PjI\ are zero. But from Table 2 it then follows 
that p!j-lN = 0 pU-1)” = 0 ,...,p(i-lXj-Q= 
plays io role in ‘thi determination’of 51;. 
0. The last block row of clil 
(b) Assume that the combined factorization of Aj_, , Aj_ 1 is of Q-type. 
Then Dj_2pjTl = qI\ Dj_2, which is consistent only if the first j -2 
blocks of the last block row of Pjl’l are zero: pji(j- ‘) = 0, Pj2(j-‘) = 0,. . , 
P!jdzxj- ‘) = 0. The last block column of P)l’, plays no role in the determina- 
t:on of PjI_‘2. 
The conclusion is that there is no need for explicit inversion of the matrix 
pj_ 1 but that we can reach similar conclusions from the matrix q.l’r. 
Depending on the sequence in which the letters P and Q appear, we 
now apply, for j = k, k - 1,. . ,2, either equation (21) or (22) to determine 
the matrices Pk_l, Pk_2,..., P, or their inverses. The consistency of these 
equations implies that certain blocks of Pk must be zero, in a structured 
manner that we shall elucidate. Let us first give an example. 
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/ 
/ 
“; .- 
1 
] N 
1 
-- 
00 or 
I._- A “; * 
- - 
-- 
v - 
-- 
-- 
00 or 
-- 
-- 
Oh 00 
-- 
00 00 
-- 
-- 
00 00 
A A 
. c 
- - 
-- 
I 
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EXAMPLE 4. In order to illustrate the ripple-through phenomenon, we 
derive the QPQ-SVD of the matrices (A,, A,, A,, A,) from a QP-SVD of the 
matrices (A,, A,, A~): 
A, = U,D,X;‘, 
A, = X;*&X,‘, 
A, = X,S$Lj+. 
First, the factorization for A3 is rewritten as A3 = X, D,X, ‘, where D, is a 
quasidiagonal matrix the nonzero blocks of which are identity matrices. Next, 
assume that we have a factorization of X:A, as X,TA, = P4SdV4*, where P4 is 
nonsingular, S, is quasidiagonal, and V, is unitary. The ripple-through 
phenomenon now consists of a modification of the factorizations of A,, A,, A, 
by introducing nonsingular matrices P,3, P2, P, such that 
A, = X,*P,S,V$, 
A,=X,P,D3P;Xs;1 --j P,3D3P;= D,3, 
A, = X,*P,D,P,-IX,’ ---, P2D,P3-’ = D,, 
A, = U,P,DIP$X;’ --) P,D,P,* = D,. 
The equations on the right are consistent only if the matrix P4 has a certain 
structure. Partition P4 according to the block dimensions of S, as 
P4 = 
I 
\ 
P&p Pi” P‘p P‘y 
p21 
4 pzz 4 
p23 
4 
p24 
4 
P3’ 4 p32 4 P33 4 P34 4 
P41 
4 
P42 
4 
p43 
4 
p44 
4 
Then, using the definitions of the matrices P3, P2, P, as above, we find that: 
(a) From P3 D, P4* = D,, it follows that P,“’ = 0, P,“” = 0, P:3 = 0. 
(b) From P, D, P3 ’ = D,, it follows that P,“’ = 0, P,“” = 0. 
(c) From P, D, P$ = D,, it follows that Pi2 = 0. 
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Hence 
I 0 0 0 Pq4q 
4.32. Fact 2: The Matrix Pk is a Block Row, Block Column Permutation 
of a Lower Block Triangular Matrix. The following observation follows 
immediately from the recursive definition of the matrices Pj, j = 1,. . . , k - 1, 
in Section 4.3.1: 
The net effect of the consistency condition (21) or (22) is that the Jrst 
j - 1 blocks of the jth block row or column of Pk are zero, with j = 1,. . . , k. 
The sequence in which block rows or columns are zeroed is determined 
by the sequence in which the letters P and Q appear in the GSVD name. 
Consider as an illustration all possible GSVDs for four matrices: 
EXAMPLE 5. The reader may wish to verify that the zero structure of the 
matrix P4 in every GSVD for four matrices is given by Table 3 (the zero 
TABLE 3 
QQQ QQP QPQ 
PQQ PQP PPQ PPP 
494 BART DE MOOR AND HONGYUAN ZHA 
elements are represented by zeros). Observe that in each of the cases, there 
are j - 1 zero blocks in either block row j or block column j, j = 1,2,3,4. 
An important consequence of this observation also holds for the general 
case: 
The mutrix Pk is always a block row, block column permutation of a lower 
block triangular matrix T, i.e., there exists an n_ r X nk_ 1 block permutation 
matrix N such that 
P, = N’TN. (33) 
A careful analysis reveals that in general the block permutation matrix N 
can be obtained from the following algorithm: 
1. 
2. 
ALGORITHM (For the block permutation matrix N). 
Denote by NCi, the block pemmtation matrix obtained in step i of the 
recursion that follows. 
Define the block row reverse of a partitioned identity matrix 
‘I PI 0 0 ... 0 
0 0 . . . 0 I Ip2 
= 
J’, + “’ t,,,, . . . 
J 0 0 . . . \ I,;,, 
as 
‘0 
0 
I’ 
Pl 
. . . 
0 
1 \ 
PC, 
0 
. . 
0 
Obviously, the block row reverse of the second matrix is again the 
identity matrix. 
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3. Initialization. Let Ntkj be equal to the partitioned identity matrix 
N(k) = 
11 0 0 *-* 0 0 'k-l 
0 12 0 . . . 0 0 'k-1 
(34) 
in which the block dimensions correspond to the block dimensions of the 
partitioned matrix Pk. 
4. For i=k-l,k-2 ,..., 1: If the factorization of A,, Ai+ 1 is of 
P-type, then N(i) = Nci + 1); 
Q-type, then, NCi, is obtained from N(,+i) as follows: 
Take the submatrix of N(,+i) formed by its first i + 1 block columns. 
Reverse the block rows that have a nonzero block. 
5. The matrix NCi, is the desired block permutation matrix: N = No,. 
EXAMPLE 6. The block permutation matrix for a QPQ-SVD is obtained 
as 
‘11 f.3 
0 
N,, = 0 
0 
\ 
+ N(Z) = 
0 0 o\ 
lrQ O 0 
+ 
0 1,; 0 
0 0 La-r3 
0 0 0 1”3-r3 
0 0 I,; 0 
0 1,; 0 0 
11 r3 00 0 
0 0 L-rl’ 
0 1,; 0 
1,; 0 0 
00 0 
0 0 0 L3-q 
0 0 1,; 0 
1, 00 0 
; I,; 0 0 
4.3.3. Fact 3: The Block Diagonal Blocks of T Must Be Unitary. An 
important consequence of the fact that Pk is a block row, block column 
permutation of a lower block triangular matrix T is that the block diagonal 
blocks of Pk and T must be the same (but possibly ordered differently). The 
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matrix P, or its inverse at the end of the ripple-through phenomenon in 
Section 4.3.1 is of the form 
where Pl’ is the first block diagonal block of Pk, which can be any block 
diagonal block of T, depending on the specific sequence of P’s and Q’s in 
the GSVD name. But because U, P, must be unitary, it follows that Pi1 must 
be unitary; hence, all block diagonal blocks of T must be unitary. 
4.3.4 Fact 4: A Block Permutation Such That NSM Is Qua&diagonal. 
Let us first summarize what we have obtained so far. 
Consider the GSVD of A ,, . . . , Ak_l as in (13). If a nonsingular matrix Pk 
can be obtained such that A, = Z, _ , PkSkVk*, then Pk must be a block row, 
block column permutation of a lower block triangular matrix T, i.e., there 
exists a block permutation matrix N such that Pk = N ‘TN. An algorithm to 
obtain N was given in Section 4.3.2. We then find that 
NZ,’ i A, = TN&V,*. 
However, if S, has the quasidiagonal structure in (4), then NS, is a block 
row permutation of that quasidiagonal structure. It is, however, always 
possible to find an nk X nk block permutation matrix M such that NS,M is 
quasidiagonal. We then have 
NZ,‘,A, = TNS,MM’V; 
= T(NS,M)(V,M)* 
= TSV*, say, 
where s is quasidiagonal and V is unitary. Obviously, the matrices T, $ and 
V follow immediately from the block factorization lemma of Section 3 applied 
to the matrix NZr.!,A,, in which the scalars p, (which are the block row 
dimensions) follow from the dimensions of the block rows of N. 
The block permutation matrix M can be obtained as follows: 
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1. 
2. 
ALGORITHM (For block permutation matrix M). 
The upper rk X rk block of M' (the transpose of M) has the same 
zero-identity block structure as the matrix N, the identity matrix in block 
column j of M t being I,i. 
In block position (k + 1, k + 1) of Mt (lower right hand comer), there is 
an (nk - rk)X(nk - rk) identity matrix l,,k_rI;. 
EXAMPLE 7. Let us proceed with the QPQ-SVD of Example 6. From the 
block factorization lemma, one obtains a decomposition as 
__ 
N&Z, ‘Ad = TSV* 
iI i2 f3 i4 “4-r4 
f3 0 OS30 01 
?3-‘3 0000 0 
*4 0 0 0 s4 0 
Nt,$= “-” 0 i2 00 0 . i2 o o o o
r.3” - i* 0 
i 1 
s9 000 
0 0 0 0 
7+--i, 0000 0, 
The dimensions r!, j = 1,2,3,4, are now defined as 
where the integers Pi, i = 1,2,3,4, are the recursively defined integers of the 
block factorization lemma. 
It is easily found that 
?-:=?-a, 2_- r4 -r4, 3_- r4 -r2, r4=j' 4 1' 
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The matrix M is constructed via 
\ 
4.4. Summ,ury of the Constructive Proof 
Putting together all elements of Section 4.3, we find the following 
algorithm, which at the same time is a constructive proof, to derive the 
GSVD of the matrices A I, . . . , A, from a corresponding one of A,, . , A,_, 
as in (13): 
1. 
2. 
3. 
4. 
5. 
5. 
Determine the block permutation matrices N and M from the algorithms 
in Sections 4.3.2 and 4.3.4. 
Apply the block factorization lemma of Section 3 to the partitioned 
matrix 
r - 
NZ,’ , A, = TS,&*, 
where T is lower block triangular with unitary block diagonal matrices, 
S, is quasidiagonal, and pk is unitary. 
Determine the matrices P, = N’TN, S, = N’S,M’, and V, = vk Mt. The 
factorization of the matrix A, becomes A, = (Z,_ , Pk)Skk\*. 
Determine the matrices P, _ , , Pk _-2,. , P, from the ripple-through re- 
cursion of Section 4.3.1, and update the factorizations of the matrices 
Ak_,,. ..,A, accordingly. 
The obtained factorizations of A ,, . . . , A, constitute a GSVD, the struc- 
ture and properties of which conform with the statement of the main 
theorem. 
CONCLUSIONS 
In this paper, we have proposed a tree of generalizations of the singular 
value decomposition, with at the top the OSVD for one matrix and the PSVD 
and the QSVD for two matrices. Our proof is constructive, the main idea 
being an induction step that permits us to find a GSVD at level k from a 
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corresponding one at level k - 1. This necessitates a detailed analysis of the 
backward modification of the chain of decompositions at level k - 1, which 
we have called the ripple-through phenomenon. A key role is played by a 
certain block factorization lemma. 
We are convinced that this tree of generalized singular value decomposi- 
tions will open new and exciting fields of research with respect to numerical 
algorithms, geometrical interpretations, and applications. For instance, the 
uniqueness issues, the relation to generalized eigenvalue problems, generic- 
ity and sensitivity analysis, and numerical and implementational aspects 
definitely deserve more attention. We have already found and collected 
several interesting applications of these generalizations, which will be re- 
ported in subsequent publications. We have also derived expressions for the 
scalars rj, which are the dimensions of the blocks in the quasidiagonal 
matrices Dj and Sk in the main theorem, in terms of ranks of the matrices 
A,, k = 1,. . . , k, and products and concatenations thereof. 
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