Abstract. An automorphism α of a group G is normal if it fixes every normal subgroup of G setwise. We give an algebraic description of normal automorphisms of relatively hyperbolic groups. In particular, we prove that for any relatively hyperbolic group G, Inn(G) has finite index in the subgroup Aut n (G) of normal automorphisms. If, in addition, G is non-elementary and has no non-trivial finite normal subgroups, then Aut n (G) = Inn(G). As an application, we show that Out(G) is residually finite for every finitely generated residually finite group G with more than one end.
In fact, Theorem 1.1 is a particular case of a more general result about normal automorphisms of subgroups of relatively hyperbolic groups (see Theorem 6.4) . The corollary below follows easily from Theorem 1.1 and the observation that C(G) has finite index in G being the centralizer of a finite normal subgroup. Corollary 1.2. Suppose that G is a relatively hyperbolic group. Then the following hold.
(a) Out n (G) is finite. (b) If G is non-cyclic and contains no non-trivial finite normal subgroups, then
Out n (G) = {1}.
This corollary generalizes the results about free groups [25] , free products [29] , and surface groups [6] cited above. It also implies the result of Metaftsis and Sykiotis [26] stating that for every non-elementary finitely generated relatively hyperbolic group G, Inn(G) has finite index in the group Aut c (G) of pointwise inner automorphisms of G. Recall that an automorphism of G is pointwise inner, if it preserves conjugacy classes. Clearly Aut c (G) ≤ Aut n (G). Thus finiteness of Out n (G) implies that of Aut c (G)/Inn(G). The converse is not true in general. For instance, if G is free nilpotent of class at least 3, we have Aut c (G) = Inn(G) while |Out n (G)| = ∞ [13] .
It is also worth noting that our methods are quite different from those of [26] . Indeed we use the group-theoretic version of Dehn surgery introduced in [18, 19, 32] and 'component analysis' developed in [33, 27] , while Metaftsis and Sykiotis employed the Bestvina-Paulin approach [5, 34] based on ultralimits and group actions on Rtrees.
In order to prove Theorem 1.1, we introduce a new subclass of automorphisms of any given group, and investigate it in the case of relatively hyperbolic groups. Definition 1.3. Let G be a group. We say that an automorphism ϕ ∈ Aut(G) is commensurating if for every g ∈ G there exist h ∈ G and m, n ∈ Z \ {0} such that (ϕ(g)) n = hg m h −1 . In other words, ϕ is commensurating if for each g ∈ G, ϕ(g) is commensurable to g in G (see Definition 4.1).
It is clear that the subset Aut comm (G) of commensurating automorphisms of G forms a subgroup of Aut(G) and Inn(G) ≤ Aut c (G) ≤ Aut comm (G).
In Section 5 we study commensurating automorphisms of relatively hyperbolic groups and obtain a complete description of them: Corollary 1.4. Let G be a non-elementary relatively hyperbolic group and ϕ ∈ Aut(G). The following conditions are equivalent:
(i) ϕ is commensurating; (ii) there is a set map ε : G → E(G), whose restriction to C(G) is a homomorphism, and an element w ∈ G such that for every g ∈ G, ϕ(g) = w (gε(g)) w −1 .
In particular, if E(G) = {1}, then every commensurating automorphism of G is inner.
In Section 6, using the algebraic version of Dehn filling, we show that each normal automorphism of a relatively hyperbolic group must be commensurating. After this, Theorem 1.1 follows quite quickly from the above description of commensurating automorphisms.
Our methods can also be used to prove residual finiteness of some outer automorphism groups. A well-known theorem of Baumslag states that the automorphism group of a finitely generated residually finite group is residually finite [4] . In general, the analogous property does not hold for the group of outer automorphisms. Indeed, Bumagina and Wise showed that every finitely presented group is realized as Out(G) for a suitable finitely generated residually finite group G [8] . However we prove that Baumslag's theorem does have an 'outer' analogue for groups with more than one end. We refer to [41] for the geometric definition of ends, and recall that the number of ends of a finitely generated group can be either 0, 1, 2 or infinity. Theorem 1.5. Let G be a finitely generated residually finite group with more than one end. Then Out(G) is residually finite.
An infinite finitely generated group G has two ends if and only if it is virtually cyclic; and G has infinitely many ends if and only if it splits non-trivially as an amalgamated free product A * S B or an HNN-extension A * S over a finite group S [41, 42] .
Note that the condition demanding residual finiteness of G in Theorem 1.5 cannot be removed. Indeed, if H is any finitely generated group that has trivial center and is not residually finite, then the group G = H * Z has infinitely many ends and H is embedded into Out(G) (H acts on itself by conjugation and trivially on Z, which gives rise to an action of H by outer automorphisms on the free product H * Z = G). Thus Out(G) is not residually finite.
The standard way of proving residual finiteness of Out(G) is based on the following result of Grossman [17] : if a group G is finitely generated and conjugacy separable, then Aut(G)/Aut c (G) is residually finite. In particular, Out(G) is residually finite whenever G is finitely generated, conjugacy separable, and Aut c (G) = Inn(G). Recall that a group G is said to be conjugacy separable if for any two non-conjugate elements g, h ∈ G there exists a homomorphism ϕ : G → K, where K is finite, such that Lab(g) and ϕ(h) are not conjugate in K.
This approach has been successfully used to prove residual finiteness of Out(G), where G is a free group of finite rank [17] , the fundamental group of a closed surface [17, 2] , the fundamental group of a Seifert manifold with non-trivial boundary [1] , etc. If G is a finitely generated conjugacy separable non-elementary relatively hyperbolic group, the above mentioned result from [26] implies that every virtually torsion-free subgroup of Out(G) is residually finite [26, Theorem 1.1].
However there is no hope to use Grossman's idea to prove Theorem 1.5 since we only assume the group G to be residually finite, which is much weaker than conjugacy separability. Indeed there are many examples of finitely generated residually finite groups that are not conjugacy separable (e.g., the group of unimodular matrices GL(n, Z) for n ≥ 3, see [36] ). To construct such an example with infinitely many ends, we can simply take G = H * Z, where H is finitely generated, residually finite, but not conjugacy separable. It is easy to show that G will also be finitely generated, residually finite, but not conjugacy separable.
Our approach is different and is based on the following observation. Let Aut f n (G) denote the group of automorphisms of G that stabilize every normal subgroup of finite index (setwise). Then Aut(G)/Aut f n (G) is residually finite for every finitely generated group G. The following result plays the crucial role in the proof of Theorem 1.5. It also seems to be of independent interest. Its proof essentially uses the fact that free products are hyperbolic relative to their free factors, which allows us to employ the techniques developed in the proof of Theorem 1.1. 
Preliminaries
Notation. Given a group G generated by a subset S ⊆ G, we denote by Γ(G, S) the Cayley graph of G with respect to S and by |g| S the word length of an element g ∈ G.
If p is a (combinatorial) path in Γ(G, S), Lab(p) denotes its label, L(p) denotes its length, p − and p + denote its starting and ending vertex. The notation p −1 will be used for the path in Γ(G, S) obtained by traversing p backwards. By saying that o = p 1 . . . p k is a cycle in Γ(G, S) we will mean that o is obtained as a consecutive concatenation of paths
For a word W written in the alphabet S, W will denote its length. For two words U and V we shall write U ≡ V to denote the letter-by-letter equality between them. The normal closure of a subset K ⊆ G in a group G (i.e., the minimal normal subgroup of G containing K) is denoted by K G , or simply by K if omitting G does not lead to a confusion. For any group elements g and t, g
Finally for two subsets A, B of G, their product is the subset AB = {ab | a ∈ A, b ∈ B}.
Relatively hyperbolic groups. In this paper we use the notion of relative hyperbolicity which is sometimes called strong relative hyperbolicity and goes back to Gromov [16] . There are many equivalent definitions of (strongly) relatively hyperbolic groups [7, 11, 14, 33] . We recall the isoperimetric characterization suggested in [33] , which is most suitable for our purposes. That relative hyperbolicity in the sense of [7, 14, 16] implies relative hyperbolicity in the sense of Definition 2.1 stated below is essentially due to Rebbechi [35] . (Indeed it was proved in [35] under the additional technical condition that the groups under consideration are finitely presented.) In the full generality this implication and the converse one were proved in [33] .
Let G be a group, {H λ } λ∈Λ -a collection of proper subgroups of G, X -a subset of G. We say that X is a relative generating set of G with respect to {H λ } λ∈Λ if G is generated by X together with the union of all H λ . (In what follows we always assume X to be symmetric.) In this situation the group G can be regarded as a quotient group of the free product
where F (X) is the free group with the basis X. If the kernel of the natural homomorphism F → G is the normal closure of a subset R in the group F , we say that G has relative presentation
If |X| < ∞ and |R| < ∞, the relative presentation (2) is said to be finite and the group G is said to be finitely presented relative to the collection of subgroups {H λ } λ∈Λ .
Given a word W in the alphabet X ∪ H such that W represents 1 in G, there exists an expression
with the equality in the group F , where R i ∈ R and f i ∈ F for i = 1, . . . , k. The smallest possible number k in a representation of the form (4) is called the relative area of W and is denoted by Area rel (W ).
Definition 2.1 ([33])
. A group G is hyperbolic relative to a collection of proper subgroups {H λ } λ∈Λ if G is finitely presented relative to {H λ } λ∈Λ and there is a constant C > 0 such that for any word W in X ∪ H representing the identity in G, we have
The constant C in (5) is called an isoperimetric constant of the relative presentation (2) and {H λ } λ∈Λ is called the collection of peripheral (or parabolic) subgroups of G.
In particular, G is an ordinary (Gromov) hyperbolic group if G is hyperbolic relative to the trivial subgroup. Later on by saying that a group G is relatively hyperbolic, we will mean that there exists a collection of proper subgroups
This definition is independent of the choice of the finite generating set X and the finite set R in (2) (see [33] (1) For every λ, µ ∈ Λ, λ = µ, and every g ∈ G, we have
Components. Let G be a group hyperbolic relative to a family of proper subgroups {H λ } λ∈Λ . We recall some auxiliary terminology introduced in [33] , which plays an important role in our paper. Definition 2.3. Let q be a path in the Cayley graph Γ(G, X ∪ H). A (non-trivial) subpath p of q is called an H λ -component (or simply a component), if the label of p is a word in the alphabet H λ \ {1} and p is not contained in a longer subpath of q with this property. Two H λ -components p 1 , p 2 of a path q in Γ(G, X ∪ H) are called connected if there exists a path c in Γ(G, X ∪ H) that connects some vertex of p 1 to some vertex of p 2 , and Lab(c) is a word consisting of letters from H λ \ {1}. In algebraic terms this means that all vertices of p 1 and p 2 belong to the same coset gH λ for a certain g ∈ G. Note that we can always assume that c has length at most 1, as every non-trivial element of H λ \ {1} is included in the set of generators.
Loxodromic elements and elementary subgroups. Recall that an element g ∈ G is called parabolic if it is conjugate to an element of one of the subgroups H λ , λ ∈ Λ. An element is said to be loxodromic if it is not parabolic and has infinite order. If H is a subgroup of G, by H 0 ⊂ H we will denote the set of all elements of H that are loxodromic in G.
Recall also that a group is elementary if it contains a cyclic subgroup of finite index. The next result was obtained in [31] . The first part of the lemma is well known in the context of convergence groups [43] . In particular, it follows from [43] and [44] in case G is finitely generated. (The latter assumption is only essential for [44] .) Lemma 2.4. Suppose a group G is hyperbolic relative to a collection of subgroups {H λ } λ∈Λ . Let g be a loxodromic element of G. Then the following conditions hold.
(a) There is a unique maximal elementary subgroup
For finitely generated relatively hyperbolic groups, a lemma similar to Lemma 2.4 (c) was also stated in [10] . Namely it was claimed that if G is a (finitely generated) relatively hyperbolic group and Z is an infinite cyclic subgroup of G such that Z coincides with its normalizer, then Z can be joined to the collection of peripheral subgroups of G [10, Lemma 4.4] . We note that this is wrong even in case G is an ordinary hyperbolic group.
The simplest counterexample is given by the group
and the subgroup Z = z . Obviously G splits as 1 → C → G → Z → 1, where C = c ∼ = Z/3Z. In particular G is hyperbolic (or, equivalently, hyperbolic relative to the trivial subgroup). It is straightforward to check that Z coincides with its own normalizer in G. Indeed every element g ∈ G has the form z k c m , where k ∈ Z and m ∈ {0, 1, 2}. If m = 1, we have
On the other hand, G is not hyperbolic relative to Z. Indeed c −1 z 2 c = z 2 and hence Z ∩ c −1 Zc is infinite. This contradicts part (b) of Lemma 2.2. Similarly for every (finitely generated) group H, the free product G * H is hyperbolic relative to H, and the subgroup Z provides a counterexample. Note that E G (z) = E G * H (z) = G, so applying Lemma 2.4 (c) yields the correct result.
Finite normal subgroups. The following result was proved in [3, Lemma 3.3] .
Lemma 2.5. Let H be a non-elementary subgroup of a relatively hyperbolic group
maximal finite subgroup of G normalized by H.
Corollary 2.6. Let G be a relatively hyperbolic group. Then G possesses a unique maximal finite normal subgroup E(G).
Proof. If G is finite then the statement is trivial. If G contains an infinite normal cyclic subgroup C of finite index, then denote by K the union of all finite normal subgroups of G. It is easy to see that K is a torsion normal subgroup of G (because a product of two finite normal subgroups is itself a finite normal subgroup). Since K ∩ C = {1}, K injects into the finite quotient G/C, hence K is finite.
Finally, if G is non-elementary, then G 0 = ∅ by [31, Cor. 4.5] (if G is finitely generated, this also follows from [43] and [44] ). It remains to apply Lemma 2.5 to the case G = H.
Special elements in relatively hyperbolic groups
Let G be a relatively hyperbolic group and let H be a non-elementary subgroup of G containing at least one loxodromic element.
The set of all H-special elements will be denoted by
Note that, by definition, any g ∈ S G (H) belongs to the centralizer C H (E G (H)). The result below was obtained in [3, Lemma 3.8] .
Lemma 3.2. If G is a relatively hyperbolic group and H ≤ G is a non-elementary subgroup such that
Special elements play a significant role in our approach to study automorphisms of relatively hyperbolic groups. They represent a useful tool that helps to deal with the technical problems which may arise when the group under consideration contains torsion. The main goal of this section is to prove the following important statement: Proposition 3.3. Suppose that G is a relatively hyperbolic group and H ≤ G is a non-elementary subgroup with
is generated by the set S G (H). In particular, S G (H) has finite index in H.
Observe that the statement after 'in particular' follows from the fact that the centralizer of a finite subgroup of G, normalized by H, necessarily has finite index in H.
We begin with some auxiliary results. Let G be a group hyperbolic relative to a family of proper subgroups Lemma 3.4. Let G be a group hyperbolic relative to a collection of subgroups {H λ } λ∈Λ . For any λ ∈ Λ and a ∈ G \ H λ , there exists a finite subset
Suppose that Ξ is a finite subset of G. Define W(Ξ) to be the set of all words W over the alphabet X ∪ H that have the following form:
where l ∈ Z, l ≥ −2 (if l = −2 then W is the empty word; if l = −1 then W ≡ x 0 ), h i and x i are considered as single letters and 1) x i ∈ X ∪ {1}, i = 0, . . . , l + 1, and for each i = 0, . . . , l, there exists
The statement below was proved in [27, Lemmas 6.3, 6.5].
Lemma 3.5. There is a finite subset Ξ of G such that the following holds. Suppose
(a) If l is the number of components of q, then at least (l − 6C) of components of q are connected to components of q ′ ; and two distinct components of q cannot be connected to the same component of q
Proposition 3.3 is an easy consequence of Lemma 3.6 below. In the case when G is an ordinary word hyperbolic group it was proved in [28, Lemma 4.3] .
Proof. By part (3) of Lemma 2.4, G is hyperbolic relative to the collection of sub-
After adding x and x −1 to the finite relative generating set of G, if necessary, we can assume that x ±1 ∈ X. Let F and Ξ be the finite subsets of G given by Lemmas 3.4 and 3.5 respectively. Since g has infinite order, there exists N 1 ∈ N such that g n / ∈ F ∪ Ξ for any n ∈ Z with |n| ≥ N 1 .
Choose an arbitrary n ∈ Z such that |n| ≥ N 1 . By Lemma 3.4, the element
. By part (2) of Lemma 2.4, there are m ∈ N and ǫ ∈ {−1, 1} such that
Let V be the letter from H ′ representing g n in G, let W be the letter from X representing x, and let U be the shortest word over the alphabet X ∪ H ′ representing y. Set C = U and d = 1. Now we apply Lemma 3.5.(b) to find the constant L = L(C, d) from its claim. Evidently we can assume that the number m from equation (6) is larger than L.
By construction, the cycle o satisfies the assumptions of Lemma 3.5.(b), hence some components p of q and p ′ of q ′−1 must be connected in Γ(G, X ∪ H ′ ). That is, there is a path s with
Let q 1 be the subpath of q starting at r + = q − and ending at p + = s − ; let q 
in the case when ǫ = −1 we get the following equality in G:
Similarly, in the case when ǫ = 1, we get
Observe that by Lemma 2.4, the group G is hyperbolic relatively to
Proof of Proposition 3.3. By Lemma 3.2 we can find an element g ∈ S G (H). Note that for any
, the element gx is also H-special. Since
Technical lemmas
Our main goal here is to prove several auxiliary lemmas, which will be used in the next section to give an algebraic description of automorphisms preserving commensurability classes of elements in relatively hyperbolic groups. We begin with a definition.
Definition 4.1. Let G be a group. Two elements x, y ∈ G, are said to be commensurable if there are z ∈ G, m, n ∈ Z \ {0} such that y n = zx m z −1 in G. If the elements x and y are commensurable in G, we will write x G ≈ y; otherwise, we will write x G ≈ y.
Remark 4.2. Obviously any two elements of finite order are commensurable. Further, if g and h are commensurable elements of a relatively hyperbolic group G and g is loxodromic, then h is loxodromic too. Indeed, evidently h has infinite order. Suppose that h is parabolic. Since g
Throughout the rest of this section, G will denote a group hyperbolic relative to a collection of peripheral subgroups {H λ } λ∈Λ , and H ≤ G will denote a non-elementary subgroup with H 0 = ∅.
Lemma 4.3. Let g ∈ G be a loxodromic element and x ∈ G \ E G (g). For any finite subset Y of G there is N 2 ∈ N such that g n x is loxodromic and is not commensurable with any y ∈ Y whenever |n| ≥ N 2 .
Proof. In view of Lemma 2.4.(3), we can assume that E G (g) belongs to the family of peripheral subgroups {H λ } λ∈Λ of G and each infinite order element y ∈ Y is parabolic. Now we can apply Lemma 3.4, to find N 2 ∈ N such that for any n ∈ Z with |n| ≥ N 2 , the element xg n is loxodromic. Therefore, so is h = g n x = x −1 (xg n )x. Suppose that h is commensurable with some y ∈ Y . Then y must also be loxodromic (by Remark 4.2), which contradicts our assumption above.
Lemma 4.4. Let {g 1 , . . . , g l }, l ≥ 2, be a finite set of pairwise non-commensurable loxodromic elements in a relatively hyperbolic group G. For any finite subset F ⊂ G there exists N 3 ∈ N such that for any permutation σ of {1, 2, . . . , l} and arbitrary elements h i ∈ E G (g σ(i) ), i = 1, 2, . . . , l, of infinite order, the following hold.
ζ is conjugate to (h
Proof. By Lemma 2.4 and because g i G ≈ g j when i = j, G is hyperbolic relative to the extended collection of subgroups
. Also, the finite relative generating set X can be replaced by the bigger finite set
Let Ξ be the finite subset of G given by Lemma 3.5.
Take any i ∈ {1, . . . , l}. By part (1) of Lemma 2.4, we have |E G (g i ) : g i | < ∞, hence any infinite order element h ∈ E G (g i ) belongs to the elementary subgroup
Clearly, the center of E + G (G i ) has finite index in it, hence all finite order elements of E
is infinite cyclic (because it is virtually cyclic and torsion-free), therefore there exists K i ∈ N such that for every non-trivial element y ∈ α(E + G (g i )), one has y n / ∈ S i whenever |n| ≥ K i , where
Choose any elements f i ∈ F and integers m i with |m i | ≥ N 3 , i = 1, . . . , l. Let V i and W i be the letters from H ′ and from X ′ representing the elements g
and f i , i = 1, . . . , l, respectively.
Proving claim (i) by contradiction, suppose that the element g is not loxodromic. 
Lt , and r, r ′ and q ′ are trivial paths consisting of single vertex q − = q + = 1. Since L(q) ≥ Lt ≥ L, it follows from Lemma 3.5.(b) that some component of q must be connected to a component of q ′−1 . But q ′−1 has no components at all. A contradiction.
Therefore g must have infinite order and must be parabolic, i.e., g = aha −1 for some h ∈ H ′ and a ∈ G.
To establish claim (ii), assume that b (g
. . , l. Then for every κ ∈ N we have
Let V i and W i be as before. Choose a letter U i from H ′ corresponding to h n i i , i = 1, . . . , l, and a shortest word B over In the Cayley graph Γ(G, X ′ ∪ H ′ ) equation (7) gives rise to a cycle o = rqr
By construction, the paths q and q ′ have exactly κζl and κηl components respectively. Suppose that ζ > η. By Lemma 3.5.(a), at least κζl − 6C > κl(ζ − 1) ≥ κlη components of q must be connected to components of q ′ , hence two distinct components of q will have to be connected to the same component of q ′ , contradicting Lemma 3.5.(a). Hence ζ ≤ η. A symmetric argument shows that η ≤ ζ. Consequently ζ = η.
Since L(q) = κζl ≥ L, we can apply Lemma 3.5.(b) to find 2l consecutive components of q that are connected to 2l consecutive components of q ′−1 . Therefore there are consecutive components p 1 , . . . , p l+1 of q and p
From the form of Lab(q ′−1 ) it follows that there is k ∈ {0, 1, . . . , l − 1} such that Lab(p ′ j ) ≡ U j+k for j = 1, . . . , l + 1 (indices at U are taken modulo l). Thus U j+k = h n j+k j+k ∈ E G (g j ).
On the other hand, h n j+k j+k ∈ E G (g σ(j+k) ) has infinite order. Hence the intersection E G (g j ) ∩ E G (g σ(j+k) ) must be infinite, which yields (by Lemma 2.2) that σ(j + k) = j for all j. Therefore σ is a cyclic shift (by l − k) of {1, . . . , l}.
The subpath
As we showed, the vertex (p i ) + = (p i+1 ) − is connected to (w i ) − by a path s i with Lab(s i ) ∈ E G (g i ), and to (w i ) + by a path t i with Lab(t i ) ∈ E G (g i+1 ), i = 1, . . . , l (here we use the convention that g l+1 = g 1 ). Considering the cycle t −1 i s i w i we achieve the desired inclusion:
This concludes the proof.
Lemma 4.5. Suppose that ϕ : H → G is a homomorphism such that ϕ(h)
G ≈ h for all h ∈ H 0 . Then for any g 1 , g 2 , g 3 ∈ H 0 , satisfying g i G ≈ g j for i = j, there exists N 4 ∈ N such that for arbitrary n 1 , n 2 , n 3 ∈ Z, with |n i | ≥ N 4 , i = 1, 2, 3, and for g = g
3 , one has g ∈ H 0 and (ϕ(g)) ζ = eg ζ e −1 , for some e ∈ G and ζ ∈ N.
Proof. According to the assumptions, there exist x i ∈ G and ζ i , η i ∈ Z \ {0} such that (ϕ(g i ))
by part (2) of Lemma 2.4) and h i has infinite order, i = 1, 2, 3. 3 ∈ H 0 . Hence there are ζ, η ∈ Z \ {0} and e ∈ G such that eg ζ e −1 = (ϕ(g)) η . Since ϕ is a homomorphism, we get
Without loss of generality we can assume that ζ > 0. Suppose that η < 0. Then (g
−η in G and −η > 0. Applying part (ii) of Lemma 4.4 to this situation, we get a contradiction with the fact that the transposition (1, 3) is not a cyclic shift of {1, 2, 3}. Therefore, η > 0 and we can apply part (ii) of Lemma 4.4 to (8), achieving the required equality ζ = η. Lemma 4.6. Let a, b ∈ G be non-commensurable loxodromic elements and let y, z ∈ G. There exists N 5 ∈ N such that the following holds. Suppose that a
Proof. Choose N 5 ∈ N to be the number N 3 arising after an application of Lemma 4.4 to {a, b} and F = {y, z}. Choose any k, l, k ′ , l ′ ∈ Z satisfying |k|, |l|, |k
Assume that there is e ∈ G, ζ ∈ N and η ∈ Z \ {0} for which e a k b l ζ e −1 = a k ′ yb l ′ z η . If η > 0 then the statement immediately follows from part (ii) of Lemma 4.4. So, suppose that η < 0. Then −η > 0 and b
Lemma 4.7. Assume that g ∈ S G (H) and ψ : H → G is a homomorphism satisfying ψ(g n ) = g n z for some n ∈ N and z ∈ E G (H). Then there is f ∈ E G (H) such that ψ(g) = gf .
Proof. After replacing n with n ′ = n|E G (H)|, we can further assume that z = 1, Proof. If α(g) ∈ H 0 , there is nothing to prove. Thus, we can assume that α(g) is parabolic in G, i.e., there exists a peripheral subgroup H λ and elements t ∈ G, h ∈ H λ such that α(g) = h t . Denote
∩H λ is infinite, which implies, by Lemma 2.2, that tgt −1 ∈ H λ , contradicting the loxodromicity of g.
Therefore x / ∈ E G (g). Since both g and α(g) have infinite order and y = tgt −1 ∈ G \ H λ , we can apply Lemmas 4.3 and 3.4 to find N ∈ N such that for any integer n ≥ N, the elements g n x and h n y are loxodromic in G. Note that α(g n x) = (h n y) t .
Suppose, first, that
By Lemma 2.4, G is hyperbolic relative to {H λ } λ∈Λ ∪ {E G (g)}. Without loss of generality, we can also assume that x and y belong to the finite relative generating set X of G. Let Ξ ⊂ G be the finite set from Lemma 3.5. Evidently there is an integer n ≥ N such that g n , h n / ∈ Ξ. Our assumption (9) implies that there is b ∈ G,
, and let W, Y ∈ X, U ∈ E G (g), V ∈ H λ be the letters corresponding to x, y, g n , h n respectively. Set d = 1, C = B and let L = L(C, d) be the constant provided by part (b) of Lemma 3.5. Without loss of generality we can assume that |k|, |l| ≥ L.
Consider a cycle
It is easy to see that o satisfies all the conditions of Lemma 3.5, hence some component of q must be connected to a component of q ′−1 in Γ(G, X ∪ H ′ ). However, according to the construction, q has only E G (g)-components, and q ′−1 has only H λ -components. Thus the assumption (9) yields a contradiction. Hence, there exists n ≥ N such that for the element a = g n x we have a ∈ H 0 , α(a) ∈ H 0 and a G ≈ α(a).
Commensurating automorphisms of relatively hyperbolic groups
The purpose of this section is to study automorphisms of relatively hyperbolic groups preserving commensurability classes.
Recall that N G (H) denotes the normalizer of a subgroup H in a group G. Further, let H be a non-elementary subgroup of a relatively hyperbolic group G such that H 0 = ∅. We denote by H the product HE G (H). This is clearly a subgroup of G.
Theorem 5.1. Let G be a relatively hyperbolic group, let H ≤ G be a non-elementary subgroup and let ϕ ∈ Aut(H). Suppose that H 0 = ∅ and ϕ(h) G ≈ h for every h ∈ H 0 . Then there is a set map ε : H → E G (H), whose restriction to C H (E G (H)) is a homomorphism, and an element w ∈ N G ( H) such that for every h ∈ H, ϕ(h) = w (hε(h)) w −1 .
Below is them main technical lemma of this section. It demonstrates how to construct the element w and the restriction of the map ε to C H (E G (H)) from the statement of Theorem 5.1.
Lemma 5.2. Suppose that G is a relatively hyperbolic group, H ≤ G is a nonelementary subgroup and ϕ ∈ Aut(H). Assume that H 0 = ∅ and ϕ(h)
Proof. By Lemma 3.2, H contains an H-special element g 1 . Since H is non-elementary and C H (E G (H)) has finite index in it, C H (E G (H)) is also non-elementary. The subgroup E G (g 1 ) is elementary (by part (1) of Lemma 2.4), thus there is an element y ∈ C H (E G (H)) \ E G (g 1 ). By Lemma 4.3, there is k 2 ∈ N such that
Using the same lemma again we can find k 3 ∈ N such that g 3 = g
Choose N 4 ∈ N according to an application of Lemma 4.5 to ϕ, g 1 , g 2 , g 3 , and let n 3 = N 4 . By Lemma 4.3, there is n 2 ≥ N 4 such that g
, and by Lemma 3.6 there is N 1 ∈ N such that the element g are not commensurable with each other in G. In view of Lemma 4.5 one can conclude that the elements a, b ∈ C H (E G (H)) are Hspecial and there exist u, v ∈ G, µ, ν ∈ N such that ϕ(a
Let χ : H → G be the monomorphism, defined by χ(h) = u −1 ϕ(h)u for all h ∈ H.
Consequently, by Lemma 4.6, u
. Denote w = ua s ∈ G and let ψ : H → G be the monomorphism defined by the formula ψ(h) = w
Choose any element g ∈ S G (H). We will show that there is f ∈ E G (H) such that
Hence ψ(g n ) = g n and by Lemma 4.7, ψ(g) = gf for some f ∈ E G (H).
Suppose, now, that g / ∈ E G (a). Since g ∈ C H (E G (H)) and a is H-special, we can use Lemmas 3.6 and 4.3 to find l ∈ N such that the element d = a lµ g is Hspecial and is not commensurable with a and b in G. Arguing as in the beginning of the proof (using Lemmas 3.6, 4.3 and 4.5) we can find m 1 , m 2 , m 3 ∈ N such that
By part (i) of Lemma 4.4, a kµ c kζ ∈ H 0 for every sufficiently large k ∈ N. Hence
≈ a kµ c kζ whenever k is sufficiently large. Applying Lemma 4.6 we see that e ∈ E G (a)E G (c). As before, this implies that
Similarly, there is q ∈ Z such that ψ(c
Suppose that p = 0 and q = 0. Then the element a −p b q must have infinite order (otherwise we would have a
. This implies that (a −p b q ) α = c β for some α ∈ Z \ {0} and β ∈ N. Recalling (10), we can apply Lemma 4.7 to find f 1 , f 2 ∈ E G (H) such that
which contradicts to a G ≈ c.
Therefore either p = 0 or q = 0, thus ψ(c ζ ) = c ζ . By Lemma 4.7, there is f 5 ∈ E G (H) such that ψ(c)
lµ g, in view of (10) we achieve ψ(g) = gf 6 , as needed.
To finish the proof, we observe that by Proposition 3.3,
Since ψ is a homomorphism, the mapε : C H (E G (H)) → E G (H) will be a homomorphism too. By construction, we have ϕ(x) = wψ(x)w −1 = wxε(x)w −1 .
Now we are ready to prove the main result of this section.
Proof of Theorem 5.1. Let w ∈ G andε : C H (E G (H)) → E G (H) be as in the claim of Lemma 5.2. Let ψ : H → G be the monomorphism that is defined according to the formula
for each h ∈ H, one immediately sees that ε : H → E G (H) is a map with the required properties. Obviously, the restriction of ε to C H (E G (H)) coincides withε.
It remains to prove that w ∈ N G ( H). We will first show that w ∈ N G (E G (H)). Consider any element f ∈ E G (H). Since ϕ is an automorphism of H, for any
Hence, wf w −1 ∈ E G (g) for every g ∈ H 0 ; consequently wf w −1 ∈ E G (H). The latter implies that wE G (H)w −1 ⊆ E G (H) and since E G (H) is finite, we conclude that w ∈ N G (E G (H)). Now, for any h ∈ H we have
We are now in a position to prove Corollary 1.4 mentioned in the Introduction. We establish it in a more general form: Corollary 5.3. Let G be a non-elementary relatively hyperbolic group and ϕ ∈ Aut(G). The following conditions are equivalent:
(a) ϕ is commensurating;
(c) there is a set map ε : G → E(G), whose restriction to C(G) is a homomorphism, and an element w ∈ G such that for every g ∈ G, ϕ(g) = w (gε(g)) w −1 .
Proof. (a) implies (b) by definition, and (b) implies (c) by Theorem 5.1. It remains to show that (c) implies (a). Indeed, let g be an arbitrary element of G, and let the automorphism ϕ satisfy (c). If g is of finite order, then so is ϕ(g), and in this case evidently ϕ(g) G ≈ g. Thus, we can suppose that g has infinite order in G. By our assumptions, ϕ(g) = w(gε(g))w −1 for some w ∈ G and ε(g) ∈ E(G). Since E(G) is finite and normal in G, g has finite index in the subgroup g E(G). Hence there exists a non-zero integer k such that (gε(g)) k = g l for some l ∈ Z. And since the order of gε(g) = w −1 ϕ(g)w is infinite, we can conclude that l = 0. Therefore ϕ(g) = wgε(g)w −1 is commensurable with g in G. Thus ϕ in commensurating.
Recall that a result of Metaftsis and Sykiotis [26, Lemma 2.2 ′ ] states that for any relatively hyperbolic group G, one has |Aut c (G) : Inn(G)| < ∞, where
is the group of all pointwise inner automorphisms of G. Theorem 5.1 allows one to generalize their result to all non-elementary subgroups:
Corollary 5.4. Suppose that H is a non-elementary subgroup of a relatively hyperbolic group G, with
Proof. By Theorem 5.1, for any automorphism ϕ ∈ Aut c (H), there exist w ∈ G and a map ε : H → E G (H) such that ϕ(h) = whε(h)w −1 for each h ∈ H. Take any element h ∈ S G (H). Then h commutes with ε(h) ∈ E G (H), and, consequently,
Now, since ϕ is a pointwise inner automorphism of H, there is x ∈ H such that ϕ(h) = xhx −1 . Hence xh n x −1 = wh n w −1 , i.e., w −1 x ∈ E G (h) = h × E G (H). Thus w = f z for some f ∈ H and z ∈ E G (H), and w −1 x ∈ C G (h) because h is H-special. Consequently, we have h = w −1 xh (w −1 x) −1 = hε(h), which implies that ε(h) = 1. Since the latter holds for any h ∈ S G (H), it follows from Proposition 3.3 that ε(C H ) = {1}, where
For any g ∈ H there are a ∈ C H and i ∈ {1, . . . , l} such that g = ah i . One has
hence ε(g) = ε(ah i ) = ε(h i ), i.e., the map ε is uniquely determined by the images of h 1 , . . . , h l . Thus, ϕ(g) = f z(gε(h i ))z −1 f −1 , implying that the automorphism ϕ ∈ Aut c (H), up to composition with an inner automorphism of H, is completely determined by the finite collection of elements z, ε(h 1 ), . . . , ε(h l ) ∈ E G (H), and since E G (H) is finite, we can conclude that |Aut c (H) : Inn(H)| < ∞. Now, if E G (H) = {1} we obtain w = f ∈ H and ϕ(g) = wgw −1 for all g ∈ H, that is ϕ ∈ Inn(H).
Group-theoretic Dehn surgery and normal automorphisms
In the context of relatively hyperbolic groups, the algebraic analogue of Dehn filling is defined as follows. Suppose that {H λ } λ∈Λ is a collection of (peripheral) subgroups of a group G. To each collection N = {N λ } λ∈Λ , where N λ is a normal subgroup of H λ , we associate the quotient-group
Definition 6.1. Let G and {H λ } λ∈Λ be as described above. We say that some assertion holds for most peripheral fillings of G, if there exists a finite subset F of non-trivial elements of G such that the assertion holds for G(N) for any collection
The theorem below was proved in [32] . In the particular case when G is torsion-free, this theorem was independently proved in [18, 19] . Theorem 6.2. Suppose that a group G is hyperbolic relative to a collection of subgroups {H λ } λ∈Λ . Then for most peripheral fillings of G, the following holds.
2) The quotient-group G(N) is hyperbolic relative to the collection {H λ /N λ } λ∈Λ .
The following statement plays a key role in our paper. Lemma 6.3. Let G be a relatively hyperbolic group, H -a subgroup of G and α ∈ Aut(H). Suppose that there exists a loxodromic element g ∈ H such that α(g) is not conjugate to an element of E G (g) in G. Then α does not preserve some normal subgroup of H.
Proof. Suppose that G is hyperbolic relatively to {H λ } λ∈Λ . There are two cases to consider. b) If H does not normalize any non-trivial finite subgroup of G, and H = N G (H), then Out n (H) = {1}.
Proof. The argument is similar to the one used to prove Corollary 5.4. Observe that by Lemma 2.5, E G (H) is a finite subgroup of G normalized by H. Therefore H acts on E G (H) by conjugation, and C H = C H (E G (H)) has a finite index in H as a kernel of this action.
Let h 1 , . . . , h l be elements of H such that H = l i=1 C H h i . By Theorem 6.4 we can argue as in the proof of Corollary 5.4 to conclude that every normal automorphism ϕ of H is uniquely determined by the images ε(h i ) of h i , i = 1, . . . , l, and by the conjugating element w ∈ N G ( H). As E G (H) is finite, for each i there are only finitely many possibilities for ε(h i ), and since |N G ( H) : H| < ∞, we can deduce that |Aut n (H) : Inn(H)| < ∞. Proof. If G is finite the claim is trivial, so assume that G is infinite. Recall that every elementary group is ether finite-by-cyclic or finite-by-(infinite dihedral) (see, for example, [15, Lemma 2.5]). More precisely, as G is infinite, the quotient G/E(G) (where E(G) is the maximal finite normal subgroup of G given by Corollary 2.6) is either infinite cyclic or infinite dihedral. In both cases we have (12) |Aut(G/E(G)) : Inn(G/E(G))| = 2.
Every automorphism α ∈ Aut(G) induces an automorphismᾱ ∈ Aut(G/E(G)). This gives rise to a homomorphism ξ : Aut(G) → Aut(G/E(G)). If α ∈ ker(ξ), then for every x ∈ G there is h = h(x) ∈ E(G) such that α(x) = xh. By our assumptions, G is generated by a finite set of elements {x i | i = 1, . . . , n} and the automorphism α is uniquely determined by the images α(x i ), i = 1, . . . , n. Since |E(G)| < ∞, for each i there are only finitely many possibilities for h(x i ). Therefore the kernel of ξ is finite. Evidently ξ(Inn(G)) = Inn(G/E(G)), and by (12) we get
Proof of Theorem 1.1. Let us apply Theorem 6.4 to the case Proof of Corollary 1.2. First, suppose that G is elementary. In this case the first part of the corollary follows from Lemma 6.6. To derive the second claim of the corollary, we observe that since G is non-cyclic and does not have non-trivial finite normal subgroups, it must be infinite dihedral (this follows from the structure of an elementary group -see the proof of Lemma 6.6). Hence G ∼ = Z/2Z * Z/2Z and, by Neshchadim's theorem [29] , Out n (G) = {1}.
Thus we may assume that G is non-elementary. In this case the corollary follows from Theorem 1.1 in the same way as Corollary 6.5 from Theorem 6.4. Alternatively it follows immediately from Corollary 6.5 applied to the case when G = H.
Free products and groups with infinitely many ends
In order to prove Theorem 1.6 we need two more statements below.
Lemma 7.1. Assume that G is a relatively hyperbolic group and g, h are two noncommensurable loxodromic elements. Then g and h are non-commensurable and loxodromic in most peripheral fillings of G.
Proof. Suppose that G is hyperbolic relative to a collection of subgroups {H λ } λ∈Λ . Applying Lemma 2.4 twice we obtain that G is hyperbolic relative to the new collection {H λ } λ∈Λ ∪{E 1 , E 2 }, where 
Consider any collection of subgroups N λ ⊳ H λ such that N λ ∩ F = ∅, λ ∈ Λ. By Theorem 6.2, the filling of G with respect to the collection of normal subgroups N, consisting of N λ ⊳ H λ for λ ∈ Λ and the trivial subgroups of E 1 , E 2 , is hyperbolic relative to {H λ /N λ } λ∈Λ ∪ {E 1 , E 2 } as well as relative to {H λ /N λ } λ∈Λ . (We keep the same notation for the isomorphic images of E 1 , E 2 in G(N) and the elements g, h.)
In particular, E 1 ∩ E t 2 is finite for every t ∈ G(N). Clearly this implies that g and h are not commensurable in G. Similarly g and h are not conjugate to any elements of the subgroups H λ /N λ , λ ∈ Λ, of G(N). Thus g and h are loxodromic in G(N) with respect to the peripheral collection {H λ /N λ } λ∈Λ . As F is finite, g and h are non-commensurable and loxodromic in most peripheral fillings of G (with respect to the peripheral structure {H λ } λ∈Λ ).
The proof of Theorem 1.6 uses the following lemma, which is an immediate corollary of [45, Lemma 3] . (Recall that the Cartesian subgroup of a free product A * B is, by definition, the kernel of the natural epimorphism A * B → A × B.) Lemma 7.2. Let G = A * B, where A and B are finite groups. Let u, v be noncommensurable elements of the Cartesian subgroup C of G. Suppose that u = a k , v = b l for some positive integers k, l, where a, b are not proper powers. Assume also that a k (respectively, b l ) is the smallest non-zero power of a (respectively, b) that belongs to C. Then there exists a finite quotient-group Q of G such that the images of u and v have different orders in Q.
Proof of Theorem 1.6. Let G be a non-trivial free product, i.e., G = A * B, where both A and B are non-trivial. Then G is hyperbolic with respect to {A, B} (the finite sets X and R, from the definition of relative hyperbolicity in Section 2, can be taken to be empty; the isoperimetric constant C for the corresponding relative presentation of G will then be equal to zero). In what follows, we will fix this as a system of peripheral subgroups of G.
If |A| = |B| = 2, the proof is an easy exercise. It also follows from the main result of [29] , stating that every normal automorphism of a non-trivial free product is inner, and the observation that every non-trivial normal subgroup of the infinite dihedral group is of finite index.
Thus we may assume that G is non-elementary. Suppose that there exists an automorphism α ∈ Aut f n (G) \ Inn(G). Note that E(G) = {1} because G, as a non-trivial free product, cannot contain non-trivial finite normal subgroups. Since α is not an inner automorphism of G, it follows from Corollary 1.4 that α is not commensurating. Therefore, by Corollary 5.3 and Lemma 4.8 (applied to the case when H = G), there is a loxodromic element g ∈ G such that h = α(g) is also loxodromic and is not commensurable with g. Further, by Lemma 7.1 there exist finite index normal subgroups M ⊳ A and N ⊳ B such that the natural imagesḡ,h of g and h, respectively, are not commensurable in G = A/M * B/N. Without loss of generality we may assume that G is non-elementary.
Since G is a free product of two finite groups, it is residually finite. Therefore the kernel K of the natural homomorphism G → G is an intersection of finite index normal subgroups of G. As α ∈ Aut f n (G), α stabilizes K. Hence α induces an automorphismᾱ of G.
Letḡ = a
k , where k is a positive integer and a is not a proper power. Clearly b =ᾱ(a) is not a proper power as well and b k =h. Evidently b p =ᾱ(a p ) is not commensurable to a p for any non-zero integer p. Let C denote the Cartesian subgroup of G. Then |G : C| < ∞, and replacingḡ with another positive power of a, if necessary, we may assume that k > 0 andḡ = a k is the smallest non-zero power of a that belongs to C. Again, since |G : C| < ∞,ᾱ preserves C. In particular,h = b k is the smallest power of b that belongs to C. By Lemma 7.2 there exists a finite index normal subgroup K of G such that the images ofḡ andh have different orders in G/K. Thereforeᾱ does not induce an automorphism on G/K. Obviously this means that α does not preserve the full preimage of K in G, which contradicts our assumption that α ∈ Aut f n (G).
The following lemma is well known and is easy to prove (see, for example, [21, Lemma 5.4 
]).
Lemma 7.3. Suppose that G is a finitely generated group and N is a centerless normal subgroup of finite index in G. Then some finite index subgroup of Out(G) is isomorphic to a quotient of a subgroup of Out(N) by a finite normal subgroup. In particular, if Out(N) is residually finite, then Out(G) is residually finite.
The next observation is trivial.
Lemma 7.4. Suppose that a group G acts on a set M faithfully with finite orbits. Then G is residually finite.
Proof. Given g ∈ G, let s ∈ M be an element such that g(s) = s. Then the natural map from G to the symmetric group on the orbit of s provides us with a finite quotient of G, where the image of g is non-trivial.
Proof of Theorem 1.5. Since the outer automorphism group of any virtually cyclic group is finite (see Lemma 6.6), we can assume that G has infinitely many ends. By Stallings's Theorem ( [41, 42] ) there is a finite group S such that G splits as an amalgamated free product A * S B or an HNN-extension A * S , where (|A : S|−1)(|B : S| − 1) ≥ 2 in the first case and |A : S i | ≥ 2, i = 1, 2, in the second case (where S 1 and S 2 are the two associated isomorphic copies of S in A). Since G is residually finite and S is finite, there exists a finite index normal subgroup N ⊳ G such that N ∩ S = {1} if G = A * S B, or N ∩ S i = {1} for i = 1, 2, if G = A * S . Note that the quotient of the Bass-Serre tree for G modulo the action of N is finite and the edge stabilizers in N are trivial. The Bass-Serre structure theorem for groups acting on trees (see [39] ) yields a splitting of N into a non-trivial free product. In particular, N is centerless.
The group Aut(N) naturally acts on the set M of finite index normal subgroups of N and Aut 
