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Zusammenfassung: Hyperspektrale Bilder beinhalten
dank ihrer hohen spektralen Auflösung wertvolle Infor-
mationen. Sie können beispielsweise zur berührungslosen
Untersuchung von Lebensmitteln verwendet werden. Um
diese mit Hilfe konvolutionaler neuronaler Netze verar-
beiten zu können, werden jedoch große Lernstichproben
benötigt. Dies gilt insbesondere, wenn die Daten nicht
vorverarbeitet werden und deshalb eine hohe Dimension
besitzen. Allerdings existieren nur verhältnismäßig we-
nige hyperspektrale Datensätze. Um dieses Problem zu
umgehen, kann ein Vortraining mit einem Autoencoder
durchgeführt werden. Dieser komprimiert das Bild und
rekonstruiert es im Anschluss wieder. Der Autoencoder
wird trainiert, indem der Rekonstruktionsfehler minimiert
wird. Bei der Komprimierung entstehen so aussagekräf-
tige Merkmale. In diesem Beitrag wird am Beispiel von
Gewürzmischungen untersucht, ob einzelne Komponenten
in Mischungen detektiert werden können. Dabei wird mit
einem kleinen Datensatz ein neuronales Netz mit Hilfe
eines 3D-Faltungsautoencoders trainiert.
Schlüsselwörter: Autoencoder, Hyperspektralbild, neuro-
nale Netze, dreidimensionale Faltung.
Abstract: Hyperspectral images contain very useful infor-
mation because of their high spectral resolution, which
can be used for non-contact food testing. However, to
process them with convolutional neural networks, large
data sets are needed. This is especially true if the data is
not preprocessed and therefore of high dimension. How-
ever, relatively few hyperspectral data sets exist. To solve
this problem, the neural network can be pre-trained us-
ing an autoencoder, which compresses and reconstructs
the image. By minimizing the reconstruction error, use-
ful features can be learned to solve the original task. In
this work, spice mixtures are used to investigate whether
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individual components can be detected. In particular, a
neural network using a 3D convolutional autoencoder is
trained with a small data set.
Keywords: Autoencoder, hyperspectral image, neural net-
works, three-dimensional convolution.
1 Einleitung
Optische Messverfahren spielen bei der Untersuchung von
Lebensmitteln eine große Rolle, da sie berührungslos und
nicht-destruktiv sind. Einsatzgebiete sind beispielsweise
die Detektion unerwünschter Stoffe in Lebensmitteln und
die Bestimmung der Mengenanteile ihrer Komponenten.
In vielen Fällen genügen die drei Farbkanäle (Rot, Grün,
Blau), die im menschlichen Auge und bei Farbkameras
verwendet werden, nicht, um diese Aufgaben zu lösen.
An dieser Stelle kommen hyperspektrale Aufnahmen mit
bis zu mehreren hundert schmalbandigen Wellenlängen-
kanälen zum Einsatz [5]. Hieraus können mit geeigneten
Methoden Rückschlüsse auf die Materialeigenschaften ge-
zogen werden [1, 8–10].
Künstliche neuronale Netze konnten in den vergange-
nen Jahren große Erfolge erzielen. Dazu gehört die Klassi-
fikation von Bildern, zu der sich vor allem konvolutionale
neuronale Netze (KNN) eignen [11]. Auch für hyperspek-
trale Bilder werden bereits KNN verwendet. Dabei werden
jedoch hauptsächlich einzelne Pixelspektren betrachtet [6]
oder es findet, wie bei Farbbildern, nur eine Faltung in die
örtlichen Richtungen statt [13, 18]. Andere Ansätze versu-
chen, die örtliche und die spektrale Information getrennt
zu extrahieren und später miteinander zu verknüpfen [2, 3].
Hyperspektrale Bilder haben den Nachteil, dass nur
kleine Lernstichproben, die zum Training der neuronalen
Netze benötigt werden, existieren. Dieses Problem wird
dadurch verstärkt, dass aufgrund der hohen Anzahl an
Wellenlängenkanälen die Anzahl der zu lernenden Para-
meter groß ist. Da es sich beim Training eines künstlichen
neuronalen Netzes im Allgemeinen um ein nicht konve-
xes Optimierungsproblem handelt, hängt der Erfolg des
Trainingsvorgangs von den Startwerten der Parameter
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ab. Geeignete Startparameter können mit einem unüber-
wachten Vortraining gefunden werden [4]. Eine mögliche
Umsetzung des unüberwachten Trainings ist der Autoen-
coder. Für eine Klassifikation von Farbbildern mit drei
Farbkanälen wurden in [14] erfolgreich Autoencoder einge-
setzt. In [3] werden Autoencoder für hyperspektrale Bilder
im Bereich der Fernerkundung verwendet.
Im Rahmen dieses Beitrags soll der Einsatz eines KNN
zur Detektion von Stoffen in Lebensmitteln untersucht
werden. Dabei wird in den Faltungsschichten eine drei-
dimensionale Faltung durchgeführt, um die örtliche mit
der spektralen Information zu verknüpfen. In [12] wurden
bereits KNN mit einer dreidimensionalen Faltung für hy-
perspektrale Bilder zur Durchführung einer Klassifikation
angewendet. In diesem Beitrag liegt der Schwerpunkt auf
der Untersuchung eines Autoencoders in Verbindung mit
einem solchen Netz und dessen Auswirkungen auf das
Trainingsverhalten.
Der Beitrag gliedert sich wie folgt: In Abschnitt 2 wer-
den die Grundlagen zu hyperspektralen Bildern und neuro-
nalen Netzen vorgestellt. Anschließend wird in Abschnitt 3
die Architektur des verwendeten 3D-Faltungsautoencoders
präsentiert. Eine Auswertung der Ergebnisse erfolgt in
Abschnitt 4. Hierzu wird zunächst die Rekonstruktions-
fähigkeit des Autoencoders und im Anschluss daran die
Auswirkung des Vortrainings auf die Detektion untersucht.
Zuletzt wird in Abschnitt 5 eine kurze Zusammenfassung
gegeben, bevor mögliche zukünftige Forschungsgegenstän-
de aufgeführt werden.
2 Grundlagen
In diesem Abschnitt wird zunächst auf den Aufbau hy-
perspektraler Bilder und die verwendete dreidimensionale
Faltung eingegangen. Im Anschluss folgt eine kurze Ein-
führung in neuronale Netze als Basis für die KNN sowie
die Darstellung der allgemeinen Struktur eines darauf
basierenden Faltungsautoencoders.
2.1 Hyperspektrale Bilder
Hyperspektrale Bilder besitzen bis zu mehrere hundert
schmalbandige Wellenlängenkanäle. Die Wellenlängen rei-
chen, je nach Anwendung, vom ultravioletten Bereich
bis in den langwelligen Infrarotbereich des elektromagne-
tischen Spektrums. Hyperspektrale Bilder haben ihren
Ursprung in der Fernerkundung. Dank schneller Aufnah-
meverfahren und Datenverarbeitung kommen hyperspek-
trale Bilder immer häufiger in industriellen Anwendungen
zum Einsatz.
Mathematisch können hyperspektrale Bilder als drei-
dimensionale Datenwürfel betrachtet werden. Dabei gibt
es zwei örtliche Koordinaten und eine in Richtung der
Wellenlänge. Jedem Punkt dieses Würfels wird ein Wert
zugeordnet, der als Intensitätswert für das entsprechen-
de Band betrachtet werden kann. Die dreidimensionalen
Datenwürfel können mit einem 3D-Faltungskern gefaltet
werden. Dies geschieht analog zur eindimensionalen Fal-
tung für alle Dimensionen [12].
2.2 Neuronale Netze
Neuronale Netze bestehen aus Neuronen. Jedes Neuron
hat mehrere Eingänge und einen Ausgang. Die Eingänge
werden mit Kantengewichten multipliziert, anschließend
wird ein Schwellenwert addiert. Das Resultat wird zuletzt
durch eine nichtlineare Funktion modifiziert. Die Neuro-
nen sind in Schichten angeordnet, wobei jeder Ausgang
der vorherigen Schicht mit allen Neuronen der nachfol-
genden Schicht verbunden ist. Verbindungen innerhalb
einer Schicht sind in Feed-forward-Netzen, wie sie hier
verwendet werden, nicht vorgesehen. Eine ganze Schicht
lässt sich analog zu einem Neuron mathematisch durch
h = 𝜙(Wx + b) (1)
beschreiben. Dabei ist h ∈ R𝐾 der Ausgangsvektor und
x ∈ R𝐽 der Eingangsvektor der Schicht, W ∈ R𝐾×𝐽 sind
die Kantengewichte und b ∈ R𝐾 die Schwellenwerte. Die
nichtlineare Funktion 𝜙 wird elementweise angewandt.
Das neuronale Netz wird trainiert, indem mit Hilfe von
bekannten Ein- und Ausgangsgrößen die Parameter (W
und b aller Schichten) schrittweise durch Minimierung
einer Kostenfunktion angepasst werden. Mit Hilfe von
backpropagation können so die Änderungen der Parameter
berechnet werden [16].
2.3 Konvolutionale neuronale Netze
Bei KNN wird die Multiplikation in (1) durch eine Faltung
ersetzt, was mehrere Vorteile mit sich bringt. Da nicht alle
Neuronen miteinander verbunden sind, werden wesent-
lich weniger Parameter benötigt. Die Faltungskerne sind
an jeder Stelle der Daten gleich, was sowohl zu weniger
benötigten Parametern als auch zu einer Ortsinvarianz
bezüglich der Merkmale führt. Bei mehrdimensionalen
Daten wird ihre Anordnung relativ zueinander berücksich-
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tigt. Dadurch sind KNN für die Bearbeitung von Bildern
besonders geeignet.
Neben den Faltungsschichten besitzen KNN in den
meisten Fällen auch Pooling-Schichten. Diese fassen be-
nachbarte Werte in einem einzelnen Wert zusammen. Dazu
wird meist das Maximum oder der Mittelwert der Nach-
barschaft herangezogen. Mit Hilfe der Pooling-Schichten
kann erreicht werden, dass redundante Information ver-
worfen wird. Damit wird versucht, dem Overfitting – dem
zu starken Anpassen der Parameter an den verwendeten
Trainingsdatensatz – entgegenzuwirken. Außerdem wird
eine Ortsinvarianz innerhalb der Nachbarschaft erreicht.
2.4 Faltungsautoencoder
Autoencoder sind neuronale Netze, die unüberwacht trai-
niert werden. Dazu werden die Eingangsdaten in einem
Teil, dem Encoder, verarbeitet. Bei einem Faltungsauto-
encoder ist dies ein KNN. Der zweite Teil, der Decoder,
rekonstruiert die Eingangsdaten (siehe Abb. 1). Als Kos-
tenfunktion wird der Fehler zwischen Original und Re-
konstruktion verwendet [15]. Die Dimension der Daten
am Ausgang des Encoders ist meist geringer als die der
Eingangsdaten. Dadurch können im Encoder relevante
Merkmale erlernt werden. Nach erfolgreichem Training
wird der Decoder verworfen. Die extrahierten Merkma-























Abb. 1: Struktur eines Autoencoders.
Werden bei einem Faltungsautoencoder im Encoder
Pooling-Schichten verwendet, so wird auch eine inverse
Schicht, eine Unpooling-Schicht, im Decoder benötigt. Ei-
ne Möglichkeit ist die Erhöhung der Auflösung mit Nullen
und die Beibehaltung der Position des ursprünglichen Ma-
ximums [19]. Dadurch werden Fehler durch Verschiebung
vermieden. In Abb. 2 wird der Wert 7,8 beim Unpooling
an die Stelle gesetzt, an der beim Pooling das Maximum









Abb. 2: Beispiel für Unpooling mit Festhalten der Position.
3 Verwendete Netzstruktur
Das in diesem Beitrag verwendete neuronale Netz lässt
sich in zwei Teile gliedern. Zum einen in den konvolutiona-
len Teil, zum anderen in den Detektor. Der konvolutionale
Teil hat die Aufgabe, Merkmale zu extrahieren. Er wird
in einem Vortraining als Autoencoder realisiert. Der De-
tektor hat wiederum die Aufgabe, die einzelnen Stoffe zu
detektieren und wird für jeden Stoff, der getestet wird,
trainiert.
3.1 3D-Faltungsautoencoder
Das KNN besteht aus sechs Schichten. Eine Faltungs-
schicht lässt sich mit dem 4-Tupel (𝑤f , 𝑤x, 𝑤y, 𝑤𝜆) be-
schreiben. Dabei beschreibt 𝑤f die Anzahl der Merkmale,
mit denen der Ausgang der vorherigen Schicht gefaltet
wird, während 𝑤x, 𝑤y und 𝑤𝜆 die Größe der Faltungskerne
in der jeweiligen Dimension beischreiben.
Als Aktivierungsfunktion wird in diesem Beitrag die
Sigmoidfunktion 𝜎 : R → R verwendet mit:
𝜎(𝑥) = 11 + e−𝑥 . (2)
Die Pooling-Schicht lässt sich mit Hilfe des 3-Tupels
(𝑝x, 𝑝y, 𝑝𝜆) beschreiben. Dabei sind 𝑝x, 𝑝y, 𝑝𝜆 ∈ N+ die
Ausdehnung der zum Pooling herangezogenen Nachbar-
schaft in die jeweilige Richtung. In diesem Beitrag wird
Maximum-Pooling ohne Überlappung verwendet.
Die Entfaltung im Decoder wird, wie in [14], mit einer
Faltung realisiert. Allerdings werden im Gegensatz zu [14]
eigene Parameter für den Decoder verwendet. Entfaltungs-
schichten können mit dem gleichen 4-Tupel beschrieben
werden, mit dem auch die Faltung beschrieben wird. Das
Unpooling erfolgt nach Abb. 2. Es lässt sich mit einem
3-Tupel analog zu dem 3-Tupel für Pooling beschreiben.
Der schichtweise Aufbau des 3D-Faltungsautoencoders
ist in Abb. 3 zu sehen. Beim Training wird der mittle-
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Eingang
Faltung: (32, 3, 3, 9)
Pooling: (2, 2, 3)
Faltung: (64, 3, 3, 9)
Pooling: (2, 2, 3)
Faltung: (128, 3, 3, 3)
Pooling: (2, 2, 3) Unpooling: (2, 2, 3)
Entfaltung: (64, 3, 3, 3)
Unpooling: (2, 2, 3)
Entfaltung: (32, 3, 3, 9)
Unpooling: (2, 2, 3)
Entfaltung: (1, 3, 3, 9)
Ausgang
Abb. 3: Aufbau des verwendeten 3D-Faltungsautoencoders. Die
Pfeile übertragen vom Encoder (linke Spalte) zum Decoder (rech-
te Spalte) die Information, an welcher Stelle sich das Maximum
einer Nachbarschaft befindet.
re quadratische Fehler (MSE) zwischen Originalbild und
Rekonstruktion minimiert.
3.2 Detektor
Der Detektor besteht aus dem vortrainierten Encoder, der
mit einem neuronalen Netz bestehend aus vier Schichten
verbunden wird. Die erste und die dritte Schicht sind voll-
ständig verbundene Schichten (VVS). Dazwischen befindet
sich eine Dropout-Schicht. Sie setzt beim Training zufäl-
lig einen festen Anteil der Ausgänge der ersten Schicht
zu null. Dadurch wird die Gefahr von Overfitting verrin-
gert [17]. Als Ausgangsschicht dient eine Softmax-Schicht
𝜉 : R𝐾 → R𝐾 . Sie sorgt dafür, dass die Ausgänge in





für 𝜅 = 1, 2, . . . , 𝐾 (3)
interpretiert werden können. Die erste und die dritte
Schicht lassen sich jeweils durch die Anzahl ihrer Aus-
gänge wo beschreiben. Die Eingänge werden durch die
Vorgängerschichten bestimmt. Die Dropout-Schicht kann
durch den Anteil d0 ∈ R | 0 ≤ d0 ≤ 1 der Verbindun-
gen beschrieben werden, die zu null gesetzt werden (siehe
Abb. 4).
Das Training erfolgt hier durch Minimierung der
Kreuzentropie zwischen den Ausgangswerten und den Soll-







Abb. 4: Struktur des Detektors. Die Aktivierungsfunktion nach
der ersten Schicht ist die Sigmoidfunktion (2); nach der drit-
ten Schicht wird keine Nichtlinearität angewandt. Die beiden
Ausgangssignale geben an, ob eine Detektion erfolgt oder nicht,
abhängig davon, welcher Wert größer ist.
Eins und einer Null. Die Anordnung hängt davon ab, ob
in der untersuchten Mischung der Stoff enthalten ist oder
nicht.
4 Ergebnisse
Um die in Abschnitt 3 beschriebenen Netze zu trainieren
und zu testen, wurde ein Datensatz verwendet, der im
eigenen Bildverarbeitungslabor aufgenommen wurde. Der
Datensatz besteht aus 296 hyperspektralen Bildern von
gemahlenen Gewürzmischungen und enthält Mischungen
bestehend aus einer, zwei, drei oder vier Komponenten.
Es gibt insgesamt elf Komponenten (siehe Abb. 7).
Jedes hyperspektrale Bild hat eine örtliche Auflösung
von 24 × 24 Pixeln und wurde in 91 Wellenlängen, von
450 nm bis 810 nm, abgetastet. Die Bilder sind in einen
Trainingsdatensatz mit 233 Bildern und einen Testdaten-
satz mit 63 Bildern aufgeteilt.
4.1 Rekonstruktionsfähigkeit des
3D-Faltungsautoencoders
Das Gütemaß zur Darstellung der Rekonstruktionsfähig-
keit 𝛾 ∈ R+ ist das Verhältnis der mittleren Pixelenergie
zur mittleren Fehlerenergie.
Da die Optimierung des 3D-Faltungsautoencoders
kein konvexes Optimierungsproblem darstellt, wurde mit
verschiedenen zufälligen Startparametern sowie verschie-
denen Optimierern und Optimierungsparametern trainiert.
Die besten Ergebnisse konnten mit dem adam-Optimierer
[7] erzielt werden. Die Optimierung erfolgte nach dem Mi-
nibatch-Verfahren, d. h. in den Trainingsiterationen werden
mehrere (hier: 100), aber nicht alle Bilder für die aktuelle
Iteration herangezogen.
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Abb. 5: Gütemaß 𝛾 während des Trainings des Autoencoders.
In Abb. 5 ist das Gütemaß 𝛾 für zwei Trainingsver-
läufe zu je 600 Iterationen zu sehen. Der höchste Wert
𝛾 = 60,1 beim Test wurde nach Trainingsvorgang 1 er-
zielt. Trainingsvorgang 2 erreichte den besten Wert für 𝛾
während des Trainings, konnte beim Testen jedoch mit
𝛾 = 58,4 nur den zweitbesten Wert erzielen. Die Kurven
erscheinen verrauscht, weil die Dropout-Schicht dazu führt,
dass in jedem Schritt das Netz stark verändert wird.
Es zeigt sich, dass der 3D-Faltungsautoencoder zu-
meist durchaus in der Lage ist, Bilder zu rekonstruieren.
Das gelingt, obwohl nach der dritten Pooling-Schicht das
Bild auf 6,6 % seiner ursprünglichen Größe komprimiert
wird. Somit liegt es nahe, dass der Encoder nach dem
Training signifikante Merkmale extrahieren kann.
Der 3D-Faltungsautoencoder kann auch schichtweise
trainiert werden [14]. Dazu werden zunächst die beiden
äußeren Schichten trainiert, indem die erste und die letzte
Pooling-Schicht direkt miteinander verbunden werden. Die
nächste Schicht wird dann trainiert, indem die zweite und
die vorletzte Pooling-Schicht miteinander verbunden wer-
den. Allerdings werden die Parameter der ersten Schicht
konstant gehalten und der MSE wird zwischen dem Aus-
gang der ersten und dem der vorletzten Schicht berechnet.
So wird weiter verfahren, bis alle Schichten trainiert sind.
Welche Schicht wann trainiert wird, wird in Abb. 6 veran-
schaulicht. Dazu werden die Faltungsschichten aus Abb. 3
von eins bis sechs durchnummeriert.
Trainiert und getestet wurde mit dem Datensatz aus
Abschnitt 4. Das beste erreichte Ergebnis für die Rekon-
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Abb. 6: Beteiligung der Schichten an den Trainingsdurchgängen.
Fett geschriebene Ziffern stehen für Schichten, deren Parame-
ter trainiert werden. Die restlichen Schichten werden konstant
gehalten.
Tab. 1: Gütemaß 𝛾, bezogen auf die Testdaten, für alle verwende-
ten Autoencoder (*schichtweise trainiert).
AE-V AE-V* AE-R AE-R*
𝛾 (Testdatensatz) 34,6 14,3 39,1 14,0
mierung und eine Rekonstruktion das simultane Training
aller Schichten besser.
4.2 Detektion
In diesem Abschnitt wird untersucht, wie gut das Netz, be-
stehend aus Encoder und Detektor, mit unterschiedlichen
Startparametern trainiert wird. Dazu wird unterschieden,
ob und auf welche Art und Weise ein Vortraining stattge-
funden hat. Zum Vergleich der Methoden wird der Anteil
der korrekten Entscheidungen 𝜁 im Testdatensatz heran-
gezogen. Dieser Wert wird für verschiedene Anzahlen an
Trainingsiterationen 𝜏 , die vor dem Testen stattgefunden
haben, berechnet. In jeder Trainingsiteration wird der voll-
ständige Trainingsdatensatz herangezogen. Zur besseren
Vergleichbarkeit sind alle Optimierungsparameter für alle
Methoden gleich.
In Abb. 7 sind diese Ergebnisse für alle elf Gewürze
dargestellt. Zu Gunsten der Lesbarkeit sind die Kurven
mit Hilfe eines Moving-Average-Filters geglättet worden.
Für das Vortraining wurde der Autoencoder einmal mit
dem vollständigen Trainingsdatensatz (AE-V) und einmal
mit den Trainingsdaten (AE-R), die nur die Reinstoffe
enthalten, trainiert. Beide Autoencoder wurden jeweils
simultan und schichtweise trainiert (siehe Tabelle 1).
Dabei zeigt sich, dass für die Reproduktion der re-
duzierte Trainingsdatensatz, der nur die Reinstoffe bein-
haltet, völlig ausreicht. Für alle Gewürze gilt, dass das
Vortraining nötig ist, um gute Detektionsergebnisse zu
erhalten. In Abb. 7 wird dies durch eine konstante Rate
für richtige Entscheidungen sichtbar. Sie scheint zunächst
zwar relativ hoch zu sein, was aber daran liegt, dass die
Ausgangswerte nicht gleichverteilt sind. Es sind immer
weniger Stichproben ohne als mit dem entsprechenden
Gewürz vorhanden. Die konstante Rate entsteht, wenn
der Detektor immer für alle Proben gleich entscheidet und
somit nicht verwendbar ist.
Wird ein Vortraining durchgeführt, so verbessert sich
das Ergebnis erheblich. Nur für Koriander zeigt sich
kaum eine Verbesserung der Testergebnisse. Für Kurkuma,
Kreuzkümmel, Paprika und Cayennepfeffer kann, nach
einer gewissen Anzahl an Trainingsdurchgängen, eine na-
hezu perfekte Trefferquote erzielt werden.
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Abb. 7: Anteil der richtigen Entscheidungen beim Testdatensatz für alle Gewürze. Dabei wird zwischen den verwendeten Vortrainings-
methoden verglichen. Wünschenswert ist dabei eine schnelle Konvergenz gegen eins.
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Des Weiteren fällt auf, dass die schichtweise vortrai-
nierten Parameter meist zu einem besseren Detektionser-
gebnis führen, obwohl diese einen größeren Rekonstruk-
tionsfehler beim Autoencoder besitzen (vgl. Tabelle 1).
Dies könnte damit zu erklären sein, dass es bei einem si-
multanen Vortraining mehr freie Parameter gibt. Dadurch
steigt die Gefahr, dass sich die Parameter zu stark an
den Trainingsdatensatz anpassen bzw. sich zu stark an
die Reproduktionsaufgabe anpassen.
Das Vortraining nur mit den Reinstoffen durchzufüh-
ren führt nur zu leichten Veränderungen, die zum Teil
positiv und zum Teil negativ ausfallen. Dies zeigt, dass
wenig Daten für das Vortraining genügen und trotzdem
teils bessere Ergebnisse erzielt werden können.
5 Zusammenfassung und Ausblick
Das Training neuronaler Netze erfordert, vor allem für
hochdimensionale hyperspektrale Bilder, große Lernstich-
proben. Da diese in den meisten Fällen nicht verfügbar
sind, ist ein geschicktes Vortraining von Nöten, welches
die Parameter so einstellt, dass damit bereits aussagekräf-
tige Merkmale extrahiert werden können. Die Ergebnisse
zeigen, dass ein Detektor mit Hilfe des Vortrainings, trotz
der großen unverarbeiteten dreidimensionalen Datenwür-
fel und kleiner Lernstichprobe, erfolgreich trainiert werden
kann. Dabei hat ein schichtweises Vortraining häufig zu
besseren Trefferquoten geführt. Außerdem genügt es, dies
mit einem eingeschränkten Datensatz, der nur die hyper-
spektralen Bilder der Reinstoffe enthält, durchzuführen.
Dadurch kann Overfitting beim Vortraining verhindert
werden.
Die Ergebnisse zeigen auch, dass nicht für alle Kom-
ponenten erfolgreich ein Detektor trainiert werden kann.
Hier gilt es, zu prüfen, ob Hyperspektralbilder mit einem
größeren Wellenlängenbereich zu einem besseren Ergebnis
führen. Des Weiteren sollte zukünftig die Auswirkung des
Vortrainings auf weitere, vor allem tiefere, Netzstrukturen
untersucht werden.
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