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En el trabajo que presentamos en esta tesis hacemos inicialmente una revisión 
de cómo ha ido evolucionando la interacción hombre máquina en el contexto 
de la computación, desde los primeros y escasos computadores hasta el 
momento actual, en el que los avances tecnológicos han permitido que, en 
muchos de los escenarios en los que se desarrolla nuestra vida diaria, estemos 
rodeados de diversos dispositivos electrónicos con los que interactuamos para 
hacer uso de alguno de los servicios que ofrecen. Veremos cómo esta difusión 
tecnológica ha introducido los sistemas de información en ámbitos más allá del 
contexto del trabajo, como la educación o el hogar, y ha dado lugar a la 
aparición de los conocidos como ambientes inteligentes, en los que son los 
sistemas presentes en el entorno los que deben adaptarse al usuario y al 
contexto en el que se encuentra, adaptación que, dados los nuevos contextos 
en los tiene lugar la interacción con el usuario, plantea algunos retos. 
En particular, en el presente trabajo identificamos dos factores clave que los 
ambientes inteligentes deben tener en cuenta para tomar las decisiones y llevar 
a cabo las acciones adecuadas para conseguir una mejor adaptación al usuario y 
al contexto. Estos factores son la influencia de las emociones en la interacción 
y la utilización de la información contextual histórica. Por ello hacemos una 
revisión tanto de las propuestas de sistemas de decisión influenciados por 
emociones existentes en el área de la computación afectiva, como de las 
propuestas de sistemas sensibles al contexto. A continuación presentamos la 
metaheurística de optimización basada en colonias de hormigas como un 
punto de partida genérico desde el que diseñar sistemas que tengan en cuenta 
los factores clave identificados. Finalmente, exponemos las dos propuestas 
algorítmicas diseñadas basadas en las colonias de hormigas, una para la toma de 
decisiones influenciada por emociones, y otra propuesta para la utilización de la 
información contextual disponible, incluyendo la histórica, como base para la 
predicción de qué situaciones contextuales ocurrirán con mayor probabilidad 
en el futuro más inmediato. Para ambas propuestas se muestra con casos de 
estudio cómo sería su aplicación a un dominio de problema y los resultados 




Al treball que presentem en esta tesi fem al inici una revisió de com ha anat 
evolucionant la interacció home màquina al context de la computació, des dels 
primers i escassos computadors fins al moment actual, en el que els avanços 
tecnològics han permès que, a molts dels escenaris en els que té lloc la nostra 
vida quotidiana, estiguem envoltats de diversos dispositius electrònics amb els 
que interactuem per a fer ús d’algun dels servicis que oferixen. Vorem com esta 
difusió tecnològica ha introduït els sistemes d’informació a àmbits més enllà 
context del treball, com la educació o la llar, i ha donat lloc a la aparició dels 
coneguts com ambients intel·ligents, als que son els sistemes presents a 
l’entorn els que han d’adaptar-se a l’usuari i al context on es troba, adaptació 
que, donats els nous contextos als que té lloc la interacció amb el usuari, 
planteja alguns reptes. 
En particular, al present treball hi identifiquem dos factors clau que els 
ambients intel·ligents cal que tinguen en compte a l’hora de prendre les 
decisions i dur a terme les accions adequades per tal d’aconseguir una millor 
adaptació a l’usuari i al context. Estos factors son la influència de les emocions 
a la interacció i la utilització de la informació contextual històrica. Per aquesta 
raó fem una revisió tant de les propostes de sistemes de decisió influenciats per 
emocions que existixen a l’àrea de la computació afectiva, com de les propostes 
de sistemes sensibles al context. Tot seguit presentem la metaheurística 
d’optimització basada en colònies de formigues com un punt de partida genèric 
des del que dissenyar sistemes que tinguen en compte els factors clau 
identificats. Finalment, exposem les dues propostes algorítmiques dissenyades i 
que estan basades en colònies de formigues, una per a la presa de decisions 
influenciada per emocions, i altra proposta per a la utilització de la informació 
contextual disponible, incloent la històrica, com a base per a la predicció de 
quines situacions contextuals ocorreran amb major probabilitat al futur més 
immediat. Per a ambdues propostes es mostra amb casos d’estudi com seria la 
seua aplicació a un domini de problema i els resultats empírics que demostren 





In the work we present in this thesis we initially make a review of the evolution 
of the human computer interaction, from the very first and scarce computers 
until the present moment, when technological breakthroughs have allowed 
that, in many of the scenarios in which our everyday life take place, we were 
surrounded by a wide range of electronic devices with which we interact in 
order to consume some of their services. We will elaborate on how this 
technological diffusion has introduced information systems in fields beyond 
the work context, such as education or our homes, and it has given rise to the 
appearance of the known as intelligent ambients, in which the systems that are 
in the environment have to adapt themselves to the user and the context of the 
environment. This adaptation raises some challenges, since interaction with 
users takes place in new contexts. 
Particularly, this work identifies two key factors that intelligent ambient should 
take into account to make the appropriate decisions and perform the 
appropriate actions in order to achieve a better adaptation to users and 
context. These factors are the influence of emotions on the interaction, on one 
side, and the use of the historic contextual information. Due to that, we make a 
review of both the approaches of decision making systems biased by emotions 
from the field of affective computing, and the approaches of context-aware 
systems. Then we present the ant colony optimization metaheurística as a 
generic starting point from which we can design systems that take into account 
the key factors identified. Finally, we elaborate on the two algorithmic 
approaches based on ant colony optimization we have designed: one for 
decision making biased by emotions, and another for the use of the available 
contextual information (including the historical one) as a basis for foreseeing 
which contextual situations will occur with a higher probability in the nearest 
future. For both approaches we present through case studies how their use on 
a problem domain would be, and also the experimental results that show they 
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1 Introducción  
Desde los días de los primeros computadores en el siglo pasado, una de las 
necesidades que los fabricantes y diseñadores de computadores abordaron fue 
la necesidad de facilitar el trabajo de las personas involucradas en el manejo y 
aprovechamiento de los mismos, desde los directivos hasta los operarios, 
pasando por los programadores. Al principio, las mejoras se limitaban, por 
ejemplo, a facilitar la sustitución de válvulas en la época de los computadores 
de válvulas de vacío, o a crear mecanismos que facilitasen la creación y carga en 
el computador de las tarjetas perforadas que contenían los programas y los 
datos que estos manejaban. A medida que los computadores ganaban en 
fiabilidad y capacidades, su utilización empezó a salir de los centros de 
investigación en los que se desarrollaban y devino una herramienta nueva en 
trabajos científicos y de ingeniería. De esta manera, cada vez más personas con 
escasos conocimientos en computadores se convertían en usuarios de los 
mismos, por lo que se acrecentaba la necesidad de mejorar las interfaces de los 
computadores, ya no sólo desde el punto de vista hardware, sino también 
desde el punto de vista del software (aunque con escaso protagonismo en los 
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inicios). Así, ligada a la historia de los computadores y del software, nacía el 
área de Human Computer Interaction (HCI) (Pew, 2003), (Grudin, 2008). 
En aquellos primeros años, durante las décadas de los 50 y los 60, el 
funcionamiento de los computadores consistía en cargar un programa junto 
con los datos necesarios a partir de unas tarjetas perforadas o de una cinta 
magnética, ejecutar el programa (sin ningún tipo de interacción), devolver el 
resultado de la ejecución y, a continuación, volver a empezar con el siguiente 
programa. Este tipo de funcionamiento, conocido como proceso por lotes 
(batch processing), restringía la interacción real con el computador a los 
operadores, encargados de suministrar el programa y los datos y de recoger el 
resultado. Por ello no debe resultar extraño que los primeros trabajos 
publicados en HCI estuvieran relacionados con la mejora del diseño de 
botones e interruptores, y fuesen realizados por expertos en ergonomía 
(Grudin, 2008). Estos expertos en ergonomía (human factors en USA) solían ser 
psicólogos que comenzaron realizando tareas de selección y formación de 
personal para la industria, a principios del siglo XX, y que más tarde, con las 
guerras mundiales, se involucraron en el diseño de sistemas militares, 
equipamientos y puestos de trabajo con el objetivo de que pudiesen ser 
dominados en poco tiempo por las personas encargadas de manejarlos (Pew, 
2003), (Grudin, 2008). Su interés se centraba en influir en los diseños para que 
se acomodasen a las capacidades y limitaciones cognitivas, motrices y de 
percepción de las personas a interactuar con el producto diseñado. En otras 
palabras, su objetivo era conseguir un alto nivel de productividad de los 
usuarios en poco tiempo a través de mejorar la usabilidad. De esta manera es 
fácil entender su involucración natural en el diseño de hardware, software, y del 
HCI en general, a medida que esta área iba creciendo (Pew, 2003). 
De esas dos décadas cabe destacar como avances en el mundo de la 
computación por parte de actores del campo de HCI las visiones, y los 
prototipos desarrollados para ejemplificarlas, como por ejemplo el trabajo de 
Douglas Englebart: su visión era “aumentar el intelecto humano” a través del 
uso de los computadores (Englebart, 1963). En el prototipo que desarrolló 
para dar vida a su visión, Englebart rodeó al usuario con monitores CRT y 
dispositivos experimentales de entrada-salida como el ratón. En su visión, el 
usuario no se encargaba simplemente de “alimentar” al computador y esperar 
el resultado, sino que el usuario interactuaba con el computador y éste le daba 
el soporte necesario para realizar sus tareas. El prototipo que desarrolló incluía 
un sistema jerárquico de gestión de la información que era capaz de trabajar 
con texto, diagramas, imágenes, videoconferencias (de manera limitada) y de 
manipularlos y visualizarlos en “ventanas” que se podían mostrar en cualquiera 
de los monitores. En una época en la que la interacción con los computadores
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era mayoritariamente indirecta y realizada a través de formularios de texto, la 
interacción unipersonal con un computador equipado con varios monitores en 
los que se mostraba una interfaz gráfica con texto, imágenes y video suponía 
toda una revolución. Su prototipo no llegó nunca a desarrollarse 
comercialmente aunque, muchos años después, aportaciones como el ratón, el 
sistema de hipertexto, metáforas gráficas como las “ventanas” y su visión del 
uso unipersonal del computador dieron lugar y forman parte de lo que hoy en 
día conocemos como ordenador personal. 
Las siguientes dos décadas trajeron avances en el hardware de los ordenadores 
que fueron incrementando su rendimiento y capacidades a la vez que 
disminuían su precio. Algunos de los modelos producidos en serie que 
aparecieron contaban con capacidades gráficas limitadas que, aunque impedían 
o limitaban en gran medida su utilización para la investigación realizada en el 
área de gráficos por computador, provocaron que parte de los investigadores 
de esa área se centrasen en el estudio, diseño y creación de sistemas gráficos 
interactivos que buscasen una relación simbiótica entre hombre y máquina 
(Pew, 2003). De todos estos trabajos y prototipos iniciales surgirían a 
principios de la década de los 80 los primeros sistemas con interfaz gráfica, o 
en los que se ejecutaban aplicaciones con interfaz gráfica, que fueron 
ampliamente comercializados como el Xerox Star o el Apple Lisa (Grudin, 
2008). Las interfaces gráficas de usuario (IGU) posibilitaron que un público 
más amplio y sin conocimientos técnicos utilizase ordenadores para llevar a 
cabo su trabajo, y que la interfaz de usuario de los sistemas fuese más intuitiva. 
Sin embargo, también incrementaban la complejidad y, como resultado, 
aumentaba la posibilidad de confusión por parte del usuario. De igual forma, 
las nuevas capacidades de representación y la desaparición de algunas 
restricciones de diseño convertían el diseño de IGUs en un reto. Los primeros 
test de usabilidad de software empezaron a realizarse en esos años (Grudin, 
2008) y, justificando su necesidad a través de la idea de conseguir evitar incurrir 
en costes innecesarios, la comunidad HCI abogó por la inclusión de requisitos 
de usabilidad como parte integral del diseño de nuevos sistemas y sus 
interfaces. 
1.1 Planteamiento del problema 
Aunque en términos generales el área de HCI sigue, desde un punto de vista 
global, centrada en mejorar la interacción (la usabilidad) eliminando todo 
aquello que genera frustración, dejando que la interfaz haga todo el trabajo y 
reduciéndolo a secuencias de pasos triviales (Lazzaro, 2008), la visión de cómo 
se ha transformado nuestra relación con los ordenadores que se presenta en 
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(Sellen, 2009), por un lado, y la evolución que se puede apreciar en (Norman, 
1982) (Norman, 1983) (Norman, 1988) (Norman, 2004), por otro, nos 
muestran nuevas áreas y tendencias que se debe explorar. 
La difusión tecnológica en la que vivimos desde hace más de una década, 
marcada especialmente por la presencia de sistemas de información en cada 
vez más ámbitos de nuestra vida, ha ido abriendo nuevas áreas a explorar en 
HCI más allá de los puestos de trabajo, como la educación o el hogar (Sellen, 
2009). Esta apertura a nuevos horizontes ha provocado que los objetivos de los 
diseñadores ya no se limiten a aumentar la funcionalidad o la utilidad, y que 
ahora indaguen sobre la capacidad para provocar, atraer, perturbar o encantar a 
los usuarios. Este cambio ha sido debido, según los autores de (Sellen, 2009), a 
cinco transformaciones o cambios que han modificado y siguen redefiniendo 
cómo nos relacionamos con la tecnología en general y los ordenadores en 
particular, a saber: 
 Fin de la continuidad en las interfaces. Con la presencia de sistemas 
informáticos más allá del escritorio (por ejemplo, en coches, aviones, ropa, 
juguetes,…), es necesario plantearse cuestiones como si es necesaria una 
interfaz, cómo ha de ser, dónde ha de estar o qué podrá hacer el usuario 
con ella. 
 Aumento de la dependencia tecnológica. La utilización (directa o indirecta) 
de sistemas informáticos está cada vez más presente en nuestras vidas: 
cuando hacemos la compra, cuando viajamos, cuando nos divertimos, y, 
por supuesto, cuando trabajamos. 
 Expansión de la conectividad. La forma de estar en contacto con los 
demás, cómo nos comunicamos, es uno de los aspectos de nuestras vidas 
que más ha cambiado con la tecnología. Todos usamos dispositivos y 
medios que nos permiten estar en contacto con los demás, a cualquier 
hora, en cualquier lugar. 
 Fin de lo efímero. La tecnología actual y su accesibilidad permite capturar y 
guardar cada vez más y más cosas que queremos recordar de nuestras 
vidas. Y a medida que avanza la tecnología, también cambia el conjunto de 
cosas que podemos capturar, así como también cambia cómo gestionamos 
esos “recuerdos” y cómo los compartimos con los demás. 
 Desarrollo de la creatividad. Con cada avance tecnológico los sistemas 
informáticos nos permiten hacer más cosas, o las mismas pero de una 
manera distinta o en un entorno diferente. Y cada vez más y más gente de 
distinta índole tiene acceso a estas nuevas herramientas, y las utilizan tanto 
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para trabajar, como para entretenerse o expresarse, lo que, en este último 
caso, permite dar rienda suelta a la creatividad de cada uno de nosotros. 
A partir de estas transformaciones, los autores enumeran una serie de 
cuestiones a las que HCI debe responder y que deben marcar los nuevos 
objetivos a perseguir. En este sentido, en (Sellen, 2009) destacan cómo cada 
vez más investigadores y profesionales tienen en cuenta la variedad de 
contextos y la diversidad de usuarios para “explicar la naturaleza del uso como una 
cuestión de experiencia” de usuario.  
En este mismo sentido otros autores como Weiser (Weiser, 1991) reclaman un 
cambio profundo en el modo en el que los usuarios han de relacionarse con la 
tecnología como consecuencia de las transformaciones descritas anteriormente. 
En sus propias palabras: 
“The most profound technologies are those that disappear. They weave themselves into the 
fabric of everyday life until they are indistinguishable from it. (…) Most important, 
ubiquitous computers will help overcome the problem of information overload. There is more 
information available at our fingertips during a walk in the woods than in any computer 
system, yet people find a walk among trees relaxing and computers frustrating. Machines 
that fit the human environment, instead of forcing humans to enter theirs, will make using a 
computer as refreshing as taking a walk in the woods.” 
Weiser reclama una nueva generación de sistemas de información 
denominados por él mismo como “ubicuos” en los que son estos los que se 
integran de forma transparente en la vida diaria de los usuarios, adaptándose en 
cada momento al contexto en el que éste se encuentra y sin requerir una 
intervención explícita por su parte. Este tipo de sistemas, también conocidos 
como context-aware, tienen por tanto como objetivo incrementar la usabilidad y 
la efectividad en el uso de las tecnologías teniendo en cuenta las características 
de la situación en la que se encuentra el usuario. Si bien diversos autores han 
intentado dar múltiples definiciones a la noción de contexto, tal y como se 
describe en (Baldauf, 2007), quizás la que más éxito ha tenido es la 
proporcionada por Dey y Abowd (Dey, 2000) en la que se refieren al contexto 
como: 
“…any information that can be used to characterize the situation of entities (i.e., whether a 
person, place or object) that are considered relevant to the interaction between a user and an 
application, including the user and the application themselves.” 
La percepción de la importancia del contexto como elemento fundamental 
para el desarrollo de una nueva generación de sistemas de información 
bautizada bajo varios términos como “ubicuos”, “pervasivos”, o “ambientes 
inteligentes”, ha resultado en múltiples propuestas de modelos y arquitecturas 
para dar soporte a esta nueva forma de computación (Baldauf, 2007). 
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El concepto de “inteligencia ambiental” (Ambient Intelligence, AmI) (Marzano, 
2003) está estrechamente relacionado con la computación ubicua que proponía 
Weiser, aunque se encuentra más enfocado a la provisión de un 
comportamiento inteligente por parte del entorno. Ese comportamiento 
inteligente del entorno se refleja tanto en el uso de interfaces de usuario 
adaptadas al contexto, como en la toma de decisiones y el control compartido 
de los recursos por parte del sistema. Idealmente, la inteligencia ambiental 
actuaría como catalizador para desarrollar nuevos usos y aplicaciones de los 
entornos de computación ubicua. Desde ese punto de vista, el término 
computación ubicua estaría relacionado con la infraestructura física presente en 
un entorno, mientras que la inteligencia ambiental vendría a referirse al 
comportamiento o programación que hace uso del entorno. En un entorno de 
inteligencia ambiental las personas tendrán a su disposición interfaces naturales 
integradas en el entorno, conformando junto con los objetos cotidianos un 
medioambiente electrónico e interconectado que responderá a la presencia de 
los individuos inmersos en él de una forma inteligente, adaptativa y no 
intrusiva. 
Entre las dimensiones de contexto a considerar en el desarrollo de un ambiente 
inteligente tiene especial relevancia aquella que tiene relación con las 
sensaciones que perciben los usuarios en su relación con el ambiente que les 
rodea. Así, se han empezado a utilizar conceptos como placer, estética, 
diversión, aburrimiento o enfado para describir la naturaleza multifacética de lo 
sentido/experimentado durante la interacción con un sistema. Asimismo, en 
(Sellen, 2009) los autores también remarcan cómo palabras como magia, 
embrujo, asombro, excitación y sorpresa han empezado a ser utilizadas al 
discutir la influencia de la tecnología en el aspecto emocional de los usuarios. 
Llegados a este punto, y observando cómo se ha ido haciendo más evidente la 
relevancia de las emociones experimentadas por el usuario durante la 
interacción, creemos que se debería añadir una transformación más a la lista 
descrita anteriormente: las emociones como un factor clave de la interacción 
hombre-máquina. 
En esa misma línea podemos apreciar en (Norman, 1982) (Norman, 1983) 
(Norman, 1988) (Norman, 2004) una evolución de la idea central que nos deja 
patente cómo el factor emocional de los usuarios, el estado emocional1 de la 
                                                 
1 El término “emoción” se puede utilizar en un sentido amplío o en uno más restringido. En el 
sentido restringido se refiere a lo que podríamos denominar emociones verdaderas o básicas, 
donde la emoción es de manera temporal la característica dominante de la mente: reemplaza el 
proceso de deliberación usual y dirige con fuerza la manera de actuar. El sentido más amplio se 
refiere a la emoción subyacente, aquella que influye en los pensamientos y acciones de una 
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persona, ya es tenido en cuenta y es una pieza sustancial en los trabajos de 
interacción hombre-máquina. Así, si en (Norman, 1982) (Norman, 1983) el 
autor definía unas métricas para medir la satisfacción del usuario respecto a un 
cierto diseño basadas en la velocidad de interacción, facilidad de aprendizaje, 
conocimientos requeridos y número de errores, y en (Norman, 1988) se 
centraba en la usabilidad más pragmática, en (Norman, 2004) el autor define 
tres niveles de diseño y su estrecha relación con las emociones que 
desencadenan para explicar qué convierte en “bueno” un diseño a ojos de los 
usuarios. Y es que el único objetivo emocional de mejorar la usabilidad de las 
interfaces es reducir la frustración de los usuarios y, aunque importante, no 
ofrece ninguna recompensa emocional sustancial por la consecución de tareas 
complejas que podrían inspirarles a explorar y aprender las capacidades de un 
producto, lo cual les conduciría a ser más eficientes en su trabajo (Lazzaro, 
2008). Simplificar en exceso una tarea la convierte en demasiado predecible, 
repetitiva, y muy simple de realizar lo cual incrementa el aburrimiento y la 
apatía del usuario, lo que a su vez reduce su concentración y satisfacción con el 
uso del sistema (Lazzaro, 2008), tal y como también se desprende de la teoría 
de flow o de las experiencias óptimas. La mayor parte de la vida cotidiana 
consiste en una sucesión de eventos y experiencias, aparentemente irrelevantes, 
sobre las que interviene un proceso psicológico de selección (Csikszentmihalyi, 
1985), ya que no podemos prestar atención a todos y cada uno de los estímulos 
de nuestro entorno. Y el factor más determinante que rige ese proceso 
psicológico de selección es la “calidad de la experiencia”, es decir, preferimos 
dirigir nuestra atención a eventos de nuestro entorno que asociamos con 
estados de conciencia positivos y gratificantes. En este sentido nos 
encontramos con lo que en (Csikszentmihalyi, 1988) los autores denominan 
flow o experiencia óptima, que se caracteriza por: la percepción de retos 
atrayentes, unas habilidades personales apropiadas, altos niveles tanto de 
concentración como de gozo y compromiso, control de la situación, pérdida de 
la conciencia de uno mismo, atención sostenida, reacciones positivas, claridad 
en los objetivos de la actividad y por una motivación intrínseca en realizarla 
(Deci, 1985).  
Sin embargo, y a pesar de que los ambientes inteligentes han de tomar 
decisiones para adaptarse al entorno en el que se encuentran, las decisiones que 
toman los ambientes inteligentes desarrollados hasta la fecha sólo tienen en 
cuenta un modelo de contexto que se basa en el estado del entorno y la 
                                                                                                                            
persona, en mayor o menor medida, pero sin tomar el control. Y el estado emocional 
describiría cualquier estado mental en el que la emoción, tanto en el sentido amplío como en el 
restringido, (se puede considerar que) juega un papel importante (Cowie, 2001). 
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situación emocional del usuario para el instante de tiempo actual. Por el 
contrario, nosotros pensamos que las nuevas generaciones de ambientes 
inteligentes habrán de basar las decisiones que tomen no sólo en la situación 
contextual actual, sino también en aquéllas que con mayor probabilidad se 
darán en el futuro, marcando como un objetivo a alcanzar con las decisiones 
tomadas el llevar a los usuarios a estados de flow en su relación con el ambiente. 
Un ejemplo de escenario en el que nos encontramos con un ambiente 
inteligente que actúa de la manera que hemos descrito lo encontramos a 
continuación.  
Ocasionalmente Gonzalo utiliza su vehículo para ir con la familia a visitar a los 
abuelos, que viven a unos 200 km. Esta ruta de largo recorrido ha sido 
aprendida en base a experiencias previas. El ambiente inteligente en el coche de 
Gonzalo detecta que está moviéndose por una zona fuera del área urbana de su 
lugar de residencia. A partir de la información contextual que describe el área 
en el que se encuentra el vehículo (por ejemplo, las coordenadas de la celda que 
está prestando el servicio de telefonía al dispositivo móvil de Gonzalo o el 
hecho que se esté desplazando en un vehículo a motor), el ambiente hace uso 
de la infraestructura de aprendizaje de rutas para ver si hay rutas seguidas en el 
pasado por Gonzalo compatibles con esa descripción contextual. 
Efectivamente la hay (es la ruta que sigue Gonzalo cuando va a ver a sus 
padres) y el algoritmo de aprendizaje devuelve la información de la misma (una 
secuencia de descriptores contextuales de las áreas que atraviesa Gonzalo con 
su vehículo). Al analizar la ruta, se detecta que es una ruta de largo recorrido y 
que es posible que Gonzalo tenga que repostar. Puesto que el servicio de 
provisión de información del vehículo indica que el nivel de combustible en el 
depósito es de un 25% y que el combustible utilizado es gasoil, el ambiente 
decide buscar de forma proactiva estaciones de servicio en la ruta obtenida por 
el algoritmo de aprendizaje de rutas. Consulta los servicios de dichas estaciones 
y obtiene el precio por litro de gasoil en cada una de ellas y su localización. Con 
estos datos encuentra una estación en el trayecto que tiene el precio del 
combustible más barato y decide informar verbalmente a Gonzalo con el 
siguiente mensaje: “Existe una estación de servicio a 95 km en la localidad de 
Tarazona con un precio de 0.85 euros el litro de gasoil. Es un 15% más barato 
que la estación de servicio utilizada habitualmente”.  
En el ejemplo anterior el usuario Gonzalo se encuentra en un ambiente 
inteligente constituido por todos los sensores y dispositivos que forman parte o 
se hallan en su coche. A partir de los datos recogidos por los sensores y 
teniendo en cuenta información relativa a experiencias previas relacionadas con 
esos mismos datos o similares, el ambiente infiere que Gonzalo está realizando 
un desplazamiento de largo recorrido y que va a necesitar repostar. Por lo que, 
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antes de que llegue si quiera a mostrarse el testigo de reserva de combustible, el 
ambiente sugiere el repostaje en una estación de servicio que se encuentra de 
camino, consiguiendo de esta manera que el usuario se mantenga en un estado 
cercano a flow, ya que se evita que se preocupe por buscar una gasolinera en la 
que repostar antes de quedarse sin combustible y además se le consigue un 
beneficio en forma de ahorro económico. 
Teniendo en cuenta el impacto tan positivo que tendría en los ambientes 
inteligentes el hecho de que añadieran la situación emocional del usuario a la 
información contextual y que consideraran la información contextual histórica 
en su funcionamiento, en el trabajo presentado en esta tesis nos planteamos la 
definición de técnicas automatizadas de toma de decisiones basadas en estados 
afectivos y con la capacidad de predecir situaciones contextuales futuras para 
su aplicación en el desarrollo de ambientes inteligentes. 
1.2 Metodología 
1.2.1 Metodología investigadora 
La metodología investigadora a seguir en la realización de la presente tesis es 
Investigación-Acción (Action Research, AR) (Avison, 1999) (Davison, 2004). La 
Investigación-Acción no se refiere a un método de investigación concreto, sino 
a una clase de métodos que tienen en común las siguientes características 
(Baskerville, 1999): 
 Orientación a la acción y al cambio. 
 Focalización en un problema. 
 Un modelo de proceso “orgánico” que engloba etapas sistemáticas y 
algunas veces iterativas. 
 Colaboración entre los participantes. 
Esta metodología investigadora tiene una doble finalidad: generar un beneficio 
al “cliente” de la investigación y, al mismo tiempo, generar “conocimiento de 
investigación” relevante (Kock, 2001). Por tanto, AR es una forma de 
investigar de carácter colaborativo que busca unir teoría y práctica entre 
investigadores y profesionales (“practicantes”) mediante un proceso de 
naturaleza cíclica. En un análisis más formal de los participantes en AR, 
(Wadsworth, 1998) identifica los siguientes cuatro tipos de roles en este 
método (en algunas ocasiones la misma persona o equipo puede desempeñar 
más de un rol): 
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 El investigador, el individuo o grupo que lleva a cabo de forma activa el 
proceso investigador. 
 El objeto investigado, es decir, el problema a resolver. 
 El grupo crítico de referencia, aquél para quien se investiga en el sentido de 
que tiene un problema que necesita ser resuelto y que también participa en 
el proceso de investigación (aunque menos activamente que el 
investigador). En él hay tanto personas que saben que están participando 
en la investigación, como otras que participan sin saberlo. 
 El beneficiario (stakeholder), aquél para quien se investiga en el sentido de 
que puede beneficiarse del resultado de la investigación, aunque no 
participa directamente en el proceso. Puede ser el receptor de documentos, 
informes, etc. En este grupo, por ejemplo, caben tanto las empresas que se 
benefician de un nuevo método para resolver problemas en tecnologías de 
la información, como los técnicos que aplican dicha metodología. 
Un proceso de investigación que emplea AR está compuesto de grupos de 
actividades organizadas formando un ciclo característico. En (Padak, 1994) los 
autores identifican los siguientes pasos, que deben seguirse en las 
investigaciones que utilicen este método: 
1. Planificación: Identificar las cuestiones relevantes, que guiarán la 
investigación, que deben estar directamente relacionadas con el objeto 
que se está investigando y ser susceptibles de encontrarles respuesta. 
En esta actividad se buscan caminos alternativos, líneas a seguir o 
reforzar algo existente. El resultado es que se definen claramente otros 
problemas o situaciones a tratar. 
2. Acción: Variación de la práctica, cuidadosa, deliberada y controlada. Se 
efectúa una simulación o prueba de la solución. Es cuando el 
investigador interviene sobre la realidad. 
3. Observación: Recoger información, tomar datos, documentar lo que 
ocurre. Esta información puede proceder prácticamente de cualquier 
sitio (bibliografía, medidas, resultados de pruebas, observaciones, 
entrevistas, documentos, etc.). También se conoce como “evaluación”. 
4. Reflexión: Compartir y analizar los resultados con el resto de 
interesados, de tal manera que se invite al planteamiento de nuevas 
cuestiones relevantes y, como añade (Wadsworth, 1998), “a 
profundizar en la materia que se está investigando para proporcionar 
conocimientos nuevos que puedan mejorar las prácticas, modificando 
éstas como parte del propio proceso investigador, para luego volver a 
investigar sobre estas prácticas una vez modificadas”. También se 
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conoce como “especificación del aprendizaje”. En algunas variantes de 
AR no es una etapa realmente, sino un proceso continuo que ocurre 
durante todo el tiempo. 
Con estas características, podemos decir que el proceso definido por AR es 
iterativo, de forma que se va avanzando en soluciones cada vez más refinadas 
mediante la compleción de ciclos, en cada uno de los cuales se ponen en 
marcha nuevas ideas, que son puestas en práctica y comprobadas en el ciclo 
siguiente. Este ciclo caracteriza a AR como un proceso reflexivo de aprendizaje 
y búsqueda de soluciones. El carácter cíclico supone volver a reevaluar o 
replantear las acciones o caminos a seguir, ponderando diagnóstico y reflexión. 
 
 
Figura 1. Fases de la Metodología RUP (Letelier, 2005). 
1.2.2 Metodología de desarrollo 
El proyecto seguirá una metodología de desarrollo en espiral e incremental 
basada en el proceso de desarrollo RUP (Rational Unified Process) (Kruchten, 
2000). Siguiendo esta metodología abordaremos las actividades de análisis, 
diseño, implementación y evaluación de las distintas componentes tecnológicas 
de forma iterativa e incremental abordando en cada iteración un subconjunto 
de los requisitos identificados inicialmente para cada una de los objetivos 
específicos descritos en la sección anterior. Esta metodología permite, por un 
lado, validar con los usuarios de forma temprana los requisitos que se 
acometan en cada iteración y, por otro, manejar adecuadamente la complejidad 
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del desarrollo. Esta metodología se ha convertido en un estándar de facto para 
proyectos de desarrollo software y permite estructurar el proyecto en torno a 
las fases de Concepción, Elaboración, Construcción y Transición (Figura 1) en 
cada una de las cuales se desarrollan de forma iterativa y con distinto esfuerzo 
las distintas disciplinas o actividades de desarrollo. 
En esta tesis aplicaremos una versión modificada de la metodología RUP en la 
que las fases de elaboración, construcción y transición se aplicarán siguiendo 
un modelo en espiral incremental y no secuencial en cascada, como muestra la 
Figura 1. De esta forma podremos abordar la elaboración construcción y 
transición de prototipos intermedios que puedan constituirse como entregables 
susceptibles de ser evaluados y validados por los usuarios. La utilización de esta 
versión modificada de RUP está en sintonía con el carácter iterativo e 
incremental de la metodología de investigación, por lo que las metodologías 
propuestas son compatibles: cada iteración de la metodología investigadora 
puede alimentar a la iteración de la metodología de desarrollo. 
1.3 Resumen de aportaciones 
A continuación resaltamos las principales aportaciones de esta tesis: 
 Describe el estado del arte en las técnicas utilizadas para la creación de 
sistemas de toma de decisiones con capacidades afectivas, así como en 
sistemas sensibles al contexto (véase el capítulo 2). 
 Asimismo, presenta los métodos metaheurísticos como una aproximación 
capaz de abordar simultáneamente ambos aspectos (véase el capítulo 2). 
 Describe la metaheurística de optimización basada en colonias de 
hormigas, presentando sus características, las propuestas más destacadas, 
los dominios de aplicación y las tendencias de investigación actuales en esta 
técnica (véase capítulo 3). 
 Define una propuesta algorítmica para la toma de decisiones basada en 
estados afectivos que está basada en la optimización con colonias de 
hormigas, exponiendo los conceptos necesarios y las modificaciones 
llevadas a cabo a esta metaheurística (véase capítulo 4). 
 Define una propuesta algorítmica, basada en la metaheurística de 
optimización con colonias de hormigas, que es capaz de utilizar 
información semántica que describe un contexto para obtener las 
situaciones contextuales futuras más probables, teniendo en cuenta para 
ello situaciones contextuales pasadas (véase capítulo 5). 
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1.4 Estructura de la tesis 
En este primer punto se ha hecho una introducción al área de HCI y su 
excesiva concentración en mejorar la interacción entre los usuarios y el 
software de su entorno con el que interactúan por medio de la reducción de la 
frustración mediante la simplificación al extremo de cualquier tarea que 
debieran realizar. Esto, según la teoría de flow, termina generando aburrimiento 
y apatía y también otros estados emocionales que alejan al usuario de cualquier 
interés intrínseco por utilizar el software. Además, hemos destacado cómo la 
creciente abundancia de dispositivos electrónicos (de muy diversas 
características y capacidades) a nuestro alrededor ha traído consigo la aparición 
de una nueva generación de sistemas de información, conocidos como 
ambientes inteligentes, que aglutinan los dispositivos y objetos del entorno en 
un medioambiente electrónico, que se adaptan al contexto del entorno en el 
que se encuentran automáticamente y están ideados para responder de una 
manera inteligente y no intrusiva a la presencia de las personas en su entorno. 
Sin embargo, también hemos destacado como las propuestas de ambientes 
inteligentes desarrolladas hasta el momento no tienen la información histórica 
de contexto recopilada para mejorar su adaptación, con lo que pierden una 
oportunidad valiosa de anticiparse a situaciones del entorno que volverán a 
tener lugar en un futuro cercano con una alta probabilidad. Así, finalmente, 
planteamos la necesidad de inclusión de modelos afectivos en los ambientes 
inteligentes para que puedan “tomar decisiones” para adaptarse al estado 
emocional del usuario, así como la necesidad de recopilar y utilizar información 
contextual del entorno a lo largo del tiempo con el fin de conocer qué 
situaciones contextuales se darán con mayor probabilidad en el futuro más 
próximo y poder así tomar las decisiones más adecuadas.  
Por todo ello, el resto del presente documento está organizado de la siguiente 
manera: en el capítulo 2 introduciremos el área de la computación afectiva y de los 
sistemas de decisión, haciendo una revisión tanto de las propuestas de sistemas 
de decisión influenciados por emociones como de las propuestas de sistemas 
sensibles al contexto, además de presentar los métodos metaheurísticos como 
un punto de partida genérico desde el que diseñar una propuesta con las 
características deseadas; en el capítulo 3 presentaremos la técnica 
metaheurística elegida, exponiendo sus orígenes, cómo funciona la técnica de 
manera genérica, las características diferenciadoras de las variantes más 
relevantes, los dominios de problema en los que se ha aplicado con éxito, así 
como las líneas de investigación más destacadas que permanecen abiertas. En 
el capítulo 4 presentamos nuestra propuesta de algoritmo de la metaheurística 
elegida para la toma de decisiones influenciada por emociones, para lo que 
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primero presentaremos de manera más extensa y formal la propuesta en la que 
nos basaremos, luego presentaremos el caso de estudio elegido y mostraremos 
cómo hemos aplicado nuestra propuesta al dominio de aplicación seleccionado 
dentro del caso de estudio. En el capítulo 5 describiremos en profundidad 
nuestra propuesta algorítmica para utilizar la información contextual disponible, 
incluyendo la histórica, como base para predecir qué situaciones contextuales 
ocurrirán con mayor probabilidad en el futuro más inmediato, y entonces 
expondremos los dos dominios de aplicación en los que hemos probado la 
propuesta realizada y los resultados de los experimentos llevados a cabo. Por 
último, en el capítulo 6, resumimos las conclusiones y las aportaciones del 
presente trabajo, así como presentamos una serie de posibles extensiones al 
trabajo expuesto en esta tesis. 
1.4.1 Convenciones tipográficas 
En la redacción de esta tesis se han empleado una serie de convenciones 
tipográficas, habituales en los textos impresos, encaminadas a facilitar la lectura 
de este documento. Las descripciones de las convenciones utilizadas son las 
siguientes: 
 Los términos o vocablos provenientes de otros idiomas pero que son 
comúnmente aceptados y utilizados, en el lenguaje del campo científico al 
que correspondan, aparecen resaltados en cursiva, por ejemplo, el flow. 
 Las citas procedentes de terceras fuentes aparecen en cursiva y 
convenientemente delimitadas, por ejemplo, “operibus credite et non verbis”. 
 El código fuente proveniente de un lenguaje de especificación en pseudo-
código o de un lenguaje de programación aparece en bloques sombreados 
con tipografía no proporcional.  
 Las referencias bibliográficas aparecen entre paréntesis siguiendo el 
convenio estándar indicando un acrónimo y un año de producción. En 
caso de tener dicho autor varias publicaciones en ese mismo año utilizamos 
letras del alfabeto para distinguir cada una de ellas, por ejemplo, (Mocholí, 
2007a). La lista completa de referencias bibliográficas se encuentra 
ordenada alfabéticamente en la sección de Bibliografía. 
 La existencia de una nota al pie 2  viene indicada por un superíndice 
numérico, único para cada capítulo, que se corresponde con la nota situada 
al final de la página y etiquetada con el mismo número. 
                                                 




2 Estado del arte 
En el capítulo anterior hemos puesto de relieve la importancia para el futuro 
desarrollo de los ambientes inteligentes de dos aspectos clave en el éxito de 
estos sistemas: el contexto, que describe la situación en la que se desarrolla una 
determinada actividad, y la componente afectiva de los usuarios participantes. 
Un ambiente que tenga que ser considerado como inteligente debe hacer uso 
del contexto para ser capaz de exhibir un comportamiento en el que la toma de 
decisiones se adapte a la especificidad de la situación. En esa misma línea, 
consideramos que el estado emocional de los usuarios presentes en el entorno 
del que se captura el contexto es un factor clave en la toma de decisiones por 
parte del ambiente inteligente. Por esta razón es necesario realizar un estudio 
detallado de la literatura actual en relación a los sistemas de toma de decisiones 
con capacidades afectivas en particular y, de forma más general, con 
capacidades de sensibilidad al contexto. A partir del estudio de dichos sistemas 
estaremos en situación de discutir los aspectos a abordar en el presente trabajo 
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de cara a poder definir ambientes inteligentes que sean capaces de realizar el 
proceso de toma de decisiones de forma contextual y afectiva. 
2.1 Toma de decisiones en sistemas con capacidades 
afectivas 
En este punto haremos una introducción al área de la computación afectiva, 
que aborda la creación, introducción y utilización de modelos afectivos en el 
contexto de la computación, y al área de la toma de decisiones, prestando 
especial atención a los sistemas para la toma de decisiones que tengan en 
cuenta las emociones en el proceso de selección de la decisión a tomar. 
2.1.1 Computación afectiva 
Los ordenadores siempre han sido vistos como paradigmas de la lógica, la 
racionalidad y la predictibilidad. Estos paradigmas son, para muchos 
investigadores, las bases de la inteligencia y por ello han sido el centro de 
atención de infinidad de trabajos para conseguir una máquina inteligente. Sin 
embargo, nunca se ha conseguido construir una máquina que pudiese razonar 
de un modo inteligente en pro de resolver problemas complicados, o que 
pudiese interactuar (casi) de igual a igual con nosotros. 
Hace ya cuatro décadas, en un trabajo sobre los fundamentos de la cognición 
humana (Simon, 1967), Herbert A. Simon hacía hincapié en que cualquier 
teoría general sobre el pensamiento humano y la resolución de problemas debe 
contar con las influencias generadas por las emociones. De igual manera, 
algunos investigadores han constatado que nuestra cognición no es un proceso 
tan lógico como se creía y que las emociones no son siempre ilógicas (LeDoux, 
1996). Así tenemos que algunas de las teorías recientes que modelan el 
pensamiento humano, y cómo éste procesa la información, ya tienen en cuenta 
las emociones (Clore, 1994), (Isen, 2000), (Schwarz, 1990), (Schwarz, 1996). 
Los investigadores teóricos de las emociones también han apoyado el papel de 
la emoción como un potente motivador que influye en la opinión, la cognición 
y la creatividad de una manera importante. Otros resultados que han surgido de 
la neurología, de la ciencia cognoscitiva y de la psicología indican un papel 
fundamental de la emoción en la atención, el planeamiento, el razonamiento, el 
aprendizaje, la memoria, y la toma de decisiones (Picard, 1997). 
En los últimos años y de forma cada vez más intensa, los conceptos de 
emoción y experiencia del usuario han recibido una especial atención dentro de 
la comunidad de HCI, al ser una manera de agregar valor a los productos en la 
fase de diseño. Ya no es suficiente que un producto sea usable o bonito, sino 
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que necesita evocar respuestas emocionales positivas (Fredrickson, 2001) 
(Greene, 1988), por lo que se han estudiado nuevos mecanismos para 
desarrollar interfaces que puedan detectar y responder a emociones (Herbon, 
2006), (Money, 2008). La recopilación de la información emocional de los 
usuarios puede contribuir a crear un contexto emocional en las interfaces de las 
aplicaciones. Rosalind Picard defiende en (Picard, 2002) que los sistemas que 
no hacen caso de la componente emocional de la vida humana son 
inevitablemente inferiores e incompletos, y añade que los sistemas que 
proporcionan una interacción social y emocional apropiada y útil no son 
ciencia ficción sino un hecho científico.  
En el proyecto HUMAINE3 definen una interfaz de usuario emocional como 
una interfaz que mantiene la atención del usuario a través de su capacidad de 
percibir su situación emocional, adaptarse a ella, reaccionar a ella y también su 
capacidad para iniciarla (Humaine, 2007). Donald Norman indica en (Norman, 
2004) que los sistemas interactivos deben ser lo bastante atrayentes para ser 
agradables y que el estado de ánimo positivo hace a la gente más receptiva a 
nuevas ideas e incluso a interrupciones, despertando la curiosidad y la atracción, 
mientras que las emociones negativas hacen que los problemas parezcan más 
grandes de lo que son y que las personas se concentren más. Ya es una opinión 
extendida y compartida que las emociones influyen en la interacción hombre-
máquina, porque el gusto por lo bonito, la atracción y la diversión son 
regulados por el sistema emocional humano y son tan importantes como la 
utilidad o la funcionalidad en el diseño de una interfaz (Norman, 2002) 
(Shneiderman, 2004). 
No es necesario que todas las máquinas presten atención a las emociones, o 
que tengan capacidades emocionales. Algunas máquinas son útiles como 
herramientas rígidas y no supone mayor problema el que sigan siéndolo. Sin 
embargo, hay situaciones donde la interacción hombre-máquina se podría 
mejorar teniendo máquinas que se adaptasen naturalmente a sus usuarios, y 
donde saber cuándo, dónde, cómo, y cómo de importante es adaptarse implica 
disponer de información emocional, posiblemente incluyendo expresiones de 
frustración, confusión, aversión, interés, etc. Y es que, como se indica en 
(Picard, 1999), el uso adecuado de habilidades emocionales, aunque sean 
limitadas, puede conllevar una mejora en la calidad de la experiencia de los 
usuarios, incluso en interacciones de largo plazo. De esta forma, con la 
finalidad de expandir la interacción hombre-máquina mediante la 
incorporación de la comunicación emocional y los medios adecuados para el 
                                                 
3 Proyecto HUMAINE: http://emotion-research.net/ 
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manejo de la información emocional, surge el área de la computación afectiva 
(affective computing, AC), entendida como toda aquella computación relacionada 
con, que surja de, o que de forma deliberada influye sobre las emociones 
(Picard, 1997). AC abarca también la implementación de emociones y, por lo 
tanto, puede ayudar al desarrollo de modelos computacionales para dotar a un 
ordenador, entre otras cosas, de la capacidad de reconocer y de expresar las 
emociones, desarrollando su capacidad de responder inteligentemente a 
emociones humanas y permitiéndole regular y utilizar sus emociones (Picard, 
1997). 
Una máquina puede expresar emociones sin tenerlas, al igual que los seres 
humanos podemos expresar emociones que no estamos sintiendo. El requisito 
básico para que una máquina tenga la capacidad de expresar emociones es que 
tenga canales de comunicación, como son la voz o las imágenes, y una 
capacidad de comunicar información afectiva sobre esos canales (Picard, 1997). 
Por ejemplo, una máquina o un agente software que exhibe una cara podría 
utilizar una expresión tal como una sonrisa, o un carácter animado que 
interactúa con un niño podría personificarse y ser muy expresivo 
emocionalmente, y podría ser considerado un éxito en un contexto de 
entretenimiento si el niño lo encontrase más agradable y quisiese pasar más 
tiempo con él (Picard, 1997). 
Por esa razón se utilizan personajes digitales en entornos de entretenimiento y 
juegos, y es que prometen ser un compañero casi humano en actividades como 
la enseñanza, dar consejos y la distribución de información, entre otras (Graf, 
2005). Los humanos somos capaces de reconocer varias señales en el habla que 
nos permiten inferir fácilmente el estado emocional de nuestro interlocutor y 
adaptarnos a él. De igual forma, un personaje digital, o cualquier otro tipo de 
interfaz hombre-máquina, debería ser capaz de hacer lo mismo para facilitar la 
interacción. Por ejemplo, en una situación en la que un usuario se está 
sintiendo muy frustrado porque la interfaz, de una manera que podríamos 
definir como “estúpida”, muestra la misma “torpe” reacción que en los 10 
intentos anteriores, una interfaz de usuario sensible a la emociones sería muy 
beneficiosa (Graf, 2005). 
Un ejemplo de impacto positivo del uso de un personaje digital que expresa 
emociones se describe en (Graf, 2003). El trabajo aborda el diseño e 
implementación, en un entorno de realidad aumentada, de un personaje virtual 
(de aspecto humano, pero nada fotorrealista y más cercano al comic) capaz de 
interactuar con los usuarios para ayudarles a encontrar y acceder a la 
información de un servicio. La figura virtual era capaz de establecer una 
relación personal entre el usuario visitante y el contenido a mostrar. Los 
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autores asociaron este hecho al comportamiento humano del personaje (que 
incluía la expresión de algunas emociones) y a su incorporación en un espacio 
real. 
Y para que los personajes digitales puedan generar ese comportamiento 
emocional, elegir qué expresiones emocionales van a mostrar, y lograr el 
objetivo de establecer un vínculo con el usuario o influir en su estado 
emocional, es necesario dotarlos de modelos afectivos que cuenten con sistemas 
de toma de decisiones capaces de tener en cuenta las emociones en su 
funcionamiento. En el siguiente punto hablaremos de estos sistemas. 
2.1.2 Toma de Decisiones 
Los humanos estamos constantemente tomando decisiones. Todo lo que 
hacemos, consciente o inconscientemente, es el resultado de alguna decisión 
que hemos tomado. La información que vamos recopilando nos ayuda a 
comprender lo que nos rodea y lo que ocurre en nuestro entorno, de manera 
que podamos razonar adecuadamente a la hora de tomar decisiones sobre lo 
que sucede a nuestro alrededor. 
El área de investigación relacionada con la toma de decisiones estudia la 
identificación y selección de alternativas basadas en los valores y preferencias 
de quien ha de tomar la decisión. Tomar una decisión implica la existencia de 
una variedad de opciones entre las que elegir, donde no sólo queremos conocer 
el mayor número posible de posibilidades, sino que también queremos elegir 
aquélla que mejor se ajusta a nuestros objetivos, deseos, preferencias, etc. 
(Harris, 1998). Gracias a este campo de estudio se desarrollaron métodos (a los 
que más tarde se daría soporte computacional) para ayudar a la toma de 
decisiones en múltiples situaciones, aunque con especial énfasis en la gestión 
empresarial o en áreas de la industria (ver (Fülöp, 1998) para una amplia 
revisión de estos métodos). El desarrollo y difusión de los ordenadores 
también condujo a la creación de modelos computacionales que automatizaban 
determinados mecanismos para la selección de la mejor decisión; en (Tyrrell, 
1993) el autor realiza un detallado estudio de un buen número de estos 
modelos. Finalmente, es necesario destacar la tremenda aportación que los 
investigadores del campo de la inteligencia artificial han realizado a los sistemas 
para la toma de decisiones, ya sea directamente (ver (Pomerol, 1997) para un 
listado de sistemas para la toma de decisiones) o indirectamente (p. ej., las 
redes neuronales o los algoritmos genéticos no fueron concebidos para la toma 
de decisiones, pero empezaron a ser utilizados por su buen comportamiento en 
la resolución de problemas que cuentan con múltiples variables). 
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Avances en otras disciplinas de la ciencia como la neuropsicología (Adolphs, 
1996) han destacado la influencia de la información biológica del sujeto (salud, 
estado emocional, sensaciones físicas) para dirigir el proceso de toma de 
decisiones hacia resultados que le fuesen beneficiosos, basándose en 
experiencias pasadas en las que se disponía de información similar. La hipótesis 
tras esta influencia se conoce como la hipótesis del marcador somático. Esta 
hipótesis afirma que las decisiones que son tomadas en circunstancias similares 
a experiencias previas, y cuyo resultado podría ser potencialmente dañino o 
beneficioso, inducen una respuesta somática que “marca” los posibles 
resultados futuros como importantes y como peligrosos o beneficiosos 
(Damasio, 1994). De esta manera, cuando un marcador negativo se asocia con 
un determinado resultado, nos sirve como alarma para evitar las 
acciones/decisiones que conducen a ese resultado. 
En el siguiente punto hablaremos sobre los sistemas de toma de decisiones 
más utilizados para simular comportamientos naturales en personajes digitales, 
centrándonos en aquellos sistemas de los que existen ejemplos que sí tienen en 
cuenta las emociones. 
2.1.3 Estado del arte 
Entre la variedad de propuestas e implementaciones de sistemas y modelos 
computacionales para la toma de decisiones utilizados en la generación 
sintética de comportamiento, hemos elegido los sistemas que detallamos en 
este punto por ser los más utilizados y relevantes dentro del campo de la 
computación afectiva.  
2.1.3.1 Sistemas Multiagente (MAS) 
El término agente (Wooldridge, 1995) se suele utilizar de un modo general para 
denotar a los sistemas basados en software que tienen las siguientes 
propiedades: 
 autonomía: los agentes funcionan sin ninguna intervención directa por 
parte de humanos u otros agentes y tienen el control (de algún tipo) tanto 
sobre sus propias acciones como de su estado interno (Castelfranchi, 
1995); 
 habilidades sociales: los agentes son capaces de interactuar con otros 
agentes (y puede que incluso con humanos) mediante algún tipo de 
lenguaje de comunicación (Genesereth, 1994); 
 reactividad: los agentes perciben su entorno (que puede ser tanto el mundo 
real, un usuario vía una interfaz de usuario, un grupo de agentes, o puede 
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que una combinación de todos), y son capaces de responder de manera 
oportuna a los cambios que puedan ocurrir; 
 proactividad: los agentes no sólo reaccionan a cambios en el entorno, son 
capaces de tomar la iniciativa y mostrar un comportamiento con un 
objetivo determinado. 
Desde la última década muchos investigadores han utilizado los sistemas 
multiagente para diseñar y construir modelos en los que implementar agentes 
emocionales, ya que las características descritas hacen de los agentes una 
herramienta muy útil para representar seres vivos con un sistema software 
(Wooldridge, 1995). De entre las propuestas existentes destacaremos aquellas 
que proporcionan un modelo más avanzado y complejo de afectividad.  
2.1.3.1.1 Cathexis 
La propuesta que hacen los autores de Cathexis (Velasquez, 1998a) (Velasquez, 
1998b) representa una aproximación muy interesante al estudio de los 
mecanismos emocionales, ya que incluye una arquitectura de agentes simple, 
modular y extensible que da soporte a emociones de tipo primario y secundario 
(definidas en (Damasio, 1994)). Cathexis describe un modelo computacional 
distribuido para la generación de emociones (Velasquez, 1996) (Velasquez, 
1997). Las emociones generadas son incorporadas a los agentes para influir en 
su comportamiento. 
En su propuesta, una red de nodos conectados entre sí modela las emociones. 
Cada nodo se conoce como un “protoespecialista” y representa a una familia 
de emociones. Hay definidos 6 tipos de protoespecialista: cólera, miedo, 
tristeza, felicidad, repugnancia y sorpresa. Cada nodo está asociado a unos 
sensores que detectan los estímulos tanto internos como externos. Esos 
estímulos detectados pueden activar las emociones de los protoespecialistas o 
bien cambiar la intensidad de la emoción que ya esté activada. La intensidad de 
una determinada emoción depende de los valores percibidos por los sensores y 
varía con el tiempo, esto es, una vez calculada la intensidad para una emoción, 
su nivel se decrementa con el tiempo a menos que los sensores detecten 
nuevos estímulos que la activen. 
Las emociones activadas junto con sus intensidades afectan el comportamiento 
del agente, es decir, las acciones que realiza. A continuación resumimos los 
pasos del algoritmo que propone Velasquez (Velasquez, 1997) para generar el 
comportamiento del agente emocional: 
1. Se recogen tanto las variables internas al agente como los estímulos del 
entorno. 
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2. Se actualizan las variables internas.  
3. Se actualizan los valores de todos los comportamientos tomando para 
ello los valores de los estímulos externos y de las variables internas. 
4. Se elige como comportamiento a activar aquél con mayor valor después 
de la actualización. 
Como se puede ver, se trata de un sistema emocional en el que no se han 
explorado aspectos más cognitivos de las emociones como la previsión, la 
evaluación de la situación y de las posibles consecuencias de la respuesta 
emocional, el control de las emociones y el aprendizaje relacionado con las 
emociones. 
2.1.3.1.2 Modelo emocional basado en niveles hormonales 
En (Cañamero, 1997) la autora propone una arquitectura de agentes que utiliza 
motivaciones y emociones para realizar la selección de comportamiento. En 
esa arquitectura propuesta las emociones son activadas, bien por eventos 
relevantes, bien por patrones de simulación, y son identificadas por patrones 
definidos de parámetros fisiológicos (por ejemplo, niveles hormonales) 
específicos a cada emoción. Las emociones se activan en paralelo a la 
monitorización continua que realiza un sistema de control de la motivación que 
busca eventos significativos (externos o internos). La conexión de la emociones 
con el comportamiento es a través de su influencia sobre la motivación. 
Además de esa influencia, las emociones también afectan a cómo el agente 
percibe tanto el mundo que le rodea como su propio “cuerpo”, lo que a su vez 
puede afectar al comportamiento. 
Al igual que en la propuesta anterior, podemos concluir que la autora no ha 
tenido en cuenta que aspectos como la previsión de estados futuros según qué 
decisión se tome puede hacer que el comportamiento del agente parezca más 
natural e inteligente. 
2.1.3.1.3 FLAME 
La propuesta que se conoce como FLAME (Fuzzy Logic Adaptive Model of 
Emotions), un sistema capaz de generar emociones en agentes, utiliza lógica 
difusa para representar los eventos, los objetivos y las emociones (El-Nasr, 
1999). Estos valores de la lógica difusa son usados junto con un sistema de 
reglas para seleccionar el comportamiento del agente. 
La arquitectura de agentes de FLAME está compuesta de 3 componentes 
principales (El-Nasr, 2000): la componente emocional, la componente de toma 
de decisiones y la componente de aprendizaje. El funcionamiento del algoritmo 
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de selección del comportamiento del agente emocional se resume en los 
siguientes pasos: 
1. El agente percibe eventos de su entorno. 
2. Los eventos percibidos pasan a través de la componente emocional y 
de la de aprendizaje. La componente emocional evalúa los eventos y 
calcula los niveles de las emociones del agente. La valoración de un 
evento se basa en los objetivos del agente y las experiencias aprendidas 
en el pasado. La componente de aprendizaje mantiene las asociaciones 
y los patrones que enlazan entre los eventos utilizados en el proceso 
emocional. 
3. Los niveles para todas las emociones son filtrados para producir un 
único estado emocional para el agente y, entonces, se selecciona el 
comportamiento emocional relacionado con el estado emocional 
obtenido. 
4. La componente de toma de decisiones recibe el comportamiento 
emocional que influye en la acción específica a tomar por el agente. 
El modelo de evaluación de las emociones en FLAME está basado en el 
modelo presentado en (Ortony, 1988), que consiste en un conjunto de reglas 
que dan lugar a emociones según las expectativas y los niveles de deseo de 
ocurrencia de un agente. Así, en esta propuesta las reglas de lógica difusa son 
utilizadas para medir el deseo de ocurrencia de un evento de la siguiente 
manera: si un objetivo O se ve afectado por un evento E en un grado A (donde 
A es un descriptor difuso cuyos valores son: alto, medio y bajo), y la 
importancia del objetivo O es B (donde B es otro descriptor difuso cuyos 
valores son: alta, media y baja), entonces el deseo de ocurrencia del evento E 
será D. 
Esta propuesta adolece de un grave inconveniente por el hecho de utilizar un 
sistema basado en reglas, a saber, una vez definidas las reglas el sistema no se 
actualiza y la ocurrencia de eventos no contemplados en las reglas definidas 
pasará inadvertida para el agente, en el mejor de los casos, o puede que el 
agente se comporte de forma extraña e irracional a ojos de los usuarios. 
2.1.3.2 Redes neuronales 
Una red neuronal (artificial) es un modelo computacional inspirado en la 
biología que está formado por unos elementos de procesamiento (llamados 
neuronas) y una serie de conexiones entre esos elementos con unos 
coeficientes asociados (pesos), lo que constituye la estructura neuronal, además 
de unos algoritmos utilizados para “entrenar” la red (fijar los valores de los 
pesos) y otros para utilizar la red con datos reales (Anderson, 1995). 
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La estructura de una neurona artificial está definida por: una serie de entradas, 
que tienen unos “pesos” asociados; una función de entrada, cuyo cometido es 
agregar los valores recibidos de todas las entradas de que disponga la neurona; 
y una función de activación, que calcula el nivel de activación de una neurona 
como una función del valor agregado de entrada y de su estado previo (Davalo, 
1991). Finalmente, la neurona envía por sus conexiones de salida (axones) una 
señal de salida equivalente al valor de activación calculado. 
Las redes neuronales son también conocidas como modelos conexionistas 
debido al papel que juegan en ellas las conexiones entre las neuronas. Los 
pesos asociados a las conexiones son el resultado del proceso de entrenamiento 
y representan la memoria del modelo. Las principales características de las 
redes neuronales son (Anderson, 1995): 
 aprendizaje: una red puede empezar sin ningún tipo de conocimiento sobre 
el problema que va a tratar y ser entrenada mediante un conjunto de 
ejemplos del problema, es decir, pares de valores de entrada suministrados 
y valores de salida esperados (lo que se conoce como entrenamiento 
supervisado), o bien empezar sólo con datos de entrada (entrenamiento no 
supervisado); durante el entrenamiento los pesos de las conexiones van 
modificándose de tal manera que la red neuronal “aprende” a producir los 
valores de salida esperados a partir de los valores de entrada suministrados; 
 generalización: ante un vector de valores de entrada diferente a los 
ejemplos utilizados en el entrenamiento, la red neuronal produce la mejor 
salida de acuerdo a los ejemplos utilizados en el entrenamiento. La 
correspondencia parcial es la opción más adecuada en muchos casos 
puesto que los datos que ya conocemos no coinciden de manera exacta con 
los nuevos; 
 alto grado (potencial) de paralelismo: durante el procesamiento de los datos 
de entrada, muchas neuronas pueden activarse simultáneamente; 
 robustez: aunque algunas neuronas empiezan a funcionar de manera 
errática, el sistema en su conjunto puede seguir funcionando (bastante) 
bien. 
Un ejemplo de utilización de una red neuronal como sistema de toma de 
decisiones influenciado por emociones lo podemos encontrar en (Inoue, 1996), 
donde los autores presentan un sistema que simula un hábitat virtual donde 
coexisten animales herbívoros y carnívoros. Los herbívoros seleccionan la 
siguiente acción a realizar según su propio sistema de toma de decisiones, 
mientras los carnívoros actúan al azar. Dentro del entorno virtual la hierba 
crece con el paso del tiempo, sólo los herbívoros copulan y pueden 
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reproducirse, y el tiempo de vida restante lo marca un nivel de energía que se 
incrementa al comer y se reduce al realizar acciones y con el tiempo. Si el nivel 
de energía llega a cero, el animal muere. El sistema de toma de decisiones de 
los herbívoros lo simula una red neuronal de 3 capas, que cuenta con una capa 
de entrada con 171 unidades de información del entorno. Esa información se 
mide con señales binarias. Todos los animales pueden ver en todas direcciones 
hasta dos posiciones más allá de su posición actual. El área de visión se 
comunica a la red neuronal con un valor de 0 si no hay ningún animal en esa 
posición, o 1 en caso contrario. Entonces la red produce como salida la acción 
a realizar. El sistema propuesto cuenta además con un algoritmo genético 
utilizado para evolucionar el sistema de toma de decisiones (Inoue, 1996). 
Aunque el sistema realmente no modela ninguna emoción de partida, con el 
paso de las generaciones, los autores observaron que los animales se 
comportaban como si sintiesen algunas emociones. Este hecho constata uno 
de los puntos débiles de las redes neuronales en general, a saber, están 
concebidas como unas cajas negras, lo que hace que extraer información de 
ellas sea complicado. Otros problemas son la dificultad para entrenarlas si no 
se seleccionan los valores iniciales adecuados, y que no existen criterios 
prácticos que se puedan utilizar para seleccionar la topología (número de nodos 
y capas), únicamente criterios muy conservadores (Poggio, 1990). 
2.1.3.3 Hierarchical network of decisions 
Entre los autores de esta propuesta se encuentra Rosalind Picard, la persona 
que acuñó el término affective computing aglutinando conceptos, teorías y 
modelos sobre emociones y cognición de diversos campos de la ciencia (Picard, 
1997). 
En (Ahn, 2005) se presenta la propuesta en la que se usa una red jerárquica de 
decisiones para dotar de comportamiento emocional a entidades. En esta 
propuesta, cada nodo/decisión (los autores utilizan el término affective-cognitive 
decision, ACD) de la red puede estar compuesto por uno o más ACD, 
constituyendo el nivel inferior a ese nodo en la jerarquía. Cada ACD tiene un 
proceso interno que puede seleccionar la decisión (el ACD) de nivel inferior 
más adecuada (probabilísticamente) conocidos los estados cognitivo y 
emocional actuales. Este proceso mantiene varios modelos probabilísticos para 
simular ACDs de niveles inferiores junto con sus valores cognitivos y 
emocionales. En otras palabras, para medir cómo de atractiva es una cierta 
decisión en términos cognitivos y emocionales. Una vez que un ACD de un 
nivel inferior con un valor interno positivo ha sido localizado, la entidad 
procede a ejecutarlo y obtiene la “recompensa” externa. Entonces, todos los
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modelos probabilísticos son actualizados para aprender qué ACDs son mejores 
en cada situación. 
Aunque este algoritmo utiliza reinforcement learning para hacer que las entidades 
aprendan cuáles son las decisiones más apropiadas para cada par de estados 
cognitivo y emocional, y a pesar que lleva a cabo una simulación para realizar la 
selección del ACD, pierde su efectividad al hacer que el proceso de búsqueda 
termine en el primer ACD con valor positivo que se encuentre (ni siquiera el 
máximo de los encontrados, por ejemplo). Además, no tiene en cuenta 
secuencias pasadas de ocurrencias de estados cognitivos y emocionales para, 
por ejemplo, sacar provecho del conocimiento de las entidades para simular 
secuencias de decisiones que podrían mejorar la recompensa obtenida a medio 
plazo. 
2.2 Toma de Decisiones en Sistemas Sensibles al Contexto 
Tal y como vimos en el capítulo de introducción de esta tesis, la toma de 
decisiones basadas en la sensibilidad al contexto tiene una relevancia muy 
significativa en los ambientes inteligentes, puesto que el comportamiento que 
calificamos como inteligente, y que esperamos que los ambientes exhiban, no 
puede existir sin la adecuada consideración del contexto del entorno. Es por 
ello que se hace imprescindible que la información contextual a tener en cuenta 
no sólo sea “capturada”, sino también modelada para que los distintos 
dispositivos electrónicos presentes en el ambiente inteligente puedan procesar 
la información de contexto de manera eficiente. Un buen modelado de la 
información contextual les permitirá compartir información de manera sencilla, 
permitiendo tanto su procesamiento como la inserción de nuevo conocimiento 
(información derivada o inferida de los datos de contexto iniciales) por parte 
de sistemas heterogéneos. No obstante, un buen modelado de la información 
contextual debe también contemplar al ser humano y ofrecer mecanismos 
ágiles para la gestión y manipulación de la información contextual. 
El tratamiento semántico de la información contextual reúne ambas 
características, al presentar una estructura apta para la manipulación tanto por 
seres humanos como por máquinas, y añade un valor semántico a los datos, de 
manera que hace posible el razonar sobre ellos e inferir nueva información o 
conocimiento del entorno. Así, la utilización de ontologías para el modelado y 
tratamiento de la información contextual en un sistema de computación 
sensible al contexto implica ciertas ventajas con respecto a otras técnicas. Si 
analizamos las principales aplicaciones de las ontologías, según (Gruninger, 
2002), pueden identificarse tres grandes tipos de uso para las mismas que 
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representan a su vez áreas en las que las tecnologías basadas en ontologías 
cuentan con importantes ventajas:  
 Comunicar y compartir información: por sus facilidades para ser incluidas 
en un proceso computacional, así como para poder ser entendidas por 
humanos, las ontologías pueden servir como vocabulario de comunicación 
para diversos agentes, sean éstos máquinas, aplicaciones o seres humanos. 
Este tipo de aplicación presenta las ontologías como nexos de unión entre 
agentes y seres humanos, superando otras técnicas exclusivas de agentes 
software. 
 Inferencia lógica y razonamiento: las ontologías pueden utilizarse para 
inferir conocimiento implícito partiendo de un conjunto de conocimiento 
explicito y unas reglas o procesos lógicos de inferencia. Esta característica 
permite la creación de sistemas ubicuos o de inteligencia ambiental, 
disponiendo de múltiples herramientas para el desarrollo de 
comportamiento inteligente que generalmente no se encuentran 
disponibles para las restantes técnicas de modelado contextual analizadas. 
 Reutilización del conocimiento: el uso de ontologías y el establecimiento de 
relaciones jerárquicas entre ellas permite mediante la importación 
ontológica reutilizar ontologías generales en la definición de ontologías 
para un dominio particular. Esto representa un avance respecto a otras 
técnicas de modelado dado que permite el desarrollo colaborativo de 
ontologías más o menos estándares capaces de agilizar los procesos de 
desarrollo e implementación de sistemas inteligentes. 
Por otro lado, la mayor parte de sistemas que dan soporte a la filosofía en la 
que se basan los ambientes inteligentes entienden el contexto como un 
elemento relacionado únicamente con la situación actual en la que se encuentra 
el entorno o el usuario, sin tener en cuenta las relaciones temporales que 
puedan darse entre diferentes situaciones contextuales. En este sentido nos 
encontramos con situaciones paradójicas en las que sistemas context-aware como 
Context Toolkit (Salber, 1999), CoBrA (Chen, 2004), CASS (Fahy, 2004), 
SOCAM (Gu, 2004) y CORTEX (Biegel, 2004) sí almacenan de manera 
persistente la información de contexto capturada, por lo que sería posible 
aprender y generar comportamiento para ciertas situaciones contextuales que 
se dieron en el pasado y que pudieran ser relevantes, aunque ninguno de ellos 
utiliza algoritmo de aprendizaje alguno que les permita generar una respuesta 
más proactiva, más inteligente, en definitiva, más adecuada. En (Baldauf, 2007) 
se puede encontrar una revisión más pormenorizada de las características de 
estos y otros sistemas. 
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Sin embargo, el comportamiento secuencial es uno de los elementos 
fundamentales presentes en todo tipo de seres dotados de un nivel básico de 
inteligencia. En particular, en las actividades humanas podemos encontrar 
diversos ejemplos en los que el comportamiento secuencial es crítico, desde el 
razonamiento para la resolución de problemas hasta la articulación del lenguaje. 
En el campo de las ciencias de la computación el aprendizaje secuencial es una 
componente importante en múltiples dominios: procesado del lenguaje natural, 
planificación, robótica, reconocimiento del habla, predicción de series 
temporales, etc. 
En el ámbito de los ambientes inteligentes, uno de los aspectos más relevantes 
que suele caracterizar a los usuarios es la movilidad. Como consecuencia de la 
misma, trazan rutas a diario en el espacio físico en el que se mueven y en las 
que desarrollan distintos tipos de actividades. Dicho de otro modo, podemos 
afirmar que dichos usuarios siguen “secuencias contextuales” no sólo 
caracterizadas por la información relativa a la posición física en la que se 
encuentran sino también por el contexto (situación, actividad,…) en el que 
dicha presencia en el espacio físico cobra su verdadero sentido. Una secuencia 
contextual es una sucesión en el espacio y en el tiempo de situaciones de 
interés contextual. Una situación contextual es un concepto genérico definido 
como una colección de propiedades contextuales con sus correspondientes 
valores. Por ejemplo, una situación contextual donde las propiedades definidas 
fueran simplemente coordenadas de un espacio bidimensional permitiría la 
definición de secuencias contextuales que representarían simplemente rutas 
geográficas; mientras que si las situaciones de interés contextual fueran 
descripciones de elementos turísticos (museos, monumentos, edificios 
históricos,…) a los que accede un usuario, entonces tendríamos secuencias 
contextuales de naturaleza turística.  
El aprendizaje de secuencias contextuales de cualquier tipo o nivel de 
abstracción es fundamental para poder: 
 Obtener información sobre situaciones contextuales que es probable que se 
den en el futuro para poder tomar decisiones adecuadas por parte del 
usuario con anticipación. 
 Realizar con efectividad una provisión anticipada de información o de 
servicios que serán necesarios en el futuro permitiendo iniciar tareas 
complejas de búsqueda, filtrado y personalización de información y 
servicios con antelación. 
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 Obtener información desconocida para un usuario derivada a partir del 
análisis de las secuencias conocidas de otros usuarios con los que se 
comparte una situación contextual. 
2.2.1 Toma de Decisiones Basadas en Secuencias Contextuales 
Es evidente que el aprendizaje de secuencias es una tarea no trivial, y que ha 
sido analizada desde diferentes puntos de vista, entre los que destacan los 
aspectos relacionados con la predicción de secuencias y los que abordan el 
reconocimiento de las mismas. Hasta la fecha se han realizado propuestas 
algorítmicas para el aprendizaje secuencial, entre los que podemos encontrar 
redes neuronales recurrentes, modelos de Markov ocultos o algoritmos 
inmunes. 
2.2.1.1 Redes Neuronales 
El problema del aprendizaje de secuencias ha sido tradicionalmente 
formalizado en la teoría de redes neuronales con lo que se ha denominado 
“aprendizaje de secuencias temporales”. El estudio de dichas secuencias ha 
sido objeto de estudio en diferentes dominios, desde la planificación de 
trayectorias en robótica hasta en visión artificial y reconocimiento del habla. En 
la mayor parte de las ocasiones, las redes neuronales propuestas proveen dos 
mecanismos distintos: uno principal para el aprendizaje de la información 
espacial y otro secundario para la temporal. El mecanismo principal almacena 
la secuencia de eventos independientemente de las dependencias temporales 
entre ellos. Posteriormente, el segundo mecanismo, también denominado 
memoria a corto plazo, extrae y aprende las relaciones temporales entre las 
secuencias. Un ejemplo claro de este tipo de aprendizaje es el trabajo de Moga 
(Moga, 2002), en el que se define un modelo neuronal que utiliza neuronas 
predictivas para aprender a predecir los intervalos de tiempo que tienen lugar 
entre dos eventos. El intervalo comienza con la activación de neuronas de 
derivación y finaliza con la activación de neuronas de entrada. Las neuronas 
predictivas aprenden dichos intervalos gracias a la existencia de neuronas 
granulares. Este trabajo demuestra que el modelo de red neuronal propuesto 
permite a un robot aprender distintos tipos de bailes (entendidos como 
secuencias de eventos que han de ejecutarse). 
Por otro lado, también existen estrategias que utilizan memorias asociativas 
con mecanismos de aprendizaje por refuerzo para el aprendizaje de secuencias. 
En este sentido trabajos como los de (Wang, 2003), (Miyoshi, 2004) o (Maurer, 
2005) demuestran el uso de este tipo de estrategias para el aprendizaje de series 
temporales, pero no permiten el aprendizaje efectivo cuando dichas series 
presentan solapamientos. Este problema queda resuelto en (Berthouze, 2006), 
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en el que se presenta un modelo de red neuronal compuesto por: un módulo 
central consistente en un vector de columnas independientes de neuronas con 
aprendizaje débil (leaky learning); un módulo de entrada y un módulo de 
contexto. Los patrones de entrada alimentan directamente al módulo central, 
mientras que los patrones de contexto alimentan al módulo de contexto, que 
está conectado de forma completa con el módulo central. La regla de 
aprendizaje tiene como objetivo minimizar el error entre la salida actual y el 
próximo input. Una copia del contexto inferido es realimentada al módulo de 
contexto mediante conexiones uno a uno. A su vez, el módulo de salida se 
conecta con cada columna del módulo central. El diseño de las neuronas en el 
módulo central está orientado a controlar el tiempo que transcurre hasta la 
primera respuesta, la duración de la respuesta y el tiempo hasta que la neurona 
vuelve a estar en reposo, de forma que la red neuronal pueda codificar la 
información temporal asociada a una secuencia de entrada. El proceso de 
aprendizaje está dirigido por un ajuste dinámico de la velocidad de aprendizaje. 
Esto permite que la red aprenda únicamente cuando es necesario y pase a 
modo de consolidación en otro caso. De esta forma, la red muestra 
características de plasticidad necesarias cuando una nueva información 
secuencial sobrescribe de forma parcial o completa la memoria de secuencias 
aprendidas con anterioridad. Por otro lado, la integración de información de 
contexto permite evitar las interferencias que tendrían lugar entre secuencias 
con elementos en común. La información contextual proporciona a la red 
regularidades con poca frecuencia de cambio que permite distinguir entre 
diferentes secuencias basándose en cuándo y dónde aparecen las mismas.  
Este tipo de modelo permite integrar de forma transparente las fases de 
aprendizaje y de recuerdo, de forma que la red neuronal pasa gradualmente de 
aprender a predecir los elementos de las secuencias. Además de evitar las 
interferencias entre secuencias con segmentos comunes, este mecanismo 
permite completar secuencias en patrones incompletos o contaminados con 
ruido y proporciona un mecanismo para explorar de forma selectiva el espacio 
de secuencias aprendidas durante la fase de recuerdo. 
Si bien queda demostrado en (Berthouze, 2006) la efectividad para la 
memorización de secuencias en contextos, los resultados empíricos se basan en 
secuencias de hasta tamaño 6 y orientados a la memorización de letras que 
aparecen en cadenas, esto es, la escalabilidad del modelo y la capacidad para 
memorizar secuencias en las que la naturaleza de los datos sea compleja no son 
aspectos abordados en ese trabajo. 
Alternativamente, en (Ichishita, 2007) se demuestra el uso de redes neuronales 
compuestas por neuronas de pulsos con un mecanismo de propagación hacia 
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adelante y que no presenta los problemas de interferencia u olvido que se 
presentan en las redes neuronales recurrentes. Con este tipo de red se han 
realizado experimentos para el aprendizaje de secuencias de composiciones 
musicales en las que se dan secuencias de notas que han de ser memorizadas 
por la red neuronal. Si bien el mecanismo es capaz de aprender secuencias 
temporales de longitud 800, la codificación de la información (pitch de la nota y 
duración) determina en gran medida la naturaleza de la red neuronal por lo que 
el modelo propuesto no es aplicable en general al aprendizaje de secuencias de 
índole más genérica.  
2.2.1.2 Modelos de Markov ocultos 
Una cadena de Markov 𝑞 = {𝑞𝑡}, 𝑡 ∈ ℕ es un proceso estocástico de Markov 
discreto. Un proceso estocástico se llama de Markov si conocido el presente, el 
futuro no depende del pasado.  
Formalmente una cadena de Markov se define como (𝒬,𝒜) , donde 𝒬 =
{1,2, … ,ℕ}  son los posibles estados de la cadena y 𝒜 = (𝑎𝑖𝑗)𝑛×𝑛  es una 
matriz de transición de estados en el modelo. La condición principal para que 
sea una cadena de Markov establece que las probabilidades de transición y 
emisión dependen únicamente del estado actual y no de los pasados. En 
términos probabilísticos: 𝑃[𝑞𝑡  =  𝑗 | 𝑞𝑡−1 =  𝑖, 𝑞𝑡−2 =  𝑘, . . . ]  =  𝑃[𝑞𝑡  =
 𝑗 | 𝑞𝑡−1 =  𝑖]  =  𝑎𝑖𝑗(𝑡).  
Un modelo oculto de Markov (Hidden Markov Model, HMM) es un proceso 
estocástico que consta de un proceso de Markov no observado (oculto) y un 
proceso observado cuyos estados son dependientes estocásticamente de los 
estados ocultos. En estos sistemas se evoluciona con el paso del tiempo de 
forma aleatoria transitando entre estados y emitiendo al azar un símbolo de un 
alfabeto Σ. Solamente los símbolos del alfabeto emitidos por el proceso son 
observables, pero no la secuencia de estados q, y por ello se denomina "oculto" 
de Markov.  
Desde otro punto de vista, los HMM se pueden modelar como autómatas de 
estados finitos, dado que son como éstos pero con transiciones entre estados 
anotados con probabilidades, y con la única restricción de que las 
probabilidades de todas las transiciones salientes de un estado han de sumar la 
unidad. 
Los HMM se pueden considerar como sistemas generativos estocásticos, a 
menudo empleados en el modelado de series de tiempo. Tradicionalmente los 
HMM han sido de gran utilidad en áreas de investigación como el 
reconocimiento del habla dado que se pueden capturar mediante estos modelos 
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las dependencias temporales existentes en una serie de sonidos lo cual es de 
gran utilidad para identificar fonemas. En este sentido el problema se plantea 
como un proceso de ajuste del modelo que es el inverso al proceso de 
generación de una secuencia de elementos observables, esto es, el problema es 
encontrar al mejor autómata que describa una secuencia de observaciones. Este 
procedimiento puede aplicarse a cualquier secuencia de observaciones 
categóricas. Especialmente interesante es el trabajo presentado en (Kishner, 
2005), en el que se presenta una forma de aplicación de HMM para capturar las 
dependencias temporales y las dependencias multivariable que aparecen en 
series temporales multivariable. En dicho trabajo se modulariza el proceso de 
construcción de dichos modelos mediante la separación de ambos tipos de 
dependencias combinando el uso de HMM con árboles y bosques 
condicionales de Chow-Liu (Chow, 1968). 
Si bien los HMM han demostrado su efectividad para modelar variables de tipo 
discreto en series temporales todavía existen diversos problemas que impiden 
su uso de forma generalizada para el aprendizaje de secuencias temporales en 
dominios o aplicaciones reales multivariable. Por un lado, los HMM son muy 
sensibles a la presentación de secuencias incompletas puesto que éstas afectan 
seriamente a la calidad de los modelos. Por otro lado, dada la naturaleza de 
representación de los estados del problema los HMM presentan dificultades a 
la hora de incorporar a los mismos el conocimiento proporcionado por 
expertos. Además, esto se une a la problemática de identificar las variables que 
tienen un impacto significativo en las variables observadas dado que la 
inclusión de variables innecesarias degrada las prestaciones en términos 
computacionales de dichos modelos. 
2.2.1.3 Algoritmos inmunes 
Estos algoritmos se basan en la propia naturaleza del sistema inmunológico. 
Los sistemas inmunológicos naturales protegen a los animales de los patógenos 
externos peligrosos, como bacterias, virus, parásitos y toxinas. Para ello el 
problema a resolver es el siguiente: diferenciar lo “propio” de lo “ajeno”, es 
decir, diferenciar a “uno mismo” de los “otros” peligrosos y eliminar esos 
“otros”. Evidentemente, el sistema inmunológico no tiene una lista completa 
de qué es lo que puede ser ajeno y qué no lo es; más aún, es posible que esta 
lista esté codificada en el código genético de los seres humanos y el resto de 
mamíferos superiores (que son los que tienen un sistema inmunológico). Pero 
lo cierto es que lo consiguen, y lo hacen a través de una serie de mecanismos 
basados en el uso de los antígenos (sustancias químicas que poseen ciertos 
elementos, como virus y bacterias, que hace que el sistema inmunológico 
reaccione), los anticuerpos (elementos que utiliza el sistema inmunológico para 
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detectar y neutralizar los elementos extraños), y los linfocitos (tipo de glóbulo 
blanco encargado de reconocer antígenos específicos, producir los anticuerpos 
necesarios y eliminar las células extrañas). Estos mecanismos son los siguientes:  
 Diversidad: manteniendo “bibliotecas” de posibles componentes de 
antígenos y que se usan para reconocerlos; 
 Especificidad: pueden crear un anticuerpo específico para cada antígeno;  
 Memoria: pueden guardar las respuestas inmunes llevadas a cabo 
anteriormente; y  
 Tolerancia: no atacan al propio organismo, sólo a aquello que se considera 
“extraño”. 
Desde el punto de vista del aprendizaje de secuencias contextuales, los 
conceptos anteriores tendrían la siguiente correspondencia: el antígeno 
representaría una secuencia de situaciones contextuales frente a la que el 
sistema ha de reaccionar; el linfocito sería la parte del sistema encargada de 
reconocer la ocurrencia de la secuencia contextual a partir de la sucesión de 
situaciones contextuales y de generar el anticuerpo adecuado, es decir, elegir el 
comportamiento que el sistema usará como respuesta a la secuencia contextual. 
Los sistemas inmunológicos son sistemas adaptables en los que el aprendizaje 
debe ser un mecanismo que pueda evolucionar de forma similar a la evolución 
biológica. Su función principal es la de proporcionar un mecanismo de defensa 
para el cuerpo que pueda identificar y eliminar aquel material que sea extraño y 
peligroso. Algunos modelos de sistemas inmunes se basan en un universo en el 
que los antígenos (material extraño) y los linfocitos (células que hacen el 
reconocimiento del material extraño) están presentes mediante cadenas de 
diferentes símbolos. Esta definición de modelo se puede emplear para, por 
ejemplo, estudiar varios aspectos diferentes de los sistemas inmunes, como 
puedan ser la detección de patrones comunes (esquemas) en ambientes 
ruidosos, su habilidad para descubrir y mantener la cobertura de varias clases 
de patrones, y su habilidad para aprender eficientemente, incluso cuando no se 
han definido todos los anticuerpos o antígenos presentes en el sistema.  
Aunque la cantidad de modelos y aplicaciones de los sistemas inmunológicos 
va en ascenso, sólo existe un esquema muy general de cuáles son los elementos 
esenciales que debe poseer un sistema inmunológico artificial (SIA): 
 Representación de los componentes del sistema. 
 Un conjunto de mecanismos para evaluar las interacciones. 
 Un proceso de adaptación que gobierne las dinámicas del sistema. 
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A continuación se presentan un par de modelos de sistema inmunológico 
artificial, cada uno de ellos basado en un proceso determinado llevado a cabo 
en los sistemas inmunológicos naturales.  
2.2.1.3.1 Selección Negativa 
El algoritmo de Selección Negativa está inspirado en el mecanismo principal 
del timo (órgano linfático), que es el órgano que produce un conjunto de 
células T (un tipo de linfocitos) capaces de envolver a los antígenos ajenos. La 
cuestión biológica reside en que en el timo se producen varios tipos de células 
T, algunas de las cuales reaccionan frente a antígenos propios, lo cual no 
resulta interesante. Por ello estas células T son eliminadas, y a todo este 
proceso se le denomina selección negativa. 
El primer algoritmo de selección negativa fue propuesto por Forrest (Forrest, 
1994) para detectar la manipulación de datos llevada a cabo por un virus 
informático. El punto de partida de este algoritmo es un conjunto de cadenas 
propias que definen el estado normal del sistema. La tarea a realizar después es 
generar un conjunto de detectores que sólo reconozcan y envuelvan a lo que 
sea complementario a ese conjunto. Una vez se obtengan, estos detectores se 
pueden utilizar para monitorizar el estado del sistema y, por tanto, detectar si 
ha sido modificado o no. 
2.2.1.3.2 Selección Clonal 
La teoría de la selección clonal ha sido utilizada como principio para el 
desarrollo de un SIA que lleve a cabo tareas de optimización y reconocimiento 
de patrones. En particular, se fundamenta en el proceso de maduración de las 
células B (un tipo de linfocitos). Este proceso comienza cuando una célula B 
reacciona ante un antígeno. En este momento se comienzan a clonar (madurar) 
células B del mismo tipo que la que ha detectado el antígeno; así se evita que 
proliferen células B para otros antígenos diferentes. Estos SIA también suelen 
utilizar la idea de células de memoria para mantener las buenas soluciones al 
problema que se está solucionando. Castro y Timmis en (Castro, 2002b) 
subrayan dos características importantes que se pueden utilizar del mencionado 
proceso de maduración/clonación. La primera es que la proliferación de las 
células B es proporcional a la afinidad con el antígeno que envuelve, de tal 
forma que cuanta mayor afinidad, más células B de ese tipo se producen. La 
segunda está relacionada con las mutaciones sufridas por los anticuerpos de 
una célula B. Estas mutaciones son inversamente proporcionales a la afinidad 
con el antígeno que envuelven. Usando estas dos características, Castro y Von 
Zuben (Castro, 2002a) han desarrollado uno de los SIA basados en selección 
clonal más utilizados: CLONALG. Éste es utilizado principalmente para tareas 
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de reconocimiento de patrones y optimización de funciones multimodales. 
Cuando se aplica en el reconocimiento de patrones, un conjunto de patrones 𝒮 
a detectar se consideran como antígenos. Así que la tarea de CLONALG es 
producir un conjunto de anticuerpos ℳ que detecten los miembros de 𝒮. 
2.3 Toma de Decisiones Basada en Métodos 
Metaheurísticos: Una Aproximación Integradora 
A menudo, el tamaño del espacio de un problema puede verse incrementado 
exponencialmente conforme se incrementa la complejidad del mismo. Por lo 
tanto, para abordar instancias de problema de gran tamaño, es habitual utilizar 
métodos aproximados capaces de encontrar soluciones subóptimas en un 
tiempo relativamente pequeño. Estos algoritmos, generalmente conocidos 
como heurísticas, se basan en el conocimiento que se tiene del problema para 
construir soluciones o mejorarlas, tal y como lo haría un experto en ese tipo de 
problemas. Sin embargo, esta característica hace que normalmente sólo sean 
aplicables a un tipo específico de problemas. Por esta razón el foco de atención 
se ha fijado en una nueva clase de algoritmos, conocida como metaheurística. 
En (Dorigo, 2004) se define una metaheurística como un conjunto de 
conceptos algorítmicos que se pueden utilizar para definir métodos heurísticos 
aplicables a un amplio espectro de problemas; y en (Glover, 1997) los autores 
ofrecen una explicación que clarifica lo que es una metaheurística: una 
metaheurística alude a una estrategia maestra que guía y modifica otras 
heurísticas con el fin de producir soluciones más allá de aquéllas que 
generalmente se obtienen en la búsqueda de óptimos locales. 
Los dos dominios que hemos considerado como claves en el avance y el futuro 
de los ambientes inteligentes, la toma de decisiones basada en estados afectivos 
y en la predicción de situaciones contextuales, pueden ser vistos como 
problemas que comparten el inconveniente descrito de escalabilidad: la 
complejidad puede aumentar exponencialmente con el tamaño del problema. 
Por esta razón consideramos oportuno tener en cuenta las propuestas 
metaheurísticas como posible solución o estrategia a tomar como base. Sin 
embargo, esta similitud no bastaría para justificar una aproximación unificada a 
ambos dominios. Lo que realmente justifica explorar la aproximación 
metaheurística para abordar ambas problemáticas es el hecho de que 
comparten una característica más fundamental: poder ser representados como 
problemas de optimización. Esto es así porque lo que se pretende en ambos es 
maximizar alguna función de una o múltiples variables: por un lado, el 
beneficio afectivo total obtenido como consecuencia de la toma de una serie 
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consecutiva de decisiones; por otro, el grado de similitud o de compatibilidad 
semántica entre una situación contextual de referencia y los estados 
contextuales que previsiblemente se darán en el futuro, en los que nos 
basaremos para poder tomar de forma anticipada decisiones compatibles con 
dicha predicción. En ambos casos, las posibles soluciones pueden verse como 
conjuntos ordenados de estados del problema. Quizás esta visión no sea tan 
evidente en el caso de la toma de decisiones influenciada por emociones, por lo 
que pasamos a detallar este punto. 
El campo de la toma de decisiones está íntimamente ligado al campo de 
resolución de problemas (problem solving), incluso podríamos considerarlo un 
caso particular de éste ya que utilizan básicamente la misma definición (Newell, 
1972) para hablar del espacio del problema que abordan (problem solving de 
manera general y decision making busca la mejor acción a realizar). El espacio del 
problema está formado por: 
 un estado inicial; 
 un estado objetivo que se quiere alcanzar; 
 una serie de operadores para transformar el problema del estado inicial al 
estado objetivo en una secuencia de pasos; 
 un conjunto de restricciones que deben ser satisfechas, incluyendo 
restricciones en la aplicación de los operadores. 
De esta manera, el proceso de resolución del problema puede verse como una 
búsqueda del camino que conecta el estado inicial con el final. 
Hecha la oportuna aclaración, a continuación presentamos dos de los métodos 
metaheurísticos más relevantes y empleados en multitud de dominios dada su 
versatilidad: los algoritmos genéticos y las colonias de hormigas. 
2.3.1 Algoritmos genéticos 
Los algoritmos genéticos (AG) son métodos adaptativos que pueden usarse 
para resolver problemas de búsqueda y optimización. Están basados en el 
proceso genético de los organismos vivos. A lo largo de las generaciones, las 
poblaciones evolucionan en la naturaleza de acorde con los principios de la 
selección natural y la supervivencia de los más fuertes, postulados por Darwin 
(Darwin, 1859). Por imitación de este proceso, los algoritmos genéticos son 
capaces de ir creando soluciones para problemas del mundo real. La evolución 
de dichas soluciones hacia valores óptimos del problema depende en buena 
medida de una adecuada codificación de las mismas. 
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Los principios básicos de los algoritmos genéticos fueron establecidos por 
(Holland, 1975), y se encuentran bien descritos en varios textos (Goldberg, 
1989), (Davis, 1991), (Michaliewicz, 1992), (Reeves, 1993). 
En la naturaleza los individuos de una población compiten entre sí en la 
búsqueda de recursos tales como comida, agua y refugio. Incluso los miembros 
de una misma especie compiten a menudo en la búsqueda de una pareja. 
Aquellos individuos que tienen más éxito en sobrevivir y en atraer compañeros 
tienen mayor probabilidad de generar un gran número de descendientes. Por el 
contrario, individuos poco dotados producirán un menor número de 
descendientes. Esto significa que los genes de los individuos mejor adaptados 
se propagarán en sucesivas generaciones hacia un número de individuos 
creciente. La combinación de buenas características provenientes de diferentes 
antepasados, puede a veces producir descendientes “superindividuos", cuya 
adaptación es mucho mayor que la de cualquiera de sus antepasados. De esta 
manera, las especies evolucionan logrando unas características cada vez mejor 
adaptadas al entorno en el que viven. 
Los algoritmos genéticos usan una analogía directa con el comportamiento 
natural. Trabajan con una población de individuos, cada uno de los cuales 
representa una solución factible a un problema dado (el conjunto de soluciones 
de un problema recibe el nombre de fenotipo) y en el que la información de la 
solución se codifica en una cadena, generalmente binaria, llamada cromosoma. 
Los símbolos que forman la cadena son llamados los genes. Cuando la 
representación de los cromosomas se hace con cadenas de dígitos binarios se le 
conoce como genotipo. Los cromosomas evolucionan a través de iteraciones, 
llamadas generaciones. En cada generación, los cromosomas son evaluados 
usando alguna medida de aptitud. A cada individuo se le asigna un valor o 
puntuación, relacionado con la bondad de dicha solución. En la naturaleza esto 
equivaldría al grado de efectividad de un organismo para competir por unos 
determinados recursos. Cuanto mayor sea la adaptación de un individuo al 
problema, mayor será la probabilidad de que el mismo sea seleccionado para 
reproducirse, cruzando su material genético con otro individuo seleccionado de 
igual forma. Este cruce producirá una nueva generación de individuos, 
descendientes de los anteriores, que compartirán algunas de las características 
de sus padres. Cuanto menor sea la adaptación de un individuo, menor será la 
probabilidad de que dicho individuo sea seleccionado para la reproducción, y 
por tanto de que su material genético se propague en sucesivas generaciones.  
De esta manera se produce una nueva población de posibles soluciones, la cual 
reemplaza a la anterior y verifica la interesante propiedad de que contiene una 
mayor proporción de buenas características en comparación con la población 
Capítulo 2 | Estado del arte 
38 
anterior. Así, a lo largo de las generaciones, las buenas características se 
propagan a través de la población. Favoreciendo el cruce de los individuos 
mejor adaptados, van siendo exploradas las áreas más prometedoras del 
espacio de búsqueda. Si el algoritmo genético ha sido bien diseñado, la 
población convergerá hacia una solución óptima del problema. 
Un esquema básico para algoritmos genéticos se presenta a continuación: 
/* Inicialización */ 
Obtener al azar la población inicial 
/* Criterio de parada */ 
Mientras no se alcance el criterio de parada 
/* Evaluación */ 
Evaluar los individuos de la población 
/* Selección */ 
Seleccionar padres de la población 
/* Cruzamiento */ 
Producir hijos a partir de los padres seleccionados 
/* Mutación */ 
Mutar los individuos hijos 
/* Reemplazo generacional */ 
Extender la población añadiendo los hijos 
Reducir la población extendida 
Repetir 
El funcionamiento del esquema algorítmico presentado puede agruparse y 
explicarse en los siguientes pasos: 
 Inicialización: Se genera aleatoriamente la población inicial de cromosomas, 
los cuales representan las posibles soluciones del problema. En caso de no 
hacerlo aleatoriamente, es importante garantizar que dentro de la población 
inicial se tenga la diversidad estructural de estas soluciones para tener una 
representación de la mayor parte de la población posible o, al menos, evitar 
la convergencia prematura. 
 Evaluación: A cada uno de los cromosomas de esta población se le aplicará 
la función de aptitud (o función de fitness) para saber cuán “buena” es la 
solución que representan. Los cromosomas más aptos serán los elegidos 
para reproducirse y ser los padres de la nueva generación de individuos. 
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 Criterio de parada: El AG se deberá detener cuando se alcance la solución 
óptima, pero ésta generalmente se desconoce, por lo que se deben utilizar 
otros criterios de detención. Normalmente se usan dos criterios: correr el 
AG un número máximo de iteraciones (generaciones) o detenerlo cuando 
no haya cambios en la población. Mientras no se cumpla esta condición, se 
dan los siguientes pasos: 
 Selección: Después de saber la aptitud de cada cromosoma, se 
procede a elegir los que serán cruzados en la siguiente generación. 
Aquéllos con mejor aptitud tienen mayor probabilidad de ser 
seleccionados de acuerdo con criterios previamente elegidos como 
puede ser elitista, proporcional, ruleta, torneo, etc. 
 Cruzamiento: El cruzamiento (o crossover) es el principal operador 
genético. Representa la reproducción sexual, y opera sobre dos 
cromosomas a la vez para generar dos descendientes donde se 
combinan las características de ambos cromosomas padre.  
 Mutación: Modifica al azar parte del cromosoma de los individuos, y 
permite alcanzar zonas del espacio de búsqueda que no estaban 
cubiertas por los individuos de la población actual.  
 Reemplazo generacional: Una vez aplicados los operadores 
genéticos, se seleccionan los mejores individuos de la población 
resultante, en base a diferentes criterios, para conformar la 
población de la generación siguiente. 
Para una formalización matemática adecuada de los AG así como una 
explicación de los distintos operadores que utilizan (mutación, selección, 
reproducción,...) ver (Reeves, 1993). 
2.3.2 Colonias de hormigas 
Las colonias de hormigas, al igual que otros tipos de sistemas biológicos, son 
sistemas que presentan una organización social enormemente estructurada y en 
las que existen mecanismos de coordinación que permiten a las mismas realizar 
conjuntamente tareas que serían difícilmente abordables de manera individual. 
En muchas especies de hormigas casi todos sus mecanismos de comunicación 
se basan en el intercambio de sustancias químicas conocidas como feromonas. 
En particular, en la vida social de las hormigas son de especial importancia las 
feromonas de rastreo (trail pheromones) que utilizan para marcar de manera 
química caminos en el terreno que les conduzcan desde el hormiguero hasta los 
lugares donde han encontrado alimentos. Si una hormiga no encuentra ningún 
rastro de feromona se mueve de forma aleatoria, pero si detecta dicha sustancia 
tiende a seguir con mayor probabilidad el rastro. Existen numerosos 
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experimentos (Pasteels, 1987) (Goss, 1989) que han demostrado que las 
hormigas escogen aquellos caminos que tienen más concentración de 
feromonas y que en la práctica, cuando varios caminos se bifurcan, las 
hormigas eligen el camino por el que continuar su marcha basándose en la 
intensidad de feromonas. De esta forma, como las hormigas depositan 
feromonas en el camino que han elegido, este mecanismo supone un proceso 
de refuerzo que concluye con la formación de caminos intensamente marcados. 
Este proceso tiene una razón de ser, dado que, como han demostrado los 
experimentos del puente doble de Deneubourg (Goss, 1989), el mecanismo de 
autorefuerzo conduce a la selección de los caminos más cortos. 
Basándose en este comportamiento natural de las hormigas, Dorigo y sus 
colaboradores (Dorigo, 1992) (Dorigo, 1996) (Dorigo, 1999) introducen por 
primera vez la optimización basada en colonias de hormigas (OCH) para 
resolver problemas de optimización combinatoria. Para entender de una forma 
sencilla cómo trabajan los algoritmos de OCH, hemos de ver el proceso de 
resolución como un ejercicio constructivo en el que, en cada iteración, cada 
hormiga construye una solución recorriendo el grafo subyacente al problema. 
Este proceso constructivo puede verse como un proceso de decisión en el que 
cada hormiga debe decidir, desde el último nodo ya visitado del grafo, a qué 
nuevo nodo dirigirse. Para poder llevar a cabo esta decisión, el algoritmo 
mantiene dos tipos de información: heurística y de rastros de feromonas. La 
información heurística mide la atracción (o grado de preferencia) de moverse 
desde un nodo origen a un nodo destino; dicha atracción no se modifica 
durante la ejecución del algoritmo. En cambio, la información de rastros de 
feromonas mide la atracción aprendida de moverse entre dos nodos, y actúa 
como una memoria a largo plazo. Esta atracción aprendida imita a las 
feromonas naturales y, por tanto, se modifica a lo largo de la ejecución del 
algoritmo. 
El sistema de colonias de hormigas es una evolución de algoritmos OCH 
previos que presenta 3 diferencias significativas (Liang, 2003): 
 se modifica la regla de selección probabilista, en la que se hace uso de un 
valor aleatorio de forma que el siguiente nodo a visitar por la hormiga se 
elige según si ese valor es mayor o menor que una constante; en caso de ser 
menor o igual, se explota la información disponible, tanto de naturaleza 
heurística como de feromonas, tomando como transición aquella que 





 únicamente la hormiga reina4 actualiza los rastros de feromonas cuando 
todas las hormigas han obtenido una solución. A esta actualización se le 
denomina offline, y la solución que se tiene en cuenta para ella es la mejor 
solución global. Además, en algunas ocasiones se pueden aplicar 
previamente técnicas de búsqueda local para mejorar la solución obtenida. 
 se modifica la actualización de feromonas por cada hormiga cada vez que 
se ha seleccionado una arista, de manera que aquellas aristas visitadas por 
muchas hormigas tendrán un valor de feromona menor de manera que su 
atracción para otras hormigas será cada vez menor y, por lo tanto, se 
facilitará que no todas las hormigas sigan el mismo camino. A este 
mecanismo de actualización se le denomina actualización online. 
Al igual que los algoritmos genéticos y otras metaheurísticas, es necesario que 
los datos del problema se puedan adaptar a la forma de representación del 
espacio de búsqueda utilizado por las colonias de hormigas. En este sentido, 
dado que una de las aplicaciones naturales de los sistemas OCH es la 
resolución de caminos y que, como hemos comentado, el proceso de 
resolución de problemas (problem solving) puede entenderse como la búsqueda 
del camino que conecta el estado inicial con el objetivo, la representación del 
espacio de búsqueda para problemas de toma de decisiones en colonias de 
hormigas es directa. También es destacable la capacidad de adaptación de estos 
sistemas a cambios en el entorno, ya que, por ejemplo, ante un cambio como 
que una decisión en una determinada situación ya no produce el estado 
emocional esperado, el proceso de actualización de feromonas se encargaría de 
reflejar ese cambio para todas las hormigas. Además, el hecho de que la 
solución encontrada sea básicamente un camino -en otras palabras, una 
secuencia- permite de manera natural obtener predicciones teniendo en cuenta 
situaciones probables en un futuro cercano. 
2.4 Conclusiones 
En el punto 2.1.3 se han presentado diversos mecanismos que se están 
utilizando, o que podrían ser utilizados para crear sistemas de toma de 
                                                 
4 La hormiga reina artificial es un tipo especial de hormiga que, como su equivalente natural, 
no realiza ninguna de las tareas que sí realizan sus congéneres. En la mayor parte de algoritmos 
OCH propuestos en la literatura, las hormigas reinas se encargan de evaluar las soluciones 
obtenidas, compararlas, elegir aquélla que se considere mejor según los criterios que se hayan 
establecido, en algunos casos aplicar métodos de búsqueda local para mejorar la solución 
elegida, y realizar una actualización de feromonas de rastreo. 
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decisiones influenciados por emociones. Como hemos podido comprobar, los 
sistemas multiagente son frecuentemente utilizados para dotar de 
comportamiento emocional a personajes o entidades virtuales. 
Desafortunadamente, y a pesar de la variedad de propuestas de arquitecturas de 
agentes emocionales, estos sistemas serán tan buenos generando 
comportamiento emocional como lo sea la técnica, algoritmo o método 
empleado realmente para seleccionar las acciones a realizar. Por ejemplo, los 
sistemas de reglas no facilitan la adaptación del sistema a cambios en las 
características del entorno. 
Los métodos más tradicionales de toma de decisiones que podemos encontrar 
descritos en (Fülöp, 1998), (Pomerol, 1997), (Tyrrell, 1993) no los tenemos en 
cuenta puesto que muchos de ellos son específicos a determinados dominios, 
otros no cuentan siquiera con un modelo computacional (no pasan de ser 
simples especificaciones de ideas o teorías), y en la mayoría sería un verdadero 
problema intentar modificarlos para que contemplasen la influencia de estados 
emocionales. 
Otros mecanismos como el descrito por (Ahn, 2005), basado 
fundamentalmente en probabilidades y cálculos estadísticos, presentan los 
inconvenientes de no utilizar el conocimiento adquirido con el aprendizaje por 
refuerzo (reinforcement learning) para mejorar la recompensa obtenida a medio 
plazo, o de elegir de forma inadecuada la mejor decisión con el único objetivo 
de reducir el tiempo de decisión. Este último inconveniente se podría abordar, 
por ejemplo, paralelizando el sistema pero el propio diseño de esta propuesta 
(y de muchas otras) hace casi inviable o poco provechoso el intento. 
Respecto a las secuencias contextuales, en el punto 2.2.1 hemos realizado un 
análisis de las aproximaciones existentes para el aprendizaje de secuencias 
contextuales que indica que existen una gran variedad de posibles soluciones 
algorítmicas al problema desde un punto de vista teórico. Uno de los primeros 
aspectos a tener en cuenta es que existe una gran variedad de tareas 
relacionadas con el problema del aprendizaje de secuencias, como son la 
clasificación de las mismas, la predicción de series temporales, la estimación de 
distribuciones probabilistas sobre dominios de secuencias y la transducción de 
secuencias. Dada la complejidad y variedad de problemas en el ámbito del 
aprendizaje de secuencias, sería ingenuo pensar que existe una única 
aproximación que domina el campo de investigación. Según la naturaleza de los 
problemas a resolver, se han estudiado diferentes aproximaciones como las 
redes neuronales recurrentes, los modelos de Markov ocultos, el aprendizaje 
con refuerzo, la computación evolutiva, los sistemas basados en reglas y los 
sistemas difusos, entre otros. Aunque recientemente parece haber un 
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sentimiento en la comunidad investigadora sobre la necesidad de 
aproximaciones híbridas para resolver problemas reales, no existe por desgracia 
una base sistemática que describa de forma rigurosa cómo proceder para 
combinar las distintas aproximaciones existentes. 
En el ámbito de las redes neuronales, si bien existen dos tipos de 
aproximaciones según el tiempo esté representado de forma explícita o 
implícita, lo que da lugar a redes unidireccionales (feedforward) o recurrentes 
respectivamente, existen diversos problemas que dificultan su aplicación. Por 
un lado, el entrenamiento de una red neuronal no se puede realizar aplicando el 
algoritmo de aprendizaje sobre cualquier configuración de la arquitectura de la 
red y con cualquier tipo de parámetros de aprendizaje. Decisiones como el 
tamaño de las variables de estado, el retardo de las líneas para capturar las 
dependencias temporales de forma correcta, el grado de conectividad y la 
elección de las heurísticas adecuadas para completar la información incompleta 
son críticas en el correcto entrenamiento de la red. Además, se ha demostrado 
que el problema de la carga -determinar un conjunto de pesos consistente con 
los datos de entrenamiento- no es resoluble. Por otro lado, las redes 
recurrentes, aunque tengan la capacidad de almacenar comportamientos 
complejos no lineales, presentan el problema de las dependencias de largo 
plazo por el que los algoritmos de gradiente descendente comúnmente 
utilizados son incapaces de almacenar información de errores referidos a 
entradas que están alejadas en el tiempo de las entradas presentes. También 
hemos de tener en cuenta que, desde un punto de vista computacional, algunas 
redes, como las recurrentes de un único nivel, no son capaces de representar 
todos los autómatas finitos de estados por lo que tienen una capacidad 
computacional limitada. Tampoco hay que olvidar que la forma de 
procesamiento de una red neuronal es difícilmente distribuible, dado que la 
activación de un determinado nivel depende de los niveles anteriores, y por 
tanto es necesario un procesamiento secuencial de la transmisión de la señal 
que exigiría frecuentes mecanismos de sincronización. Sí existen, sin embargo, 
versiones paralelas mediante multiprocesadores con memoria compartida, pero 
dichos elementos hardware tienen todavía en la actualidad un alto coste y no se 
pueden obtener de proveedores no especializados.  
En el ámbito de los modelos de Markov ocultos y, en general, de las 
aproximaciones bayesianas, se han producido interesantes avances para 
abordar el problema de la “clusterización”. Las aproximaciones más exitosas 
son las que obtienen un modelo de Markov a partir de una secuencia y a partir 
de dicho modelo. Considerando cada serie temporal como generada por una 
variable estocástica, se construye una matriz de probabilidad para cada serie 
para representar las probabilidades de transición entre estados desde el instante 
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de tiempo actual al instante siguiente. Puesto que cada serie temporal produce 
una matriz de transiciones, es posible aplicar mecanismos de clustering 
bayesianos para obtener los cúmulos que mejor representan a cada una de las 
series presentadas. Estos modelos sirven para clasificar futuras series e incluso 
para estimar futuros estados de series que se proporcionan de forma 
incompleta. Sin embargo, el problema de estas aproximaciones radica en la 
generalización de los mecanismos propuestos al caso de problemas 
multivariable por la complejidad computacional asociada al cálculo de las 
matrices de transición para dichos casos. Sólo en el caso de existir 
independencia probabilista entre dichas variables podemos obtener modelos 
computacionalmente abordables. Por otro lado, en el caso de los modelos de 
Markov ocultos, la identificación de las variables ocultas puede imponer serias 
limitaciones en la estructura del modelo de regresión (Settimi, 1998). Además 
del problema de la obtención del modelo en estas aproximaciones, hemos de 
considerar también la efectividad de las posibles implementaciones paralelas de 
dichos algoritmos. Si bien existen algoritmos distribuidos que implementan 
estos modelos de computación éstos se ven penalizados por la gran necesidad 
de comunicación/sincronización. Estos modelos, al igual que las redes 
neuronales, pueden ser implementados de forma efectiva en sistemas 
multiprocesador con memoria compartida. 
En último lugar, en el punto 2.3 hemos hablado de los algoritmos genéticos y 
de las colonias de hormigas como ejemplos de métodos metaheurísticos. Este 
tipo de métodos son generalistas y pueden ser aplicados a infinidad de 
dominios, aunque presentan un problema: las soluciones que proporcionan no 
son óptimas, ya que, de forma nativa, estos métodos no buscan en todo el 
espacio del problema, razón por la cual son utilizados para resolver problemas 
con espacios de búsqueda enormes. De entre estos dos métodos, las colonias 
de hormigas presentan una mayor adecuación a las características de los dos 
dominios abordados. En el caso de la toma de decisiones, hemos de tener en 
cuenta que una de sus aplicaciones más habituales es en la resolución de 
caminos en grafos, por lo que tanto la representación del espacio del problema 
como la obtención de la mejor secuencia de decisiones para un futuro cercano 
son inherentes. Además, su sistema de aprendizaje basado en el depósito y 
actualización de las feromonas en aquellos caminos (secuencia de decisiones) 
más beneficiosos hace que sea capaz de adaptarse a cambios en las condiciones 
de su entorno. En cuanto al ámbito de las secuencias contextuales, algoritmos 
de refuerzo como los de colonias de hormigas presentan la ventaja de construir 
el modelo de forma progresiva a medida que se van obteniendo secuencias del 
fenómeno a analizar. La propia estructura en forma de grafo de representación 
del problema en dichos algoritmos permite representar de forma natural las 
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secuencias temporales. Además, al tratarse de algoritmos de refuerzo, y 
utilizando métricas de similitud entre secuencias, es posible reforzar mediante 
algún tipo de medida escalar (feromonas en el caso de las colonias de 
hormigas) aquellos caminos (secuencias) que se presentan con mayor 
frecuencia. Dado que los nodos pueden representar situaciones contextuales de 
cualquier complejidad en cuanto al número de variables presentes en el 
problema, es posible transformar los problemas de clusterización de secuencias 
(totales o parciales) y de estimación de secuencias futuras como problemas de 
optimización sobre dichos espacios anotados mediante mecanismos de 
refuerzo. Además, es conveniente destacar que la propia naturaleza de los 
algoritmos de colonias de hormigas permite el diseño de forma natural de 
algoritmos de naturaleza no secuencial, ya que hay muchos agentes artificiales 
(hormigas) obteniendo soluciones de forma colectiva, y en la literatura ya 
existen implementaciones efectivas, tanto de carácter distribuido (Mocholi, 
2005)(Jaen, 2011) como paralelo (Catala, 2007), para dichos algoritmos. 
Por lo tanto, vistas las ventajas que presenta respecto a la capacidad de tratar 
problemas de talla grande y obtener buenas soluciones en un tiempo razonable, 
y las facilidades que aporta para realizar algunas modificaciones y mejoras, 
decidimos utilizar las colonias de hormigas como punto de partida para la 
creación de una estrategia capaz de abordar problemas de ambos dominios. 
Los retos a afrontar estriban en poder definir mecanismos abstractos de 
computación basados en algoritmos OCH que permitan obtener soluciones 
para problemas cuyo modelo (variables involucradas, métricas de similitud y 
funciones a optimizar) pueda ser proporcionado de forma específica para cada 






3 OCH: variantes y aplicaciones 
3.1 Introducción 
La idea del funcionamiento de la resolución de problemas de optimización 
mediante el uso de colonias de hormigas fue fruto de la observación del 
comportamiento natural de ciertas especies de insectos en general, y de las 
hormigas en particular. Las primeras investigaciones sobre el comportamiento 
de insectos que viven en sociedades concluían que los insectos reaccionaban 
ante ciertas señales desencadenando una reacción codificada en sus genes 
(Grasse, 1944). Se descubrió que los efectos de esas reacciones podían actuar 
como nuevas señales (Grasse, 1959), pudiendo desencadenar nuevas reacciones 
tanto en el espécimen que las produjo como en otros miembros de la colonia. 
Esta forma tan particular de comunicación indirecta recibió el nombre de 
stigmergy y se diferencia de otras formas de comunicación por dos aspectos 
principalmente: la naturaleza física de la información producida por los 
insectos que intervienen como emisores en la comunicación; y la restricción 
espacial de la información producida, ya que esta información sólo está 
disponible si se visita el mismo lugar (o en sus proximidades) en el que fue 
emitida. 
La stigmergy también ha sido observada en colonias de hormigas permitiéndoles, 
al igual que a otras especies de insectos sociales, la colaboración entre 
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individuos, siendo de esta manera capaces de mostrar comportamientos 
complejos y realizar tareas difíciles, teniendo en cuenta las capacidades de una 
única hormiga.  
 
Figura 2. Desde un estado inicial (a) se observa que las hormigas marcan con 
feromonas la ruta que siguen hasta la comida. Cuantas más hormigas utilizan una 
cierta ruta, más feromonas depositan en ella (b), llegando a un punto en que el camino 
más corto es el más utilizado por ser el más marcado con feromonas (c). 
Un aspecto interesante del comportamiento de muchas especies de hormigas 
es su habilidad para encontrar los caminos más cortos entre su hormiguero y 
las fuentes de alimento. Mientras se mueven entre el hormiguero y la fuente de 
alimento, algunas especies de hormigas depositan feromonas de rastreo, una 
sustancia química que pueden detectar y que utilizan para marcar de manera 
química aquellos caminos de su entorno que conducen desde su hormiguero 
hasta las fuentes de alimento. Si no se encuentra ningún rastro de feromona, las 
hormigas se mueven de manera básicamente aleatoria, como si explorasen el 
entorno, pero cuando detectan la presencia de feromona, tienden a seguir el 
rastro con mayor probabilidad. Trabajos como los presentados en (Goss, 1989) 
(Pasteels, 1987) han demostrado que las hormigas prefieren de manera 
probabilística los caminos marcados con una concentración superior de 
feromona de rastreo. Cuando deben elegir el camino a elegir de entre varios 
posibles, las hormigas toman una decisión basándose en la cantidad de 
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feromona depositada en cada camino, esto es, el camino con mayor cantidad 
depositada de feromona de rastreo es el elegido. Puesto que las hormigas 
depositan feromona en el camino que siguen, este comportamiento lleva a un 
proceso de autorefuerzo que concluye con la creación de caminos marcados 
con una concentración elevada de feromona de rastreo. A continuación 
explicamos este mecanismo de descubrimiento del camino más corto haciendo 
uso para ello de la Figura 2, en la que se representa una variante del puente 
doble de Deneubourg (Goss, 1989). 
El puente doble de Deneubourg consiste en dos puentes que conectan un 
hormiguero y una fuente de comida. En la configuración representada en la 
Figura 2 se han utilizado dos piezas idénticas de puente doble en las que los 
puentes tenían diferente longitud y las piezas estaban rotadas 180 grados una 
respecto de la otra. Ante este entorno, y partiendo de un estado en el que no 
hay ningún rastro de feromona en los caminos, los investigadores observaron 
que las hormigas seguían un comportamiento aleatorio cuando debían elegir 
entre los dos caminos posibles (situación a en la figura). A medida que más y 
más hormigas cruzan los puentes la cantidad de feromona depositada en los 
caminos aumenta, aunque no por igual: los caminos más cortos reciben una 
cantidad mayor (situación b). La razón detrás de este hecho es la siguiente: las 
hormigas que eligen el camino más corto tardan menos en alcanzar la fuente de 
alimento y volver al hormiguero, por lo que los caminos más cortos reciben 
más feromonas por unidad de tiempo. Una vez que la diferencia en la cantidad 
de feromona depositada en los diferentes caminos se ha vuelto significativa, las 
hormigas tienden a seguir el camino con mayor cantidad de feromonas con una 
mayor probabilidad, lo cual provoca que se deposite más feromona en ese 
camino. Este hecho, junto con la evaporación natural de la feromona 
depositada, conlleva que los caminos más largos vayan siendo menos 
transitados y que el camino más corto entre el hormiguero y la fuente de 
alimento sea el más utilizado por todas las hormigas (situación c en la Figura 2). 
A partir de estos resultados, se desarrolló el siguiente modelo (Goss, 1989) para 
el comportamiento que había sido observado en los experimentos. 
Transcurrido un tiempo desde el inicio del experimento, y habiendo elegido 
seguir m1 hormigas el primero de los puentes y m2 el segundo, la probabilidad 
de que la siguiente hormiga elija el primero de los puentes puede expresarse 
como 
𝑃1(𝑚 + 1) =
(𝑚1 + 𝑘)ℎ
(𝑚1 + 𝑘)ℎ + (𝑚2 + 𝑘)ℎ
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donde k y h son parámetros utilizados para ajustar el modelo a los datos 
experimentales. 
Tomando como inspiración este modelo básico del comportamiento de las 
hormigas cuando buscan alimento, es posible diseñar unas “hormigas 
artificiales” (agentes software) capaces de resolver problemas de optimización. 
Estas hormigas artificiales simulan el depósito de feromonas mediante la 
modificación de variables numéricas con los niveles de feromona. Estas 
variables están asociadas a los diferentes estados del problema que las hormigas 
artificiales van visitando mientras construyen soluciones al problema de 
optimización. Además, tal y como hemos expuesto al explicar el concepto de 
stigmergy, las hormigas artificiales tan sólo podrán consultar las variables con los 
niveles de feromona si visitan el estado del problema al que están asociadas.  
En el siguiente punto describimos con mayor detalle el proceso que sigue una 
hormiga artificial para construir una solución para un problema de 
optimización. 
3.2 La metaheurística OCH 
A continuación describimos de manera general las características y el modo de 
funcionamiento tanto de las hormigas artificiales, que realizan la búsqueda de 
caminos, como de los algoritmos OCH, que gestionan la información que 
comparten las hormigas y la soluciones que éstas van construyendo para 
facilitar la convergencia a la mejor solución. 
3.2.1.1 Hormigas Artificiales 
Las hormigas artificiales son la herramienta con la que OCH es capaz de 
encontrar soluciones a los problemas a los que se enfrenta. Los problemas que 
estos agentes software son capaces de tratar pertenecen a la categoría de 
problemas de camino mínimo, que están caracterizados por los siguientes 
aspectos, tal y como se describe en (Dorigo, 2003): 
 Un conjunto de restricciones, posiblemente dependientes del tiempo Ω(𝑡). 
 Un conjunto finito de componentes 𝐶 = �𝑐1, 𝑐2, … , 𝑐𝑁𝑐�. 
 Los estados del problema se definen en términos de secuencias 𝑥 =
〈𝑐1, 𝑐𝑗 , … , 𝑐𝑘, … 〉 de longitud finita sobre los elementos de 𝐶. El conjunto 
de todos los posibles estados se denota como 𝜒.  
 Un conjunto de soluciones candidatas 𝑆 ⊆ 𝜒. 
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 Un conjunto de estados posibles ?̅? ⊆ 𝜒, definidos mediante un test que es 
dependiente del problema y que verifica que no es imposible completar una 
secuencia 𝜒 ∈ ?̅? en una solución que satisface las restricciones Ω. 
 Un conjunto no vacío de soluciones óptimas 𝑆∗ ⊆ ?̅? y 𝑆∗ ⊆ 𝑆. 
 Una función de coste 𝑔(𝑠, 𝑡) asociada a cada solución candidata 𝑠 ∈ 𝑆. 
 Una función de coste, o estimación del coste, 𝐽(𝑥, 𝑡) asociado a los estados 
que no son soluciones candidatas. 
Teniendo en cuenta estas características, podemos decir que una hormiga 
artificial construye soluciones para los problemas que aborda realizando 
caminos de forma probabilista en el grafo 𝐺𝐶 = (𝑉,𝐴) (grafo de construcción), 
donde los vértices de 𝑉 son las componentes de 𝐶 y las aristas de 𝐴 conectan 
componentes de 𝐶. Tanto los nodos como las aristas pueden tener asociados 
dos tipos de información: un valor heurístico de atracción ( 𝜂𝑖 ,  𝜂𝑖𝑗 , 
respectivamente) que evalúa el grado de preferencia de moverse de un nodo 
origen a un nodo destino, y un nivel de feromona (𝜏𝑖 ,𝜏𝑖𝑗, respectivamente) que 
indica la atracción aprendida de moverse entre dos nodos y actúa como una 
memoria a largo plazo. Al igual que en el comportamiento natural de las 
hormigas, la información sobre el nivel de feromonas depositadas varía durante 
la ejecución del algoritmo, a diferencia de la información heurística que 
permanece inalterada.  
Una definición más formal del modelo de hormiga artificial es la siguiente: 
podemos ver una cierta hormiga artificial k como un proceso estocástico 
constructivo que presenta las siguientes propiedades (Dorigo, 2003): 
 Hace uso del grafo de construcción 𝐺𝐶 = (𝑉,𝐴)  en la búsqueda de 
soluciones óptimas 𝑠∗ ∈  𝑆∗. 
 Tiene una memoria 𝔐𝑘  para almacenar información sobre el camino 
seguido hasta un instante dado. Dicha memoria puede ser utilizada para: 
 Construir soluciones factibles. 
 Calcular valores heurísticos 𝜂𝑖 , 𝜂𝑖𝑗. 
 Evaluar la solución encontrada. 
 Recorrer el camino seguido hacia atrás. 
 Tiene un estado de partida 𝑥𝑠𝑘 y una o más condiciones de terminación 𝑒𝑘. 
Normalmente el estado inicial se expresa como una secuencia vacía o como 
una secuencia con una única componente. 
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 Estando en un estado 𝑥𝑟 =  〈𝑥𝑟−1, 𝑖〉 y si no se satisface ninguna condición 
de terminación, se mueve a un nodo j en su vecindad 𝔄𝑘(𝑥𝑟), esto es, al 
estado 〈𝑥𝑟 , 𝑗〉 ∈ 𝜒. Si al menos alguna de las condiciones de terminación es 
cierta entonces la hormiga se detiene. 
 Selecciona un movimiento aplicando una regla de decisión probabilística. 
Dicha regla es función de: 
 Los valores locales heurísticos 𝜂𝑖 , 𝜂𝑖𝑗 y de feromona 𝜏𝑖 , 𝜏𝑖𝑗. 
 La memoria privada de la hormiga en la que se almacena el estado 
actual. 
 Las restricciones del problema. 
 Cuando se añade una componente cj al estado actual se puede actualizar el 
nivel de feromona asociado a dicha componente o a la arista seleccionada. 
Este proceso se conoce como online step-by-step pheromone trails update 
(actualización en línea paso a paso de los rastros de feromonas). 
 Una vez se ha construido una solución puede volver hacia atrás el camino 
realizado y actualizar los niveles de feromonas de las componentes 
seleccionadas. A este proceso se le da el nombre de online delayed pheromone 
trails update (actualización en línea diferida de los rastros de feromona). 
Es importante señalar que las hormigas actúan de forma concurrente e 
independiente y que, aunque cada hormiga puede encontrar una solución 
(probablemente pobre), las soluciones de mayor calidad emergen a partir de la 
interacción colectiva de varias hormigas, y esto es cierto tanto para las 
hormigas naturales como para las artificiales. Esta interacción colectiva se 
materializa, en el caso de las hormigas artificiales, mediante la comunicación 
indirecta que se da a través de las variables que almacenan niveles de 
feromonas y que las hormigas leen/escriben. Es pues, una forma de 
aprendizaje colectivo en el que cada hormiga modifica de forma adaptativa la 
manera en la que el resto de hormigas perciben el problema a resolver. 
3.2.1.2 Funcionamiento de un algoritmo OCH genérico 
Aparte de las tareas realizadas por las hormigas, un algoritmo OCH suele 
conllevar la ejecución de otros dos procedimientos: la evaporación de 
feromonas de rastreo y las daemon actions. La evaporación de feromonas es el 
proceso a través del cual la cantidad depositada de feromonas de rastreo va 
disminuyendo con el tiempo. La realización de este procedimiento es necesaria 
ya que ayuda a evitar una convergencia demasiado rápida del algoritmo a una 
solución subóptima. En otras palabras, se trata de una manera muy 
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conveniente de “olvidar”, lo cual favorece que se exploren áreas diferentes del 
espacio de búsqueda del problema. 
Las tareas que se ejecutan en las daemon actions son completamente artificiales, 
es decir, no tienen versión en el mundo natural, y suelen ser acciones 
centralizadas y globales que no pueden ser realizadas por una hormiga artificial. 
Un par de ejemplos posibles de esas tareas serían: aplicar un procedimiento de 
búsqueda local a las soluciones generadas por las hormigas antes de actualizar 
los rastros de feromona, o observar la calidad de todas las soluciones 
construidas por las hormigas y depositar una cantidad de feromona adicional 
sólo en las transiciones/componentes asociadas a algunas soluciones. En los 
dos ejemplos reseñados, las daemon actions reemplazarían la actualización en 
línea diferida de los rastros de feromona y el proceso pasaría a llamarse offline 
pheromone trails updates (actualización diferida de rastros de feromonas). 














Repetir en paralelo desde k=1 hasta m //número_hormigas 
Nueva_hormiga(k) 
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L = Actualiza_memoria_hormiga() 
Mientras (estado_actual ≠ estado_objetivo) 
P = Calcular_probabilidades_de_transición(F, L, Ω) 





L = Actualizar_estado_interno() 
Fin mientras 
Si (actualizacion_feromona_en_linea_a_posteriori) 






El primer paso implica la inicialización del los parámetros que se utilizan en el 
algoritmo. Se deben establecer, entre otros, el rastro inicial de feromona 
asociado a cada transición, 𝜏0 (que es un valor positivo pequeño), el número de 
hormigas en la colonia, m, y los pesos que definen la proporción en la que 
afectarán la información memorística y heurística en la regla de transición 
probabilística, habitualmente denotados por 𝛼 y 𝛽, respectivamente. 
Acto seguido, y mediante la estructura de control representada por 
Programación_de_actividades, se gestiona la ejecución de 3 componentes: la 
creación y puesta en marcha de las hormigas, la evaporación de las feromonas 
de rastreo depositadas, y las daemon actions. Cabe destacar que mediante la citada 
estructura de control no se especifica cómo se ejecutarán las componentes, es 
decir, es decisión de los diseñadores del algoritmo elegir si las componentes se 
ejecutarán en paralelo, de forma independiente, o si utilizarán algún mecanismo 
de sincronización. 
Algunas partes del algoritmo descrito son opcionales, como las daemon actions, y 
otras dependen completamente de la implementación, como por ejemplo 
cómo y cuándo se depositan las feromonas de rastreo. Generalmente las 
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actualizaciones en línea paso a paso y diferida son mutuamente excluyentes, y 
no es habitual que falten las dos; en ese caso, las daemon actions llevarían a cabo 
el depósito de feromonas (actualización diferida de rastros de feromonas). 
Como conclusión de la explicación del algoritmo OCH genérico incidir en que 
los métodos Calcular_probabilidades_de_transición y Aplicar_política_decisión 
hacen uso de: los niveles de feromona detectables (F) en el nodo actual, el 
estado actual de esa hormiga artificial (L), y las restricciones marcadas en el 
problema (Ω). 
3.3 Algoritmos OCH más relevantes 
Una vez descrita de forma genérica la metaheurística OCH hay que destacar 
que existen en la literatura diversos algoritmos que hacen uso de ella para 
problemas de naturaleza combinatoria. A continuación describimos de forma 
breve el Sistema de Hormigas (Dorigo, 1996) por tener un interés de naturaleza 
histórica, el Sistema de Hormigas MAX-MIN (Stützle, 2000), el Sistema de 
Hormigas Rank-based (Bullnheimer, 1999a) y el Sistema de Colonia de 
Hormigas (Dorigo, 1997a), el cual tomaremos como referencia en nuestro 
trabajo. Además de los indicados, existen otros algoritmos similares, como el 
Sistema de la Mejor-Peor Hormiga (Cordón, 2000), que alcanzan resultados 
satisfactorios. 
El Sistema de Hormigas 
El Sistema de Hormigas (SH) fue el primer algoritmo de OCH propuesto por 
Dorigo y sus colaboradores en 1991. Los autores proponen tres variantes 
denominadas SH-ciclo, SH-cantidad y SH-densidad. En el SH-ciclo las 
hormigas depositan feromonas una vez han completado una solución (offline 
update). En cambio, SH-cantidad y SH-densidad realizan el depósito de 
feromona a cada paso de construcción de una solución (online update). En SH-
densidad la cantidad de feromona depositada es constante mientras que en SH-
cantidad depende de la atracción heurística  𝜂𝑖𝑗 de la transición seleccionada.  
Los estudios empíricos han demostrado que SH-ciclo es superior al resto y por 
esta razón y dado que su mecanismo de actualización ha servido de referencia 
para posteriores algoritmos lo detallaremos a continuación. 
Como hemos comentado la feromona se deposita una vez que todas las 
hormigas han completado una solución. En primer lugar los rastros de 
feromona de cada transición se evaporan mediante una tasa de evaporación de 
forma que los rastros se reducen en un factor constante. 
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𝜏𝑖𝑗𝑛𝑒𝑤 ← (1 − 𝜌) ⋅ 𝜏𝑖𝑗𝑜𝑙𝑑:𝜌 ∈ (0 ,  1] 
Una vez evaporadas las feromonas cada hormiga k recorre su memoria local 
𝔐𝑘  y deposita una cantidad de feromona ∆𝜏𝑖𝑗𝑘 = 𝑓�𝐶(𝑆𝑘)� en cada arco 
transitado del grafo de construcción donde la cantidad de feromona depositada 
depende de la calidad 𝐶(𝑆𝑘) de la solución 𝑆𝑘 obtenida por la hormiga k. 
𝜏𝑖𝑗𝑛𝑒𝑤 ← 𝜏𝑖𝑗𝑜𝑙𝑑 + ∆𝜏𝑖𝑗𝑘 ,∀𝒶𝑖𝑗 ∈ 𝑆𝑘 
Por último, el proceso de construcción de la solución sigue el mecanismo 
descrito en el modelo de hormiga artificial donde la regla de decisión 






∑ ⋅ [𝜏𝑖𝑢]𝛼 ⋅ [𝜂𝑖𝑢]𝛽𝑢∈𝔄𝑖𝑘
, si 𝑗 ∈ 𝔄𝑖𝑘
                   0,                           en otro caso
  
donde 𝔄𝑖𝑘 es el vecindario alcanzable 𝔄𝑘(𝑥𝑟) estando en el estado 〈𝑥𝑟𝑘 , 𝑖〉 ∈ 𝜒, 
𝜂𝑖𝑗  representa la información heurística local disponible, y 𝛼,𝛽 ∈ 𝔑 son dos 
factores que ponderan la importancia de la información heurística y de los 
rastros de feromona. Si 𝛼 = 0, aquellos nodos con mejor atracción heurística 
son los seleccionados y nos encontraríamos ante un algoritmo probabilista de 
naturaleza voraz. En cambio, si 𝛽 = 0, sólo las feromonas dirigen el proceso 
de construcción de soluciones, de manera que se llega a un rápido 
estancamiento en el que las hormigas construyen siempre las mismas 
soluciones que suelen ser óptimos locales. El valor para la heurística local se 
suele definir como 𝜂𝑖𝑗 =
𝑆𝑗
𝐶𝑖𝑗
, lo que significa que los nodos con un mejor ratio 
coste-beneficio resultan más atractivos desde el punto de vista heurístico. 
Es importante resaltar que los autores de este trabajo propusieron una mejora 
final a este procedimiento denominada SH-elitista en la que una vez realizado 
el proceso anterior la hormiga reina deposita un nivel de feromona adicional en 
aquellas aristas que pertenecen a la mejor solución encontrada hasta el 
momento en el proceso de búsqueda. Este incremento de feromona se 
produce en un factor E que indica el número de hormigas elitistas que se 
consideran: 
𝜏ijnew ← 𝜏ijold + 𝐸 ⋅ 𝑓 �𝐶�𝑆𝑚𝑒𝑗𝑜𝑟�� ,∀𝒶ij ∈ S𝑚𝑒𝑗𝑜𝑟 
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El Sistema de Hormigas MAX-MIN 
El Sistema de Hormigas MAX-MIN (SHMM) (Stützle, 2000) fue desarrollado 
como una mejora de la idea original del SH. Los cambios más importantes son: 
 Sólo la mejor hormiga puede actualizar los rastros de feromonas. 
 El valor mínimo y máximo de feromona depositada está limitado. 
La evaporación y actualización de los niveles de feromona queda ahora 
expresada con la siguiente fórmula: 
𝜏𝑖𝑗𝑛𝑒𝑤 ← (1 − 𝜌) · 𝜏𝑖𝑗𝑜𝑙𝑑 + ∆𝜏𝑖𝑗𝑏𝑒𝑠𝑡 
donde ∆𝜏𝑖𝑗𝑏𝑒𝑠𝑡  representa el valor que se usará para actualizar el nivel de 




  si la mejor hormiga visitó la arista (𝑖, 𝑗) en su recorrido
    0      en otro caso                                                                      
  
𝐿𝑏𝑒𝑠𝑡 es la longitud del tour de la mejor hormiga, aunque es decisión de quién 
diseñe un algoritmo basado en este sistema escoger como la mejor hormiga 
bien a aquella que ha devuelto la mejor solución en la última iteración (Literbest), 
bien a la que ha encontrado la mejor solución hasta el momento (LbestSol), o bien 
una combinación de ambas. 
Una vez actualizados los niveles de feromonas, el proceso de actualización de 
las mismas finaliza con la comprobación de que todos los niveles de feromonas 
se encuentran en el rango [𝜏𝑚𝑖𝑛, 𝜏𝑚𝑎𝑥] , los valores mínimo y máximo 
permitidos respectivamente. 
𝜏𝑖𝑗 = �
𝜏𝑚𝑖𝑛 if  𝜏𝑖𝑗 < 𝜏𝑚𝑖𝑛                 
𝜏𝑖𝑗     if  𝜏𝑚𝑖𝑛 ≤ 𝜏𝑖𝑗 ≤ 𝜏𝑚𝑎𝑥
𝜏𝑚𝑎𝑥 if  𝜏𝑖𝑗 > 𝜏𝑚𝑎𝑥               
  
En cuanto a cómo establecer los valores de feromona mínimo y máximo 
permitidos, los autores del SHMM recomiendan que se escojan según el 
problema a resolver y, aunque en (Stützle, 2000) muestran cómo obtenerlos 
analíticamente, también indican que pueden obtenerse experimentalmente. 
El Sistema de Hormigas Rank-based 
El Sistema de Hormigas Rank-based (Bullnheimer, 1999a) es una variante del 
SH que se caracteriza por ordenar las hormigas, al terminar cada iteración, 
según la adecuación de la solución que han devuelto a la función a optimizar. 
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Es decir, si lo que buscamos es el camino más corto entre una serie de puntos, 
este sistema ordenaría las hormigas según la longitud de los caminos que han 
devuelto en la última iteración llevada a cabo. 
La actualización de feromonas se realiza de la siguiente manera: tan sólo las 
(𝑤 − 1)  mejores soluciones de esta iteración y la mejor solución hasta el 
momento reciben feromonas. El peso con el que cada hormiga contribuye a la 
actualización de los niveles de feromonas viene dado por  𝑚𝑎𝑥{0,𝑤 − 𝑟} , 
donde 𝑟 representa el orden que ocupa una hormiga, mientras que la mejor 
solución contribuye con un peso de 𝑤 . De esta manera, la fórmula de 
actualización de feromonas queda como sigue: 
𝜏ijnew ← (1 − ρ) ⋅ 𝜏ijold + �(𝑤 − 𝑟) ·
w−1
𝑟=1




 y ∆τijbest =
1
Lbest
. Los casos de empate se resuelven eligiendo 
un orden aleatorio para las soluciones con la misma longitud de camino. 
El Sistema de Colonias de Hormigas 
El Sistema de Colonias de Hormigas (Dorigo, 1997a) es una evolución del SH 
en el que se proponen diversas modificaciones. En primer lugar se añade una 
regla de selección probabilista distinta denominada regla proporcional 
pseudoaleatoria, en la que se hace uso de un valor aleatorio 𝑞0 ∈ [0,1]  de 
forma que el siguiente nodo a visitar por la hormiga k se elige según la 
siguiente distribución de probabilidad: 
Si 𝑞 ≤ 𝑞0, entonces                                                      
𝑝𝑖𝑗𝑘 = �




0, en otro caso                                
 






∑ [𝜏𝑖𝑢]𝛼 · [𝜂𝑖𝑢]𝛽𝑢∈𝔄𝑖𝑘
, si 𝑗 ∈ 𝔄𝑖𝑘
0, en otro caso                                
 
 
Como podemos observar, en el primer caso (cuando 𝑞 ≤ 𝑞0 ) se explota la 
información disponible tanto de naturaleza heurística como de feromonas 
tomando como transición aquella que maximiza la atracción. Sin embargo en el 
segundo caso se aplica una exploración aleatoria siguiendo la distribución de 
probabilidad descrita en el algoritmo SH tradicional. 
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La segunda modificación de esta versión del algoritmo con respecto al 
algoritmo original estriba en el hecho de que únicamente la hormiga reina 
actualiza los rastros de feromonas cuando todas las hormigas han obtenido una 
solución. A esta actualización se le denomina offline y la solución que se tiene en 
cuenta para esta única actualización es la mejor solución global evaporando 
previamente los valores de feromonas de todas las aristas que participan en la 
mejor solución global. Además, en algunas ocasiones se pueden aplicar técnicas 
de búsqueda local para mejorar la solución obtenida antes de actualizar las 
feromonas. 
Por último, la tercera variación con respecto al algoritmo SH original deriva de 
la actualización paso a paso de las feromonas (online) realizada por cada 
hormiga cada vez que se ha seleccionado una arista aij, y es como sigue: 
𝜏𝑖𝑗𝑛𝑒𝑤 ← (1 − 𝜑) ⋅ 𝜏𝑖𝑗𝑜𝑙𝑑 + 𝜑 · 𝜏0:𝜑 ∈ (0 ,  1] 
donde 𝜑 es un parámetro más de decremento de feromona. La regla anterior 
aplica simultáneamente una evaporación y una aplicación de 𝜏0unidades de 
feromona donde 𝜏0 es, como hemos explicado con anterioridad, un valor 
positivo muy pequeño que sirve de límite inferior para los valores de feromona. 
Al aplicar esta regla aquellas aristas visitadas por muchas hormigas tendrán un 
valor de feromona menor de manera que su atracción para otras hormigas será 
cada vez menor y por lo tanto se facilitará que no todas las hormigas sigan el 
mismo camino.  
En el caso del algoritmo OCH propuesto en (Liang, 2003) se sigue la estrategia 
planteada por esta aproximación y que, de forma pseudoalgorítmica, podría 
resumirse como sigue: 
Inicialización de todos los parámetros 
Repetir 
Repetir (para cada hormiga k) 
Construir solución según la regla de decisión 
Aplicar la modificación de feromonas online 
Hasta que todas las hormigas han generado una solución 
Aplicar la búsqueda local  //opcional 
Evaluar soluciones y almacenar la mejor global 
Aplicar la modificación de feromonas offline 
Hasta alcanzar el criterio de parada 
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En esta propuesta se permite que las hormigas construyan soluciones no 
factibles porque, como se sugiere en (Ramalhinho, 1998), puede que éstas se 
encuentren cercanas a la frontera de las soluciones factibles dado que en estas 
regiones es probable que se encuentren óptimos globales. 
3.4 Dominios de aplicación OCH 
La metaheurística OCH ha suscitado un gran interés en la comunidad científica, 
lo que ha dado lugar al diseño de diversos algoritmos OCH y su aplicación con 
éxito a un variado grupo de problemas de optimización. Buena parte de esos 
algoritmos atacan problemas 𝒩𝒫-duros  y problemas de camino mínimo 
dinámicos. 
Los problemas 𝒩𝒫-duros son aquellos para los que los mejores algoritmos 
conocidos capaces de garantizar que hallarán la solución óptima tienen un 
coste temporal exponencial, para ese problema y en el peor caso posible. Por 
esta razón el uso de estos algoritmos se vuelve inviable en muchos casos, 
mientras que los algoritmos OCH son capaces de encontrar soluciones 
subóptimas (soluciones de alta calidad pero no la solución óptima) con rapidez. 
Ante este tipo de problemas los algoritmos OCH suelen añadir a los pasos a 
realizar algún mecanismo extra, como es el caso de la búsqueda local en el 
Sistema de Colonias de Hormigas. 
En los problemas de camino mínimo dinámico las propiedades del grafo que 
representa el espacio del problema van cambiando a lo largo del tiempo 
mientras tiene lugar el proceso de optimización, el cual debe adaptarse a los 
cambios que van produciéndose. Un ejemplo de este tipo de problema lo 
constituyen las redes de telecomunicaciones. La topografía del grafo no suele 
cambiar, sin embargo, sí pueden variar con el tiempo propiedades como el 
coste de los componentes o el de las conexiones. Ante esa situación, en 
(Dorigo, 2003) exponen que la adecuación de utilizar algoritmos OCH es 
proporcional al incremento de la frecuencia de cambio de los costes y al 
aumento del desconocimiento sobre el mecanismo detrás de esos cambios. 
Aparte de esos dos tipos de problemas, la utilidad de la metaheurística OCH ha 
sido evaluada mediante su aplicación en diferentes problemas y la posterior 
comparación de su rendimiento con respecto a las técnicas que ya se estaban 
usando con esos problemas. Esta es la forma de proceder habitual con las 
nuevas metaheurísticas. Inicialmente, OCH fue evaluada utilizando el conocido 
problema 𝒩𝒫-duro del viajante de comercio (traveling salesman problem, TSP). 
Desde entonces, OCH ha visto comprobado su rendimiento contra más de un 
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centenar de problemas 𝒩𝒫-duros de diferente índole (Dorigo, 2003). En la 
Tabla 1 se recoge una lista de algoritmos OCH propuestos y sus variantes 
clasificados por tipo de problema y problema específico. 
Tabla 1. Lista5 de aplicaciones de algoritmos OCH clasificados por tipo de problema. 
Tipo problema Problema Algoritmo Referencia 
Routing TSP AS (Dorigo, 1991), 
(Dorigo, 1992), 
(Dorigo, 1996) 
  Ant-Q (Gambardella, 1995) 
  ACS (Gambardella, 1996), 
(Dorigo, 1997a), 
(Dorigo, 1997b) 
  MMAS (Stützle, 1997), 
(Stützle, 2000) 
  ASrank (Bullnheimer, 1999a) 
  BWAS (Cordón, 2000) 
 Orienteering 
problem 
ACO-OP (Liang, 2003) 
  Grid-ACO-OP (Mocholi, 2005) 
  GPU-ACO-OP (Catala, 2007) 
 Vehicle routing HAS-VRP (Bullnheimer, 1999b) 
  MACS-VRPTW (Gambardella, 1999a) 
  D-ants (Reimann, 2004) 
 Sequential ordering HAS-SOP (Gambardella, 1997) 
 Telecommunications 
networks 
AntNet (Di Caro, 1998) 
                                                 
5  La lista de dominios de aplicación, con los algoritmos OCH que los abordan, es una 
combinación de las listas que aparecen en (Dorigo, 2003) y (Dorigo, 2006) a la que se han 
realizado algunas correcciones e introducido datos que faltaban para completar los campos 
presentados. La columna “Algoritmo” contiene el nombre del algoritmo referenciado o, en su 
defecto, el nombre del algoritmo en que está basado. 
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Tipo problema Problema Algoritmo Referencia 
  ACO-VWP (Navarro, 1999) 
Assignment Quadratic 
assignment 
AS-QAP (Maniezzo, 1994) 
  HAS-QAP (Gambardella, 1999b) 
  ANTS-QAP (Maniezzo, 1999) 
  MMAS-QAP (Stützle, 2000) 
 Course timetabling MMAS (Socha, 2002) 
 Graph coloring ANTCOL (Costa, 1997) 
Scheduling Project scheduling ACO-RCPS (Merkle, 2002) 
 Total Tardiness ACS-SMTTP (Bauer, 1999),  
(Merkle, 2003) 
 Total weighted 
tardiness 
ACS-SMTWTP (Besten, 2000),  
(Merkle, 2003) 
 Open shop Beam-ACO-
OSS 
(Blum, 2005a) 




 Job shop AS-JSP (Colorni, 1994) 
Subset Set covering Varios6 (Lessing, 2004) 
 l-cardinality tres ACO-KCT (Blum, 2005b) 
 Multiple knapsack AS-MKP (Leguizamón, 1999) 
 Maximum clique Ant-Clique (Fenet, 2003) 
Otros Constraint 
satisfaction 
Ant-P-solver (Solnon, 2000) 
 Classification rules Ant-Miner (Parpinelli, 2002) 
                                                 
6  En el trabajo referenciado los autores utilizan los algoritmos MMAS, ACS, un híbrido 
MMAS-ACS y el Approximate Nondeterministic Tree-Search (ANTS), y evalúan su rendimiento 
habiéndolos modificado para que compartan la misma estrategia de búsqueda local y los 
mismos tipos de información heurística. 
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Tipo problema Problema Algoritmo Referencia 
  AntMiner+ (Martens, 2006) 
 Bayesian networks ACO-B (Campos, 2002) 
 Protein folding ACO-HPPFP-3 (Shmygelska, 2005) 
 Docking PLANTS (Korb, 2006) 
3.5 Líneas abiertas de investigación en OCH 
En este punto describimos líneas abiertas de investigación de la metaheurística 
OCH, tanto en el diseño de aproximaciones con mejor rendimiento y 
escalabilidad, como en la aplicación a dominios de problema con características 
especiales. 
3.5.1 Paralelización 
La obtención de algoritmos paralelos de OCH ha sido sujeto de intensas 
labores de investigación. El objetivo básico a conseguir es la aceleración del 
proceso de construcción de soluciones sin comprometer la calidad de las 
soluciones finales obtenidas. Los algoritmos propuestos en este campo de 
investigación se clasifican en dos categorías según el paralelismo sea individual 
(a nivel de hormiga) o global (a nivel de colonia). En el primer caso, los 
algoritmos propuestos ubican a cada hormiga en un procesador dedicado 
obteniéndose de esta forma un paralelismo de granularidad fina. En el segundo 
caso, en cambio, varias hormigas e incluso una colonia entera comparten un 
mismo procesador o nodo de computación, lo que se conoce como 
paralelismo de grano grueso. Como ejemplo de paralelismo de grano fino 
tenemos el trabajo propuesto en (Bolondi, 1993); sin embargo, esta propuesta 
no consigue tener buenas propiedades de escalabilidad debido al sobre coste 
asociado a las comunicaciones que son necesarias. 
Por otro lado, como representante de paralelismo de grano grueso podemos 
encontrar el trabajo de Bullnheimer (Bullnheimer, 1998), en el que se propone 
un mecanismo mediante el cual el intercambio de información entre colonias 
tiene lugar cada k generaciones de soluciones. En su propuesta se concluye que 
a medida que se incrementa el valor k se tarda menos tiempo en obtener una 
solución. Sin embargo, en el trabajo no se discute cómo evoluciona la calidad 
de las soluciones obtenidas a medida que varía el factor k. Otro trabajo dentro 
de esta categoría lo hallamos en (Stützle, 1998b), donde se estudia la calidad de 
las soluciones que se obtienen al realizar varias ejecuciones independientes del 
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algoritmo con un pequeño número de iteraciones, y comparando esa solución 
con la solución obtenida mediante una única ejecución del algoritmo en la que 
el número total de iteraciones es la suma total de las iteraciones realizadas por 
las ejecuciones independientes anteriores. En este trabajo se concluye que, en 
algunas ocasiones, las ejecuciones independientes de menor número de 
iteraciones consiguen obtener soluciones de mejor calidad que la ejecución 
única de mayor duración. 
Otras dos propuestas de esta categoría las encontramos en (Michel, 1998) y en 
(Talbi, 1999). En el primer trabajo se propone un modelo de islas; en este caso 
cada isla, o nodo de computación, contiene una colonia de hormigas y las 
colonias intercambian información sobre la mejor solución que han obtenido 
tras un número de iteraciones fijo. Si la solución que se recibe de una isla 
vecina es mejor que la mejor solución encontrada hasta ese momento, la 
colonia receptora adopta la solución vecina como mejor solución propia. A 
resaltar la propuesta realizada por uno de los autores en un trabajo posterior 
(Middendorf, 2000) en la que se investigan diferentes tipos de intercambio de 
información en algoritmos de hormigas multicolonia, y en la que se demuestra 
que el intercambio de una pequeña fracción de información heurística puede 
ser ventajoso a la hora de reducir los tiempos de ejecución del algoritmo. En el 
segundo trabajo (Talbi, 1999) se utiliza una configuración maestro-esclavo en la 
que cada esclavo contiene una única hormiga que obtiene una única solución. 
Cada esclavo envía su solución al nodo maestro (o nido de la colonia), quién 
calculará una nueva matriz de feromonas a enviar a los nodos esclavos. 
Todas las propuestas vistas, tanto las que son de paralelismo de grano fino 
como las de grano grueso, adolecen de dos problemas que limitan su 
rendimiento: 
 Todas las hormigas o colonias trabajan sobre la totalidad del espacio de 
búsqueda y esto limita seriamente el número de nodos que se pueden 
considerar en el grafo de construcción. 
 Tanto las hormigas como las colonias han de compartir información sobre 
feromonas, por lo que es necesario que se comuniquen esta información. 
Las propuestas que han de comunicar la matriz de feromonas al completo 
no alcanzan buenas prestaciones y, aún en el caso de que sólo se comparta 
la información de la mejor solución global, tal y como se describe en 
(Krüger, 1998), es necesario establecer puntos de sincronización entre las 
colonias para que dicha comunicación tenga lugar, lo cual afecta 
negativamente a las prestaciones. 
Líneas abiertas de investigación en OCH 
65 
Sin embargo, existen dos propuestas de grano grueso y multicolonia en las que 
las colonias trabajan como islas aisladas e independientes, procesando 
únicamente una región parcial del espacio de búsqueda completo, lo que 
solventa directamente los dos problemas mencionados. En ambas propuestas 
los espacios parciales se obtienen mediante técnicas de clusterización, de 
manera que el algoritmo final es capaz de escalar de una forma simple con el 
tamaño del grafo de construcción.  
En (Mocholi, 2005) los autores construyen su propuesta inspirándose en la idea 
de la computación basada en Grids, en la que se plantea una infraestructura de 
computación formada por un conjunto de nodos distribuidos que trabajan de 
forma desacoplada y que son usados para resolver problemas de gran 
complejidad, bien por el volumen de datos a tratar o por la computación 
requerida. La propuesta, llamada GRID-OCH-OP, puede ser vista como una 
infraestructura maestro-esclavo como la que propone en (Middendorf, 2002), 
pero en la que no existe propagación de la matriz de feromonas dado que los 
nodos esclavos trabajan en instancias independientes y parciales con respecto al 
problema original.  
En contraposición al uso de un grid, en (Catala, 2007) se presentan dos 
propuestas de algoritmo de OCH diseñadas e implementadas para ejecutarse 
sobre procesadores gráficos modernos, ya que estos presentan unas 
capacidades de computación superiores a los procesadores de propósito 
general debido al grado de paralelización de su arquitectura, por lo que con una 
sola tarjeta gráfica sería posible tener múltiples hormigas artificiales 
construyendo caminos en paralelo. En ambas propuestas la figura de la 
hormiga reina (en GRID-OCH-OP equivaldría al nodo maestro) se encarga de 
enviar los espacios de búsqueda parciales a las hormigas y de unir la soluciones 
parciales que éstas devuelven. En el proceso de creación de la solución global a 
partir de las soluciones parciales, ambas propuestas aplican una versión 
“relajada” (sólo algunos métodos son utilizados) de la búsqueda local 
propuesta en la metaheurística de Búsqueda por Vecindad Variable (Hansen, 
1999), aunque su uso es descartado en (Catala, 2007) por ofrecer una mejora en 
las soluciones poco significativa con respecto al tiempo empleado. 
3.5.2 Problemas de optimización dinámicos 
La característica común en los problemas dinámicos es que el espacio de 
búsqueda del problema varía con el tiempo, por lo que tanto las condiciones de 
la búsqueda que se está realizando, la propia definición de la instancia del 
problema a resolver, como la propia calidad de las soluciones ya encontradas 
cambian o pueden cambiar durante la resolución del problema. Ante este tipo 
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de problemas la capacidad de actualizar las características de la búsqueda que se 
está llevando a cabo se convierte en un aspecto clave para el éxito de un 
algoritmo que pretenda abordar este tipo de problemas. 
Un tipo de problemas que en parte pertenecen al conjunto de problemas de 
optimización dinámicos es el enrutamiento en redes de telecomunicaciones. En 
este tipo de problemas las propiedades del sistema, como por ejemplo el coste 
de uso de un enlace de comunicaciones o la disponibilidad de los nodos, no 
son estáticas y varían con el uso que se hace del mismo. Como ya hemos visto 
en la Tabla 1, los algoritmos de colonias de hormigas ya se han aplicado a estos 
problemas llegando a convertirse en la aproximación que mejor resultado 
ofrece, como es el caso de (Di Caro, 1998). A partir de este éxito se han 
desarrollado otros algoritmos de enrutamiento que han sido capaces de 
mejorar el rendimiento obtenido hasta el momento; de entre ellos cabe 
destacar el algoritmo propuesto en (Ducatelle, 2005) y diseñado para abordar el 
enrutamiento en redes ad hoc de telefonía móvil, para las que ha demostrado 
ser igual de competitivo que los algoritmos más utilizados aunque con 
mostrando una mejor escalabilidad. 
3.5.3 Problemas de optimización multiobjetivo 
La resolución de problemas de optimización multiobjetivo implica solucionar 
simultáneamente varios problemas de optimización, cada uno con sus propios 
objetivos y entre los que posiblemente haya conflictos. Una manera habitual de 
comenzar a trabajar con múltiples objetivos es ordenarlos (como en 
(Gambardella, 1999a) o (T’kindt, 2002)) o asignarles un peso según su 
importancia dentro del dominio del problema (como en (Doerner, 2003) 
donde los resultados de las funciones de evaluación se combinan en una suma 
ponderada por el peso asignado al objetivo). Además, para evaluar la calidad de 
las soluciones encontradas se utiliza una función de evaluación diferente por 
cada objetivo a optimizar. Si no hay un ordenamiento preestablecido o no se 
puede asignar con anterioridad un peso a los objetivos, los algoritmos de 
optimización multiobjetivo intentan encontrar el conjunto de Pareto, es decir, 
el conjunto de soluciones que son óptimas globalmente a todo el problema ya 
que ninguna de ellas es peor que las demás teniendo en cuenta su resultado 
para todas las funciones de evaluación. En (Doerner, 2006) los autores 
proponen un algoritmo OCH para la búsqueda del conjunto de Pareto para el 




En este capítulo hemos descrito con mayor detalle la técnica metaheurística de 
optimización basada en colonias de hormigas, OCH, explicando en primer 
lugar la capacidad natural de las hormigas para encontrar el camino más corto 
entre su nido y una fuente de comida, además de los experimentos que 
confirman este comportamiento. Luego hemos expuesto las características 
matemáticas tanto de los problemas que se pueden resolver empleando esta 
técnica, como del modelo de hormiga artificial utilizado para simular el 
comportamiento de las hormigas naturales en algoritmos OCH. Más tarde 
hemos explicado el funcionamiento de un algoritmo OCH genérico y 
presentado cuatro de los diversos algoritmos existentes en la literatura, uno de 
los cuales (el sistema de colonias de hormigas) tomamos como base para 
nuestra propuesta. En el punto 3.4 hemos presentado los dominios de 
problema más habituales en los que se aplica la metaheurística OCH, así como 
una lista no exhaustiva de propuestas concretas de algoritmos OCH diseñadas 
para abordar tipos de problema específicos. A continuación hemos presentado 
algunas de las líneas abiertas de investigación que más interés suscitan, 
explicando las características de los problemas a los que van dirigidas o que 
características de la metaheurística pretenden mejorar, y nombrado algunas 
propuestas realizadas y que demuestran la potencia y versatilidad de OCH, ya 
que han conseguido en muchos casos convertirse en las aproximaciones de 
referencia en sus dominios, tanto por la calidad de sus soluciones como por el 
rendimiento demostrado (en términos de tiempo empleado y/o tamaño del 
problema abordado). Sin embargo, ninguna de las propuestas existentes cubre 
las características que en el punto 1.1 planteábamos como clave para las futuras 
generaciones de ambientes inteligentes; a saber, utilizar la información 
semántica contextual recopilada para prever situaciones contextuales en el 
futuro cercano, y añadir el estado emocional del usuario del ambiente a la 
información semántica contextual recopilada y tenerlo en cuenta en el proceso 
de búsqueda y selección de acciones a desencadenar por parte del ambiente 
inteligente. Con estas características, lo que pretendemos es que el ambiente 
sea capaz de adelantarse a situaciones futuras que vayan a darse con alta 
probabilidad y tome las decisiones más adecuadas para conseguir mantener al 
usuario en un estado cercano al estado de flow. 
En los siguientes capítulos de esta tesis presentamos nuestras propuestas 
algorítmicas basadas en OCH que han sido diseñadas para trabajar con 
información semántica con datos heterogéneos, de entre los cuáles prestará 
especial atención al estado emocional para que la decisión sobre qué acción 
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4 Una Propuesta de Algoritmo OCH para la Toma 
de Decisiones Influenciada por Emociones 
4.1 Hierarchical network of affective-cognitive decisions 
La gran versatilidad de las técnicas metaheurísticas, que permite su aplicación a 
una gran variedad de dominios, implica la necesidad de realizar ciertas 
modificaciones para adaptarlas a las características específicas de cada 
problema. En el caso que nos ocupa, necesitamos dotar a los sistemas de 
colonias de hormigas con las estructuras y modelos adecuados que les permitan 
simular las emociones que deben influir en el proceso de búsqueda de la mejor 
decisión. Entre las posibles opciones revisadas, nos hemos inclinado por 
utilizar como base la propuesta hierarchical network of affective-cognitive decisions, ya 
que creemos que es la más adecuada para adaptar un algoritmo OCH puesto 
que su funcionamiento ya tiene en cuenta en cierta medida la 
exploración/explotación del espacio de búsqueda, así como que el proceso de 
actualización de sus modelos es similar a la actualización de feromonas llevada 
a cabo por las hormigas.  
Esta propuesta de sistema de toma de decisiones influenciada por emociones 
fue introducida por sus autores en (Ahn, 2005), quiénes tomaron como punto 
de partida de su trabajo las conclusiones alcanzadas por investigadores de áreas 
como la psicología o la neurociencia afectiva de las que se desprendía que 
“… los sentimientos humanos y la experiencia emocional tienen un papel significativo y útil 
en procesos como el aprendizaje o la toma de decisiones. En individuos normales, las 
influencias relacionadas con experiencias emocionales previas, en situaciones similares, 
ayudan al proceso de razonamiento y facilitan el procesamiento eficiente del conocimiento y la 
lógica necesaria en la toma consciente de decisiones.” 
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Inspirados en los hallazgos de esas áreas de investigación y en el propio 
proceso de aprendizaje humano, los autores desarrollaron un framework 
computacional afectivo-cognitivo para el aprendizaje y la toma de decisiones. 
La idea fundamental en su propuesta asume que un agente afectivo (una 
entidad virtual) cuenta tanto con capacidades cognitivas como emocionales, y 
que se puede modelar su motivación en base a un sistema de rewards en el que 
el “deseo” por el reward interno, surgido de cognición y emoción, más el del 
reward externo, recibido del entorno, podría explicar su motivación en los 
procesos de aprendizaje y toma de decisiones que realiza. 
Para dar soporte a esa idea los autores diseñaron un algoritmo de aprendizaje 
por refuerzo (reinforcement learning) que utiliza la información de los rewards 
obtenidos hasta el momento, tanto internos como externos, para determinar 
cuál es la mejor decisión a tomar en el estado cognitivo y emocional actual, 
teniendo en cuenta que existen unos estados cognitivos y emocionales que se 
debe intentar alcanzar ya que han sido marcados como “deseables”, es decir, 
tienen asociados unos rewards positivos, y que, por otro lado, existen también 
otros estados marcados como “poco deseables” puesto que sus rewards 
asociados son negativos. En su propuesta, el encargado de evaluar cuál es la 
mejor decisión a tomar es un bucle interno de simulación que computa el 
reward interno obtenido de realizar cada una de las decisiones posibles dados un 
estado cognitivo y uno emocional. En el siguiente subpunto se expone con 
mayor detalle la propuesta algorítmica de los autores. 
Otra idea clave de esta propuesta la basan los autores en la posibilidad de que 
cada una de las posibles decisiones a realizar puede estar compuesta por 
decisiones de menor nivel (Ahn, 2005). De ahí que propongan la necesidad de 
que los agentes afectivos cuenten con una red jerárquica de decisiones 
(hierarchical network of decisions) en la que cada decisión de nivel superior cuente 
con un proceso afectivo-cognitivo de toma de decisiones capaz de seleccionar 
la decisión adecuada de nivel inferior para los estados cognitivo y emocional en 
los que se encuentra el agente en ese momento. En la Figura 3 se puede 
observar una representación de un ejemplo de red jerárquica de decisiones. Los 
autores prefieren utilizar la expresión decisión afectivo-cognitiva (affective-
cognitive decision, ACD) para referirse a los nodos/decisiones. Un ACD está 
compuesto bien por ACDs temporalmente secuenciales de menor nivel, o por 
habilidades primitivas de menor nivel. Además, un ACD cuenta con un 
objetivo determinado y tiene la capacidad de activar o desactivar otros ACDs 
para conseguir ese objetivo. Cuando se alcanza un estado cognitivo asociado al 
objetivo del ACD, los autores explican que se ha completado un “episodio” y 
ese ACD se desactiva y devuelve el control al ACD que lo activó. 
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Figura 3. Representación de la red jerárquica de decisiones afectivo-cognitivas para el 
aprendizaje y la toma de decisiones de manera afectivo-cognitiva. En este ejemplo, en 
el ACD raíz se selecciona el Goal 2 por lo que se activa el ACD2 (Ahn, 2005). 
4.1.1 Términos y modelos probabilistas utilizados 
Esta propuesta se basa en el uso y mantenimiento de una serie de modelos 
probabilísticos que explicaremos después de introducir los términos utilizados 
en su definición y en el algoritmo, y que además aparecerán en lo que resta de 
capítulo: 
 c representa el estado cognitivo actual;  
 e representa el estado emocional actual;  
 C y E son los conjuntos de todos los estados cognitivos y emocionales, 
respectivamente (c∈C = (1,...,|C|) y e∈E = (1,...,|E|));  
 ê denota la distribución de probabilidad para el estado emocional actual e 
(ê=(ê1,…,ê|E|)), donde êj representa la probabilidad de que el estado 
emocional actual sea j;  
 d representa la decisión seleccionada a realizar;  
 c’ y e’ representan el estado cognitivo y el estado emocional resultado de 
tomar una decisión d cuando estábamos en un estado cognitivo c y un 
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 𝛽 es la inversa de la temperatura en la función de selección de Boltzmann7;  
 𝛼 es un factor de descuento que pondera el peso de ciertos operandos en 
algunas de las fórmulas utilizadas. Toma valores entre 0 y 1; 
 γ es un ratio de aprendizaje que controla la velocidad de convergencia de 
algunos de los modelos probabilistas. También toma valores entre 0 y 1; 
 λC(d) y λE(d) son, respectivamente, el factor de voluntad (willpower factor) y el 
factor sentimental (feeling factor) que controlan el peso con el que cognición 
y emoción influyen en la selección de un determinado ACD d. Toman un 
valor inicial igual a 1 y, cuando se actualizan (se explica más adelante), se les 
aplica un factor de descuento, εC y εE respectivamente, con valor que se 
encuentra entre 0 y 1. 
 rCR es el reward cognitivo que se obtiene tras alcanzar un nuevo estado 
cognitivo. Viene prefijado para el entorno que se desea modelar y toma los 
valores 1 o -1 dependiendo si el estado cognitivo asociado es deseado o no; 
 rext es el reward externo que se recibe del entorno/usuario una vez llevada a 
cabo la decisión seleccionada. Viene prefijado para el entorno que se desea 
modelar y toma los valores 1 o -1 dependiendo si el resultado de realizar la 
acción elegida es deseado o no. 
Como hemos comentado, cada ACD mantiene una serie de modelos 
probabilísticos que son utilizados y mantenidos por el algoritmo y que, con su 
uso combinado, permiten generar en el agente el deseo, la motivación por 
tomar ciertas decisiones ante ciertas situaciones que en el pasado 
proporcionaron mayores rewards. Estos son los modelos: 
 El attention model se utiliza para extraer aquellos datos útiles, para el objetivo 
del ACD que lo utiliza, a partir de los estímulos externos multimodales 
percibidos (como por ejemplo el estado en que se encuentra el usuario con 
él que se interacciona). Este modelo es el encargado de determinar el 
estado cognitivo c para ese ACD. En su propuesta los autores asumen que, 
para un intervalo de tiempo determinado, un ACD sólo tiene un estado 
cognitivo. 
                                                 
7 En la función de selección de Boltzmann se usa un valor alto de temperatura al principio, lo 
cual hace que la presión de selección sea baja. Con el paso de las generaciones, la temperatura 
disminuye, lo que aumenta la presión de selección. De esta manera se incita a un 
comportamiento exploratorio en las primeras generaciones y se acota a uno más explotatorio 
hacia el final del proceso evolutivo (Coello, 2008). 
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 Pr(c’|c,d) es el modelo cognitivo (cognition model) y se trata de un modelo 
probabilista de transición entre estados cognitivos, es decir, este modelo 
devuelve la probabilidad de transitar del estado cognitivo c al c’ si tomamos 
la decisión d. Por esta razón también lo denominan world simulation model. 
Para el cálculo de este modelo se hace uso de QC (c,d,cnew), un contador de 
transiciones que almacena las veces que hemos llegado a un estado 
cognitivo cnew desde un estado cognitivo c después de tomar la decisión d. 
Así, tenemos que el cálculo de este modelo se hace de la siguiente manera: 
1),,(),,( += newCnewC cdcQcdcQ  
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 RCR(c’) es el modelo de reward cognitivo interno (model of internal cognitive 
reward) y permite a los autores modelar qué estados cognitivos son los 
deseados, es decir, cómo de importante cognitivamente es c’ (el siguiente 
estado cognitivo) para que un determinado ACD pueda conseguir su 
objetivo. Puesto que se calcula a partir de rCR, podríamos decir que actúa 
como una especie de memoria del reward cognitivo real recibido en el 
pasado para idénticas situaciones. Para los autores, este modelo junto con 
el modelo cognitivo Pr(c’|c,d) les permite representar una cierta 
“automotivación cognitiva”. Este modelo se actualiza con la siguiente 
fórmula: 
newCRnewCRnewCR rcRcR ,·)()·1()( γγ +−=  
 Aunque en esta propuesta un estado emocional ha sido modelado como un 
estado discreto de la forma e∈E = (1,...,|E|), los autores comentan que e 
no tiene porque ser conocido explícitamente, basta con disponer de la 
distribución probabilista ê del estado emocional actual. Esta distribución se 
obtiene a partir del modelo emocional Pr(e’|c’,e) (emotion cognitive appraisal 
model), definido a priori para el entorno que se modela, que representa la 
probabilidad de que se dé un determinado estado emocional e’ en función 
del estado emocional e previo, y de haber alcanzado un estado cognitivo c’. 
En la siguiente fórmula podemos observar cómo se calcula ê: 
, ,
1
ˆ ˆ Pr( ' ', )
E
new j old k old
k
e e e j c e k j E
=
= = | =  ,    ∀ ∈∑  
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 El modelo de transición emocional Pr(e’|ê, c, d) (emotion transition model) 
permite conocer la probabilidad de alcanzar un estado emocional e’ a partir 
de la distribución de probabilidad del estado emocional actual ê, el estado 
cognitivo actual c y la decisión d seleccionada (ACD d de menor nivel 
seleccionado). Como podemos ver a continuación, este modelo se calcula a 
partir del modelo emocional, el modelo cognitivo y ê. 
1 1
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 RER(e’) es el modelo de incentivo emocional interno (model of internal 
emotional reward) y se utiliza para modelar cuán deseables son los estados 
emocionales existentes, en otras palabras, modela cómo de 
emocionalmente deseable es el nuevo estado emocional e’ alcanzado. Al 
igual que con el modelo emocional, este modelo también es definido a 
priori. Según los autores, este modelo junto con el modelo de transición 
emocional Pr(e’| ê, c, d) les permite representar una cierta “automotivación 
emocional” para la selección de un cierto ACD d de nivel inferior. 
 El modelo de toma de decisiones (decision-making model), Pr(d | ê, c), puede 
verse como un modelo de búsqueda de subobjetivos o ACD de menor 
nivel. Este modelo se calcula a partir de la fórmula de selección Boltzmann 
usando como función de valoración el sumatorio 
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 En la fórmula anterior, uno de los operandos es QDM(ê,c,d) que representa 
cómo de “valioso” o “deseable” (desde el punto de vista de los reward que 
se pueden obtener) es tomar la decisión d cuando nos encontramos en el 
estado cognitivo c y en el emocional j. Para calcular esa “valía” se utilizan: el 
valor del modelo de reward externo Rext para c y d, el valor del modelo de 
reward cognitivo RCR para todos los estados cognitivos, el valor del modelo 
de reward emocional RER para todos los estados emocionales, y también se 
calcula el valor máximo QDM de las tripletas compuestas por estado 
cognitivo, emocional y decisión alcanzables desde (j,c,d). Todos estos 
valores (excepto Rext) son ponderados por la probabilidad de que los 
estados a los que hacen referencia sean alcanzados, y al valor máximo QDM 
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encontrado se le aplica un factor α que controla/reduce su influencia sobre 
el valor QDM que estamos calculando. En otras palabras, la “valía” o el 
“deseo” de una cierta tripleta de estado cognitivo, emocional y decisión es 
mayor si desde ella se pueden alcanzar otras con valores altos de “valía”. 
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 QCR(c,d) es el modelo de reward cognitivo (cognitive reward model) y se utiliza 
para calcular el valor cognitivo interno (internal cognitive value) vint,C. 
{ }'1( , ) ( ' ) max ( , ') Pr( ' | , )
C
CR CR CRdj
Q c d R c j Q j d c j c dα
=
= = + =∑  
 QER(ê,c,d) es el modelo de reward emocional (emotion reward model) y se utiliza 
para calcular el valor emocional interno (internal affective value) vint,E. 
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 Rext(c,d) es el modelo de reward externo (external reward model) y permite 
modelar la cantidad de reward externo que se recibe al tomar una cierta 
decisión d en un estado cognitivo c. Actúa como una especie de memoria 
del reward externo real recibido en el pasado para las mismas situaciones. La 
convergencia entre el modelo y el incentivo externo real recibido, en una 
misma situación, se controla a través de un factor de aprendizaje. 
extextext rdcRdcR ·),()·1(),( γγ +−=  
 El valor interno total vint (total internal value) se calcula a partir de los valores 
emocional y cognitivo internos, vint,E y vint,C, aplicándoles a cada uno un 
factor de ponderación dependiente del ACD d que se esté evaluando (λE(d) 
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y λC(d) respectivamente). Los autores lo utilizan como criterio de parada en 
la búsqueda de un ACD d de menor nivel adecuado para la situación actual 
(se deja de buscar si vint>0). 
int int, int,( ) ( )C C E Ev d v d vλ λ= ⋅ + ⋅  
4.1.2 Explicación de la propuesta algorítmica 
El algoritmo descrito en (Ahn, 2005) es ejecutado por todos los ACD y consta 
de dos fases principales: la fase actora, en la que se busca y selecciona el ACD 
de menor nivel, y la fase crítica, en la cual se actualizan los modelos una vez 
finaliza el ACD de menor nivel activado previamente. Ambas fases se 
encuentran dentro de un bucle sin fin en el que las primeras tareas que se 
realizan son una serie de comprobaciones, como por ejemplo detectar si se ha 
recibido la señal de activación/desactivación, o comprobar si se ha completado 
un episodio. Si el ACD se activa después de esas comprobaciones, obtiene el 
estado cognitivo c actual a través del modelo de atención y actualiza su 
distribución de probabilidad para el estado emocional ê a partir del ê de su 
ACD de nivel superior. Cabe destacar que el ACD de mayor nivel, el ACD raíz, 
tiene un comportamiento especial puesto que siempre está activado. 
En caso de que el ACD esté activo, antes de ejecutar la fase actora se 
comprueba si el último ACD de menor nivel elegido ya no está activo o si el 
estado cognitivo ha cambiado; si se cumple cualquiera de las dos condiciones, 
el primer paso de esta fase es la inicialización de factores como α, β, γ o λ, 
además de fijar el número máximo de iteraciones del bucle de búsqueda en 100, 
convirtiéndose de esta manera en el segundo criterio de parada tras vint>0. 
Dentro del bucle, llamado por los autores bucle de simulación interno o mental 
(mental or internal simulation loop), se procede a calcular el modelo de toma de 
decisiones Pr(d | ê, c) y a partir de la distribución probabilista obtenida se 
selecciona un cierto ACD d. Después de esto se obtienen los valores internos 
cognitivo y emocional y se calcula el valor interno total vint. Si los valores 
internos cognitivo y emocional entran en conflicto (sus valores tienen signos 
diferentes), se actualizan los factores de voluntad y sentimental aplicándoles los 
factores de descuento, εC y εE respectivamente. Entonces se actualiza el 
contador de iteraciones y se comprueba la guarda del bucle antes de iniciar una 
nueva iteración. Una vez fuera del bucle se comprueba si el estado cognitivo 
actual es diferente del previo; de ser así, si el ACD seleccionado es diferente de 
aquél que esté en ejecución en ese momento, se le envía la señal de 
desactivación. Para finalizar, y como último paso de esta fase, se envía la señal 
de activación al ACD de menor nivel seleccionado. 
Nuestra propuesta: algoritmo OCH para la toma de decisiones influenciada 
por emociones 
77 
La fase llamada crítica por los autores se ejecuta si se ha recibido la señal de 
finalización del ACD d de menor nivel activado previamente. En caso 
afirmativo, se relee la distribución de probabilidad ê para el estado emocional 
actual, se percibe el nuevo estado cognitivo cnew, y se recuperan el reward 
cognitivo rCR,new y el externo rext. A partir de estos datos, y utilizando las 
respectivas fórmulas ya presentadas, se actualiza el modelo de reward cognitivo 
RCR(c’), el modelo de reward externo Rext(c,d), el modelo cognitivo Pr(c’|c,d), los 
modelos de reward cognitivo QCR(c,d) y emocional QER(ê,c,d), así como la 
componente QDM(ê,c,d) del modelo de toma de decisiones Pr(d | ê, c). Una vez 
realizadas las actualizaciones, termina la fase crítica y comienza una nueva 
iteración del algoritmo. 
4.2 Nuestra propuesta: algoritmo OCH para la toma de 
decisiones influenciada por emociones 
La propuesta de algoritmo que presentamos a continuación tiene como 
objetivo proveer a entidades emocionales con un mecanismo para la toma de 
decisiones que, teniendo en cuenta la experiencia (el conocimiento previo) de 
la entidad y las características propias del entorno/mundo en el que se 
encuentra, sea capaz de seleccionar una decisión con el objetivo de que la 
entidad se mantenga en, o se dirija hacia, una serie de estados cognitivos y 
emocionales en los que “desea” estar (la idea del “deseo” la tomamos de (Ahn, 
2005)). Así, dependiendo de cómo de deseados por la entidad sean los estados 
cognitivos y emocionales a los que llegue, éstos le reportarán un mayor o 
menor premio (reward), o satisfacción cognitiva y emocional. Además, 
dependiendo de la decisión tomada y del estado cognitivo alcanzado, la entidad 
puede recibir un reward externo, por ejemplo, del usuario con el que interactúe.  
Para realizar la búsqueda de la decisión a tomar el algoritmo simula la toma, y 
los efectos que ésta pueda desencadenar, de varias decisiones consecutivas 
utilizando hormigas artificiales. El número de decisiones consecutivas que se 
simularán representa el número de pasos en el futuro que queremos que las 
hormigas prevean, de manera que se seleccione la decisión que se espera 
reporte a la entidad los mayores rewards cognitivos, emocionales y externos en 
el futuro cercano. El siguiente pseudocódigo resume el funcionamiento del 
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Inicialización de los parámetros del algoritmo 
Repetir 
Repetir 
Cada hormiga de la colonia simula una secuencia de decisiones 
Elegir la mejor secuencia de decisiones obtenida 
Hasta alcanzar el criterio de parada 
Tomar la primera decisión de la mejor secuencia de decisiones 
Actualizar los parámetros del algoritmo 
Mientras la entidad viva 
El espacio de búsqueda del problema que las hormigas utilizarán se puede ver 
como un grafo en el que los nodos son todos los posibles estados cognitivos 
de la entidad emocional, y en el que las aristas que unen los nodos son las 
decisiones que la entidad puede tomar. 
A continuación introducimos unos términos utilizados en nuestro algoritmo, 
que no aparecían en la propuesta de (Ahn, 2005), y que aparecerán en lo que 
resta de capítulo: 
 S es el conjunto ordenado de tuplas de la forma (ci, êi, di) que una hormiga 
prevé, dónde las d son las decisiones que la hormiga ha calculado que 
maximizan los rewards que obtendrá en el futuro cercano la entidad para los 
c y ê previstos, siendo S0=(c0, ê0, d0) la tupla con el estado cognitivo y 
emocional a partir de los cuales se comienza la simulación y d0 la decisión 
que se debe tomar;  
 M = |S|, es decir, M es igual al número de pasos en el futuro que 
queremos que simulen las hormigas y sirve como criterio de parada de la 
simulación;  
 G es un valor calculado a partir de los resultados devueltos por las 
hormigas (cómo se obtiene G se explica más adelante) y que permite 
comparar las soluciones devueltas para seleccionar la mejor. 
El funcionamiento del algoritmo que proponemos se puede dividir en 3 fases, 
a saber, inicialización de parámetros, simulación de toma de decisiones y 
actualización de parámetros, que pasaremos a exponer a continuación. 
4.2.1 Inicialización de parámetros 
La siguiente lista enumera todos los pasos de inicialización que se siguen para 
dotar de valores iniciales a los parámetros utilizados en el algoritmo: 
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 Se fijan los valores del rCR (reward cognitivo), 1 para los estados cognitivos 
deseados y -1 para los no deseados. 
 Se inicializan los valores del RCR(c) (modelo de reward cognitivo) teniendo en 
cuenta los valores dados a rCR ya que es a esos valores a los que debe 
converger finalmente RCR(c). 
 Se fijan los valores del RER(e) (modelo de reward emocional), 1 para los 
estados emocionales deseados y -1 para los no deseados. 
 Se fijan los valores de Pr(e’|c’, e) (modelo emocional) con valores entre 0 y 
1 dependiendo de si c’ y e son estados deseados o no. 
 Se fija el rext (reward externo) que se recibirá para cada estado cognitivo 
alcanzado. 
 Se inicializa Rext(c,d) (modelo de reward externo). 
 Se inicializa el modelo cognitivo Pr(c’|c,d) y QC(c,d,cnew). 
 Se fija M, el número de pasos en el futuro que las hormigas simularán. 
 Se fija el número máximo de iteraciones que se usarán las hormigas y la 
diferencia mínima ε para seguir con las iteraciones que queden. 
 Se fija el ratio de aprendizaje γ entre 0 y 1. 
 Se recoge el vector de estímulos del entorno. 
 Se evalúa en qué estado cognitivo inicial se encuentra la entidad. 
4.2.2 Simulación de toma de decisiones 
Una vez dotados de valores iniciales los parámetros, la siguiente fase del 
algoritmo es que cada hormiga simule tomar secuencias de decisiones, y que lo 
haga varias veces con el objetivo de mejorar las soluciones que construya. Por 
esta razón, el proceso de búsqueda y selección de la decisión a tomar para el 
instante actual está formado por dos bucles anidados: el interno llevado a cabo 
en paralelo por cada hormiga artificial, y el bucle externo en el que las 
soluciones devueltas por las hormigas son comparadas hasta encontrar aquélla 
que maximiza la siguiente fórmula: 
1, ,




c S k ê S c d S
G Max R c R ê R c d
 ∈  =   ∈  ∈ 
≡   +  +∑ ∑ ∑    
donde: 
 ( )CRR c  representa el valor del reward cognitivo del estado c.  
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=   ∑  es el valor del reward emocional para cada 
paso k de la solución calculada por las hormigas. Cada hormiga mantiene el 
suyo propio ya que, durante la simulación, cada hormiga crea una copia 
local del vector de probabilidades ê que irá actualizando a medida que 
simule tomar decisiones y alcanzar estados cognitivos. 
 ( , )extR c d  guarda el reward externo medio obtenido con esa decisión d para 
ese estado cognitivo c. Se actualiza una vez obtenido el rext resultante de la 
realización de la decisión elegida. Se utiliza durante la simulación para 
generar valores de rext lo más parecidos posibles a la realidad. 
Para realizar su trabajo las hormigas artificiales han de compartir cierta 
información, por lo que podríamos denominarla conocimiento global. En el 
problema que nos ocupa esta es la información compartida:  
 todas las hormigas conocen cuál es el estado cognitivo c actual y cuál es el 
vector de probabilidades ê para el estado emocional actual; 
 
Figura 4. Información compartida por todas las hormigas. 
 las hormigas comparten una matriz tridimensional (ver Figura 4) que, para 
cada c, e y d (también puede verse como una matriz bidimensional por cada 
estado cognitivo), tiene un valor que representa cómo de atractiva (valiosa) 
es esa decisión si, estando en ese estado cognitivo y en ese estado 
emocional, tomamos esa decisión. Esta matriz también puede verse como 
la unificación de las matrices de feromonas y de atracción que usan las 
hormigas en una implementación más tradicional de un algoritmo OCH 
(Liang, 2003). Esta matriz de atracción en nuestra propuesta de algoritmo 
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OCH es equivalente al modelo de toma de decisiones ( , , )DMQ e c d  de 
(Ahn, 2005). 
El funcionamiento de la fase de simulación se detalla en forma de 
pseudocódigo a continuación: 
Mientras (iteraciones < max_iteraciones) Y (|GOLD - GNEW| > ε) { 
Mientras |S| < M { //bucle realizado por cada hormiga en paralelo 
Si hacemos explotación, obtener probabilísticamente una decisión para el 





























Si hacemos exploración, obtener aleatoriamente una decisión para el 
            estado cognitivo y emocional actual 
Simular el estado cognitivo al que llega la entidad, con Pr( | , )newc c d , y 
            su reward cognitivo rCR,new asociado, con ( )CR newR c . 
Actualizar copia local del vector de probabilidades newê  mediante: 
, ,
1
ˆ ˆ Pr( , )
E
j new old k new old
k
e e e j c e k j E
=




R e  para este paso k de la simulación mediante 
,
1,
ˆ ˆ( ) ( ) ·
k
E
ER new ER j j new
j e E
R e R e e
 =   ∈ 
=   ∑
 
Simular el reward externo rext obtenido con ( , )ext newR c d  
Actualizar modelo del reward cognitivo: 
newCRnewCRnewCR rcRcR ,·)()·1()( γγ +−=  
Actualizar modelo del reward externo: 
( , ) (1 )· ( , ) · ( , )ext new ext new ext newR c d R c d R c dγ γ= − +   
Actualizar modelo cognitivo:  
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1),,(),,( += newCnewC cdcQcdcQ  
| |
1
( , , ' )Pr( ' | , ) ,
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Sincronizar las hormigas para garantizar que no se modifican valores del  
            modelo de toma de decisiones mientras haya hormigas calculando  
            probabilidades para elegir una decisión 
Actualizar modelo de toma de decisiones: 
| |
1
| | | |
1 1
( , , ) ( , ) ( ' ) Pr( ' | , )
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Evaporar de feromonas 
}//Fin Mientras |S| < M 
Comparar soluciones y quedarse con la que maximice la fórmula: 
1, ,




c S k ê S c d S
G Max R c R ê R c d
 ∈  =   ∈  ∈ 
≡   +  +∑ ∑ ∑ 
 
}//Fin Mientras iteraciones 
Como habíamos mencionado anteriormente la fase de simulación se lleva a 
cabo en dos bucles anidados. El bucle interior contiene las tareas realizadas por 
las hormigas en paralelo con el fin de hallar la mejor secuencia de decisiones. 
La primera de esas tareas es la selección, mediante el modelo de toma de 
decisiones Pr(d | ê, c), de la decisión con una probabilidad mayor de conducir a 
mejores rewards dados un par de estados cognitivo y emocional. Entonces las 
hormigas simulan la toma de esa decisión y cuál sería el estado cognitivo 
alcanzado con el modelo cognitivo Pr(cnew | c, d). Una vez obtenido el nuevo 
estado cognitivo, simulan recibir el reward cognitivo asociado, rCR,new. Entonces 
las hormigas actualizan su copia local de ê, simulando así los efectos 
emocionales de alcanzar el nuevo estado cognitivo habiendo tomado la 
decisión d. También actualizan el modelo de reward emocional ( )
kER
R ê  y hacen 
uso del reward externo medio ( , )extR c d  para simular el reward externo que la 
entidad podría haber recibido en la realidad. Luego, las hormigas actualizan los 
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modelos de reward cognitivo y externo, ( )CR newR c  y ( , )ext newR c d  
respectivamente, haciendo uso del reward externo medio en el último caso; y 
actualizan también el modelo de transición de estados cognitivos Pr(c’ | c, d) y 
el modelo de toma de decisiones QDM(e,c,d). 
Por su parte, el bucle externo utiliza la fórmula presentada al inicio de este 
subpunto para comparar las soluciones devueltas por las hormigas y 
seleccionar aquélla que la maximice. Además, el bucle externo se encarga de 
comprobar los criterios de parada, que son: que el número de iteraciones en las 
que se han usado las hormigas para buscar soluciones no supere un máximo 
establecido, y que la diferencia entre la solución obtenida en la iteración previa 
y la solución de la actual no sea superior a un cierto ε. Una vez alcanzado 
cualquiera de los dos criterios de parada, se deja de simular y se devuelve la 
mejor solución encontrada por las hormigas hasta ese momento. 
4.2.3 Actualización de parámetros 
Una vez que las hormigas han terminado de simular y han devuelto una 
solución, la entidad procede a: tomar la primera decisión de la secuencia de 
decisiones devuelta, evaluar su estado cognitivo actual, y a actualizar los 
parámetros del algoritmo (con valores reales, no aproximados con modelos). 
El siguiente pseudocódigo describe la actualización de parámetros, en esencia 
idéntica a la actualización que se realiza durante la simulación pero con 
diferencias que detallaremos después. 
Tomar la decisión d del elemento S0 de la solución S elegida 
Evaluar en qué estado cognitivo se encuentra la entidad, cnew, y su reward 
cognitivo rCR,new asociado 
Actualizar el vector de probabilidades ê compartido para el estado emocional 




ˆ ˆ Pr( , )
E
j new old k new old
k
e e e j c e k j E
=
= = | =  ,     ∀ ∈∑
 
Recoger el vector de estímulos del entorno y el reward externo rext 
Actualizar el modelo del reward cognitivo: 
newCRnewCRnewCR rcRcR ,·)()·1()( γγ +−=  
Actualizar el modelo del reward externo:  
extextext rdcRdcR ·),()·1(),( γγ +−=  
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Actualizar el reward externo medio: ( , )extR c d  
Actualizar el modelo cognitivo:  
1),,(),,( += newCnewC cdcQcdcQ  
| |
1
( , , ' )Pr( ' | , ) ,
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Actualizar el modelo de toma de decisiones: 
| |
1
| | | |
1 1
( , , ) ( , ) ( ' ) Pr( ' | , )
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Las diferencias más destacables con respecto a la actualización que llevan a 
cabo las hormigas cuando simulan son las siguientes: 
 No se utilizan modelos para obtener los valores de los parámetros que se 
necesitan. Por ejemplo, no se usa Pr( | , )newc c d  o ( , )ext newR c d  para 
conocer el estado cognitivo actual o el reward externo rext recibido, 
respectivamente. 
 No se actualiza el modelo de reward emocional ˆ( )
kER new
R e , ya que es un 
modelo que mantienen las hormigas y que actualizan en cada paso de la 
simulación. 
 Se actualiza el reward externo medio ( , )extR c d  con el rext recibido. 
 No se evaporan feromonas. 
Con respecto a la propuesta de (Ahn, 2005), que hemos tomado como 
referente en nuestra aproximación, debemos reseñar la eliminación del 
operando 
| | | |
'1 1
( , , ') Pr( ' | ' , ) Pr( ' | , )
C E
DMdk l
maxQ l k d e l c k e j c k c dα
= =
= = = =∑∑  de 
la fórmula de actualización del modelo de toma de decisiones QDM (j,c,d). El 
motivo de esa eliminación se puede entender con la explicación del significado 
del operando: se encarga de calcular el valor máximo de atracción de cada 
estado alcanzable desde el par de estados (c, e) para poder añadírselos al valor 
de atracción de (c, e); estos valores máximos son ponderados por la 
probabilidad de ser alcanzados y, al valor global de atracción se le aplica un 
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factor α que controla/reduce su influencia sobre el valor de atracción de (c, e). 
En otras palabras, el valor de atracción de un estado es mayor si desde él se 
pueden alcanzar estados con valores altos de atracción. De esta explicación se 
desprende que los autores usan ese operando para “marcar” secuencias de 
estados que maximizan los rewards, uno de los resultados que nosotros 
obtenemos al utilizar a las hormigas artificiales y por lo que prescindimos de él 
en la fórmula. Otra razón para no incluirlo es su impacto sobre la eficiencia 
temporal del algoritmo, ya que implica la realización de recorridos a toda la 
matriz para calcularlo. 
 
Figura 5. Un ecosistema híbrido aumentado de eCoology. 
4.3 Caso de estudio 
Para comprobar el funcionamiento de nuestras ideas para la toma de decisiones 
influenciada por emociones necesitábamos un sistema en el que la exhibición 
de emociones o de un comportamiento emocional (o la percepción de la 
existencia de éste) tuviese una relevancia importante. El sistema elegido fue 
eCoology (an Electronic COOl way of Learning about ecolOGY, o una forma 
divertida de aprender ecología). El objetivo principal de eCoology (Acosta, 
2006) es enseñar a niños entre 8 y 12 años de edad a prevenir problemas de 
salud derivados de una alimentación desequilibrada, de la mala conservación 
del medio ambiente y de la mala calidad de las relaciones sociales, actuando 
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para ello sobre la educación de los niños de una forma divertida y motivadora 
usando un “ecosistema híbrido aumentado”. Estos sistemas son “híbridos” 
porque en ellos coexisten entidades tanto naturales como artificiales; son 
aumentados porque hacen uso de la “Realidad Aumentada” (Azuma, 1997) 
(Billinghurst, 2002), consistente en añadir gráficos virtuales en tiempo real al 
campo de visión real de una persona (véase Figura 5), para representar un 
ecosistema híbrido; y son tratados como “ecosistemas” debido a que ambos 
tipos de entidades compiten, colaboran y entablan diferentes tipos de 
relaciones para cumplir sus respectivos objetivos.  
Disponer en eCoology de entidades con un comportamiento emocional es una 
característica clave para que los niños perciban el ecosistema aumentado como 
un entorno de aprendizaje interactivo y atrayente. La expresión visual de 
comportamientos emocionales puede facilitar los procesos de aprendizaje, a la 
vez que genera una respuesta positiva en los usuarios que les motiva a 
mantener la interacción con el sistema. Uno de los ejemplos más claros de 
comportamiento emocional expresado visualmente tiene lugar cuando las 
emociones de una entidad influyen en la manera en cómo se mueve en el 
ecosistema. Por ejemplo, cuando el estado emocional de una entidad hace que 
quiera acercarse a uno de los niños porque éste alimenta a los animales 
correctamente, o cuando decide alejarse de determinadas áreas, entidades o 
niños que no se comportan según sus estados cognitivos y emocionales 
preferidos.  
Para llevar a cabo la tarea de encontrar el camino a seguir por una entidad de 
un punto a otro del ecosistema eCoology cuenta con un mecanismo de 
resolución de caminos (pathfinding), que explicaremos en el punto que se 
encuentra a continuación. Este mecanismo devuelve los diferentes caminos 
alternativos encontrados y se los pasa a una componente de la entidad para que 
elija uno teniendo en cuenta su estado emocional, tal y como se describe en 
(Mocholi, 2006). Pero esto implica que las emociones realmente no juegan un 
papel activo en la búsqueda de un camino. En este punto es donde hemos 
decidido utilizar nuestra propuesta (Mocholi, 2010), y para evaluar su 
funcionamiento hemos implementado una aplicación que presentaremos en el 
punto 4.3.2. 
4.3.1 Pathfinding en eCoology 
El componente encargado de encontrar el camino a seguir por una entidad, y 
por lo tanto del movimiento que ésta realizará por el ecosistema, está formado 
por un sistema que mezcla un sistema de partículas con ideas de los algoritmos 
de resolución de grafos. 
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Un sistema de partículas puede verse como un sencillo simulador de física en el 
que a cada uno de los elementos simulados, en este caso las partículas, se le 
aplica una serie de leyes físicas (Burg, 2000). Las partículas tienen asociadas 
unas propiedades físicas, como posición, velocidad, masa, etc., y generalmente 
son tratadas como entes puntuales sin dimensiones espaciales. A partir de las 
partículas existentes, normalmente generadas por un “emisor” de partículas, el 
simulador de física se encarga de mantener actualizadas sus propiedades físicas, 
según las leyes físicas que se haya decidido simular y mientras dure el ciclo de 
vida de la partícula. 
Para que las partículas interaccionen con el entorno que se simula es necesario 
introducir otros elementos en la simulación, como por ejemplo los deflectores, 
que son objetos que las partículas no pueden atravesar y contra los que chocan. 
Se clasifican según su forma (un plano, una esfera, …) y, aunque pueden tener 
otras propiedades definidas, tienen asociado un valor que define su coeficiente 
de rozamiento y que determina cómo se comportan las partículas cuando 
chocan con su superficie. Otro tipo de elemento a incluir son los atractores, 
que atraen hacia sí mismos a todas las partículas cercanas. En la Figura 6 
podemos ver un ejemplo de sistema de partículas con todos los elementos 
descritos, a saber, emisor, partículas, deflector y atractor. 
 
Figura 6. Ejemplo de sistema de partículas. 
Con los elementos presentados es posible crear un mecanismo de resolución 
de caminos bastante simple. Las entidades se modelan como. El punto de 
destino a alcanzar por una entidad se define como un atractor, lo que 
provocará que la partícula de la entidad se dirija hacia él. El resto del entorno 
se modela usando deflectores, lo que permite que las partículas, y por lo tanto 
las entidades, no atraviesen las paredes. En la Figura 7 podemos ver una 
representación de cómo funcionaría esta resolución de caminos simplista. 
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Figura 7. Resolución de caminos basada en un sistema de partículas. 
Debido a su simplicidad, este mecanismo provoca que las entidades colisionen 
y reboten contra las paredes mientras se dirigen a su destino, lo que hace que 
su comportamiento no sea el deseable para su integración en el espacio 
aumentado de eCoology. Para resolver este problema se introdujeron varios 
refinamientos al sistema. En primer lugar se dotó a las entidades con 
propiedades usadas en la física de vehículos (Eberly, 2003), como son la masa, 
la aceleración y la velocidad, lo que resultó en movimientos menos abruptos. 
En segundo lugar, se asignaron dos roles más a los deflectores; por un lado 
actúan como repulsores, forzando a las partículas tanto a evitar colisionar con 
ellos como a esquivarlos en la medida que el resto de fuerzas presentes lo 
permita, por lo que las trayectorias de las entidades se suavizaron y las 
entidades dejaron de parecer ciegas ya que ya no tocaban las paredes antes de 
esquivarlas. Por otro lado, los deflectores son opacos, por lo que las entidades 
no pueden ver a través. Esto permite generar unas trayectorias más realistas ya 
que una partícula no se ve directamente atraída o repelida por objetos que no 
puede ver.  
Sin embargo, el objetivo es que las entidades de un ecosistema en eCoology 
sean capaces de alcanzar su destino, si el escenario que lo define lo permite. En 
este punto cobra su importancia el otro componente de la mezcla de la que 
hablamos inicialmente: la resolución de grafos. Para alcanzar el objetivo, al 
mapa que define el escenario que habitan las entidades se le aplica un grafo, 
asegurándose que todas las áreas disponen de al menos un nodo en el grafo. 
Estos nodos actúan como “boyas” y no se utilizan para resolver el camino a 
recorrer pero facilitan que el sistema de partículas lo haga. Cada boya está 
unida con una arista en el grafo a todas la boyas que son “visibles” desde su 
posición en el mapa, es decir, que no están ocultas por un elemento opaco. De 
esta manera, cuando una entidad busca su destino (una partícula se dirige a su 
atractor) puede hacer uso de la red de boyas en caso que éste no sea 
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directamente visible. A continuación tenemos explicado en pseudocódigo el 
funcionamiento descrito dado un destino D para una cierta entidad.  
Mientras no se alcance D 
Si tiene asignado un atractor que es visible 
Realizar simulación física 
Si no 
Comprobar visibilidad de D 
Si D es visible directamente 
Asignar un atractor ubicado en D 
Si no 




En la Figura 8 podemos observar un ejemplo de funcionamiento. En la figura 
de la izquierda vemos dos partículas representadas por triángulos que 
comparten el mismo atractor. La que está más la izquierda tiene visión directa 
del objetivo, por lo que puede realizar la simulación e ir hacia su destino. La 
otra partícula tiene dos deflectores que dificultan su camino, por lo que deberá 
hacer uso de las boyas, simbolizadas con la letra “b”, para resolver su camino 
hacia el destino.  
 
Figura 8. Ejemplo de resolución de un camino. 
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Figura 9. Interfaz de la aplicación de test. 
4.3.2 Pathfinding influenciado por emociones 
Para probar la aplicación de nuestra propuesta a este dominio, poder realizar 
experimentos sin tener que contar con todas las componentes de eCoology 
(ver (Mocholi, 2007a)(Mocholi, 2007b)(Mocholi, 2008) para encontrar la 
definición del modelo afectivo diseñado para las entidades virtuales de 
eCoology, y (Acosta, 2006) para una descripción de todas las componentes 
hardware y software de eCoology) y poder visualizar fácilmente tanto el 
escenario como los caminos realizados por la entidad, desarrollamos una 
aplicación de escritorio que es una representación 2D de la simulación llevada a 
cabo por las hormigas (Mocholi, 2010) y que más tarde exhibirían las entidades 
de eCoology en el entorno 3D. La aplicación, cuya interfaz de usuario se puede 
ver en la Figura 9, permite construir interactivamente el escenario 
(representado como un grid), situar las entidades en él, fijar el número de 
hormigas a utilizar, y seleccionar si realizar una simulación automática o una 
Caso de estudio 
91 
interactiva en la que podemos controlar el reward externo que la entidad recibe 
después de cada movimiento. La posición inicial de la entidad queda marcada 
con una S en la celda correspondiente; el destino emocionalmente atractivo se 
marca con una F; y las celdas marcadas con una M representan usuarios u otras 
entidades del ecosistema que hicieron que nuestra entidad alcanzase estados 
emocionales no deseados en el pasado. En esta implementación el conjunto de 
decisiones está formado por todos los movimientos que una entidad puede 
realizar, el grid es la visualización del grafo que representa el mapa del 
escenario. Los nodos del grafo representan posiciones en el mapa y las aristas 
los movimientos que llevan de una posición a otra. 
Una vez que hemos construido el mapa, se inicia la simulación y los 
parámetros del algoritmo de toma de decisiones se inicializan. El valor del 
reward cognitivo rCR para estados cognitivos deseados será 1, y -1 si no son 
deseados. De igual manera asignamos los valores para RER(e). Los valores 
iniciales del modelo de reward cognitivo RCR(c) se fijan según rCR, ya que RCR(c) 
acaba convergiendo a rCR. Si un estado cognitivo c’ y un estado emocional e son 
estados deseados para una entidad, el valor del modelo emocional para esos 
estados, Pr(e’ | c’, e), tendrá un valor positivo entre 0 y 1 que representará cuán 
atractivo es el estado emocional alcanzado. Durante este proceso de 
inicialización también se asignan los siguientes valores: el reward externo rext que 
una entidad recibe al alcanzar cada estado cognitivo; M, el número de 
movimientos en el futuro cercano que las hormigas simularán; el número 
máximo de iteraciones a realizar; la mínima mejora ε a conseguir, que actuará 
como criterio de parada, y el ratio de aprendizaje γ, que tomará valores entre 0 
y 1. Finalmente, una vez realizada la inicialización de parámetros, la entidad ya 
puede recoger sus primeros datos del entorno, como su ubicación o entidades 
cercanas, que se usarán para establecer el estado cognitivo inicial. 
En la siguiente figura podemos observar el resultado final de una ejecución de 
nuestra propuesta algorítmica aplicada a este dominio tal y como hemos 
descrito.
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Figura 10. Ejemplo del camino realizado por una entidad con nuestra propuesta. 
4.4 Conclusiones 
Los algoritmos metaheurísticos son lo bastante genéricos como para ser 
utilizados en multitud de dominios, lo que por otro lado comporta que no 
cuenten inicialmente con los mecanismos necesarios para simular emociones 
que puedan influir en su proceso de búsqueda. Por esta razón hemos expuesto 
en este capítulo la propuesta hierarchical network of affective-cognitive decisions (Ahn, 
2005), ya que es la aproximación de la que tomamos los modelos probabilistas 
a partir de los cuales simular y aprender el efecto cognitivo y emocional de las 
decisiones que se toman, y que más tarde influirán en el proceso de selección 
de nuevas decisiones. 
También hemos presentado nuestra propuesta de sistema para la toma de 
decisiones influenciada por emociones utilizando como base algorítmica un 
sistema de colonias de hormigas, y como mecanismo de generación de la 
influencia cognitiva y emocional hemos partido de la propuesta de (Ahn, 2005) 
y hemos realizado una serie de modificaciones para adaptarla a las 
características de un sistema de colonias de hormigas (por ejemplo, hemos 
añadido algunos modelos y una fórmula que es el objetivo a maximizar por las 
hormigas, y utilizamos la componente QDM(ê,c,d) como la matriz de atracción y 
feromonas de las hormigas). Las principales ventajas de nuestra propuesta 
incluyen la capacidad de abordar espacios de búsqueda grandes (conjunto de 
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decisiones y estados cognitivos y emocionales) gracias al uso de una 
metaheurística, la mayor eficiencia que proporciona la paralelización intrínseca 
del uso de hormigas artificiales, y la previsión de secuencias de decisiones que 
puedan reportar el mayor beneficio en el futuro cercano más probable. 
Al final del capítulo hemos presentado eCoology, un juego educativo para 
niños que utiliza realidad aumentada para mostrar entidades virtuales que 
tienen emociones en un entorno real, el caso de estudio en el que hemos 
probado nuestra propuesta. El dominio de aplicación elegido ha sido la 
resolución de caminos que las entidades deben realizar para desplazarse por el 
escenario desde su ubicación actual a un destino y teniendo en cuenta sus 
emociones. Después de presentar qué es eCoology, hemos explicado cómo 
funciona el mecanismo de pathfinding implementado en eCoology basado en un 
sistema de partículas y algunas ideas de algoritmos de grafos, y por último 
hemos presentado la implementación de nuestra propuesta para este dominio y 






5 Una Propuesta de Algoritmo OCH para la Toma 
de Decisiones en base a Información Semántica 
5.1 Introducción 
Al inicio de este documento hemos visto lo necesario que resulta para los 
ambientes inteligentes tener en cuenta el contexto del entorno para adaptarse 
adecuadamente y exhibir un comportamiento que se pueda considerar 
inteligente. Pero para que los distintos dispositivos y sistemas presentes en el 
ambiente inteligente puedan procesar la información relativa al entorno en el 
que se encuentran, es necesario que esa información sea modelada 
adecuadamente para que pueda ser compartida y procesada de manera sencilla, 
así como aumentada con cualquier nueva información derivada por cualquier 
sistema o dispositivo del ambiente a partir de la información inicial. 
Tal y como exponíamos en el punto 2.2, el tratamiento semántico de la 
información que se pueda capturar o derivar del entorno facilita que las 
máquinas puedan procesar e inferir nuevo conocimiento del entorno, además 
de mantener una estructura apta para que los seres humanos sigan pudiendo 
manipular la información del contexto del entorno. La manera de conseguir 
que sistemas heterogéneos sean capaces de compartir entre sí información 
contextual y que además puedan procesarla para generar nueva información se 
basa en el uso de metadatos para describir la situación contextual del entorno 
en un momento dado y de ontologías para dotar de uniformidad, jerarquía y 
semántica a los metadatos disponibles para que los diferentes componentes del 
ambiente describan y comprendan el contexto del entorno en el que se 
encuentran. No obstante, en esta tesis consideramos que el hecho de 
considerar sólo la información contextual relativa al momento actual limita las 
posibilidades de adaptación de los ambientes inteligentes y, por lo tanto, de 
exhibir un comportamiento inteligente. Es por ello que, también en el punto 
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2.2, planteábamos el uso por parte de los ambientes inteligentes de la 
información contextual histórica, de manera que fuesen capaces de aprender y 
reconocer secuencias de situaciones contextuales para así poder tomar las 
acciones oportunas bien para evitar alcanzar una situación de contexto similar, 
o bien para facilitar alcanzarla.  
La metaheurística OCH es lo suficientemente genérica como para ser aplicable 
a infinidad de problemas, como ya habíamos comentado, pero ello implica que 
debe realizarse un esfuerzo de adaptación para diseñar un algoritmo OCH que 
aborde cada dominio de problema. Por esta razón, y puesto que en la literatura 
no existen propuestas de algoritmos OCH similares, a continuación 
presentamos nuestra propuesta de algoritmo OCH para la predicción de 
situaciones contextuales a partir de información semántica histórica contextual. 
5.2 Algoritmo OCH semántico para la predicción de 
situaciones contextuales 
En este punto presentamos una propuesta algorítmica basada en OCH que se 
diferencia de otras como el algoritmo ACO-OP (Liang, 2003) en que es capaz 
de utilizar descripciones semánticas de conceptos para asignar dinámicamente 
una puntuación o beneficio (score) a los nodos del espacio del problema, que 
representan entidades del dominio del problema por medio de valores de los 
términos de la ontología utilizada; en el caso de los ambientes inteligentes, un 
nodo representaría una cierta situación contextual y las aristas entre nodos 
representarían una relación de secuencialidad entre dos situaciones 
contextuales. Este proceso de asignación semántica de score se realiza cada vez 
que se quiere resolver una instancia de problema teniendo en cuenta unas 
determinadas condiciones. Estas condiciones se expresan como un conjunto 
de valores para algunos términos de la ontología utilizada y que pueden ser 
vistos como los términos de una consulta. Cada término de la consulta tiene 
asociado un valor que se utiliza para ajustar la importancia, la relevancia, de un 
término sobre el resto de términos de la ontología. Entonces, a partir del 
espacio de búsqueda completo del problema y teniendo en cuenta los términos 
de la consulta, creamos un espacio de búsqueda más reducido y restringido a 
los términos de la consulta, a cuyos nodos habremos realizado la asignación 
semántica de beneficio. Y es sobre este espacio de búsqueda sobre el que 
lanzaremos las colonias de hormigas para que nos devuelvan las secuencias 
contextuales que contengan las situaciones contextuales futuras más probables 
para los valores contextuales del entorno representados por los términos de la 
consulta. A continuación plasmamos en pseudocódigo esta breve explicación 
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del funcionamiento de nuestra propuesta para explicarlo en mayor detalle en el 
resto de capítulo. 
Cargar ontología 
Leer consulta 
Crear el espacio de búsqueda a partir de los términos de la consulta 
Asignar score a los nodos del espacio creado 
Aplicar algoritmo ACO-OP 
Devolver conjunto ordenado de secuencias contextuales 
 
 
Figura 11. Modelo conceptual de la propuesta. 
El modelo conceptual de nuestra propuesta puede verse en la Figura 11 y que 
pasamos a explicar a continuación. Los términos disponibles para describir el 
contexto, y que están definidos en la ontología que se esté utilizando, son 
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instancias de la clase Term. Cada uno de los posibles valores de un término es 
una instancia de la clase Metadata. Una consulta, una instancia de la clase 
Query, se construye a partir de uno o más metadatos, y cada uno de ellos 
llevará asociado un valor de Relevance. El algoritmo de colonias de hormigas 
trabaja con instancias de la clase Node, que utiliza metadatos para representar 
su contenido, sus atributos. En el diagrama podemos ver que hay tres 
especializaciones de la clase Node: la primera es la clase SequenceNode y la 
utilizamos para representar un conjunto de datos capturados (por ejemplo hora, 
fecha, actividad, temperatura, localización, etc.) para una situación contextual 
(el estado del contexto del entorno para un instante de tiempo determinado). 
Ya que la captura de información contextual se realiza a un cierto ritmo, cada 
nueva instancia de SequenceNode se enlaza con la inmediatamente anterior 
para ir dando forma a un objeto de la clase ContextualSequence. Un ejemplo 
de instancia de esta clase, tomando como dominio del problema el escenario 
planteado hacia el final del punto 1.1, podría verse como un desplazamiento 
realizado por Gonzalo con su vehículo, junto a su familia, para visitar a sus 
abuelos y el resto de información contextual relacionada. Una vez que se ha 
capturado una secuencia contextual, el sistema la añade a un repositorio que 
representa el modelo histórico del contexto del entorno específico en el que se 
encuentra el ambiente inteligente y que está representado en la Figura 11 por la 
clase Model. Una instancia de Model guarda todas las secuencias contextuales 
“aprendidas” a lo largo del tiempo de actividad del ambiente. En el escenario 
de ejemplo planteado, puesto que Gonzalo generalmente repetirá las mismas 
rutas con mínimas variaciones en cuanto a la información contextual asociada, 
resulta necesario poder determinar si una secuencia contextual que va a ser 
añadida al modelo estaría ya representada por las secuencias contextuales 
previamente almacenadas. En este punto entra en juego la clase MetaNode. Un 
objeto MetaNode contiene todos los metadatos compartidos por todos los 
nodos de una secuencia contextual. 
El proceso de añadir una nueva secuencia contextual al modelo empieza por el 
hecho de determinar si alguno de los objetos MetaNode existentes representa 
ya a esa secuencia. De no encontrarse ningún MetaNode que la represente, se 
considera que se trata de una nueva secuencia contextual que debe 
“aprenderse” por lo que el proceso de añadirla empieza con la creación de un 
nuevo MetaNode y, siguiendo el orden, cada SequenceNode es convertido a 
una instancia de ModelNode, la tercera especialización de Node. A medida que 
los ModelNode son creados y se enlazan con los ya existentes, el coste 
asociado al enlace que los une se calcula a partir de la distancia semántica que 
haya entre la información contextual de ambos nodos. 
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Por otro lado, si se halla un MetaNode cuyos metadatos representen una 
información contextual similar a la de la nueva secuencia contextual, entonces 
el proceso de adición se encargará de combinarla con el modelo. El proceso de 
combinación o fusión de la nueva secuencia analiza cada uno de sus nodos 
para tratar de hallar un ModelNode de la secuencia ya aprendida que tenga 
unos metadatos similares (dentro de un cierto margen). Si el proceso encuentra 
un ModelNode con esas características, actualiza sus metadatos siguiendo una 
aproximación estadística de manera que el nodo actualizado puede verse como 
el centroide de un cluster de objetos SequenceNode que tienen metadatos 
parecidos. En caso de que un nodo de la secuencia contextual fuese muy 
diferente del ModelNode que le correspondiese (lo cual podría deberse a una 
desviación de la ruta habitual, por ejemplo), se crearía un nuevo ModelNode 
para representarlo. Por consiguiente, un ModelNode puede estar enlazado con 
más de un ModelNode anterior y/o posterior. Con este mecanismo 
permitimos que se puedan representar ligeras variaciones de una misma 
secuencia contextual. Este proceso de adición de una nueva secuencia 
contextual puede describirse en pseudocódigo como sigue: 
Obtener los metadatos comunes a todos los nodos de la secuencia 
Crear un MetaNode con los metadatos comunes 
Buscar un MetaNode similar en el modelo histórico 
Si lo hay 
Repetir 
Buscar un ModelNode similar al SequenceNode 
Si lo hay 
Actualizar el ModelNode con los metadatos del SequenceNode 
Actualizar el coste asociado a los enlaces 
Si no lo hay 
Convertir el SequenceNode en un ModelNode 
Enlazar el nuevo ModelNode con el anterior 
Calcular el coste del enlace 
Hasta procesar todos los SequenceNode 
Si no lo hay 
Repetir 
Convertir el SequenceNode en un ModelNode 
Enlazar el nuevo ModelNode con el anterior 
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Calcular el coste del enlace 
Hasta procesar todos los SequenceNode 
Enlazar el primer ModelNode con el MetaNode 
Añadir el MetaNode al modelo 
Puesto que ya hemos explicado con anterioridad el funcionamiento del 
algoritmo ACO-OP, y los pasos más importantes y complejos de la propuesta 
son la creación del espacio de búsqueda y la asignación de score a los nodos de 
ese espacio, a continuación explicaremos cómo se realizan ambos pasos. 
5.2.1 Creación del espacio de búsqueda 
El espacio de búsqueda global del problema lo conforman todas las secuencias 
contextuales almacenadas en el modelo histórico del contexto. La cantidad de 
metadatos del contexto capturados y asociados a cada nodo de una secuencia 
puede ser igual al número de términos de la ontología. También puede suceder 
que haya secuencias que no tengan ningún metadato que se corresponda con 
los términos respecto a los cuales se quiere realizar una búsqueda. Es por esta 
razón que nuestra propuesta plantea la creación de un espacio de búsqueda a 
partir de los términos de la consulta. De esta manera se consigue tanto que 
todas las soluciones tengan una alta correspondencia con la consulta, como 
mantener un buen rendimiento al reducir el espacio de búsqueda ya que 
usamos la consulta para “filtrar” qué nodos se convertirán en nodos del grafo. 
Una consulta Q puede representarse como un conjunto de tuplas de tres 
elementos: un término de la ontología, un valor para ese término y un valor 
que representa el factor de relevancia. El papel del factor de relevancia es fijar 
la importancia de unos términos de la ontología sobre el resto. 
Q = {(termj, valuej, relevancej) | termj ∈ T, valuej ∈ Domain(termj), relevancej ∈ [0,100]} 
A partir del conjunto de términos de la consulta, {term1, term2,…, termn}, 
se seleccionan para formar parte del grafo sólo aquellos nodos que tengan al 
menos uno de los términos de la consulta entre sus metadatos. Para cada uno 
de estos nodos se creará un nodo en el grafo que tendrá como metadatos todos 
los pares (term, value) en los que el término aparezca en la consulta. De 
esta manera todos los nodos no relevantes son omitidos y el espacio de 
búsqueda se reduce. 
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5.2.2 Asignación dinámica de score 
Una vez creado el grafo con los nodos que representará el espacio de búsqueda 
para la consulta facilitada, se realiza el proceso para asignar un beneficio o score 
a cada nodo que necesita de los siguientes elementos: 
 Todos los nodos del modelo pueden definirse como una tupla (IDi, Oi) en 
la que IDi es un identificador único y Oi es un conjunto de pares {(termk, 
valuek) | termk ∈ T, valuek ∈ Domain(termk)} que representan valores 
asociados a términos de T de una cierta ontología. 
 Una consulta Q definida como un conjunto donde 
Q={(termi, valuei, relevancei)|termi ∈T, valuei ∈ Domain(termi), relevancei ∈ [0,100]} 
 El conjunto M con los pares (termi, valuei) que coinciden con la 
consulta 
M={(termi, valuei,) ∈ Q | ∃ (termi, valuei,) ∈ Oi} 
 Una métrica para la distancia semántica sobre un término definida como 
una función 
dtermk : Domain(termk) x Domain(termk)  [1,100] 
Dada una consulta Q, una colección de métricas de distancia semántica sobre 
los términos de T, y dado el conjunto M, el beneficio Si asociado al nodo del 
grafo que representa la tupla (IDi, Oi) se calcula con la siguiente fórmula: 
𝑆𝑖 = �





Reseñar que el valor del beneficio Si es proporcional a la distancia semántica 
existente entre los términos que forman parte de la consulta y los metadatos 
que forman Oi. El conjunto de funciones para evaluar las distancias semánticas 
para términos se obtiene a partir de la intervención de un experto del dominio, 
quien es capaz tanto de determinar un valor de distancia fijo entre pares de 
valores de un término de la ontología (generalmente para términos de 
naturaleza no cuantitativa), como de crear una función de evaluación que 
calcule la distancia semántica entre los valores. 
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5.3 Casos de estudio 
En este punto presentaremos 2 dominios de aplicación distintos en los que 
hemos aplicado la propuesta algorítmica descrita en este capítulo, así como los 
resultados de los experimentos realizados en cada caso. 
5.3.1 Generación automática de listas de reproducción musicales 
Una de las características más importantes de la propuesta de algoritmo OCH 
presentada en este capítulo es su capacidad para utilizar datos heterogéneos 
pertenecientes a una ontología, que describe semánticamente el contexto del 
problema a abordar, en su funcionamiento. Por esta razón, y porque la 
utilización de información contextual histórica se sustenta en la característica 
mencionada, el experimento que exponemos en este punto fue el primero de 
los realizados para comprobar las ideas planteadas y se restringe a la 
característica mencionada, es decir, a la utilización de información semántica 
por un algoritmo OCH. 
El problema elegido fue la creación de listas de reproducción que se ciñesen, 
en la medida de lo posible, a las especificaciones o preferencias dadas por un 
usuario, añadiendo siempre como criterio de parada adicional una duración 
máxima en minutos para la lista creada (Mocholi, 2011b). El siguiente es un 
escenario posible de uso, planteado en (Pohle, 2005), en el que se muestra la 
utilidad de un sistema con estas características. 
Una persona sale de su casa temprano para hacer su carrera matutina diaria. 
Siempre hace deporte con música, pero no le gusta escuchar la misma música 
una y otra vez. Así que tiene una gran colección de música en su reproductor 
portátil. Elige la música que se ajusta a su estado de ánimo actual, sin tener que 
retrasar el ejercicio, navega por la colección mientras está corriendo. Después 
de oír la canción que ha elegido, el reproductor seguirá con temas similares. Al 
final de la ruta, elige de improviso algunos sonidos relajantes mientras trota 
hacia casa y el reproductor añade más temas similares a la reproducción. 
La idea que expone este escenario es el interés que entraña para un usuario el 
disponer de un mecanismo que le libere de tener que ir seleccionando los 
álbumes que quiere escuchar cuando sabe que la música que le apetece 
escuchar se ciñe a ciertos criterios. 
Otro posible escenario de uso sería la creación de una lista de reproducción 
por parte de un usuario de cara a utilizarla en una fiesta o reunión con una 
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temática determinada. Así, por ejemplo, si un usuario quisiese preparar la 
música para una fiesta cuyo tema fuese, por ejemplo, “los años 60” y que tiene 
pensado hacer durar ocho horas, tan sólo tendría que realizar una consulta con 
estos datos y podría por tanto despreocuparse de la música de esa reunión, 
sabiendo que en todo momento ésta se ceñirá, en la medida de lo posible, a la 
temática correspondiente. 
El repositorio sobre el que trabajamos tiene como unidad esencial álbumes 
musicales. Al contrario que en otros trabajos se ha utilizado a los álbumes 
como objeto sobre el que tratar en lugar de a las canciones puesto que el 
objetivo esencial de las listas de reproducción que obtendremos como 
resultado sería el segundo que ha sido explicado en el punto anterior. Ya que se 
pretende que estas listas de reproducción tengan una duración de varias horas, 
y en un afán de tener cierta homogeneidad entre las distintas canciones, hemos 
seleccionado los álbumes para ser la unidad de los elementos del repositorio, 
que en este experimento contiene 71 títulos. Este es sólo el enfoque que hemos 
dado para este caso de estudio, ya que nuestra infraestructura permite el uso de 
cualquier tipo de datos. Para cada uno de los álbumes hemos seleccionado tres 
tipos de metadatos distintos: el año de lanzamiento, el género y el artista. 
 El primer metadato hace referencia al año de publicación del disco y el 
rango de valores que toma en nuestro caso va desde 1966 hasta 2007. 
 Un género musical es una categoría que reúne temas musicales que 
comparten ciertos criterios. Estos criterios pueden ser musicales, como por 
ejemplo ritmo, instrumentación, o basarse en características tales como la 
región de origen, período histórico, o aspectos sociales y culturales. Los 
géneros pueden dividirse en subgéneros, pero para nuestro estudio 
haremos uso del término género tanto cuando hablemos de géneros como 
cuando estemos tratando subgéneros. Además, si bien podría darse la 
situación de que un álbum determinado pudiese ser interpretado como 
perteneciente a varios géneros, en nuestro caso hemos simplificado la labor 
dando un solo género a cada álbum. 
 El artista es sencillamente el/los intérpretes del disco. Es el encargado de 
dar su nombre al álbum, ya sea por haber compuesto las canciones que en 
él se interpretan, por haberlas interpretado también, o por haber realizado 
la mezcla de la sesión que contiene el disco (sería el caso de algunos de los 
discos cuyo artista es un DJ). 
Como ya hemos comentado con anterioridad, nuestra aproximación hace uso 
de funciones de evaluación para calcular la distancia semántica entre dos 
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valores de un mismo término de la ontología. Concretamente, las funciones de 
evaluación que utilizamos devuelven un valor numérico entre 0 y 100 que 
representa cuán diferentes son dos valores de un mismo término. A partir de 
los valores devueltos por las funciones de evaluación se calcula tanto el score de 
los nodos que forman parte del espacio de búsqueda, como el coste de la arista 
que une dos nodos y que representa el grado de similitud que hay entre ellos: a 
mayor similitud, menor es la distancia. De esta manera, cuando se está 
calculando el score de un nodo para una determinada consulta, cuantos más 
metadatos del nodo sean similares a los términos de la consulta y en un mayor 
grado, mayor será el score de ese nodo. Así que estamos primando la 
proximidad semántica entre los elementos del repositorio (los álbumes) y los 
elementos de la consulta (preferencias musicales) especificados por el usuario. 
La función de evaluación para el metadato del año de publicación es bastante 
simple: teniendo en cuenta el número de años cubierto por la colección 
musical del usuario, se calcula la distancia aritmética entre dos años y se aplica 
una regla de tres tomando como valor que represente 100 el de la máxima 
diferencia entre elementos de la colección. Para la definición de las funciones 
de evaluación de la distancia semántica para los términos género y artista se 
consultó a expertos musicales en aras de simplificar el proceso, aunque otra 
forma viable de definirlas hubiese sido utilizar algún método estadístico, como 
por ejemplo analizar el comportamiento de los usuarios al comprar o escuchar 
música. 
5.3.1.1 Resultados experimentales 
Para evaluar nuestro sistema realizamos varias consultas y estudiar el 
comportamiento de dos variables: frecuencia y saturación. La frecuencia es el 
porcentaje de la solución que se encuentra dentro del rango delimitado en lo 
que a distancia con el criterio de consulta se refiere. Así, por ejemplo, si 
tenemos que la solución tiene 10 álbumes y 5 de ellos tienen una distancia igual 
a cero con respecto al criterio de la consulta mostrado, la frecuencia para este 
rango (rango de distancia cero) será de 0.5 (un 50% de los álbumes de la 
solución tienen distancia cero con respecto al criterio de la consulta).  
La saturación es en cambio una media en relación a los álbumes de cada rango. 
Así la saturación es el porcentaje de los discos totales de un rango dado con 
respecto al criterio de la consulta mostrado, que aparecen en la solución. Así si 
en el rango de distancia de 50 a 59 encontramos para un criterio dado 20 discos, 
y 5 de ellos aparecen en la solución, la saturación total será 0.25 (un 25% de los 
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discos de distancias entre 50 y 59 con respecto al criterio de la consulta 
seleccionado aparecen en la solución). 
A todas las consultas realizadas se les asignó un valor común de tiempo 
máximo de 1200 minutos. La idea tras este valor era el tener siempre 
soluciones que no pudiesen ser presentadas con valores que se ciñesen a los 
criterios de la consulta de forma exclusiva por el hecho de tener la totalidad de 
éstos una duración conjunta inferior a estas veinte horas. Dicho de otra forma, 
queríamos evitar tener soluciones en las que tan solo los criterios seleccionados 
hiciesen aparición.  
En nuestro estudio hemos realizado cinco consultas distintas. Todas ellas se 
han ejecutado un mínimo de cinco veces para facilitar en las gráficas un 
promedio de resultados obtenidos, que se pueda ajustar de la mejor forma 
posible a los resultados reales que se obtendrían a través del sistema que hemos 
creado. A continuación veremos cada una de las consultas realizadas con los 
gráficos correspondientes a frecuencia y saturación. Además de mostrar los 
datos citados, en las gráficas también aparecerán los promedios de duración de 
los álbumes separados por rango puesto que, como comentaremos más 
adelante, la duración resulta un factor relevante a la hora de estudiar las 
soluciones devueltas. 
5.3.1.1.1 Consulta: Folk = 100 
La primera consulta que realizamos consta de un solo factor, género = folk y 
tiene una relevancia de 100. Cabe destacar que la relevancia sólo es significativa 
cuando hay más de un factor en la consulta y por tanto los resultados son de 
idéntica índole sea cual sea la relevancia señalada en una consulta de un solo 
factor. 
Como comprobamos en la Figura 12, la frecuencia es muy similar tanto en el 
rango 0 como en el rango 50-59 y es en ambos casos ligeramente superior al 
40%. El hecho de que la frecuencia no sea mayor para aquellos álbumes que 
tienen un rango 0 es debido a que la cantidad de álbumes de rango 0 (nueve en 
este caso) es muy inferior al número promedio de álbumes devueltos por las 
soluciones (más de 20). Con lo cual es imposible que la frecuencia para esta 
consulta del rango 0 supere el 45% que resulta de dividir nueve entre veinte. 
Sí es cierto que puesto que las 17 ocurrencias de discos con rango 50-59 
sumadas a las nueve de rango 0 hacen un total de álbumes superior al total 
devuelto por las soluciones, la frecuencia con la que los álbumes devueltos 
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pertenecen a alguno de estos dos rangos, que supera el 80% no es todo lo 
grande que ésta podía ser. 
 
Figura 12. Frecuencia. Consulta: Folk = 100 
Por último, de la gráfica se desprende también que, como era de esperar, a 
medida que aumenta el rango, la frecuencia con que álbumes de éste aparece 
será mucho menor, llegando a un 0% para el rango 90-100. 
La línea que marca el peso promedio en este rango no parece relevante por el 
hecho de que las grandes diferencias se encuentran en rangos muy alejados del 
criterio mostrado, aunque sí que podría haber esta misma situación ayudado a 
que los rangos finales desaparezcan de la solución. 
En lo que a la saturación respecta, varias conclusiones pueden sacarse viendo la 
Figura 13 y una de ellas es bastante importante ya que la veremos reflejada en 
posteriores resultados. 
Como vemos la saturación para el Rango 0 sobrepasa el 90%, pero no llega al 
100% a pesar de haber sólo 9 discos de este rango y obtener soluciones con el 
doble de álbumes. Esto se debe a que uno de los álbumes del género folk 
tiene una duración muy superior a la del resto de álbumes del mismo género. 
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El problema con la duración, que viene a ser el peso para el algoritmo de 
hormigas, es que a la hora de calcular el itinerario (lista de reproducción en 
nuestro caso) de mejor puntuación un disco que doble en duración a otros dos 
sólo tendrá preferencia con respecto a estos otros dos si su puntuación es 
mayor que la suma de las puntuaciones de los dos discos con la mitad de 
duración.  
 
Figura 13. Saturación. Consulta: Folk = 100. 
Así si tenemos un disco con duración 120 y con una puntuación, pongamos de 
5000, otro disco con una duración de 60 y una puntuación de 2500 y un 
tercero de duración igual a 60 también y de puntuación 2600, aunque el primer 
disco supera en prácticamente el doble la puntuación de los otros dos, el 
algoritmo tomaría a los dos discos de 60 minutos a la hora de dar la solución 
por encima del de 120 ya que con igual duración conjunta, los discos de una 
hora tienen una puntuación combinada de 5100, superior a los 5000 del disco 
de dos horas. 
Una vez esto está claro, no es de extrañar que en algunas soluciones el disco de 
mayor duración de folk, que supera el promedio de duración de los discos en 
casi un 90%, no esté presente, dando lugar a una saturación cercana al 100%, 
pero no exactamente del 100%. 
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El resto de la gráfica vuelve a demostrar que los resultados que podrían ser 
intuidos han sido obtenidos, dando así una saturación muy inferior, cercana al 
50% a los discos de rango 50-59, y menor aún en el resto de los casos. 
 
5.3.1.1.2 Consulta: Trance = 100 
La segunda consulta sobre la que hemos trabajado consta también de un solo 
factor, género = Trance con relevancia 100. Hemos hecho dos consultas tan 
similares con el fin de demostrar empíricamente la relevancia que tiene el peso 
(duración) de los álbumes en el cálculo de las listas de reproducción. 
Como se puede comprobar en la Figura 14, los álbumes pertenecientes al rango 
0 tienen una duración promedio cercana a los 120 minutos, muy por encima 
del resto de rangos que fluctúan entre los 40 y los 60 y pocos minutos. Esto 
significa que en promedio un álbum del rango 0 dura el doble que uno del 
resto de rangos, y por lo tanto el score debe ser el doble para que a efectos de 
interés para el algoritmo sea mejor que dos álbumes de los otros rangos. 
El número de álbumes de trance es de ocho, y el promedio de álbumes de las 
soluciones es de 17, con lo cual la relación entre número de álbumes del género 
y el total de álbumes de las soluciones es prácticamente idéntica al de la 
consulta folk = 100, por esto podemos intuir que el motivo por el que la 
frecuencia baje más de un 5% será seguramente debido al aumento del peso de 
los álbumes para el rango 0. 
En cualquier caso el comportamiento continúa siendo similar al 
comportamiento en la consulta anterior, si bien el rango 70-79 que apenas 
participaba de las soluciones para folk, sí que tiene más de un 10% de 
representación en las soluciones de trance = 100, seguramente debido al hecho 
de que sea el rango con menor peso de todos. 
Un total del 70% de los álbumes de la solución pertenece a los dos primeros 
rangos, un 12% menos que para la consulta anterior, pero aún un porcentaje 
bastante alto de la solución. Con el estudio de estas dos consultas podemos por 
tanto confirmar la relevancia de la duración, puesto que la media para trance es 
118 y para folk de tan solo 55. 
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Figura 14. Frecuencia. Consulta: Trance = 100 
 
Figura 15. Saturación. Consulta: Trance = 100 
En lo que a la saturación se refiere, viendo la Figura 15, comprobamos que la 
relevancia del peso se muestra con más intensidad si cabe. Mientras que la 
saturación para el rango 0 de la consulta de folk era de un 94%, para esta 
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consulta el porcentaje baja drásticamente hasta un 72%, 22 puntos. De los 
ocho discos del género, en las consultas con mejores resultados sólo aparecen 
seis, siendo en los peores casos sólo el 50% de ellos los que forman parte de la 
solución. Además son los discos con mayor duración los que más se resisten a 
la hora de aparecer en las soluciones. 
Es tanto el descenso de la saturación, que para el rango siguiente, rango 50-59, 
el índice de saturación es sólo un punto menor, 71%, y para el resto de rangos 
la saturación siempre es mayor a la saturación de la consulta anterior.  
5.3.1.1.3 Consulta: Folk = 50; Trance = 50 
En esta primera consulta con dos términos hemos tratado de comprobar qué 
sucede cuando elegimos dos factores sobre el mismo criterio para realizarla, y 
además le damos la misma relevancia a ambos. En este caso los factores han 
sido elegidos sobre el tipo de criterio género y sus valores son los dos valores 
utilizados en las consultas anteriores, folk y trance. Ambos con una relevancia 
de 50. 
Estos dos géneros han sido elegidos por varios motivos. El primero de ellos es 
que son los géneros más representados en nuestra base de datos con 9 
ocurrencias para folk y 8 ocurrencias para trance. El segundo es su disimilitud. 
La distancia entre ambos es de 95, por lo tanto los álbumes de un género 
estarán en el rango 90-100 de la gráfica del otro género. El tercer motivo es ver, 
si cabe una vez más, cómo el hecho de que trance tenga una duración 
promedio que dobla la de folk hace que su frecuencia en las soluciones, así 
como su saturación se vea afectada negativamente respecto a la del otro género. 
Para estudiar los resultados mostraremos las mismas gráficas que en las 
consultas anteriores, pero haciendo una gráfica de frecuencia y otra de 
saturación distinta para cada uno de los factores de las consultas. Así veremos 
primero los resultados desde el punto de vista del género folk, para 
posteriormente contrastarlos con los resultados obtenidos desde el punto de 
vista del género trance. 
Si observamos la frecuencia desde el punto de vista del género folk en la Figura 
16, vemos resultados similares a los obtenidos cuando en la consulta tan solo 
teníamos al género folk, con una única, pero importante excepción. Ha habido 
una disminución importante en la frecuencia de los rangos más cercanos al 
rango 0. Empezando con este mismo rango, que ha sufrido una disminución 
en frecuencia de un 0.5%, el rango 50-59 ha bajado un 6,3% y el rango 60-69 
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un 12,9%. Un total de un 19,7% de disminución en frecuencia que ha ido 
prácticamente en su totalidad (un 19,4%) a parar al rango 90-100, que es dónde 
se sitúa el género trance con respecto al género folk. 
 
Figura 16. Frecuencia. Consulta: Folk = 50; Trance = 50 
Así podemos concluir que los resultados son satisfactorios en la medida que el 
añadir un segundo factor del mismo tipo de criterio sólo influye en soluciones 
obtenidas anteriormente de forma relevante en los rangos en los que se sitúa el 
nuevo criterio de búsqueda. 
Seguramente el hecho de que el rango en el que se encuentra el segundo factor 
sea, con diferencia, aquél que más peso tiene en promedio, ha hecho que la 
frecuencia del rango finalmente sea de menos de un 20%, pudiendo haber sido 
mayor si los promedios de pesos fuesen similares. 
Cuando tomamos la saturación vista desde el criterio folk, comprobamos para 
empezar, como muestra la Figura 17, que hay grandes variaciones con respecto 
a los resultados obtenidos para la consulta folk = 100, variaciones mucho más 
significativas que aquellas observadas al estudiar la frecuencia. 
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Figura 17. Saturación. Consulta: Folk = 50; Trance = 50 
Es cierto que folk sigue teniendo una saturación alta, sólo cinco puntos por 
debajo de la saturación del rango 0 en la consulta folk = 100, pero los rangos 
cercanos sufren una gran caída debido a la aparición de tantos discos 
pertenecientes al rango 90-100. Así el rango 50-59 tiene una caída del 9.4%, el 
rango 60-69 del 21.1% y el rango 70-79 del 5%. El hecho de que el rango 70-79 
tenga mayor representación tiene que ver exclusivamente con el bajo número 
de álbumes que tiene este rango, tan sólo 3, con lo que su saturación es alta aún 
teniendo en promedio menos álbumes en las soluciones que el rango 60-69. 
En el lado positivo de la balanza se sitúan los rangos más lejanos, que se ven 
influidos por la situación del segundo factor de la consulta (como ya hemos 
mencionado en el rango 90-100). El último rango pasa de tener un 0% de 
saturación a tener un 17.3%, pese a su alto peso promedio. Además el rango 
80-89 sube hasta el 5%, justo el doble. 
Cuando cambiamos la perspectiva y nos centramos en el género trance en la 
Figura 18, nos encontramos con la confirmación de todo aquello que habíamos 
visto desde el género folk. 
El hecho de que el peso promedio para el rango 0 sea prácticamente el doble 
que el de cualquier otro rango ha hecho que la frecuencia se quede por debajo 
del 15%. Menos de uno de cada cinco discos de la solución era de trance, 
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mientras que casi la mitad lo eran de folk. La solución promedio tenía 
alrededor de 20 discos, de los cuales, el máximo de discos del rango 0 fue de 
cuatro. 
Completamente opuesta es la situación para el rango más grande, rango 90 – 
100 en el que se encuentra el género folk y que representa entre 9 y 10 discos 
de la solución en todas nuestras pruebas. 
 
Figura 18. Frecuencia. Consulta: Folk = 50; Trance = 50 
Pasamos a la saturación de la Figura 19 para ver mejor si cabe cómo ha 
afectado el peso del rango 0 en la solución.  
Observamos que el único rango que tiene una saturación superior al 50% es el 
rango 70 – 79. Aquí es donde el problema del peso del rango 0 ha hecho 
desvirtuarse más si cabe la solución. Y es que estos datos pueden parecer 
bastante malos si no somos conscientes de que en realidad, simplemente la 
balanza se inclina más hacia los rangos más lejanos por la influencia de la 
distancia con el folk. 
Al tener el rango 90 – 100 treinta y un discos, es imposible ver en la saturación 
el volumen de este, que ya vimos en la frecuencia, y nos tenemos que quedar 
con una gráfica claramente desequilibrada hacia el centro.  
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Figura 19. Saturación. Consulta: Folk = 50; Trance = 50 
5.3.1.1.4 Consulta: Folk = 80; Trance = 20 
En la siguiente consulta realizada decidimos, partiendo de la consulta anterior, 
comprobar el verdadero peso de la relevancia en los resultados obtenidos. Si en 
la anterior consulta tanto Folk como Trance tenían una relevancia de 50, en 
esta ocasión hemos decidido dar al primer género una relevancia cuatro veces 
mayor a la del segundo término (80 frente a 20) con la esperanza de que esto 
decante más si cabe la balanza del lado del folk que, recordemos, ya se 
beneficiaba de su menor peso promedio. 
Al tomar la frecuencia vista desde el término folk nos damos cuenta de que 
efectivamente ésta ha subido considerablemente para los rangos más cercanos 
al género con mayor relevancia. 
La frecuencia del rango 0 era del 40,8% cuando ambos criterios compartían 
relevancia, pero ahora, el rango que determina los discos de género Folk sube 
hasta el 46.2%, casi seis puntos que le dejan muy cerca de la mitad de los discos 
de la solución. 
El siguiente rango, el más cercano a Folk pero sin serlo sube también una 
cantidad similar, un 4.0% hasta el 38.7% mientras que el gran perjudicado es 
sin duda el rango 90-100, rango en el que se encuentra el género Trance, cuya 
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disminución en relevancia le hace pasar de una frecuencia del 19.4% a una 
frecuencia del 4.3%, más de 15 puntos perdidos al pasar de 50 a 20 en 
relevancia.  
 
Figura 20. Frecuencia. Consulta: Folk = 80; Trance = 20 
Similares son los resultados del rango de Trance en lo que a saturación se 
refiere. Si antes se incluía en la solución casi uno de cada cinco discos del rango 
máximo de separación con respecto a Folk (un 17,2%), ahora esta cifra cae en 
picado hasta el 3,6%, ligeramente menos de 15 puntos perdidos. 
La cara de la moneda es folk, el género que ya contaba con un 88,9% de 
saturación la lleva ya hasta el 95,6%. De los nueve discos del género, en más de 
la mitad de las ocasiones no queda ninguno fuera de la solución final. 
Aumentar la relevancia a folk ha hecho que el género haya aumentado de una 
forma muy notable, casi diríamos que drástica, su presencia en la solución en 
detrimento del género que baja su relevancia hasta una cuarta parte de la de 
folk, el Trance. 
Vamos ahora a ver ambas gráficas desde el punto de vista del género que ha 
sufrido las pérdidas, para ver si efectivamente son tan marcadas como el rango 
90-100 sobre Folk hace intuir. 
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Figura 21. Saturación. Consulta: Folk = 80; Trance = 20 
Efectivamente, como podemos comprobar en la gráfica de la frecuencia de la 
consulta vista desde el género Trance, Figura 22, prácticamente no hay 
presencia alguna de los rangos más cercanos al género. 
Si ya nos parecía poca la frecuencia para el rango 0 en la consulta que tenía una 
relevancia de 50 para el género Trance, la frecuencia en esta ocasión baja casi 
diez puntos más para quedarse en un 4,3%. Además el rango más cercano a 
Trance sin serlo baja hasta quedarse en el 0,0%. Ni un solo disco de este rango 
ha aparecido en ninguna de las soluciones obtenidas. Y en esta ocasión no es 
porque el rango tuviese una cantidad irrelevante de discos, ya que un total de 
nueve se encontraban en él. 
Prácticamente son las modificaciones en la solución son simétricas ya que los 
9,98 puntos que ha perdido el rango 0 y los 5,10 que ha perdido el rango 50-59 
los han básicamente ganado los dos últimos rangos. El rango 80-89 ha subido 
un 5,82% mientras que el rango 90-100 se lanza hasta el 10,05% más, 
quedándose con más del 50% de los discos de la solución. 
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Figura 22. Frecuencia. Consulta: Folk = 80; Trance = 20 
La saturación nos ayuda a completar el cuadro que nos ha dejado la frecuencia 
con un dato que ya de por sí es suficiente para ver la importancia de la 
relevancia. La saturación del rango 0 que estaba en un escaso 35% cuando la 
relevancia de Trance era 50 debido, como ya comentábamos, a la mayor 
duración de los discos de este rango, se despeña completamente hasta caer al 
10%. 
Una bajada de 25 puntos que ya no se le puede atribuir a la duración pues 
obviamente los discos son los mismos que en la anterior consulta. Una 
disminución de 30 puntos en la relevancia del término unida a un aumento por 
la misma cantidad de la relevancia de Folk hace que la saturación en la solución 
del género trance pierda dos veces y media la cantidad en la que acaba 
quedando, pasando de ser el segundo rango con mayor presencia de la solución 
a ser el tercero, solo por encima de los rangos de 50-59 y 70-79 con un 0% y 
un 6,7% respectivamente. 
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Figura 23. Saturación. Consulta: Folk = 80; Trance = 20 
5.3.1.1.5 Consulta: Folk = 50; Javier Krahe = 50 
Una vez hemos vista la influencia de los pesos y la relevancia cuando dos 
factores de idéntico criterio se encuentran, ahora probaremos una consulta con 
dos factores, uno del criterio género y otro del criterio artista.  
A pesar de que no hay relación entre ambos criterios en lo que al cálculo de las 
distancias se refiere (ambos tienen su propia tabla de distancias independiente) 
resulta evidente que aquellos artistas que comparten género musical se 
encuentren a mucha menor distancia que aquellos que tengan un género 
completamente distinto. De esta manera, esperamos que las soluciones de las 
dos primeras consultas sean mucho más homogéneas que aquellas de las dos 
consultas finales en las que el artista del criterio se aleja completamente del 
género elegido para la consulta. 
Esta consulta tiene como primer factor Folk, del criterio género, con relevancia 
igual a 50, mientras que el segundo factor es Javier Krahe, del criterio artista, 
con igual relevancia. Javier Krahe tiene 4 discos en el repositorio, todos ellos 
dentro de los 9 discos del género Folk. Como única nota destacar que uno de 
estos cuatro discos tiene una duración muy por encima de los otros, superando 
en más de 20 minutos al siguiente. Comprobaremos si esto también influye en 
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los resultados. Para empezar mostraremos las gráficas de los resultados desde 
el punto de vista del primer factor, Folk = 50. 
De los 16/17 discos que tiene en promedio la solución, un 82,9% de ellos se 
incluyen en los rangos 0 o 50-59, y solo un 1,2% están en el rango final 90-100, 
un resultado bastante homogéneo que ya esperábamos. De los nueve discos del 
rango 0, se incluyen en la solución más de siete en promedio y no llegan a tres 
los discos con rango de 60 o superior que formar parte de la solución.  
 
Figura 24. Frecuencia. Consulta: Folk = 50; Javier Krahe = 50 
Pasamos ahora a analizar la saturación para ver si, aún a pesar de la 
homogeneidad de la solución, aún nos han quedado muchos discos 
pertenecientes a rangos inferiores fuera de la lista de reproducción generada. 
Los resultados son igualmente buenos, aunque es cierto que nos sorprende que 
la saturación para el rango 0 sea inferior a aquella que encontramos en la 
consulta Folk = 50; Trance = 50. Aún así un 80% es una saturación altísima, y 
la diferencia entre ambas puede ser causada simplemente por la varianza en las 
soluciones. El rango 50-59 también tiene una saturación muy alta, con un 
37,7% mientras que los rangos de 80-89 y 90-100 tienen una saturación del 0% 
y del 0,9% respectivamente. Básicamente no tienen presencia alguna. Una 
confirmación más de la validez y homogeneidad de las soluciones obtenidas 
para esta consulta. 
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Figura 25. Saturación. Consulta: Folk = 50; Javier Krahe = 50 
Cuando pasamos a comprobar los resultados desde el punto de vista del 
segundo término de la consulta, Javier Krahe = 50, hemos de tener en cuenta 
que por primera vez pasamos a trabajar sobre un término con pocas 
ocurrencias. Hasta el momento tanto Trance como Folk habían contado con 
prácticamente diez ocurrencias, pero Javier Krahe solo tiene cuatro. Esto se 
nota en especial cuando vemos la frecuencia del rango 0. Sobre los más de 16 
discos de la solución promedia, el rango 0 no podía aspirar ni tan siquiera a 
llegar a un 25% de frecuencia. Conociendo esto, por tanto, vemos que su 
frecuencia del 23,2% es muy elevada. De hecho en prácticamente todas las 
soluciones se han incluido los cuatro discos de Javier Krahe. Siendo el disco de 
mayor duración del que hablamos más arriba el único que quedó fuera menos 
de un 20% de las veces. 
El único problema que podría haber es que la escasez de discos en el rango 0 
hiciese que la solución se esparciese a lo largo de los otros rangos, pero como 
vemos en la gráfica no ha sido exactamente así, y es el rango siguiente, 50-59 el 
que cuenta con el grueso de la frecuencia con un 61%. Un 84% de los discos 
de la solución están, por tanto, en estos primeros dos rangos. 
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Figura 26. Frecuencia. Consulta: Folk = 50; Javier Krahe = 50 
La saturación en cambio sí que es un punto bastante relevante. Teniendo en 
cuenta que además de tener un artista con tan solo cuatro discos, cuando las 
soluciones promedio tienen 16 discos, éste artista tiene todos sus discos 
pertenecientes al género que es el primer término de la consulta, el Folk. 
Por este motivo, parece lógico esperar que la saturación de Javier Krahe sea 
cercana al 100%. Y así se muestra en la Figura 27: un 95% de saturación que 
unida al 50% de saturación del rango 50-59 confirman el comentario anterior al 
respecto de la homogeneidad de las soluciones obtenidas con esta consulta. 
Observando las saturaciones del resto de los rangos vemos como éstas 
disminuyen drásticamente a medida que nos distanciamos del rango 0. Un 18% 
para el rango 60-69 y apenas un 3 y un 2% para los rangos 70-79 y 80-89 para 
terminar con un 0% en el rango final, 90-100. 
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Figura 27. Saturación. Consulta: Folk = 50; Javier Krahe = 50 
5.3.2 Recomendaciones sensibles al contexto en sistemas de navegación 
Una vez comprobado el funcionamiento del algoritmo OCH con datos 
semánticos, es el turno de evaluar el funcionamiento de la propuesta al 
completo, es decir, incluyendo las secuencias contextuales con el objetivo de 
utilizarlas como modelo histórico sobre el que basar la selección de situaciones 
contextuales más probables en el futuro. En este caso el dominio de aplicación 
son los sistemas de navegación basados en mapas (Mocholi, 2011a). Hasta el 
momento podemos distinguir 4 generaciones de sistemas de navegación 
tomando como criterio de clasificación el uso que hacen de la información de 
contexto y cómo visualizan sobre el mapa la información adicional: 
 La 1ª generación está formada por aquellos sistemas de navegación de 
mapas que no disponen de ninguna capacidad para detectar y mantener el 
contexto del usuario del sistema, como por ejemplo su ubicación 
geográfica actual, por lo que el propio usuario es responsable de 
suministrar y mantener su información contextual mientras hace uso del 
sistema. 
 La 2ª generación de sistemas es capaz de detectar y mostrar sobre un mapa 
la localización actual del usuario; para ello puede hacer uso de un 
dispositivo GPS, giroscopios, acelerómetros, triangulación de una señal 
WIFI o 3G o una combinación de varios de estos métodos. En cualquier 
caso, la posición del usuario es el único dato contextual que es capturado 
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automáticamente por el sistema. A partir de este dato el sistema de 
navegación muestra sobre el mapa puntos de interés (point of interest, POI) 
cercanos, como por ejemplo museos, gasolineras, hospitales, hoteles, 
supermercados, etc. 
 La característica diferenciadora de la 3ª generación de sistemas de 
navegación de mapas es su capacidad de realizar un filtrado de los POI 
disponibles en el sistema mediante la utilización de la información 
contextual que el usuario introduzca manualmente. Esta información 
aportada por el usuario puede expresarse en forma de una selección de 
categorías de POI preferidas, una distancia máxima desde su ubicación 
actual, un conjunto de palabras clave que describan semánticamente los 
POI preferidos, u otro tipo de información contextual. La mayoría de los 
sistemas de navegación basados en mapas modernos pertenecen a esta 
generación. 
 La 4ª generación de estos sistemas es capaz de aprender las preferencias de 
los usuarios e inferir el contexto actual para personalizar la experiencia del 
usuario.  
Sin embargo, ninguno de estos sistemas muestra información relacionada con 
las áreas por las que el usuario pasará muy probablemente en un futuro cercano 
teniendo en cuenta su comportamiento histórico, lo que permitiría anticiparse a 
sus necesidades de información y servicios.  
En este punto es donde pensamos que nuestra propuesta algorítmica puede ser 
de utilidad para mejorar qué información mostrar sobre los mapas y cómo 
hacerlo. Si las secuencias contextuales que define nuestra propuesta 
representasen las rutas que sigue un usuario, y por lo tanto tendrían entre sus 
metadatos de contexto capturados las coordenadas espaciales de las rutas, 
podríamos tener un modelo semántico de los viajes realizados por el usuario. 
De esta manera, un ambiente inteligente podría hacer uso de nuestro algoritmo 
OCH para prever cuáles son las rutas o destinos más probables a partir del 
contexto actual y el modelo semántico de las secuencias contextuales 
correspondientes a pasados viajes y, a partir de esta información, mostrar 
información y ofrecer servicios personalizados a la situación contextual actual y 
futura del usuario. Un sistema con estas características representaría la 5ª 
generación en los sistemas de navegación de mapas y permitiría que se hiciese 
realidad un escenario similar al planteado en el punto 1.1 de esta tesis. 
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5.3.2.1 Resultados experimentales 
El modelo utilizado en este experimento se creó a partir de aproximadamente 
120 viajes diferentes que, aplicando el proceso de adición de secuencias 
contextuales, dieron lugar a alrededor de 15 rutas diferentes con información 
semántica asociada. Algunas de estas rutas representan las rutas habitualmente 
realizadas por el usuario y se formaron a partir de varias secuencias, aunque 
también había rutas hechas sólo una vez. La información contextual recogida 
por cada nodo de las secuencias contextuales creadas para cada viaje realizado 
fue la siguiente: 
 Actividad: indica el tipo de actividad que realizaba el usuario cuando la 
información fue capturada; por ejemplo, ocio o trabajo. 
 Hora: hora del día en la que la información contextual fue recogida. 
 Coordenadas: la ubicación del usuario cuando la información fue 
capturada, expresada en latitud y longitud. 
Para poder interactuar con el algoritmo y visualizar sobre un mapa los 
resultados de su ejecución, desarrollamos una aplicación de escritorio. La 
aplicación permite cargar el modelo semántico de los viajes realizados por un 
usuario y crear consultas a partir de la introducción de valores para algún 
término de la ontología y de un factor de relevancia asociado, tal y como puede 
verse en la Figura 28. La aplicación también permite una ligera personalización 
adicional de la visualización en el mapa de las rutas devueltas: es posible 
especificar el número de rutas, así como el número de nodos intermedios por 
ruta a mostrar sobre el mapa. 
 
Figura 28. Introducción de valores y sus factores de relevancia asociados para la 
creación de una consulta. 
En la Figura 29, que podemos ver a continuación, observamos cómo se 
visualizan sobre el mapa las rutas devueltas por el algoritmo. 
Casos de estudio 
125 
 
Figura 29. Visualización de las rutas devueltas para una determinada consulta. 
Como parte del experimento, y al igual que en el presentado anteriormente, se 
definieron varias funciones para calcular las distancias semánticas entre los 
valores de los términos de la ontología utilizada. El proceso de asignación 
dinámica de score hace uso de estas funciones. 
En los siguientes puntos mostraremos las consultas utilizadas para buscar en el 
modelo y evaluar el funcionamiento del algoritmo. Asimismo mostraremos una 
lista ordenada de mayor a menor score con las rutas devueltas, de las que 
mostraremos también su distancia semántica con la consulta correspondiente. 
Una medida adicional de calidad comprobada en cada consulta es el porcentaje 
de rutas que hubiese en el modelo con una distancia semántica inferior a la 
distancia semántica de la peor solución y que no formasen parte de las 
soluciones devueltas por el algoritmo. De esta manera se comprueba si la 
implementación realizada pasa por alto buenas soluciones que sí deberían 
formar parte del conjunto de soluciones devueltas. Cuanto más cercano a 0 sea 
este porcentaje, mejor será el comportamiento del algoritmo. Aunque a 
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primera vista pudiese parecer que el valor de esta medida debiera ser siempre 0, 
es decir, sólo se devuelven las mejores soluciones, la naturaleza estocástica del 
proceso de selección de nodos junto con un posible alto número de 
bifurcaciones dentro del espacio del problema, pueden hacer que el algoritmo 
obtenga soluciones que sean óptimos locales. Para minimizar este efecto el 
algoritmo hace uso de varias hormigas y realizar varias iteraciones por hormiga.  
5.3.2.1.1 Experimento 1. Consulta: {(actividad = trabajo, relevancia = 
80), (hora = 8.00, relevancia = 80)} 
Para esta consulta el porcentaje de rutas con una distancia semántica menor 
que 30.375 fue 0, aunque sí que hubo otras rutas que tenían términos 
coincidentes con los de la consulta pero, en todos los casos, con distancias 
semánticas mayores. 
 Actividad Hora 
Distancia 
semántica Duración 
Ruta 1 trabajo 8:00:02 5.564 14 min 
Ruta 2 trabajo 8:08:21 19.044 30 min 
Ruta 3 trabajo 8:01:21 21.864 48 min 
Ruta 4 trabajo 8:13:41 23.674 34 min 
Ruta 5 trabajo 8:05:58 30.375 1h 1min 
5.3.2.1.2 Experimento 2: Consulta: {(actividad = ocio, relevancia = 80), 
(hora = 22.00, relevancia = 80)} 
En este caso, el porcentaje de de rutas del espacio de búsqueda con una 
distancia menor que 165.011 también fue 0, aunque también hubo rutas con 
correspondencia con esta consulta, aunque con que distancias semánticas 
mayores. 
 Actividad Hora 
Distancia 
semántica Duración 
Ruta 1 ocio 22:20:07 25.275 22 min 
Ruta 2 ocio 18:06:41 100.694 4h 57 min 
Ruta 3 ocio 19:09:13 120.738 40 min 
Ruta 4 ocio 17:27:41 160.899 1h 33 min 
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Ruta 5 ocio 16:18:34 165.011 3h 16min 
5.3.2.1.3 Experimento 3: Consulta: {(hora = 14.30, relevancia = 80)} 
El porcentaje de rutas con una distancia semántica inferior a la de la mayor de 
las soluciones devueltas fue 0. Para esta consulta también se encontraron más 
rutas que se correspondían con la consulta, aunque con distancias mayores. 
 Actividad Hora 
Distancia 
semántica Duración 
Ruta 1 trabajo 10:43:54 143.481 33 min 
Ruta 2 ocio 16:57:32 146.397 10 min 
Ruta 3 trabajo 10:09:55 158.360 59 min 
Ruta 4 ocio 17:01:36 159.620 36 min 
Ruta 5 ocio 16:59:48 160.835 38 min 
5.3.2.1.4 Experimento 4: Consulta: {(coordenadas = (39.469794,-
0.377655), relevancia = 80)} 
Para esta consulta esta es la lista de soluciones devueltas y el porcentaje de 
rutas con una distancia semántica con la consulta menor que 523.421 fue de 0. 
Como en otros casos el espacio de búsqueda contenía más rutas coincidentes, 
aunque con distancias semánticas mayores. 
 Actividad Hora 
Distancia 
semántica Duración 
Ruta 1 ocio 16:32:55 88.884 3h 29 min 
Ruta 2 ocio 18:06:41 109.770 4h 57 min 
Ruta 3 trabajo 10:09:55 127.665 59 min 
Ruta 4 trabajo 8:05:58 236.014 1h 1 min 
Ruta 5 ocio 22:20:07 523.421 22 min 
5.3.2.1.5 Experimento 5: Consulta: {(hora = 14:30, relevancia = 80), 
(coordenadas = (39.469794,-0.377655), relevancia = 80)} 
En este último caso, el porcentaje de de rutas del espacio de búsqueda con una 
distancia menor que 908.696 también fue 0, aunque también hubo rutas con 
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correspondencia con esta consulta, aunque con que distancias semánticas 
mayores. 
 Actividad Hora 
Distancia 
semántica Duración 
Ruta 1 ocio 16:32:55 263.616 3h 29 min 
Ruta 2 trabajo 10:09:55 310.026 4h 57 min 
Ruta 3 ocio 18:06:41 401.652 59 min 
Ruta 4 trabajo 8:05:58 517.638 1h 1 min 
Ruta 5 ocio 22:20:07 908.696 22 min 
5.4 Conclusiones 
En este capítulo hemos reincidido en la importancia del contexto para los 
ambientes inteligentes, en como el tratamiento semántico de la información 
contextual capturada es el mecanismo adecuado para permitir que los humanos 
sigan pudiendo manipular la información y que los distintos dispositivos y 
sistemas que forman el ambiente puedan procesar y compartir cualquier nuevo 
conocimiento inferido a partir de la información contextual disponible, y en 
que el uso de la información contextual histórica es el camino para conseguir 
que los ambientes inteligentes tengan un comportamiento más adaptado a las 
características y sucesos del entorno en el que se encuentra. Después 
presentamos nuestra propuesta algorítmica basada en colonias de hormigas 
como la herramienta para sacar el mejor partido de la información contextual 
histórica y explicamos su funcionamiento. 
Para demostrar el funcionamiento de nuestra propuesta y evaluar su correcto 
comportamiento, aplicamos nuestra propuesta a 2 dominios de aplicación 
diferentes y realizamos diversos experimentos. Con la aplicación del algoritmo 
al dominio de la generación automática de listas de reproducción musicales 
pretendíamos demostrar una funcionalidad básica de nuestra propuesta: la 
capacidad de nuestra propuesta de algoritmo OCH para utilizar datos 
heterogéneos pertenecientes a una ontología en su funcionamiento. Los 
resultados experimentales confirman dicha capacidad, se generaron listas de 
reproducción que respondían a las características especificadas en la consulta, 




Una vez comprobadas las ideas básicas de la propuesta planteada, elegimos el 
dominio de los sistemas de navegación basados en mapas para comprobar el 
funcionamiento de la característica de predicción de situaciones contextuales 
futuras a partir de un modelo histórico de secuencias contextuales de un cierto 
entorno. El objetivo en este caso sería prever cuáles son las rutas o destinos 
más probables a partir del contexto actual y el modelo semántico de las 
secuencias contextuales correspondientes a pasados viajes y, a partir de esta 
información, se podría mostrar información relevante sobre el mapa y ofrecer 
servicios personalizados a la situación contextual actual y a la futura prevista. 
Los resultados experimentales muestran como consistentemente el algoritmo 








6 Conclusiones y trabajos futuros  
En el primer capítulo de esta tesis hemos hecho una introducción al área de 
HCI y su excesiva concentración en mejorar la interacción entre los usuarios y 
el software de su entorno con el que interactúan mediante la reducción de la 
frustración mediante la simplificación al extremo de cualquier tarea que 
debieran realizar. Esto, según la teoría de flow, termina generando aburrimiento 
y apatía y también otros estados emocionales que alejan al usuario de cualquier 
interés intrínseco por utilizar el software. Además, hemos destacado como la 
creciente abundancia de dispositivos electrónicos  a nuestro alrededor ha traído 
consigo la aparición de una nueva generación de sistemas de información, 
conocidos como ambientes inteligentes, que aglutinan los dispositivos y 
objetos del entorno en un medioambiente electrónico, que se adaptan al 
contexto del entorno en el que se encuentran automáticamente y están ideados 
para responder de una manera inteligente y no intrusiva a la presencia de las 
personas en su entorno.  
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Sin embargo, también hemos destacado como las propuestas de ambientes 
inteligentes desarrolladas hasta el momento no tienen la información histórica 
de contexto recopilada para mejorar su adaptación, con lo que pierden una 
oportunidad valiosa de anticiparse a situaciones del entorno que volverán a 
tener lugar en un futuro cercano con una alta probabilidad. Así, finalmente, 
planteamos la necesidad de inclusión de modelos afectivos en los ambientes 
inteligentes para que puedan “tomar decisiones” para adaptarse al estado 
emocional del usuario, así como la necesidad de recopilar y utilizar información 
contextual del entorno a lo largo del tiempo con el fin de conocer qué 
situaciones contextuales se darán con mayor probabilidad en el futuro más 
próximo y poder así tomar las decisiones más adecuadas. 
En el capítulo 2 hemos presentado el estado actual tanto en sistemas de toma 
de decisiones influenciados por emociones como en aprendizaje de secuencias 
contextuales. En el primer caso, hemos revisado diversos mecanismos que se 
están utilizando, o que podrían ser utilizados para crear sistemas de toma de 
decisiones influenciados por emociones. Como hemos podido comprobar, los 
sistemas multiagente son frecuentemente utilizados para dotar de 
comportamiento emocional a personajes o entidades virtuales. 
Desafortunadamente, y a pesar de la variedad de propuestas de arquitecturas de 
agentes emocionales, estos sistemas serán tan buenos generando 
comportamiento emocional como lo sea la técnica, algoritmo o método 
empleado realmente para seleccionar las acciones a realizar. Los métodos más 
tradicionales de decision making no los tenemos en cuenta puesto que: muchos 
de ellos son específicos a determinados dominios, otros no cuentan siquiera 
con un modelo computacional (no pasan de ser simples especificaciones de 
ideas o teorías), y en la mayoría sería un verdadero problema intentar 
modificarlos para que contemplasen la influencia de estados emocionales. 
Otros mecanismos, como los basados ampliamente en probabilidades y 
cálculos estadísticos, presentan los inconvenientes de no utilizar el 
conocimiento adquirido para mejorar la recompensa obtenida a medio plazo, o 
de elegir de forma inadecuada la mejor decisión con el único objetivo de 
reducir el tiempo de decisión. Este último inconveniente se podría abordar, por 
ejemplo, paralelizando el sistema pero el propio diseño de estas propuestas (y 
de muchas otras) hace casi inviable o poco provechoso el intento. 
Respecto al aprendizaje de secuencias contextuales, hemos realizado un análisis 
de las aproximaciones existentes que indica que existen una gran variedad de 
posibles soluciones algorítmicas al problema desde un punto de vista teórico. 
Uno de los primeros aspectos a tener en cuenta es que existe una gran variedad 
de tareas relacionadas con el problema del aprendizaje de secuencias como son: 
la clasificación de las mismas, la predicción de series temporales, la estimación 
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de distribuciones probabilistas sobre dominios de secuencias y la transducción 
de secuencias. Dada la complejidad y variedad de problemas en el ámbito del 
aprendizaje de secuencias sería ingenuo pensar que existe una única 
aproximación que domina el campo de investigación. Según la naturaleza de los 
problemas a resolver se han estudiado diferentes aproximaciones que varían 
desde las redes neuronales recurrentes, los modelos de Markov ocultos, el 
aprendizaje con refuerzo, la computación evolutiva, los sistemas basados en 
reglas y los sistemas difusos, entre otros. Aunque recientemente parece haber 
un sentimiento en la comunidad investigadora sobre la necesidad de 
aproximaciones híbridas para resolver problemas reales, no existe por desgracia 
una base sistemática que describa de forma rigurosa como proceder para 
combinar las distintas aproximaciones existentes. También hemos hablado de 
los algoritmos genéticos y de las colonias de hormigas como ejemplos de 
métodos metaheurísticos. Este tipo de métodos son generalistas y pueden ser 
aplicados a infinidad de dominios, aunque presentan un problema y es que las 
soluciones que proporcionan no son óptimas ya que, de forma nativa, estos 
métodos no buscan en todo el espacio del problema, razón por la cual son 
utilizados para resolver problemas con espacios de búsqueda enormes. De 
entre estos dos métodos, las colonias de hormigas presentan una mayor 
adecuación a las características de los dos dominios abordados. En el caso de la 
toma de decisiones, hemos de tener en cuenta que una de sus aplicaciones más 
habituales es en la resolución de caminos en grafos, por lo que tanto la 
representación del espacio del problema como la obtención de la mejor 
secuencia de decisiones para un futuro cercano son inherentes. Además, su 
sistema de aprendizaje basado en el depósito y actualización de las feromonas 
en aquellos caminos (secuencia de decisiones) más beneficiosos hace que sea 
capaz de adaptarse a cambios en las condiciones de su entorno. En cuanto al 
ámbito de las secuencias contextuales, algoritmos de refuerzo como los de 
colonias de hormigas presentan la ventaja de construir el modelo de forma 
progresiva a medida que se van obteniendo secuencias del fenómeno a analizar. 
La propia estructura en forma de grafo de representación del problema en 
dichos algoritmos permite representar de forma natural las secuencias 
temporales. Además, al tratarse de algoritmos de refuerzo, y utilizando métricas 
de similitud entre secuencias, es posible reforzar mediante algún tipo de 
medida escalar (feromonas en el caso de las colonias de hormigas) aquellos 
caminos (secuencias) que se presentan con mayor frecuencia. Dado que los 
nodos pueden representar situaciones contextuales de cualquier complejidad en 
cuanto al número de variables presentes en el problema, es posible transformar 
los problemas de clusterización de secuencias (totales o parciales) y de 
estimación de secuencias futuras como problemas de optimización sobre 
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dichos espacios anotados mediante mecanismos de refuerzo. Además, es 
conveniente destacar que la propia naturaleza de los algoritmos de colonias de 
hormigas permite el diseño de forma natural de algoritmos de naturaleza no 
secuencial, ya que hay muchos agentes artificiales (hormigas) obteniendo 
soluciones de forma colectiva. 
Por lo tanto, vistas las ventajas que presenta respecto a la capacidad de tratar 
problemas de talla grande y obtener buenas soluciones en un tiempo razonable, 
y las facilidades que aporta para realizar algunas modificaciones y mejoras, 
decidimos utilizar las colonias de hormigas como punto de partida para la 
creación de una estrategia capaz de abordar problemas de ambos dominios. 
Los retos a afrontar estriban en poder definir mecanismos abstractos de 
computación basados en algoritmos OCH que permitan obtener soluciones 
para problemas cuyo modelo (variables involucradas, métricas de similitud y 
funciones a optimizar) pueda ser proporcionado de forma específica para cada 
problema concreto a resolver sin tener que recodificar la estrategia algorítmica. 
En el capítulo 3 hemos descrito con mayor detalle la técnica metaheurística de 
optimización basada en colonias de hormigas, OCH, explicando en primer 
lugar la capacidad natural de las hormigas para encontrar el camino más corto 
entre su nido y una fuente de comida, además de los experimentos que 
confirman este comportamiento. Luego hemos expuesto las características 
matemáticas tanto de los problemas que se pueden resolver empleando esta 
técnica, como del modelo de hormiga artificial utilizado para simular el 
comportamiento de las hormigas naturales en algoritmos OCH. Más tarde 
hemos explicado el funcionamiento de un algoritmo OCH genérico y 
presentado cuatro de los diversos algoritmos existentes en la literatura, uno de 
los cuales (el sistema de colonias de hormigas) tomamos como base para 
nuestra propuesta.  
También hemos presentado los dominios de problema más habituales en los 
que se aplica la metaheurística OCH, así como una lista no exhaustiva de 
propuestas concretas de algoritmos OCH diseñadas para abordar tipos de 
problema específicos. A continuación hemos presentado algunas de las líneas 
abiertas de investigación que más interés suscitan, explicando las características 
de los problemas a los que van dirigidas o que características de la 
metaheurística pretenden mejorar, y nombrado algunas propuestas realizadas y 
que demuestran la potencia y versatilidad de OCH, ya que han conseguido en 
muchos casos convertirse en las aproximaciones de referencia en sus dominios, 
tanto por la calidad de sus soluciones como por el rendimiento demostrado (en 
términos de tiempo empleado y/o tamaño del problema abordado). Sin 
embargo, ninguna de las propuestas existentes cubre las características que 
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planteábamos como clave para las futuras generaciones de ambientes 
inteligentes; a saber, utilizar la información semántica contextual recopilada 
para prever situaciones contextuales en el futuro cercano, y añadir el estado 
emocional del usuario del ambiente a la información semántica contextual 
recopilada y tenerlo en cuenta en el proceso de búsqueda y selección de 
acciones a desencadenar por parte del ambiente inteligente. Con estas 
características, lo que pretendemos es que el ambiente sea capaz de adelantarse 
a situaciones futuras que vayan a darse con alta probabilidad y tome las 
decisiones más adecuadas para conseguir mantener al usuario en un estado 
cercano al estado de flow. 
Debido a que ninguna de las propuestas existentes nos resultaba válida, en los 
siguientes capítulos presentamos nuestras propuestas algorítmicas basadas en 
OCH y que han sido diseñadas para trabajar con información semántica con 
datos heterogéneos, de entre los cuáles prestará especial atención al estado 
emocional para que la decisión sobre qué acción realizar esté influida por el 
objetivo de acercar al usuario al estado de flow o experiencia óptima. 
En el capítulo 4 hemos explicado en detalle la propuesta hierarchical network of 
affective-cognitive decisions, ya que es la aproximación de la que tomamos los 
modelos probabilistas a partir de los cuales simular y aprender el efecto 
cognitivo y emocional de las decisiones que se toman, y que más tarde influirán 
en el proceso de selección de nuevas decisiones. 
También hemos presentado nuestra propuesta de sistema para la toma de 
decisiones influenciada por emociones utilizando como base algorítmica un 
sistema de colonias de hormigas, y como mecanismo de generación de la 
influencia cognitiva y emocional hemos partido de la propuesta mencionada y 
hemos realizado una serie de modificaciones para adaptarla a las características 
de un sistema de colonias de hormigas (por ejemplo, hemos añadido algunos 
modelos y una fórmula que es el objetivo a maximizar por las hormigas, y 
utilizamos la componente QDM(ê,c,d) como la matriz de atracción y feromonas 
de las hormigas). Las principales ventajas de nuestra propuesta incluyen la 
capacidad de abordar espacios de búsqueda grandes (conjunto de decisiones y 
estados cognitivos y emocionales) gracias al uso de una metaheurística, la 
mayor eficiencia que proporciona la paralelización intrínseca del uso de 
hormigas artificiales, y la previsión de secuencias de decisiones que puedan 
reportar el mayor beneficio en el futuro cercano más probable. 
Al final del capítulo hemos presentado eCoology, un juego educativo para 
niños que utiliza realidad aumentada para mostrar entidades virtuales que 
tienen emociones en un entorno real, el caso de estudio en el que hemos 
probado nuestra propuesta. El dominio de aplicación elegido ha sido la 
Capítulo 6 | Conclusiones y trabajos futuros 
136 
resolución de caminos que las entidades deben realizar para desplazarse por el 
escenario desde su ubicación actual a un destino y teniendo en cuenta sus 
emociones. Después de presentar qué es eCoology, hemos explicado cómo 
funciona el mecanismo de pathfinding implementado en eCoology basado en un 
sistema de partículas y algunas ideas de algoritmos de grafos, y por último 
hemos presentado la implementación de nuestra propuesta para este dominio y 
la aplicación con la que hemos comprobado su correcto funcionamiento. 
Finalmente, en el capítulo 5, hemos reincidido en la importancia del contexto 
para los ambientes inteligentes, en como el tratamiento semántico de la 
información contextual capturada es el mecanismo adecuado para permitir que 
los humanos sigan pudiendo manipular la información y que los distintos 
dispositivos y sistemas que forman el ambiente puedan procesar y compartir 
cualquier nuevo conocimiento inferido a partir de la información contextual 
disponible, y en que el uso de la información contextual histórica es el camino 
para conseguir que los ambientes inteligentes tengan un comportamiento más 
adaptado a las características y sucesos del entorno en el que se encuentra. 
Después presentamos nuestra propuesta algorítmica basada en colonias de 
hormigas como la herramienta para sacar el mejor partido de la información 
contextual histórica y explicamos su funcionamiento. 
Para demostrar el funcionamiento de nuestra propuesta y evaluar su correcto 
comportamiento, aplicamos nuestra propuesta a 2 dominios de aplicación 
diferentes y realizamos diversos experimentos. Con la aplicación del algoritmo 
al dominio de la generación automática de listas de reproducción musicales 
pretendíamos demostrar una funcionalidad básica de nuestra propuesta: la 
capacidad de nuestra propuesta de algoritmo OCH para utilizar datos 
heterogéneos pertenecientes a una ontología en su funcionamiento. Los 
resultados experimentales confirman dicha capacidad, se generaron listas de 
reproducción que respondían a las características especificadas en la consulta, 
así como que soporta consultas con más de un término y sus relevancias 
asociadas. 
Una vez comprobadas las ideas básicas de la propuesta planteada, elegimos el 
dominio de los sistemas de navegación basados en mapas para comprobar el 
funcionamiento de la característica de predicción de situaciones contextuales 
futuras a partir de un modelo histórico de secuencias contextuales de un cierto 
entorno. El objetivo en este caso sería prever cuáles son las rutas o destinos 
más probables a partir del contexto actual y el modelo semántico de las 
secuencias contextuales correspondientes a pasados viajes y, a partir de esta 
información, se podría mostrar información relevante sobre el mapa y ofrecer 
servicios personalizados a la situación contextual actual y a la futura prevista. 
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Los resultados experimentales muestran como consistentemente el algoritmo 
devuelve aquellas rutas con una mayor proximidad semántica a la consulta 
especificada. 
6.1 Trabajos futuros 
Aunque con las propuestas presentadas en esta tesis se cubren las 
características identificadas como esenciales para las futuras generaciones de 
ambientes inteligentes, hemos identificado una serie de extensiones posibles al 
trabajo ya expuesto: 
 Añadir soporte para operadores de lógica temporal a la propuesta de 
algoritmo OCH semántico para la predicción de situaciones contextuales. 
Puesto que forma parte esencial de esta propuesta el uso de secuencias de 
situaciones contextuales pasadas para predecir las situaciones contextuales 
futuras más probables, creemos que dar soporte a operadores temporales 
enriquecería y otorgaría mayor flexibilidad a la propuesta. De esta manera, 
podríamos plantearnos la creación de consultas en las que establezcamos 
una cierta secuencia temporal entre términos (o conjuntos de términos). 
Por ejemplo, tomando como dominio las recomendaciones sensibles al 
contexto en sistemas de navegación, podríamos crear una consulta que 
buscase rutas en las que a las 17 de la tarde estuviésemos en una cierta 
ubicación y, más tarde (aquí haríamos uso de un operador temporal del 
tipo “después” o “en el futuro”), estuviésemos en otra localización. 
 Realizar un estudio de las características de escalabilidad de las propuestas 
presentadas. Unas de las razones por las que elegimos la metaheurística 
OCH como base para el diseño de nuestras propuestas fueron que tanto la 
escalabilidad como la paralelización son unas de sus características 
intrínsecas. Sin embargo, los modelos utilizados en los experimentos 
mostrados en esta tesis fueron creados para que fuesen simples y facilitasen 
la evaluación de la corrección del funcionamiento de los algoritmos, así 
como el estudio de los resultados de los experimentos. 
 Integrar ambas propuestas en una única y realizar una implementación para 
evaluar que la propuesta unificada sigue siendo capaz de resolver los 
mismos tipos de problemas, obteniendo unos resultados similares. Las 
decisiones posibles, los estados cognitivos y los emocionales pueden verse 
como términos de una ontología que define un contexto muy específico de 
un entorno, y puesto que también se realizan predicciones sobre cuál es la 
mejor decisión a tomar o acción a llevar a cabo, intuitivamente parece que 
la propuesta de algoritmo OCH para la toma de decisiones influenciada por 
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emociones debe formar parte de la propuesta para la toma de decisiones en 
base a información semántica. En cualquier caso, el reto estriba en cómo 
incluir todos los modelos probabilistas y las tareas de simulación realizadas 
por las hormigas en la primera propuesta en el diseño de la segunda. En 
(Mocholi, 2011c) describimos una primera aproximación a la definición de 
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AC Computación afectiva (Affective Computing). 
ACD Affective-Cognitive Decision. 
ACO Ant Colony Optimization. 
AG Algoritmo genético. 
AmI Inteligencia ambiental (Ambient Intelligence). 
AR Método investigador Investigación-Acción (Action Research). 
eCoology an Electronic COOl way of Learning about ecology. 
HCI Interacción hombre máquina (Human Computer Interaction). 
HMM Modelo oculto de Markov (Hidden Markov Model). 
IGU Interfaz gráfica de usuario. 
MAS Sistemas multiagente (Multi-Agent Systems). 
OCH Optimización basada en colonias de hormigas. 
OP Orienteering Problem. 
POI Punto de interés (Point Of Interest). 
RUP Rational Unified Process. 
SABACO Semantically and Affectively Biased ACO. 
SIA Sistema inmunológico artificial. 
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