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1Résumé
L’étude expérimentale du transport de soluté dans les milieux poreux montre
des écarts à la loi de Fick. D’autre part, des progrès importants ont été accomplis
sur le transport en milieu poreux, en supposant que les fluides (et les traceurs)
en mouvement dans ces milieux sont arrêtés pendant des durées aléatoires. La
matrice solide rend cette idée plausible. Nous étudions un modèle utilisant cette
idée en l’associant à des durées d’immobilisation sans moyenne finie, en fait dis-
tribuées par des lois de Lévy. On arrive ainsi au modèle MIM fractionnaire, ou
fractal.
Ce modèle est une équation aux dérivées partielles pour la densité de traceur. Il
équivaut à supposer que les particules de fluide et de traceur font des déplace-
ments régis par un processus stochastique. Ce dernier est la limite hydrodyna-
mique de marches au hasard fondées sur des déplacements convectifs, des sauts
gaussiens, et des arrêts distribués suivant une loi de Lévy. Ces deux versions du
même modèle donnent deux méthodes de simulation numérique.
Nous montrons comment mettre en oeuvre ces méthodes. Ceci a pour but la
maîtrise d’outils de simulation, afin de comparer avec des données expérimen-
tales pour savoir si ce modèle convient pour décrire le transport dans un milieu
donné. Cette simulation, pour être efficace, nécessite la connaissance des pa-
ramètres du transport de soluté au sein du milieu donné. Ils sont difficilement
mesurables et/ou identifiables en pratique. Donc, il faut pouvoir les estimer à
partir de grandeurs qu’on sait mesurer directement, comme la densité d’un tra-
ceur. Pour cela, nous avons mis en place une méthode d’inversion qui permet
d’extraire les paramètres du modèle MIM fractionnaire, à partir de données
expérimentales.
Cette méthode d’inversion est basée sur la transformation de Laplace. Elle uti-
lise le lien entre les paramètres de transport du modèle MIM fractionnaire, et
les dérivées de la transformée de Laplace des solutions de ce modèle. Ce lien
est exact dans un milieu semi-infini, et seulement approché dans un milieu fini.
Après avoir testé cette méthode en l’appliquant à des données numériques en
essayant de retrouver leurs paramètres à l’"aveugle", nous l’appliquons à des
données issues d’une expérience de traçage en milieu poreux insaturé.
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0.1 Introduction
Contexte de l’étude
Les milieux poreux constituent une grande part de notre environnement.
En particulier, les milieux naturels (sols, roches, tissus organiques) sont essen-
tiellement faits de milieux poreux. Le transport dans ces milieux présente par
conséquent un intérêt fondamental pour la compréhension des différents mé-
canismes complexes qui gèrent l’environnement naturel et pour la préservation
d’un environnement sain.
Le développement d’outils de modélisation et de prédiction dans un contexte
de contamination de l’environnement par des rejets liés aux activités humaines
représente donc un enjeu sociétal important. C’est dans ce cadre que le présent
travail s’inscrit.
Les milieux poreux constitués d’une matrice solide autour de laquelle des
fluides peuvent se mouvoir. Cette hétérogénéité, la présence de la matrice solide
qui impose aux écoulements des conditions aux limites très complexes, font
que le champ des vitesses d’un fluide à petite échelle peut être représenté à
l’aide d’une moyenne, et de fluctuations. La moyenne peut être rattachée à la
vitesse de Darcy grâce à divers procédés d’homogénéisation [3]. Les fluctuations
imposent d’autre part des mouvements aux particules de fluide et de soluté. La
dispersion résume l’effet de ces fluctuations et de la diffusion moléculaire, sur
le mouvement d’un traceur : c’est le sujet de ce travail.
On modélise en général la dispersion à l’aide de la loi de Fick et de l’équation
d’advection dispersion (ADE), en conformité avec les résultats de l’homogénéi-
sation. Ceci équivaut à représenter les mouvements à petite échelle à l’aide du
mouvement Brownien. Or, dans certains milieux poreux très hétérogènes ou non
saturés, des résultats expérimentaux suggèrent d’utiliser d’autres modèles. En
de nombreuses circonstances, le Modèle Mobile/Immobile (MIM)[24][109] est
en meilleur accord avec les expériences [41]. Il est fondé sur l’idée que fluide et
traceur se répartissent tous deux en deux phases, mobile et immobile : le flux de
traceurs est donné par loi de Fick appliquée à la phase mobile, et les deux phases
échangent de la matière selon une cinétique d’ordre 1. A l’échelle microscopique,
ce modèle correspond à un mouvement Brownien soumis à un changement de
temps aléatoire [11], et ce processus est approché par des marches au hasard ac-
cumulant des étapes mobiles et immobiles de durées aléatoires, mais possédant
une moyenne finie. A l’échelle macroscopique, la densité de traceur immobile
s’obtient en appliquant une convolution (de noyau exponentiel) à la densité
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mobile. On a ainsi un opérateur non-local, dont le noyau (ou fonction mémoire)
représente l’effet du passé sur le présent. Dans de nombreux milieux naturels
où l’existence d’une phase immobile est plausible voire évidente, ce modèle ne
suffit cependant pas pour décrire la dispersion. Ce point est bien mis en évi-
dence lorsque les expériences produisent des courbes de percée dont la traînée
reste significativement importante aux grands temps. En effet, les solutions du
MIM peuvent avoir des traînées très épaisses, cependant elles finissent par dé-
croître exponentiellement. Or, certaines expériences suggèrent plutôt des lois de
puissance, en meilleur accord avec le plus récent [100] fractal Mobile/Immobile
Model (fMIM). Ce dernier est fondé sur la même idée que le MIM, sauf que la
densité de traceur immobile s’obtient (dans le cas de fMIM) en appliquant à
la densité mobile une convolution dont le noyau est une puissance et non pas
une exponentielle. A l’échelle microscopique, le fMIM correspond encore à un
mouvement Brownien subordonné, lui même approché par des marches au ha-
sard. Cette fois-ci elles incorporent des immobilités dont la durée est distribuée
par une loi (de probabilité) stable de Lévy. L’équation d’advection dispersion
(ADE), fondée sur le mouvement Brownien, le MIM et le fMIM, sont trois
modèles qui méritent d’être envisagés lorsqu’on cherche à représenter quantita-
tivement la dispersion dans un milieu poreux. On a besoin pour cela d’outils
adaptés de simulation numérique et de méthodes permettant de déterminer les
paramètres sur la base de données expérimentales. Nous préciserons ces points
dans le cadre du fMIM.
Motivation et objectifs de la thèse
Il est souhaitable de pouvoir appliquer le modèle fMIM, parmi d’autres mo-
dèles, à des données de traçage recueillies dans des milieux poreux divers. On
pense tout d’abord aux milieux non saturés et aux sols. Il s’agit cependant d’un
modèle récent, pour lequel on a besoin d’outils de simulation que l’on a bien en
main, et dont on peut vérifier la précision. Nous concentrons donc nos efforts
sur ce modèle. Les marches au hasard et la discrétisation des équations aux
dérivées partielles (edp) fractionnaires en temps fournissent de tels outils de
simulation, présents au laboratoire EMMAH. Ils ont été conçus pour résoudre
le fMIM lorsque ses paramètres sont constants ou au contraire dépendent de
la variable d’espace. Notre premier objectif est de montrer comment les utili-
ser, comment les comparer entre eux ou avec des solutions exactes, pour être
certain de la qualité du résultat. Le modèle fMIM est une e.d.p avec quatre
paramètres indépendants. Face à des données expérimentales correspondant à
0.1. Introduction 11
un problème pour lequel le fMIM pourrait convenir, on a besoin de déterminer
les paramètres de ce dernier qui correspondent le mieux. Ceci est indispensable
pour comparer avec d’autres modèles. Par conséquent, un second objectif est
de proposer à une méthode d’inversion permettant d’estimer ces paramètres à
partir de données expérimentales.
Plan du mémoire :
Le mémoire se compose de cinq parties qui s’articulent de la façon suivante :
· Le premier chapitre présente succinctement la dynamique de déplacements
dispersifs en milieu poreux homogène, ainsi que les équations générales qui la
gouvernent. Ce chapitre contient l’étude bibliographique non exhaustive per-
mettant l’analyse du cadre théorique et expérimental des différents processus
de transport.
· Le deuxième chapitre aborde de façon synthétique les éléments de la théo-
rie des probabilités appliqués au problème que nous allons aborder. Ce chapitre
expose aussi de façon plus détaillée comment ces outils sont appliqués aux pro-
blèmes de transport. La théorie de l’intégration et de la dérivation fractionnaire
appliquée aux phénomènes de transport anormal et le lien avec le point de vue
probabiliste sont également rappelés.
· Au chapitre trois, sont abordées la présentation et la formulation mathéma-
tique du problème physique en question en s’appuyant sur les outils théoriques
du chapitre précédent. On rappelle quelques modèles fractionnaires mis en
oeuvre dans le cas du transport anormal. La modélisation à l’aide des marcheurs
aléatoires est aussi décrite. Les méthodes analytiques ainsi que les méthodes nu-
mériques pour la résolution des équations aux dérivées partielles d’ordre non
entier sont discutées. Les solutions de ces équations différentielles fractionnaires
sont comparées aux densités obtenues par marche aléatoire.
· Dans le quatrième chapitre, nous abordons l’inversion du modèle de dis-
persion étudié, le MIM fractionnaire, avec pour objectif de mettre en place une
méthode pour extraire ses paramètres. La formulation mathématique basée sur
la méthode des moments est présentée. Des tests sur l’efficacité de la méthode
sont effectués et discutés.
· Le cinquième chapitre concerne la conclusion et les perspectives.
Chapitre 1
Le phénomène de diffusion dans un
milieu poreux
1.1 Introduction
Dans de nombreuses circonstances, le déplacement d’un soluté dans un mi-
lieu poreux homogène ou hétérogène saturé suit une évolution en temps et en
espace régie par un processus de diffusion. Le processus de diffusion qui re-
présente le transport de solutés dans un tel milieu repose donc, à l’échelle des
particules de soluté, sur le mouvement Brownien. A l’échelle macroscopique ce
processus se traduit par une équation de convection-dispersion souvent désignée
par l’acronyme anglais ADE.
Il y a une correspondance bien établie entre les aspects macroscopiques
et microscopiques du processus de diffusion. Les modèles de type advection-
dispersion sont basés sur la représentation de deux phénomènes supposés res-
ponsables de transport en milieu poreux homogène et saturé. Le premier concerne
le flux advectif qui entraîne les éléments du soluté par un écoulement plus ou
moins simple. Il correspond à une moyenne effectuée sur l’ensemble des parti-
cules dispersées. Ceci revient à accepter l’idée qu’une mesure de vitesse de cet
écoulement change lorsqu’on recommence la mesure, même en régime station-
naire.
Le second est le flux dispersif qui représente la propagation des éléments du
soluté au sein même de l’écoulement. Le processus dispersif vient de la diffusion
moléculaire et de la variabilité de l’écoulement convectif : il prend en compte
les fluctuations locales de la vitesse de l’écoulement.
L’ensemble de ces deux processus (convection et dispersion) est en général
caractérisé par une propriété intrinsèque au milieu poreux dans lequel s’effectue
le transport. Cette propriété traduit un lien direct entre l’évolution en temps
de la diffusion et son étalement dans l’espace sous la forme d’une constante
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qui représente le rapport entre la variance des moments des déplacements dûs
aux fluctuations de la vitesse de l’écoulement, et le temps pendant lequel on
mesure. C’est un coefficient de diffusion ou de dispersion. La constance de ce
coefficient de dispersion est intimement liée aux lois classiques du transport en
milieu homogène telles les lois de Fick. Cette propriété d’invariance du couple
temps et espace est la marque de la diffusion normale. On peut souvent mesurer
ou plutôt estimer la valeur de ce rapport. Si le mouvement Brownien représente
la dispersion dans un milieu, il est constant.
Pour un milieu hétérogène, cette caractéristique de dispersion peut varier et
dépendre de l’échelle, ce qui nous fait sortir du cadre de l’hypothèse des modèles
de type convection-dispersion. La prise en compte de cette variabilité du coef-
ficient de dispersion oblige à reconsidérer l’hypothèse d’homogénéité dans un
sens plus large. C’est l’idée à la base de la théorie d’homogénéisation qui cherche
à substituer l’hétérogénéité par des propriétés d’ensemble, à des échelles bien
choisies. D’un autre point de vue, il s’agit de considérer un milieu homogène
équivalent (milieu effectif) et d’en étudier la réponse au niveau macroscopique
sans se soucier de détails aux échelles inférieures à celle qu’on considère. Sou-
tenue par des théories mathématiques bien établies, cette approche a ouvert la
voie à d’importants progrès qui ont permis d’aborder la complexité des phé-
nomènes de transport en milieu hétérogène. La pertinence de cette approche
repose sur la possibilité de considérer que les propriétés de dispersion varient
suivant au moins deux échelles caractéristiques bien distinctes du milieu, dont le
rapport permet d’établir un "petit paramètre" de développement. Cette condi-
tion peut ne pas être réalisée dans un milieu naturel tel que le sol ou les aquifères
hétérogènes dont les propriétés physiques possèdent des variabilités complexes
voire aléatoires ou partiellement inconnues. Des tentatives pour généraliser la
théorie de l’homogénéisation à des contextes aléatoires ont été effectuées par
quelques auteurs [15][111].
Même si on pouvait disposer d’une description complète du milieu, celle-ci serait
si compliquée et ferait intervenir tellement d’échelles différentes qu’il serait im-
possible de résoudre le problème complet de manière analytique ou numérique.
La représentation des mouvements de soluté à l’aide d’un processus aléatoire
peut simplifier énormément l’analyse en vertu des théorèmes limites. L’appli-
cation de théorèmes limites permet de passer d’une description probabiliste à
l’échelle microscopique à une description aussi probabiliste à l’échelle macro-
scopique. C’est l’approche que nous avons développée. Elle consiste à adopter
une modélisation qui intègre les caractères aléatoires du milieu. Cette modé-
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lisation est basée sur l’utilisation des marches au hasard qui représentent le
transport à l’échelle microscopique. Avant de présenter en détail nos travaux
dans les chapitres suivants, nous avons trouvé utile d’aborder ce mémoire de
thèse par une description générale du phénomène de transport par diffusion dans
les milieux poreux. L’objectif de ce chapitre est d’une part de donner un aperçu
sur les principes et les bases du transport par diffusion dans un cadre normal
(classique), mais aussi de donner une synthèse bibliographique des observations
expérimentales qui soutiennent l’importance de la diffusion anormale. Rappe-
lons ici que notre objectif n’est pas de faire une synthèse supplémentaire de la
large bibliographie déjà existante sur ce sujet. Nous nous proposons simplement
de présenter des résultats qui ont retenu notre attention. Ces observations de
diffusion anormale constituent en effet une des motivations du sujet que nous
abordons dans cette thèse.
1.2 Modèle classique de transport par diffusion
Historiquement, l’estimation quantitative de la diffusion remonte aux travaux
de Fick (1855). La loi de Fick prédit que dans un milieu immobile, le flux
d’un soluté à travers une surface unitaire est proportionnel au gradient de la
concentration. Sous sa forme unidimensionnelle, celle-ci s’écrit :
Flux = −D∂xC(x, t) (1.1)
où le coefficient de proportionnalité D représente le coefficient de diffusion du
milieu physique considéré. La fonction C(x, t) représente la concentration du
soluté au point x à l’instant t.
Combinée avec la loi de conservation de la masse, la loi de Fick donne lieu à
l’équation de la diffusion appelée aussi l’équation de la chaleur :
∂tC(x, t) = D∇2C(x, t) (1.2)
Pour un fluide en mouvement, il faut rajouter à cette diffusion des particules
du soluté, une dispersion due aux variations de vitesse du fluide transportant les
particules. Cette opération conduit au modèle d’advection-dispersion (ADE) :
∂tC(x, t) +∇ · ⟨v⟩C(x, t) = D∇2C(x, t) (1.3)
où ⟨v⟩ est la vitesse moyenne du fluide. A cette formulation macroscopique de la
diffusion correspond une description probabiliste à l’échelle des particules du so-
luté basée sur le modèle de déplacement d’un nuage de particules sous la forme
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d’un mouvement Brownien. Cette correspondance fut établie pour la première
fois dans les travaux d’A. Einstein en 1905. Dans cette représentation duale de
la diffusion, C(x, t) représente aussi bien la concentration des particules que leur
probabilité de présence P (x, t) = θC(x, t) où θ représente la teneur en solvant
du milieu. Le point clé de cette construction qui permet de passer de l’échelle
microscopique à l’échelle macroscopique repose sur l’application d’outils ma-
thématiques tels que le théorème central limite. En effet, l’importance accordée
au modèle de diffusion et la question de son application à des milieux à grande
échelle repose sur ce théorème qui implique que la somme de variables aléatoires
(qui représentent des variations à petite échelle) indépendantes mais distribuées
par une même loi de probabilité possédant une variance finie, converge vers une
distribution gaussienne, qui constitue une solution standard de l’équation de la
diffusion (1.3). En d’autres termes, la loi normale est un attracteur pour les lois
de probabilité possédant une variance finie. Une illustration de l’accord entre
un histogramme de déplacements obtenu à partir d’un nuage de particules ef-
fectuant un mouvement Brownien et la solution gaussienne (1.2) est donnée sur
la figure 1.1.
Figure 1.1 – Comparaison entre un histogramme d’un mouvement Brownien simulé et la solution de l’équa-
tion de diffusion (1.2) d’après Gorenflo et Minardi (2002). A gauche on a un diagramme semi logarithmique
représentant en abscisses les positions d’un ensemble de marcheurs aléatoires, et en ordonnées leur densité. Les
points représentent cette densité par l’intermédiaire d’un histogramme, les traits pleins correspondent à la solu-
tion de l’équation de la diffusion. Le paramètres α = 2 définit dans un ensemble plus vaste la loi de probabilité
gaussienne des sauts du mouvement Brownien. La partie de droite montre des échantillons de sauts (en bas) et
latrajectoire d’une particule (haut).
Ce résultat illustre le lien entre la diffusion normale et la loi de probabi-
lité gaussienne. En effet, un des critères permettant de confirmer la validité du
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modèle d’advection dispersion, (ADE), consiste à tester si les grandeurs obser-
vées (concentration, histogramme) sont gaussiennes. Il est devenu ainsi habituel
d’attribuer le caractère "non-gaussien" comme le critère principal qui décrit la
diffusion anormale.
1.3 Observation du transport anormal
Avant d’aller plus loin, rappelons brièvement ce que nous entendons par le
qualificatif "non gaussien". De nombreux résultats publiés montrent que dans
un milieu saturé homogène, les courbes de concentration d’un contaminant non
réactif sont généralement symétriques et s’apparentent facilement à des lois
gaussiennes. Les profils spatiaux représentés sur la partie gauche de la figure
1.2 illustrent ceci. Souvent, il faut attendre un peu pour observer de tels profils,
et les observations effectuées aux temps courts montrent des dissymétries entre
la partie montante et la partie descendante des profils. Lorsque le milieu est hé-
térogène en structure (agencement de différents types de grains) ou bien lorsque
le milieu devient insaturé (présence de phase "air" en plus de la phase liquide),
la courbe de concentration peut présenter selon l’échelle étudiée une traînée
qui détruit sa symétrie, de manière persistante lorsque le temps d’observation
augmente. A cause de cette asymétrie, on parle de transport "non-gaussien"
ou également de "non Fickien". Une représentation schématique des caracté-
ristiques de diffusion anormale est illustrée par la partie droite de la figure
ci-dessous, due à Berkowitz et al [13]
Différentes expériences rapportent des observations de longues traînées de
restitution des traceurs aux temps longs (comportement asymptotique). D’un
point de vue plus théorique, ce caractère asymétrique des lois de probabilité (ou
des concentrations), au-delà du fait de traduire un écart avec la loi normale,
montre aussi que l’on peut être en présence d’une dynamique marquée par des
effets de grands déplacements ou de stagnation des particules. Expérimentale-
ment, on parle dans ce cas de temps de percée courts ou d’effets de traînée.
On attribue formellement à ces régimes de transport respectivement les termes
de super-diffusion ou sous-diffusion. Dans ce paragraphe, nous allons donner
une brève synthèse des résultats d’observations expérimentales de la diffusion
anormale. Plusieurs observations du transport anormal ont été rapportées dans
la littérature. Elles suggèrent que les processus à la base des observations ne
peuvent pas être décrits convenablement avec le modèle d’advection-dispersion.
On peut distinguer ces observations selon l’échelle considérée en deux catégories
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Figure 1.2 – Illustration schématique de l’effet de la dispersion anormale sur l’allure de courbes de percée,
d’après Berkowitz et al. (2000)
suivant qu’elles sont réalisées en laboratoire ou en conditions in-situ. Un autre
critère de distinction consiste à regarder le degré d’homogénéité et de satura-
tion en fluide du milieu. En adoptant ces critères, il apparaît que l’existence
d’un régime de transport anormal peut s’observer aussi bien à l’échelle d’une
colonne de laboratoire qu’à l’échelle d’une parcelle en milieu naturel et ceci
pour différents types de milieux (aussi bien en milieux poreux comme l’argile
ou le sable [12][17] que pour les milieux fracturées comme les roches [25]). Des
expériences [18] indiquent aussi que dans un milieu homogène (colonne remplie
de sable) et saturé en eau, la concentration en traceur passif (ici du bromure)
peut ne pas présenter le caractère gaussien. Ces expériences, qui correspondent
en fait à un écoulement assez complexe, ont été interpretées par Benson et al
[9] en suggérant que les courbes issues des observations sont liées à des lois α-
stables. Lévy et Berkowitz [60] ont proposé trois séries d’expériences en colonne
permettant de voir l’effet de l’hétérogénéité du milieu sur le régime transport.
Pour cela, ils ont considéré un milieu homogène, un milieu hétérogène à distri-
bution uniforme et un milieu hétérogène aléatoire. Ces expériences ont montré
que pour un milieu hétérogène, l’écart à la loi gaussienne est observé après un
temps long et à forte vitesse d’advection. Les résultats en milieu hétérogène
suivent la même tendance avec des écarts plus marqués.
Des résultats incompatibles avec les équations (1.2) ou (1.3) ont aussi été ob-
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tenus dans des conditions in-situ. Sur le site de Cape Cod [40], qui est un aqui-
fère alluvial de faible hétérogénéité, les résultats de Benson et al [10] montrent
que la concentration de contaminants dans le panache pour des temps suffisam-
ment longs s’écarte de la loi gaussienne et paraît mieux représentée par des lois
α-stables. Des expériences similaires ont été menées pour des milieux naturels
fortement hétérogènes. L’expérience MADE (Macrodispersion Experiment) sur
le site de Columbus (Mississippi) a été mise en oeuvre pour tester l’applicabilité
du modèle de macrodispersion (une variante de l’advection-dispersion) pour un
aquifère alluvial fortement hétérogène [1]. Un des principaux résultats issus de
cette campagne est rapporté par [6] sur la figure 1.3 ci-dessous. Les courbes de
restitution des traceurs injectés dans le milieu montrent une nette asymétrie
qui n’est pas accéssible par les modèles de type ADE. D’autres résultats issus
Figure 1.3 – Figure : Courbes de restitution de plusieurs essais de traçage au bromide sur le site de Mirror
Lake en domaine cristallin fracturé. D’après Becker et Shapiro (2003).
du même site ont été auparavant rapportés dans [102]. Ces résultats montrent
que les panaches de soluté obtenus dans des expériences sur ce site présentent
des pics et des formes asymétriques caractéristiques d’un comportement non-
gaussien. Les processus principaux contrôlant le profil de concentration dans
ces expériences restent peu expliqués. Parmi les tentatives d’explication, Har-
vey et Gorelick [51] et Zheng et al [112] mettent en avant l’influence des chemins
préférentiels et des zones de stagnation. Plus tard, Benson et al [8] ont montré
que les résultats de l’expérience MADE pouvaient être représentés par des lois
α-stables dont nous donnerons dans le chapitre suivant la définition et le rôle
dans la dispersion anormale.
D’autres expériences présentent des résultats comparables [28][30][53][89][113].
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Nous notons les observations [23][93] qui décrivent le transport de radio-éléments
fortement plus rapides que ce qu’on pourrait espérer par la loi de Fick. Une bi-
bliographie sur différentes expériences sur le transport anormal peut être trou-
vée dans l’article de revue [75].
La figure 1.4 présente les résultats obtenus par Raven et al. [96] sur un milieu
poreux fracturé. Ce résultat indique qu’il est impossible d’ajuster le modèle
ADE aux données expérimentales, que ce soit en amplitude ou au niveau de
la traînée. Ces auteurs introduisent dans leur modèle un terme de stockage
transitoire qui rend compte de la présence de zones d’eau stagnante dans les
fissures.
Figure 1.4 – Comparaison de données expérimentales sur une fracture simple avec le modèle ADE et un
modèle incluant un terme de stockage transitoire, d’après Raven et al. (1988).
Pour finir cette brève synthèse bibliographique, nous rappelons les résultats
de Bromly et Hinz [17] obtenus à partir de données expérimentales réalisées sur
trois colonnes de longueurs respectives 10, 20 et 40 cm. Les colonnes avaient été
remplies de sable recompacté dans des conditions contrôlées de façon à avoir
un milieu poreux artificiel homogène. Dans ces colonnes un écoulement insa-
turé avait été etabli. Les courbes de percée obtenues à la sortie des colonnes
présentent des ailes épaisses caractéristiques du transport non-gaussien repré-
sentées sur la figure 1.5 ci-dessous. Elles montrent que même dans un milieu
homogène, la dynamique du transport dans un milieu poreux insaturé peut ne
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pas être représentée par le modèle ADE. Bien que ces résultats ne concernent
que des expériences en laboratoire, en remarquant que le régime insaturé est
la situation la plus fréquente dans les milieux poreux naturels, on peut mesu-
rer ici la portée des résultats de Bromly et Hinz. Nous n’oublions pas aussi de
mentionner qu’il existe de nombreux résultats associés à la diffusion normale
(dynamique gaussienne) pour des milieux homogènes en régime saturé.
Figure 1.5 – Comparaison entre un modèle ADE (en pointillés) et un modèle de marche aléatoire CTRW
(en trait plein) pour représenter des résultats d’expériences (cercles) en laboratoire d’après Bromly et Hinz [17]
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1.4 Conclusion
Les résultats que nous avons rapportés suggèrent que le modèle d’advection-
dispersion n’est pas toujours satisfaisant pour décrire la dynamique du trans-
port dans les milieux naturels, en particulier dans des conditions hétérogènes
et/ou insaturées. Ces constatations ouvrent la discussion sur la complexité de
l’explication physique qu’on doit mettre en face des observations. Elles mettent
aussi en évidence la nécessité de trouver des outils qui permettent d’estimer et
de représenter les processus mis en jeu. Certains des travaux que nous avons
présentés tentent d’apporter une contribution à cette question. En particulier,
les études menées par Bromly et Hinz [17] montrent que le modèle MIM et
les marches au hasard de temps continu (CTRW) modélisent mieux les obser-
vations quand celles ci mettent en évidence des comportements non-gaussiens.
Nous notons aussi les différents travaux de Benson qui associent la famille des
lois α-stables de Lévy pour représenter les concentrations de traceurs. Ceux-ci
montrent que la modélisation de ces observations de la diffusion anormale re-
quiert un cadre probabiliste à petite échelle, plus général que la loi normale.
D’autre part, les nombreuses observations indiquant des longues traînées de
restitution de traceurs aux temps longs sont généralement interprétées comme
la manifestation d’un transport non Fickien sous-diffusif [5][6][48][107]. Un tel
régime de diffusion peut être associé à des effets de mémoire. Ces effets de mé-
moire constituent l’aspect de la diffusion anormale que nous traitons dans cette
thèse. Dans le chapitre suivant, nous abordons la description des différents ou-
tils théoriques nécessaires à la description d’un modèle de diffusion anormale
avec effets de mémoire.
Chapitre 2
Outils Théoriques
2.1 Introduction
Nous présentons dans ce chapitre d’une part des notions de base de la théo-
rie des probabilités utiles à la résolution de problèmes de transport de masse.
D’autre part nous présentons d’une manière synthétique et unifiée les éléments
de calcul fractionnaire dont nous aurons besoin, en particulier les intégrales et
dérivées d’ordre non entier nécessaires à l’utilisation du modèle fMIM. Compte
tenu de la complexité des milieux poreux naturels, les phénomènes de transport
de soluté qui s’y déroulent présentent en effet des caractéristiques aléatoires.
Leur modélisation à petite échelle (échelle microscopique) requiert alors l’utili-
sation d’outils de probabilité : les déplacements des éléments de soluté peuvent
être modélisés par des marches aléatoires à l’échelle microscopique.
Quand ces marches aléatoires sont non-gaussiennes, la migration des élé-
ments de soluté peut dépendre de mécanismes différents de ceux correspondant
à la diffusion normale. Les propriétés du milieu ainsi que les multiples inter-
actions entre les processus sont difficiles à décrire. Mais leurs effets peuvent
occasionner de la diffusion plus rapide (super- diffusion) ou de la diffusion plus
lente (sous-suffusion) que la normale. Les régimes de diffusion rapide peuvent
être représentés par des marches aléatoires incluant la possibilité d’effectuer de
très grands sauts [57][83]. Tandis que la sous-diffusion se traduit par la possi-
bilité pour les particules de soluté de pouvoir être piégées longtemps dans le
milieu poreux. Ces immobilisations de particules se modélisent par des marches
aléatoires incluant des temps d’attente entre deux sauts pouvant être très longs
dans le cas du modèle fMIM. Ces temps d’attente sont mathématiquement re-
présentés par des variables aléatoires distribuées par des lois stables.
La modélisation de la sous-diffusion à l’échelle des observations macrosco-
piques fait intervenir des opérateurs non-locaux en temps pouvant rendre compte
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d’effets de retard dans le transport (on parle alors d’effets de mémoire).
Le modèle fMIM incluant des dérivées d’ordre non entier ou fractionnaire en
temps est une généralisation du modèle de l’équation d’advection dispersion.
Rappelons que l’équation d’advection dispersion modélise la diffusion classique
dont la représentation à petite échelle est donnée par des marches aléatoires
gaussiennes dont la limite hydrodynamique est le mouvement Brownien.
2.2 Notion de variable aléatoire
La notion de variable aléatoire peut être directement liée à la définition du
hasard. En d’autres termes, une variable aléatoire représente le résultat d’une
épreuve dont on ne connait pas par avance le résultat, qu’on ne peut donc
pas prédire de manière exacte. Une variable aléatoire est donc particulièrement
indiquée pour représenter le résultat d’une mesure : en général on ne trouve pas
le même résultat lorsqu’on recommence la mesure.
Une variable aléatoire est caractérisée par l’ensemble des valeurs qu’elle peut
prendre et par l’expression mathématique de la probabilité d’avoir ces valeurs.
Cette expression définit la loi de probabilité (ou distribution de probabilité) de
l’épreuve considérée. Ainsi, à une épreuve donnée on peut associer une variable
aléatoire et identifier la loi suivie par celle-ci.
Dans notre situation, les grandeurs aléatoires qu’on souhaite modéliser sont
à valeurs réelles, ce sont des variables aléatoires continues. Pour une variable
aléatoire X, l’expression donnant la probabilité pour que X prenne sa valeur
dans un intervalle de valeurs possibles se définit de la manière suivante :
Soit (Ω,A,P) un espace probabilisé où Ω est l’univers et A une σ-algèbre de Ω
qui représente l’ensemble des évènements et P une mesure de probabilité, telle
que P(Ω) = 1. Pour tout intervalle [a, b] ∈ A, on a :
P(a < X ≤ b) =
∫ b
a
f(x)dx (2.1)
où f : R→ R est la densité de probabilité de X.
Pour pouvoir considérer P(a < X ≤ b) pour a < b ∈ R, il faut que ∀ a <
b ∈ R l’intervalle ]a, b[ appartienne à l’ensemble A des ensembles mesurables.
La fonction densité de probabilité f(x) doit être positive. Elle doit de plus
admettre une primitive et vérifier
∫
R
f(x)dx = 1 pour queP(Ω) = 1 (2.2)
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D’un point de vue infinitésimal, on a
P(X ∈ [x, x+ dx]) = f(x)dx. (2.3)
La variable aléatoire peut aussi être caractérisée par la fonction de répartition
définie par
F (x) = P(X ≤ x) =
∫ x
−∞ f(t)dt (2.4)
F (x) est une fonction monotone continue à gauche. C’est en fait une primi-
tive de la densité de probabilité f et elle constitue dans certains cas un meilleur
moyen que f(x) pour estimer la loi d’une variable aléatoire. La figure 2.1 repré-
sente une illustration de la relation entre la fonction de répartition F (x) et la
densité de probabilité correspondante. Un autre intérêt pratique de la fonction
de répartition est qu’elle permet de calculer la probabilité de tout intervalle
dans R :
P(X ∈ [a, b[) = F (b)− F (a). (2.5)
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Figure 2.1 – Exemple de densité de probabilité (ici une loi lognormale) et de fonction de répartition d’une
variable aléatoire continue
Une autre grandeur qui décrit la loi de distribution d’une variable aléatoire
est la fonction caractéristique. Elle permet de déterminer, de façon unique, la
loi de probabilité de X. Si X a pour densité f , la fonction caractéristique est
la transformée de Fourier de la densité de probabilité. Les valeurs en zéro des
dérivées successives de la fonction caractéristique permettent de calculer les
moments de la variable aléatoire. La fonction s’écrit donc comme :
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φX(x) =
∫
R
eixtf(t)dt. (2.6)
La fonction caractéristique est parfois le meilleur moyen de caractériser une
variable aléatoire lorsque celle-ci ne possède pas de forme explicite pour sa
densité de probabilité. Nous verrons que c’est le cas des variables aléatoires
suivant les lois stables de Lévy.
2.2.1 Moments d’une variable aléatoire
Une variable aléatoire X : Ω→ R de densité f est dite :
(i) - intégrable si
∫
R |x|f(x)dx < +∞.
Ceci est le moment d’ordre 1, soit la moyenne pondérée :
E(X) = µ =
∫
R
xf(x) dx;
(ii) - de carré intégrable si E(X2) =
∫
R x
2f(x)dx < +∞.
La variance est le moment d’ordre 2 dont la racine carrée est l’écart-type,
c’est la mesure de dispersion de X autour de son espérance :
V ar(X) = σ2 = E(X2)− (E(X))2 =
∫
R
(x− µ)2f(x)dx
Pour définir des moments d’ordre supérieur, il existe une relation entre les
moments et la fonction caractéristique d’une variable aléatoire. Lorsque les mo-
ments de la variable aléatoire X existent alors :
ϕX(x) =
+∞∑
k=0
ikwk
k!
tk (2.7)
où wk est le moment d’ordre k de la variable X. Il est facile de voir par exemple
que
1 = ϕX(0); E(X) = −iϕ′X(0); E(X2) = ϕ
′′
X(0).
2.2.2 Loi de probabilité gaussienne
La loi normale appelée aussi loi gaussienne, est une des principales distri-
butions de probabilité qu’on évoque fréquemment pour interpréter les obser-
vations. Elle se présente comme une limite de nombreuses distributions. Elle
est décrite par une courbe en "cloche" symétrique autour de la valeur moyenne
(qu’on notera µ). On sait, par exemple, qu’une loi de probabilité binômiale de
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paramètre n tend vers la loi normale quand ce paramètre n devient très grand.
Plus généralement, on remarque souvent que lors d’observations expérimentales,
la moyenne calculée sur un échantillon tend à suivre une loi normale quand la
taille de l’échantillon augmente, même si l’échantillon initial a une toute autre
distribution de probabilité. Ces simples constatations montrent l’importance
de la loi normale et traduisent le fait qu’elle attire d’autres lois de probabi-
lité. Cette importance de la loi normale qui se présente comme un attracteur
s’énonce par la propriété plus générale du théorème de la limite centrale vu à
la fois comme modèle pour décrire des situations pratiques mais aussi comme
un outil théorique dont on en parlera dans le paragraphe qui suit après avoir
défini ce qu’est une loi de probabilité "attracteur".
On dit que la variable aléatoire X suit une loi gaussienne (ou normale) de
paramètre µ ∈ R et σ2 > 0 et on note X ∼ N (µ, σ2) si X possède la densité de
probabilité
f(x) =
1√
(2σ2π)
exp(−(x− µ)
2
2σ2
). (2.8)
Lorsque les deux paramètres µ = 0 et σ2 = 1 on dit que la variable aléatoire
qui suit une loi normale est centrée réduite. Les figures 2.2 et 2.3 représentent
des lois de distribution de probabilité normales.
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Figure 2.2 – Exemples de densités de probabilité de variables aléatoires suivant la loi normale
2.2. Notion de variable aléatoire 27
−5 0 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
σ2=1 µ=0
σ2=0.5 µ=0
σ2=1.5 µ=0
σ2=1 µ=1
Figure 2.3 – Exemple de fonction de répartition de variable aléatoire de loi normale
Le terme d’attracteur est utilisé dans plusieurs domaines de la science, avec
des sens qui peuvent être différents. Rappelons ce que signifie ce mot en termes
de probabilités.
Notion d’attracteur
Définition : (d’après Feller [36]) Soit F la fonction de répartition d’une suite
de variables aléatoires indépendantes Xn. On dit qu’une loi de probabilité de
fonction de répartition G est un attracteur pour la loi de fonction de réparti-
tion F ou encore que F est dans le domaine d’attraction de G, s’il existe une
suite de nombres (An) et (Bn) avec Bn ≥ 0 telle que la fonction de répartition de
X1 + ...+Xn
Bn
− An tend versG lorsque n→∞.
Domaine d’attraction d’une loi de probabilité
Nous admettons le résultat suivant : seules les lois stables (que nous abor-
derons après avoir parlé de la loi normale), ont un domaine d’attraction non
vide, comme l’indique le théorème suivant : "Une loi de probabilité G possède
un domaine d’attraction non vide si et seulement si elle est stable. Il existe
un grand nombre de lois stables mais qui se distinguent par leur comportement
asymptotique." (Gnedenko et Kolmogorov [42]). Ceci permet de préciser le terme
d’attracteur utilisé pour la loi normale.
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2.2.3 Version simplifiée du théorème de la limite centrale
Le théorème de la limite centrale nous dit à quoi on peut s’attendre en
matière d’une somme de variables aléatoires indépendantes (de même loi) et
identiquement distribuées lorsqu’on la centre, en lui soustrayant sa moyenne,
et qu’on la réduit, en la divisant par son écart-type. Sous des conditions assez
larges, la loi de probabilité (de la moyenne) tend vers une loi normale centrée
réduite, ce qu’on peut écrire :
Soit (Xn)n>1 une suite de variables aléatoires réelles indépendantes et iden-
tiquement distribuées telles que µ = E(X1) < +∞ et σ2 =
√
V ar(X1) > 0. On
note X¯n = 1n
∑n
j=1Xj la moyenne empirique. Alors pour n→ +∞,
√
n
σ
(X¯n − E(X1))→ Y ∼ N (0, 1)
On peut écrire encore
Y1 + ...+ Yn ≈ nµ+ σ
√
nN (0, 1) (2.9)
Comme bon nombre de phénomènes naturels sont dûs à la superposition
de causes nombreuses plus ou moins indépendantes, il est tout à fait légitime
de s’attendre à ce qu’ils soient distribués selon des lois possédant la propriété
d’attractivité. Or, une vaste classe de lois plus générales que la loi normale joue
le même rôle lorsque les Xn n’ont pas de variance finie. Pour ces lois, il faut
réduire la somme des variables aléatoires dans (2.9) par un coefficient différent
de n
1
2 . Ces lois forment la famille des lois α-stables. Elles ont été introduites
par Lévy [61].
Après avoir parlé de la simulation d’une variable aléatoire de loi gaussienne
sur ordinateur, on abordera la notion de loi α-stable et la généralisation du
théorème centrale limite.
2.2.4 Simulation de la réalisation d’une variable aléatoire
Afin de réaliser des simulations numériques de marche aléatoire, il est néces-
saire de pouvoir simuler numériquement les sauts et les temps d’attente associés.
Il s’agit donc de simuler la réalisation de variables aléatoires dont on connait les
lois de distribution de probabilité. Une telle approche est communément appe-
lée "méthode de Monte-Carlo". D’une manière générale, toutes les procédures de
simulation d’échantillons pseudo-aléatoires sont basées sur le théorème suivant
qui stipule que toutes les distributions sont liées à la loi uniforme :
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Théorème de la réciproque : Pour une variable aléatoire de fonction de répar-
tition F, on note G sa réciproque généralisée, définie par
G(ω) = inf {x ∈ R | F (x) ≥ ω} .
Si U désigne une variable aléatoire réelle uniforme sur [0,1], alors la variable
aléatoire X = G(U) a pour fonction de répartition F . Par exemple la variable
aléatoire Y = − ln(U)/λ est distribuée selon la loi exponentielle de paramètre
λ, [64].
Principes de la simulation
Pour simuler des variables aléatoires d’une loi donnée, on dispose principa-
lement de deux moyens :
1. L’inversion de la fonction de répartition. En effet si la fonction de répar-
tition de la loi est F et U une variable aléatoire de loi uniforme sur [0, 1]
alors la loi de X = F−1(U) a comme fonction de répartition F . F−1 est ici
l’inverse à droite de F , c’est-à-dire que
F−1(α) = inf{x, F (x) ≥ α}. (2.10)
On utilise cette méthode pour la simulation de variables aléatoires à valeurs
discrètes telles que, la loi exponentielle, ou la loi de Weibull.
2. Dans le cas où la fonction de répartition ne s’inverse pas bien mais où l’on
connaît la densité f , on utilise la méthode de rejet. L’idée de la méthode
de rejet repose sur le théorème suivant : Soit f une fonction de densité de
probabilité. On suppose qu’il existe une densité de probabilité g telle que :
∃K > 0, ∀x ∈ R, f(x) ≤ Kg(x).
Soit alors Z une variable aléatoire distribuée suivant la loi de densité g et
Y une variable uniforme sur [0, Kg(Z)]. Alors la variable aléatoire X =
{Z|Y ≤ f(Z)} est distribuée selon la loi de probabilité f .
Pour effectuer des simulations probabilistes sur ordinateur, on utilise un gé-
nérateur de nombres pseudo-aléatoires. Un tel générateur retourne une suite
(xn)n de nombres réels compris entre 0 et 1. Ces réels sont calculés avec un
algorithme déterministe simulant une réalisation de variables aléatoires sui-
vant la loi uniforme sur [0, 1]. Le bon comportement de la suite est vérifié à
l’aide de tests statistiques. En supposant qu’on dispose d’un bon générateur de
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nombres pseudo-aléatoires uniformement distribués, nous pouvons construire
une variable aléatoire de loi donnée, avec une attention particulière pour les
lois usuelles notamment, la loi exponentielle, la loi normale.
Méthode polaire pour la simulation de la loi normale centrée réduite
Proposition : Soient R de loi exponentielle de paramètre 12 et Θ de loi uniforme
sur [0, 2π] indépendantes alors X =
√
R cos(Θ) et Y =
√
R sin(Θ) sont des
variables indépendantes, de loi normale N (0, 1), de densité 1√
2π
exp(−x
2
2 ).
Nous appliquons la méthode de la fonction muette : Soit f : R2 → R une
fonction bornée. Nous avons
E(f(X, Y )) = E(f(
√
R cosΘ,
√
R sinΘ))
=
1
4π
∫ ∞
0
∫ 2π
0
f(
√
ϱ cos θ,
√
ϱ sin θ)e
−ϱ
2 dϱ dθ.
Le changement de variable (x, y) = φ(ϱ, θ) = (
√
ϱ cos θ,
√
ϱ sin θ) est une bi-
jection C1 ainsi que son inverse de ]0,∞[×]0, 2π[ sur R2\{(x, 0) : x ≥ 0}. Sa
matrice jacobienne est
D(x, y)
D(ϱ, θ)
=

 cos(θ)/(2√ϱ) −√ϱ sin(θ)
sin(θ)/(2
√
ϱ)
√
ϱ cos(θ))


ce qui entraîne que dx dy = 12 dθ dϱ. Nous concluons par la formule de change-
ment de variable que
E(f(X,Y )) =
1
2π
∫
R2
f(x, y) e−
x2−y2
2 dx dy
D’après ce qui précède si (U1, U2) est un couple de variables uniformes sur
[0, 1] indépendantes (−2 ln(U1), 2πU2) = (R,Θ). Ce qui entraîne que
(
√
−2 ln(U1) cos(2πU2),
√
−2 ln(U1) sin(2πU2)) = (X,Y )
Nous concluons queX et Y sont deux variables gaussiennes normales centrées
réduites indépendantes. La simulation d’une gaussienne non réduite N (m,σ)
s’en déduit par une transformation affine.
Z = m+ σX ou Z = m+ σY.
Pour simuler une variable aléatoire gaussienne, on a donc besoin de 2 va-
riables aléatoires uniformes. Par contre on obtient 2 variables aléatoires pour
prix d’une.
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2.2.5 Lois α-stables de Lévy
Comme nous l’avons souligné précédemment, la loi la plus utilisée est la loi
gaussienne. En fait il lui correspond un ensemble de variables aléatoires qui
s’obtiennent toutes à partir de l’une d’elles en lui faisant subir des translations
et des dilatations : elles dépendent de deux paramètres liés à ces transforma-
tions. Sa propriété, de stabilité, suffit à la caractériser. De plus, le théorème de
la limite centrale fait que cette loi représente de nombreuses situations expéri-
mentales. Parmi ces situations, nous avons le phénomène classique d’advection
dispersion utilisé pour modéliser le transport dans le milieu poreux.
Bien que les calculs d’estimation, de prévision, soient rapides avec l’hypothèse
d’une fluctuation gaussienne, on se rend compte qu’elle est trop restrictive.
Souvent, c’est parce qu’il faut prendre en compte une plus grande variabilité
des données. Mais il a aussi été rapporté que certains traitements de données
d’observations finies utilisant une estimation empirique de la variance peuvent
produire un résultat de variance parfois très grande ou surtout dépendant net-
tement de la taille de l’échantillon. Ce fait amène naturellement à se poser la
question de savoir si la variance théorique est finie ou infinie. Or dans le cadre
des distributions à variance infinie sont apparues les lois α-stables, dont le mo-
ment d’ordre 2 est infini dès que le paramètre α est strictement inférieur à 2.
La loi normale est précisement une loi stable d’exposant de stabilité égal à 2.
Les lois stables d’exposant de stabilité inférieur à 1 n’ont, elles, pas d’espérance
finie.
2.2.5.a Définition de la loi α-stable
Une variable aléatoire réelle X est dite stable si et seulement si chaque
fois qu’on prend deux variables aléatoires X1 et X2 indépendantes distribuées
comme X, il existe des réels a et b tels que X1 + X2 soit distribuée comme
aX + b. Lorsque ceci est vérifié, on obtient une variable aléatoire distribuée
comme akX + bk chaque fois qu’on additionne les k variables aléatoires indé-
pendantes de X.
Propriété : Si la variable aléatoire X est stable, pour tout k et toute famille
X1, ..., Xk i.i.d (indépendantes et indentiquement distribuées) de même loi que
X, il existe ak > 0 et bk ∈ R tels que
X1 + ...+Xk = akX + bk,
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où X1 + X2, ..., Xk sont des copies indépendantes de X. Lorsque bk = 0, on
dit que X est strictement stable. On peut montrer [36] qu’il existe alors une
constante α, 0 < α < 2, telle que ak = k
1
α pour k ∈ N∗.
Il n’y a pas d’expression commode de la densité d’une loi stable, sauf dans
quelques cas particuliers, parmi lesquels figure la loi normale. Cependant, on
sait expliciter la fonction caractéristique d’une loi stable.
2.2.5.b Fonction caractéristique
Si X est une variable aléatoire α-stable, la fonction caractéristique admet la
forme suivante :
ϕX(t) =

 exp (iµt− σ
α|t|α[1− iβsign(t) tan πα2 (|σt|1−α − 1)]) si α ̸= 1
exp iµt− σ|t|[1 + iβ 2πsign(t)(ln |t|+ ln σ)] si α = 1
(2.11)
On note Sα(σ, β, µ) la distribution associée à cette fonction caractéristique.
Les paramètres α, β, σ et µ s’interprètent comme suit :
– α est l’exposant caractéristique, 0 < α ≤ 2. Il décrit le comportement
asymptotique de la densité et de la distribution et intervient dans la
constante de renormalisation qui apparaît dans l’énoncé de la propriété
décrivant la stabilité.
– Le paramètre d’asymétrie β, β ∈ [−1, 1]. Si β = ±1, on dit que la distri-
bution est totalement asymétrique. Si α < 1, le support de X est R+. Si
β = 0, la distribution est symétrique.
– Le paramètre d’échelle σ, σ ∈ R+, aussi appelé paramètre de dispersion.
Lorsque α = 2, σ représente l’écart type de X. C’est un réel positif quel-
conque, il intervient parce que chaque fois qu’on dilate une variable aléa-
toire stable on en obtient une autre.
– Le paramètre de position µ, µ ∈ R. Si α > 1, ce paramètre est égal à
l’espérance mathématique.
Avec la définition ci-dessus de Sα(σ, β, µ), qu’on appelle paramétrisation stan-
dard, la fonction caractéristique présente des discontinuités pour α = 1 et β = 0.
Au lieu de la paramétrisation standard notée Sα(σ, β, µ), nous suivons la para-
métrisation S0 proposée par Zolotarev [114] utilisée par Weron [110] et notée
S0α(σ, β, µ0).
Les paramètres α, β, et σ de la paramétrisation S0 sont les mêmes que ceux
de la paramétrisation standard S, cependant µ et µ0 sont reliés par :
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µ =

 µ0 − β tan
απ
2 si α ̸= 1
µ0 − 2π log σ si α = 1
Les densités des lois stables n’ont en général pas d’expression explicite. On
sait par contre en donner des formulations intégrales, qui servent à les calculer.
2.2.5.c Densité des lois α-stables
Forme analytique de la densité de probabilité
La fonction de densité de probabilité des variables aléatoires stables existe
et est en général une fonction continue, mais à quelques exceptions près, au-
cune forme analytique n’est connue. Toutefois Nolan [85] a obtenu des formules
similaires à celles de Zolotarev [115], utilisant une représentation intégrale de
la densité de probabilité et de la fonction de répartition des variables aléatoires
stables. Cette représentation intégrale s’écrit :
ζ = ζ(α, β) =

 −β tan
απ
2 siα ̸= 1
0 siα = 1
Θ0 = Θ0(α, β) =


1
α arctan(β tan
απ
2 ) siα ̸= 1
π
2 siα = 1
c1 =


1
π(
π
2 −Θ0) pourα < 1
0 siα = 1
1 siα > 1
V (Θ, α, β) =



 cosαΘ0


1
α−1

 cosΘ
sinα(Θ0+Θ)


α
α−1
cos(α(Θ0+(α−1)Θ))
cosΘ si α ̸= 1
 2
π(
π
2+βΘ
cosΘ )

 exp( 1β (π2 + βΘ) tanΘ) si α = 1
Théorème1 : Si X suit la loi S0α(1, β, 0) alors la densité f et la fonction de
répartition F de X sont données par :
1. Si α ̸= 1 et x > ζ
f(x;α, β) =
α(x− ζ) 1α−1
π | α− 1 |
∫ π
2
−Θ0
V (Θ, α, β) exp(−(x− ζ) αα−1V (Θ, α, β)) dΘ
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et
F (x;α, β) = c1(α, β) +
sign(1− α)
π
∫ π
2
−Θ0
exp(−(x− ζ) αα−1V (Θ, α, β)) dΘ
2. Si α ̸= 1 et x = ζ
f(ζ;α, β) =
Γ(1 + 1α)cosΘ0
π(1 + ζ2)
1
2α
et
F (ζ;α, β) =
1
π
(
π
2
−Θ0)
3. Si α ̸= 1 et x < ζ :
f(x;α, β) = −f(−x;α,−β)
et
F (x;α, β) = 1− F (−x;α,−β)
4. Si α = 1 :
f(x; 1, β) =


1
2|β|
∫ π
2−π2 V (Θ, 1, β) exp(−e
−πx2βV (Θ, 1, β)) dΘ pourβ ̸= 0
1
π(1+x2) pourβ = 0
et
F (x; 1, β) =


1
π
∫ π
2−π2 exp(−e
−πx2βV (Θ, 1, β)) dΘ pourβ > 0
1
2 +
1
π arctan x pourβ = 0
1− F (x;α,−β) pourβ < 0
Pour la démonstration du théorème voir [85].
Les quelques formes explicites : C’est seulement dans les trois cas suivants que
la densité d’une loi α-stable est donnée par une formule.
1. La loi normale : S2(σ, β, µ) de densité
f(x) =
1
2σ
√
π
exp(−(x− µ)
2
4σ
) −∞ ≤ x ≤ +∞
2. la loi de Cauchy S1(σ, 0, µ) de densité
f(x) =
σ
π((x− µ)2 + σ2) −∞ ≤ x ≤ +∞
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3. La loi de Lévy S00.5(σ, 1, µ) de densité
f(x) =
σ
2π
1
(x− µ) 32 exp(
−σ2
2(x− µ)) µ ≤ x ≤ +∞.
Les figures 2.4 et 2.5 représentent les densités de quelques lois stables. La
figure 2.4 montre que leurs densités font apparaître un pic plus aigu lorsque
l’exposant de stabilité diminue. En même temps, les ailes s’épaississent :
la variable correspondante prend moins de valeurs intermédiaires, plus de
valeurs extrèmes sans dégarnir le voisinage immédiat de 0. La figure 2.3
montre des densités de lois " extrêmement dissymétriques " obtenues avec
une valeur extrême du paramètre de dissymétrie β (β = 1). Même en pren-
nant β = 1 on obtient pour α proche de 2 des densités peu dissymétriques
(voire pas dissymétriques du tout pour α = 2). Au contraire, pour α < 1 la
dissymétrie correspond à un support égal à R+ (pour β = 1) ou R− (pour
β = −1)
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Figure 2.4 – Densité de probabilité de lois α-stables symétriques calculées numériquement. Toutes les densités
représentées correspondent à la valeur maximale β = 1 du paramètre de dissymétrie. C’est seulement avec α < 1
qu’on obtient des densités dont le support est R+
Comme nous l’avons mentionné plus haut, l’exposant de stabilité d’une loi
stable décrit son comportement asymptotique. On parle d’"ailes épaisses" même
si c’est impropre, parce que cet exposant décrit la décroissance plus ou moins
lente des ailes de la densité d’une loi stable, et pas vraiment une épaisseur
localisée. Il s’agit d’une propriété globale.
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Figure 2.5 – Densité de probabilité de lois α-stables asymétriques calculées numériquement. Toutes les
densités représentées correspondent à la valeur maximale β = 1 du paramètre de dissymétrie. C’est seulement
avec α < 1 qu’on obtient des densités dont le support est R+
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Figure 2.6 – Fonction de répartition de lois α-stables symétriques calculées numériquement.
Ailes épaisses : C’est la caractérisation du comportement asymptotique de la
variable aléatoire réelle.
Si X est une variable aléatoire de loi Sα(σ, β, µ), avec α ̸= 2 on a les deux
résultats suivants
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Figure 2.7 – Fonction de répartition de lois α-stables asymétriques calculées numériquement.

 limt→+∞ t
αP(X > t) = σC(α)1+β2
limt→+∞ tαP(X < −t) = σC(α)1−β2
où C(α) est une grandeur qui dépend de α.
Support : Le support d’une variable aléatoire stable est en général R tout
entier, sauf pour 0 < α ≤ 1, à condition d’avoir, en plus, β = ±1. Dans ce cas
et dans ce cas seulement le support est R+ ou R−. Lorsque α = 1, on obtient des
variables dégénérées, ici des masses de Dirac. Ceci implique en particulier que
des variables aléatoires stables d’exposant α > 1 sont incapables de représenter
des durées.
Convergence asymptotique : L’égalité précédente nous fait penser à la caracté-
risation des lois de Pareto. En effet, une variable aléatoire suit une loi du type
Pareto si :
P(X ≥ x) = x−αh(x)
où h(x) est une fonction à variation lente, c’est-à-dire pour tout t > 0
lim
x→+∞
h(tx)
h(x)
= 1.
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Mandelbrot [69] a montré que pour les lois α-stables, nous avons
P(X ≤ x) = x−α[f1(α) + f2(α)x−α + o(−2α)].
Par passage à la limite quand x tend vers +∞, on s’aperçoit que les lois stables
sont asymptotiquement parétiennes.
Lévy avait montré que quand α < 2 les distributions α-stables convergent
vers une loi de Paréto lorsque x→∞, suivant, pour X > 0,

 P(X > x) = 1− F (x)→ Cα
1+β
2 σ
αx−α
P(X > −x) = F (−x)→ Cα 1−β2 σαx−α
avec
Cα = (
∫ ∞
0
x−α sin xdx)−1 =
2
π
Γ(α) sin(
πα
2
) =


1−α
Γ(2−α)cos(πα2 ) siα ̸= 1
2
π siα = 1
2.2.6 Moments
Une conséquence directe de la décroissance "lente" des lois de probabilité α-
stables est que si X est une variable aléatoire suivant une loi stable de paramètres
α, β, σ et µ, avec α ̸= 2, alors

 E|Z|
p <∞ pour tout p ∈ ] 0, α [
E|Z|p =∞ pour tout p ≥ α.
Nous avons noté plus haut que les lois stables sont des attracteurs. Chacune
d’elles attire des lois de probabilité qu’ont le même comportement asympto-
tique.
2.2.7 Théorème de la limite centrale généralisée
Soit α un réel, avec 0 < α < 2, et soit X une variable aléatoire dont la
fonction de répartition vérifie les conditions suivantes, qui concernent son com-
portement asymptotique :
 P(X > x) ∼ Cpx
−α et
P(X < −x) ∼ Cqx−α pour x > 0 assez grand.
Supposons de plus que p et q soient des réels positifs vérifiant p + q = 1. La
somme d’un grand nombre de copies indépendantes de X tend à se rapprocher
d’une variable aléatoire stable lorsque le nombre augmente, d’après le résultat
suivant, Feller [36], Meerschaert [74] :
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Théorème2 : Soit X1, X2, ...Xn une suite de variables aléatoires indépendantes
distribuées selon la loi de la variable X. Il existe une variable aléatoire Z stable
d’exposant de stabilité α et deux suites de réels (an) et (bn) telles que
X1 + ...+Xk
ak
− bk
convergent en probabilité vers Z. Ceci signifie que pour chaque ϵ > 0
P(|X1 + ...+Xn
an
+ bn − Z| > ϵ)→ 0 quand n→∞.
2.2.8 Simulation de variables aléatoires α-stables
Une première solution au problème de la génération de variables aléatoires
stables a été trouvée par Kanter [54]. Dans [54], Kanter a développé une mé-
thode directe pour la génération de variables de loi Sα(1, 1, 0) pour α < 1.
Puis cette méthode a été étendue au cas général. Chambers et al.[114] ont été
les premiers à obtenir une formule en se basant sur la représentation intégrale
de la densité . Il y a aussi les formules de Chambers, Mallows, Stuck [22] qui
permettent de générer les lois α-stables dont la description a été faite ci dessous.
On génère deux variables aléatoires, U de loi uniforme sur (−π2 , π2 ) et Wa
de loi exponentielle de paramètre 1. Mais avant cela, on génère d’abord deux
variables aléatoires de loi uniforme, à l’aide d’un générateur de nombres pseudo
aléatoires représenté par la fonction "Random Number" en Fortran, U1 et U2
sur ]0; 1[. Puis par changement de variable
(bs − bi)U1 − bs,
où bs et bi sont respectivement la borne supérieure et la borne inférieure, on
obtient :
U = πU1 − π
2
et par transformation inverse on obtient
Wa = − log(1− U2)
On fabrique une variable aléatoire X donnée par :
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- pour α ̸= 1
B(α, β) = (
arctan(β tan πα2 )
2
)
S(α, β, 0) = (1 + β2 tan2
πα
2
)
1
2α
X = S(α, β, 0)
sinα(U + B(α, β))
(cosU)
1
2
(
cos(U − α(U + B(α, β)))
Wa
)
1−α
α
- Pour α = 1
X =
2
π
((
π
2
+ βU) tanU − β log(Wa cosUπ
2 + β2U
))
de loi S0α(1, β, 0). On passe à une variable aléatoire Y de distribution S
0
α(σ, β, µ)
par :
Y =

 σX + µ pour α ̸= 1σX + 2πσ log σ + µ pour α = 1
suit une loi stable de paramètres α, β, σ, µ.
Les figures suivantes illustrent l’implémentation numérique de la méthode de
génération d’échantillons décrite ci-dessus.
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Figure 2.8 – Simulations numériques d’échantillons de variable aléatoire de loi α-stable avec α = 2 et
α = 1.5.
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Figure 2.9 – Simulation numérique d’échantillons de variable aléatoire de loi α-stable avec α = 0.5.
Les figures 2.8 et 2.9 montrent des échantillons de lois α-stables avec un
paramètre d’asymétrie nul (β = 0) , un paramètre de localisation nul (µ = 0)
et un paramètre d’échelle qui vaut l’unité (σ = 1). Elles mettent en évidence
l’effet de l’exposant de stabilité.
En particulier, on remarque que les échantillons présentent des valeurs ex-
trêmes, qui augmentent en grandeur et en fréquence, quand l’exposant de sta-
bilité α diminue. Pour cette raison, les lois stables permettent de prendre en
compte les évènements extrêmes. Cette propriété trouve une importance fon-
damentale dans toutes les applications où la dynamique étudiée est soumise à
des variabilités aléatoires brutales (crack boursier,...). Les figures 2.10 et 2.11
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Figure 2.10 – Simulation numérique d’échantillons de variable aléatoire de loi α-stable avec α = 1 et β = 0.5
et β = 1.
montrent des échantillons de lois α-stables avec des paramètres d’asymétrie β
non-nuls. Elles montrent en particulier que lorsque le paramètre d’asymétrie β
est maximal (β = 1) alors toutes les réalisations de la variable aléatoire de loi
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Figure 2.11 – Simulation numérique d’échantillons de variable aléatoire de loi α-stable avec α = 0.5 et
β = 1.
α-stable prennent systématiquement des valeurs positives quand l’exposant de
stabilité α est inférieur ou égal à 1. Cette propriété qui se démontre mathéma-
tiquement présente un intérêt capital dans notre utilisation des lois α-stables.
En effet, nous allons utiliser dans le chapitre suivant une variable aléatoire de
loi α-stable pour modéliser des temps d’immobilité (donc toujours positifs) de
marcheurs aléatoires qui représentent les déplacements de particules de soluté
dans un milieu poreux.
Les variables aléatoires sont indispensables pour décrire de nombreux phé-
nomènes physiques. Cependant cette notion ne suffit pas, on a aussi besoin de
fonctions d’un paramètre dont les valeurs seraient elles mêmes des variables
aléatoires et non pas des nombres.
2.3 Fonction aléatoire ou processus stochastique
Comme on vient de le souligner, la variable aléatoire se situe à la base de
la caractérisation des phénomènes du hasard. Le caractère aléatoire peut éga-
lement s’appliquer à une fonction d’une ou plusieurs variables. Un tel objet
constitue ce que nous appelons fonction aléatoire. Généralement, la fonction
aléatoire s’interprète comme une collection de variables réliées entre elles par la
dynamique du système considéré.
Par exemple si nous considérons une fonction aléatoire X(t) où t représente
le temps alors pour chaque ti, X(ti) est une variable aléatoire. La probabilité
pour que sa valeur à l’instant t appartienne à ]x − dx2 , x + dx2 [ peut être notée
P (x, t)dx, P (x, t) est la densité de probabilité de X(t).
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Cependant la notion de fonction aléatoire permet de gérer aussi des évène-
ments qui concernent les variables aléatoires X(t1) et X(t2) : par exemple la
probabilité pour que X(t1) appartienne à ]x1 − dx12 , x1 + dx12 [ et X(t2) appar-
tienne à ]x2 − dx22 , x2 + dx22 [ est notée P (x1, x2, t1, t2)dx1dx2 où P (x1, x2, t1, t2)
est la densité de probabilité jointe. Plus généralement la densité de probabi-
lité jointe correspond à la probabilité que X(t1), X(t2), ..., X(tn), ces variables,
appartiennent à
]x1 − dx12 , x1 + dx12 [, ..., ]xn − dxn2 , xn + dxn2 [. Elle est associée à la densité
P (x1, t1;x2, t2; ...;xn, tn).
A partir de cette loi de probabilité jointe, il est possible d’écrire des probabilités
conditionnelles qui permettent en particulier de relier les états passés de la fonc-
tion aléatoire à son présent. La densité P (x, t) est loin de suffire à représenter
un tel objet, et les probabilités qui lui correspondent.
Probabilité conditionnelle
On définit la densité de probabilité conditionnelle de la séquence xi, xi+1, ...xn
aux intants ti, ti+1, ...tn sachant que la séquence x1, x2, ...xn a eu lieu aux instants
t1, t2, ...ti−1 comme
P (x1, t1;x2, t2; ...xi−1, ti−1 | xi, ti;xi+1, ti+1; ...xn, tn) = P (x1, t1;x2, t2; ...xn, tn)
P (x1, t1;x2, t2; ...xi−1, ti−1)
(2.12)
On définit la probabilité marginale P (x2, t2) d’une probabilité conjointe
P (x1, t1;x2, t2) comme la somme des évènements x1 qui sont apparus à l’instant
t2.
P (x2, t2) =
∫
R
dx1P (x1, t1;x2, t2) (2.13)
De la même manière, on peut généraliser ce type d’équation pour la probabilité
d’avoir un évènement x3 à t3.
P (x1, t1;x3, t3) =
∫
R
dx2P (x1, t1;x2, t2 | x3, t3) (2.14)
P (x1, t1;x3, t3) =
∫
R
dx2P (x1, t1, x2, t2 | x3, t3)P (x1, t1 | x2, t2) (2.15)
Fonction aléatoire Markovienne
L’estimation de ces probabilités conditionnelles permet d’évaluer l’impor-
tance des états passés et donc de donner une idée sur la capacité du phénomène
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aléatoire à mémoriser son passé ("effet mémoire"). Il existe une classe de fonc-
tion aléatoire "sans mémoire" dont la dépendance au passé se limite à l’état au
temps ti−1. La densité de probabilité conditionnelle d’une telle fonction s’écrit :
P (xi, ti|xi−1, ti−1...x2, t2, x1, t1) = P (xi, ti|xi−1, ti−1) (2.16)
De telles fonctions sont dites "Markoviennes". Il est possible de montrer dans
ce cas que la probabilité de transition d’un état (i−1) à l’état (i) suit une équa-
tion de Chapman-Kolmogorov. Plus précisement, la loi de probabilité condition-
nelle
P (x, t) = P (x, t|x0, 0) (2.17)
évolue selon une équation de Fokker-Planck
∂tP (x, t) = −∂x(a(x)P (x, t)) + 1
2
∂2x2(b(x)P (x, t)) (2.18)
Le mouvement Brownien est un processus de Markov.
Mouvement Brownien
Le mouvement Brownien physique, en référence au nom de l’auteur, a été
observé au microscope en 1827 par le Botaniste anglais Robert Brown sur les
particules de grains de pollen animés d’un mouvement erratique indescriptible,
aléatoire, posant une réelle difficulté d’interprétation immédiate. Albert Ein-
stein fut le premier en 1905 à décrire la correspondance qu’il y a entre le mou-
vement Brownien à l’échelle microscopique et l’équation de diffusion à l’échelle
macroscopique en s’inspirant du raisonnement probabiliste pour la démonstra-
tion de la loi de Fick en 1905. Plus tard, Jean Perrin, mesura les trajectoires
des particules soumises au mouvement Brownien et confirma ainsi l’analyse
théorique d’Einstein. Marian Smoluchowski introduisit la notion de "marche
aléatoire" en 1906. Paul Langevin en 1908 donna une formulation mécaniste du
mouvement Brownien correspondant au déplacement désordonné de particules
dans un fluide provoqué par les collisions entre particules voisines sous la forme
d’une équation différentielle stochastique comportant une force aléatoire. A par-
tir de ces observations, les mathématiciens ont défini puis étudié des processus
aléatoires indexés par une variable réelle positive, le temps, et qu’on appelle
mouvement Brownien. Lorsque nous parlerons de mouvement Brownien, nous
ferons référence à celui-ci, celui des mathématiciens, qui possède une définition
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claire et des propriétés décrites sous forme de théorèmes. Le mouvement Brow-
nien sert de modèle mathématique pour certains processsus physiques. Il est
utilisé ici pour décrire les déplacements aléatoires des particules de soluté dans
un milieu poreux. L’une des propriétés importantes du mouvement Brownien
est l’absence de mémoire, c’est un processus Markovien.
Parmi les processus Markoviens, nous portons particulièrement notre atten-
tion sur le mouvement Brownien car il est le modèle à petite échelle et à grande
échelle du phénomène de diffusion classique tel que nous allons le rappeler
dans le chapitre suivant. D’un point de vue plus formel, un mouvement Brow-
nien standard (Wt, t ≥ 0) est un processus stochastique (ou fonction aléatoire)
construit sur un espace probabilisé (Ω,A,P) tel que
– ∀ω ∈ Ω on aW0(ω) = 0. Cette propriété indique que toutes les réalisations
d’un mouvement Brownien commencent par une valeur nulle.
– ∀ 0 ≤ t0 ≤ t1 ≤ t2... ≤ ti−1 ≤ ti alors les incréments (Wt1 − Wt0),
(Wt2 −Wt1),...(Wti −Wti−1), constituent une suite de variables aléatoires
indépendantes.
– ∀ t, s ≥ 0 tels que s < t alors l’incrément (Wt − Ws) du mouvement
Brownien est distribué selon une loi normale d’espérance 0 et de variance
t − s. Ces incréments forment une autre fonction aléatoire appelée aussi
"bruit blanc gaussien".
– ∀ω ∈ Ω, la trajectoire (réalisation) du mouvement Brownien t → Wt(ω)
est dérivable nulle part mais continue partout.
On peut montrer que la loi de distribution de probabilité du mouvement Brow-
nien est donnée par la solution de l’équation de Fokker-Planck (2.18) quand les
paramètres associés deviennent constants a(x) = 0 et b(x) = λ. En calculant les
moments d’ordre un et deux du mouvement Brownien, on trouve les résultats
suivants :
< Wt(ω) >= 0
< Wt(ω)
2 >= 2λt
cov(Wt1Wt2) = 2λmin(t1, t2)
La figure 2.12 illustre ces propriétés par une simulation numérique d’un mou-
vement Brownien unidimensionel. Pour compléter ce paragraphe sur le mou-
vement Brownien, nous allons établir de manière simple une relation avec le
théorème de la limite centrale qui a été énoncé auparavant. En effet si on pose
n = tδt dans l’équation (2.9), nous obtenons
Y1 + ...+ Yn ≈ t µ√
δt
+
σ√
δt
√
tN (0, 1) (2.19)
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Figure 2.12 – Simulation numérique de différentes trajectoires d’un mouvement Brownien (Wt, t ≥ 0).
où l’on peut remarquer que le terme de droite se présente comme un mouvement
Brownien avec dérive. De même, si on note ⟨v⟩ = µδt et D = σ
2
2δt dans l’équation
(2.19), on montre que le mouvement Brownien possède un lien direct avec la dif-
fusion normale (modèle ADE) que nous avons décrite dans le chapitre précédent
par l’équation (1.3). Dans ce cas la partie
√
2DtN (0, 1) représente la dispersion
et ⟨v⟩ une vitesse moyenne d’advection. En adoptant ceci, on trouve comme loi
de probabilité associée au mouvement Brownien une densité gaussienne
f(x, t) =
1√
4πDt
exp
(x− ⟨v⟩t)2
4Dt
(2.20)
qui est précisément la solution exacte de l’équation (1.3). Ces résultats sug-
gèrent que par additivité, les déplacements de marcheurs individuels suivant
une loi gaussienne aboutissent à l’échelle macroscopique à un nuage de mar-
cheurs animé par un phénomène de diffusion normale. On peut aussi dire plus
formellement que le mouvement Brownien est la limite hydrodynamique d’une
marche aléatoire gaussienne. A cause du théorème de la limite centrale, c’est
encore vrai pour des marches aléatoires accumulant des déplacements distri-
bués par une loi de variance finie (pensons par exemple à une variable aléatoire
de Bernoulli). Il est important de noter ici qu’il existe un certain nombre de
modèles microscopiques décrivant des phénomènes de diffusion anormale qui
mettent en jeu des marcheurs aléatoires avec des distributions de probabilité
différentes de celles du mouvement Brownien. En particulier, nous citons les
modèles de type vols de Lévy ou marches aléatoires subordonnées en temps
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qui utilisent les lois α-stables de Lévy que nous avons introduites dans le pa-
ragraphe précédent. Ces modèles conduisent à l’échelle macroscopique à une
généralisation du modèle ADE en introduisant des dérivations et des intégra-
tions d’ordre non entier. Ces opérateurs fractionnaires représentent des effets
non-locaux en espace ou en temps. Les effets de mémoire sont un cas parti-
culier associés aux opérateurs fractionnaires en temps. La section suivante est
consacrée au rappel de ces notions de dérivation et d’intégration fractionnaire
au sens de Riemann-Liouville, de Grünwald-Letnikov et de Caputo.
2.4 Les opérateurs fractionnaires
Historiquement, c’est au 17ème siècle dans une lettre de Leibniz à L’Hopital
qu’on trouve la première mention à la différentielle fractionnaire d
1
2x, qualifiée
alors de "paradoxe apparent". Dès le 18ème siècle, les prémices du concept
de dérivation fractionnaire, c’est-à-dire d’un opérateur de dérivation d’ordre
non entier, apparaissent dans des écrits d’Euler, de Lagrange. Les avancées les
plus marquantes sont celles de Liouville dans ses multiples mémoires à l’Ecole
Polytechnique entre 1832 et 1835, puis la contribution de Riemann en 1847,
faisant que les noms de ces deux mathématiciens restent attachés à la fameuse
transformation que nous rappellerons plus loin. C’est Lacroix (1879) qui montre
que pour f(x) = xa, et a > 0.
d
1
2f(x)
d
1
2x
=
Γ(a+ 1)
Γ(a+ 12)
xα−
1
2 (2.21)
Plusieurs ouvrages sont dediés à l’analyse fractionnaire notamment les pio-
niers Oldham et Spanier [87], Miller et Ross [78] et Samko et al.[97] qui repré-
sentent une source très complète. Le calcul fractionnaire permet d’interpoler
entre les dérivées d’ordre entier, ainsi qu’entre des intégrations multiples. Il
existe diverses théories qui permettent d’interpoler entre les dérivées d’ordre
entier, c’est à dire de trouver des opérateurs indexés par un réel (l’ordre de
dérivation) et tels que lorsque cet ordre vaut l’entier naturel m l’opérateur
soit la dérivée d’ordre n. Celle que nous allons présenter généralise aux ordres
quelconques une formule de Cauchy pour l’intégration répétée n-fois. Nous dé-
finirons ensuite des dérivées d’ordre non entier qui permettront d’inverser ces
opérateurs intégraux. Les mathématiques qui ont mis en place ces opérateurs
cherchaient à unifier une théorie. Mais ce n’est pas pour cette raison que nous
nous intéressons aux intégrales et aux dérivées fractionnaires. Notre motivation
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est le fait que ces opérateurs interviennent lorsqu’on veut calculer des flux de
particules, celles-ci effectuant certains types de marches au hasard.
2.4.1 Les opérateurs fractionnaires d’intégration
Soit f(x) une fonction intégrable en (a,∞) et n ∈ N ∗, alors l’intégrale de
Cauchy :
Ina,xf(x) =
∫ x
a
du1
∫ u1
a
du2...
∫ un−1
a
f(un)dun =
1
(n− 1)!
∫ x
a
(x− u)n−1f(u)du
(2.22)
peut être généralisée à une intégrale d’ordre α ∈ R+ en remplaçant (n− 1)! par
la fonction gamma Γ d’Euler. On a ainsi
Iαa,xf(x) =
1
Γ(α)
∫ x
a
(x− u)α−1f(u)du (2.23)
et
Iαx,af(x) =
1
Γ(α)
∫ a
x
(u− x)α−1f(u)du (2.24)
Les équations (2.23) et (2.24) définissent les opérateurs d’intégration fraction-
naire de Riemann-Liouville. Remarquons qu’on définit ainsi une intégrale frac-
tionnaire pour chaque intervalle d’intégration. De plus les bornes de cet in-
tervalle ne jouent pas de rôles symétriques. La fonction Ia,xf(x) dépend du
comportement de f dans l’intervalle ]a, x[ tout entier, cependant les valeurs de
f en des u proches de x ont plus d’influence que pour u loin de x. La borne
a peut être finie ou non. Dans le cas a = −∞ l’intervalle d’intégration de-
vient ] −∞, x[ dans Iα−∞,x. Dans le cas a = +∞ l’intervalle d’intégration qui
correspond à Iαx,+∞ est ]x,+∞[. La définition de l’intégration fractionnaire est
explicitement associée à un intervalle et il en est de même pour la dérivation
fractionnaire.
2.4.2 Dérivées d’ordre non entier
La dérivation fractionnaire Dαa,x dans [a , x] est définie comme l’inverse à
gauche de l’opérateur Iαa,x : D
α
a,xI
α
a,xφ = φ pour toute fonction φ intégrable ou
continue dans un intervalle contenant [a , x]. De même la dérivée fractionnaire
d’ordre α dans l’intervalle [x , a] est l’inverse à gauche de Iαx,a : D
α
x,aI
α
x,aφ = φ.
On parle aussi de dérivée à gauche pour Dαa,x et à droite D
α
x,a. Ces opérateurs
Dαa,x et D
α
x,a peuvent être calculés de différentes façons. Les formules suivantes
sont aussi appelées "dérivées de Rieman-Liouville".
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D
α
a,xf(x) ≡
dn
dxn
In−αa,x f(x) (2.25)
D
α
a,xf(x) ≡ (−1)n
dn
dxn
In−αx,a f(x) (2.26)
D
α
a,xf(x) =
1
Γ(−α+ n+ 1)(
d
dx
)n+1
∫ x
a
(x− u)n−αf(u)du (2.27)
avec
n ≤ α < n+ 1
L’expression (2.25) est la définition la plus connue de la dérivée fractionnaire.
Elle est souvent appelée la définition de Riemann-Liouville, mais il s’agit sim-
plement d’une façon d’expliciter l’inverse à gauche de l’opérateur Ia,x. D’autres
méthodes, largement aussi utiles, seront abordées par la suite. Nous accorderons
une importance particulière aux dérivées d’ordre compris entre 0 et 1. Dans ces
conditions, le théorème suivant permet d’inverser (à gauche) l’opérateur d’in-
tégration d’ordre α sur un intervalle donné. On montre Samko [97] que lorsque
f est de la forme f(x) = Iαa,xφ, la limite (si elle existe) quand ϵ→ 0+ de
1
Γ(−α)
∫ +∞
ϵ
f(x)− f(x− t)
tα+1
dt n’est autre que φ.
Le théorème suivant établit ceci avec plus de précision.
Théorème3 : Soit α tel que 1 < p < 1α. Si f(x) = I
α
−∞,+φ avec φ définie dans
Lp(R), alors
φ(x) = lim
ϵ→0+
1
Γ(−α)
∫ +∞
ϵ
f(x)− f(x− t)
tα+1
dt (2.28)
Cette limite est prise dans Lp(R) et elle donne aussi un résultat valable pour
presque tout x. Ce théorème s’adapte à Lp(]−∞ , a]). Ce théorème établit que
la limite ci-dessus est une inverse à gauche pour l’opérateur Iα−∞,x. Donc c’est
une dérivée fractionnaire. On l’appelle la dérivée de Marchaud. Ce n’est pas une
nouvelle dérivée, mais simplement une façon (plus générale que les formules de
Riemann-Liouville) de calculer l’inverse à gauche de Iα−∞,x, c’est à dire une
dérivée fractionnaire.
Les indices a et x désignent les deux bornes liées à l’opération de différentia-
tion fractionnaire. On utilise deux notations pour désigner l’intégrale. Les cas
a = 0 et a =∞ présentent un intérêt particulier :
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– i) pour a = 0 la transformée de Laplace de l’intégrale fractionnaire est
£[Iα0,xf(x)] =
1
Γ(α)
£[xα−1]£[f(x)] = s−αfˆ(s) (2.29)
La transformée de Laplace de la dérivée fractionnaire de Riemann-Liouville
qui lui correspond est
£[Dα0,xf(x)] = s
αfˆ(s)−
m−1∑
k=0
D(k)x I
n−α
0,x s
m−1−k (2.30)
L’intégration et la dérivation fractionnaire ont un comportement différent
des opérateurs d’ordre entier. En particulier on peut voir que la dérivée
d’une puissance est une puissance, mais celle d’une constante n’est pas
nulle :
Dαtq =
Γ(1 + q)
Γ(1 + q − α)t
q−α
Dα1 =
1
Γ(1− α)t
q−α
£[Iα0,xx
µ] =
(µ+ 1)
sµ+α+1
, µ ≥ −1
£[Iα0,xe
mt] =
1
sα(s−m)
– ii) Pour a =∞ les opérateurs intégraux (2.23) et (2.24) sont connus sous
le nom d’opérateur de Weyl. Il convient de recourir à la transformée de
Fourier, car dans l’espace de Fourier les équations (2.23) et (2.24) sont des
convolutions définies par
TF [Iα−∞,x] = (ik)
αf˜(k), TF [Iαx,+∞] = −(ik)αf˜(k). (2.31)
Les dérivées Dαa,x et D
α
x,a s’obtiennent aussi par les formules de Grünwald-
Letnikov, qui font intervenir des différences finies d’ordre fractionnaire généra-
lisant la définition de la dérivée d’ordre 1 faisant intervenir la limite du taux
d’accroissement. Ces formules permettent de discrétiser ces opérateurs comme
les développements limités dans le cadre de la dérivation d’ordre entier.
2.4.3 Les formules de Grünwald-Letnikov pour la dérivée fraction-
naire
Comme il vient d’être dit, les formules de Grünwald-Letnikov pour représen-
ter Dαa,x et D
α
x,a font intervenir des limites de différences finies d’ordre fraction-
naire. Cette approche est importante pour la discrétisation de nos équations
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incluant des opérateurs d’ordre non entier. Les différences finies d’ordre α et de
pas h d’une fonction f sont, pour α > 0
(∆αhf)(x) =
∞∑
k=0
(−1)k

α
k

f(x− kh). (2.32)
Le terme
(
α
β
)
est défini par

α
β

 = Γ(α+ 1)
Γ(β + 1)Γ(α− β + 1)
où Γ représente la fonction gamma d’Euler (Samko [97]). On peut aussi voir
que ∆αhf généralise les différences finies d’ordre entier. Considérons une fonction
continue f(x) ∈ Cn dérivable n-fois (f de classe Cn), la dérivée première de la
fonction f est donnée par
f
′
(x) =
df(x)
dx
= lim
h→0
f(x)− f(x− h)
h
(2.33)
L’application de cette définition deux fois nous donne la dérivée seconde :
f
′′
(x) =
d2f(x)
dx2
= lim
h→0
f
′
(x)− f ′(x− h)
h
f
′′
(x) = lim
h→0
f(x)− 2f(x− h) + f(x− 2h)
h2
(2.34)
En utilisant (2.33) et (2.34) nous obtenons
f
′′′
(x) =
d3f(x)
dx3
= lim
h→0
f(x)− 3f(x− h) + 3f(x− 2h)− f(x− 2h)
h3
(2.35)
et par récurrence on peut établir que
fn(x) =
dnf(x)
dxn
= lim
h→0
1
hn
n∑
k=0
(−1)n

n
k

f(x− kh) (2.36)

n
k

 = n(n− 1)...(n− k + 1)
k!
Considérons
f
(p)
h (x) =
1
hp
n∑
k=0
(−1)k

p
k

f(x− kh), (2.37)
une expression généralisant (2.33)-(2.36), où p est un entier arbitraire ; n est
aussi un entier, comme ci-dessus, avec p ≤ n (pour plus de details voir [105])
on a
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lim
h→0 f
(p)
h (x) = f
p(x) =
dpf(x)
dxp
(2.38)
L’expression (2.38) est pour la valeur de p positive. Considérons le cas où p
prend des valeurs négatives. On pose :

p
k

 = p(p+ 1)...(p+ k − 1)
k!
−p
k

 = −p(−p− 1)...(−p− k + 1)
k!
= (−1)k

p
k


et en remplaçant p dans l’équation (2.38) par −p on peut écrire
f
(−p)
h (x) =
1
h−p
n∑
k=0

p
k

f(x− kh) (2.39)
où p est un nombre entier positif, [105]. Si p est fixé, alors f (−p)h (x) tend vers
une limite nulle quand x→ 0. Pour arriver à une limite non nulle, on suppose
que n → ∞ quand x → 0. On peut prendre h = x−an , où a est une constante
réelle, et on considère la valeur limite, soit finie ou infinie, de f (−p)h (x), que l’on
notera comme suit :
lim
h→0 f
(−p)
h (x) = aD
−p
x f(x) = I
p
a,xf(x) avec nh = x− a
Ce qui permet, d’après tout calcul fait, d’aboutir à :
D−pa,xf(x) = lim
h→0h
p
n∑
k=0

p
k

f(x− kh) = 1
(p− 1)!
∫ x
a
(x− τ)p−1f(τ)dτ (2.40)
= Ipa,xf(x)
On peut prouver par récurrence [105] que si l’expression (2.40), de droite, est
vérifiée au rang p alors elle est aussi vérifiée pour p+1. De même on peut aussi
montrer qu’elle est une représentation d’une intégrale répétée p-fois qui permet
d’aboutir au résultat suivant :
Dpa,xf(x) = lim
h→0h
−p n∑
k=0
(−1)k

p
k

f(x− kh) (2.41)
qui représente la dérivée d’ordre m si p = m et l’intégrale si p = −m. Cette
observation entraîne naturellement l’idée d’une généralisation des notions de
différentiation et d’intégration en imposant à p d’être un nombre réel, ou même
complexe. On se restreindra ici aux valeurs réelles de p. Ainsi sans rentrer dans
les détails mathématiques :
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L’intégrale donne :
Ipa,xf(x) = D
−p
a,xf(x) = lim
h→0h
p
n∑
k=0

p
k

f(x− kh) = 1
(p)!
∫ x
a
(x− τ)p−1f(τ)dτ
(2.42)
Si la dérivée f
′
(x) est continue dans [a , b], alors en intégrant par parties on
pourra écrire sous la forme
Ipa,xf(x) =
f(a)(x− a)p
Γ(p+ 1)
+
1
Γ(p+ 1)
∫ x
a
(x− τ)pf ′(τ)dτ (2.43)
et si la fonction f(x) est de classe Cm+1, alors
Ipa,xf(x) = D
−p
a,xf(x) =
m∑
k=0
fk(a)(x− a)p+k
Γ(p+ k + 1)
=
1
Γ(p+ k + 1)
∫ x
a
(x−τ)p+mfm+1(τ)dτ
(2.44)
La dérivée donne :
Dpa,xf(x) = lim
h→0h
−p m∑
k=0
(−1)k

p
k

f(x− kh) = lim
h→0 f
p
h(x) (2.45)
pour p > 0.
Dpa,xf(x) =
m∑
k=0
fk(a)(x− a)−p+k
Γ(−p+ k + 1) +
1
Γ(−p+m+ 1)
∫ x
a
(x− τ)m−pfm+1(τ)dτ
(2.46)
La formule (2.46) est obtenue sous l’hypothèse que les dérivées f (k)(x), (k =
1, 2, ...,m+1) sont continues dans l’intervalle fermé [a, x] et quem est un nombre
entier vérifiant la condition m > p− 1. La plus petite valeur possible de m est
déterminée par l’inégalité : m < p < m+ 1.
Passons maintenant au cas d’un exposant α non entier : la limite quand h→ 0+
de h−α∆αhf(x) détermine un opérateur permettant de calculer l’inverse à gauche
de Iα−∞,x. Avant de préciser ce point, remarquons qu’il signifie que cette limite
représente une définition de la dérivée d’ordre α, non pas moins mais plus
générale que la formule de Rieman-Liouville, car elle s’applique à toutes les
fonctions f pouvant elles mêmes s’écrire f(x) = Iα−∞,xφ. Ceci est établi par le
théorème suivant [97] :
Théorème4 : Soit f définie dans Lp(R) où 1 < p < ∞ avec f(x) = Iα−∞,xφ,
φ définie dans Lp(R) avec 1 ≤ p ≤ ∞. Alors φ(x) = limh→0+ ∆
α
hf(x)
hα , la limite
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devant être entendue au sens de Lp(R). Ce résultat s’applique à des fonctions
f définies dans des intervalles finis en les prolongeant par 0. Ainsi on obtient
∆αhf(x) =
[x−a
h
]∑
j=0
(−1)j

α
j

f(x− jh) pour x > a
En se restreignant au cas a = 0 on obtient l’approximation de "Grünwald-
Letnikov" de la dérivée d’ordre α sur l’intervalle [0 , x]
Dα0,xf(x) = h
−p
[x
h
]∑
j=0
(−1)j

α
j

f(x− jh) + ϵ(h) (2.47)
L’erreur ϵ(h) est d’ordre 0(h) lorsque le prolongement de f par 0 pour les argu-
ments négatifs est dérivable jusqu’à l’ordre [α]+3 (ce qui implique évidemment
f(0) = 0+). Cependant le théorème ci-dessus établit l’approximation dès que f
s’écrit Iα−∞,xφ. La fonction f n’a pas besoin pour cela de s’annuler en 0
+.
Nous avons vu que les dérivées fractionnaires Dαa,x et D
α
x,a s’obtiennent en
composant des intégrations d’ordre fractionnaire et des dérivations d’ordre en-
tier, ces opérateurs ne commutent pas. En faisant agir dans un ordre différent
les opérateurs présents dans la formule (2.25), on obtient un nouvel opérateur
différent de Dαa,x, ces divers opérateurs sont utiles dans plusieurs domaines de
physique. Nous serons conduits à l’évoquer plus tard.
2.4.4 La dérivée de Caputo
La définition de Caputo peut être écrite comme :
∂αt f(t) =
1
Γ(m− α)
∫ t
0
(t− u)m−α−1f (m)(u)du = Im−α0,t ((
d
dt
)mf)(t) (2.48)
avec m− 1 < α < m.
On obtient ainsi un opérateur différent de la dérivée de Riemann-Liouville
(2.25)-(2.26). En effet, les opérateurs Iαa,x et
d
dx ne commutent pas ! Cependant
on passe facilement de ∂αt à D
α
0,x en ajoutant une combinaison de termes liés
uniquement aux conditions initiales.
Cet opérateur est différent de Dα0,t, comme nous allons le voir. Il a été intro-
duit [21] pour des problèmes de mécaniques dans lesquels il était indispensable.
Il apparaît en particulier dans des problèmes liés à la viscoplasticité.
La différence entre la dérivée de Caputo et celle de Riemann-Liouville est
liée aux valeurs en 0+ de la fonction f et de ses dérivées d’ordre entier. Si on
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dénote la dérivée de Caputo par ∂αt et par D
α
t la dérivée de Rieman-Liouville,
entre l’une et l’autre [44][45], on peut établir la relation suivante :
∂αt = D
α
t f(t)−
m−1∑
k=0
f (k)(0+)
tk−α
Γ(k + 1− α)
La soustraction du polynôme de Taylor de degré m − 1 à t = 0+ implique
une régularisation de la dérivée à l’origine. Cette dérivée a la propriété d’être
zéro quand la fonction est constante. Sa transformée de Laplace s’exprime par
£[∂αt f(t)] = s
αfˆ(s)−
m−1∑
k=0
sα−1−kf (k)(0+) (2.49)
2.4.5 La dérivée de Riesz-Feller
La dérivée de Riesz-Feller est définie à l’aide de sa transformée de Fourier
TF [θ∇βxϕ(x)] = −|k|βei(signk)
θπ
2 ϕ˜(k) (2.50)
Cette dérivée est importante parce que son symbole est le logarithme de la
fonction caractéristique d’une loi α-stable (pour β ∈ (0, 2]), en accord avec la
paramétrisation de Feller. Cet opérateur θ∇βx est défini par
θ∇βxϕ(x) = −
1
2 cos(βπ2 )
[Dβ−∞,xϕ(x)−Dβx,+∞ϕ(x)] (2.51)
2.5 Fonction de Mittag-Leﬄer
La fonction exponentielle ez, joue un rôle très important dans la théorie des
équations différentielles d’ordre entier. La généralisation de la fonction expo-
nentielle à un seul paramètre a été introduite par Mittag-Leﬄer [79][80].
2.5.1 Définition
Les fonctions de Mittag-Leﬄer sont définies comme suit [31][32][33]
Eα(z) =
∞∑
k=0
zk
Γ(αk + 1)
. (2.52)
Avec α = 1 on reconnaît l’exponentielle qui est un cas très particulier des
fonctions de Mittag-Leﬄer à 1 paramètre notées Eα. Ces dernières font elles
mêmes partie de l’ensemble plus général des fonctions de Mittag-Leﬄer Eα,β à
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deux paramètres car on a Eα = Eα,1. La fonction de Mittag-Leﬄer à deux pa-
ramètres a été introduite par Argawal [2]. Elle est définie par le développement
en série [31][32][33] qui suit
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, (α > 0, β > 0). (2.53)
pour (β = 1) on retrouve bien la relation (2.52) avec
Eα,1(z) =
∞∑
k=0
zk
Γ(αk + 1)
= Eα(z), (2.54)
Pour les équations différentielles d’ordre non entier, la fonction de Mittag-
Leﬄer joue un rôle analogue à celui de la fonction exponentielle dans le cas des
dérivées d’ordre entier. Ceci se voit facilement à l’aide de la transformation de
Laplace.
2.5.2 Transformée de Laplace
La transformée de Laplace de la fonction de Mittag-Leﬄer à deux paramètres
peut s’écrire ∫ ∞
0
e−sttβ−1Eα,β(±atα)dt = s
α−β
(sα ± a) (2.55)
Dans cette relation générale, on déduit la transformée de Laplace de Eα(−atα)
qui s’écrit :
sα−1
sα + a
=
1
as1−α + s
(2.56)
2.5.3 Equations différentielles vérifiées par les fonctions de Mittag-
Leﬄer
Comme le symbole de Laplace de l’opérateur Dα0,t est s
α et que Eα(0) = 1,
on voit immédiatement que Eα(−atα) est solution de l’équation différentielle
ordinaire
aD1−α0,t Eα(−atα) + ∂tEα(−atα) = 0 (2.57)
qui donne la relation bien connue
aE1(−at) + ∂tE1(−at) = 0 (2.58)
dans le cas de l’exponentielle.
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A cause de la relation (2.57) les fonctions du type de Mittag-Leﬄer Eα(−Λtα)
jouent un rôle important pour les équations aux dérivées partielles mettant en
jeu des dérivées temporelles d’ordre fractionnaire. Elles interviennent en parti-
culier lorsqu’on développe les solutions de certaines e.d.p généralisant l’équation
de la diffusion, en utilisant les fonctions propres du second membre [29]. Elles
interviennent donc en particulier dans la méthode de séparation de variables.
D’autre part les fonctions propres du second membre d’une e.d.p d’évolution
jouent un rôle essentiel dans la solution de problèmes non linéaires, puisqu’on
s’en sert souvent pour développer les solutions de ces derniers [37][39][29]. Pour
cette raison, les fonctions Eα(−Λtα) jouent pour les e.d.p fractionnaires en
temps le rôle que les exponentielles jouent pour les e.d.p non linéaires incluant
des dérivées temporelles d’ordre entier.
2.5.4 Représentation graphique
Pour 0 < α ≤ 1 la fonction Eα(−Λtα) ressemble à l’exponentielle "étirée"
e−Λt
α
au voisinage de 0, et à la puissance 1ΛtαΓ(1−α) au voisinage de +∞. C’est
de plus une fonction strictement positive décroissante, comme le représente la
figure 2.13
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Figure 2.13 – Courbe de la fonction de Mittag-Leffer Eα(−Λtα) pour Λ = 1 et α = 0.5
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Pour calculer numériquement les fonctions Eα(−Λtα) on peut utiliser la série
(2.52) lorsque l’argument est petit. Sinon, il vaut mieux utiliser des formules
intégrales issues de l’inversion de la transformée de Laplace en modifiant le
contour d’intégration [94]. On peut aussi remarquer que la relation (2.56) im-
plique que Eα(−Λtα) n’est autre que (Id+ΛIα)−1(1). Plus loin, au chapitre III
nous décrivons une méthode pour discrétiser l’opérateur (Id+ΛIα)−1. On peut
donc aussi calculer numériquement ainsi la fonction Eα(−Λtα).
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2.6 Conclusion
Ce chapitre a rappelé la notion de variable aléatoire normale ou α-stable.
Ces lois sont impliquées dans l’étude de nombreux phénomènes physiques et
dans l’interprétation de nombreuses données. Ceci est dû au fait que les lois
α-stables jouent un rôle aussi important que la loi normale. Comme elle, elles
régissent la répartition de toutes les variables aléatoires obtenues en ajoutant un
grand nombre de variables identiquement distribuées, sous certaines conditions.
Les définitions des dérivées et intégrales fractionnaires ont aussi été rappelées.
La loi normale est intimement liée a l’équation d’advection dispersion. Les lois
α-stables sont associées à la vaste classe d’équations aux dérivées partielles
incluant des dérivées temporelles d’ordre fractionnaire. C’est la conséquence
du Théorème de la Limite Centrale Généralisé. La définition des fonctions de
Mittag-Leﬄer qui jouent un rôle important dans la théorie du calcul fraction-
naire a été rappelée.
Chapitre 3
Modélisation de la diffusion anormale
3.1 Introduction
Ce chapitre est consacré à la formulation mathématique du modèle que nous
avons mis en oeuvre dans le cadre de cette thèse. D’une manière générale, les
modèles de transport de masse dans les milieux poreux visent à comprendre
et à reproduire la dynamique de la dispersion d’un soluté au sein de ces mi-
lieux. Dans le cadre des thématiques du laboratoire EMMAH concernant les
transferts de solutés dans le sol, qui est en général un milieu poreux insaturé,
un des objectifs finalisés de notre travail concerne la possibilité de prédiction
de l’évolution d’un contaminant dans un tel milieu. Ceci nécessite le choix et
la mise en oeuvre de modèles capables de fournir une interprétation cohérente
des mesures en reproduisant les caractéristiques principales des observations.
Comme il a été dit dans le premier chapitre de ce mémoire, aussi bien en la-
boratoire qu’en site naturel, une des propriétés principales du phénomène de
transport de soluté dans les milieux poreux naturels, souvent mise en évidence
expérimentalement, est le comportement non gaussien de la courbe de percée du
traceur (qui représente la concentration du contaminant dans l’environnement).
En particulier, un grand nombre d’observations rapportent un écart à la loi de
Fick, matérialisé par une asymétrie marquée et par une traînée importante.
Ces traînées peuvent traduire l’arrivée anticipée d’une fraction du panache de
contaminant et l’arrivée tardive d’une autre fraction.
Les interprétations avancées pour expliquer les longues traînées parfois ob-
servées s’appuient sur les propriétés intrinsèques de l’un ou l’autre des régimes
supposés, et il y a peu de généralités à ce sujet. La difficulté d’avoir une connais-
sance complète des propriétés du milieu poreux conduit à le caractériser souvent
de milieu hétérogène ou complexe. Cette hétérogénéité se trouvant à toutes les
échelles et de manière variée, elle influence fortement le déplacement des par-
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ticules et rend la migration sensible à ce qu’une moindre perturbation à petite
échelle modifie les comportements à grande échelle.
Dans la littérature, il est largement admis que la dynamique de transport
dans un milieu possédant la propriété d’hétérogénéité peut être régie par une
loi de diffusion anormale [75]. Dans ce contexte, Metzler et Klafter [75] ont
introduit l’e.d.p appelée "Time Fractional Fokker Planck Equation" (TFFPE)
qui est une extension de l’équation de Fokker-Planck classique. Des équations
avec à la fois des dérivées fractionnaires en espace et en temps ont été proposées
par Benson et al [76][77] comme par exemple le modèle "Space Fractional Fokker
Planck Equation" (SFFPE).
Une autre approche déja ancienne du transport dans les milieux poreux
repose sur l’idée qu’à un instant donné, une fraction (inconnue) de la population
de traceur est immobile et ne participe à la dynamique des déplacements qu’à un
temps ultérieur. Cette idée très naturelle a donné lieu au modèle MIM [100] qui
sépare la population de traceur en deux phases Mobile et Immobile. Ce modèle
a permis de reproduire et de mieux comprendre les asymétries de nombreuses
observations [41]. Néanmoins, le modèle MIM reste incapable de représenter
certaines observations dans lesquelles les comportements des traînées semblent
suivre des lois temporelles en inverse d’une puissance du temps t−γ (Haggerty et
Gorelik [50] et Haggerty et al [49]). En particulier, c’est le cas d’observations en
milieux poreux fortement insaturés. Le modèle que nous allons mettre en oeuvre
constitue la version fractionnaire du modèle MIM, qui généralise ce dernier et
possède des solutions se comportant aux grands temps comme des puissances.
En effet, le modèle MIM fractionnaire vise à reproduire les comportements
asymptotiques de la densité de probabilité de contaminants se comportant en
loi de puissance du temps. L’equation de Fokker Planck fractionnaire appe-
lée (FFPE) "Fractional Fokker Planck Equation" permet aussi de reproduire le
comportement asymptotique de la densité de probabilité des contaminants se
comportant comme une loi de puissance. De plus, elle est le sujet d’une litté-
rature abondante. Cette équation de Fokker-Planck contient un paramètre de
moins que le modèle MIM fractal, ce qui est intéressant, mais le degré de so-
phistication d’un modèle dépend aussi du nombre des paramètres. Le modèle
MIM fractionnaire pour des temps courts est semblable au modèle d’advection
dispersion (ADE) alors qu’aux grands temps il présente les mêmes comporte-
ments asymptotiques que l’équation de Fokker-Planck fractionnaire. Pour cette
raison il correspond mieux que cette dernière à de nombreuses données, c’est
pourquoi il a retenu notre attention.
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Tout comme dans le cas du mouvement Brownien évoqué dans le chapitre
précédent, le modèle MIM fractionnaire est la limite hydrodynamique d’un mo-
dèle de marche aléatoire dans lequel chaque particule effectue une marche au
hasard marquée par des temps d’arrêt aléatoires qui modélisent la présence dans
le milieu poreux de zones de stagnation. Un tel modèle de marche aléatoire est
dit subordonné en temps. Plus précisément, pour chaque marcheur, le temps
passé à bouger (ou encore le temps opérationnel) est différent du temps phy-
sique t. Ce phénomène fait partie de ce qu’on appelle la sous-diffusion ce qui est
un terme général, puisqu’on l’utilise pour le transport chaque fois qu’un second
moment n’évolue pas proportionnellement au temps.
En effet, pour bien comprendre les mécanismes fondamentaux mis en jeu dans
le phénomène de transport, il convient de se placer à trois niveaux d’échelle :
– Echelle microscopique : à cette échelle, appelée aussi échelle de la parti-
cule, le phénomène de transport est modélisé par des marches aléatoires et
dans la limite hydrodynamique, comme il y a une correspondance entre les
phénomènes à l’échelle microscopique et les phénomènes à l’échelle macro-
scopique, la marche aléatoire tend vers la loi de transport macroscopique.
Les modèles de diffusion normale correspondent à des marches aléatoires
accumulant des sauts gaussiens régulièrement espacés dans le temps.
– Echelle macroscopique ou les colonnes du laboratoire : à cette échelle le
phénomène de transport est modélisé aussi bien par un processus stochas-
tique que par des équations aux dérivées partielles, représentant l’évolution
de sa densité. Ces e.d.p peuvent faire apparaître des opérateurs de déri-
vation et d’intégration d’ordre entier comme d’ordre fractionnaire, ainsi
que des variables et des paramètres représentatifs des grandeurs moyennes
au sein du milieu poreux. Ces modèles ont pour vocation d’être appliqués
aussi à des échelles plus grandes, comme celles du terrain. Les modèles
de diffusion normale donnent à cette échelle le mouvement Brownien et
l’équation d’advection dispersion.
– Echelle du terrain : cette échelle est plus grande que les deux autres. Lors-
qu’on fait l’extension de l’approche macroscopique au milieu naturel, par
exemple le sol, on se heurte à de sérieuses limitations. Le sol n’est jamais
homogène et dans l’environnement naturel le caractère aléatoire des condi-
tions aux limites renforce l’aspect stochastique des processus en jeu qu’il
faut prendre compte pour adapter le modèle à cette échelle.
On peut donc noter qu’un passage de l’échelle microscopique à l’échelle macro-
scopique permet d’établir que ces deux modèles sont liés de manière très étroite,
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puisque l’e.d.p régit l’évolution de la densité du processus stochastique auquel
elle correspond. Cette étape de démonstration permettant de faire le passage à
la limite hydrodynamique sera succinctement reprise, mais le lecteur intéressé
aux détails peut consulter la référence [84]. Il est aussi question dans ce chapitre
de la résolution des ces équations. La solution analytique et la solution numé-
rique sont les deux méthodes de résolution de ces équations mais la première
étant difficile voir impossible dans certains cas, la deuxième reste la meilleure
possibilité pour avoir accès aux solutions des équations de manière générale.
Après avoir présenté en détail ce modèle MIM, nous passerons aux modèles
fractionnaires.
3.2 Le modèle MIM classique
Après avoir rappelé le principe du MIM, nous indiquerons une méthode de
simulation numérique.
3.2.1 Principe du MIM
A l’origine, le modèle MIM décrit dans ce paragraphe a été développé par
Coats et Smith [24] pour le génie pétrolier, puis adapté aux sols par Van Ge-
nuchten et Wierenga [109] et par bien d’autres parmi lesquels Gaudet et al.[41]
qui ont étudié les milieux poreux insaturés. L’idée de départ est qu’il existe
dans un milieu poreux des pores en cul de sac, donc des zones d’eau stagnante.
Comme on l’a dit plus haut, cette idée revient à considérer qu’une fraction de la
population de contaminant est à l’état immobile cependant qu’une autre frac-
tion est à l’état mobile. De plus ces deux fractions échangent continuement de
la matière. Sous d’autres présentations, une variante du modèle MIM, le mo-
dèle à double milieu, consiste à rapporter ce concept de contaminants mobiles
et immobiles aux propriétés du milieu poreux en considérant le milieu poreux
comme la superposition de deux continua de porosité et de comportement diffé-
rent : une de ces régions appelée macroporosité, permet l’écoulement du soluté,
l’autre région, la microporosité est une zone de stagnation du fluide. La princi-
pale conséquence de ce concept de deux phases est la nécessité de considérer que
la probabilité de trouver une particule donnée de contaminant au voisinage du
point x, à l’instant t, se décompose en la probabilité de trouver cette particule
mobile et la probabilité de trouver cette même particule immobile.
En notant respectivement P , Pm et Pi les densités de probabilité correspon-
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dantes, on a alors
P = Pm + Pi (3.1)
Une autre implication du concept MIM est la nécessité de modéliser le passage
de l’état immobile à l’état mobile. Dans le cadre du modèle MIM classique,
ceci est fait en considérant une cinétique du premier ordre entre les populations
mobiles et immobiles. Compte tenu de l’équation (3.1) et du fait que la fraction
mobile de la population de contaminant est animé d’une dynamique d’advection
dispersion, le modèle MIM classique peut se formuler de la manière suivante :


∂tPm + ∂tPi = ∂x(D∂x(DPm − vPm)) + r
∂tPi = ω(KPm − Pi)
(3.2)
où D, v et r représentent respectivement le coefficient de dispersion, la vitesse
d’advection et un terme source. Le paramètre ω est le coefficient d’échange dans
la cinétique considérée. Ceci permet aussi d’écrire une relation entre les densités
de probabilités Pm et Pi des populations mobiles et immobiles sous la forme
Pm = Kω exp(−ωt) ∗ Pi
P = (Id+ exp(−ωt) ∗Kω)Pm
(3.3)
où (∗) désigne un opérateur de convolution. Comme il s’applique à des fonc-
tions causales, on parle de convolution "de Laplace" car dans ce cas cette convo-
lution se traduit par la multiplication des transformées de Laplace. A partir des
équations (3.1) et (3.3), on peut donner au modèle MIM une forme proche du
modèle ADE (1.3) donné dans le premier chapitre.
∂tP = ∂x(D∂xHP − vHP ) + r. (3.4)
L’opérateur H est dans ce cas,
H = (Id+Kω. exp(−ωt)∗)−1 (3.5)
où Id est l’opérateur identité.
3.2.2 Simulation numérique du modèle MIM
Pour simuler numériquement la solution de l’équation (3.4), on dispose de
deux options. La première consiste à traiter le système (3.2), qui ne fait interve-
nir que des dérivées d’ordre entier (donc des opérateurs locaux) mais comporte
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l’inconnue Pi en plus de l’inconnue Pm. On peut aussi discrétiser l’opérateur H.
L’approximation numérique de ce dernier est basée sur la méthode des trapèzes
[27]. L’expression alors obtenue pour e−ωt ∗ g s’écrit :
1
ω2∆t

g(N∆t)e−ω∆t(1 + w∆teω∆t − eω∆t) + N−1∑
m=1
e−ωm∆t g((N −m)∆t)
×(e
ω2∆t + e−ω∆t − 2
ω2∆t
) + g(0)(e−ωN∆t
eω∆t − ω∆t− 1
ω2
)

.
Ensuite il faut inverser l’opérateur g 7→ g+e−ωt∗g. Pour cela on peut mettre en
oeuvre la méthode exposée plus en détail au paragraphe 3.4.5. La version dis-
crète de Hf = (Id+Kω. exp(−ωt)∗)−1f est de la forme ∑Nn=0 f((N−n)∆t)bn,N ,
où les poids s’obtiennent en inversant un opérateur linéaire, lui même construit
avec les poids de la discrétisation Kω.e−ωt.
Les deux méthodes donnent de bons résultats. La première est plus simple
et plus rapide. La seconde a pour seul intérêt le fait de s’inscrire dans le même
cadre que celle que nous devons développer pour le MIM fractionnaire.
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Figure 3.1 – Courbes de percée P(x,t) des solutions du modèle MIM donnés par l’équation (3.4) avec comme
condition aux limites en x = 0 flux R(t) = R0 pour t < t0, R(t) = 0 pour t < t0 ; on a prisD = 0.01, v = 1,K = 1
et ω = 10
3.2.3 Allure des solutions du Modèle MIM
La figure 3.1 montre un exemple des profils temporels de densité de proba-
bilité, appelés aussi courbes de percée (en englais Break Through curve (btc)),
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qu’on obtient à partir de la résolution du modèle MIM.
Elle met en avant la capacité du modèle MIM à reproduire les formes asymé-
triques des traînées. Le noyau exponentiel présent au second membre du MIM
représente déja des effets de mémoire. Cependant ils finissent par disparaître
aux grands temps : ils disparaîssent du comportement asymptotique. Ainsi, ce
modèle ne peut pas représenter des traînées observées qui décroissent selon une
loi inverse d’une puissance du temps jusqu’à des temps infinis. Un tel compor-
tement est par contre prévu dans la version fractionnaire du modèle MIM qui
fait l’objet de la section suivante.
3.3 Modèles fractionnaires
Dans un milieu poreux hétérogène les particules de fluide et de contaminant
sont contraintes de suivre le chemin complexe de l’espace poral. Ce chemin,
suivant la géometrie du milieu poreux peut présenter des pores sans issue ou de
grands pores. Dans les grands pores, il peut y avoir des chemins préférentiels
capables d’emporter la particule plus loin et plus vite, c’est à dire que la parti-
cule parcourra en moyenne plus de chemin que dans le cas normal gouverné par
la loi gaussienne : ce phénomène pourrait donner de la super-diffusion. Dans le
milieu poreux, la dynamique des particules de contaminant peut aussi être do-
minée par la présence de pièges capables de les immobiliser très longtemps, c’est
la sous-diffusion. Il est aussi possible que les deux processus, sous-diffusion et
super-diffusion, coexistent et le déplacement de la particule dépendrait de cette
coexistence. Nous n’abordons cependant pas cette dernière possibilité, et nous
mettons l’accent sur les effets de mémoire correspondant à des retards aléa-
toires imposés aux particules de traceur quand elles sont piégées par des sites
qui les retiennent pour des durées très différents. Auparavant, disons cependant
quelques mots des équations fractionnaires en espace.
3.3.1 Modèle fractionnaire en espace
A partir du moment où les fluctuations d’un champ de vitesse complexe sont
représentées par des déplacements aléatoires des particules de fluide et de tra-
ceur, il n’y a pas de raison pour que ces déplacements suivent une statistique
gaussienne. L’addition d’un grand nombre de déplacements indépendants de
norme nulle, identiquement distribués mais sans variance finie est correctement
représentée par un processus stochastique prenant à l’instant t une valeur distri-
buée comme [56] σt
1
αSα(1, β, 0). Ici, Sα(1, β, 0) est une variable aléatoire stable
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d’exposant de stabilité α et de paramètre d’asymétrie β. Cette notation a été
définie au paragraphe 2.2.5. La densité P d’un tel processus vérifie
∂P (x, t)
∂t
= (λ+(β)D
α
−∞,x + λ−(β)D
α
x,+∞)P (x, t)− v
∂P (x, t)
∂x
(3.6)
où λ+(β) et λ−(β) dépendent du coefficient d’asymétrie β de Sα(1, β, 0).
Lorsque cette loi est symétrique, c’est à dire pour β = 0 ses coefficients sont
égaux. Dans ce cas particulièrement simple la transformée de Laplace Fourier
des solutions fondamentales de (3.6) est donnée par
˜ˆ
P (k, s) =
1
s+ ivk + λα|k|α , (3.7)
L’équation (3.6) a été étudiée par de nombreux auteurs, cités dans la thèse
[82] où est détaillé un schéma de différences finies approprié. On doit tout à fait
s’attendre à ce que des dérivées fractionnaires en espace puissent intervenir dans
la dispersion au sein des milieux complexes. Cependant l’objectif principal de la
présente thèse concerne les équations fractionnaires en temps. La plus célebre
d’entre elle est l’équation de Fokker-Planck fractionnaire
3.3.2 L’équation de Fokker-Planck fractionnaire
Le mouvement Brownien en présence d’un champ de force extérieure est
régi par l’équation de Fokker-Planck classique évoquée au chapitre II. Dans un
milieu non-homogène où la diffusion est anormale ce modèle classique de Fokker-
Planck se révèle inopérant. Pour décrire le transport anormal en présence d’un
champ de force extérieure, Metzler et Klafter [75] ont introduit la version frac-
tionnaire en temps de l’équation de Fokker-Planck (TFFPE, "time-fractional
Fokker-Planck").
∂tP = 0D
1−γ
0,t (∂xF (x) +Dα
1
2
∂2x)P (x, t) (3.8)
où 0D
1−γ
0,t est la dérivée fractionnaire de Riemann-Liouville. De plus, Dα est
le coefficient de diffusion anormale de dimension L
2
T γ avec 0 < γ < 1 et F (x)
est une force extérieure. Cette équation (3.8) permet de modéliser la diffusion
anormale dans un milieu poreux complexe qui impose des contraintes faisant
apparaître une corrélation temporelle à toutes les échelles.
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3.3.3 Le modèle MIM fractionnaire en temps
Une version fractionnaire du modèle MIM, le MIM fractal, a été proposée
par Schumer [8] pour tenir compte de données de terrain qui font apparaître
des comportements incompatibles non seulement avec l’ADE mais aussi avec le
MIM et avec l’équation de Fokker-Planck fractionnaire ci-dessus. Certains au-
teurs avaient remarqué que des données avec des puissances sont mieux décrites
en introduisant des fonctions mémoires comme dans (3.3) mais avec une puis-
sance à la place de l’exponentielle. Le modèle MIM fractal peut s’écrire sous la
forme de l’équation (3.4), mais l’opérateur H s’écrit cette fois-ci sous la forme
H = (Id+ ΛI1−γ0,t )−1 (3.9)
où Λ est un facteur pouvant tenir compte de la probabilité pour une particule
de contaminant d’être piégée. Nous allons montrer comment (3.9) s’introduit
dans l’équation d’évolution.
3.3.3.a Mise en forme mathématique du modèle MIM fractionnaire
Rappelons que (1.3) représente l’évolution de la densité de probabilité d’une
population de particules se déplaçant suivant un mouvement Brownien dans un
champ de vitesse moyenne v. Ce mouvement Brownien peut être approché en
faisant effectuer aux particules une marche aléatoire faite d’une suite de sauts
instantanés régulièrement répartis dans le temps et d’amplitudes distribuées
suivant la loi de Gauss. Dans le même ordre d’idée, nous montrerons aussi que
le MIM fractionnaire exprime à l’échelle macroscopique la densité d’une popu-
lation de particules effectuant une marche aléatoire caractérisée par des sauts
comme ci-dessus, mais séparés par des déplacements convectifs et des immo-
bilisations de durée aléatoire. Ces durées seront de plus supposées distribuées
selon une loi stable pour fixer les idées. On pourrait en fait supposer n’importe
quelle loi pourvu que sa densité se comporte comme une puissance du temps,
aux grands temps. Comme dans le cas de MIM original, les particules peuvent,
à chaque instant, être en phase mobile ou en phase immobile.
Nous supposons donc que les trajectoires des particules sont des réalisations
d’un processus aléatoire x(t). Alors la probabilité de trouver une particule don-
née entre x− dx2 et x+ dx2 à l’instant t est P (x, t)dx : la densité de probabilité
de la variable aléatoire X(t) est P (x, t). Si on demande, en plus, à la parti-
cule d’être mobile (ou immobile) à l’instant t, on fait intervenir Pm ou Pi. Au
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lieu de s’intéresser à une particule donnée, on peut s’intéresser à l’ensemble
de particules et à la moyenne du nombre de particules entre x − dx2 et x + dx2
divisée par le nombre total : c’est encore P (x, t)dx. C’est plus commode de
penser à une particule donnée pour les raisonnements. Par contre les mesures
de concentrations correspondent au second point de vue.
Nous allons utiliser le premier pour étudier une marche aléatoire présentant
sur son histogramme des "ailes" ou des traînées faisant apparaître des puissances.
Nous allons montrer que l’équation aux dérivées partielles qui régit le flux des
particules en mouvement contient un opérateur fractionnaire. Pour cela, nous
allons partir d’un ensemble de particules effctuant une marche au hasard formée
d’une succession de déplacements avec une échelle de temps τ et une échelle de
longueur l. Nous supposerons que cette marche aléatoire tend vers un processus
stochastique quand l et τ tendent vers 0. C’est ce qu’on appelle passer à la limite
hydrodynamique. Notre objectif est de déterminer l’e.d.p qui régit l’évolution
de la densité P (x, t) de ce processus limite. Nous y parviendrons après avoir
établi une relation entre Pm et Pi.
Ce passage à la limite revient à adopter des unités de longueur et de temps
grandes devant l et τ . Plus précisement, à petite échelle, nous supposons que
chaque particule de contaminant effectue une succession de déplacements, tous
associés à une échelle de temps τ . Le nième est la somme d’un déplacement égal
à vτ (v étant la vitesse d’advection, ou vitesse de pore) et d’un saut gaussien
lNn dont la longueur lNn est distribuée comme lN . De plus les Nn sont indépen-
dants. Ici l est une longueur caractéristique des sauts, tandis que N représente
une loi normale centrée réduite, de densité ϕ. Donc la densité ϕl de lN vérifie
la relation :
ϕl(y) =
1
l
ϕ(
y
l
), (3.10)
puisque la probabilité pour qu’un saut ait une amplitude lX entre x et x+ dx
est
P(x
l
< X <
x+ dx
l
) = ϕ(
x
l
)
dx
l
=
dx
l
ϕ(
x
l
). (3.11)
Ce modèle de déplacements est en tout point identique à celui qu’on utiliserait
dans une marche au hasard représentant la diffusion normale, et tendant vers
le mouvement Brownien pour τ −→ 0.
Dans le cas de la diffusion normale, ces déplacements sont séparés par des
durées identiques égales à l’échelle de temps τ comme sur la figure 3.2. Le
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Figure 3.2 – Représentation de quelques étapes de marche aléatoire approchant le mouvement Brownien
avec une vitesse moyenne uniforme
modèle MIM fractionnaire correspond au contraire à une situation dans laquelle
le nième saut (effectué à la fin d’une étape de durée τ , dévolue à la convection)
est suivi par un temps d’arrêt, comme si la particule tombait dans un piège.
Ceci est illustré par la figure 3.3. De plus elle peut y rester pour une durée
aléatoire Wn(Λτ)
1
γ , que Wn étant une variable aléatoire indépendante de toutes
les autres c’est à dire des Wn′ et de tous les Nm, et distribuée selon une loi de
Lévy d’exposant γ avec 0 < γ < 1. Pour être précis on a besoin de donner sa
transformée de Laplace, qui est e−s
γ
. La densité ψ de Wn se comporte comme
t−1−γ. La probabilité pour que Wn soit supérieure à t joue un rôle important et
s’écrit :
P(W > t) =
∫ ∞
t
ψ(θ)dθ ≡ Ψ(t) (3.12)
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on en déduit
P((τ) 1γW > t) = Ψ( t
Λτ
1
γ
) =
∫ ∞
t
1
τ
1
γ
ψ(
t
′
τ
1
γ
)dt
′ ≡ ΨΛ,τ(t) (3.13)
Cette fonction que nous notons ΨΛ,τ(t), est appelée probabilité de survie.
Figure 3.3 – Représentation d’une étape d’une marche aléatoire combinant des sauts instatanés, de l’advec-
tion et des immobilisations et approchant le fMIM.
3.3.3.b Densités mobiles et immobiles
Suivons une particule donnée au cours de cette marche au hasard, et partie
de l’origine à l’instant t = 0 et notons P τm(x, t) et P
τ
i (x, t) les densités donnant
la probabilité de la trouver mobile ou immobile au voisinage de x.
Nous allons établir des relations entre P τm(x, t) et P
τ
i (x, t), les densités de
particules à l’échelle microscopique, c’est à dire à celle de la marche au hasard.
Puis, nous passerons à la limite hydrodynamique en faisant tendre τ vers 0.
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Nous admettrons qu’alors P τm(x, t), P
τ
i (x, t) et P
τ = P τm + P
τ
i ont pour limites
Pm, Pi et P .
Pendant une phase mobile plusieurs scénarios sont envisageables. On peut
supposer que la particule effectue un déplacement chaque τ , durant l’intervalle
de temps [t− τ, t], le saut peut avoir lieu au debut, en plein temps de mobilité,
ou à la fin de cette période, distribué uniformement dans cet intervalle. On
peut supposer aussi que le saut n’est pas instantané. Et la fin du déplacement
ne dépend pas de ces scénarios ni affecté par la phase immobile les densités de
particules à l’échelle macroscopique. Toutes ces possibilités convergent vers une
même limite lorsque τ, l → 0. Pour des raisons de simplicité, on suppose que
la particule effectue des sauts instantanés pendant l’intervalle de temps τ qui a
lieu à la fin de chaque période de mobilité [84].
Dans le but d’établir une relation entre les densités de probabilité P τm(x, t)
et P τi (x, t), nous faisons intervenir deux grandeurs auxiliaires :
– pj, la densité de probabilité de juste arriver à l’issue d’un saut en la position
x à l’instant t
– pm, la densité de probabilité d’être juste libérée au point x à l’instant t.
Nous reproduisons (sous forme simplifiée) la démarche de [84] conduisant à
la relation (3.8) et à l’expression du flux de particules au point x. Sauf juste
après son injection dans le système, une particule a deux alternatives en x à t
si elle est mobile : elle peut terminer la mobilité à t− t′ avec 0 < t′ < t sans être
immobilisée ou elle peut être immobilisée puis relachée à une certaine distance
vt
′
de x. Ces deux alternatives sont suivies par une étape de convection qui
prend fin lorsque la particule est à t. La densité de probabilité pour que notre
particule soit mobile au voisinage de x s’écrit :
P τm(x, t) =
∫ τ
0
pm(x− vt′, t− t′)dt′
En ajoutant le terme source r(x, t) = δ(x)δ(t)
P τm(x, t) =
∫ τ
0
T (t)
t′
T (x)
vt′
[pm + r](x, t)dt
′
(3.14)
où T (t)
t′
et T (x)
vt′
sont respectivement des opérateurs de translation en temps
et en espace (leur amplitude est lue en indice).
La densité de probabilité pour que notre particule soit immobile au voisinage
de x s’écrit :
P τi (x, t) =
∫ t
0
pj(x, t)Ψ(
t− t′
τ
1
γ
)dt
′
(3.15)
L’expression de pj est
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pj(x, t) =
∫
y
pm(x− y − vτ, t− τ)ϕl(y)dy (3.16)
parce qu’un saut se terminant en x et ayant pour amplitude y est forcement
parti de x− y. De même une expression de pm est
pm(x, t) =
∫ t
0
pj(x, t− t′) 1
τ
1
γ
ψ(
t
′
τ
1
γ
)dt
′
(3.17)
parce qu’une étape mobile commençant à l’instant t suit une étape immobile,
et que si cette dernière a eu pour durée t
′
, elle a forcément débuté à l’instant
t− t′.
La densité P τi est par conséquent donnée par une convolution
P τi (x, t) = Ψ(
t− t′
τ
1
γ
) ∗ (T (x)vτ T (t)τ [pm + r] ⋆ ϕl)(x, t) (3.18)
où ∗ et ⋆ désignent respectivement la convolution de deux fonctions causales
(c’est à dire l’intégrale porte sur [0, t]) et la convolution tout court (avec une
intégrale portant sur tout R entier).
Pour t > τ , on peut écrire
P τm(x, t)
τ
=
1
τ
∫ τ
0
T (t)
t′
T (x)
vt′
pmdt
′
(3.19)
où apparaît une moyenne. Nous réalisons ainsi en quelque sorte une approxi-
mation de T (t)
t′
T (x)
vt′
pm sur l’intervalle τ . Ainsi, on montre [84] que pm peut être
approchée par P
τ
m(x,t)
τ dans l’espace L
p((0, T ),X ) :
T (t)τ T (x)vτ pm(x, t) ≃
1
τ
∫ τ
0
T (t)τ T (x)vτ pm(x, t)dt
′
. (3.20)
On a toutefois pas besoin de cette approximation pour écrire
P τi (x, t) =
∫ t
0
Ψ(
t− t′
τ
1
γ
)ϕl ⋆ [
Pm(x, t)
τ
+
∫ τ
0
[T (x)vτ T (t)τ −T (x)vt′ T
(t)
t′
]pm(x, t)]dt
′
(3.21)
Dans cette relation apparaît l’opérateur Rl,τ défini par
Rl,τg =
1
τ
×Ψ(t− t
′
τ
1
γ
) ∗ ϕl ⋆ g.
L’équation (3.21) s’écrit alors
P τi (x, t) = R
l,τP τm(x, t) +
∫ τ
0
(T (x)vτ T (t)τ − T (x)vt′ T
(t)
t′
)pm(x, t)dt
′
(3.22)
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Le second terme du second membre tend vers 0 quand τ tend vers 0, d’après
[84]. Dans cette référence, on montre aussi que Rl,τP τm(x, t) tend vers ΛP
τ
m(x, t)
quand τ tend vers 0. C’est parce que τ−1ΨΛ,γ se décompose selon
τ−1Ψγ = Λ
t−γ
Γ(1− γ) + τ
1
γ
−1(
1
τ
1
γ
K( t1
γ
)) (3.23)
où la fonction K est intégrable. On démontre dans [84] que pour cette raison
le second terme de (3.23) est le noyau d’une convolution qui tend vers 0 lorsque
τ tend vers 0. Il ne reste alors plus que le premier terme, qui est exactement
Λ multiplié par le noyau de l’intégrale fractionnaire I1−γ0,t définie par la relation
(2.23). On obtient ainsi à la limite quand τ → 0 la relation suivante
Pi(x, t) =
Λ
Γ(1− γ)t
′−γ ∗ Pm(x, t) = Λ 1
Γ(1− γ)
∫ t
0
t
′−γPm(x, t− t′)dt′ (3.24)
soit
Pi(x, t) = ΛI
1−γ
0,t Pm(x, t) (3.25)
Cette relation permet de relier P (x, t) à Pm(x, t) puisque la probabilité pour
une particule d’être en x à t s’écrit :
P = Pi + Pm donc
P (x, t) = (Id+ ΛI1−γ0,t )Pm.
Or, on montre dans [70] que l’opérateur (Id + ΛI1−γ0,t ) est inversible dans des
espaces appropriés. La relation (3.9) annoncée plus haut est donc démontrée :
Pm(x, t) = (Id+ ΛI
1−γ
0,t )
−1P (x, t)
Pour aboutir à une équation d’évolution pour la densité P , il reste à déter-
miner le flux de particules en un point.
3.3.3.c Flux de traceurs et équations
On démontre de [84] que ce flux s’obtient en appliquant la loi de Fick à la
densité mobile Pm, à condition de plus que les échelles de longueur l et de temps
τ vérifient la relation l2 = 2Dτ , D représentant un coefficient de diffusion, ou
plutôt ici une dispersion. Cette loi de Fick s’écrit
Flux(x, t) = −(∇D − v)Pm = −(∇D − v)(Id+ ΛI1−γ0,t )−1P (x, t) (3.26)
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Elle est démontrée en détail dans [84] en partant du bilan de marcheurs
traversant x vers la droite ou vers la gauche, dans le cadre de la marche au
hasard. Ensuite on fait tendre τ vers 0. Compte tenu de cette expression sur les
flux, la conservation de la masse présente dans [x− dx2 , x+ dx2 ] implique
∂tP (x, t) = ∂x(∂xD(Id+ΛI
1−γ
0,t )
−1P (x, t)− v(Id+ΛI1−γ0,t )−1P (x, t))+ r (3.27)
Cette équation (3.27) modélise l’évolution de la densité de contaminant dans
un milieu poreux dans lequel on suppose que des sites d’adsorption imposent
des immobilisations aléatoires. De plus, les particules peuvent être immobiliséés
pour des durées longues. La présence d’une loi de puissance implique que l’his-
toire passée de chaque particule de contaminant est oubliée très lentement dans
le temps plus l’exposant γ est petit, la probabilité pour qu’une étape immobile
dure longtemps augmentent, et finalement plus la mémoire est longue.
Dans l’équation (3.27), r représente un terme source et Λ a été choisi comme
un simple facteur d’échelle pour dilater arbitrairement l’ensemble des durées des
immobilisations. Nous aurions tout aussi bien pu incorporer dans ce paramètre
la probabilité pour une particule d’être piégée lorsqu’il termine un saut. Dans
[84] on traite le cas où cette probabilité dépend de x. Le paramètre γ est un
paramètre relatif à l’hétérogénéité (statistique) des variables aléatoires distri-
buant les durées des arrêts successifs. Il peut être lié à l’hétérogénéité du milieu
poreux considéré, ou à un mécanisme plus complexe, comme c’est peut être le
cas dans les milieux non saturés. Le paramètre γ varie entre 0 et 1. L’opérateur
I1−γ0,t représente une intégrale fractionnaire d’ordre (1− γ) suivant la définition
(2.23), et dans laquelle la borne inférieure est prise égale à zéro (a = 0).
L’équation (3.27) peut être mise sous plusieurs formes, équivalentes lorsque
les paramètres (D, v,Λ) sont indépendants à la fois de x et de t. En vertu de
(3.25), on voit immédiatement que (3.27) équivaut à
∂tPm(x, t) + ΛD
γ
0,tPm = ∂x(∂xDPm − vPm) + r (3.28)
où intervient la dérivée de Riemann-Liouville d’ordre γ.
Une autre forme du modèle MIM fractionnaire, équivalente aussi quand les
paramètres D et v sont constants, est
∂tP (x, t) + Λ∂
γ
t P (x, t) = ∂x(∂xDP (x, t)− vP (x, t)) + (Id+ ΛI1−γ0,t )r (3.29)
L’opérateur ∂γt est la dérivée de Caputo définie par l’équation (2.48). Rap-
pelons ici que lorsque le paramètre γ devient égal à 1, nous retrouvons une
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dérivée temporelle ordinaire. Si de plus, nous fixons Λ = 0, alors nous retrou-
vons le modèle ADE avec un terme source ce qui est normal puisque la marche
au hasard ci-dessous correspond alors à l’équation d’advection diffusion. Cette
dernière équation est un cas particulier de (3.29) ou (3.30), et pas un modèle
fondamentalement différent.
Comme la convolution de noyau ωe−ωt est une approximation de l’identité
lorsque ω est grand, l’équation (3.29) pour γ = 1 a la même structure que la
limite (3.2) lorsque ω →∞.
Sous sa forme (3.27) au (3.29) le MIM fractal ressemble à l’équation de
Fokker-Planck fractionnaire, (FFPE), Barkai [4], plus connue
∂tP (x, t) = ∂
2
xDαD
1−γ
0,t P (x, t)− ∂x(vD1−γ0,t P (x, t)) + r (3.30)
et évoquée au paragraphe 3.3.2, où Dα est un paramètre qui n’a pas tout à
fait la dimension de D, mais celle de L
2
T γ . Les solutions de ces deux équations
ont le même comportement asymptotique en t−γ−1 lorsque t → ∞, d’après
Schumer [8] du moins, si r = δ(t). Ce comportement asymptotique est illustré en
coordonnées logarithmiques par figure 3.9. Elles diffèrent cependant aux temps
courts ou aux temps intermédiaires. Aux temps courts, les solutions du fMIM
ressemblent à celle de l’équation d’advection dispersion (ADE). D’après cette
référence, il faut attendre des temps de l’ordre ( 3Λ)
1
1−γ pour que les solutions de
ces équations se ressemblent.
Signalons encore qu’une des difficultés que l’on rencontre quand on étudie le
phénomène de transport de contaminants réside dans la recherche des solutions
analytiques des équations aux dérivées partielles incluant des opérateurs non
locaux qui le gouvernent. Les solutions analytiques sont limitées à des classes
de conditions initiales et de conditions aux limites. Les méthodes numériques
restent donc le seul moyen général pour décrire les solutions du fMIM. Avant de
décrire des méthodes fiables pour représenter numériquement les solutions de
fMIM, nous présentons un exemple simple qui donne une expression analytique
des solutions de fMIM dans un cas particulier de conditions initiales et aux
limites. Ce modèle permet de tester l’efficacité du schéma numérique décrit par
la suite.
3.3.3.d Les solutions du modèle MIM
Exemple ̥3
Solution analytique : Soient C(x, 0) = e
v
2Dx sin(πx) une distribution initiale et
C(0, t) = C(1, t) = 0 les conditions aux limites. L’évolution de C(x, t) est régie
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par (3.29). Les solutions analytiques s’obtiennent par la méthode de séparation
de variables appliquée à cette équation. On obtient par cette méthode la solution
exacte égale à
P (x, t) = e
v
2Dx
sin(πx)
π
∫ ∞
0
e−tr
PΛrγ−1 sin(γπ)
(P+ r)2 + Λ2r2γ − 2(P+ r)Λrγ cos(γπ) (3.31)
où P est une constante. Si v = 0 on a
P (x, t) =
sin(πx)
π
∫ ∞
0
e−tr
PΛrγ−1 sin(γπ)
(P+ r)2 + Λ2r2γ − 2(P+ r)Λrγ cos(γπ) (3.32)
Cette solution exacte, comparée à la solution de la version discrétisée de
(3.29) (vériant les mêmes conditions initiales et aux limites) est représentée sur
la figure 3.4.
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Figure 3.4 – Profil de C(x, t) lorsque v = 0, Λ = 1, γ = 0.5 ; conditions aux limites C(0,t)=C(1,t)=0
Exemple plus appliqué dans le cas d’un flux imposé en 0
Le milieu poreux considéré est une colonne de laboratoire de longueur L au-
quel on a appliqué un flux R(0, t) en un endroit donné. La densité de traceur
dans la colonne est une fonction P (x, t) de l’abscisse x avec 0 < x < L. Si on
veut la relier à la concentration C(x, t), on a P (x, t) = C(x, t)θ où θ représente
la portion de l’espace poral occupée par le solvant. Soit F (x, t) le flux de par-
ticules qui traverse la colonne à l’abscisse x. La dispersion dans le milieu est
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exprimée par l’équation (3.27) qui généralise la loi de Fick, modifiée à cause du
comportement de flux (3.26)
F (x, t) = (D∇− v)(Id+ ΛI1−γ0,t )−1P (x, t),
L’équation (3.26) donne un flux de la densité P (x, t) par l’intermédiaire de l’opé-
rateur (Id+ ΛI1−λ0,t )
−1. La source d’alimentation est un créneau utilisé souvent
dans des expériences en laboratoire. Cela consiste à injecter dans la colonne à
un endroit fixé pendant un temps bien limité un flux constant de particules de
contaminant.
Dans ces conditions, l’obtention d’une solution exacte est quasiment impos-
sible. Nous faisons recours à des méthodes numériques pour résoudre ce pro-
blème, bien que ceci demande des efforts de calculs importants. Nous verrons
plus loin que la marche au hasard qui nous a permis de démontrer la relation
(3.21) entre Pm et P , et de déterminer le flux de particules, permet aussi de
simuler l’équation (3.29) et de vérifier la qualité de sa discrétisation. Passons
à la discrétisation des opérateurs fractionnaires et d’ordre entier en appliquant
les définitions données au chapitre II.
3.4 Principe de la solution numérique des diverses for-
mulations du fMIM
Une partie de notre travail consiste à mettre en oeuvre des outils numé-
riques fondés sur les différences finies pour résoudre (3.27)ou (3.29). Une étape
importante est la discrétisation des opérateurs fractionnaires présents dans les
équations. Selon la formulation choisie, on doit discrétiser la dérivée de Caputo
ou celle de Riemann-Liouville, ou l’opérateur H = (Id+ ΛI1−γ0,1 )−1.
Il faut d’autre part combiner ceci avec la discrétisation des dérivées spatiales.
3.4.1 La dérivée de Caputo ∂γt
Pour 0 < γ < 1 sa définition est
∂γt f(x, t) = I
1−γ
0,t ∂tf(x, t)
D’après Diethelm [27], une approximation d’ordre 2−γ de ∂γt f(x, t = n∆t)
est
∆t−γ
Γ(2− γ)
n∑
i=0
ai,nf(x, (n− i)∆t− (n− i)∆tf(x, 0+))
avec
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a0,n = 1
ai,n = (n+ i)
1−γ − 2i1−γ + (n− i)1−γ pour 0 < i < n
an,n = (1− γ)n−γ − n1−γ + (n− i)1−γ
3.4.2 La dérivée de Riemann-Liouville
Elle peut être discrétisée en utilisant l’approximation de Grünwald-Letnikov
(Dγ0,tu) =
m∑
k=0
Ap(γ, k)u((m− k)∆t) (3.33)
pour t = m∆t, et Ap représente le poids.
3.4.3 Discrétisation de H = (Id+ ΛI1−γ0,t )−1
Après une brève description de la discrétisation de H nous détaillons la
méthode semi-implicite utilisée pour discrétiser (3.29).
3.4.4 L’opérateur H
L’opérateur H s’obtient en inversant (Id+ ΛI1−γ0,t ), et ce dernier présente la
structure d’une convolution. L’inversion reviendra à celle d’une matrice trian-
gulaire. Il faut d’abord discrétiser l’intégrale fractionnaire I1−γ0,t elle même. Pour
I1−γ0,t f(x,N∆t), on dispose de l’approximation
∆t−γ
Γ(2− γ)

N−1∑
i=0
Wn(f(x, (N − n)∆t) +W ′Nf(x, 0))

 (3.34)
=
N−1∑
i=0
Wnf(x, (N − n)∆t) +W ′Nf(x, 0)
avec
W0 = 1
Wn = (n+ 1)
1+α − 2n1+α + (n+ 1)α+1
et W
′
N = (α+ 1)N
α −Nα+1 + (N − 1)α+1
qui est d’ordre deux, voir Diethelm [27]. Cette approximation est fondée sur
la méthode des trapèzes, qui consiste à partager le domaine d’intégration en
petits intervalles égaux au pas de temps ∆t de la discrétisation. Ensuite sur
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chacun de ces petits intervalles, on approche par une droite la fonction f(t)
à laquelle on souhaite appliquer l’opérateur intégral Iγ0,t. La qualité de cette
approximation est vérifiée comme le montrent les figures 3.5 et 3.6 ci-dessous.
La solution exacte est donnée par la formule suivante :
Iγ0,tf(x, t) =
Γ(1 + α)
Γ(γ + α+ 1)
tα+γ (3.35)
Pour f(t) = tα avec α = 0.5 on a
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Figure 3.5 – La solution approchée et la solution exacte sont en accord, γ = 0.5, α = 0.5
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Figure 3.6 – La solution approchée et exacte sont en accord, γ = 0.5, α = 0.25
3.4.5 L’inversion de H
L’image (Id+ ΛI1−γ0,t )−1g(t) n’est autre que la fonction f vérifiant
(Id+ ΛI1−γ0,t )
−1f(t) = g(t) ∀ t > 0.
Ceci s’écrit
(1−W0)f(N∆t) +
N−1∑
n=1
Wnf((N − n)∆t) +W ′Nf(0) = g(N∆t) ∀N > 0
donc on a f(N∆t) =
N−1∑
n=0
Bng((N − 1)∆t) +B ′Ng(0),
Les Bn se calculent facilement par récurrence selon la méthode qui suit.
Appelons WN la matrice (N + 1)×(N + 1) qui, pour tout vecteur (Z0....ZN),
détermine (Y0...YN) tel que :
Y0 = W0Z0
...
Yn =
n∑
j=0
WjZn−j pour n < N.
...
YN =
N−1∑
j=0
WjZn−j +W
′
NZ0
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Cette matrice triangulaire inférieure a pour éléments les BNi,j tels que :
WNi,j = 0 si j > i, WNi,i = W0 et WNi,i−j = Wj sauf WNN,0 = W
′
N .
Son inverse, BN , a même structure avec BNi,i = B0, et BNi,i−j = Bj. Chaque
relation
N∑
k=0
BNi kWNk i = 1 s’écrit tout simplement B0W0 = 1
Chaque relation
n∑
k=0
BN0 kWNk n = 0 avec 1 ≤ n < N
s’écrit
B0Wn + · · ·+BnW0 = 0
et permet de calculer les Bn de proche en proche, sauf BN . Pour ce dernier, une
fois que les précédents sont calculés, on utilise
∑N
k=0 BN0 kWNkN = 0 qui s’écrit
B0W
′
N +B1W
1
N−1 + · · ·+BN−1W1 +BNW0 = 0.
C’est facile à programmer, et le calcul est rapide. Quand on incrémente N , pour
passer d’un pas de temps au suivant, les Bn pour n < N ne changent pas on
doit seulement réactualiser BN qui, au pas N + 1 devra vérifier
B0WN +B1WN−1 + · · ·+BN−1W1 +BNW0 = 0.
Cet opérateur W intervient aussi hors du cadre des équations aux dérivées
partielles (edp), en relation avec des processus stochastiques pour détermi-
ner leurs moments. Il permet aussi un calcul rapide et précis des fonctions
de Mittag-Leﬄer définies au paragraphe 2.5. Les opérateurs fractionnaires sont
non-locaux, et leur approximation fait apparaître une somme portant sur tout
le passé du système.
Il faut aussi discrétiser les dérivées spatiales, et éviter les instabilités. Pour
cela nous utilisons un schéma semi-implicite, c’est à dire que pour passer des
temps 0.....n∆t au temps (n+1)∆t nous écrivons un système d’équations pour
le champ au temps (n+ 1)∆t (que nous devons déterminer à partir de ce qui a
été calculé jusqu’au temps n∆t). Nous devons donc déterminer le vecteur des
P (i∆x, (N + 1)∆t). Pour cela nous devons résoudre le système linéaire dont
il est solution. Il fait intervenir une matrice, et le second membre dépend des
données et du passé. Mettons en oeuvre cette méthode semi-implicite dans le
cadre de la formulation (3.29).
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3.4.6 Schéma semi-implicite permettant de résoudre le fMIM
A partir des poids Bn ainsi représentant l’opérateur W , un schéma semi-
implicite permet de passer des
PNi = P (i∆x,N∆t), i = 0 · · ·Nsp − 1 aux PN+1i = P (i∆x, (N + 1)∆t)
selon
PN+1i − PNi
∆t
=
N∑
j=0
Bj
(DPN+1−ji+1 )− (2DPN+1−ji )− (DPN+1−ji−1 )
∆x2
−
N∑
j=0
Bj
(vPN+1−ji+1 )− (DPN+1−ji−1 )
2∆x
+ rN+1i (3.36)
En regroupant au premier membre tous les termes qui correspondent au temps
N + 1, et en plaçant au second membre tous les centres, on obtient pour les
vecteurs PNi et P
N+1
i de R
Nsp
MpN+1 =
N∑
j=0
Ajp
N+1−j. (3.37)
Le vecteur PN de RNsp représente (PN0 ...P
N
Nsp−1), M et Aj sont des matrices
Nsp × Nsp. Le calcul de DP en (i + 1)∆x, i∆x ou (i − 1)∆x et le calcul de
vP en (i+1)∆x ou (i− 1)∆x, signalé par des notations (DP )i ou (vP )i−1 dans
(3.36), permet d’inclure des paramètres D ou v dépendant de x. La prise en
compte d’un paramètre Λ dépendant de x dans le calcul des Wn et W
′
n a aussi
été effectuée sans difficulté à l’aide de tableaux à double entrée pour représenter
W et W
′
.
3.4.7 Conditions aux limites
Les conditions aux limites appliquées en x = 0 et en x = 1 sont éventuelle-
ment prises en compte dans la première et la dernière ligne des matrices M et
A. Des conditions aux limites absorbantes (imposant P = 0) n’ont aucun effet
sur l’écriture de ces matrices, il en va autrement pour une condition imposant
par exemple un flux ∂x(DP ) − vP nul en x = 0. Une telle condition (x = 0)
peut être de la forme DP1−P−12∆x −(vP )0 où on a choisi une approximation d’ordre
deux pour la dérivée. Cette relation permet d’exprimer P−1 en fonction de P1
et P0, et de le reporter dans l’équation (3.36) écrite pour i = 0. Cette solution
est bien préférable au choix d’une approximation d’ordre inférieur, comme le
montrent les figures ci-après 3.7 et 3.8 donnant les différents profils de densité de
probabilité et la figure 3.10 donnant les comparaisons entre des histogrammes
des marches au hasard et les solutions du modèle MIM fractal.
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3.4.8 Allure des profils spatiaux et des courbes de percée
Pour vérifier la qualité des simulations des solutions de (3.29), nous avons
comparé avec des approximations fondées sur des marches au hasard, décrites
au paragraphe 3.3.3. On observe un très bon accord, qui se dégrade quand la
diffusivité D diminue beaucoup : la diffusion numérique est alors visible, comme
l’indique la figure 3.10. Toutes les figures de ce chapitre ont été obtenues avec
un flux constant imposé en x = 0 pendant la même durée.
L’effet du paramètre γ est illustré par les figures 3.7-3.8. Le comportement
asymptotique n’a pas été représenté, et on s’est attaché à des effets visibles
beaucoup plus tôt. Ces effets concernent l’épaisseur des traînées et la forme du
pic, plus pointu losrque γ est petit. La figure 3.13 montre des instantanés ob-
tenus à des instants fixés, pour diverses valeurs du paramètre γ, qui est le seul
qu’on ait fait varier. On observe que les profils spatiaux s’étalent plus lorsque γ
diminue. On observe aussi qu’en diminuant γ on ne retarde pas la progression
de tout le contaminant : on l’étale dans l’espace et les profils spatiaux corres-
pondant aux petites valeurs de γ vont même un peu plus loin que les autres,
au début. Les figures 3.7-3.8 montrent l’effet de γ sur les traînées : quand ce
paramètre est seul à varier, on épaissit la traînée en diminuant γ. Cependant,
on diminuerait aussi les traînées en diminuant Λ. Les courbes de percée repré-
sentées sur les figures 3.14, 3.15 et 3.16 montrent que la valeur de γ a peu d’effet
sur la montée de ces courbes.
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Figure 3.7 – Profils temporels P(x,t) des courbes de percée solutions du modèle MIM-fractionnaire donnés
par l’équation (3.29) avec D = 0.001, v = 1, Λ = 1, γ = 0.6 ; D = 0.001, v = 1, Λ = 1, γ = 0.5 pour différentes
positions.
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Figure 3.8 – Profils temporels P(x,t) des courbes de percée solutions du modèle MIM fractal donnés par
l’équation (3.29) avec D = 0.001, v = 0.5, Λ = 1, γ = 0.9 ; D = 0.001, v = 1,Λ = 1, γ = 0.8 pour différentes
positions.
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Figure 3.9 – Courbes de percée en coordonnées logarithmiques, montrant le comportement asymptotique
de 2 jeux de paramètres donnant des profils, excepté aux grands temps.
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Figure 3.10 – Instantanés P(x,t) des solutions du modèle MIM-fractionnaire en temps donnés par l’équation
(3.29) comparés à la Marche aléatoire (3.38) avec D = 0.00001, v = 1, Λ = 1, γ = 0.9
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Figure 3.11 – Profils temporels P(x,t) des solutions du modèle MIM-fractionnaire donnés par l’équation
(3.29) avec D = 0.00001, v = 1, Λ = 1, γ = 0.9
3.5 Modèle de marche aléatoire subordonnée en temps
En effet l’équation (3.29) régit l’évolution de la densité d’un processus sto-
chastique qui est la limite hydrodynamique des marches au hasard. A chaque
instant, l’histogramme qu’on en déduit réalise une approximation de la solution
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P (x, t) de (3.29). Après un bref rappel du principe de ces marches au hasard,
nous indiquerons comment nous les avons mises en oeuvre numériquement et
nous présenterons la comparaison de leurs histogrammes avec la simulation de
(3.29).
3.5.1 Principe des Marches au hasard
Nous avons vu au debut du paragraphe 3.3.3 que l’équation (3.29) représente
l’évolution de la densité d’un nuage de particules effectuant la marche au hasard
suivante, dans la limite (hydrodynamique) où τ −→ 0. Un grand nombre de
particules effectue des étapes successives, elles mêmes décomposées en sous
étapes consacrées à la convection (à la vitesse v) et à la dispersion, dans ce cas
il n’y a pas d’immobilité. Dans le cas du mouvement Brownien, dont la densité
vérifie (3.29), l’étape de rang n fait ainsi passer une particule de la position Xn
à l’instant tn, en passant d’abord par xn + vτ à tn + τ (sous étape convective).
Ensuite, cette particule subit un déplacement instantané, d’amplitude lNn où
l =
√
(2Dτ) alors que Nn représente une variable aléatoire gaussienne centrée
normalisée.
Pour donner aux particules la possibilité de s’immobiliser comme on dé-
duit du paragraphe 3.3.3, on peut leur imposer d’attendre au point xn+1 =
xn+vτ + lN à partir de l’instant tn+1 pour une durée aléatoire (λτ)
1
γWn où Wn
est une variable aléatoire à valeurs positives, suivant une loi de Lévy d’exposant
γ compris entre 0 < γ < 1.
Une étape de la marche au hasard ainsi obtenue est représentée par la figure
3.3. La figure 3.12 illustre des trajectoires plus complètes obtenues pour plu-
sieurs valeurs de γ : les durées d’immobilisation, plus longues lorsque γ diminue,
retardant les particules.
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Figure 3.12 – Trajectoires des marches au hasard définies par (3.38). Les trajectoires ont été obtenues avec
les mêmes déplacements lNn
Cette marche au hasard a des trajectoires linéaires par morceaux, joignant
les (xn, tn) aux (xn+1, tn + τ) puis à (xn+1, tn+1) selon les équations suivantes :
xn+1 = xn + vτ + lNn (3.38)
tn+1 = tn + τ + (Λτ)
1
γWn
où l’on pose l =
√
2Dτ : D est la diffusivité. Définir la variable Wn en disant
qu’elle prend des valeurs positives et suit la loi stable d’exposant γ suffit à la
déterminer. La figure 3.3 représente un petit morceau d’une trajectoire, en fait
une étape constituée de la marche au hasard. Nous avons vu au paragraphe 3.3.3
que lorsque τ → 0 les densités de marcheurs mobiles et immobiles tendent vers
des limites Pm et P−Pm, la densité P vérifiant elle même l’équation (3.29). Cette
référence démontre aussi que le fait d’avoir imposé une sous étape de convection
(déplacement vτ) suivie d’un saut dispersif puis d’une immobilisation, dans cet
ordre, n’a pas d’importance. On obtient la même limite en changeant l’ordre
de ces étapes, ou en répartissant le déplacement dispersif sur toute la durée τ
dévolue aux déplacements.
Des marches au hasard dont la densité vérifie le modèle MIM existent aussi.
Elle ne font pas intervenir de passage à la limite hydrodynamique mais ne sont
pas pour autant faciles à mettre en oeuvre. Elles ont aussi des trajectoires
linéaires par morceaux, joignant les points (xn, tn), (xn+vMn+Nn = xn+1, tn+
Mn), (xn+1, tn + Mn + Tn = tn+1). Dans ce cas les Mn et les Tn représentent
des durées de pas mobiles et immobiles, les Mn étant distribués selon une loi
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exponentielle de moyenne 1Kω alors que les Tn sont distribués aussi selon une loi
exponentielle, mais de moyenne 1ω [11].
3.5.2 Principe de la Simulation des Marches au hasard
Le mouvement d’un grand nombre de particules est simulé sur la base de
(3.38) au moyen de tirages, effectués numériquement, de nombres aléatoires,
ou plutôt pseudo-aléatoires représentant les Nn et les Wn. On a besoin d’un
suivi précis de l’ensemble des particules à chaque instant, selon le pas de temps
τ par exemple. A l’instant nτ , on inspecte les particules une à une. Celles
qui ont préalablement tiré une durée d’immobilisation allant au delà de nτ
ne doivent pas bouger. Pour chacune des autres, il convient de savoir quand
exactement elle a terminé l’étape précédente (disons à l’instant θ). Ensuite
on la déplace de vτ + lNn qui est sa nouvelle position à l’instant θ + τ , et
elle tire une durée d’immobilité, et ainsi de suite. Pour cela on a besoin d’un
tableau pour la position courante de chaque particule, et d’un tableau pour le
temps qu’il lui reste à passer étant immobile. Ces tableaux sont réactualisés à
chaque instant nτ . La mise en oeuvre de ceci repose donc sur une comptabilité
précise du mouvement de chaque particule. Elle repose aussi sur le tirage de
variable aléatoire ayant les propriétés desNn et desWn. Des réalisations de telles
variables aléatoires se déduisent de celles de variables uniformement réparties,
elles mêmes obtenues par un "générateur" de nombre aléatoires. Nous avons
utilisé l’instruction "rand" de C ++.
Le très bon accord entre les densités calculées à partir d’histogrammes de
telles marches au hasard et les solutions de (3.29), représentées sur la figure 3.13
ci-dessous, permet de contrôler la qualité de discrétisation de cette dernière.
C’est particulièrement utile lorsque les paramètres D, v et Λ sont autorisés à
dépendre de x , ou de t, car alors on ne dispose plus de solutions exactes pour
vérifier les résultats des simulations.
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Figure 3.13 – Profils P(x,t) des solutions du modèle MIM-fractionnaire donnés par l’équation (3.29) comparés
à la Marche aléatoire (3.38)
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Figure 3.14 – Courbes de percée correspondant à D = 0.1, v = 0.5, Λ = 1.2, et γ = 0.5
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Figure 3.15 – Courbes de percée correspondant à D = 0.1, v = 0.5, Λ = 1.2, et γ = 0.6
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Figure 3.16 – Courbes de percée correspondant à D = 0.1, v = 0.5, Λ = 1.2, et γ = 0.8
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3.6 Conclusion
Différents modèles de transport de masse ont été abordés dans ce chapitre,
à savoir, le MIM classique, l’équation de Fokker-Planck fractionnaire (très ra-
pidement) et le modèle MIM fractal de façon plus approfondie. Ces modèles
permettent non seulement de représenter les observations de transport anor-
mal et comprendre les écarts à la loi gaussienne dans des milieux poreux mais
devraient permettre aussi de faire de prédictions, bien sur selon les contextes.
La démonstration du lien entre des marches au hasard et le modèle MIM frac-
tal a été esquissée. Ce lien permet d’utiliser les marches au hasard comme outil
de simulation numérique des solutions de cette équation aux dérivées partielles.
Ceci permet en particulier de vérifier que le choix des pas d’espace et de temps
assure une précision convenable dans la discrétisation de l’équation (3.29). De
plus, les marches au hasard permettent de simuler d’autres observables que
P (x, t), comme par exemple celles liées à la statistique des déplacements effec-
tués par les particules de traceur pendant un intervalle de temps donné. Mais
ceci sort du cadre de cette thèse. Ces outils de simulation numérique devraient
permettre de prédire, par exemple, le futur d’une expérience de dispersion à
partir de premières observations. Mais pour cela, il nous faut disposer des pa-
ramètres (D, v, λ, γ) qui interviennent dans le modèle MIM fractal. Il faut donc
diposer d’une méthode d’inversion, permettant de les estimer sur la base des
premières données. Ceci est l’objet du chapitre suivant.
Chapitre 4
Inversion du modèle MIM
fractionnaire. Détermination des
paramètres du modèle à partir de
données
4.1 Introduction
Dans le chapitre précédent, nous avons décrit un modèle de diffusion anor-
male et présenté quelques outils de simulation, c’est-à-dire que nous avons mis
en forme le problème direct. Pour résoudre le problème direct, il faut dispo-
ser des paramètres du modèle, à savoir (D, v,Λ, γ) dans le cas de fMIM (ou
(D, v,K, ω) dans le cas du MIM classique). Et on détermine l’évolution de la
concentration C(x, t) ou de la densité de probabilité P (x, t) en tout point dans
le milieu considéré. On parle alors de la simulation du phénomène de transport
dans le milieu poreux. En d’autres termes, on peut simuler le transport dans
un milieu poreux donné avec un modèle, à condition de disposer des valeurs
des paramètres associés. Il faut noter que compte tenu du caractère "théorique"
de ces paramètres, il est en général difficile, peut être même illusoire, d’espérer
les obtenir directement à partir de mesures faites sur le milieu. Néanmoins, les
concentrations et donc les densités de probabilité qui sont les sorties du modèle
de transport restent mesurables à partir des expériences en laboratoire et en
site naturel. En pratique, confronter un modèle avec des expériences nécessite
de trouver les paramètres du modèle à partir de ces données expérimentales.
Ensuite, il reste à vérifier que la solution du problème direct qui correspond à
ces valeurs estimées de paramètres, représente convenablement les données. Si
tel est le cas, on a vraiment deviné les bons paramètres.
Le chapitre III a presenté les propriétés des solutions du problème direct,
ainsi que des méthodes pour les approcher. Le présent chapitre a pour objet
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le problème inverse. Nous supposons donc que les densités de probabilité des
particules de contaminant sont données à partir de résultats expérimentaux, et
nous cherchons à retrouver les paramètres du modèle qui leur correspondent.
Quel que soit la méthode utilisée pour cela, il faut un critère quantitatif
pour décider si un jeu de paramètres correspond ou non à un jeu de données.
Le critère que nous choisissons est une fonction "objectif" mesurant l’écart entre
les données et la densité de traceur calculée à partir du modèle et d’un jeu de
paramètres à tester. Nous allons proposer une méthode, fondée sur des trans-
formations intégrales appliquées directement aux données, et qui produit un
ensemble C de paramètres. Elle est inspirée de la méthode des moments tem-
porels, employée [108] pour inverser le modèle MIM classique. Nous insisterons
par conséquent sur l’élément qui correspond au minimum de la fonction objec-
tif dans cet ensemble C. La résolution du problème direct joue un rôle essentiel
dans la seconde étape de cette démarche, puisqu’elle est la base du calcul de la
fonction objectif.
Dans le présent chapitre, nous allons définir les transformations intégrales
que nous comptons utiliser, et préciser le lien qui les unit aux paramètres de
transport dans le cadre du fMIM, après avoir rappelé une méthode utilisée
dans le même esprit pour le MIM. Ensuite, nous l’appliquerons à des don-
nées "synthétiques" calculées en résolvant le problème direct à partir de para-
mètres (D∗, v∗,Λ∗, γ∗) choisis arbitrairement. Cette étape a tout d’abord pour
but d’illustrer notre démarche. Elle vise à préciser des circonstances dans les-
quelles elle donne de moins bons résultats. Nous passerons enfin à de " vraies
données".
4.2 Rappel d’une méthode utilisant des moments tem-
porels dans le cadre du MIM
Plusieurs auteurs ont utilisé les moments des courbes de percée pour dé-
terminer les paramètres d’un modèle de transport à partir d’expériences [50].
Plusieurs travaux ont décrit cette démarche, le cas des modèles ADE et MIM
classique [26][46][50][90][92][108][109]. La méthode consiste à établir à partir de
la transformée de Laplace de l’équation de transport des relations qui lient les
paramètres du modèle aux moments temporels des courbes de percée. On en
déduit un système d’équations algébriques dont la solution conduit aux valeurs
des paramètres du modèle [90].
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Pour obtenir ce système, nous supposons qu’en un certain nombre de points
d’un milieu poreux unidimensionnel, l’évolution temporelle de la densité de
probabilité P (xn, t) est connue. On est dans cette situation à la suite d’une série
de mesures au cours d’une expérience en colonne de laboratoire où des particules
de contaminant ont été préalablement injectées, pourvu que la concentration
ait été mesurée tout au long de l’expérience, en quelques sections droites (de
position xi). Pour chacun de ces xi, nous pouvons calculer la transformée de
Laplace de la densité de probabilité correspondante avec la formule
P˜ (xi, s) =
∫ ∞
0
P ∗(xi, t)e−stdt
où P ∗(xi, t) est la densité mesurée. Par ailleurs, pour un domaine semi-infini
x ∈ [0,+∞[, on montre que la transformée de Laplace P˜ (x, s) du modèle de
transport (3.2) [108][109] peut s’écrire sous la forme
P˜ (x, s) =
R˜(s)
s
e−xf(s)f(s), (4.1)
où f représente une fonction qui contient les paramètres v,D,K et ω du modèle.
D’autre part, les moments temporels mn =
∫+∞
0 t
nP (x, t) dt, lorsqu’ils sont
finis, dont les dérivées de la transformée de Laplace P˜ (x, s) calculées en la valeur
s = 0+ de la variable de Laplace. Il se trouve que cette transformée de Laplace
est dérivable en s = 0, dans le cadre des modèles ADE et MIM classique.
Or, lorsque la transformée de Laplace de P ∗(xi, t) est dérivable en 0+, on a
mn(x) = (−1)n d
n
dsn
P˜ (x, s)|s=0. (4.2)
Donc les dérivées (en s = 0+) de P˜ (x, s) sont liées aux dérivées d
n
dsnf |s=0 de la
fonction f de (4.1) par des relations spécifiques au modèle, et qui font intervenir
les paramètres. Pour le MIM classique, différents auteurs [41][59][92][108][109]
ont utilisé avec succès cette approche pour estimer les paramètres (v,D,K, ω).
En ce qui concerne le modèle MIM fractionnaire, la transformée de Laplace
de ses solutions n’a plus ni limite finie ni a fortiori de dérivée finie en s = 0+. En
d’autres termes, les moments ne sont plus finis. On peut cependant les remplacer
par d’autres transformées intégrales des profils temporels de concentration ou
de densité, et suivre une démarche analogue pour déterminer les paramètres
du transport. Ces transformées intégrales sont en quelque sorte des moments
tronqués, et finis. Nous allons montrer le lien qui les unit aux paramètres, sur
la base de relations identiques à (4.1) et (4.2).
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4.3 Méthode des moments temporels tronqués pour le
modèle MIM fractionnaire
Dans le cadre de chacun des deux modèles (fMIM ou MIM), les dérivées de
la transformée de Laplace des profils peuvent être déterminées directement à
partir de ces deniers.
4.3.1 Moments temporels tronqués
Pour une solution P (x, t) du modèle MIM fractionnaire (3.27) les intégrales
notées mn divergent à cause du comportement asymptotique en Λt−1−γ de
P (x, t) décrit au paragraphe 3.3.3. Cependant, dans le cas du MIM classique
comme dans celui de MIM fractionnaire, on obtient des intégrales convergentes
en remplaçant P (x, t) par P (x, t)e−st pour s > 0.
En partant de cette constatation, pour chaque valeur fixée de x et chaque
s > 0, nous définissons le moment temporel tronqué d’ordre n ≥ 0 par :
Mn(x, s) =
∫ +∞
0
e−sttnP (x, t)dt. (4.3)
Avec (4.3), nous considérons ainsi à la place du moment proprement dit, le
moment d’ordre n de la fonction P (x, t) tronquée par l’exponentielle e−st. Pour
n = 0, M0(x, s) n’est autre que la transformée de Laplace de P (x, t), elle même
P˜ (x, s) =
∫ +∞
0
e−st P (x, t) dt.
Par ailleurs, la convergence des intégrales ainsi obtenues par (4.3) est assurée
par le fait que la fonction P (x, t) est dominée asymptotiquement par l’exponen-
tielle. De plus, dans ce cas, les moments tronqués Mn(x, s) vérifient la relation
suivante, similaire à (4.2)
Mn(x, s) = (−1)n d
n
dsn
P˜ (x, s). (4.4)
L’ensemble des deux relations (4.3) et (4.4) montre que la donnée de la densité
de probabilité P (x, t) en fonction de t (qu’on peut obtenir expérimentalement
à partir d’une courbe de percée C(x, t) et de la teneur en eau θ) permet de
calculer les moments tronqués Mn(x, s) par intégration numérique de (4.3). On
a ainsi accès directement aux dérivées d
n
dsn P˜ (x, s), sans effectuer de dérivation
numérique : on ne fera que des intégrations, c’est à dire des opérations régula-
risantes.
Cette démarche laisse espérer une certaine robustesse de l’implémentation
numérique de notre méthode. De plus, pour chacun des deux modèles MIM
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(MIM classique, ou fMIM), P˜ (x, s) a une expression relativement simple dans
un milieu semi-infini. De plus, ses dérivées par rapport à s s’expriment sous
la forme de fonctions assez bien connues de s et des paramètres du modèle.
Ces fonctions s’expriment cependant différemment selon qu’on envisage l’une
ou l’autre des deux versions du MIM. A l’instar de ce qui a été dit plus haut
pour le modèle MIM classique et compte tenu de (4.4), ceci permet de relier les
moments tronqués Mn(x, s) aux paramètres du modèle, en vue de déterminer
ces derniers. Dans la section suivante, nous établissons l’expression de P˜ (x, s)
en fonction des paramètres en insistant sur le MIM fractionnaire.
4.3.2 Transformée de Laplace de P (x, t) en milieu semi-infini pour
les deux versions du modèle MIM
Il s’agit donc d’établir l’expression de la transformée de Laplace P˜ (x, s) d’une
solution du fMIM pour représenter l’injection d’un traceur à l’entrée d’un milieu,
dans le cadre de la première équation du système (3.2) qui s’applique à chacun
des deux modèles MIM classique ou fractionnaire, on peut utiliser un terme
source r(x, t) = δ(x)R(t). On peut aussi, de manière équivalente, remplacer le
terme source par 0 et imposer en x = 0 un flux de traceurs égal à R(t). En
vertu de (3.26), ce flux
[−(∂x(DPm) + vPm)]x=0. (4.5)
On écrit la transformée de Laplace P˜m(x, s) de Pm(x, t) de l’équation du mo-
dèle MIM fractionnaire (3.29) décrite dans le chapitre précédent. Nous obtenons
la forme suivante :
D∂2x2P˜m(x, s)− v∂xP˜m(x, s)− s(1 + M˜(s)) = 0. (4.6)
La fonction M˜(s) est le symbole (en variables de Laplace) de l’opérateur
qui détermine Pi à partir de Pm. Nous avons vu au chapitre précédent que cet
opérateur est une convolution.
La solution P˜m(x, s) vérifie l’équation différentielle ordinaire (4.6) en x > 0,
ainsi que la condition à la limite (x = 0+)
[−∂x(DP˜m(x, s)) + vP˜m(x, s)]x=0 = R˜(s).
Chaque solution de (4.6) est une combinaison linéaire de exλ±(s), avec
λ±(s) =
v
2D
±
√
∆(s)
2D
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et
∆(s) = v2 + 4D(s+M(s)).
Les solutions bornées dans un milieu semi-infini (x ∈ R+) ont une compo-
sante sur exλ+(s) qui est nulle, et sont donc de la forme
P˜m(x, s) = Ae−f(s)x (4.7)
avec
A = R˜(s)
Dλ+(s)
. (4.8)
On trouve ainsi l’équation (4.1) énoncée au pargraphe 4.2. Dans le cadre de
chacune des deux versions du MIM la fonction f(s) s’écrit :
f(s) =
√√√√
(
v
2D
)2 +
s(1 + M˜(s))
D
− v
2D
. (4.9)
Pour le MIM fractionnaire, M˜(s) = Λs1−γ représente le symbole (en variable
de Laplace) de l’intégrale fractionnaire ΛI1−γ0,+ . Dans le cas du MIM classique
c’est M˜(s) = Kωω+s . Pour les deux modèles, les dérivées de f sont liées aux
Mn(x, s), donc à partir d’une expérience permettant de calculer ces derniers on
peut déterminer les paramètres du transport. Ceux-ci, sont (D, v, Λ, γ) dans
le cas du MIM fractionnaire et (D, v, K, ω) dans celui du MIM classique. Les
liens entre les Mn(x, s) et les dérivées de f sont d’autre part les mêmes pour les
deux modèles. Par contre, une fois que les dérivées de f(s) auront été calculées,
l’extraction des paramètres prendra des formes différentes selon le modèle.
4.3.3 Lien entre Mn(x, s) et les dérivées de f
Cette relation prend une forme particulièrement simple si l’on dispose de
deux profils P (x1, t) et P (x2, t) enregistrés en deux points d’un milieu unidi-
mensionnel. La relation (4.1) implique en effet
−(x1 − x2)f(s) = ln P˜ (x2, s)
P˜ (x1, s)
. (4.10)
On en déduit le lien entre les dérivées de f et les Mn(x, s) en remarquant
que M0(x, s) = P˜ (x, s) et que
∂s ln P˜ (x, s) =
∂s ln P˜ (x, s)
P˜ (x, s)
= −M1(x, s)
M0(x, s)
.
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On a ainsi par de dérivations successives,
∂2s2 ln P˜ (x, s) = +
∂2s2P˜ (x, s)
∂2s2P˜ (x, s)
− (∂
2
s2 ln P˜ (x, s))
2
P˜ 2(x, s)
=
M2(x, s)
M0(x, s)
− M
2
1 (x, s)
M 20 (x, s)
∂3s3 ln P˜ (x, s) =
∂3s3P˜ (x, s)
P˜ (x, s)
− 3(∂
2
s2P˜ (x, s)∂sP˜ (x, s))
P˜ 2(x, s)
−∂
2
s2P˜ (x, s)∂sP˜ (x, s)
P˜ 2(x, s)
2(∂sP˜ (x, s)∂sP˜ (x, s))
3
P˜ 3(x, s)
=
M3(x, s)
M0(x, s)
− M2M1(x, s)
M 20 (x, s)
+
M 31 (x, s)
M0(x, s)
∂4s4 ln P˜ (x, s) =
∂4s4P˜ (x, s)
P˜ (x, s)
− 4(∂
3
s3P˜ (x, s)∂sP˜ (x, s))
P˜ 2(x, s)
−3(∂
2
s2P˜ (x, s))
P˜ 2(x, s)
+
12(∂2s2P˜ (x, s)(∂sP˜ (x, s))
2)
P˜ 3(x, s)
− 6(∂sP˜ (x, s))
4
P˜ 4(x, s)
=
M4(x, s)
M0(x, s)
− 4M3M1(x, s)
M 20 (x, s)
+ 3

M2(x, s)
M0(x, s)


2
+ 12
M2M
2
1 (x, s)
M 30 (x, s)
− 6

M 21 (x, s)
M0(x, s)


4
On en déduit que
x
df
ds
(s) =
M1
M0
(x, s)− M1
M0
(0, s) (4.11a)
x
d2f
ds2
(s) = −
(M2
M0
(x, s)− (M1
M0
)2(x, s) +
M2
M0
(0, s)− (M1
M0
(0, s))2
)
(4.11b)
x
d3f
ds3
(s) =
(M3
M0
+ 3
M2M1
M20
+ 2(
M1
M0
)3
)
(x, s)−
(M3
M0
− 3M2M1
M 20
+ 2(
M1
M0
)3
)
(0, s)
(4.11c)
x
d4f
ds4
(s) = −
(M4
M0
− 4M3M1
M 20
− 3(M2
M0
)2 + 12
M2M
2
1
M 30
− 6(M1
M0
)4
)
(x, s)
+(
M4
M0
− 4M3M1
M 20
− 3(M2
M0
)2 + 12
M2M
2
1
M 30
− 6(M1
M0
)4)(0, s)(4.12)
Ces relations permettent de déterminer les dérivées d
nf
dsn de la fonction f , de
manière exacte dans un milieu semi-infini. Dans un milieu fini ces relations sont
seulement approchées
Il reste à en déduire les paramètres, compte tenu des expressions donnant
ces dérivées en fonction de s. Ces dérivées font intervenir la fonction M, qui
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n’a pas la même forme selon la version du MIM à laquelle on s’adresse. Il n’est
donc pas étonnant de devoir traiter à part le cas du MIM et le cas de fMIM
pour cette étape.
4.3.4 Extraction des paramètres
Nous allons expliciter ce lien pour chacun de ces deux modèles.
4.3.4.a Cas du MIM fractionnaire
Compte tenu du fait que
X(s) =
√√√√( v
2D
)2 +
s+ Λsγ
D
et f(s) (4.13)
ont les mêmes dérivées, on en déduit que dans un milieu semi-infini
df
ds
(s)X(s) =
1
2D
+
Λγsγ−1
2D
(4.14a)
d2f
ds2
(s)X(s) + (
df
ds
)2(s) =
Λγ(γ − 1)sγ−2
2D
(4.14b)
d3f
ds3
(s)X(s) + 3
df
ds
(s)
d2f
ds2
(s) =
Λγ(γ − 1)(γ − 2)sγ−3
2D
(4.14c)
d4f
ds4
(s)X(s) + 4
df
ds
(s)
d3f
ds3
(s) + 3(
d2f
ds2
)2(s) = (4.14d)
Λγ(γ − 1)(γ − 2)(γ − 3)sγ−4
2D
.
On voit immédiatement que les relations (4.14) impliquent
γ − 2
s
=
d3f
ds3
(s)X(s) + 3
df
ds
(s)
d2f
ds2
(s)
d2f
ds2
(s)X(s) + (
d3f
ds3
)2(s) (4.15)
et
γ − 3
s
=
d4f
ds4
(s)X(s) + 4
df
ds
(s)
d3f
ds3
(s) (4.16)
+3(
df
ds
)2(s)
d3f
ds3
(s)X(s) + 3
df
ds
(s)
d2f
ds2
(s)
et que γ disparaît de la différence. On en déduit
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a(s)X2(s) + b(s)X(s) + c(s) = 0 (4.17)
avec
a(s) = (
d3f
ds3
)2(s)− d
2f
ds2
(s)
d4f
ds4
(s)−
d2f
ds2 (s)
d3f
ds3 (s)
s
(4.18)
b(s) = 2
df
ds
(s)
d2f
ds2
(s)
d3f
ds3
(s)− (df
ds
)2(s)
d4f
ds4
(s)− 3(d
2f
ds2
)2(s) (4.19)
−(
df
ds)
2(s)d
3f
ds3 (s) + 3
df
ds(s)(
d2f
ds2 )
2(s)
s
c(s) = 6(
df
ds
)2(s)(
d2f
ds2
)2(s)− (df
ds
)3(s)
d2f
ds2
(s)s−1 = 0 (4.20)
qui permet de déterminer X(s). Ensuite on déduit γ de (4.15) et on obtient 12D
et 12D en résolvant le système linéaire (4.14a)-(4.14b).
4.3.4.b Extraction des paramètres dans le cas du MIM classique
En posant cette fois-ci X(s) =
√
( v2D)
2 + 1D(s+
Ks
1+Ωs) et Ω =
1
ω , on a
df
ds
(s)X(s) =
1
2D

1 + K
(1 + Ωs)2

 (4.21a)
d2f
ds2
(s)X(s) + (
df
ds
)2(s) = − KΩ
D(1 + Ωs)3
(4.21b)
d3f
ds3
(s)X(s) + 3
df
ds
(s)
d2f
ds2
(s) = 3
KΩ2
D(1 + Ωs)4
(4.21c)
d4f
ds4
(s)X(s) + 4
df
ds
(s)
d3f
ds3
(s) + 3(
d2f
ds2
)2(s) = −12 KΩ
3
D(1 + Ωs)5
(4.21d)
qui impliquent tout d’abord
a
′
(s)X2(s) + b
′
(s)X(s) + c
′
(s) = 0 (4.22)
avec
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a
′
(s) =
(
4(
d3f
ds3
)2(s)− 3d
2f
ds2
(s)
d4f
ds4
(s)
)
b
′
(s) =
(
12
df
ds
(s)
d2f
ds2
(s)
d3f
ds3
(s)− 3(df
ds
)2(s)
d4f
ds4
(s)− 9(df
2
ds2
)3(s)
)
c
′
(s) = 27(
df
ds
)2(s)(
d2f
ds2
)2(s)− 12(df
ds
)3(s)
d3f
ds3
(s) = 0
qu’on déduit de (4.21b)-(4.21c). Ensuite on obtient Ω par
Ω + s = −3 X(s)
d2f
ds2 (s) + (
df
ds)
2(s)
X(s)d
3f
ds3 (s) + 3
df
ds(s)(
d2f
ds2 )
2(s)
(4.23)
puis 1D et
K
D qu’on déduit de (4.21a et 4.21b).
4.3.5 Procédure pour estimer les paramètres du MIM ou fMIM à
partir de 2 courbes de concentration
Pour chacun de ces deux modèles, la fonction f est liée aux 4 paramètres
(D, v,Λ, γ) ou (D, v,K, ω). On la détermine exactement dans un milieu semi-
infini, seulement de manière approchée dans un milieu fini. Ensuite, les pa-
ramètres peuvent être déterminés en optimisant la distance entre le graphe
approché de f et celui de la fonction s 7→
√
( v2D) + M˜ − v2D . Une autre façon
de procéder utilise les dérivées de f (ou leurs approximations) pour les valeurs
de s (sauf en 0), mais elle a cependant pour inconvenient d’aboutir à plusieurs
estimations.
4.3.8.a Choix d’une méthode
Une estimation convenable pour minimiser l’erreur consisterait à trouver le
minimum de la norme de l’écart entre les valeurs mesurées et les valeurs estimées
de la fonction f sous la forme :
E =
4∑
i=1
∫ smax
smin
(
dnf(s)
dsn
− f (n))2(s) dt
où la fonction d
nf(s)
dsn a été déterminée numériquement à partir des courbes
de percée et des relations (4.11) et (4.12), tandis que les fonctions f (n) sont
calculées à partir des paramètres estimés, et des relations (4.14) dans le cas du
fMIM, (4.21) dans le cas du MIM.
En appliquant cette méthode à des données numériques (et pas d’orgine
expérimentale) nous avons constaté que le choix de smin et smax influence
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son résultat. Un intervalle trop petit donne une estimation pour les para-
mètres, cependant elle peut s’avérer très différente des "vrais" paramètres, sur-
tout lorsque v
2
D est grand. Ceci s’explique d’après l’allure que prend la fonction
s 7→√ v2D +M(s)− v2D dans ces conditions : on a F (s) = v2D(
√
1 + 4Dv2 M(s)− 1)
avec 4Dv2 M(s) = 4Dv2 (s+ ωs1+ωs) dans le cas du MIM et 4Dv2 M(s) = 4Dv2 (s+ Ks1+Ksγ )
dans le cas du fMIM. Dans ces deux cas la fonction F se "raidit" et se rapproche
d’une forme droite lorsque 4Dv2 devient petit, et l’estimation des paramètres de-
vient plus difficile.
Le lien entre les Mn(x, s) et les dérivées de f , elles mêmes liées aux paramètres
du MIM, permet au contraire de traiter chaque valeur de s séparément. On n’a
pas besoin de se restreindre a priori à un sous intervalle de R+. On devra par
contre ensuite trier les nombreuses estimations que produit cette démarche. A
priori, pour des profils correspondant à des solutions exactes du MIM, dans
un milieu vraiment semi-infini, on s’attend à ce que toutes les valeurs de s
conduisent à une même estimation des paramètres du transport. Il n’en est rien :
on obtient toute une courbe d’estimations. Pour l’équation de Fokker-Planck
fractionnaire avec v = 0 (et seulement deux paramètres à estimer) Lukashchuk
[63] a rencontré la même difficulté, dans un contexte différent et sur la base
d’essais d’inversion réalisés à partir de solutions analytiques.
Nous avons préféré la seconde solution (celle qui utilise les Mn(xi, s)) parce
qu’elle n’implique pas de choisir a priori de travailler avec un sous ensemble
de valeurs de s. Le choix de la meilleure estimation est fait a posteriori, sur
la base d’un traitement exhaustif des informations disponibles. Pour chaque s
dans R+, nous allons ainsi déterminer les d
nf
dsn (s) à partir des moments tronqués.
La solution de (4.17) dans le cas de MIM fractionnaire conduira à une estima-
tion (D(e), v(e),Λ(e), γ(e))(s) des paramètres. Dans le cas du MIM classique la
solution de (4.22) conduira à une estimation (D(e), v(e), K(e), ω(e))(s). Il faudra
ensuite choisir la meilleure de ces estimations.
Précisons le détail de la mise en oeuvre de ce programme dans le cas du MIM
fractionnaire.
4.3.5.b Procédure de mise en oeuvre de la méthode des moments tronqués
Supposons disposer de données P ∗(x, t) recueillies dans un milieu où le trans-
port de soluté correspond au modèle MIM fractionnel, avec des paramètres
(D∗, v∗,Λ∗, γ∗) uniformes. Cependant nous ne connaissons pas ces (D∗, v∗,Λ∗, γ∗),
et nous souhaitons les déterminer. Pour cela nous appliquerons successivement
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les étapes suivantes. Pour chaque s > 0 :
– Les dérivées df
n
dsn (s) sont obtenues à partir des moments tronqués en x1 et
x2, eux mêmes déterminés à partir des P ∗(x, t) par intégration numérique.
– Pour chaque s > 0 tel que l’équation du second degré (4.17) ait une solu-
tion positive conduisant à (γ,D,Λ) dans ]0, 1]× R, on obtient
(D(e), v(e),Λ(e), γ(e))(s) à l’aide de (4.14) et (4.15). Reste à déterminer
parmi les (D(e), v(e),Λ(e), γ(e))(s), qui forment une courbe C de R,
la meilleure estimation de (D∗, v∗,Λ∗, γ∗).
– Pour cela, on résoud (4.6) sur la base de paramètres égaux à
(D(e), v(e),Λ(e), γ(e))(s) et de la donnée d’entrée R(t) : on obtient
la solution P(D(e),v(e),Λ(e),γ(e))(s)(x, t) de (4.6). Il reste à la comparer avec les
données P ∗(xi, t). Pour cela on peut utiliser la norme L2([0, T ]) en chacun
des xi en posant ||u||2 = ∑2i=1 ||u(xi, t)||2L2[0,T ], et définir une erreur relative
E selon E = ||P ∗ − P ||/||P ∗||.
La valeur sm de s correspondant au minimum deE sur C donne pour (D∗, v∗,Λ∗, γ∗)
l’estimation (D(e), v(e),Λ(e), γ(e))(sm) qui permet le mieux de reproduire les don-
nées sur la base de notre méthode. Cette procédure et ce critère objectif ont été
appliqués à des données numériques afin de tester cette démarche.
4.3.6 Expérience numérique
Nous l’avons tout d’abord appliquée à des solutions de l’équation (3.29)
obtenues numériquement et correspondant à un intervalle de temps plutôt long.
Ensuite nous avons examiné ce que deviennent les estimations lorsqu’on les
applique à des profils perturbés de diverses façons.
La procédure ci-dessus a été appliquée à des solutions P ∗(x, t) de (4.6) pour
x ∈ [0, 1], correspondant à des paramètres (D∗, v∗,Λ∗, γ∗) arbitrairement fixés.
La condition ∂P
∗
∂x (x, t) = 0 a été imposée en sortie, le flux ρ01[0,t0](t) a été imposé
à l’entrée, et les moments ont été déterminés en approchant R+ par [0, 30t0].
La procédure a d’abord été appliquée aux P ∗(x, t) elles mêmes, ensuite ces
solutions ont été modifiées afin de simuler diverses erreurs de mesure et leurs
conséquences.
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Figure 4.1 – Paramètres estimés et profils temporels qui en sont issus. A gauche, les courbes représentées par
des lignes correspondent à P ∗(xi, t) pour des paramètres initiaux (D
∗, v∗,Λ∗, γ∗) = (0.1, 0.5, 1.2, 0.5). A droite :
paramètres estimés (D(e), v(e),Λ(e), γ(e)) à partir des profils temporels P ∗(xi, t) représentés à gauche par des
courbes. A gauche, les symboles représentent les profils temporels calculés à partir des estimations associées au
minimum de E. De plus, les positions des profils utilisés pour l’estimation sont x = 0 et x = 0.2.
4.3.6.a Mise en oeuvre numérique de l’estimation sans ajout de bruit
Chaque test pratiqué sur les profils temporels P ∗(x, t) avec un nombre de
Peclet v
∗
D∗ plus grand que 1 donne un résultat sous forme de paramètres
(D(e), v(e),Λ(e), γ(e))(s) avec s ∈ R+. Pour des nombres de Peclet v∗D∗ ≥ 5 avec
γ∗ ≤ 0, 97, un sous ensemble de C montre des valeurs de l’erreur relative E in-
férieures à 5/100, et même à 1/100 pour le point (D(e), v(e),Λ(e), γ(e))(sm). Bien
que les profils P(D(e),v(e),Λ(e),γ(e))(sm) ne puissent être distingués des P
∗(x, t) sur les
figures 4.1 et 4.2, les paramètres estimés (D(e), v(e),Λ(e), γ(e))(sm) réalisent une
approximation plus ou moins précise des "vrais" paramètres (D∗, v∗,Λ∗, γ∗). Plus
précisement, au cours de nombreux essais avec γ∗ ≤ 0.8, nous avons obtenu les
paramètres γ, v,Λ etD avec une précision relative de 2/100, 5/100, 13/100, 15/100
respectivement, comme l’indique la table 4.1.
Les valeurs de γ∗ supérieures à 0.8 rendent en général les choses plus difficiles.
On peut le voir avec l’exemple illustré par la figure 4.2. Signalons que les figures
4.1 et 4.2 montrent des profils bien différents : dans le premier cas, le signal reste
intense sur toute la durée de l’observation. Dans le second cas, il est rapidement
très faible. La première situation donne une courbe (s, γ(e)(s)) très proche de
(s, γ∗). Lorsque le signal est faible aux grands temps, au contraire, on obtient
des estimations γ(e)(s) pouvant être proches de 0 et loin de γ∗. Avec des données
"synthétiques" le minimum de E est marqué et ces valeurs sont immédiatement
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D∗ v∗ Λ∗ γ Em
D(e)(sm)−D
∗
D∗
v(e)(sm)−v
∗
v∗
Λ(e)(sm)−Λ
∗
Λ∗
γ(e)(sm)−γ
∗
γ∗
0.1 0.5 1.2 0.5 3/1000 < 1/100 10/100 15/100 < 1/100
0.1 0.5 1.2 0.6 1/1000 4/100 5/100 5/100 < 1/100
10−3 0.46 0.89 0.4 1.5/1000 1/100 1/100 1/100 2/100
10−3 0.46 0.84 0.5 9/1000 < 1/100 < 2/100 2/100 2/100
10−3 1 1 0.4 10/1000 2/100 1/100 1/100 2/100
10−3 0.46 0.84 0.91 7/1000 7/100 5/100 5/100 < 1/100
10−3 0.46 0.84 0.65 6/1000 1/100 3/100 6/100 2/100
0.1 0.5 1 0.9 16/1000 17/100 14/100 30/100 2/100
Table 4.1 – Minimum Em de E et erreurs relatives sur l’estimation des paramètres, à partir de données
numériques.
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Figure 4.2 – Les paramètres initiaux (D∗, v∗,Λ∗, γ∗) = (0.001, 0.46, 0.84, 0.89). A gauche, les profils tempo-
rels correspondant (D∗, v∗,Λ∗, γ∗) et (D(e), v(e),Λ(e), γ(e)). A droite, paramètres estimés et erreur relative de
E.
Il se trouve que de nombreux quadruplets (D, v,Λ, γ) donnent presque les
mêmes profils sur des intervalles de temps finis. Dans le cas de l’exemple repré-
senté sur la figure 4.2, de nombreuses estimations donnent des profils impossibles
à distinguer à l’oeil nu, aux temps finis. Cependant ces différentes estimations
montrent des valeurs de γ(e)(s) suffisamment différentes pour correspondre à
des comportements asymptotiques visiblement différents (mais les différences
ne sont pas énormes). Les profils représentés par la figure 3.9 du chapitre 3
pour illustrer le comportement asymptotique des solutions du MIM fraction-
naire, correspondent l’un aux paramètres (D(e), v(e),Λ(e), γ(e))(sm), l’autre aux
paramètres (D∗, v∗,Λ∗, γ∗) de la figure 4.2. La méthode exposée ici ne permet
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donc pas, à elle seule, d’estimer les paramètres avec une grande précision. Pour
améliorer cette précision, nous l’utilisons comme point de départ d’une mé-
thode d’optimisation qui détermine un chemin (dans l’espace des paramètres) à
l’aide du calcul du gradient de E2 sur le principe de l’état adjoint [71][88][104].
Cette autre méthode a besoin d’une première estimation pour atteindre une
grande efficacité. En l’absence d’un point de départ relativement proche des
"vrais" paramètres, elle peut ne donner aucun résultat. Par contre, lorsqu’elle
fonctionne dans les conditions de la présente expérience numérique, en partant
de (D(e), v(e),Λ(e), γ(e))(sm) elle trouve (D∗, v∗,Λ∗, γ∗) avec une erreur relative
inférieure à 1/100.
Afin de faciliter l’interprétation de données expérimentales, nous avons étudié
ce que devient notre méthode d’inversion lorsque les erreurs de mesure polluent
les données. Pour cela, nous avons tout d’abord ajouté un bruit blanc gaussien
aux P ∗(x, t). Ensuite nous avons examiné ce que deviennent les estimations lors-
qu’on est obligé de tronquer les données parce que le bruit devient comparable
au signal.
4.3.6.b Mise en oeuvre numérique de l’estimation avec ajout du bruit
Nous testons ici notre méthode avec des données fabriquées à partir des
profils temporels P ∗(x, t), utilisés au paragraphe précédent.
Pour évaluer comment le bruit dégrade l’estimation des paramètres, nous
avons ajouté à chaque P ∗(x, t) des réalisations aléatoires indépendantes de ηB
où B représente un bruit blanc gaussien de variance σ = 10−5. Ici η est un
coefficient que nous faisons varier pour simuler des bruits d’amplitudes variées.
Pour un bruit d’amplitude faible (comparée aux données), notre méthode donne
des résultats qui n’ont pas beaucoup changé. Les figures 4.3 et 4.4 montrent
qu’on commence à observer des changements significatifs lorsque le rapport
signal sur bruit descend aux environs de 10. Avec un bruit de niveau constant,
ceci se produit lorsque le signal faiblit, c’est à dire au niveau de la traînée des
courbes de percée. Pour l’exemple de la figure 4.1 ceci se produit avec η = 100
mais dans le cas de la figure 4.2 qui montre des traînées plus faibles ceci se
produit beaucoup plus tôt avec des valeurs de η beaucoup plus faibles. Ce bruit
réalisant un rapport signal sur bruit de 10 transforme la courbe C en plusieurs
petites courbes qui se chevauchent les unes des autres, comme l’illustre la figure
4.4.
Cette analyse cesse d’être pertinente avec des profils montrant des traînées
moins épaisses, comme ceux représentés sur la figure 4.2. Pour ces profils, le
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signal devient comparable au bruit de mesure pour des valeurs de η beaucoup
petites.
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Figure 4.3 – Effet d’un bruit gaussien artificiel d’amplitude très faible devant le signal. Les vrais paramètres
sont (D∗, v∗,Λ∗, γ∗) = (0.1, 0.5, 1.2, 0.5) et l’estimation a été effectuée en ajoutant ηB à P ∗, avec η = 1 à gauche
et η = 10 à droite. Les paramètres estimés et les valeurs de E diffèrent peu de ce que montre la partie droite de
la figure.
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Figure 4.4 – Effet d’un bruit gaussien artificiel réalisant un rapport signal sur bruit de l’ordre de 10 (avec
η = 100) pour de "vrais" paramètres égaux à (D∗, v∗,Λ∗, γ∗) = (0.1, 0.5, 1.2, 0.5). L’allure générale de la courbe
C ressemble encore à ce qu’on obtient sans bruit. Cependant, les estimations des 4 paramètres couvrent des
plages réduites qui ne contiennent pas toutes les vraies valeurs. La courbe C est en quelque sorte repliée en
plusieurs courbes plus petites qui se recouvrent partiellement. Ceci se voit nettement sur la représentation de
l’erreur E. On voit aussi que Λ est représenté par au moins deux traits superposés, comme D et γ.
4.3.7 Mise en oeuvre numérique avec des données tronquées
Souvent, le bruit n’est pas gaussien, souvent aussi son amplitude est vite
comparable aux données, comme dans l’exemple qui vient d’être évoqué. Ceci
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correspond à des profils montrant un pic assez net, séparé de la traînée, alors
que celle-ci est difficile à utiliser justement parce qu’elle correspond à un signal
faible. C’est le cas pour des profils comme ceux des figures 4.2 et 4.5, qui, de ce
point de vue, sont bien différents de celui de la figure 4.1.
Pour avoir une idée de ce qu’on peut espérer de données tronquées environ
à deux fois la largeur du pic, nous avons appliqué notre méthode d’inversion à
1[0,tc]P
∗(xi, t) au lieu de P ∗(xi, t). Avec tc = 6 (pour t0 = 0.48) (voir figure 4.6)
nous avons obtenu pour la courbe C une allure très voisine de celles correspon-
dant aux plus grandes valeurs.
Cependant le minimum de E est peu net, bien qu’il donne une estimation
(D(e), v(e),Λ(e), γ(e))(sm) proche de (D∗, v∗,Λ∗, γ∗). En tronquant les données
un peu plus tôt, on obtient encore une estimation précise (voir figure 4.7).
Cependant elle est portée par une branche beaucoup plus petite. En tronquant
les données encore plus tôt, cette branche disparaît et est remplacée par une
nouvelle, avec des valeurs de γ supérieures à 1. Le minimum de E est réalisé
par une autre branche, portant des valeurs négatives de Λ, mais γ∗ est très mal
estimé. Cependant, les valeurs de (D(e)(s), v(e)(s)) varient très peu tant que E
n’est pas trop loin de son minimum, ce qui fait que D∗ et v∗ sont assez bien
estimés.
En faisant partir de (D(e), v(e),Λ(e), γ(e))(sm) un processus d’optimisation, on
améliore considérablement l’esimation de (D∗, v∗,Λ∗, γ∗). Avec de vraies don-
nées expérimentales, on est souvent conduit à les tronquer comme nous venons
de le faire.
4.3.8 Application à des données expérimentales
Nous avons appliqué cette méthode à des courbes de percée issues d’une
expérience de traçage en milieu poreux insaturé.
4.3.8.a Principe de l’expérience
Les données ont été recueillies dans une colonne de sable insaturé soumise
à des conditions stationnaires, en termes de vitesse de Darcy et de teneur en
eau. Après injection de traceur, des courbes de percée ont été enregistrées en
plusieurs sections droites de la colonne, par spectrographie X. Cette technique
de mesure, utilisant deux longueurs d’onde différentes, permet de mesurer la
teneur en eau et la concentration en traceur. On utilise pour cela la loi de Beer
Lambert qui lie l’atténuation du faisceau de rayon X et la concentration. Ces
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longueurs d’onde ont été choisies en adéquation avec la nature du sable, du
matériau constituant la colonne, et du traceur. Les données obtenues à l’entrée
de la colonne et un peu plus loin sont représentées par des symboles sur la figure
4.7.
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Figure 4.5 – Estimation des paramètres, appliqués à des données numériques tronquées à t = tc. A
gauche : solution du MIM fractionnaire obtenu pour (D∗, v∗,Λ∗, γ∗) = (0.001, 0.46, 0.01, 0.4) (lignes), ainsi
que (D(e), v(e),Λ(e), γ(e)) (symboles). A droite : paramètres estimés à partir de 1[0,tc](t), et valeurs de E pour
tc = 6, c’est à dire un peu plus que la durée du pic représentée à gauche.
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Figure 4.6 – Paramètres estimés à partir des données de la figure (précédente) en les tronquant à tc =
5 à gauche, à tc = 4 à droite. A gauche, (D
(e), v(e),Λ(e), γ(e))(sm) représente encore une approximation de
(D∗, v∗,Λ∗, γ∗). A droite, avec une troncature plus sévère, seul (D(e), v(e))(sm) approche (D
∗, v∗), (γ(e))(sm) =
0.42 correspond à une erreur relative de 10/100, et (Λ(e))(sm) est négatif.
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Figure 4.7 – Solutions du modèle (3.29) correspondant aux paramètres estimés à partir des courbes de
percée expérimentales. Les traits représentent ces solutions, les données correspondent aux symboles
4.3.8.b Estimation des paramètres du transport
La densité P de traceur est liée à la concentration C par la relation P (x, t) =
θC(x, t), où θ(x) représente la teneur en eau de la section droite d’abcisse x.
Ceci permet de déterminer les profils P ∗(xi, t) avec i = 1, 2 à partir desquels
on estime les paramètres (D∗, v∗,Λ∗, γ∗). Or, les mesures de la concentration
font apparaître des valeurs négatives, forcément liées aux erreurs de mesure.
Nous les avons remplacées par la valeur "zéro". De plus, leur apparition dans
la traînée indique que le niveau de bruit devient comparable au signal et qu’il
convient de tronquer ces données comme au paragraphe 4.3.7. On prend pour
tc le plus petit instant correspondant à une valeur négative de la concentra-
tion, dans la traînée. En effet, les valeurs négatives apparaîssent aussi pour
x = 22cm, un peu avant l’arrivée du pic de concentration. La méthode d’in-
version, appliquée aux données représentées sur la figure 4.7 donne deux en-
sembles d’estimations, avec des valeurs de γ(e)(s) inférieures ou non à 1. Le
premier ensemble correspond à des erreurs relatives trop importantes (envi-
ron 0.5), donc on l’écarte. D’autre part, toutes les estimations composant C
correspondent à de très petites valeurs de Λ(e)(s), positives ou non. Et le pa-
ragraphe 4.3.7 nous a montré que dans ce cas, la valeur de γ a très peu d’in-
fluence sur les profils de densité. Nous avons par conséquent calculé E sur la
base de (D(e)(s), v(e)(s),Λ(e)(s),min(1, γ(e)(s))), pour obtenir des valeurs très
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voisines, à partir d’un grand nombre d’estimations, donnant pour E un mini-
mum égal 0.075 et très peu marqué. De plus, les estimations donnant des va-
leurs de E proches de ce minimum correspondent toutes à des (D(e)(s), v(e)(s))
presque égaux à (25.05cm2/h, 14.83cm/h). Les profils déterminés à partir de
(D(e), v(e),Λ(e),min(1, γ(e)))(sm) sont représentés par des lignes sur la figure
4.7. La vitesse de pore v(e)(sm) ainsi déterminée est tout à fait compatible avec
la vitesse de flux V = 2.51cm/h mesurée dans l’expérience, compte tenu de
l’hypothèse V = θmv communément appliquée [98], θm représentent la teneur
en eau mobile. L’optimisation, appliquée en partant de (D(e), v(e),Λ(e), 0.5)(sm)
donne D = 22.3cm2/h,Λ = 8 × 10−4, v = 15.1cm/h, γ = 0.43 avec la même
valeur pour E [71]. Donc, à part pour le paramètre γ, la méthode des moments
est assez compétitive.
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4.4 Conclusion
La transformée de Laplace fournit des outils permettant d’inverser les équa-
tions différentielles fractionnaires sur la base de données représentant les profils
temporels. Nous avons présenté pour le fMIM une méthode d’inversion qui de-
vine les paramètres en utilisant une expression analytique du taux d’accroisse-
ment de ln P˜ (x, s) par rapport à x, en fonction de s. Cependant, cette expression
est exacte dans des conditions idéales seulement. La méthode d’inversion donne
un ensemble de jeux de 4 paramètres à partir des données. En les introduisant
dans la version discrète du fMIM on obtient une solution numérique dont l’écart
avec ces données indique si les profils calculés numériquement à partir de ces
paramètres représentent bien les données, ou non. Le minimum de cet écart
réprésente un critère objectif pour choisir un jeu de paramètres parmi tous les
résultats de l’inversion. Ce jeu estime les vrais paramètres d’une expérience
numérique, mais avec une précision insuffisante lorsque γ est voisin de 1. La
précision est par contre tout à fait convenable pour initialiser une méthode de
gradient, qui est toujours plus performante pour trouver le paramètre γ.
Chapitre 5
Conclusion et perspectives
Le MIM est un modèle très intéressant pour le transport de soluté en mi-
lieu poreux, parce que la matière solide donne aux particules de fluide, et de
soluté, des occasions d’être arrêtées. Ceci équivaut à supposer que les mouve-
ments des particules de fluide comme de traceur peuvent être décrits, à petite
échelle, par des marches au hasard faites de déplacements aléatoires gaussiens,
interrompus par des arrêts de durées aléatoires. La version classique du MIM
suppose une cinétique d’ordre 1 pour les échanges entre les fractions mobiles et
immobiles de soluté. Ceci équivaut à supposer des arrêts dont la durée possède
une moyenne finie. Nous avons mis l’accent sur une version récente de MIM,
qui suppose des arrêts dont la durée suit une statistique de Lévy, de moyenne
infinie. Ceci équivaut à imposer que les échanges entre les fractions mobiles et
immobiles sont régis par une convolution dont le noyau est une puissance. Une
telle convolution n’est autre qu’une intégrale fractionnaire et ceci correspond
à la version fractionnaire du MIM. L’équation d’advection dispersion, c’est à
dire le mouvement Brownien combiné à l’advection, est un cas particulier de
ce modèle. Comme dans ce cas particulier, le MIM fractionnel a deux grilles de
lecture : une équation aux dérivées partielles et un processus stochastique. Nous
avons tiré parti de cette dualité qui permet au moins d’être sûr de la qualité
des approximations numériques utilisées, sous la forme de marche au hasard ou
de discrétisation de l’e.d.p (équation aux dérivées partielles).
Ce point est important, dans la mesure où on s’adresse à des modèles innovants.
L’aspect " modèle stochastique" est très riche car il permet d’accéder aux distri-
butions des déplacements des particules entre deux instants donnés. Il permet
aussi de décrire des statistiques plus complexes comme celles qui correspondent
aux positions des particules en plusieurs instants. Ce point de vue devient im-
portant lorsqu’il s’agit d’interpréter une expérience de résonance magnétique
nucléaire, par exemple. Dans ce travail, nous avons plutôt concentré toute notre
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attention sur l’évolution de la densité de particules. Elle peut être entièrement
décrite à l’aide de l’équation aux dérivées partielles d’ordre fractionnaire qu’on
appelle MIM fractionnaire, et son interprétation en termes de processus de
transport a essentiellement servi à contrôler les simulations. D’ailleurs la for-
mulation en termes d’équation aux dérivées partielles est plus souple lorsqu’on
doit représenter un milieu dont les paramètres du transport dépendent de la
position, au lieu d’être à la fois uniformes et constants.
La discrétisation de l’e.d.p. fractionnaire a servi de base pour tester une mé-
thode d’inversion du MIM fractionnaire. Cette méthode devine les 4 paramètres
du modèle, à partir de deux courbes de percée. Sa précision n’est pas optimale,
cependant elle est très appropriée pour servir de base à des méthodes qui se
trouvent être plus précises, à condition d’être appliquées dans un voisinage des
paramètres cherchés. De plus, la méthode proposée est justifiée lorsque les para-
mètres du transport sont à la fois uniformes et constants. Donc éventuellement,
il faut veiller à ne l’appliquer que dans un sous domaine ou ces conditions
peuvent être réalisées.
Le modèle fractionnaire étudié a vocation à représenter le transport de traceurs
pouvant être immobilisés, puis relachés. Nous avons en vue les milieux poreux,
à cause de la matrice solide. Cependant il est utilisé pour les écoulements dans
des rivières à cause de la zone hyporheique. On devrait ainsi pouvoir l’utiliser
pour représenter des écoulements dans des géométries complexes [112], ou pour
représenter éventuellement le mouvement d’organisme vivants dans un environ-
nement plus général.
D’autre part les deux versions du modèle MIM supposent des déplacements
dispersifs possédant une variance finie. Dans des milieux complexes, on doit
s’attendre à ce que cette hypothèse ne soit pas toujours vérifiée. Il en est de
même pour les déplacements d’insectes ou d’autres animaux dans l’environne-
ment naturel.
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Annexe A
Discussion de l’hypothèse du milieu
sem-infini, dans le cadre du MIM
fractionnaire
La solution générale de l’équation (4.6) est P˜m(x, s) = A(s)e−fx + B(s)eλ+x
avec λ+ = v2D +X(s).
Avec les conditions aux limites (4.6) en x = 0 et ∂Pm∂x |x=L = 0, dans le domaine
fini [0, L], les coefficients A et B sont de la forme
A =
A
1− ( fλ+ )2
e−(f+λ+)L
et
B = A
f
λ+
e−(f+λ+)L
L’approximation par un milieu semi-infini, que nous avons utilisée, implique
donc une erreur de (A−A)e−fx pour l’onde se dirigeant vers l’aval, avec
A−A
A =
f
λ+
e−(f+λ+)L
1− ( fλ+ )2e−(f+λ+)L
Comme on a λ+ > vD , cette erreur est petite lorsque le nombre de Peclet
vL
D est grand. Ceci ne suffit cependant pas pour évaluer l’erreur que cette ap-
proximation implique pour les dérivées de P˜m(x, s), donc de f . Nous avons
cherché à avoir une idée de l’incidence de notre approximation sur les dérivées
de f . Pour cela, nous avons complété la seconde étape de la méthode des mo-
ments tronqués décrite au paragraphe 4.3.5b. Pour chaque valeur de s > 0, une
approximation des dérivées de f a été obtenue à la première étape. Elle se-
rait exacte si on l’avait appliquée à une solution de (3.29) dans un milieu infini.
Quand on l’applique aux données synthétiques, comme au paragraphe 4.3.6, ces
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données correspondent au domaine [0, 1]. Nous comparons donc nos approxima-
tions des d
nf
dsn (s) avec ce qu’on obtient en reportant dans (4.14) les estimations
(D(e), v(e),Λ(e), γ(e))(s) obtenues pour les paramètres lors de la seconde étape.
Cette comparaison, effectuée systématiquement pour chaque valeur de s permet
d’écarter éventuellement les résultats qui correspondent à des errreurs relatives
exagérées, concernant les dérivées de s.
Dans le cadre de l’expérience numérique réalisée au pargraphe 4.3.6a, nous
disposons des valeurs des vrais paramètres (D∗, v∗,Λ∗, γ∗) . Nous avons donc
comparé les approximations obtenues pour les d
nf
dsn (s) avec les vraies valeurs,
correspondant aux vrais paramètres associés à nos données. Le résultat est
représenté sur la figure 5.1.
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0
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0
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Figure 5.1 – Erreurs relatives commises sur les dérivées de f en appliquant l’approximation du milieu
semi-infini, avec les données de la figure 4.2
