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Photocatalytic water splitting is a promising approach for low-cost production of green hydrogen. So far, 
developed photocatalysts have largely been inspired by the reaction blueprint of photosynthesis, but 
have struggled to accommodate the kinetically complex absorption of four photons. Furthermore, lack 
of broad visible light utilization has hampered their efficiency. 
In this work, discovery of a new mechanism for light-driven water splitting is described. In this 
mechanism, only two photons are required to complete the reaction, significantly reducing kinetic 
complexity. Furthermore, the two absorbed photons have different wavelengths, spanning a large part 
of the visible spectrum up to red light. The mechanism was discovered through a combined kinetic, 
spectroscopic and computational study of a previously reported reaction using a molecular ruthenium 
complex. We show that absorption of the first, shorter wavelength photon produces an intermediate 
capable of absorbing the second, longer wavelength photon. Second photon absorption directly 
induces O-O bond formation, enabling subsequent O2 and H2 release. This two-photon mechanism can 
therefore address both kinetic complexity and visible light utilization by moving beyond the reaction 
blueprint of photosynthesis. We hope that this can inspire the development of a new class of water 
splitting catalysts capable of economic green hydrogen production. 
In work related to water splitting, the oxidation half-reaction for a photochemical CO2 reduction system 
was elucidated and a new baseline correction for improved data analysis in chemistry and biology was 
developed. Furthermore, in research related to hydrogen valorization, catalysts speciation and side 
product formation for ruthenium catalyzed reductive amination was illuminated and the active catalyst 





Photokatalytische Wasserspaltung ist ein attraktiver Weg für die kostengünstige Produktion von 
grünem Wasserstoff. Bisher entwickelte Photokatalysatoren wurden überwiegend durch den 
Mechanismus der  natürlichen Photosynthese inspiriert, wobei sich jedoch Probleme ergaben, die 
kinetisch komplexe Absorption von vier Photonen zu bewältigen. Darüber hinaus ist die mangelnde 
Nutzung von einem Großteil des sichtbaren Lichts noch immer ein Problem für viele Katalysatoren. 
In dieser Arbeit wird die Entdeckung eines neuen Mechanismus für lichtgetriebene Wasserspaltung 
beschrieben. In diesem Mechanismus sind lediglich zwei Photonen für die gesamte Reaktion 
erforderlich, was die kinetische Komplexität erheblich reduziert. Des Weiteren haben die beiden 
Photonen unterschiedliche Wellenlängen, welche einen großen Teil des Spektrums sichtbaren Lichts 
bis in den roten Bereich abdecken. Der Mechanismus wurde durch eine kombinierte kinetische, 
spektroskopische und computerchemische Untersuchung einer zuvor berichteten Reaktion entdeckt, 
welche auf einem molekularen Rutheniumkomplex basiert. Wir zeigen, dass die Absorption des ersten, 
kurzwelligeren Photons ein Zwischenprodukt generiert, welches in der Lage ist, das zweite, 
langwelligere Photon zu absorbieren. Die Absorption des zweiten Photons induziert direkt die Bildung 
der O-O Bindung und ermöglicht die anschließende Freisetzung von O2 und H2. Dieser Zwei-Photonen 
Mechanismus kann daher sowohl die kinetische Komplexität verringern als auch die Nutzung von 
sichtbarem Licht verbessern. Wir hoffen, dass dies die Entwicklung einer neuen Klasse von 
Photokatalysatoren inspiriert, welche über den Mechanismus der Photosynthese hinausgehen und die 
wirtschaftliche Produktion von grünem Wasserstoff ermöglichen. 
Weitere Arbeiten, welche im Zusammenhang mit der Wasserspaltung durchgeführt wurden, führten 
zudem zur Aufklärung der Oxidations-Halbreaktion in einem photokatalytischen System zur CO2-
Reduktion sowie zur Entwicklung eines neuen Algorithmus für Basislinienkorrektur, welcher die 
Datenanalyse für chemische und biologische Analysemethoden verbessern kann. Darüber hinaus 
wurden in Forschungsarbeiten im Zusammenhang mit Wasserstoffvalorisierung der Mechanismus von 
Katalysatordesaktivierung und Nebenproduktbildung in der Ruthenium-katalysierten reduktiven 
Aminierung aufgeklärt und die aktive Katalysatorspezies für eine Rhodium-katalysierte Aren-
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1 Introduction 
In its report on limiting global warming to 1.5 °C, the Intergovernmental Panel on Climate Change has 
clearly outlined the importance of green hydrogen in attaining this goal.1 Green hydrogen is produced 
using renewable energy, and will play a pivotal role in the global transition towards carbon neutrality.2 
This has also been recognized by the German federal government, which introduced its new national 
hydrogen strategy in 2020, aiming to advance hydrogen technologies to commercial maturity.2 The 
future importance of green hydrogen, a chemical vector for renewable energy, is clearly evident when 
looking at the currently consumed energy mix in the European Union (see Figure 1): fossil fuel derived 
energy vectors, such as petroleum product and natural gas, makeup more than 60% of final energy 
consumption, while electricity only accounts for 20.9%. 
 
Figure 1 Share of energy products in total final energy consumption in the European Union (2018) 
Total petroleum products contain all petroleum products, which are not converted to electricity (heating oil, petrol 
etc.). Electricity contains electricity derived from all sources (including renewables). Renewable energy contains 
all forms of renewable energy, which are not converted to electricity (wood, solar thermal etc.). Solid fuels mostly 
refer to coal, which is not used for electricity production. Data source: 3 
 
This shows that in its current form, our energy economy and its infrastructure are mostly designed for 
chemical energy vectors. In the future, some sectors such as mobility might be partially electrified 
(especially using renewable electricity), increasing the share of electricity in the final energy 
consumption. There are, however, limits to these renewable electrification efforts due to issues such as 
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grid stability4 or energy density (i.e. in the context of aviation). Instead, the use of renewable chemical 
energy vectors can allow for the continued utilization of existing chemical energy vector infrastructure. 
This will ease the replacement of fossil fuels by renewable energy. Green hydrogen is an ideal 
replacement for fossil fuels in this context: On the one hand, it can be used directly as a cleanly 
combustible fuel.5 On the other hand, together with CO2, it can be converted to a range of carbon 
based energy vectors (such as diesel,6 methane7 or methanol8), which are currently in use. This means 
infrastructure pieces such as combustion engines can continue to be used but being powered by 
renewable energy instead of fossil fuels. Effectively, replacing fossil fuels with green hydrogen can be 
seen as switching our chemical energy vector supply chain to renewable energy at its earliest point.  
 
1.1 The Hydrogen Production Problem 
In contrast to these promises of green hydrogen stands the fact that currently, more than 96% of 
globally available hydrogen is derived from fossil sources instead of renewable energy.9 This shows 
that presently, green hydrogen is not competitive from an economical perspective. Political 
interventions such as subsidies or carbon taxation can alter this balance and are changing over time, 
but have not yet lead to a situation in which green hydrogen is economically feasible on a large scale.  
 
The overarching question to realize the promises of green hydrogen is therefore: How can we produce 
green hydrogen in an economically competitive way? Only once this question has been answered can 
we expect to see an adoption of green hydrogen on a global scale. 
 
1.1.1 Water Splitting – Overview 
To enable the use of green hydrogen globally, it has to be produced by splitting water into H2 and O2 
using renewable energy. This necessity arises from the extraordinary scale at which hydrogen will have 
to be produced in the future: assuming that hydrogen is used to provide 1.7 × 1020 J annually (30% of 
current global energy demand of 18 TW-year) and using a heating value of 120 MJ/kg, around 1.4 Gt 
(1.4 × 1012 kg) of hydrogen will have to be produced annually. Other approaches that have been 
proposed for green hydrogen production (e.g. biomass,10 splitting of mineral acids11 or oxidation of 
other organic matter12) might be used in smaller scale applications but can likely not be used to match 
this demand. Water splitting, however, combines an abundantly available starting material with a well 
tolerable side product (O2). Ideally, seawater should be used as a starting material to avoid competitive 
use of fresh water and/or energy intensive desalination.  
 
 3 
From a chemical perspective, water splitting is the combination of two redox half-reactions, water 
oxidation and water reduction (see Figure 2). 
 
Figure 2 Overview of redox half reactions, potentials and Gibbs free energy for water splitting 
 
 
Water oxidation is a four-electron oxidation reaction (1.23 V vs. NHE) in which two H2O molecules are 
combined to form O2. Water reduction is a two-electron reduction (0 V vs. NHE), combining two protons 
and two electrons to form H2. The overall reaction to form one equivalent of O2 and two equivalents of 
H2 has a Gibbs free energy of 113.5 kcal/mol, making it highly endergonic.  
 
Due to its endergonic nature, energy must be invested to produce H2 and O2 from H2O, explaining why 
this reaction can be used to convert the invested energy into chemical energy. Hence, we can also 
classify approaches to water splitting by the form of input energy. 
 
1.2 Water Electrolysis 
Water electrolysis, referring to the use of electrical energy to drive water splitting, is currently the most 
established approach for green hydrogen production. For this approach, any renewable electricity 
source (solar, wind, geothermal etc.) can be used to drive an electrolyzer, producing H2 and O2. The 
main factors determining hydrogen cost are therefore electricity price as well as investment and 
operating costs for the electrolyzer.13 Recent techno-economic analyses show that water electrolysis is, 
in fact, economical for certain niche applications with very low (or free) electricity prices.13 This can 
apply to power-to-gas applications, where free surplus renewable electricity (such as solar or wind) is 
converted to hydrogen.14 Water electrolysis can therefore be used for grid balancing, wherein hydrogen 
is produced during peak availability of solar or wind and converted back to electricity during peak 
demand. 
Production of green hydrogen using surplus electricity, however, cannot be expected to lead to large-
scale availability, as hydrogen production capacity in this case is bound by the degree of electrification 
(currently ca. 20% in the EU, see Figure 1). Instead, new renewable energy capacity dedicated to 
green hydrogen production will have to be built. Techno-economic analyses show that this is not 
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currently economically feasible: in case of photovoltaic/electrolyzer systems, hydrogen would be 
produced at a cost of ca. $5.4 - 6/kg, which is contrasted by the current price of fossil fuel derived 
hydrogen of $1.4/kg (see Figure 3).6 This cost arises from the construction and maintenance cost of 
new photovoltaic (PV) capacity combined with investment and operating costs for electrolyzers. 
Over time, one can expect that the cost of both PV capacity and electrolyzers will further decrease. In 
fact, this cost reduction over time can be modeled using learning curves, which account for 
technological improvements as well as cost savings due to economies of scale. Detz et al. have shown 
that based on learning curve models, the largest cost reductions can be expected for PV/solid oxide 
electrolysis (SOE).6 For this approach, green hydrogen production cost could become competitive with 
fossil fuel derived hydrogen between 2040 and 2050 (see Figure 3). 
 
Given the pressing nature of climate change, green hydrogen technologies will have to be deployed as  
soon as possible and by the middle of the century we need to already have achieved wide spread 
carbon neutrality.15 Hence, two conclusions can be drawn from this assessment of green hydrogen 
production using water electrolysis: Either, future work should focus on improving both photovoltaic and 
electrolyzer technologies to significantly accelerate cost reduction. Or, alternative technologies for 
green hydrogen production should be explored which might lead to a more rapid attainment of cost 
competitiveness. Ultimately, both conclusions are likely valid and both approaches should be followed, 
also in the interest of hedging risks. This work will focus on the exploration of alternative technologies 
for green hydrogen production, which could significantly decrease its cost. 
 
1.3 Photoelectrochemical, Solar Thermal and Biocatalytic Water Splitting 
Among alternative approaches for green hydrogen production are photoelectrochemical (PEC), solar 
thermal and biocatalytic water splitting. While these are interesting approaches to water splitting, they 
are beyond the focus of this work and will only be briefly summarized below. 
PEC water splitting refers to the use of photoelectrodes to generate an electrical potential by sun light 
absorption, which is used to drive water splitting catalyzed by materials deposited on the electrodes.16 
Hence, it is closely related to PV/electrolysis, although being a more integrated system. It has been 
argued that due to this similarity to PV/electrolysis, PEC cannot be expected to significantly outperform 
PV/electrolysis in terms of future cost reductions.16 
Solar thermal water splitting refers to using concentrated solar power to drive a thermal water splitting 
cycle.17 Since it relies on high-temperature thermal reactions (ca. 800 – 1500 °C), relatively complex 
solar concentrator plants are required for its operation. Furthermore, these high temperatures pose 
significant challenges for the design of appropriate water splitting materials.17 
 5 
Biocatalytic water splitting refers to the use of entire organisms or parts of enzymatic machinery to 
perform a modified version of photosynthesis.18 Hence, sun light energy is directly utilized to drive the 
water splitting reaction. This approach benefits from already existing machinery for photosynthesis but 
faces the challenges of dealing with its relatively low efficiency and the need to modify it to produce H2 
instead of biological energy carriers.18 
 
1.4 Photocatalytic Water Splitting 
Figure 3 Cost of green hydrogen production using either PV/electrolysis or photocatalysis 
Left: cost range of green hydrogen produced using PV/solid oxide electrolysis (SOE), upper and lower bounds of 
confidence intervals are shown above and below bars, respectively. Values for 2015 estimate (average cost ca. 
$6/kg) and 2050 projection (average cost ca. $1.3/kg) are shown. Dotted line shows current price of fossil fuel 
derived hydrogen ($1.4/kg). Data source: 6 
Right: estimate of green hydrogen cost produced using photocatalysis in single bed, suspended particle reactor 
(see Figure 4). Average cost (solar-to-hydrogen efficiency: 10%, particle cost multiplier: 1x, lifetime: 5 years) is 
$1.6/kg. Sensitivity of estimated price to variation of efficiency, particle cost multiplier and lifetime is shown, with 
upper and lower bounds of confidence intervals shown above and below bars, respectively. Dotted line shows 
current price of fossil fuel derived hydrogen ($1.4/kg). Data source: 19 
 
In photocatalytic water splitting, a photocatalyst is employed to split water directly using photon energy 
(sun light). Hence, it is akin to photosynthesis, but only utilizes artificial components. A crucial aspect of 
photocatalytic water splitting is that it can be carried out in very simple devices, such as plastic baggie 
reactors (see Figure 4): for these devices, a photocatalyst is dissolved or suspended in water and 
placed in a transparent plastic baggie. Irradiation of the baggie leads to evolution of H2 and O2, which 
are collected and then separated to yield pure H2.19 
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Techno-economic analysis by Pinaud et al. has shown that due to this simple device construction, 
photocatalytic water splitting could be used to produce hydrogen at a cost competitive with fossil fuel 
derived hydrogen ($1.6, see Figure 3).19 This cost estimate showed relatively low sensitivity to 
photocatalyst cost and lifetime, while variations in efficiency affected hydrogen cost by up to $0.7/kg. 
Even when taking this sensitivity analysis into account, hydrogen production costs for photocatalytic 
water splitting would be significantly lower compared to PV/electrolysis (see Figure 3). This makes it a 
highly interesting avenue to explore, with the potential to achieve the desired rapid attainment of cost 
competitiveness. 
Figure 4 Illustration of single bed plastic baggie reactor for photocatalytic water splitting 
Adapted from 19. 
 
The key technological challenge for photocatalytic water splitting is the development of commercially 
viable photocatalysts to accomplish this reaction. Lack of such catalysts is the reason why we are 
currently limited to hypothetical techno-economic analyses instead of actual data from deployment of 
this technology. But given its highly promising nature, development of photocatalyst for water splitting 
has attracted significant academic attention in the last decades.20 In the following we want to briefly 
summarize different approaches, which have been used in this development. 
1.4.1 Photosynthesis Inspired Systems 
In photosynthesis, water splitting occurs via four consecutive photon absorptions in photosystem II.21 
Each photon is absorbed by the light-harvesting complex, generating a pair of redox equivalents (one 
hole and one electron).21 Each hole is utilized for a one-electron oxidation of the oxygen-evolving 
complex, and since water oxidation is a four-electron oxidation, four of these absorption events are 
necessary to complete the reaction (see Figure 5). In the process, the oxygen evolving complex cycles 
through four different oxidation levels, known as Kok’s cycle.22  







Figure 5 Generic reaction cycle for photosynthesis inspired systems for water splitting 
S0 – S4 refers to different states/oxidation levels of water oxidation catalyst. Yellow circle represents photoactive 
component (semiconductor, photosensitizer, light harvesting complex) responsible for light absorption and 
generation of redox equivalents. Reaction cycle shows a generic sequence of four proton-coupled electron 
transfers, although the order of electron and proton transfers as well as H2O coordination varies between Kok’s 
cycle and different waver splitting catalysts. 
 
A large part of the literature on photocatalytic water splitting has been inspired by this reaction 
sequence.23 In the most general sense, these systems can be thus be characterized in a very similar 
way: the photoactive component, typically a semiconductor or photosensitizer, absorbs a photon to 
generate an electron-hole pair. The hole then travels to the active site for water oxidation, which, in 
most cases, is a dedicated water oxidation catalyst.20 This leads to one-electron oxidation of the water 
oxidation catalyst. After four of these absorption-oxidation events, O2 is released.24 In the process, 
protons are also released, which combine with electrons to form hydrogen at the active site for water 
reduction, which is often also a dedicated catalyst.20 Overall, this approach can be seen as a 4-photon-
4-electron sequence.  
Semiconductors which have been used as the photoactive components include TiO2,25 SrTiO3,26 
BiVO4,27 and Ta3N5,28 among others.29 Molecular photosensitizers, such as [Ru(bpy)3]2+ and its 
derivatives, have also been used as the photoactive component, often in the form of dye-sensitized 
materials.30 A wide range of heterogeneous31 as well as homogeneous32 water oxidation catalysts have 
been developed, along with a variety of water reduction catalysts.33 Photocatalysts capable of 
performing water splitting without the addition of any sacrificial reagents, also referred to as overall 
water splitting, mostly combine a semiconductor with other heterogeneous catalysts.20 Homogeneous 
water oxidation and reduction catalysts have mostly served to provide mechanistic insights instead,34 
as there has been no reproducible, homogeneous photocatalyst system for overall water splitting 
reported to date. 
Among others, two major challenges have become apparent for this approach: 
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1. High kinetic complexity due to the need to orchestrate consecutive absorption of four photons. 
Since each photon absorption only generates one electron-hole pair, four photon absorptions 
are necessary to complete the reaction. With each one-electron oxidation, an increasingly 
reactive intermediate of the water oxidation catalyst is formed, which might decay or decompose 
before the next photon absorption.35 This lowers productivity and efficiency of these systems, 
contributing to them not yet being suitable for commercial application. 
 
2. Lack of broad wavelength utilization. 
To achieve high solar-to-hydrogen efficiency, a large fraction of the solar spectrum must be 
utilized for water splitting. This means that photocatalysts should utilize the visible light range 
effectively, since it constitutes the majority of sunlight suitable for water splitting (the lower 
energy bound is 1.23 eV or 1010 nm for this approach). Most semiconductors which have been 
used, however, only absorb UV and/or blue light,20 severely limiting the maximum attainable 
solar-to-hydrogen efficiency. The reason for this problem is that all electron-hole pairs are 
generated by the same photoactive component with the same mechanism, hence all have the 
same redox potential. This redox potential has to match or exceed the highest redox potential 
encountered during water splitting, which is at least 1.23 V vs. NHE, but is almost always higher 
due to overpotential. At this point it should be noted that the four redox steps usually have 
different potentials, with some being considerably lower.24 However, since all redox equivalents 
are generated in the same way, the step with the highest redox potential determines the 
required potential of electron-hole pairs. In case of semiconductors, this determines the required 
band gap and the minimum energy of photons, which will be absorbed. Due to overpotentials 
and energy losses, mostly semiconductors with band gaps exceeding 2.5 eV have been used, 
which leads to systems with poor absorbance of most visible light.23 
 
A considerable amount of effort has been made to address the utilization of visible light by water 
splitting photocatalysts.36,37 From a formal perspective, the most straight forward approach is to lower 
overpotentials and energy losses, enabling the use of smaller band gap semiconductors.28,37 Another 
approach is to mimic the Z scheme found in photosynthesis: in this approach, electrons from O2 
generation are transferred to a redox mediator before H2 evolution. Through a second photon 
absorption for each transferred electron, the redox potential of these electrons can be altered to match 
the required maximum potential.36 This allows for the use of two different photoactive components, 
which independently might not match the required maximum potential, but do when operated in series. 
Therefore, the range of usable wavelengths can be broadened,38 but at the cost of further increasing 
kinetic complexity (eight photon absorptions in total), which can lower productivity and efficiency.39 
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Another approach to improve utilization of longer wavelengths is photon upconversion, in which two 
longer wavelength photons are converted to one shorter wavelength photon, which can be absorbed by 
the photoactive component.40,41 Similar to the Z scheme approach this increases the number of 
required photons, further increasing kinetic complexity. 
 
Compared to improving utilization of visible light, less work has been dedicated to addressing the 
problem of kinetic complexity in the context of photosynthesis inspired systems. In principle, one could 
imagine to utilize phenomena such as singlet fission42 to generate multiple electron-hole pairs for each 
photon absorption. This would lower the number of required photons, thus decreasing kinetic 
complexity. However, since each triplet state produced during singlet fission has less than half the 
potential of the excited singlet state, shorter wavelengths of light would be required, making use of 
visible light even more challenging.43 While use of singlet fission for water splitting has been explored 
theoretically,43 we are not aware of any experimental work which has implemented singlet fission, or 
other multiple exciton generation approaches, for overall water splitting. 
1.4.2 H2O2 Pathway for Water Splitting 
Instead of altering the photophysical processes, the problem of kinetic complexity can also be 
addressed by moving away from the photosynthesis inspired 4-photon-4-electron sequence. One 
alternative reaction pathway proceeds via H2O2; since H2O2 is the product of two-electron oxidation of 
H2O, its formation requires only two electron-hole pairs, and hence only two photon absorptions. Two 
separately formed H2O2 molecules can then react in a catalytic disproportionation to form O2 and H2O, 
while liberated electrons and protons are combined to form H2. Overall, this pathway can therefore be 
seen as a 2x 2-photon-2-electron sequence (see Figure 6) 
Such a reaction pathway has been realized using a C3N4/CDot photocatalyst.44 In this system, 
semiconductor C3N4 is the photoactive component while CDots catalyze H2O2 disproportionation. 
The fact that two 2-photon-2-electron sequences can operate independently, instead of one 4-photon-
4-electron sequence, does indeed lower kinetic complexity and makes the C3N4/CDot system 
comparatively productive.44 However, a major challenge of this approach is that H2O2 formation is more 
endergonic than O2 formation, requiring a higher redox potential (1.78 V vs. NHE instead of 1.23 V vs. 
NHE for O2). This means that only larger band gap semiconductors can be used, which exacerbates 
the challenge of utilizing visible light. In fact, for the C3N4/CDot system, only light with wavelengths < 
450 nm can be used to drive the reaction, severely limiting the theoretical maximum solar-to-hydrogen 
efficiency. Furthermore, the additional energy, which has to be invested for H2O2 formation compared to 




Figure 6 Generic reaction cycle for H2O2 pathway for water splitting 
S0 – S2 refers to different states/oxidation levels of active site for H2O2 generation. Yellow circle represents 
photoactive component (semiconductor, photosensitizer) responsible for light absorption and generation of redox 
equivalents. Reaction cycle shows a generic sequence of two proton-coupled electron transfers, although the 
order of electron and proton transfers as well as H2O coordination can vary between different systems. 
 
1.4.3 A Bottom-Up Approach to Address Fundamental Challenges 
The above assessment shows that progress has been made to address both the challenges of utilizing 
visible light as well kinetic complexity. These approaches, however, have only been able to address 
one challenge at a time, while sometimes exacerbating the other. Overall, this has not yet resulted in 
photocatalysts suitable for commercial application. Hence, the question arises: How can we identify 
new approaches to simultaneously tackle these fundamental challenges in photocatalytic water 
splitting? 
 
One answer to this question might be to adopt a bottom-up approach: by studying untypical but well-
defined molecular water splitting reactions, we might be able to identify new mechanisms for light-
driven water splitting. These new mechanisms could open up reaction pathways beyond those inspired 
by photosynthesis or based on H2O2 and could allow tackling the fundamental challenges in a new way. 
Ultimately, obtained mechanistic insight could then be used to design new systems or modify existing 
ones, leading on a path to commercially viable photocatalysts. 
Of crucial importance for this approach is to select appropriate molecular water splitting systems to 
study, which should ideally fulfill the following criteria: 
 
1. An untypical mode of water splitting, which should hint at an underlying mechanism that is 
distinct from typical 4-photon-4-electron or 2x 2-photon-2-electron reaction sequences. 
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2. Well-defined reactions and products that account for the whole reaction sequence of overall 
water splitting. Hence, no sacrificial reagents should be used. 
3. A cyclic reaction, which would in principle enable a photocatalytic cycle. 
4. Formation of H2 and O2 (instead of H2O2) to avoid energetic issues arising from formation of 
thermodynamically less favorable products. 
 
To identify potential candidates, the literature on such untypical water splitting reactions was surveyed, 
with the results shown in Table 1. In the following, these reactions will be briefly summarized. 
Godemann et al. reported a titanocene system capable of H· radical release, followed by light-induced 
HO· formation (see Table 1, entry I).45 While the reaction cycle is closed, formation of unstable radical 
species instead of H2 and O2 makes this system less promising compared to others. A version of this 
system capable of H2 formation has been reported,46 although not in combination with HO· formation. 
Goez et al. have reported a similar kind of reaction using [Ru(bpy)3]2+ (see Table 1, entry II).47,48 
Photoionization of excited state *[Ru(bpy)3]2+ was reported to produce solvated electrons, and 
irradiation of resulting [Ru(bpy)3]3+ was found to produce HO· radicals. While this is also a closed 
reaction cycle, formation of electrons and HO· radicals makes it less suitable for further studies. 
McGrail et al. found that irradiation of an uranyl aqua complex can produce H2 and a peroxo-bridged 
product complex upon irradiation (see Table 1, entry III).49 Due to the relatively stable peroxo complex 
this reaction is not cyclic.  
Kee et al. described that irradiation of a manganese half-sandwich complex leads to formation of H2, 
H2O2 as well as decomposition products of the complex (see Table 1, entry IV).50 Formation of H2O2 
instead of O2 and irreversible decomposition of the complex render this system less promising. 
Kunkely et al. identified a copper complex capable of reducing carbonates to CO in presence of water, 
generating a dimeric hydroxo complex. Irradiation of this hydroxo complex was found to produce O2 as 
well as H2O2 and led to partial decomposition of the complex (see Table 1, entry V).51 In this system, 
carbonates instead of protons are reduced, but the source of electrons is still water splitting. While this 
reaction is interesting, only a minimal amount of analytical data supporting these results was reported, 
which also leads to ambiguity as to whether O2 or H2O2 is formed initially.  
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In another report by Kunkely et al. it was found that irradiation of osmocene in the presence of protons 
and water leads to evolution of H2 along with formation of an Os(IV) aqua complex, which can be 
deprotonated to form a hydroxo complex (see Table 1, entry VI).52 Irradiation of the hydroxo complex 
leads to evolution of O2 and regeneration of osmocene. This reaction is interesting due to formation of 
both H2 and O2, but the two reaction steps require incompatible reaction conditions (H2 formation 
requires a strongly acidic environment, which is not compatible with the Os(IV) hydroxo complex). In a 
later report, Ge et al. also studied this reaction, in which case no O2 formation could be detected.53 
Katakis et al. reported that a tungsten dithiolene complex in combination with methyl viologen could act 
as photocatalyst for overall water splitting (see Table 1, entry VII).54 This would be the first and, to the 
best of our knowledge, only homogeneous photocatalyst for water splitting. Multiple research groups, 
however, have subsequently failed to reproduce these results.55 
 
Lastly, Kohl et al. reported that broadband irradiation of ruthenium pincer (PNN) dihydroxo complex 1 in 
water at room temperature leads to evolution of O2 combined with formation of ruthenium hydride 
complex 2 (see Table 1, entry VIII).56 Heating 2 in water then leads to liberation of H2 and regeneration 
of 1. Hence, this reaction constitutes a closed cycle for formation of both H2 and O2. While the two 
reaction steps require different temperatures, they are in principle compatible. It can therefore be 
argued that this reaction sequence contains the untypical but complete water splitting reactivity that we 
seek for our study. In the following, we will therefore focus on this reaction. 
1.4.4 Water Splitting using Ruthenium Dihydroxo Complex 
Starting with the second step of the reaction sequence, liberation of H2 from hydride complex 2 has 
already been studied computationally,57–60 and similar reactions have been investigated 
experimentally.61 From these results it can be concluded that this redox neutral process proceeds via 
protonation of the hydride ligand, leading to H2 formation and subsequent hydroxo coordination. 
Therefore, the light-driven, first reaction step contains all redox steps and constitutes the core water 
splitting reactivity of this system.  
In their original report, Kohl et al. performed initial mechanistic studies for the light-driven step and 
reported the following findings: 
 
1. Through isotope labeling it was found that O-O bond formation occurs intramolecularly without 
significant solvent involvement.  
2. 3O2 is formed by the reaction, as confirmed by trapping experiments.  
3. Small amounts of HO· radicals could be detected, but it was ruled out that these were part of 
the reaction sequence, since addition of radical scavengers did not inhibit the reaction. 
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4. Addition of catalase leads to disappearance of HO· radicals, indicating that they result from a 
Fenton type reaction of H2O2, which might be present under reaction conditions. 
 
Based on these observations, Kohl et al. proposed that the reaction proceeds via light-induced 
reductive elimination of H2O2 from 1, which subsequently disproportionates to form 3O2. Subsequent 
theoretical studies have shown, however, that reductive elimination of H2O2 from 1 is not energetically 
feasible, with barrier heights exceeding 100 kcal/mol.57,62 Therefore, H2O2 might only be formed as a 
side product of the actual water splitting mechanism. 
Chen et al.62 attempted to elucidate the mechanism theoretically, but could not identify a feasible 
pathway: in their mechanism, the reaction starts from a hydrogen-bonded dimer of 1, which undergoes 
intersystem crossing and intermolecular proton transfer after excitation. However, the resulting triplet 
species has a thermal barrier of 50 kcal/mol for O-O bond formation, which cannot be overcome for a 
reaction conducted at room temperature. Aside from this study, no further theoretical or experimental 
work has been reported to elucidate this reaction. 
 
We can conclude that the reaction reported by Kohl et al. fulfills our criteria for an untypical water 
splitting system. It might therefore provide us with mechanistic insight into a new approach for water 
splitting that could be used to address some of the fundamental challenges that have been identified. 
The core reactivity of this system, however, has so far not been understood. 
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2 Motivation, Goals and Methods 
2.1 Primary Objective 
In light of the arguments outlined above, the primary objective of this work is to establish a mechanistic 
understanding for the untypical water splitting reaction reported by Kohl et al. This might lead us to the 
discovery of a fundamentally new mechanism for water splitting, beyond either the reaction blueprints 
of photosynthesis or H2O2 pathways. A new mechanism could open different perspectives to address 
challenges such as high kinetic complexity and insufficient visible light utilization. Ultimately, 
overcoming these challenges could enable a path to commercially viable photocatalysts for water 
splitting, which may be used for large-scale production of green hydrogen. 
 
To tackle this objective, we employed a symbiotic combination of different experimental and theoretical 
methods: Experimental kinetic studies were enabled by the construction of highly sensitive in situ 
oxygen detection set-ups. Ultrafast-pump probe spectroscopy was used to study photophysical 
properties, supported by computational kinetic modeling. To connect experimental insights and develop 
a holistic mechanistic understanding, density functional theory (DFT) as well as complete active space 
self-consistent field (CASSCF) computations were used. 
 
2.2 Secondary Objectives 
Aside from this primary objective, a number of secondary objectives are addressed in this work. 
2.2.1 Mechanistic Elucidation of Oxidation Half-Reaction in Photocatalytic CO2 Reduction 
Photocatalytic CO2 reduction is a technology for solar energy utilization that is closely related to 
photocatalytic water splitting.63 In fact, when the reaction is performed without sacrificial reagents, water 
oxidation should provide the necessary electrons for CO2 reduction. 
Part of this work is dedicated to the mechanistic elucidation of the oxidation half-reaction in a novel 
heterogeneous photocatalyst for CO2 reduction. Just like in water splitting, gaining this understanding is 
motivated by the possibility to use the respective knowledge to overcome kinetic bottlenecks and 
fundamental challenges of this reaction. 
Since the oxidation half-reaction was studied, the developed in situ methods for O2 detection were used 
for kinetic experiments, along with a range of analytical and spectroscopic methods to characterize 
material changes during the reaction. 
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2.2.2 Novel Algorithm for Improved Data Analysis in Chemistry and Biology 
While analyzing in situ kinetic O2 data for water splitting as well as CO2 reduction, it became apparent 
that there were no suitable algorithms for baseline correction of this type of data. Closer inspection of 
the problem revealed that the produced data type is part of an entire class of datasets, spanning 
chemistry and biology, for which no general baseline correction method exists. 
To improve data analysis for this class of datasets, part of this work is dedicated to the development of 
a novel, generally applicable baseline correction algorithm. It also aims to thoroughly evaluate this 
algorithm through synthetic benchmarking and application of the algorithm to experimental data from 
chemistry, biology and spectroscopy. The final aim is to make the algorithm publicly accessible so that 
other scientists can use it to improve their data analysis. 
2.2.3 Catalyst Speciation and Mechanism for Ruthenium Catalyzed Reductive Amination 
Valorization of hydrogen is an important part of establishing a firm role for hydrogen in the global 
economy. Such a central role of hydrogen is crucial to aid adoption of green hydrogen technologies. In 
this context, reductive amination offers a convenient way to use hydrogen for the production of high 
value amines from readily available carbonyl compounds.64  
Part of this work is dedicated to investigating catalyst speciation as well as the reaction mechanism in a 
novel ruthenium catalyst system for reductive amination. Understanding of catalyst deactivation can 
help to improve productivity and efficiency of the system, while an understanding of the reaction 
mechanism helps to avoid side product formation. For these studies, in situ nuclear magnetic 
resonance spectroscopy (NMR) was used as the primary method. Given that the studied catalyst is 
based on ruthenium, skills and knowledge obtained by studying the ruthenium-based water splitting 
system could be used to enrich this work. 
2.2.4 Identification of Active Catalyst in Rhodium Catalyzed Arene Hydrogenation 
Another approach to hydrogen valorization is arene hydrogenation, which can convert readily available 
aromatic feedstock into valuable, saturated carbo- and heterocycles using hydrogen.65 
The main objective for this part of the work is to identify the active catalyst species for a novel rhodium 
arene hydrogenation catalyst, which has shown unprecedented reactivity and selectivity.66 Identification 
of the active species is a cornerstone for mechanistic studies, which can illuminate how this catalyst 
attains its unusual reactivity and selectivity. 
Methodologically, this study is based on kinetic in situ NMR spectroscopy and can therefore draw from 
skills obtained during kinetic studies of water splitting and CO2 reduction, as well as from previous 
insights into in situ NMR spectroscopy used for studying reductive amination.  
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3 Results and Discussion 
This chapter is structured based on the five publications included in this work, with each subsection 
corresponding to one publication. Within each subsection, references to the manuscript or supporting 
information (SI) are referring to the manuscript or supporting information (SI) of the respective 
publication. Appendix is abbreviated as “Ap.”. In some sections, parts of the corresponding manuscript 
are paraphrased or adapted. 
3.1 Two-Photon Water Splitting at Molecular Ruthenium Complex 
Publication Title: “Two-photon water splitting at a molecular ruthenium complex”, submitted 
Supporting Information: Available in Ap. 8.1. 
3.1.1 Synthesis, Properties and Reactivity of 1 
Starting point for the mechanistic elucidation of water splitting using complex 1 was a reproduction of 
the results reported by Kohl et al.56 While 1 can be synthesized by heating 2 in H2O, a number of side 
products are also formed, complicating access to pure 1 (see Ap. 8.1 SI Section 3.1.4). Kohl et al. 
reported that reaction of 2 with N2O yields pure 1 and is the preferred route to access the complex.56 In 
this reaction, the hydride ligand of 2 is formally oxidized to a second hydroxo ligand. This synthesis 
route proved challenging at first, but ultimately we found that it is crucial for the reaction to be 
conducted in the presence of a precise amount of water: reaction of a THF solution of 2 containing 9 
equivalents of water with N2O reliably yields pure samples of 1 (see Ap. 8.1 SI Section 3.1.1). This 
finding was inspired by theoretical studies that have highlighted the crucial role of hydrogen bonding in 
the reaction of N2O with ruthenium hydride complexes.67,68 Furthermore, we also developed a new 
synthesis route to access 1 via reaction of [(PNN)RuCl2(CO)] with Ag2O (see Ap. 8.1 SI Section 3.1.3). 
This double halide abstraction reaction yields 1 in just one synthesis step from easily accessible 
[(PNN)RuCl2(CO)] (see Ap. 8.1 SI Section 3.4). Hence, this reaction might be used to easily synthesize 
derivatives of 1 to explore structure-reactivity relationships in the future. However, the new synthesis 
procedure is not fully optimized yet and does not yield product of the same purity as the N2O synthesis 
route. 
With pure 1 in hand, we characterized its physicochemical properties. Regarding its optical properties, 
the lowest energy absorption feature is a metal-to-ligand charge-transfer band from 350 – 400 nm in 
H2O (see Chapter 6.1 Manuscript Figure 2), which was also confirmed by TD-DFT calculations (see Ap. 
8.1 SI Sections 11.2.2 and 11.2.3). This is in contrast to findings by Kohl et al., who reported absorption 
features at energies lower than the MLCT transition.56 The authors reported, however, that their product 
was green and we found that a green discoloration of 1 (which is a yellow solid) can result from 
impurities formed during the N2O reaction (see Ap. 8.1 SI Section 3.1.1). We therefore attribute these 
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additional absorption features found by Kohl et al. to impurities in the final product. 1 also shows weak 
fluorescence at λem = 500 nm when excited at λex = 370 nm.  
Irradiation of 1 for two days in water using a broadband quartz tungsten halogen (QTH) light source 
(320 – 1000 nm) leads to formation of 2-cis in ca. 20% yield. Using NMR spectroscopy (see Ap. 8.1 SI 
Section 4.1.2) as well as DFT calculations (Ap. 8.1 SI Section 11.2.9) we confirmed the cis 
arrangement of hydride and hydroxo ligands as shown in Table 1, entry VIII. 2-cis is an isomer of the 
more stable 2-trans, in which hydride and hydroxo ligand are in a trans arrangement, and 2-cis slowly 
converts to 2-trans after irradiation is stopped (see Ap. 8.1 SI Section 4.1.2). Aside from 2-cis, another 
product is formed, which we tentatively assign to an oxo-bridged dimer of 1 (Oxo dimer) resulting from 
formal dehydration (see Ap. 8.1 SI Section 4.1.2). We recorded a concentration-time profile for the 
irradiation of 1 and developed a kinetic model to describe the resulting data (see Ap. 8.1 SI Figure 4.1-
1). From this modeling it became clear that Oxo Dimer is an off-cycle species and not an intermediate 
en route to formation of 2-cis (see Ap. 8.1 SI Section 4.1.3).  
For the detection of oxygen evolution, we developed a highly sensitive in situ set-up based on 
fluorescence quenching optical oxygen sensors (see Ap. 8.1 SI Section 4.2.1), which allowed for sub-
μmol/l O2 detection (see Ap. 8.1 SI Figure 4.2-1). Using in situ O2 detection, O2 formation could be 
detected in both the liquid and gas phase (see Ap. 8.1 SI Section 4.2 and 4.3). Comparing the rate of 2-
cis formation from our concentration-time profile/kinetic model with the initial rate of O2 formation in the 
liquid phase, we confirmed that both products are formed in the same reaction (see Ap. 8.1 SI Section 
4.4). Formed O2 appears to be consumed again during the reaction, possibly due to photochemical 
oxidation of 1 (see Ap. 8.1 SI Section 4.3.2). A lower yield of 2 (45% vs. 20%), formation of Oxo Dimer 
and consumption of O2 slightly differ from the original results of Kohl et al. (in their report, accumulation 
of O2 in the gas phase was reported). Despite these differences, the core water splitting reactivity is 
identical and these differences do not impact the following mechanistic investigation. In future work, 
however, improving the yield of 2 and suppressing O2 consumption should be addressed. 
3.1.2 Kinetic Studies 
With the core water splitting reactivity in hand, we proceeded to investigate the mechanism of the 
reaction. The first striking observation revealed by kinetic studies was that the water splitting reaction 
rate shows a square dependence on irradiation intensity (see Chapter 6.1 Manuscript Figure 3). This 
indicates that two photons are absorbed during the reaction in a non-linear fashion.69 There are two 
mechanisms, which could explain this behavior: 
 
1. Two equivalents of 1 separately absorb one photon each, generating two equivalents of a 
transient intermediate, which then react in a bimolecular reaction. This would be akin to the 
mechanism of triplet-triplet annihilation.40 
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2. 1 absorbs one photon, generating a transient intermediate, which subsequently absorbs the 
second photon.69,70 
 
It should be noted that if the intermediate was not transient, no square intensity dependence could be 
observed (see Ap. 8.1 SI Section 10.2). To differentiate these scenarios, we studied how different 
wavelengths for irradiation affect the rate of water splitting. A transient intermediate responsible for 
absorption of the second photon would likely have a different absorption behavior compared to 1. This 
would imply that the response of water splitting to different wavelengths would be different from what 
would be expected if only 1 was responsible for photon absorption. 
First, we studied the effect of different irradiation wavelengths on formation of 2-cis (see Figure 7A). 
Irradiation using a 320 – 400 nm filtered light source resulted in formation of 2-cis in 6% yield after 17 
h. Expectedly, when using a 495 – 1000 nm filtered light source, no 2-cis was formed, since 1 does not 
significantly absorb this wavelength range. Strikingly, using both the 320 – 400 nm and 495 – 1000 nm 
light sources simultaneously, the yield of 2-cis increased to 10%.   
 
Figure 7 Effects of different wavelengths on water splitting reaction 
A Dependence of 2-cis yield on irradiation using either 320 – 400 nm, > 495 nm irradiation or both simultaneously 
for 17 h. Colored bars and text indicate average values while black error bars indicate range of experimental 
values. 
B Dependence of excess initial rate of O2 formation on longpass filter cut-on wavelength of second light source 
(first light source: 320 – 400 nm), along with scaled, predicted behavior for [B-Mono-Up]D0. 
Source: Publication I 
 
These results show that using light, which is not significantly absorbed by 1, can synergistically 
enhance the water splitting reaction. This observation suggests that excitation of 1 by a 320 – 400 nm 
photon leads to formation of a transient intermediate, which absorbs a second, longer wavelength 
photon to complete the reaction.  
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To investigate the effect more closely, a series of dual irradiation experiments were performed: a 
solution of 1 was simultaneously irradiated using a 320 – 400 nm filtered light source as well as a 
second light source with different longpass filters. This results in X – 1000 nm intervals (455 – 1000 nm, 
495 – 1000 nm etc.) for the second light source. For each longpass filter, the excess initial rate of O2 
formation was determined, which was calculated by subtracting the initial rates of single light source 
irradiation (320 – 400 nm or X – 1000 nm) from the dual irradiation rate (see Ap. 8.1 SI Section 4.2.5).  
In this experiment, 320 – 400 nm irradiation excites 1 to form the transient intermediate while the effect 
of longpass filters on excess initial rate effectively probes the intermediate’s absorption behavior. As 
can be seen in Figure 7B, already starting at 630 nm an excess initial rate can be observed, which 
increases roughly linearly all the way to 455 nm. We can thus conclude that absorption of a 455 – 630 
nm photon by the transient intermediate is the second photon absorption to complete the water splitting 
reaction. The experimental longpass filter/excess rate relationship is in good agreement with the 
predicted behavior for the computationally identified intermediate ([B-Mono-Up]D0, see Figure 7B 
green line, below and Ap. 8.1 SI Section 11.4.1). 
3.1.3 Ultra-Fast Spectroscopy and Kinetic Modeling 
The dynamics of 1 were investigated using ultrafast pump-probe spectroscopy (see Ap. 8.1 SI Section 
9). Two transient species could be identified, with lifetimes of τ = 6 ps and τ = 150 ps, respectively (see 
Ap. 8.1 SI Figure 9.2-1). Based on its decay associated spectrum, the τ = 6 ps species could be 
assigned to an emissive singlet state of 1. For the τ = 150 ps species the decay associated spectrum 
shows good agreement with computationally identified species [B-Trans]T0 (see Ap. 8.1 SI Figure 9.2-
1). [B-Trans]T0 is an isomer of the computationally identified intermediate [B]T0 (see below).  
To gain a better understanding of the relationship between kinetic and spectroscopic results, a simple 
kinetic model for the consecutive two-photon process was developed (see Ap. 8.1 SI Section 10). In 
this model, a system of differential equations describes the consecutive absorption of two photons to 
form O2 as well as a third step in which O2 is consumed again. It also takes into account the 
experimentally determined photon flux values. By numerically solving the system of differential 
equations in combination with an optimization algorithm, the kinetic model was fitted to experimental 
irradiation intensity/rate data. Optimization parameters are the transient intermediate lifetime and 
quantum efficiencies for each step. Since the optimization problem is underdetermined, only a range of 
optimal parameters can be defined. Yet, we can conclude that to explain the experimentally observed 
rates, the lower bound for transient intermediate lifetime is 10 ns. Hence, the τ = 150 ps species is likely 
not the corresponding intermediate. Given that this species could be assigned to isomer [B-Trans]T0, 
we propose that it might partially isomerize to form [B]T0 below the detection limit (as [B]T0 absorbs 400 
– 700 nm light more weakly compared to [B-Trans]T0, see Ap. 8.1 SI Section 9.2). Future work should 
aim to directly detect [B]T0 through higher sensitivity measurements. 
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3.1.4 Computational Studies 
To tie together experimental insights and develop a holistic mechanistic understanding, we performed 
DFT as well as CASSCF computations, with the results shown in Figure 8. DFT was used for ground 
state calculations as well as vertical excitations (time dependent formalism), while CASSCF was used 
to described multi-configurational systems such as conical intersections. 
While a detailed description of the mechanism is to be found in the manuscript, it can be summarized 
as follows (spin states of species are indicated behind square brackets): a hydrogen-bonded dimer of 1, 
named [A]S0, is excited by a 320 – 400 nm photon to form [A]Sn (observed in pump-probe 
spectroscopy), which then undergoes intersystem crossing and an intermolecular proton-coupled 
electron transfer (PCET) to form [B]T0. In [B]T0, the left hydroxo-oxo ruthenium complex has been 
formally oxidized to Ru(III), while the right ruthenium hydroxo complex has been reduced to Ru(I), 
hence this species can be seen as a charge-transfer state.  
Since O-O bond formation occurs intramolecularly,56 we can conclude that the second photon is 
absorbed by the left ruthenium complex, [B-Mono]D0. Indeed, the time dependent (TD)-DFT UV/Vis 
spectrum of [B-Mono-Up]D0 (conformational isomer of [B-Mono]D0) agrees well with the dual 
irradiation data (see Figure 7, Ap. 8.1 SI Section 11.4.1). Excitation of [B-Mono]D0 by a 455 – 630 nm 
photon leads to population of the D2 state, which converts to hydroperoxo complex [C-Mono]D0 via two 
conical intersections (see Figure 8B) without significant barriers. Hence, photon absorption directly 
induces a highly endothermic O-O bond formation, during which two electrons are transferred to the left 
ruthenium center, reducing it formally to Ru(I).  
In the full dimeric model, [C]T0, a second PCET takes place from the hydroperoxo ligand to the right 
Ru(I) center, forming a superoxo complex on the left ([D]T0) as well the first hydrido hydroxo product 
complex [F]S0 on the right. This step has a modest barrier of 13.7 kcal/mol, which can likely be 
overcome with residual vibrational energy from the second photo absorption. In a small fraction of all 
reactions, hydrolysis of [C]T0 might occur instead, which could explain the formation of H2O2 as a side 
product, as observed by Kohl et al. 56  
The superoxo ligand in [D]T0 is then displaced by water, releasing 3O2 and forming complex [E]S0. [E]S0 




Figure 8 Computationally identified mechanism for 
two-photon water splitting 
A DFT computed free energy profile. Energies of excited 
species ([A]Sn and [B]T2) are only approximate. Franck-
Condon geometry is shown for [A]Sn. Abbreviations: “CI” 
conical intersections, “TS” transition state, “Scan” 
relaxed potential energy surface scan. For [A]S0, both 
ruthenium centers are in oxidation state II. Shown 
oxidation states are only formal to visualize electron 
flow;  
B CASSCF computed reaction from [B-Mono] to [C-
Mono] including minimum energy conical intersections 
(MECI). Bond distances are in Ångström. Calculations in 
the gas phase, for solution phase results see SI Figure 
11.3-1.  
Structures are shown without other ligands for clarity. 
Source: Publication I 
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To close the water splitting cycle, both equivalents of [F]S0 can react with one equivalent of water each 
to release two equivalents of H2 in total and regenerate [A]S0. For each equivalent of [F]S0, this reaction 
is endothermic by 13.2 kcal/mol, accounting for the entire thermodynamic energy change of water 
splitting (see Ap. 8.1 SI Table 11.2-7). 
3.1.5 Discussion 
Overall, kinetic results have shown that the water splitting reaction occurs via consecutive, non-linear 
absorption of a 320 – 400 nm photon followed by a 455 – 630 nm photon. These two photons are 
absorbed by two different reaction species. Computational studies, supported by ultra-fast 
spectroscopy, then revealed a holistic mechanistic picture: in its most minimal form (see Figure 9A), 
absorption of the first photon by A generates charge-transfer intermediate B, which absorbs the second 
photon to generate hydroperoxo intermediate C. C can then liberate O2 as well as H2 without additional 
photon absorptions to regenerate A.  
 
 
Figure 9 Summary of two-photon water splitting mechanism and relation to previous work 
A Minimal schematic mechanism for two-photon water splitting in the style of Figure 5 and Figure 6. 
B Overview of approaches to light-driven water splitting, arranged by usable wavelength range (top scale) and 
kinetic complexity (side scale). Note that wavelength ranges are only approximate. 
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When we put these results into the context of previous mechanisms for water splitting (see Figure 9B), 
we can see that it presents a completely new paradigm, which addresses the two fundamental 
challenges that were identified in Section 1.4.1: kinetic complexity is significantly reduced by requiring 
only two instead of 4 or 2×2 photons. Effectively, a 2-photon-4-electron sequence is operative in this 
system. Furthermore, instead of relying on only one mechanism for photon absorption, each absorption 
step is specific for the respective redox step. Tailoring photon absorptions to redox events in this way 
allows for the utilization of different wavelengths, ultimately spanning a large section of the visible 
spectrum up to red light.  
 
In its current form, however, this water splitting reaction does not proceed with high yield or efficiency. 
The relatively poor utilization of photons (see SI section 10.4) is likely due to a short lifetime of [B]T0, 
which makes absorption of the second photon difficult. To some extent, this was expected, since the 
molecular structure of 1 was in no way been optimized for photochemical reactions or the stabilization 
of charge transfer states. It might therefore be reasonable to propose that structural changes can be 
made to 1, which would significantly enhance its photochemical performance, while also addressing the 
problem of O2 consumption. To aid also other researchers in advancing this field, all original data of the 
project has been made publicly available at: https://github.com/jschneidewind/Water-Splitting. 
 
In conclusion, we successfully identified the mechanism of this untypical water splitting reaction. As we 
had hoped, this has presented us with a fundamentally new approach to water splitting, which can 
tackle some of the fundamental challenges in this field. These insights might therefore be used in the 
future for either the bottom-up construction of new water splitting systems or for the modification of 
existing approaches. By taking advantage of lower kinetic complexity and broad visible light utilization, 
this could lead us to economically viable water splitting systems for green hydrogen production. 
 
 
Disclaimer: Parts of chapter 3.1 were paraphrased, adapted or taken from the manuscript of publication 
I. This manuscript was completely written by me and has not been published yet. 
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3.2 Oxidation Half-Reaction in Photochemical CO2 Reduction using Cu/TiO2 
Publication title: “Improving Selectivity and Activity of CO2 Reduction Photocatalysts with Oxygen”, DOI: 
10.1016/j.chempr.2019.04.006  
Supporting Information: Available at 
https://www.sciencedirect.com/science/article/pii/S2451929419301640 
 
Photochemical CO2 reduction can be seen as an extension of photocatalytic water splitting: electrons 
are ideally provided by water oxidation, but instead of combining them with protons to produce H2, they 
are used to reduce CO2 to various carbon based energy carriers.63 Direct access to these carbon based 
energy carriers is the attractive feature of photochemical CO2 reduction, but it comes at the cost of 
having to mediate are more complex reduction half-reaction compared to water reduction.63  
Various photocatalysts for CO2 reduction have been developed, with Cu/TiO2 systems being especially 
prominent.71,72 For these systems, CO is typically formed as the primary product of CO2 reduction, with 
H2 being formed as a side product due to water reduction. In our group, a particularly active Cu/TiO2 
photocatalyst for CO2 reduction in water was developed using an unusual TiO2 aerogel component, 
designated as Cu/TiO2(AG). Use of this aerogel component was found to significantly increase surface 
area.73 For this system, however, no formation of O2 could be observed during photochemical CO2 
reduction. Lack of O2 formation has been a common problem in Cu/TiO2 catalyzed CO2 reduction, as 
indicated in multiple previous reports.74,75 Not detecting O2 formation raises the question what oxidation 
half-reaction provides the necessary electrons for CO2 reduction? Answering this question is crucial to 
understand the entire electron flow of the reaction, which in turn provides the foundation for targeted 
improvements. 
 
This question concerning the oxidation half-reaction was further compounded by an observation that 
addition of O2 actually increases formation of CO. Through detailed in situ spectroscopic and kinetic 
experiments (see Chapter 6.2 Manuscript), it was shown that this is due the presence of O2 controlling 
speciation of the copper catalyst: initially, the Cu(II) precursor is reduced to a catalytically active Cu(I) 
species under photochemical reaction conditions. Over the course of the reaction, however, active 
Cu(I) species are further reduced to inactive Cu(0) species. Presence of O2 enables a reactivation of 
Cu(0) species by oxidation to Cu(I), which prolongs catalytic activity (see Figure 10). To investigate this 
effect, O2 levels during photochemical reactions were monitored using the developed in situ O2 
detection set-up. Surprisingly, O2 consumption far exceeded the amount, which would be expected if O2 
would only be consumed by copper oxidation (see Chapter 6.2 Manuscript Figure 2A). In fact, the 
amounts of O2 consumption could only be explained by reductive chemisorption (photoadsorption) of 
O2 on the TiO2(AG) surface.76 Photoadsorption of O2 could also be observed for TiO2(AG) not 
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containing any copper. Three distinct reduction processes were therefore identified during the 
photochemical reaction: CO2 reduction, Cu reduction and reductive chemisorption of O2. Yet, the 
electron source for these reduction processes was still unknown. 
When comparing O2 photoadsorption by different TiO2 materials, the rate and amount of 
photoadsorption correlated with the number of surface hydroxyl groups (see Chapter 6.2 Manuscript 
Figure 2A),77 hinting at their involvement in the reaction. TiO2(AG) showed the highest number of 
surface hydroxyl groups as well as the highest degree of O2 photoadsorption. For Cu/TiO2(AG), the 
number of surface hydroxyl groups was reduced by roughly half after the reaction, showing that they 
are a reaction component which is consumed. Consistent with this picture of surface hydroxyl groups 
being a consumable part of the reaction is that in a long term experiment, It was found that both O2 
photoadsorption and CO2 reduction ceased once ca. 10 mol% of O2 (with respect to TiO2(AG)) were 
consumed. 
 
Figure 10 Schematic overview of mechanism for photochemical CO2 reduction at Cu/TiO2(AG) including 
surface oxidation 
Eg is the band gap energy, h+ represents electron holes. Adapted from Publication II. 
 
Grätzel and co-workers have described that under irradiation, TiO2 surface hydroxyl groups can be 
oxidized to form surface peroxo and superoxo species, via the intermediacy of HO· radicals.78 This 
oxidation reaction could be a candidate for the missing oxidation half-reaction in this system. Using 
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electron paramagnetic resonance (EPR) spectroscopy, HO· radicals formed during irradiation of 
Cu/TiO2(AG) could be trapped and detected (see Chapter 6.2 Manuscript Figure 3). Furthermore, using 
a chemical detection assay, surface bound peroxo species formed after a photochemical reaction in the 
presence of O2 were identified (see Chapter 6.2 Manuscript Figure 2B). These results indicate that 
photooxidation of surface hydroxyl groups is the oxidation process responsible for reductive 
chemisorption of O2. To investigate whether the same photooxidation process also provides electrons 
for CO2 reduction, a photochemical reaction in the absence of O2 was conduced followed by the same 
peroxo assay. In this case, surface bound peroxo species could also be identified (see Chapter 6.2 
Manuscript Figure 2B).  
 
Based on the consumption of surface hydroxyl groups, detection of HO· radicals and formation of 
surface bound peroxo species, we can conclude that photooxidation of surface hydroxyl groups is the 
oxidation half reaction in this photochemical CO2 reduction system (see Figure 10). This insight also 
explains the superior activity of Cu/TiO2(AG) compared to previous Cu/TiO2 systems: due to the high 
surface area, a large number of surface hydroxyl groups are present, which can provide electrons for 
CO2 reduction. However, this oxidation half-reaction also implies that TiO2(AG) does not act as a 
catalyst but rather as a substrate in this reaction. Future work should therefore focus on exploring ways 
to remove surface bound peroxo species and regenerate hydroxyl groups, enabling a catalytic cycle. 
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3.3 Improving Data Analysis Through Versatile Baseline Correction 
Publication title: “Improving Data Analysis in Chemistry and Biology Through Versatile Baseline 
Correction”, accepted 
Supporting Information: Available in Ap. 8.2. 
 
For both water splitting and CO2 reduction, in situ O2 measurements were crucial. In these 
measurements, data of the type shown in Figure 11B is produced: before the start of the reaction, there 
is a baseline O2 value, which significantly increases (as in Figure 11) or decreases once the reaction is 
started. At the end of the reaction, a new baseline O2 value is reached due to the formation or 
consumption of O2 in the reaction. The reaction, or in more general terms the “feature”, permanently 
alters the baseline value and therefore introduces a signal offset, Os, between pre- and post-feature 
datapoints. This class of features is therefore referred to as “baseline-altering features” herein. 
Such a behavior is distinct from the kind of features observed in NMR or IR spectroscopy, for example 
(see Figure 11A): these peak shaped feature start at the baseline and return back to it, without 
significant alteration. Hence, this class of features is referred to as “non-baseline-altering features”.  
Distinction of these two feature classes is important when baseline correction is performed. For non-
baseline varying features encountered in NMR,79 infrared (IR)80 or Raman spectroscopy,81 
chromatography,82 mass spectrometry83 or calorimetry,84 classical baseline correction is typically 
applied during data analysis. In classical baseline correction, measurement M(x) is seen as the sum of 
a signal f(x) and baseline g(x). The aim is to recover g(x) from M(x), so that it can be subtracted from 
M(x), obtaining pure and unbiased f(x). This is typically done in two steps: 
 
1. g(x) is recovered by selecting pre- and post-feature baseline datapoints and fitting them with 
some approximate function g*(x) (see Figure 11A, top). 
2. With approximate function g*(x) in hand, baseline values in the feature region are interpolated, 
which allows for subtraction of g*(x) from the entirety of M(x), obtaining approximate signal f*(x) 
(see Figure 11A, bottom). 
 
Classical baseline correction does not generalize to baseline-altering features because any attempt of 
fitting g*(x) to pre- and post-feature baseline datapoints would be heavily distorted by unknown signal 
offset Os (see Figure 11A, top). Due to this problem, state-of-the-art baseline correction for baseline-
altering features is often performed by using only pre-feature datapoints for fitting of g*(x).85,86 For this 
approach, referred to as pre-feature fitting, extrapolation of the feature region is required, which 
sacrifices accuracy and reliability compared to classical baseline correction’s interpolation. 
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Figure 11 Examples of non-baseline-altering and baseline-altering features with corresponding baseline 
corrections 
In both cases, the synthetic baseline consists of a second-order polynomial and Gaussian noise was added to the 
simulated measurement (a.u. = arbitrary unit).  
A Top: Measurement of non-baseline-altering feature (M(x), dashed line) with datapoints considered for baseline 
fitting highlighted. Baseline approximation g*(x) (red) and corresponding baseline offset (Ob) are shown. Bottom: 
Baseline corrected signal f*(x) obtained by subtraction of g*(x) from M(x).  
B Top: Baseline-altering feature with total offset (Ot ) between the two baseline intervals highlighted along with 
signal offset Os and baseline offset Ob. Logistic Baseline Correction (LBC) fit is shown in orange (showing that it 
captures Os) and thus obtained baseline approximation g*(x) is shown in red. Bottom: f*(x) obtained by 
subtraction of g*(x) (obtained via LBC) from M(x).  
Source: Publication III. 
 
The absence of an adequate method for baseline correction of baseline-altering features is a serious 
concern, since this feature class is commonly encountered in chemistry and biology: whenever there is 
chemical reaction, a saturation or accumulation process, or edge behavior, baseline-altering features 
result. This kind of baseline correction problem is for example encountered when analyzing chemical 
reaction,87 X-ray absorption spectroscopy (XAS),86 or quantitative polymerase chain reaction data85 
(qPCR, the main method for detection of SARS-CoV-2 virus88).    
Inspired by having encountered this problem our self while analyzing in situ O2 data, we set out to 
develop a generally applicable method for baseline correction of baseline-altering features. 
 
They key challenge is that signal offset Os is unknown beforehand. Knowing Os would allow for shifting 
of post-feature datapoints by this magnitude on the y-axis, restoring a classical baseline correction 
problem. However, the observed total offset between pre- and post-feature datapoints, Ot, is the sum of 
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signal offset Os and baseline offset Ob (see Figure 11B, top). Since Os is unknown, the baseline, and 
hence Ob, cannot be determined, which in turn prevents determination of Os, because baseline and 
signal cannot be separated.  
This recursive problem is resolved by introducing a new algorithm: Logistic Baseline Correction (LBC). 
In LBC, instead of fitting only g*(x) to baseline datapoints, a function of the form g*(x) + sc(x) is fitted 
(see Figure 11B, top). sc(x) is logistic step function of the form: 
 
 𝑠𝑐(𝑥) =  
𝑐
1 + 𝑒𝑟(𝑥−𝑥0)
 Equation (1) 
 
c refers to step magnitude, while r describes logistic growth rate and x0 is the logistic midpoint. For 
LBC, r and x0 are automatically determined in each situation and fixed, with c and the parameters of 
g*(x) being optimized during fitting. For this formalism, sc(x) introduces a step of magnitude c between 
pre- and post-feature datapoints while g*(x) describes the baseline. Since step magnitude c is 
optimized iteratively along with the parameters of g*(x), we hypothesized that c would approach Os, 
allowing g*(x) to become a good description of the baseline without influence of the signal offset. This 
was verified using synthetic data experiments (see Ap. 8.2 SI Figure 2), which showed that c and g*(x) 
reliably describe Os and baseline, respectively, for various baseline shapes, levels of noise, number of 
available datapoints and baseline intervals. Using synthetic data it was also shown that LBC 
significantly improved subsequent data analysis for the baseline corrected signal f*(x) obtained by 
subtraction of g*(x) from M(x), as compared to pre-feature fitting (see Chapter 6.3 Manuscript Figure 2).  
 
To demonstrate the utility of LBC for experimental data analysis, it was applied to chemical reaction, 
qPCR and XAS data.  
As an example for chemical reaction data, in situ O2 measurement of potassium iodide catalyzed H2O2 
disproportionation was chosen (see Figure 12). In this case, LBC provides an excellent fit of baseline 
datapoints (see Figure 12A), which results in a baseline corrected signal that starts at 0 vol% O2 and 
has the expected flat pre- and post-feature regions (see Figure 12B). Due to these characteristics, the 
signal can be analyzed by fitting an integrated rate law, obtaining information on the rate constant and 
final amount of O2 (see Figure 12B). This analysis cannot be properly performed when pre-feature 
fitting is used instead of LBC (see Chapter 6.3 Manuscript Figure 3A). 
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Figure 12 Analysis of O2 evolution signal obtained in situ for potassium iodide catalyzed H2O2 
disproportionation 
A LBC using a fourth-order polynomial for g*(t).  
B LBC corrected signal showing stationary post-feature phase and good fit of integrated first-order rate law (see 
Ap. 8.2 SI Section 2).   
Note: For visualization purposes, the measurement is only shown up to 20000 s, but the entire measurement lasts 
60000 s (see Ap. 8.2 SI Figure 4B). The integrated first-order rate law is only fitted starting at 1589 s due to an 
apparent induction period caused by diffusion. 
Source: Publication III. 
Figure 13 Application of LBC to X-ray absorption spectrum of molybdenum foil 
A LBC applied to molybdenum L23-edge region of the spectrum using a fourth-order polynomial for g*(E) and two 
logistic functions to account for both steps.  
B Baseline corrected, normalized L23-edge region of spectrum obtained using LBC. 
Source: Publication III. 
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For qPCR data analysis, LBC was benchmarked against state-of-the-art algorithms by using a literature 
known reference dataset.85 It outperformed most previously reported methods (see Ap. 8.2 SI Figure 8), 
with especially low bias in the analysis (see Chapter 6.3 Manuscript Figure 4).  
For the last example, LBC was applied to X-ray absorption spectroscopy (XAS) data (see Figure 13). 
To illustrate that LBC can also handle multiple features, the L23-edge region of a molybdenum foil 
spectrum was chosen. In this case, two sc(E) functions are used during fitting to account for both 
absorption edges (see Figure 13A). This results in an excellent description of the baseline while also 
determining edge step magnitude Δμe (identical to c), which is needed for normalization in XAS 
analysis. Simultaneous determination of baseline and Δμe, also for multiple features, is a significant 
simplification of state-of-the-art XAS data analysis workflows, which typically require multiple separate 
steps.86 
 
We can conclude that LBC is the first generally applicable method for baseline correction of baseline-
altering features. Given the ubiquitous nature of this feature class in chemistry and biology, it is a 
valuable tool to improve data analysis for a range of analysis techniques. This has been exemplified by 
applying LBC to chemical reaction, qPCR and XAS data. To aid other scientists in adopting this new 
method, all code related to LBC is open source (https://github.com/jschneidewind/LBC) and an easy-to-
use web interface has been created (https://lbc.olickel.com) that allows for application of LBC even 
without coding experience. 
 
 
Disclaimer: Parts of chapter 3.3 were paraphrased, adapted or taken from the manuscript of publication 
III. This manuscript was completely written by me and is licensed under a CC-BY license, allowing for 
copying, redistributing and adapting.  
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3.4 Catalyst Speciation and Reaction Mechanism for Ruthenium Catalyzed 
Reductive Amination 
Publication title: “Simple ruthenium-catalyzed reductive amination enables the synthesis of a broad 
range of primary amines”, DOI: 10.1038/s41467-018-06416-6  
Supporting Information: Available at https://www.nature.com/articles/s41467-018-06416-6 
 
Reductive amination is a highly useful method for hydrogen valorization, as it allows for the conversion 
of readily available carbonyl compounds into valuable amines.64 Thus obtained amines can be building 
blocks for various pharmaceutical, agricultural and material applications.64 While a handful of 
homogeneous reductive amination catalysts have previously been reported,89,90 a particularly simple 
and versatile ruthenium catalyst was identified in our group. Based on [RuCl2(PPh3)3], this catalyst 
allows for the conversion of aldehydes and ketones into primary amines using H2 and NH3 (see Figure 
14A). A broad substrate scope spanning nearly 100 different carbonyl compounds was demonstrated 
(see Chapter 6.4 Manuscript). 
Figure 14 Reductive amination reaction and catalyst speciation 
A General reaction equation for [RuCl2(PPh3)3] catalyzed reductive amination using H2 and NH3. 
B Catalyst speciation elucidated via in situ NMR spectroscopy and catalytic experiments. 
Adapted from Publication IV. 
 
We were interested in investigating the reaction mechanism, which could hopefully provide useful 
insights for further improvements in the future. To this end, catalyst speciation starting from 
[RuCl2(PPh3)3] and H2 was studied via in situ NMR spectroscopy. Using 31P, 1H and 2D NMR 
techniques, it was found that [RuCl2(PPh3)3] initially converts to monohydride species [RuClH(PPh3)3], 
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experiments, it was confirmed that [RuClH(PPh3)3] (and likely [RuH2(PPh3)3]) can act as a catalyst for 
reductive amination. [RuH2(PPh3)3] is in an equilibrium with [RuH2(PPh3)4] via association of PPh3. Due 
to the lack of vacant coordination sites in [RuH2(PPh3)4], association of PPh3 can be seen as a pathway 
for reversible catalyst deactivation. Importantly, under reaction conditions, decarbonylation of either the 
solvent (when methanol is used) or substrate can occur, leading to formation of stable carbonyl 
complexes such as [RuCl(CO)H(PPh3)2X] (X being a solvent molecule). Experimentally, it was found 
that [RuCl(CO)H(PPh3)3] was a less active and selective catalyst for reductive amination compared to 
[RuClH(PPh3)3], suggesting that formation of carbonyl complexes is a pathway for irreversible catalyst 
deactivation (see Figure 14B). 
We also investigated the formation of different intermediates and side products during reductive 
amination. Condensation of carbonyl compounds with ammonia leads to formation of primary imines, 
while condensation with product primary amines can lead to formation of secondary imines. Only the 
hydrogenation of primary imines yields the desired primary amine product, as hydrogenation of 
secondary imines produces secondary amines. Since the condensation reactions are equilibria, 
addition of excess NH3 can favor formation of primary imines and ultimately primary amines. Under 
some reaction conditions, an imidazoline side product was observed. This is formed due to thermal 
cyclization of three primary imine molecules.91 Its formation can therefore be suppressed by employing 
a highly active catalyst that quickly hydrogenates primary imine, keeping its stationary concentration 
low. 
 
In conclusion, in situ NMR studies and catalytic experiments provided valuable insights into catalyst 
speciation and deactivation pathways as well as the mechanisms of side product formation. This 
knowledge can be used for future development of more active and selective reductive amination 
catalysts, thus advancing hydrogen valorization technologies. 
  
 36 
3.5  Identification of Active Catalyst in Rhodium Catalyzed Arene Hydrogenation 
Publication title: “Mechanistic Understanding of the Heterogeneous, Rhodium-
Cyclic(Alkyl)(Amino)Carbene-Catalyzed (Fluoro-)Arene Hydrogenation”, DOI: 
10.1021/acscatal.0c01074 
Supporting Information: Available at https://pubs.acs.org/doi/abs/10.1021/acscatal.0c01074 
 
Arene hydrogenation is another interesting reaction for hydrogen valorization, converting arene 
feedstock into useful saturated carbo- and heterocycles. In 2017, Wiesenfeldt et al. reported a highly 
active rhodium catalyst for the challenging hydrogenation of (fluoro)-arenes with excellent cis-selectivity 
(see Figure 15).66   
Figure 15 General reaction scheme for rhodium catalyzed arene hydrogenation 
 
Homogeneous complex Rh(CAAC) was employed as a catalyst, although the reaction was found to 
require a heterogeneous additive, such as SiO2. This suggests that, potentially, the heterogeneous 
additive acts as a support for a heterogeneous catalyst formed under reaction conditions. In a later 
experiment without substrate, Rh(CAAC) was indeed shown to decompose under reaction conditions, 
leading to formation of a rhodium containing SiO2 material designated as Rh/SiO2. Rh/SiO2 displayed 
effectively the same catalytic activity as the combination of Rh(CAAC) + SiO2, although this could also 
be due to leaching of deposited rhodium. To facilitate further mechanistic studies, the nature of the 
active species had to be clarified. 
We therefore turned to in situ NMR experiments to perform kinetic experiments, monitoring substrate 
consumption and product formation over time. The hypothesis was that if Rh(CAAC) is only a precursor 
of the active species, there should be an induction period for the reaction. In turn, if Rh/SiO2 is the 
active species, no such induction period should be observed when it is used as the catalyst. These 
kinetic in situ NMR experiments were complicated by the fact, however, that this is a three-phasic, high-
pressure (20 bar) reaction: hydrogen, being a gas, has to diffuse into the liquid solvent to react with 
Sub-1, potentially mediated by a solid state catalyst. To enable H2 diffusion as well as liquid/solid 
phase mixing, the entire reaction system had to be mixed inside the high-pressure NMR tube while 
being measured. We therefore turned to an experimental set-up developed by Baumann and Selent,92 
which enables high-pressure gas injection and circulation through a reaction solution.   
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Figure 16 In situ NMR results and proposed active catalyst species 
A Reaction equation and results of in situ NMR spectroscopy monitoring concentrations of Sub-1 and Prod-1. 
B Proposed active catalyst species composed of metallic Rh nanoparticles with surface bound CAAC-derived 
modifiers on SiO2. 
Adapted from Publication V. 
 
Using this set-up, hydrogen can be bubbled through the reaction solution while it is inside the 
spectrometer. Bubbling of H2 facilitates diffusion into the liquid phase. Furthermore, we hoped that it 
would also agitate the solution sufficiently to allow for mixing of solid and liquid phase, although no such 
three-phasic reactions had previously been performed using the set-up. To our delight, arene 
hydrogenation could be observed with this experimental set-up using both Rh(CAAC) + SiO2 as well as 
Rh/SiO2 as catalysts (see Figure 16A). Signal quality, however, was sub-par, requiring a special 
computational workflow for quantification (see Publication V SI Section F). In case of Rh(CAAC) + SiO2 
a pronounced induction period was observed, which was completely absent in case of Rh/SiO2 (see 
Figure 16). These observations show that Rh(CAAC) is indeed only a precursor, which is converted to 
the active catalyst Rh/SiO2.  
With this knowledge of the active catalyst species, characterization of Rh/SiO2 was performed using X-
ray photoelectron spectroscopy, transmission electron spectroscopy, X-ray absorption spectroscopy 
and solid-state NMR. Using these techniques, it was found that Rh/SiO2 consists of SiO2-supported, 
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are derived from the cyclic(alkyl)(amino)carbene ligand of Rh(CAAC) and act as reactivity modifiers, 
giving Rh/SiO2 its unusual reactivity and selectivity (see Chapter 6.5 Manuscript). 
 
We can conclude that kinetic experiments using a special high-pressure in situ NMR set-up provided 
information on the active catalyst species for rhodium catalyzed arene hydrogenation. Identification of 
the active species enabled detailed characterization studies, ultimately identifying the important role of 
surface-bound organic species in modulating catalyst activity. This insight can pave the way for future 




While the important role of green hydrogen for a global transition to carbon neutrality has been 
recognized, its economical production remains challenging. Water electrolysis powered by renewable 
electricity is a promising and maturing pathway, although it could take several decades until it becomes 
fully competitive with fossil hydrogen sources. We therefore turned our attention to photocatalytic water 
splitting, which might promise drastically lower production costs due to simple water splitting devices. 
The current technological challenge of this approach is development of suitable photocatalysts, 
hampered by two fundamental challenges: high kinetic complexity and lack of broad visible light 
utilization.  
To open up new ways for addressing these challenges, this work set out to discover a new mechanism 
for light-driven water splitting by studying a previously reported, untypical water splitting reaction. 
Through combined kinetic, spectroscopic and computational studies, the first mechanism for water 
splitting that only requires two photons was identified. In comparison with the reaction blueprint of 
photosynthesis, this significantly lowers kinetic complexity. Furthermore, in the newly discovered 
mechanism, the two photons are absorbed by different species and can have different wavelengths, 
spanning a large part of the visible spectrum. Due to these attractive features, this mechanism could 
inspire the development of a new class of water splitting systems, which address the fundamental 
challenges by going beyond the reaction blueprint of photosynthesis. 
Regarding the secondary objectives of this work, the oxidation half-reaction for a photocatalytic CO2 
reduction system was elucidated, revealing oxidation of TiO2 surface hydroxyl groups to be the electron 
source. A new and generally applicable algorithm for baseline correction was developed, which can be 
used to improve data analysis for various techniques in chemistry and biology. For ruthenium catalyzed 
reductive amination, catalyst speciation and deactivation as well as side product formation pathways 
were illuminated. Lastly, the active catalyst in a rhodium catalyzed arene hydrogenation reaction was 




Short-term goals for further work on two-photon water splitting might include: 
1. Direct detection of second photon absorbing intermediate [B]T0 using ultra-fast spectroscopy. 
2. Addressing the issue of O2 consumption, which appears to not be an intrinsic problem for water 
splitting using complex 1, since it was not observed by Kohl et al.56 
3. Exploring the reactivity of structural derivatives of 1, especially including modification of the 
pincer ligand. This might pave the way for an understanding of structure/reactivity relationships, 
which could be used to increase the lifetime of the second photon absorbing intermediate, 
improving reaction yields and rates. 
To also aid other researchers in advancing these goals, all original data of our study has been made 
publicly available at https://github.com/jschneidewind/Water-Splitting. The repository includes original 
data files as well as analysis code with detailed documentation. In combination with information on the 
used techniques in the supporting information, this will hopefully help other researchers to also explore 
this exciting field, accelerating progress. 
 
In the long-term, two approaches for utilizing the two-photon mechanism can be envisioned:  
1. Development of completely new water splitting catalysts. Such systems would likely be 
homogeneous in nature, given that molecular complex 1 already provides a closed reaction 
cycle, which could in principle be used to construct a catalyst. This raises the fundamental 
question whether it is feasible to construct a useful homogeneous water splitting photocatalyst, 
also in light of issues such as ligand oxidation and complex decomposition? 
2. Integration of two-photon water splitting into existing catalyst platforms. In this approach, 
attractive features of the newly discovered mechanism, such as broad utilization of visible light 
through different absorbing intermediates or demand for less than four photons, would be used 
to improve existing systems. It might be to conceivable, for example, to incorporate photon 
induced O-O bond formation by oxo-hydroxo coupling into defined heterogeneous systems, 
such as metal-organic frameworks. The fundamental scientific question here is how targeted 
integration of mechanistic features into existing systems can be achieved? 
Ultimately, the goal of this field is to create photocatalysts that can realize the promises of low-cost 
green hydrogen production via photocatalytic water splitting. Once green hydrogen can be produced 
economically, there would be an incentive to expand renewable energy capacity, replacing fossil 
chemical energy carriers with renewable ones. These renewable chemical energy carriers could then 
be traded globally using existing infrastructure, improving accessibility to renewable energy and 
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6.1 Two-photon water splitting at a molecular ruthenium complex 
J. Schneidewind*, M. A. Argüello-Cordero, H. Junge, S. Lochbrunner, M. Beller, submitted 
 
Contributions: I conceived and coordinated the project, performed all experimental (except ultrafast 
pump-probe spectroscopy) and computational work, wrote analysis software, performed data analysis, 
curated data for supporting information and public repository, and wrote the complete manuscript. 
Overall, my contribution amounts to ca. 85%. 
 
Abstract: Water splitting to give molecular oxygen and hydrogen or the corresponding protons and 
electrons is a fundamental four-electron redox process, which forms the basis of photosynthesis and is 
a promising approach to convert solar into chemical energy. Inspired by photosynthesis, artificial water 
splitting systems largely rely on the absorption of four photons to complete the reaction, with each 
photon transferring one of the electrons. Correctly orchestrating these four absorptions creates a high 
degree of kinetic complexity, which has thus far hindered systems from becoming competitive with 
other approaches to solar energy conversion. Another challenge faced by artificial water splitting 
systems has been the utilization of visible light, with most systems being limited to shorter wavelengths. 
Here, we show for the first time a mechanism for overall water splitting that only requires two photons. 
Furthermore, the two absorbed photons have different wavelengths, spanning a large part of the visible 
spectrum. This mechanism was discovered through detailed kinetic, spectroscopic and computational 
studies of a previously reported reaction involving Milstein’s ruthenium complex. We show that two-
photon water splitting is enabled by absorption of the first, shorter wavelength photon, which produces 
an intermediate capable of absorbing the second, longer wavelength photon. The second absorption 
then causes O-O bond formation and liberation of O2. Due to the lower kinetic complexity and intrinsic 
utilization of a wide wavelength range, we believe that this mechanism will inspire the development of a 
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Water splitting to give molecular oxygen and hydrogen or the corresponding protons and electrons is 23 
a fundamental four-electron redox process, which forms the basis of photosynthesis1 and is a 24 
promising approach to convert solar into chemical energy.2 Inspired by photosynthesis, artificial 25 
water splitting systems largely rely on the absorption of four photons to complete the reaction, with 26 
each photon transferring one of the electrons.3 Correctly orchestrating these four absorptions creates 27 
a high degree of kinetic complexity, which has thus far hindered systems from becoming competitive 28 
with other approaches to solar energy conversion.2 Another challenge faced by artificial water 29 
splitting systems has been the utilization of visible light, with most systems being limited to shorter 30 
wavelengths.4 Here, we show for the first time a mechanism for overall water splitting that only 31 
requires two photons. Furthermore, the two absorbed photons have different wavelengths, spanning a 32 
large part of the visible spectrum. This mechanism was discovered through detailed kinetic, 33 
spectroscopic and computational studies of a previously reported reaction involving Milstein’s 34 
ruthenium complex.5 We show that two-photon water splitting is enabled by absorption of the first, 35 
shorter wavelength photon, which produces an intermediate capable of absorbing the second, longer 36 
wavelength photon. The second absorption then causes O-O bond formation and liberation of O2. 37 
Due to the lower kinetic complexity and intrinsic utilization of a wide wavelength range, we believe 38 
that this mechanism will inspire the development of a new class of water splitting systems that go 39 
beyond the reaction blueprint of photosynthesis. 40 




Water splitting is a four-electron redox process, which is accomplished in natural photosynthesis by 44 
consecutive absorption of four photons in photosystem II (Kok’s cycle).1,6 The kinetic complexity of 45 
orchestrating these four photon absorption and redox events is solved in nature through the so-called 46 
Z scheme, a complex chain of light-driven redox reactions enabling an efficient flow of electrons 47 
through the responsible enzymes.7 Artificial water splitting systems are attractive means of 48 
converting solar into chemical energy and could play a pivotal role in a global transition towards the 49 
use of renewable energy.2 Photocatalysts for water splitting have largely adopted a similar approach 50 
to natural photosynthesis, relying on absorption of four photons to accomplish water splitting.3 This 51 
is because most systems are based on semiconductors, for which absorption of a photon produces 52 
one electron/hole pair (except for processes like singlet fission8,9) and thus, four of these events are 53 
required to complete the reaction.3 Due to the absence of an equally elegant electron transfer system 54 
like the Z scheme, however, artificial systems have struggled to deal with this kinetic complexity, 55 
resulting in systems, which are not yet productive enough to compete with other approaches for solar 56 
energy conversion.2 Progress has been made to address this challenge by using alternative reaction 57 
pathways,10,11 although these can present other hurdles (see Figure 1).  58 
Another longstanding challenge for artificial water splitting systems has been the efficient utilization 59 
of visible light, with most systems being limited to UV and blue light.4 While in nature this is also 60 
addressed using the Z scheme, advances for artificial systems include the combination of smaller 61 
band gap semiconductors with low overpotential catalysts,12,13 artificial Z schemes,7 photon 62 
upconversion,14,15 and the combination of different photoanodes and cathodes.16 A challenge shared 63 
by these approaches is that electrons and holes are generated with the same mechanism for each of 64 
the four redox steps.  While each step might have a different redox potential,17 the respective 65 
mechanism thus has to match the largest of all potentials, therefore setting the minimum energy 66 
requirement for all photon absorptions.   67 
 4 
Figure 1 Overview of approaches to light-driven water splitting, arranged by usable wavelength range (top scale) and 68 




Here, we report a new mechanism for overall water splitting which potentially addresses both of 73 
these challenges by requiring only two photons (instead of four) to complete the reaction, drastically 74 
reducing kinetic complexity and simplifying the reaction blueprint of natural photosynthesis. 75 
Furthermore, the photons are absorbed sequentially by different reaction species at two different 76 
wavelengths up to the red part of the spectrum, allowing broader utilization of visible light by 77 
tailoring photon absorption for each redox event.  Related two-photon mechanisms have been 78 
reported in the context of photochromism,18,19 organic photoredox reactions,20,21 and OH· 79 
generation.22–24 To the best of our knowledge, an overall water splitting mechanism that only 80 
requires two photons has not been described before. Furthermore, it is also the first water splitting 81 
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In their seminal study in 2009, Milstein and coworkers reported that broadband irradiation of 83 
ruthenium dihydroxo complex 1 lead to evolution of O2 and concomitant formation of hydrido 84 
hydroxo complex 2 (see Figure 1).5 Heating 2 in water led to evolution of H2 and regeneration of 1, 85 
closing the quasi-catalytic cycle. Due to the different reaction conditions for both steps and moderate 86 
yields, the reaction is not catalytic, but it contains the core reactivity of an overall water splitting 87 
process. Since the second step is redox neutral, all electron transfer events for water splitting occur 88 
during irradiation of 1, the reaction that is subject of this study.  89 
Through elegant isotope labeling and trapping experiments, Milstein and coworkers showed that O-90 
O bond formation occurs intramolecularly and that O2 is formed in its triplet ground state.5 While 91 
originally it was proposed that irradiation of 1 produces H2O2, which then disproportionates to form 92 
O2 and water,5 subsequent theoretical studies have shown this pathway to be unlikely.25,26 Our 93 
experimental results also indicate that H2O2 disproportionation catalyzed by 1 is too slow to explain 94 
the observed O2 formation rate (see SI Section 5) and our theoretical results agree with previous 95 
findings that H2O2 formation from 1 is not energetically feasible (see SI Section 11.2.8). 96 
We therefore set out to elucidate the mechanism by first studying the physico-chemical behavior of 97 
1. Synthesis and characterization of 1 gave results consistent with Milstein and coworkers’ structural 98 
assignment of 1 being a cis-dihydroxo complex (see SI Section 3.1.1). The lowest energy absorption 99 
feature is a metal-to-ligand charge-transfer (MLCT) band from 350 – 400 nm (see Figure 2 and SI 100 
Section 11.2.3) and weak fluorescence in water can be observed at 500 nm when 1 is irradiated at 101 
370 nm (see Figure 2). Irradiation of 1 for two days in water using a broadband quartz-tungsten-102 
halogen light source (320 – 1000 nm) leads to formation of 2-cis in ca. 20% yield (concentration-103 
time profile see SI Figure 4.1-1 and Section 4.1.2 for structural assignment). 2-cis refers to the 104 
isomer of 2 in which hydrido and hydroxo ligands are in a cis configuration. Reversible formation of 105 
a side product, named Oxo Dimer, is also observed, which is tentatively assigned to an oxo-bridged 106 
dimer that slowly hydrolyses back to 1 (see SI Section 4.1.2). Using in situ O2 detection, formation 107 
of O2 can be unambiguously detected in both the liquid and the gas phase (see SI Sections 4.2 and 108 
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4.3). Kinetic modeling of the concentration-time profile for the formation of 2-cis and the initial rate 109 
of O2 formation in the liquid phase show that both occur at a comparable rate, indicating that they are 110 
part of the same reaction (see SI Section 4.4). Notably, the formed O2 appears to be consumed again 111 
during irradiation, likely due to photochemical oxidation of 1 (see SI Section 4.3.2). A lower yield of 112 
2 (45% vs. 20%), formation of the Oxo Dimer side product and consumption of O2 slightly differ 113 
from the original results.5 Nevertheless, the core water splitting reactivity is identical and these 114 
differences do not impact the water splitting mechanistic investigation herein.  115 
Figure 2 Experimental (green) and theoretical (black) absorbance of 1 (theoretical model [A]S0, see below) as well 116 
experimental fluorescence (red). Individual theoretical transitions are shown as vertical lines. 117 
  118 
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Kinetic studies 119 
 120 
Next, we performed kinetic studies based on initial rates of O2 formation in the liquid phase as well 121 
as NMR measurements of 2-cis formation. Running the reaction in D2O instead of H2O shows that 122 
there is only a small H/D kinetic isotope effect (1.18, see SI Section 4.2.4). Furthermore, the reaction 123 
rate does not increase with increasing temperature (see SI section 4.2.4). We then studied how the 124 
initial rate of O2 formation varies with photon flux density: for these experiments, irradiation was 125 
performed using a 320 – 500 nm filtered light source and we found that the rate increases non-126 
linearly with increasing photon flux densities. In fact, the relationship can be described well using a 127 
square dependence (see Figure 3), indicating that two photons are absorbed during the reaction.18 128 
Figure 3 Dependence of initial rate of O2 formation on photon flux (black dots) along with square fit (green). 129 
 130 
Based on this observation, there are two feasible reaction pathways:  131 
1. Two equivalents of 1 separately absorb one photon each, generating two equivalents of an 132 
intermediate, which then react in a bimolecular reaction (akin to triplet-triplet annihilation14) 133 
or  134 
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2. 1 absorbs a photon, generating an intermediate, which then absorbs a second photon. 135 
Simultaneous two-photon excitation can be excluded as the photon flux densities used in our 136 
experiments are too low to observe this effect.27 137 
To determine the operative pathway we studied the effects of using different wavelengths for 138 
irradiation by using either one or two different light sources simultaneously. When 1 is irradiated 139 
using a 320 – 400 nm filtered light source, 2-cis is formed in 6% yield after 17 h. Expectedly, when 140 
irradiation is performed using a 495 – 1000 nm filtered light source, no 2-cis is formed (as 1 does not 141 
significantly absorb > 495 nm light). Remarkably, when both the 320 – 400 nm and 495 – 1000 nm 142 
light source are used simultaneously, 2-cis yield increases to 10% (see Figure 4A).  143 
Figure 4 A Effect of different irradiation wavelengths and dual irradiation on formation of 2-cis after 17 h of irradiation. 144 
Colored bars and text indicate average values while black error bars indicate upper and lower limit of experimental 145 
values; B Dependence of excess initial rate of O2 formation on longpass cut-on wavelength of second light source (first 146 
light source: 320 – 400 nm) along with scaled, predicted behavior for [B-Mono-Up]D (see below)0.  147 
 148 
These results show that using light, which is not significantly absorbed by the starting complex 1, 149 
can enhance the water splitting reaction in a synergistic way. In turn, this suggests that excitation of 150 
1 by a 320 – 400 nm photon leads to formation of an intermediate, which absorbs a second, longer 151 
wavelength photon to complete the water splitting reaction. 152 
To investigate this effect more closely we performed the following series of dual irradiation 153 
experiments: a solution of 1 was simultaneously irradiated with a 320 – 400 nm filtered light source 154 
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as well as a second light source with different longpass filters, resulting in X – 1000 nm wavelength 155 
intervals (455 – 1000 nm, 495 – 1000 nm etc.) for the second light source.  For each longpass filter, 156 
the excess initial rate of O2 formation was determined, which was calculated by subtracting the 157 
initial rates of single light source irradiation (320 – 400 nm or X – 1000 nm) from the dual 158 
irradiation rate (details see SI Section 4.2.5). 159 
In this experiment, 320 – 400 nm irradiation excites 1 and generates the intermediate, while the 160 
effect of longpass filters on excess initial rate effectively probes the absorption behavior of the 161 
intermediate for water splitting. Figure 4B shows that already starting at 630 nm, an excess initial 162 
rate can be observed, which increases roughly linearly all the way to 455 nm. This indicates that an 163 
intermediate, which can absorb 455 – 630 nm photons, is responsible for the second photon 164 
absorption during water splitting. The experimental longpass filter/excess rate relationship is in good 165 
agreement with a theoretical prediction for the computationally identified intermediate ([B-Mono-166 
Up]D0, see Figure 4B green line, below, and SI section 11.4.1). 167 
 168 
Ultrafast pump-probe spectroscopy and kinetic modeling  169 
 170 
To investigate the dynamics of 1 after excitation, we performed ultrafast pump-probe spectroscopy, 171 
exciting 1 with 400 nm laser pulses (details see SI section 9). In fact, two transient species could be 172 
detected, having lifetimes of τ = 6 ps and τ = 150 ps, respectively. Decay associated spectra (DAS) 173 
indicate that the τ = 6 ps species corresponds to an emissive singlet state of 1, explaining the 174 
complex’s weak fluorescence. DAS for the τ = 150 ps species agree well with the predicted DAS for 175 
an isomer of the computationally identified intermediate, [B-Trans]T0 (see SI Figure 9.2-1). To gain 176 
a better understanding of the relationship between kinetic and spectroscopic results we developed a 177 
simple kinetic model for the consecutive two-photon process (see SI section 10). This model shows 178 
good agreement with photon flux density dependence (see SI Figure 10.3-1) as well as dual 179 
irradiation data (see SI Section 10.4). Based on this model, the lifetime of the second photon 180 
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absorbing intermediate has to be at least 10 ns to explain the observed rates. Therefore, the τ = 150 181 
ps species is likely not the corresponding intermediate, although it might partially isomerize to it 182 
below the detection limit (see SI section 9.2). Direct detection of the intermediate might thus require 183 
higher sensitivity measurements, which should be the goal for future studies of this system. 184 
 185 
Computational studies 186 
 187 
To connect the described experimental insights and develop a holistic mechanistic understanding, we 188 
performed single- (density functional theory, DFT) as well as multi-configurational (complete active 189 
space self-consistent field, CASSCF) computations. Regarding previous theoretical studies, only 190 
Chen and Fang investigated a mechanism for O2 formation that does not proceed via H2O2 191 
disproportionation.26 The authors proposed a hydrogen-bonded dimer of 1, which upon excitation 192 
undergoes intermolecular proton transfer followed by O-O bond formation. While the O-O bond 193 
formation step is energetically infeasible in this mechanism (barrier of almost 50 kcal/mol), the first 194 
reaction step offers an interesting starting point for our study. In the following, the electronic state 195 
(spin and energy level) is indicated for each intermediate behind square brackets.  196 
Start for our mechanism (see Figure 5A) is also a hydrogen-bonded dimer of 1, named [A]S0, for 197 
which time-dependent (TD)-DFT calculations reproduce the experimental UV/Vis spectrum well 198 
(see Figure 2). Excitation of the MLCT band at 350 – 400 nm (see SI Section 11.2.3 for natural 199 
transition orbitals) leads to population of an excited singlet state, [A]Sn, with an energy of 57 – 70 200 
kcal/mol (relative to [A]S0) based on absorption and florescence (500 nm) wavelengths. This species 201 
was also observed in pump-probe spectroscopy. Intersystem crossing combined with a proton-202 
coupled electron transfer (PCET) leads to formation of [B]T0 (52.5 kcal/mol relative to [A]S0). PCET 203 
of excited metal complexes has ample precedent.28 In [B]T0, the left ruthenium center has been 204 
formally oxidized to Ru(III) (although spin density is largely on oxo ligand), while the right one has 205 
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been reduced to Ru(I), leading to a charge-transfer state (see SI Figure 11.2-12 for spin density). This 206 
means that the first photon absorption has transferred the first of four electrons.  207 
[B]T0 subsequently absorbs the second photon. Since O-O bond formation occurs intramolecularly,5 208 
one can expect that the second photon absorption is centered on the left part of the dimer, [B-209 
Mono]D0, containing a hydroxo and oxo ligand. Indeed, the TD-DFT UV/Vis spectrum for [B-210 
Mono-Up]D0 (conformational isomer of [B-Mono]D0, see SI section 11.4.1) agrees well with the 211 
dual irradiation data (see Figure 4, details see SI Section 11.4.1). Hence, photon absorption by [B-212 
Mono]D0 was studied using CASSCF (see Figure 5B). Absorption of a 455 – 630 nm photon 213 
(transition wavelength CASSCF: 482 nm, [B]T0 TD-DFT: 539 nm, see SI Section 11.3.1) leads to 214 
population of the D2 state (59 kcal/mol in energy relative to [B-Mono]D0, see Figure 5B). For this 215 
transition, electron density is transferred from the hydroxo ligand and ruthenium center to the oxo 216 
ligand (see SI Figure 11.3-4). Energetically downhill, at 50 kcal/mol relative energy, the D2/D1 217 
minimum energy conical intersection (MECI) was located (peaked, bifurcating29). At this point, the 218 
O-O distance has shortened from 2.8 to 2.0 Å and depopulation of the O-O σ* orbital occurs for the 219 
D1 state (see SI Figure 11.3-5), instead populating a Ru-CO π* orbital, which leads to a bent CO 220 
coordination. Further downhill at 37 kcal/mol, the D1/D0 MECI was located (sloped, single path29), 221 
for which the O-O bond is almost completely formed (1.6 Å). Here, depopulation of the Ru-CO π* 222 
orbital occurs for D0, instead populating the Ru(dz2) orbital (see SI Figure 11.3-6). Finally, at 30 223 
kcal/mol relative energy, the O-O bond is fully formed in hydroperoxo complex [C-Mono]D0  224 
Overall, this reaction can be seen as a photoinduced reductive elimination to enable a highly 225 
endothermic O-O bond formation. Formally, two electrons are transferred to the left ruthenium 226 
center in the process, reducing it from Ru(III) to Ru(I). Hence, the second photon absorption 227 
transfers the second and third out of four electrons. 228 
   229 
 12  230 
 13 
Figure 5 A DFT computed free energy profile. Energies of excited species ([A]Sn and [B]T2) are only approximate. 231 
Franck-Condon geometry is shown for [A]Sn. Abbreviations: “CI” conical intersections, “TS” transition state, “Scan” 232 
relaxed potential energy surface scan. For [A]S0, both ruthenium centers are in oxidation state II. Shown oxidation states 233 
are only formal to visualize electron flow; B CASSCF computed reaction from [B-Mono] to [C-Mono] including 234 
minimum energy conical intersections (MECI). Bond distances are in Ångström. Calculations in the gas phase, for 235 
solution phase results see SI Figure 11.3-1. Structures are shown without other ligands for clarity. 236 
 237 
The remaining reaction steps were calculated using DFT in the triplet ground state. In the dimeric 238 
model [C]T0 (spin density see SI Figure 11.2-13), the fourth and final electron transfer can take place 239 
via a PCET from the hydroperoxo ligand to the right Ru(I) center. This forms a superoxo ligand 240 
(bond distance of 1.3 Å) on the left ruthenium ([D]T0, spin density see SI Figure 11.2-14), while 241 
generating the first hydrido hydroxo product complex [F]S0 on the right. This step has a modest 242 
barrier of 13.7 kcal/mol. Likely this barrier can be overcome with residual vibrational energy from 243 
the second photon absorption. Furthermore, it can likely explain the small amount of H2O2 formation 244 
observed by Milstein and co-workers: in a small fraction of all reactions, hydrolysis of [C]T0 might 245 
occur, liberating H2O2 instead of directly forming the superoxo ligand.  246 
At this point the hydrogen-bonded dimer [D]T0 [F]S0 likely dissociates, as the monomer parts are 3.7 247 
kcal/mol more stable than the dimeric structure. The superoxo ligand in [D]T0 is then displaced by 248 
water, leading to liberation of 3O2 and formation of Ru(0) complex [E]S0 (oxidation states of 249 
superoxo complexes are ill defined, so the conversion of Ru(II) to Ru(0) during superoxo 250 
dissociation is just a formal reduction). Finally, in a formal oxidative addition of water, [E]S0 can be 251 
converted to a second equivalent of [F]S0.25,30,31 The ligand configuration in [F]S0 is different from 252 
2-cis. However, experimentally it was found that independent of water splitting, complex 2 253 
isomerizes during irradiation to form 2-cis (see SI section 4.1.2). To close the reaction sequence for 254 
overall water splitting, redox neutral protonation of the hydride ligands in two [F]S0 equivalents 255 
leads to liberation of two H2 molecules and regeneration of [A]S0,25,30–32 which is endothermic by 256 






In summary, we describe a mechanism for overall water splitting, which requires absorption of only 262 
two photons. Kinetic results show that a consecutive, non-linear absorption of a 320 – 400 nm 263 
photon followed by a 455 – 630 nm photon occurs. These are absorbed by two different species. 264 
Computational investigations, supported by ultra-fast spectroscopy, revealed that the first photon 265 
absorption causes a spin-flip and the first proton-coupled electron transfer, resulting in a charge-266 
transfer state, which is capable of absorbing the second photon. The second photon absorption 267 
enables a highly endothermic O-O bond forming reaction by transferring the second and third 268 
electrons. This results in a reaction product that can undergo the fourth and final electron transfer 269 
without additional energy input, completing the water splitting reaction. For this particular model 270 
reaction system, the reaction does not proceed with high yield or efficiency, as 1’s structure has in no 271 
way been optimized for photochemical reactions. We hope, however, that the detailed mechanistic 272 
insight laid out herein can inspire a new class of artificial water splitting systems which take 273 
advantage of: 1. the low kinetic complexity of requiring only two photons and 2. the intrinsic ability 274 
of this mechanism to utilize a wide wavelength range. Ultimately, this could give rise to efficient and 275 
economical water splitting systems that go beyond the reaction blueprint of natural photosynthesis.  276 
  277 
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Improving Selectivity and Activity of CO2
Reduction Photocatalysts with Oxygen
A highly porous copper-loaded titanium dioxide material has been developed to
catalyze reduction of CO2 to CO using light as the energy source. In this system,
activity for CO production could be enhanced by addition of oxygen, which
stabilizes the catalytically active Cu(I) oxidation state. The oxidation half-reaction
has also been investigated, and the titanium dioxide itself was found to be the
electron source.
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Vita A. Kondratenko,1 Henrik Junge,1 Matthias Bauer,2 Sebastian Wohlrab,1 and Matthias Beller1,4,*
SUMMARY
A highly porous photocatalyst (copper on TiO2 aerogel) was synthesized and
applied in aqueous CO2 reduction without using external sacrificial electron do-
nors. For the first time, complete selectivity toward CO and improved catalyst
productivity are observed in the presence of oxygen. The optimal activity is
achieved in a feed containing 0.5 vol% O2 in CO2. In situ XAS, EPR, and UV-vis
measurements suggest, among different Cu oxidation states, Cu(I) to be the
most active species in photocatalytic CO2 reduction. Oxygen sensing of the
catalyst in the presence of O2/CO2 mixtures indicated an unexpected photoad-
sorption of oxygen on the titania surface. We propose photooxidation of
surface hydroxyl groups to be the electron source for CO2 reduction, which is
supported by hydroxyl group consumption, detection of hydroxyl radicals using
in situ EPR, and detection of surface peroxide species after the reaction.
INTRODUCTION
Usage of carbon dioxide (CO2) under ambient conditions for the formation of organic
matter is of fundamental importance in biology1,2 and is considered to be a key step
for future artificial photosynthesis3,4 to convert this inexpensive and non-toxic C1 build-
ing block into more valuable products.5,6 Since the beginning of the 20th century, CO2
has been used on a large-scale in industry, particularly for the production of urea.7,8
More recently, the synthesis of various carbonates was also commercialized.9–11 In all
these examples, the oxidation state of CO2 remains unchanged. When CO2 is involved
in reduction reactions, the spectrum of the products generated can be significantly
extended. For this purpose, hydrogen-rich chemicals such as CH4 and lower alkanes
are typically applied to convert CO2 into syngas (a mixture of H2 and CO).
12 In addition,
direct hydrogenation tomethanol or hydrocarbons13,14 continues to attract attention as
alternative CO2 valorizations. Recently, electrochemical,
15,16 photochemical reduc-
tions,17,18 and combined approaches19 also became attractive from both fundamental
and applied viewpoints. Undoubtedly, the direct photocatalytic conversion of CO2 into
methanol20 or formic acid21 without additional reductants constitutes a benign and
straightforward way to access these important building blocks. The selective deoxygen-
ation of CO2 to CO is also important because of the industrial use of the latter in large-
scale Fischer-Tropsch synthesis, methanol synthesis, olefin hydroformylation, etc.
Compared to the photocatalytic water-splitting process, fewer homogenous and het-
erogeneous systems are known for direct CO2 conversion into CO without formation
of other carbon-containing products. For example, molecular-defined systems consist-
ing of a photosensitizer (PS) and a CO2 reduction catalyst, e.g., Fe!22,23, Ni!24, Cu!,25
Re!,26 or Ru!27 complexes, have been reported. Notably, in all these studies, external
The Bigger Picture
The consumption of fossil fuels for
energy generation results in
harmful CO2 emissions,
necessitating carbon-neutral
energy sources for global
environmental sustainability.
Instead of releasing CO2 into the
atmosphere, using it as a
renewable carbon feedstock for
the synthesis of valuable
chemicals and/or fuels is highly
desirable. Photocatalytic CO2
reduction to C1 compounds
combines the use of solar energy
with CO2 valorization and is of
great interest in basic research.
Semiconductors, especially TiO2,
are commonly used as
photocatalysts. In this work, a
highly porous TiO2 aerogel was
synthesized and applied in
aqueous CO2 reduction to CO.
Thereby, improved catalyst
productivity was observed in the
presence of oxygen. Furthermore,
progress in understanding the
lesser known and challenging
oxidation process has been
achieved.
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sacrificial reducing agents such as amines or alcohols are required, thus hampering po-
tential applications. Complementary to the use of these molecular-defined systems,




14,17 were described for photocatalytic reduction of CO2. In
these materials, a photon with energy equal or higher than the band gap (Eg) of the
semiconductor is absorbed and leads to the excitation of an electron from the valence
band (VB) to the conduction band (CB). Thereby an electron-hole pair is generated. In
order to make this process more efficient and to prevent a recombination of these
charge carriers, co-catalysts that reduce CO2 are deposited on the surface.
17,33 How-
ever, such studies were mainly performed in the presence of sacrificial reductants
such as alcohols34,35 or hole scavengers.36–38 In fact, only a small number of materials,
such as TiO2, Ga2O3,
39 N-doped ZnO,40 and MTaO3 (M = K, Na, Li),
41,42 promote CO2
conversion into CO without additional reagents.
Since the pioneering work of Honda and Fujishima in the early 70’s,43 TiO2 has been
among the best known semiconductors for photocatalysis owing to its abundance,
semiconducting properties, low costs, and chemical stability.17,44,45 The primary
crystal structures of titania are anatase and rutile, while the electrons of the former
structure have a much longer lifetime (1 ms) of the excited state resulting in
improved photocatalytic CO2 reduction.
46 So far, titania-based catalysts with sup-
ported Pt,47 Ag,48 Au,49,50 Pd,51 Cu,52–65 Fe,66 or Ni67 species have been applied
for photocatalytic CO2 reduction. Among the known copper/titanium dioxide (Cu/
TiO2) materials (Table S1), active catalysts in batch or continuous-flow reactors
required the presence of Cu(I) species.52,54,57,62–64 Thereby, the presence of Cu(0)
decreased the activity.58,62,63 In gas-phase reactions, primarily, CH4 and CO were
generated upon light-driven CO2 reduction.
52,54,57–59,64,65 In contrast, CO2 reduc-
tion in aqueous solutions toward oxygenates55,56,60–63 or methane53,55 competes
with water reduction to form H2 preferentially.
In addition to the supported co-catalyst, the crystallite size and specific surface area
of TiO2 are key parameters affecting overall performance of the material. For
example, usage of TiO2 crystallites larger than 20 nm led to a substantial decrease
in photocatalytic activity.68 On the basis of significantly smaller particles and mainly
because of their high specific surface area, we speculated that metal-supported
anatase aerogels may constitute promising catalytic materials.69–71 Surprisingly,
apart from aerogels with supported platinum species,72,73 their counterparts with
other supported metals have been scarcely investigated for the target reaction.
In this work, we describe the synthesis of composite materials like Cu/TiO2-AG (AG:
aerogel) possessing Cu(II)-nanoparticles on the surface of a highly porous TiO2
aerogel (TiO2-AG) and their application for room-temperature photocatalytic CO2
reduction without any external sacrificial reagents. Remarkably, the presence of ox-
ygen (O2) improved the CO productivity and practically suppressed H2 generation.
RESULTS AND DISCUSSION
Preparation and Characterization of Catalytic Materials
TiO2-AG and Cu/TiO2-AG were synthesized as previously described (Section
S2).73–75 N2-physisorption measurements revealed that these samples possess a
specific surface area of 480 m2/g (Section S6). This value is almost 10 times higher
than the specific surface area of commercially available TiO2 (P25). The reasons for
this difference are the larger particles and the random aggregation of the P25 pow-
der in contrast to the defined wire-like structure74 of the TiO2-AG. The content of
1Leibniz-Institut für Katalyse, an der Universität
Rostock e.V., Albert-Einstein-Straße 29a, Rostock
18059, Germany
2Universität Paderborn, Department Chemie,
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copper (Cu) determined by inductively coupled plasma atomic emission spectros-
copy (ICP-AES) is used in the abbreviations of the catalysts (see also Section S5).
Powder X-ray diffraction (XRD) analysis proved that the TiO2-AG samples are
composed of the anatase phase with nanosized crystallites as determined from
the XRD reflection (101) (Figure S7). Transmission electron microscopy and high-
angle annular dark field (TEM-HAADF) images revealed the preservation of the
wire-like structure of the TiO2-AG after addition of Cu-nanoparticles (Figures S8
and S9). Because of the low difference in molecular weights between Cu and tita-
nium, it is difficult to distinguish between them in the TEM image. However, the
three spectra recorded by energy dispersive x-ray spectroscopy (EDX) at different
positions showed the same intensive Cu signal concluding a homogeneous disper-
sion of Cu. The calculated Ti:Cu ratio was about 9:1 in all three considered areas (Fig-
ure S9B EDX data), which corroborates the Cu/Ti ratio in 6.3_Cu/TiO2-AG. Thereby,
the Cu species seem to be finely dispersed on the surface of the support (Figure S9),
which correlates with the XRD pattern without significant Cu reflections (Figure S7).
As determined by x-ray photoelectron spectroscopy (XPS) (Figure S10A), the only
weak Cu 2p3/2 peak was observed at 933.1 eV, which is characteristic for Cu(II) spe-
cies.76 The typical satellite peak in the area of around 941 eV can only be presumed
because of the low signal intensity. This low-intensity signal at rather high Cu loading
(6.3 wt %) supports the high Cu dispersion on the surface of the aerogel.
Reduction Half-Reaction
All catalytic experiments were performed in a batch reactor using a CO2-saturated-
catalyst dispersion in water at room temperature under UV-A/Vis (320–500 nm)
irradiation (Section S4). In general, besides H2 and CO, no CH4 or any other
gaseous or liquid products (formic acid, methanol) could be detected by gas chro-
matography equiped with a thermal conductivity detector (GC/TCD), gas chroma-
tography/mass spectrometry (GC-MS), and capillary electrophoresis. Selected cata-
lytic results are summarized in Table 1. While common commercial TiO2 samples
showed neither CO nor H2 production within the detection limit (Table 1, entries
1 and 2), the synthesized TiO2-AG displayed some activity, albeit mainly for water
reduction (Table 1, entry 3). Testing 6.3_Cu/TiO2-AG, CO generation was 3 times
higher than that with pristine TiO2-AG; however, hydrogen evolution still dominated
(Table 1, entry 4). Unfortunately, the activity of Cu/TiO2-AG decreased significantly
over time (Table 1, entries 4–7), which suggests a rapid catalyst deactivation (see
‘‘Improving Catalyst Activity and Selectivity’’ and ‘‘The Nature of Active Cu Spe-
cies’’). When Cu loading was reduced to 0.3 wt %, the activity toward CO increased
strongly, while H2 generation was slightly affected (Table 1, entry 8). In agreement
with previous observations, we believe that less Cu on the surface leads to higher
dispersion and smaller particles, which prevents charge recombination and thereby
promotes CO2 photo reduction.
59,63,65 Lowering the amount of the catalyst further
increased catalytic activity (Table 1, entry 9), apparently because of improved light
absorption by the catalyst.
Although the highest activity was achieved with 0.3_Cu/TiO2-AG, most of the analyt-
ical investigations were performed on the 6.3_Cu/TiO2-AG because of clearer and
easier interpretation of the recorded data. Regarding the analysis of the copper spe-
cies (e.g. oxidation state), in situ measurements of 0.3_Cu/TiO2-AG would not have
been possible in an aqueous solution.
To demonstrate the importance of the aerogel support for CO2 reduction, a refer-
ence Cu-containing catalyst on the basis of the TiO2-P25 support was prepared
1820 Chem 5, 1818–1833, July 11, 2019
(see Section S3). When this material was applied, no photochemical reduction was
observed under standard reaction conditions (Table 1, entry 10). This demonstrates
that the application of the TiO2-AG is an important prerequisite for successful CO2
reduction. Similarly, commercially available CuO NP showed no formation of CO
and H2 (Table 1, entry 11). Moreover, as expected, no conversion was detected
without catalyst or light (Table 1, entries 12–13). When the tests were performed
in the absence of CO2 with 6.3_Cu/TiO2-AG, hydrogen was the only product
(Table 1, entry 14). Thus, CO2 is the only carbon source for CO.
Furthermore, the influence of different salts in aqueous media was investigated
using 1.3 mg of the 0.3_Cu/TiO2-AG catalyst (Figure S11). Notably, generation of
CO occurred in 1 M NaHCO3 solution also, although the reduction of CO2 under
basic conditions is more difficult, which is also shown by our investigations. In
CO2-saturated 1MNaHCO3 and H2O, respectively, nearly the same CO and H2 evo-
lution was observed. Also, using an NaHCO3 solution resulted in nearly the same
productivity. A severe deviation of the pH value above phosphate buffer, 0.1 M
NaOH) led to decreased CO generation, and in the case of the phosphate buffer,
the hydrogen generation also diminished significantly. Of course, by addition of











1 TiO2-P25 4 n.d. n.d.
2 TiO2 Anatase 4 n.d. n.d.
3 TiO2-AG 4 240 (200) 1.8 (1.5)
4 6.3_Cu/TiO2!
AG
4 530 (430) 6.2 (5.1)
5 6.3_Cu/TiO2!
AG
6 580 (320) 6.6 (3.6)
6 6.3_Cu/TiO2!
AG
20 750 (120) 7.5 (1.2)
7 6.3_Cu/TiO2!
AG
0.5 41 (290) 4.3 (28)
8 0.3_Cu/TiO2!
AG
4 600 (490) 13.2 (10.9)
9 0.3_Cu/TiO2!
AGa




11 CuO NP 4 n.d. n.d.






4 550 (450) n.d.
All experiments have been performed at least twice and the averages are shown. Differences between the
measurements are between 1% and 14%.
Experimental conditions: 12.6 mg catalyst, 7.5 mL H2O, 60 min flushing with CO2, 20"C, 4 h irradiation,
Lumatec lamp: 2.5 W output, Filter 320–500 nm, gases analyzed by GC, Activity = n (gas)/(m(catalyst)*t).
n.d., not detectable; detection limit see Supplemental Information.
aCatalyst amount: 1.2 mg.
bPreparation method in Procedure S3.
cwithout irradiation.
dwithout CO2.
Chem 5, 1818–1833, July 11, 2019 1821
CO2 to 0.1MNaOH, the pH value is comparable to that of an NaHCO3 solution (after
establishment of equilibrium). This is the reason why the NaOH-CO2 system shows
higher activity compared to the phosphate buffer-CO2 system, which stabilizes a
more acidic pH.
CO2 Adsorption and CO Formation – Why Cu and TiO2 Are Essential
In order to understand the general mechanism of the aqueous CO2 reduction and to
get insights into the specific roles of Cu and the kind of TiO2 support (TiO2-P25
versus TiO2-AG), we performed
13CO2 (
13CO2:Ar=1:1) pulse experiments in a tem-
poral analysis of products (TAP) reactor operating with about 10 ms time resolution
in the absence of light. This technique enables near-to-molecular understanding of
heterogeneously catalyzed reactions.77–79 The use of 13CO2 unambiguously deter-
mines formation of CO from CO2 by means of mass spectrometry. Before the pulse
experiments, all materials were treated in high vacuum (about 10!5 Pa) at 80"C to
remove water and CO2 adsorbed from air while exposing the catalytic materials to
ambient conditions. According to the profound mathematical procedure developed
by Gleaves et al.,80 the obtained transient responses of 13CO2 and Ar were trans-
formed into a dimensionless form. As seen in Figure 1, the response of 13CO2 is sit-
uated under the Ar signal (black line) and crosses the latter. This is a ‘‘fingerprint’’80
for reversible adsorption of CO2. Moreover, the position of the crossing point be-
tween the 13CO2 and Ar responses is an indicator for the strength of CO2 adsorption;
the closer this point is to the x axis, the higher the ratio of the constant of adsorption
to the constant of desorption is. On this basis, it can be concluded that TiO2-P25
adsorbs CO2 stronger than TiO2-AG although the latter material has higher surface
area (480 versus 56 m2$g!1). Such difference may be related to the phase composi-
tions of TiO2-P25 and TiO2-AG, being composed of rutile and anatase and pure
anatase phases, respectively. An activity-improving factor is the presence of Cu spe-
cies. Indeed, 13CO is detected as a product of 13CO2 reduction only over 6.3_Cu/
TiO2-AG (Figure S12). EPR measurements also demonstrate the significance of Cu
for the CO2 reduction. In situ experiments in the presence of 5,5-dimethyl-1-pyrro-
line N-oxide (DMPO) as a spin trap showed that an organic radical intermediate
($CO2
!) was formed over 6.3_Cu/TiO2-AG (Figure S13B), while only traces were
observed over bare TiO2-AG (Figure S13A). All these results together with the
TAP data (Figure 1) support the importance of an active Cu species for CO2
activation.
Oxidation Half-Reaction
Given that no external sacrificial oxidant is added to the system, one expects
that water oxidation (forming O2 or H2O2) provides the necessary electrons
for CO2 and/or proton reduction. Similar to other previous reports in TiO2
Figure 1. Dimensionless Responses of 13CO2
(Colored Curves) and Ar (Black Line) after
Pulsing of a 13CO2:Ar = 1:1 Mixture over
Different Catalysts at Room Temperature
L, Ni, and Di stand for reactor length, number of
molecules (Ar or 13CO2), and diffusion
coefficient of Ar or 13CO2, respectively. See also
Figure S12.
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photocatalysis,59,60 we were unable to detect O2 formation in the gas phase using
GC/TCD or an optical O2 detection set-up (see Section S16). Furthermore, in TAP
experiments where 13CO formation occurred, no O2 was detected (Figure S12). As
an alternative oxidation product, H2O2 could also not be identified by a typical
H2O2 detection test (conversion of yellow chromate into dark blue chromium(VI)
peroxide).81 Therefore, we concluded the TiO2-AG material must be involved in
the oxidation reaction(s). Notably, the involvement of Cu in a stoichiometric fashion
can be excluded because of the small overall amount.
Interestingly, during optical O2 detection studies in photoreactions with a 0.5 vol %
O2/CO2 atmosphere, we observed light-induced O2 uptake instead of evolution (Fig-
ure 2A). Studying photoadsorption of O2 under CO2 reduction conditions
with different TiO2 materials (Figure 2), we found that TiO2-P25 (calcined at 500 "C)
had the lowest uptake, while regular TiO2-P25 showed a higher consumption. TiO2-
AG and 6.3_Cu/TiO2-AG photoadsorbed the largest amount of O2 and did not show
significantly different behavior. It appears that the amount of O2 consumed during
Cu re-oxidation (vide infra) is too small to be detected in this configuration.
This observed trend of O2 photoadsorption correlated with the number of surface
hydroxyl groups on the different materials.82 Calcination of TiO2 lowers the number
of surface hydroxyl groups,83 explaining the difference between calcinated and non-
calcinated TiO2-P25. Our TiO2-AG was synthesized at low temperature (<100"C), so
a larger degree of surface hydroxylation is to be expected. The high surface area ob-
tained should further enhance the total number of surface hydroxyl groups.
Indeed, when analyzing TiO2-AG and TiO2-P25 by FTIR spectroscopy (Figure S14), a
significantly stronger absorption at 3,300 cm!1 (stretching vibration of OH groups
attached to titania)84 was observed for TiO2-AG, indicating a higher number of sur-
face hydroxyl groups. This result was corroborated by XPS analysis: here the O1s
peak at around 531.3 eV is assigned to OH groups on the TiO2 surface.
85 Comparing
TiO2-AG and TiO2-P25, it was found that the number of OH groups on the aerogel
was around six times higher (rel. area 50% versus rel. area 8.1%, see Figure S15B).
It has been described that reductive photoadsorption of O2 on TiO2 can pro-
ceed to form (surface-bound) superoxo and peroxo species. Electrons for this
process are provided by photooxidation of surface hydroxyl groups.82,86–89 Via
Figure 2. Photoadsorption of O2 and Formation of Peroxo Species
(A) Following the O2 concentration during the photocatalytic reduction of 0.5 vol %O2/CO2 mixture
with Cu/TiO2-AG and TiO2-AG.
(B) Colorimetric detection of peroxide after long-term photoreaction under 0.5 vol % O2/CO2 (A)
and after 20 h photoreaction under pure CO2 (B). See also Figures S16 and S17.
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intermediate $OH radicals, this photooxidation has been reported to also result
in surface-bound superoxo and peroxo species.88,90–92
To investigate this possibility in our system, we have conducted a long-term photo-
reaction (5 d reaction time, 6.3_Cu/TiO2-AG, 0.5 vol % O2/CO2 atmosphere) and
compared the number of surface hydroxyl groups before and after via titration (Sec-
tion S15C).93 Indeed, the number of surface hydroxyl groups was reduced by roughly
one-half. Using in situ EPR spectroscopy and DMPO as a spin trap,94 we detected
$OH radicals during the irradiation of TiO2-AG, as identified by the characteristic
four-line signal at g = 2.007 (aN z aH = 15.1 G) due to the DMPO-OH spin adduct
formation (Figure 3).95 $OH radicals are presumed to be an intermediate in surface
hydroxyl group photooxidation. Finally, analyzing the suspension after the long-
term reaction, we detected peroxide via a coloring enzymatic reaction91,96 in the
suspension, and, to a lesser degree, in the isolated liquid phase (Figures 2B and
S17). This difference between the suspension and liquid phase shows that most
peroxide species are bound to the TiO2 surface.
Hence, the consumption of surface hydroxyl groups, detection of $OH radical inter-
mediates by EPR, and formation of peroxide species after the reaction provide
conclusive evidence for reductive O2 photoadsorption via photooxidation of surface
hydroxyl groups. The superior O2 photoadsorption capability of TiO2-AG can thus
be explained by the higher number of surface hydroxyl groups in this material.
These observations led us to hypothesize that photooxidation of surface hydroxyl
groups also provides the electrons for CO2 and/or proton reduction. After a stan-
dard photoreaction with 6.3_Cu/TiO2-AG under a pure CO2 atmosphere, we thus
applied the same coloring enzymatic reaction for peroxide detection. Indeed,
peroxide species were detected in the suspension and to a lesser degree in the iso-
lated liquid phase, again showing that most peroxide species are bound to the TiO2
surface (Figure 2B). This demonstrates that surface hydroxyl group photooxidation is
likely the oxidative process providing electrons for CO2 and/or proton reduction.
We further investigated this theory via a final long-term experiment with 6.3_Cu/
TiO2-AG using a feed with 0.5 vol % O2 in CO2. If surface hydroxyl group photoox-
idation is indeed responsible for O2 adsorption and CO2 and/or proton reduction,
O2 adsorption should level off at some point and the material should lose its ability
to reduce CO2 and/or protons. O2 adsorption does indeed level off after ca. 5 d (Fig-
ure S16), having consumed 0.33 vol %O2, which corresponds to roughly 10mol %O2
with respect to TiO2-AG. We conclude that O2 consumption is stoichiometric with
respect to the OH-groups of the TiO2 surface and also that O-vacancies and/or
Figure 3. EPR Spectra of TiO2-AG in CO2-
Saturated H2O during the Photocatalytic CO2
Reduction in the Presence of DMPO
See also Figure S13.
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Ti3+ defects are not responsible for the photoadsorption since Ti3+ was not detect-
able using EPR. After the long-term reaction, the material was regenerated with air
(vide infra) and again exposed to standard reaction conditions in a 0.5 vol % O2/CO2
atmosphere for 20 h. In this case, no CO or H2 formation was observed; and the O2
photoadsorption was significantly reduced (Figure S16B). These observations indi-
cate that the material has been stripped of its ability to donate electrons because
of the consumption of surface hydroxyl groups via surface oxidation (the fact that
some O2 photoadsorption was still observed can be attributed to a certain degree
of reversibility).97
Overall, we can conclude that electrons for CO2 and/or proton reduction, photoad-
sorption of O2, and likely also Cu(II) reduction (vide infra) result from photooxidation
of surface hydroxyl groups. This oxidation process proceeds via $OH radical inter-
mediates and results in strongly surface-bound peroxide species, which have been
detected colorimetrically. The high activity of TiO2-AG supported materials in
CO2 and/or proton reduction can be explained by a high number of available surface
hydroxyl groups. It is necessary to identify ways to release surface bound peroxides
and to regenerate surface hydroxyl group to enable a truly catalytic process with
respect to the TiO2.
Improving Catalyst Activity and Selectivity
In order to check potential leaching of the metal, the 6.3_Cu/TiO2-AG catalyst and
the reaction solution were investigated after 4 h of reaction time. ICP analysis of the
filtrate showed no detectable Cu in this phase. Remarkably, the spent Cu catalyst
showed a change in color from pale blue to dark gray, although no color change
was observed during the investigation of TiO2-AG without Cu. If Ti
3+ would have
been formed, a light purple dispersion would have appeared. As indicated by in
situ EPR, XAS, and UV-vis measurements the color change is due to reaction-induced
reduction of the Cu(II) species (Figures S18, S20, and S21, section ‘‘The Nature of
Active Cu Species’’). To analyze if these reduced species can be reoxidized, the
dark-colored catalyst suspension obtained after 4 h of photoreaction was flushed
with air for 30 min. To our delight this treatment led to the original pale blue suspen-
sion. Moreover, the catalyst became active again and could be easily re-activated
four times (Figure S19A). It is important to note that this oxidation led to a highly se-
lective CO2 reduction. After the first two runs, only CO was produced through CO2
reduction and no H2 was generated despite the aqueous media (Figure S19B). To
address the question of the selectivity change and to characterize the Cu species
before, during, and after each irradiation (hv) and reoxidation (redox) step, in situ
XAS measurements were performed (Section S20). The results, shown below, clearly
demonstrate that catalyst reoxidation affects its activity in CO formation; a certain
degree of oxidation of the Cu species seems to be important for the target reaction.
To verify this hypothesis, we performed CO2 photoreduction tests in the presence of
various amounts of O2 added to the CO2-containing reaction mixture (Figure 4).
Clearly, CO2 reduction in the presence of O2 looks irrational at first site because
the latter gas is far more easily reduced than the former one (E0 CO2/CO =
!0.53 V versus O2/H2O = 1.23 V).98,99 Moreover, it was shown by Strunk and co-
workers that the presence of O2 inhibits product formation of photocatalytic CO2
reduction in the presence of TiO2 (P25).
100 Nevertheless, adding 0.5 vol % O2 to
CO2 in the presence of our Cu/TiO2-AG catalyst improved CO formation after
20 h by nearly one order of magnitude. To the best of our knowledge this is the first
time that such behavior has been observed. In the presence of O2, we presume an
in situ re-oxidation of less reactive Cu(0) species to Cu(II). Interestingly, hydrogen
was also formed in this experiment but the ratio of CO/H2 strongly increased in
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comparison to the correspondingO2-free test. Consequently, applying 5 vol % of O2
led to an excellent CO:H2 ratio because even traces of hydrogen were not observed.
The reason for the change in selectivity might be the re-oxidation of H2 to H2O by the
addition of O2. Further increasing the concentration of O2 led to deactivation of the
catalyst. To provide fundamental insights into the effect of O2 on photocatalytic CO2
reduction, in situ XAS and operando UV-vis measurements were performed (vide
infra).
In order to show the influence of O2 on the Cu sites during the reaction and the
importance of the TiO2-AG support, we performed the CO2 reduction in 0.5 %
O2/CO2 mixture also with TiO2-AG and TiO2-P25 (Table S22). As expected, TiO2-
P25 was also not active in this atmosphere (Table S22, entry 5). In comparison to
6.3_Cu/TiO2-AG, the material TiO2-AG was also less active with regard to H2 and
CO generation (Table S22, entry 3). Interestingly, the addition of O2 not only led
to a decrease in H2! but also in CO generation (Table S22, entries 3 and 4), which
is in contrast to the tests with 6.3_Cu/TiO2-AG (Table S22, entries 1 and 2). This
also shows the importance of the Cu co-catalyst and its reactivation for the CO2
reduction by O2.
The Nature of Active Cu Species
Operando UV-vis spectroscopy was applied to monitor changes in the oxidation
state of Cu after different irradiation times upon CO2 reduction in the presence
and the absence of O2. Figure 5 shows the UV-vis spectra expressed as the rela-
tive Kubelka-Munk function Frel(R) calculated according to Equation 1, while the
absorption spectra are given in Figure S21. R0 and Ri represent the reflectance











The absorption spectrum of fresh Cu/TiO2-AG before irradiation (Figure S21A) is
characterized by a strong band below 350 nm and by several less defined broad
bands between 400 and 900 nm. According to the literature, absorption bands be-
tween 600 and 900 nm can be ascribed to transitions between d-d orbitals of
Cu(II),85,91,96,101 while the bands below 450 nm are ascribed to charge transfer tran-
sitions in TiO2
93 andCuO.91 Thus, Cu(II) is themain species in fresh Cu/TiO2-AG. This
Figure 4. Photocatalytic CO2
Reduction with 6.3_Cu/TiO2-
AG Catalyst by Using Different
CO2/O2 Mixtures
Conditions: catalyst: 12.6 mg
6.3_Cu/TiO2-AG, medium
7.5 mL H2O, 20"C, 20 h, Lumatec
lamp: 2.5 W output, Filter 320–
500 nm. See also Table S22.
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conclusion is in agreement with the results of EPR (Figure S18) and XAS analysis
(Figure 6).
For deriving insights into reaction-induced changes of the oxidation state of Cu, we
analyzed the UV-vis spectra expressed as Frel(R). Such presentation directly illus-
trates how the spectrum of fresh Cu/TiO2-AG changes. As seen in Figure 5A, a
band with a maximum of 380 nm appeared after catalyst exposure to light for
1 min in the presence of CO2 and in the absence of O2 (Figure 5A). This band can
be tentatively assigned to the presence of Cu(I) as concluded from the reference
UV-vis spectrum of Cu2O (Figure S21F).
101 Its intensity increased within the first
2 min of irradiation, but decreased after 3 min of irradiation. This band was not
apparent after longer catalyst exposure to light, while the intensity of Frel(R) between
350 and 580 nm continuously increased. Moreover, the intensity of Frel(R) above
580 nm also grew. Appearance of a sharp minimum in Frel(R) at around 580 nm
can caused by the formation of metallic Cu. The UV-vis spectrum of metallic Cu is
characterized by the absorption edge at 580 nm,84,101 which is clearly seen in
Figure S21.
When using a feed with a CO2/O2 ratio of 1, the absorption edge at 580 nm
could hardly be observed, (Figure S21E) thus indicating that Cu(0) was not
formed. Cu(I) species were also not identified under these reaction conditions.
Thus, Cu(II) was the main oxidation state of copper in Cu/TiO2-AG upon CO2 irra-
diation in the presence of large amounts (33 vol %) of O2. Importantly, both Cu(0)
and Cu(I) species were formed during irradiation when O2 concentration was low-
ered to 0.1 or 0.5 vol %. However, the kinetics of Cu(II) reduction and accordingly
the fraction of different Cu species are affected by O2 concentration. From a
qualitative point of view, higher O2 content leads to slower reduction of Cu(II)
to Cu(I) and Cu(0) and to a lower Cu(0) fraction. Temporal changes in the UV-
vis spectra in Figures 5A–5C suggest Cu(0) species dominate after 10 or
30 min of exposure to light in the absence of O2 or in the presence of low (0.1
and 0.5 vol %) amounts of O2.
Furthermore, the oxidation state of Cu was investigated by in situ X-ray absorption
spectroscopy before, during, and after the reaction. Thereby, the measurements
were carried out using a dedicated cell described in detail in the Supplemental Infor-
mation (Section S20). XANES (X-ray absorption near edge structure) analysis enables
Figure 5. UV-vis Spectra (Relative Kubelka-Munk Calculated According to Equation 1) of Fresh Cu/TiO2-AG and after Different Irradiation Times in
Various Feeds of O2/CO2 Mixtures
(A–C) 100% CO2 (A), 0.1 vol % O2/CO2 (B), and 0.5 vol % O2/CO2 (C) mixtures. See also Figure S21.
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beside the assignment of the oxidation state also the determination of a reference
proportion to a certain sample spectrum.102,103 Therefore, the spectra of the initial
catalyst (6.3_Cu/TiO2-AG) and of a Cu-foil were applied as references to facilitate an
investigation of the reduction degree during the reaction. Analysis of the EXAFS
(extended X-ray absorption fine structure) part of an X-ray absorption spectrum al-
lows the identification of neighboring atoms, their number, and their distance to
the absorbing atom.104 With this, the local structure of a Cu atom was determined.
XANES analysis showed unambiguously a Cu(II) species with an absorption edge at
8,987.5 eV in the initial substance (Figure 6A). No changes are observed when the
suspension is subjected to CO2 atmosphere. Irradiation caused a reduction of
Cu(II) and a Cu(0) species as concluded from the appearance of a signal with an
edge energy of 8,979.5 eV. Comparison with a Cu-foil spectrum revealed a similar
edge position and white line shape. The spectra of the reaction mixture illuminated
for 4 h, 9 h, and 24 h uninterruptedly revealed a similar trend.
To obtain a more detailed insight into the local geometric structure around the Cu
centers, thorough analysis of the EXAFS spectra was carried out.105 The structural
parameters obtained are shown in the supplementary information (Table S20B),
while the corresponding spectra are given in Figure 6B. In the case of the initial
6.3_Cu/TiO2-AG catalyst, the typical backscattering and distances of CuO were
adjusted.106 To optimize the fitting error, a Ti shell in a characteristic distance of a
Cu-Ti mixed oxide (Cu0.25Ti0.75O2) was added to the model.
107 Because of the small
number of Cu backscatterer and the significant contribution of Ti neighboring
atoms, very small Cu oxide particles finely distributed on the titanium oxide support
can be deduced, which is in perfect agreement with the results of XRD and TEM
analysis.
For the analysis of the spectra measured during the photoinduced reaction, exclu-
sively Cu backscatter in distances similar to metallic Cu were adjusted, since through
the LC-XANES fits (Table S20A), metallic Cu was identified as the major component.
The high amount of Cu backscatterers and the absence of Ti contributions led to the
conclusion that larger metallic Cu-domains are formed during the reaction in com-
parison to the initial catalyst. Illumination of the sample for 9 h and 24 h led to the
formation of even smaller metallic Cu domains, since the number of backscatterers
became significantly smaller.
Figure 6. XAS Analysis before and after Various Reaction Times
(A and B) X-ray absorption spectra (A) and Fourier transformed EXAFS spectra (B) of the initial catalyst (6.3_Cu/TiO2-AG) in a CO2-saturated aqueous
dispersion during illumination after 4 h, 9 h, and 24 h and of a Cu foil as reference. See also Procedure S20.
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Summarizing the results ofUV-vis andXAS testsofCO2photoreduction in theabsenceof
addedO2, it can be concluded that during photocatalytic CO2 reduction over Cu/TiO2-
AG, Cu(II) is initially reduced to Cu(I) followed by further reduction to Cu(0).
Finally, the below discussion is aimed at identifying factors affecting catalyst activity
for CO2 reduction to CO. Table 2 shows the amount of CO formed after 10 min,
30 min, and 20 h using feeds with different O2/CO2 ratios. After 10 min of reaction,
the highest amount of CO was obtained in the presence of 0.1 vol % O2, while oper-
ating with 0.5 vol% O2 resulted in the lowest amount. The difference between the
feeds became significantly smaller after 30 min of reaction. When irradiating for
20 h, the amount of CO strongly increased in the presence of 0.5 vol % O2, while
the increase in the absence of O2 or in the presence of 0.1 vol % was significantly
lower and only marginally compared to the CO generation after 30 min. These re-
sults reveal that the duration of efficient CO2 reduction to CO depends on the O2
content. This effect can be explained by considering the changes in the oxidation
state of Cu under reaction conditions. Cu(0) is the main species after 30 min of
CO2 reduction without added O2. In the absence of O2, as well as in the presence
of just 0.1 vol % O2, the amount of CO formed between 30 min and 20 h is lower
than the amount of CO formed between 0 and 30 min. Thus, we conclude that
metallic Cu(0) species have low intrinsic activity for the target reaction. Regardless
of O2 content, the highest rate of CO formation was achieved at the beginning of
the photocatalytic process, i.e., within the first 30 min. On the basis of the UV-vis
spectra, Cu(I) is present during this time and thus can be assigned as an active spe-
cies for CO2 photoreduction. This statement is supported by the fact that the rate of
Cu(I) reduction to Cu(0) is suppressed in the presence of O2 thus resulting in stabi-
lization of Cu(I) for longer reaction time. The amount of CO initially increased with
rising O2 content and passed a maximum at 0.5 vol % (Figure 4). According to UV-vis
analysis (Figure S21), Cu(II) is not reduced in large amounts to Cu(I) or Cu(0) at higher
O2 concentration. Thus, Cu(I) is proposed to be the active species for CO2 photore-
duction to CO.
In conclusion, the first highly selective photocatalytic reduction of CO2 to CO in
aqueous solution is described. Key to success was the use of a specific Cu(II)-sup-
ported TiO2-AG catalyst system, which shows high activity for CO generation
(28.2 mmol$gcat
!1$h!1) in UV-A/Vis light (320–500 nm). The rate for CO2 reduction
decreases with time but can be improved when performing the reaction in the pres-
ence of O2. To the best of our knowledge such behavior is observed for the first time
and may lead to completely new CO2 reduction catalysts. UV-vis measurements in
the presence of O2 suggest photogenerated Cu(I) as the active species. Regarding
the mechanism, we found that the electrons for CO2/proton reduction in the active
catalyst can be provided by photooxidation of the TiO2 surface hydroxyl groups. The
regeneration of these surface hydroxyl groups has to be solved in the future to
develop truly catalytic reductions. This opens up a new research field for photocatal-
ysis without sacrificial electron donors, which should be addressed in upcoming
studies.
Table 2. Results of CO Formation after 10 min, 30 min, and 20 h in Various O2/CO2 Mixtures








0 vol % 11.4 14.1 24.7
0.1 vol % 13.8 16.9 30.5
0.5 vol % 8.9 15.5 74.2
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100. Dilla, M., Schlögl, R., and Strunk, J. (2017).
Photocatalytic CO2 reduction under
continuous flow high-purity conditions:
quantitative evaluation of CH4 formation in
the steady-state. ChemCatChem 9, 696–704.
101. Praliaud, H., Mikhailenko, S., Chajar, Z., and
Primet, M. (1998). Surface and bulk properties
of Cu–ZSM-5 and Cu/Al2O3 solids during
redox treatments. Correlation with the
selective reduction of nitric oxide by
hydrocarbons. Appl. Catal. B 16, 359–374.
102. Gotthardt, M.A., Schoch, R., Wolf, S., Bauer,
M., and Kleist, W. (2015). Synthesis and
characterization of bimetallic metal–organic
framework Cu–Ru-BTC with HKUST-1
structure. Dalton Trans. 44, 2052–2056.
103. Kau, L.S., Hodgson, K.O., and Solomon, E.I.
(1989). X-ray absorption edge and EXAFS
study of the copper sites in zinc oxide
methanol synthesis catalysts. J. Am. Chem.
Soc. 111, 7103–7109.
104. Ene, A.B., Bauer, M., Archipov, T., and
Roduner, E. (2010). Adsorption of oxygen on
copper in Cu/HZSM5 zeolites. Phys. Chem.
Chem. Phys. 12, 6520–6531.
105. Okemoto, A., Ueyama, K., Taniya, K.,
Ichihashi, Y., and Nishiyama, S. (2017).
Direct oxidation of benzene with
molecular oxygen in liquid phase
catalysed by heterogeneous
copper complexes encapsulated in
Y-Type zeolite. Catal. Commun. 100,
29–32.
106. Yamada, H., Soejima, Y., Zheng, X.G., and
Kawaminami, M. (2000). Structural study of
CuO at low temperatures. Trans. Mat. Res.
Soc. Japan 25, 1199–1202.
107. Xueping, H., Zhanchang, P., Xiao, Z., Chumin,
X., Shirong, C., Yu, X., and Zhigang, W. (2009).
First-principles studies of Cu(II) doped
anatase titanium dioxide. J. Mater. Sci. Eng.
27, 613–616.
Chem 5, 1818–1833, July 11, 2019 1833
 44 
6.3 Improving Data Analysis in Chemistry and Biology Through Versatile 
Baseline Correction 
J. Schneidewind*, Hrishi Olickel, Chemistry – Methods 2020, accepted 
 
Contributions: I conceived and coordinated the project, performed all research work and code 
development (except for web tool), analyzed the data, curated information for supporting information 
and public repository and wrote the complete manuscript. Overall, my contribution amounts to ca. 90%.  
 
Abstract: Accurate data analysis is a cornerstone for the meaningful interpretation of measurements in 
chemistry and biology. To enable accurate analysis, it is often necessary to remove the background 
from a measurement via baseline correction, as is commonly done for spectroscopy or 
chromatography. However, no equivalent methods for baseline correction exist for an entire group of 
measurements, which includes chemical reaction measurements, quantitative polymerase chain 
reaction and X-ray absorption spectroscopy. This is because these measurements give rise to a 
different class of features in their signals, which prevent the application of classical baseline correction 
methods. In this work, a general method for baseline correction of these features is developed, which is 
shown to simplify and improve data analysis for these measurements. Through publicly accessible and 
easy to use software we expect this method to be broadly useful to improve and simplify data analysis 






























































Improving Data Analysis in Chemistry and Biology Through
Versatile Baseline Correction
Jacob Schneidewind*[a] and Hrishi Olickel[b]
Accurate data analysis is a cornerstone for the meaningful
interpretation of measurements in chemistry and biology. To
enable accurate analysis, it is often necessary to remove the
background from a measurement via baseline correction, as is
commonly done for spectroscopy or chromatography. However,
no equivalent methods for baseline correction exist for an
entire group of measurements, which includes chemical
reaction measurements, quantitative polymerase chain reaction
and X-ray absorption spectroscopy. This is because these
measurements give rise to a different class of features in their
signals, which prevent the application of classical baseline
correction methods. In this work, a general method for baseline
correction of these features is developed, which is shown to
simplify and improve data analysis for these measurements.
Through publicly accessible and easy to use software we expect
this method to be broadly useful to improve and simplify data
analysis for chemists and biologists.
1. Introduction
Interpretation of measurements in chemistry and biology relies
on accurate processing and analysis of the acquired data.
During data analysis it is often found that the features of
interest are superimposed on a (possibly varying) background.
This background then has to be accounted for accurately
analyzing the features.[1] When a mathematical model is
available that can accurately describe the entire feature, it is
best to include a function to describe the baseline in the model
and to fit this combination of feature and baseline model to all
datapoints (an approach herein referred to as combined
fitting).[2] In cases where no model for the entire feature is
available, or where combined fitting proves challenging, the
baseline might be modeled separately and can then be
subtracted from the data to obtain a baseline corrected signal.
This corrected signal then forms the basis for subsequent
analyses. While this approach is statistically inferior to combined
fitting, since it does not utilize all available information to
approximate the baseline, it is often necessary due to the lack
of accurate feature models. Furthermore, it can also serve as a
preparatory step for improved combined fitting models. This
kind of separate baseline estimation is for example encountered
when processing nuclear magnetic resonance (NMR),[3] infrared
(IR)[4,5] or Raman[6] spectroscopy, chromatography,[7] mass
spectrometry[8] or calorimetry[9] data.
In contrast, analysis of chemical reaction measurements,
quantitative polymerase chain reaction (qPCR)[10] or X-ray
absorption spectroscopy (XAS)[11] data (and others[12]) would
also benefit from such baseline correction, but there are no
equivalent baseline correction methods available for these
measurements compared to the ones mentioned above. This is
a serious shortcoming, as these measurements are crucial to
understand the mechanisms of chemical reactions,[13] analyze
DNA/RNA in medicinally relevant samples (such as detection of
the SARS-CoV-2 virus[14]) or to elucidate the structure and
properties of materials,[15] respectively.
The reason for the lack of equivalent baseline correction
methods for these measurements (chemical reaction measure-
ments, qPCR, XAS and others[12]) compared to the measure-
ments mentioned above (NMR, IR spectroscopy etc.) is that
these two groups of measurements give rise to two different
classes of features: NMR, IR spectroscopy and others produce
peak shaped features, meaning that the feature starts and ends
at baseline value (see Figure 1A). This means that the baseline is
unaffected by the feature and hence this class of features is
herein referred to as non-baseline-altering features. In contrast,
chemical reactions, qPCR or XAS produce features that do not
return to baseline value because the state of the system is
changed by the feature (e.g. accumulation of a chemical
species or occurrence of an absorption edge, see Figure 1B).
Hence, the feature introduces a vertical offset in the signal
(signal offset Os, see Figure 1B) between datapoints preceding
and succeeding the feature. Due to this effect of the feature on
the baseline, this class of features is herein referred to as
baseline-altering features.
To understand why there are no equivalent baseline
correction methods for baseline-altering features we first want
to look at how classical baseline correction methods for non-
baseline-altering features (e.g. NMR, IR spectroscopy) proceed
(see Figure 1A): Seeing the measurement M(x) as the sum of a
[a] J. Schneidewind
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signal f(x) and baseline g(x), baseline correction aims to recover
g(x) from M(x), so that it can be subtracted from M(x), obtaining
f(x).
1. Recovery of g(x) is done by selecting baseline data points
which precede and succeed the feature (herein referred to
as pre- and post-feature, even where the measurement is
not necessarily time-dependent), and fitting them with some
approximate function g*(x) (see Figure 1A, top).
2. With the approximate function g*(x) in hand, baseline values
in the feature region can be interpolated, allowing for
subtraction of g*(x) from the entire range of interest of M(x),
obtaining an approximate signal f*(x) (see Figure 1A,
bottom).
This approach to baseline correction does not generalize to
baseline-altering features because the feature introduces an
unknown signal offset (Os) between pre- and post-feature
baseline data points. Any attempted fit to these baseline data
points would be heavily distorted by this offset, explaining why
there are no equivalent baseline correction methods for this
class of features (found in chemical reaction measurements,
qPCR, XAS etc.). To circumvent this problem, state-of-the-art
baseline correction methods for qPCR[10] or XAS[11] mostly
estimate g*(x) by only fitting pre-feature baseline data points.
This one-sided approach, however, relies on an extrapolation of
g*(x) into the feature region (instead of an interpolation as
described above for classical baseline correction). Extrapolation
instead of interpolation compromises accuracy and reliability
(see below) and such approaches are therefore not equivalent –
in design or accuracy – to classical baseline correction.
In this work, a new and general method for baseline
correction of baseline-altering features is developed, resulting
in a generally applicable tool to improve data analysis for
various measurements in chemistry and biology. It is shown
that using this method, analysis of chemical reaction measure-
ments, qPCR and XAS data is simplified with improved accuracy
and reliability. Furthermore, a public web interface (https://
lbc.olickel.com) has been created to allow a broad group of
scientists to ease transition to the new method and improve
their data analysis using this new tool.
2. Results and Discussion
2.1. Problem Statement
The fundamental problem in baseline correction of baseline-
altering features is that the signal offset Os is unknown
beforehand. Knowing Os would allow the shifting of post-
feature data points by this magnitude on the y-axis, restoring a
classical (non-baseline-altering feature) baseline correction
problem. The observed total vertical offset, Ot, between pre-
and post-feature data points, however, is the sum of Os and
baseline offset Ob (see Figure 1B, top). Since Os is unknown, the
baseline and thus Ob, cannot be determined. Not knowing Ob in
return prevents the determination of Os,, as the signal (and
therefore its offset) cannot be separated from the baseline.
Figure 1. Examples of non-baseline-altering and baseline-altering features with the corresponding baseline corrections. In both cases, the synthetic baseline
consists of a second-order polynomial and Gaussian noise was added to the simulated measurement (a.u.=arbitrary unit). (A) Top: Measurement of non-
baseline-altering feature (M(x), dashed line) with datapoints considered for baseline fitting highlighted. Baseline approximation g*(x) (red) and corresponding
baseline offset (Ob) are shown. Bottom: Baseline corrected signal f*(x) obtained by subtraction of g*(x) from M(x). (B) Top: Baseline-altering feature with total
offset (Ot) between the two baseline intervals highlighted along with signal offset Os and baseline offset Ob. Logistic Baseline Correction (LBC) fit is shown in
orange (showing that it captures Os) and thus obtained baseline approximation g*(x) is shown in red. Bottom: f*(x) obtained by subtraction of g*(x) (obtained






























































2.2. Logistic Baseline Correction Algorithm
To resolve this problem, the following solution is proposed:
Instead of solely fitting a function g*(x) to pre- and post-feature
data points, a function of the form g*(x)+ sc(x) is fitted, wherein
sc(x) is a one-parameter function that introduces a step of
magnitude c between pre- and post-feature data points. Step
magnitude c is included as an additional optimization parame-
ter in the fitting procedure and is therefore iteratively optimized
along with the parameters of g*(x). For a conservatively chosen
g*(x), which does not overfit the baseline data points, it is
hypothesized that c approaches Os in the optimization, yielding
the best fit. If c approximates Os the classical baseline correction
problem is restored and we expect g*(x) to be an accurate
description of the baseline. This hypothesis is based on the
consideration that a conservatively chosen g*(x) only has
sufficient degrees of freedom to describe the baseline, not the
signal offset. Conversely, sc(x) only has one degree of freedom,
being able to solely describe the signal offset. An optimal
solution to the fitting optimization problem is therefore for sc(x)
to approach Os and for g*(x) to approach g(x). In addition,
restoring the problem to classical baseline correction also
allows for this class of problems to benefit from advances in
classical baseline correction methodology.
To implement the proposed solution the following algo-
rithm has been devised:
1. Selection of function g*(x) to describe the baseline and
selection of feature start point xs and feature end point xe. These
points are used to define the baseline intervals: all points
preceding the feature start point are considered the pre-feature
baseline interval and all points succeeding the feature end
point are considered the post-feature baseline interval (unless
there are multiple features, see XAS section). The g*(x) function
has to be chosen by the user and feature start and end points
are either chosen by the user or defined automatically (see
qPCR section).
2. Calculation of the midpoint x0 between xs and xe, followed by
calculation of the 75th percentile point (x75) between feature
start and end point: x75 ¼
xe!x0
2 .
3. Defining sc(x) to be a logistic function of the form:
sc xð Þ ¼
c
1þ er x!x0ð Þ (1a)





. v75 is a parameter that determines the value of sc(x) at
the 75th percentile point x75. Using for example v75=9.9 · 105
ensures that sc(x) reaches 99.9999% of its maximum value at x75,
preventing sc(x) from altering the shape of g*(x) (as long the
value of v75 is sufficiently high is does not have an influence on
the result of the algorithm).
4. Fitting of g*(x)+ sc(x) to the selected baseline intervals by
optimizing the parameters of g*(x) as well as step magnitude c
using the least squares method with the following definition for
the residual:
res!! ¼ ~wð~y ! sc ~xð Þ! g* ~xð ÞÞ (1b)
with res!! being a vector of the residuals, ~y being the vector of
baseline datapoint y values, ~x being the vector of baseline
datapoint x values and w being a vector of weights for each
residual value. For unweighted fitting (used in most cases
presented herein), all entries of w are equal to one. The weight
vector can be used to weigh pre- and post-feature datapoints
differently (see qPCR section) or to account for heteroscedas-
ticity by weighing according to data variance.[16] After optimiza-
tion, g*(x) is an approximation of the baseline and parameter c
has approached signal offset Os.
5. Subtraction of optimized g*(x) from M(x) to yield the baseline
corrected signal f*(x):
f* xð Þ ¼ M xð Þ! g* xð Þ (1c)
Using a continuously differentiable logistic function (as
compared to a step function) allows for easy application of
gradient based optimization algorithms in the fitting
procedure,[17] and affords a smooth function to continuously
describe the background. In contrast to a step function,
however, the curvature of a logistic function could alter the
shape of optimized g*(x). Therefore, v75 is set so that the
curvature is completely confined to the interval between pre-
and post-feature datapoints (e.g. by having sc(x) reach
99.9999% of its maximum value at the 75th percentile point for
v75=9.9 · 105). This ensures that sc(x) only accounts for compen-
sating Os. Ultimately, both a step function or a logistic function
can be used for sc(x), but in the following examples a logistic
function will be used.
In optimization step 4, only parameter c is optimized along
with the parameters of g*(x). Since sc(x) is linear in c and this
term is simply subtracted from g*(x) (see equation (1b)), this
method has the same computational complexity as classical
baseline correction. Thus, when g*(x) is a linear predictor
function (such as a polynomial), fitting can still be performed
using linear least squares (a weighted least squares implemen-
tation of LBC is also available at https://github.com/jschneide-
wind/LBC). Furthermore, using such a general description of the
step yields a baseline correction method which is agnostic to
feature and baseline shape, as sc(x) can describe the offset of
any baseline-altering feature and can be combined with any
(conservative) g*(x) to describe the baseline. The required user
input for this algorithm is only the selection of feature start and
end point (which can be automated if desired, see qPCR
section) and the choice of g*(x) (see below for details on user
input).
Due to the choice of sc(x), this approach is herein referred to
as “Logistic Baseline Correction” (LBC). In the following we will






























































LBC is specified by the choice for g*(x) and feature start and
end values (e.g. “LBC was performed using a third-order
polynomial for g*(x) and feature start and end points were set
at 0 and 2, respectively”). LBC fit refers to optimized g*(x)+ sc(x),
LBC baseline refers to optimized g*(x) obtained via LBC and c
refers to optimized step magnitude. Finally, LBC corrected signal
refers to f*(x) obtained after subtraction of the LBC baseline
from M(x).
2.3. Pre- and Post-Feature and Combined Fitting
As baseline correction utilizing only pre-feature baseline data-
points (herein referred to as pre-feature fitting) is currently in
common use for baseline-altering features,[10,11] we briefly want
to outline this method as well to facilitate comparison.
Pre-feature fitting comprises three steps:
1. Selection of function g*(x) to describe the baseline and
selection of feature start point xs. All points preceding xs are
considered the pre-feature baseline interval.
2. Fitting of g*(x) to the pre-feature baseline interval by
optimizing the parameters of g*(x) using the least squares
method with the following definition for the residual:
res!! ¼~y ! g* ~xð Þ (1d)
3. Subtraction of optimized g*(x) from M(x) to yield the baseline
corrected signal f*(x) (see equation (1c)).
Analogously, one can select a feature end point and fit g*(x)
to the post-feature baseline interval instead. This method is
herein referred to as post-feature fitting. User input for both
methods is the selection of g*(x) and a feature start (pre-feature
fitting) or end (post-feature fitting) point. In analogy to the LBC
terminology, use of either method is specified by these inputs
(e.g. “pre-feature fitting was performed using a second-order
polynomial for g*(x) and 0 as the feature start point”). Pre- (or
post-)feature baseline refers to optimized g*(x) obtained using
either method and pre- (or post-)feature corrected signal refers
to f*(x) obtained after subtraction of the pre- (or post-)feature
baseline from M(x).
Aside from the above described methods, when a model for
the entire feature is available, one can also attempt to model
baseline and feature simultaneously (combined fitting). For this
approach, a function g*(x) to describe the baseline and a
function h*(x) to describe the feature are selected. The sum of
both functions is then fitted to the entire measurement by
optimizing the parameters of g*(x) and h*(x) (residual definition:
res!! ¼ M ~xð Þ! g* ~xð Þ! h* ~xð ÞÞ.
2.4. Assumptions
There are two main assumptions underlying all methods
(including LBC) described above. The first assumption is that
baseline g(x) and signal f(x) are simply additive and therefore
M(x) can be decomposed into g(x)+ f(x). This assumption is
justified in cases where the processes giving rise to the baseline
are independent from those giving rise to the feature. It breaks
down, however, when there is a correlation between baseline
and feature, such as Mie scattering in IR spectroscopy.[18] More
elaborate combined fitting approaches may possibly account
for such correlation but are not explored herein. For the
examples considered, baseline and feature processes can be
considered to be reasonably independent, allowing this
assumption to hold.
The second assumption is that pre- and post-post feature
baseline intervals can both be described by the same baseline
approximating function g*(x). This assumption holds when the
process giving rise to the baseline is unaffected by both the
feature as well as the passage of time (in case of time
dependent measurements) or changes in energy (in case of
spectroscopy). In case of XAS, this assumption might be
violated because the background X-ray attenuation coefficient
varies strongly with energy.[19] Such changes in baseline
behavior might be modeled by using a function for g*(x) with
more degrees of freedom (e.g. a higher-order polynomial, see
XAS section below).
2.5. User Input
LBC (as well as pre- and post-feature fitting) requires the user to
select a function for g*(x) and to select feature start and end
points (or to select hyperparameters for an algorithm to make
the selection, see qPCR section).
Regarding g*(x) selection, on the one hand, the selected
function should have sufficient degrees of freedom to account
for the complexity of a given baseline (see Evaluation using
Synthetic Data section). On the other hand, if g*(x) has too
many degrees of freedom it could lead to overfitting, meaning
that g*(x) would attempt to account for even minute variations
in the baseline intervals. Overfitting can make baseline
correction less reliable and could also remove useful informa-
tion from the measurement. In case of XAS, for example, fine-
structure information could be lost if the baseline is over fitted.
To strike the correct balance, it was found that for the examples
considered herein, polynomial functions of various orders are a
suitable choice for g*(x). While LBC can be used with essentially
any function for g*(x), polynomials were found to be able to
describe a wide range of baseline shapes while giving fine
control over their degrees of freedom by changing their order.
Therefore, the provided web interface for LBC provides the
possibility to choose various polynomials for g*(x) and the
interactive graphing aids in identifying an appropriate fit.
Regarding the choice of feature start and end points, the
resulting baseline intervals should not contain parts of the
feature, as this would distort the resulting fit for g*(x). Again,
the interactive graphing of the web interface aids in identifying
appropriate start and end points as well as saving these
parameters into a library for future use.
In the following we will analyze the performance of LBC,






























































and user inputs and applying it to experimental data from
chemical reaction measurements, qPCR and XAS measurements.
In the process, LBC will be compared to state-of-the-art baseline
correction methods.
2.6. Evaluation Using Synthetic Data
To evaluate the performance of LBC it was tested on synthetic
data of the form shown in Figure 1B. The synthetic measure-
ment is the sum of a polynomial baseline representing g(x), an
exponential signal representing f(x), as it can be found in first
order chemical reactions,[20] and Gaussian noise (for more
examples of synthetic data, see SI Figure 1). LBC was performed
using a polynomial of the same order as g(x) for g*(x) and
feature start and end points were set at 0 and 2, respectively
(baseline intervals [!2, 0] and [2, 4]). As it can be seen in
Figure 1B, LBC does indeed yield a fit to the baseline data
points by introducing a step of magnitude ~Os halfway
between the two intervals and produces a baseline estimate
g*(x) which is unaffected by the feature.
Performance analysis on this synthetic data set shows that
after optimization, c does indeed accurately describe Os for
various baseline shapes, which were obtained by random
variation of the polynomial function’s parameters and by
varying the polynomial order (see SI Figure 2A). Furthermore,
g*(x) shows a low root-mean-square deviation (RMSD) from g(x)
under these alterations. Both the accuracy of c and the RMSD of
g*(x) show a well behaved response to increasing amounts of
noise as well as reduced numbers of data points to be fitted
(see SI Figure 2B and C). Furthermore, the method is robust to
changes of the feature start and end points, tolerating
symmetric and asymmetric pre- and post feature intervals of
various sizes (see SI Figure 2D). It is noteworthy that LBC is
significantly more robust to these changes than pre-feature
fitting (see SI Figure 2F). Regarding the choice of g*(x), the
accuracy of c shows a robust response even when the order of
the polynomial chosen for g*(x) is significantly higher than the
order of the actual baseline polynomial (see SI Figure 2E),
showing that overfitting is not especially problematic in this
situation. When the order of g*(x) is lower than the actual
baseline polynomial, however, the error in c sharply increases
(see SI Figure 2E), as g*(x) does not have sufficient degrees of
freedom to describe g(x).
Based on these results, we can conclude that for this
synthetic dataset with various baseline shapes, levels of noise,
number of data points, baseline intervals, and choices for g*(x),
LBC can accurately recover both signal offset Os and a good
approximation of the baseline g(x). Synthetic data generation is
also enabled on the web interface, allowing for further
examination of LBC behavior.
Since baseline correction is usually not an end in itself but
rather a preprocessing step to enable accurate analysis of the
feature of interest, we want to evaluate and compare the effect
of LBC on the feature analysis results. For this, we are using the
same form of synthetic data as above. Our signal shows product
formation for a first-order chemical reaction. For such a
reaction, integrated rate law (2) describes the time-dependent
product concentration [B]:
B½ " ¼ A0½ " ! A0½ "e!kt (2)
Here, aim of feature analysis is to obtain k, which is the rate
constant of the reaction and an important component of
chemical kinetic analysis.[21] To obtain k, equation (2) is fitted to
the baseline corrected signal with initial reactant concentration
[A0] being set to 1 and k being the only parameter to be
optimized (see Figure 2A). The test data set for this analysis
consists of a second-order polynomial baseline with fixed
parameters, a fixed level of random Gaussian noise and the
first-order chemical reaction signal (for which k is set to 4).
Analysis is performed in four ways:
1) LBC with a second-order polynomial for g*(x), feature start
and end points set at 0 and 2, respectively, and fitting of
equation (2) to LBC corrected signal.
Figure 2. (A) LBC corrected, synthetic first-order chemical reaction signal (green) along with fit of integrated rate law (2) (black). (B) Histogram of k obtained
via fitting of integrated rate law (2) to signals obtained using different baseline correction methods. Pre-feature fitting is shown in orange, LBC in green and
the control (fitting of (2) to signal containing noise but no baseline) in blue. Furthermore, combined fitting of baseline and feature is shown in red. Analyses






























































2) Pre-feature fitting with a second-order polynomial for g*(x)
and feature start point set at 0 and fitting of equation (2) to
the pre-feature corrected signal.
3) Combined fitting using the sum of equation (2) and a
second-order polynomial for g*(x).
4) As a control, the chemical reaction signal without baseline
(only containing Gaussian noise) is analyzed by fitting
equation (2).
All analyses were performed 2000 times with randomly
varying Gaussian noise to obtain accurate mean and standard
deviation values for k.
A histogram showing the distribution of k for each approach
is shown in Figure 2B. While the mean value of k for all
approaches is close to 4, pre-feature fitting shows the highest
standard deviation (4.0#0.13), which is almost three times
higher than the standard deviation for LBC (4.0#0.049). LBC
approaches the standard deviation of the control (4.0#0.025).
Combined fitting (4.0#0.030) gives an even lower standard
deviation than LBC. The same trends are also maintained when
rate law (2) is fitted as a two-parameter function (optimizing
both [A0] and k, see SI Figure 3C and D).
While pre-feature fitting yields the correct mean, its
standard deviation is higher because it utilizes fewer data
points over a more narrow range compared to LBC. It therefore
requires extrapolation into the feature region, which is com-
paratively less precise. These characteristics also result in a less
reliable procedure, as can be seen for test data sets with more
noise or fewer data points (SI Figure 3A and 3B), where the
precision of pre-feature fitting can become too low to allow for
feature analysis. LBC, however, utilizes more data points over a
significantly wider range (pre- and post-feature), enabling
interpolation in the feature region. This allows capturing the
shape of the baseline over the entire measurement range more
precisely and reliably. Combined fitting further improves on
these advantages by additionally utilizing data points in the
feature region. Based on these synthetic data experiments,
using LBC allows for a systematically precise baseline estimate,
which yields precise feature analysis results.
We now want to apply LBC to experimental data to see if
these conclusions generalize. Again we will focus on the effect
of the baseline correction procedure on feature analysis results.
Use cases are chemical reaction measurements (reaction
kinetics), quantitative polymerase chain reaction and X-ray
absorption spectroscopy. These examples can also be found in
the library of https://lbc.olickel.com to allow users to perform
their own experimentation.
2.7. Chemical Reaction Measurement
The chemical application example is similar to the synthetic
data used above: a chemical reaction is monitored in situ for
one of its products and addition of the reactant produces a
chemical reaction signal. In this case, hydrogen peroxide (H2O2)
disproportionation catalyzed by potassium iodide (KI) was
studied by the authors through measurement of the evolved
oxygen:
(reaction 1)
Aim of the analysis in this case is to obtain the total amount
of evolved oxygen and the rate constant, both of which require
baseline correction to be determined. In situ oxygen measure-
ment was achieved using optical oxygen detection, which, in
this case, shows a non-linear baseline due to slow, underlying
equilibration processes (see Figure 3, top). Addition of hydrogen
peroxide at t=1500 s produces the oxygen reaction signal of
interest, which is expected to be stationary in the post-feature
phase. For analysis, feature start and end point were set at t=
1500 s and t=4000 s, respectively.
Pre-feature fitting is used as a reference baseline correction
approach (Figure 3A). For pre-feature fitting, however, only a
first-order polynomial for g*(t) gave a reasonable result as
higher-order polynomials failed to converge on a reasonable
baseline (see SI Figure 4A). This baseline description falls short
of describing the post-feature baseline region accurately and
hence, no stationary phase is obtained for the pre-feature
corrected signal (Figure 3A, bottom). Thus it is not possible to
accurately determine the total amount of evolved oxygen.
In contrast, using LBC allows for utilization of pre- and post-
feature data points, enabling an approximation of the non-
linear baseline with a fourth-order polynomial for g*(t) (Fig-
ure 3B). This results in the expected stationary phase after the
reaction once the baseline has been subtracted (Figure 3B,
bottom). The total amount of evolved oxygen can now be
obtained from the average value of the stationary phase or
directly from parameter c of sc(t), which has approached signal
offset Os. Both values are identical within four significant figures,
giving 0.064 vol% O2.
After baseline correction it is also possible to analyze the
reaction signal to obtain k. Since potassium iodide catalyzed
hydrogen peroxide disproportionation can be described reason-
ably well as being first-order in hydrogen peroxide, equation (2)
can again be used for analysis (as we work with normalized
data in the following, a normalized version of equation (2),
equation (2a), see SI section 2, was used). Fitting equation (2a)
with two parameters, [A0] and k, to the normalized pre-feature
corrected signal results in only an acceptable fit, since the post-
feature region is not stationary (see Figure 3A, bottom). In case
of the normalized LBC corrected signal, however, a good fit is
obtained (Figure 3B, bottom). Parameter of interest k differs by
roughly 6.5% between the two approaches, being 5.24×
10!3 s!1 in case of pre-feature fitting and 5.58×10!3 s!1 for LBC.
In addition to LBC and pre-feature fitting, it was also attempted
to model baseline and feature together by using combined
fitting with a second-order polynomial function for g*(t) and
equation (2b) (see SI section 2) for h*(t). With this method, a
reasonable fit over the entire measurement range is obtained,
which also accurately describes the feature (see SI Figure 4E
and 4F). Using a higher-order polynomial, reasonable fits can be
obtained (see SI Figure 4G and 4H), but the reliability of the fit






























































optimization parameters (see SI Figure 12 and SI section 5). A
high quality initial guess can in fact be generated using LBC
(see SI section 5).
For this chemical application example we can conclude that
LBC allows capturing the non-linear nature of the observed
baseline, which is a prerequisite to accurately determine the
total amount of evolved oxygen (something pre-feature fitting
falls short of). Furthermore, the choice of baseline correction
method has a substantial effect on the quantification of k.
2.8. Quantitative Polymerase Chain Reaction (qPCR)
Quantitative polymerase chain reaction (qPCR) is a method to
quantify DNA or RNA in a sample and is widely used in different
life science disciplines,[22–24] and is currently one of the main
methods to detect the SARS-CoV-2 virus.[14] Quantification is
achieved by amplifying fluorescence-marked DNA or RNA using
polymerase chain reaction in stepwise amplification cycles
(amplification cycle number is denoted as n). The increase in
fluorescence produces fluorescence amplification curves (see
Figure 4A), displaying a baseline-altering feature, which can be
analyzed to obtain the initial amount of DNA or RNA present in
the sample. Baseline fluorescence/absorption, however, has to
be removed to enable this analysis.[10,25]
State-of-the-art qPCR curve analysis tools mostly utilize pre-
feature fitting for baseline correction, usually based on the first
6–8 viable cycles (of the nine methods cited in [10], five use
pre-feature fitting).[10,26] Some methods, such as 5PSM[27] and a
recent improvement on this method,[2] have been proposed
which use combined fitting. To compare the effect of pre-
feature fitting versus LBC in qPCR analysis, a curve analysis
algorithm was devised which is compatible with both baseline
correction approaches. The algorithm comprises three steps:
1. Determination of feature start and end points by fitting a
linear regression to the first and last m data points, each.
The first data point, whose fluorescence value exceeds that
of the start linear regression model by more than i standard
deviations and is only followed by data points also exceed-
ing this threshold is considered the feature beginning. In
return, the last data point which has a lower fluorescence
than the end linear regression model by more than i
standard deviations and is only preceded by data points
which are also below this threshold, marks the feature’s end
(see SI Figure 5).
2. Baseline correction is performed in two ways: 1. Pre-feature
fitting using a first-order polynomial for g*(n) (this provides
superior performance compared to pre-feature fitting with a
second-order polynomial). 2. LBC using a second order
polynomial for g*(n). LBC is performed with a weight-factor
for pre-feature data points to give them a higher weight in
the fitting procedure (details see SI Section 3.2).
3. The exponential amplification phase of a given baseline
corrected signal is extracted by selecting the interval from
feature start to the point preceding the second derivative
maximum (SDM). In this phase, exponential amplification
occurs and can be described by equation (3):
Fn ¼ F0Eampn (3)
With Fn being the fluorescence at amplification cycle n, F0
being the fluorescence of the initial DNA amount (hence F0 is
Figure 3. Analysis of oxygen evolution signal obtained in situ from KI catalyzed H2O2 disproportionation. (A) Top: Linear baseline fit obtained using pre-feature
fitting. Bottom: Pre-feature corrected signal f*(t) showing non-stationary post-feature phase. Fit of integrated rate law (2a) shown in black (see SI section 2). (B)
Top: LBC using a fourth-order polynomial for g*(t). Bottom: LBC corrected signal showing stationary post-feature phase and good fit of integrated rate law (2a)
(see SI section 2). Note: For visualization purposes, the measurement is only shown up to 20000 s, but the entire measurement lasts 60000 s (see SI Figure 4B).






























































the quantity of interest) and Eamp being amplification
efficiency.[10] For a given gene, Eamp is determined by fitting
equation (3) as a two-parameter (F0 and Eamp) function to the
exponential phase of a random subsample (size N) of reactions.
The obtained mean value of Eamp is then used to fit equation (3)
as a one-parameter function (F0 being the only parameter) to
the exponential phase of all reactions for a given gene (see
Figure 4B). Thus obtained F0 values are linearly related to initial
DNA quantities and were used for performance evaluation. It
has been noted that the use of equation (3) can introduce
quantification bias, as it assumes a constant amplification
efficiency, although Eamp significantly decreases over the course
of amplification.[28] We have therefore used a small fitting
window (only up to n=SDM – 1) and found low bias in
comparison with other methods for the used reference dataset
(see below).
Analysis performance of the above described algorithm was
assessed by analyzing the triplicate, 63 gene, five-fold dilution
reference dataset published by Vermeulen et al.[29] The obtained
F0 values were used for performance evaluation, assessed with
the indicators developed by Ruijter et al.[10] Based on this
methodology, the algorithm was found to perform on par (for
both pre-feature fitting and LBC) with most state-of-the-art
qPCR curve analysis tools and performed superior to combined
fitting methods such as 5PSM (see SI Figure 8). Here it should
be noted, however, that an improved combined fitting method
has recently been described.[2]
Pre-feature fitting and LBC were first compared in a regime
with a comparatively high number of considered baseline data
points. This regime is defined by a larger number of data points
considered in the linear regression of step 1 (m=5) and a
higher cut-off threshold (i=7). In this regime, both approaches
perform similar in terms of accuracy and precision indicators
(see SI Figure 7). In case of lower sample/data quality (as
compared to the reference data set) and/or larger initial DNA
amounts, early amplification can reduce the number of
available baseline data points. Pre-feature fitting and LBC were
therefore also compared in a lower data point number regime
(m=3, i=5). Comparison in this regime shows that while
precision indicators are still comparable (see SI Figure 6), LBC
outperforms pre-feature fitting for accuracy indicators, such as
bias and linearity.
Regarding bias, Figure 4C shows boxplots for bias values of
LBC and pre-feature fitting for all 63 genes, with a value of one
indicating no bias. Bias values obtained using LBC differ
significantly (p=0.001, two-sided T-test, details see SI Sec-
tion 3.3) from those obtained using pre-feature fitting in this
lower baseline data point number regime, with LBC bias values
being closer to one (LBC mean bias: 1.03, pre-feature fitting
mean bias: 1.26, see Figure 4C). This result is in line with
previous arguments and observations outlined in this paper, as
LBC enables the consideration of more baseline data points
over a wider range, thus being able to perform better when
fewer total baseline data points are available.
We can therefore conclude that for qPCR curve analysis, LBC
performs similarly to pre-feature fitting when a higher number
of baseline data points are available, but enables more accurate
(less biased) analysis in a lower baseline data point number
regime. Improvements in accuracy/bias are especially signifi-
cant, since these improvements cannot be obtained by simply
measuring more replicates.[10]
Figure 4. Analysis of qPCR data using the algorithm outlined above. (A) Visualization of LBC applied to a single amplification curve from the reference dataset,
using a second-order polynomial for g*(n). (B) Fit of equation (3) to exponential amplification phase of baseline-corrected signal from (A). (C) Comparison of
analysis bias for all 63 genes from reference dataset analyzed using either LBC or pre-feature fitting for baseline correction (m=3, i=5). Bias is defined to be
the normalized ratio of observed target quantities for the most and least concentrated sample. In case of no bias it is expected to be one. Median is shown as






























































2.9. X-Ray Absorption Spectroscopy (XAS)
X-ray absorption spectroscopy (XAS) is a widely used analytical
tool to elucidate structural and electronic features of a
material.[30–32] Usually, absorption edges are studied, which are
element-specific energy thresholds, where X-ray energy sur-
passes the required amount of energy to excite particular core
electrons.[33] This process gives rise to a baseline-altering edge
feature (see Figure 5A). Depending on the measurement mode
(transmission or fluorescence), there is either a continuously
decreasing (background absorption) or increasing (background
fluorescence) baseline. This baseline has to be corrected to
enable subsequent analyses such white line analysis,[34] pre-
edge peak analysis,[35,36] X-ray absorption near edge structure
(XANES) and extended X-ray absorption fine structure
(EXAFS).[15] Aside from baseline correction, further analysis
usually requires normalization based on the edge step
magnitude ~μe.[37] State-of-the-art baseline correction is typi-
cally done by pre-feature fitting using a first-order polynomial
for g*(E).[37] The edge step magnitude ~μe is subsequently
determined by additionally performing post-feature fitting
using a polynomial for g*(E) and then calculating the difference
of the pre- and post-feature g*(E) at edge step energy E0. With
~μe in hand the spectrum can be normalized (this process will
be abbreviated as conventional baseline correction/normal-
ization, CBCN).[37] Other methods, such as the MBACK algorithm
have also been proposed, where data is matched to tabulated,
element specific values to account for the absorption edge.[19]
In contrast to the conventional approach, applying LBC to
X-ray absorption spectra enables baseline correction utilizing
both pre- and post-feature data points. Furthermore, ~μe is
simultaneously determined since c approaches it in the
optimization (vide supra). To demonstrate this, LBC has been
applied to X-ray absorption spectra of molybdenum foil (see
Figure 5A, from Farrel Lytle Database[38]) as well as Fe3C (Larch
database[37]), FeCl3 (Farrel Lytle Database[38]) and copper foil
(Larch database[37], see SI Figures 9A, 9B and 11, respectively).
For the molybdenum foil spectrum there are actually two
absorption edges (L3 at 2520 eV and L2 at 2625 eV, see
Figure 5A) in close vicinity. Therefore, LBC was performed with
two logistic functions (each having its own step magnitude
value) to account for both edges. A fourth-order polynomial
was used for g*(E) and the two sets of feature start and end
points were set at !/+30 eV from the L3 and L2 absorption
peaks. These four points produce three baseline intervals to be
fitted (all points preceding the L3 feature start point, the
interval from the L3 feature end point to the L2 feature start
point and all points succeeding the L2 feature end point).
Normalization was done using the c value for the L3 edge. As
can be seen in Figure 5B, using LBC yields a normalized
spectrum with the expected flat pre- and post-feature regions.
To evaluate and compare the effect of LBC on subsequent
analysis, pre-edge peak analysis was performed for the copper
foil spectrum and white line analysis for the molybdenum foil
spectrum. Pre-edge peaks are lower-energy electronic transi-
tions, which can be observed for first-row transition metals
~10 eV below the absorption edge.[35,39,40] These peaks contain
information on coordination number, ligand types as well as
spin and oxidation state, which is encoded in pre-edge peak
position, multiplicity and intensity.[35] Pre-edge peak intensity in
the copper foil spectrum differed by ~6% between the LBC
corrected/normalized signal and the signal obtained by conven-
tional baseline correction/normalization (details see SI section 4
and SI Figure 11). When analyzing different materials, pre-edge
intensity can vary quite subtly depending on the ligand type.
For example, in case of iron halide complexes, intensity was
found to differ in the single digit percent region depending on
the nature of the halide.[35] Hence, the choice of baseline
correction/normalization method might play an appreciable
role for certain pre-edge peak analysis problems, where subtle
differences in pre-edge peak intensity have to be resolved.
White lines are the main peaks observed at the onset of
transition metal L-edges.[41] They result from 2p electron
excitation to unoccupied d states and their intensity has been
found to contain information about a metal’s electron
configuration.[41] This information can for example be used to
study the properties of metal alloys.[34] To determine white line
intensities the spectrum’s background has to be determined,
which is the sum of the baseline and an approximation of the
absorption edge(s). Using LBC, the background of the molybde-
Figure 5. Application of LBC to X-ray absorption spectrum of molybdenum foil. (A) LBC applied to molybdenum L23-edge region of the spectrum using a































































num foil spectrum is conveniently described by
g* Eð Þ þ sc1 Eð Þ þ sc2 Eð Þ (see Figure 5A), as the logistic functions
serve as an approximation of the absorption edges. The state-
of-the-art method for determining the background, as de-
scribed by Pearson,[34,41] uses post-feature fitting with a first-
order polynomial for g*(E) applied to baseline datapoints
succeeding each edge (g*1(E) for the L3 and g*2(E) for the L2
edge of the molybdenum spectrum). This is followed by
extrapolation of each g*(E) into the respective edge region. To
account for the absorption edges, the value of g1*(E) is set to
zero for all energies preceding the L3 absorption edge and the
value of g*2(E) is set equal to g*1(E) for all energies preceding
the L2 absorption edge (see SI Figure 10A). Comparing LBC and
the Pearson method, we can see that LBC describes baseline
datapoints (which also represent the background) more accu-
rately by a factor of more than two, with a RMSD of 4.4 · 10!3
(LBC) versus 9.0 · 10!3 (Pearson, see SI Figure 10B). White line
intensities differ by ca. 10% between the two methods (LBC:
0.2188, Pearson: 0.2446). While a more thorough comparison
would have to be carried out to assess the accuracy of both
methods, the lower RMSD of LBC gives reason to hypothesize
that LBC does improve accuracy for white line analysis.
Regarding analysis of XAS data, we can conclude that LBC
enables baseline correction that utilizes pre- and post-edge
data points while simultaneously determining the edge step
magnitude. This can be considered a simplification of the
conventional approach to baseline correction and normalization
while also utilizing more data points for baseline correction.
Analysis of pre-edge peaks and white lines shows that using
LBC provides analysis results that differ from those obtained
using state-of-the-art methods. The superior description of
baseline datapoints when using LBC gives reason to hypothe-
size that LBC enables more accurate analysis, but more
thorough investigations will have to be carried out to confirm
this.
3. Conclusions
Herein we have developed, to the best of our knowledge, the
first general method for baseline correction of baseline-altering
features, validated it using synthetic and experimental data and
have made it publicly available through open-source code and
a web interface.
By combining a baseline-describing function with a highly
constrained logistic function, LBC allows baseline correction to
be performed utilizing both pre- and post-feature baseline data
points. This enables interpolation of the feature region.
Comparing LBC to the commonly used, state-of-the-art method
pre-feature fitting shows that this interpolation enables signifi-
cantly improved precision and reliability when analyzing
synthetic data.
The applicability of LBC was then studied by applying it to
relevant, real-life examples from various fields. For a chemical
reaction measurement, use of LBC was crucial to recover a
physically meaningful signal with a stationary post-feature
phase while also providing a baseline corrected signal, which
could be accurately analyzed. For qPCR, use of LBC compared
to pre-feature fitting yielded a statistically significant improve-
ment of analysis bias for a well-established reference dataset.
Lastly, for X-ray absorption spectroscopy, LBC simplified data
analysis by simultaneously providing a baseline estimate and a
value for the edge step magnitude, which would otherwise take
multiple, independent fitting steps. It was also shown that LBC
could handle analysis of data containing multiple features. For
subsequent analysis, such as pre-edge peak and white line
analysis, it has been shown that LBC does yield results that
differ from those obtained using state-of-the-art methods.
Given a superior description of baseline data points by LBC, it
can be hypothesized that these results are more accurate.
LBC is conceptually related to combined fitting (which is
used in the 5PSM[27] method for qPCR and the MBACK[19]
method for XAS), in that both methods utilize pre- and post-
feature data points to estimate the baseline (with combined
fitting simultaneously using feature data points). We would
therefore like to make some comparative remarks. When
analyzing synthetic features, combined fitting shows superior
performance compared to LBC (see SI Figure 3), as it utilizes
feature data points (in addition to baseline data points) for
baseline fitting. For the reaction kinetics example, combined
fitting was also successfully applied to accurately describe both
the feature and baseline. However, the convergence of
combined fitting became significantly less reliable for initial
optimization parameter guesses, which were further from the
optimal solution (see SI Figure 12A). This can likely be explained
be explained by the fact that combined fitting introduces more
degrees of freedom during the fitting step, which can lead to
interference between baseline and feature fitting. These
convergence problems however, can be solved by using the
optimized LBC baseline and feature magnitude parameters as
an initial guess for combined fitting, yielding excellent con-
vergence (see SI Figure 12B). LBC has also proven to be
successful in cases where combined fitting cannot be used,
since no model is available to describe the entire feature. This is
for example the case for XAS data due to the complex shape of
the absorption edge. For reaction kinetics data, the rate law to
describe a complex kinetic profile is often not known, in which
case the profile is analyzed using approaches other than rate
law fitting (such as the initial rate method,[42] reaction progress
kinetic analysis[20] or variable time normalization analysis[43]). In
all these cases, baseline correction is still needed for accurate
analysis, and LBC, which does not require any knowledge about
the feature, can be used. We can therefore see that LBC and
combined fitting are complementary approaches: on the one
hand, when there is adequate knowledge about the feature,
combined fitting can be used, along with optimized LBC
parameters as an initial guess to improve convergence. On the
other hand, when no feature description is available, LBC can
still provide a good baseline description. Due to the improved
precision of combined fitting, however, it is worthwhile to
pursue more functions that can also describe features well, as
has been recently demonstrated for qPCR.[2]
Through these examples, it has been established that LBC is






























































LBC can be applied to any measurement containing a baseline-
altering feature. It is only constrained by the two main
assumptions underlying it: an additive relationship between
feature and baseline and the possibility to describe pre- and
post-feature datapoints by the same function. Further research
should therefore focus on exploring modifications to LBC that
can account for more complex correlations between feature
and baseline as well as different descriptions for pre- and post-
feature datapoints. Automated parameter estimation is also a
possible avenue of exploration, enabled by the simplicity and
low CPU cost of the underlying algorithm.
Overall, LBC can be regarded as a significant improvement
over the state-of-the-art for baseline correction of baseline-
altering features. Importantly, the simplicity of LBC should
enable it to be used by researchers from various backgrounds,
further aided by publicly available code (https://github.com/
jschneidewind/LBC and https://github.com/hrishioa/lbc) and a
web interface (https://lbc.olickel.com). With the improvements,
simplicity and accessibility offered by LBC, we expect it to be
widely used to advance data analysis in chemistry and biology.
Materials and Methods
All computational analyses were performed using Python with the
NumPy library.[44] Graphics were generated using Matplotlib.[45] The
least squares method implemented in SciPy[46] was used for
optimization.
Details regarding the synthetic data experiments can be found in SI
Section 1. The oxygen measurement of KI catalyzed H2O2 dispro-
portionation was obtained in situ using an optical oxygen detector.
Experimental details can be found in SI Section 2.1. For qPCR
analysis, the technical reference dataset from ref. [10] was used.
Although the original dataset consists of 64 genes, one gene was
omitted from analysis to enable comparison with the results of ref.
[10], where this gene was also not considered. A detailed
description of the developed qPCR algorithm and the performance
evaluation workflow can be found in SI Section 3. X-ray absorption
spectra of copper foil and Fe3C were taken from the Larch library.[37]
The X-ray absorption spectra of molybdenum foil and FeCl3 were
taken from the Farrel Lytle Database, found at ref. [38]. Larch’s
“pre_edge()” function was used for reference conventional baseline
correction/normalization. For application of LBC to the molybde-
num foil spectrum, the following definition of the residual was
used: res!! ¼~y ! sc1 ~xð Þ! sc2 ~xð Þ! g* ~xð Þ. Further details regarding
XAS analysis can be found in SI Section 4.
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Data and Code Availability: Used datasets are publicly available at
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The development of efficient catalytic reactions for theselective and sustainable synthesis of amines from readilyavailable and inexpensive starting materials by utilizing
abundant and green reagents continues to be an important goal of
chemical research1–6. In particular, the development of simple
and easily accessible catalysts for reductive aminations is highly
important because these reactions allow for the cost-efficient
production of different kinds of amines7–30. Among reductive
aminations, the reaction of carbonyl compounds with ammonia
in presence of molecular hydrogen to produce primary amines is
of central importance and continues to be a major challenge17–30.
In general, amines are essential chemicals used widely in many
research areas and industrial productions related to chemistry,
medicine, biology, and material science1–6. The majority of
existing pharmaceuticals, agrochemicals, biomolecules, and nat-
ural products contain amine functionalities, which constitute key
structural motifs and play vital roles in their functions1–6. Among
different kinds of amines, primary benzylic and aliphatic amines
constitute valuable fine and bulk chemicals, that serve as versatile
feedstocks and key intermediates for advanced chemicals, life
science molecules and polymers1–34. Regarding their synthesis,
catalytic reductive amination of carbonyl compounds (aldehydes
and ketones) with ammonia in presence of molecular hydrogen
represents a waste-free process to access various linear and
branched benzylic and aliphatic amines17–27. In addition, cata-
lytic amination of alcohols with ammonia also constitutes a
sustainable methodology to produce primary amines35–38. Apart
from transition metal-catalyzed aminations, the Leuckart-
Wallach reaction39–41 and reduction of oxime ethers with bor-
ane42–44 have also been applied. Noteworthy, selective introduc-
tion of primary amine moieties in functionalized compounds by
utilizing ammonia constitutes a benign and economic metho-
dology17–27. Ammonia, which is produced in >175 million tons
per year scale, is considered to be an abundant and green che-
mical used enormously for the large scale production of urea and
other fertilizers as well as various basic chemicals45–50. Although
ammonia is used extensively for the production of simple mole-
cules, its reactions still encounter common problems such as the
requirement of high temperatures or pressures and low selectivity
towards the formation of a single desired product45–50. Hence,
the development of more active and selective catalysts for an
effective utilization of ammonia, especially for its insertion in
advanced and complex molecules, is highly demanded and
challenging.
Reductive amination for the preparation of primary amines,
especially in industry, is mainly carried out using heterogeneous
catalysts17–23. Compared to heterogeneous catalysts, homo-
geneous catalysis for amination of structurally diverse molecules
is less studied and remains challenging24–27. Transition metal-
catalyzed reactions involving ammonia are often difficult to
perform or do not even occur. This problem is mainly due to the
deactivation of homogeneous catalysts by the formation of stable
Werner-type ammine complexes as well as due to the harsh
conditions required for the activation of ammonia. In addition,
common problems in reductive aminations, such as over alkyla-
tion and reduction to the corresponding alcohols, also affect
catalyst viability. In order to utilize ammonia successfully and to
overcome these problems, there is a need to develop highly effi-
cient homogeneous catalysts, which is the prime task of this
investigation. To date, a few catalysts based on Rh-24,25, Ir-25 and
Ru-26,27 complexes were reported for the preparation of primary
amines from carbonyl compounds and ammonia using hydrogen.
Initially, Beller and co-workers24 have reported a [Rh(COD)Cl]2-
TPPTS catalyst system for the synthesis of simple primary amines
from aldehydes and aqueous ammonia using NH4OAc as addi-
tive. Following this work, Rh[(dppb)(COD)]BF4 and [Rh(COD)
Cl]2-BINAS catalysts were also applied25. Next, [Ir(COD)Cl]2-
BINAS was found to be able to catalyze the amination of a few
simple ketones with ammonia25. Regarding Ru-catalysts, RuHCl
(CO)(PPh3)3-xantphos/-dppe in presence of Al(OTf)3 is known
to catalyze the preparation of simple primary amines from
ketones26. Recently, RuHCl(CO)(PPh3)3-(S,S)-f-binaphane27 in
presence of NaPF6 or NH4I using NH3, as well as Ru(OAc)2-C3-
TunePhos30 using NH4OAc have been used for enantioselective
reductive amination of ketones to obtain chiral primary amines.
These homogeneous catalysts, however, have only been applied in
(enantioselective) reductive aminations of simple substrates and
have not been used for the preparation of functionalized amines.
Despite these advances, the design of simpler yet efficient
homogeneous catalysts for the preparation of a broad range of
structurally diverse primary amines is highly desired and con-
tinues to be an important task from both a research and an
industry perspective.
In a lot of cases, homogeneous catalysts applied for challenging
reactions and advanced organic synthesis operations are based on
sophisticated or synthetically demanding metal complexes and
ligands. However, a fundamental and economically important
principle is that to achieve a convenient and practical chemical
synthesis, the catalyst must be simple, effective and commercially
available and/or easily accessible. In this regard, triphenylpho-
sphine (PPh3)-based metal complexes are found to be expedient
and advantageous for catalysis applications, since PPh3 is a stable
and comparatively cheap ligand51–55. Among PPh3-based Ru-
complexes, RuCl2(PPh3)3 is considered to be the simplest and
least expensive one and is also commercially available. Interest-
ingly, RuCl2(PPh3)3 is known to catalyze a number of organic
reactions56–62. Herein we demonstrate that RuCl2(PPh3)3 is an
efficient and highly selective homogeneous precatalyst for
reductive amination, allowing the preparation of a variety of
primary amines of industrial importance. By applying this Ru-
precatalyst and starting from inexpensive and readily available
carbonyl compounds (aldehydes, ketones), ammonia and mole-
cular hydrogen, we undertook the synthesis of functionalized and
structurally diverse linear and branched benzylic, heterocyclic,
and aliphatic amines including drugs and steroid derivatives.
Another objective is to demonstrate up-scaling of the homo-
geneous amination protocol to gram-scale syntheses. Further-
more, efforts were also made to identify catalytically active species
and reaction intermediates by performing kinetic and in situ
NMR investigations. Based on these studies, a plausible reaction
mechanism is proposed.
Results
Selection of catalyst and reaction conditions. Reductive ami-
nation of benzaldehyde (1) to benzylamine (2) with ammonia
using molecular hydrogen was chosen as a benchmark reaction.
At first, in presence of PPh3 different metal precursors were
tested. As shown in Table 1, the in situ generated Fe-, Co-, Mn-,
Ni- and Cu-PPh3 complexes were not active for the formation of
benzylamine (Table 1 entries 1–5). However, in situ generated Ru
(II)-PPh3 complexes showed some activity and produced benzy-
lamine in up to 40% yield (Table 1, entries 6 and 7). After
observing this reactivity, we next tested in situ generated Ru-
complexes with differently substituted PPh3-type ligands as well
as simple nitrogen ligands (L1–L10). Among these, Ru-catalysts
containing either PPh3 or derivatives with electron donating
groups in para position showed the highest activity (Table 2;
entries 1,4,5). However, none of the tested nitrogen ligands
(L7–L10) produced the desired product (Table 2, entries 7–10).
Unfortunately, using in situ generated Ru-complexes the yield of
benzylamine did not improve beyond 53% (Table 2).
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Next we turned our interest to molecularly defined Ru-
complexes. To our delight, the commercially available com-
plexes RuCl2(PPh3)3 and RuCl2(PPh3)4 showed excellent
activity and selectivity for the formation of benzylamine in
92–95% yields (Table 2, entries 11–12). Further, Ru(tris(4-
methoxyphenyl)phosphine)3Cl2 and Ru(tris(4-chlorophenyl)
phosphine)3Cl2 were also prepared and tested for their
reactivity (Table 2; entries 13 and 14). The former displays
similar activity compared to RuCl2(PPh3)3 (Table 2, entry 13),
while the latter was less active (Table 2, entry 14), reflecting the
same ligand trend observed in case of in situ generated
complexes. In presence of highly active catalysts, we observed
4–7 % of benzyl alcohol (3) as the side-product (Table 2, entries
11–13). In case of less-active and or non-active catalysts,
undesired side products such as N-benzylidenebenzylamine (4)
and 2,4,5-triphenyl-2-imidazoline (5) were formed (Table 2,
entries 1–10). Dibenzylamine (6) was not observed under any
of these conditions.
Kinetic investigations. After having identified RuCl2(PPh3)3 as
one of the most active precatalysts, we performed kinetic inves-
tigations on this system and examined the effect of (a) reaction
time, (b) catalyst concentration, (c) hydrogen pressure, (d)
reaction temperature, (e) ammonia pressure, and (f) substrate
(benzaldehyde) concentration on activity and product distribu-
tion (Fig. 1). For reaction time, in Fig. 1a it can be seen that after
5 h, secondary imine 4 is predominantly present (ca. 60%), with
only 30% of target product 2. Over the course of the reaction, 4,
which appears to be an intermediate, is consumed to yield up to
95% 2 after 24 h (for the mechanism of this transformation vide
infra). During the reaction, an increasing amount (up to 4%) of
benzyl alcohol is also formed. The cyclic side product 5 can be
observed at various reaction times and its amount appears to
decrease. This trend, however, is presumably an artifact of the
kinetic measurements (see SI). From Fig. 1a it can be concluded
that 24 h is an ideal reaction time to obtain maximum yield of 2.
Fig. 1b shows how catalyst loading affects the product distribu-
tion. At lower (<2 mol%) loadings, increased amounts of inter-
mediate 4 and side product 5 are obtained, while beyond 2 mol%
almost no 4 or 5 along with maximum yield of 2 and some benzyl
alcohol 3 were observed. A catalyst loading of 2 mol% is therefore
necessary to achieve excellent yield of benzylamine. Similar trends
in the product distribution are observed for varied H2 pressure
(Fig. 1c) and reaction temperature (Fig. 1d). Thus 40 bar H2
pressure and 130 °C reaction temperature are found to be opti-
mum to suppress the formation of intermediates/side products
(4/5) and to yield maximum amounts of the target product
benzylamine. When investigating the effect of ammonia pressure,
we found that at less than 5 bar side product 6 (dibenzylamine) is
formed in up to 20% (Fig. 1e) yield with a concomitant decrease
in the yield of 2. Hence, a minimum NH3 pressure of 5 bar is
required to selectively form the desired product 2 (for mechan-
istic details vide infra). Further, on increasing the concentration
of benzaldehyde (>0.5 mmol) the amount of 5 gradually increases,
leading to formation of 5 in up to 80% yield (for 2 mmol ben-
zaldehyde) (Fig. 1e).
Synthesis of linear primary amines from aldehydes. Under
optimized reaction conditions, we explored the scope of
RuCl2(PPh3)3-catalyzed reductive amination for the synthesis of
Table 1 Reductive amination of benzaldehyde: activity of different catalysts
Reaction conditions: 0.5 mmol benzaldehyde, 2 mol% metal precursor, 6 mol% PPh3, 5–7 bar NH3, 40 bar H2 1.5 mL t-amyl alcohol, 130 oC, 24 h, GC yields using n-hexadecane as standard
L Ligand, nd not detected
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Table 2 Reductive amination of benzaldehyde using ruthenium catalysts
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various primary amines. As shown in Fig. 2, industrially relevant
and structurally diverse benzylic, heterocyclic, and aliphatic
aldehydes underwent reductive amination and offered linear
primary amines in good to excellent yields. Simple as well as
sterically hindered benzaldehydes were selectively converted to
their corresponding benzyl amines in up to 95% yield (Fig. 2;
products 2 and 7–13). In order to apply this amination metho-
dology for organic synthesis and drug discovery, achieving a high
degree of chemoselectivity is important. In this regard, we con-
ducted the reaction of sensitive halogenated and functionalized
benzaldehydes. Delightfully, halogen-substituted benzaldehydes,
including more sensitive iodo-substituted compounds, selectively
underwent reductive amination without any significant dehalo-
genation (Fig. 2; products 14–21). Gratifyingly, various functional
groups such as ethers, thio-ethers, carboxylic acid-esters and
boronic acid-esters, amides and challenging C–C triple bonds
were all well-tolerated without being reduced (Fig. 2; products
22–40). In all these cases, the aldehyde group was selectively
aminated to produce functionalized amines in up to 88% yield.
Heterocycles are regarded as highly valuable compounds and
these motifs serve as integral parts of a large number of life
science molecules and natural products. Thus, the preparation of
heterocyclic primary amines is routinely needed en route to the
production of pharmaceutically and agriculturally valuable
products. Consequently, a series of different heterocyclic amines
were synthesized (Fig. 2; products 41–49). The primary amines of
pyridine, methylenedioxybenzene and benzodioxane, furan and
thiophene were obtained in 87–92% yields.
Success in the amination of aromatic and heterocyclic aldehydes
prompted us to validate this catalyst also for aliphatic substrates.
Commonly, amination of aliphatic aldehydes is more challenging
and most reported catalysts exhibit lower reactivity towards these
substrates. In addition, the reaction of aliphatic aldehydes is often
troubled by the formation of unwanted aldol reaction products. In
spite of these problems, the RuCl2(PPh3)3 precatalyst is found to be
highly active and selective for the preparation of aliphatic primary
linear amines too (Fig. 2). Accordingly, various primary araliphatic
and aliphatic linear amines including allylic ones (products 56 and
57) were obtained in up to 92% yield. Importantly, phenylethyla-
mines (products 50 and 51), which function as monoaminergic
neuromodulators and neurotransmitters in the human CNS, have
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Fig. 1 Kinetic investigations on the Ru-catalyzed reductive amination of benzaldehyde. a Yield vs reaction time, b yield vs concentration of RuCl2(PPh3)3,
c yield vs pressure of H2, d yield vs temperature, e yield vs pressure of NH3, f yield vs concentration of benzaldehyde. 2= Yield of benzylamine; 3= yield of
benzyl alcohol; 4= yield of N-benzylidenebenzylamine; 5= yield of 2,4,5-triphenyl-4,5-dihydro-1H-imidazole, 6= yield of dibenzylamine. Reaction
conditions: For Fig. 1a: 0.5 mmol benzaldehyde, 2 mol% RuCl2(PPh3)3, 5–7 bar NH3, 40 bar H2, 1.5 mL t-amyl alcohol, 130 oC, 5–30 h; for Fig. 1b: 0.5 mmol
benzaldehyde, 0.5–3mol% RuCl2(PPh3)3, 5–7 bar NH3, 40 bar H2, 1.5 mL t-amyl alcohol, 130 oC, 24 h; for Fig. 1c: 0.5 mmol benzaldehyde, 2 mol%
RuCl2(PPh3)3, 5–7 bar NH3, 10–50 bar H2, 1.5 mL t-amyl alcohol, 130 oC, 24 h; for Fig. 1d: 0.5 mmol benzaldehyde, 2 mol% RuCl2(PPh3)3, 5–7 bar NH3, 40
bar H2, 1.5 mL t-amyl alcohol, 90–140 oC, 24 h. for Fig. 1e: 0.5 mmol benzaldehyde, 2 mol% RuCl2(PPh3)3, 1–7 bar NH3, 40 bar H2, 1.5 mL t-amyl alcohol,
130 oC, 24 h; for Fig. 1f: 0.25–2mmol benzaldehyde, 2 mol% RuCl2(PPh3)3, 5–7 bar NH3, 40 bar H2, 1.5 mL t-amyl alcohol, 130 oC, 24 h. Yields were
determined by GC using n-hexadecane as standard
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40 bar H2, t-amyl alcohol, 130 °C
R NH2
Fig. 2 Ru-catalyzed synthesis of linear primary benzylic, heterocyclic, and aliphatic amines. aReaction conditions: a0.5 mmol aldehyde, 2 mol%
RuCl2(PPh3)3, 5–7 bar NH3, 40 bar H2 1.5 mL t-amyl alcohol, 130 oC, 24 h, isolated yields. bGC yields using n-hexadecane as standard. csame as ‘a’ for 30 h.
Isolated as free amines and converted to hydrochloride salts. Corresponding hydrochloride salts were subjected to NMR analysis
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Synthesis of branched primary amines from ketones. After
having successfully performed the reductive amination of alde-
hydes, we were interested in the general applicability of this
ruthenium precatalyst for the synthesis of branched primary
amines starting from different ketones (Fig. 3). Compared to
aldehydes, the reaction of ketones with ammonia to form primary
amines is more difficult. Remarkably, the RuCl2(PPh3)3 pre-
catalyst is also active towards aromatic ketones (Fig. 3). Further,
the applicability of this catalyst system was also explored for
aliphatic ketones. Here, the aliphatic branched primary amines
were obtained in up to 94% yield (Fig. 3).
Applications to life science molecules. To showcase the valuable
applications of this amination protocol, we carried out the pre-
paration of existing drugs as well as the introduction of –NH2
moieties into drugs and complex molecules. The amination of
important drugs such as Nabumetone, Pentoxifylline, and Aza-
perone (Fig. 4; products 92–94) as well as steroid derivatives has
been demonstrated (Fig. 4; products 95–97). Such an insertion of
amino groups into life science molecules represents a resourceful
technique for further functionalization and modulation of their
activities, which is highly useful in drug discovery.
Upscaling for the preparation of amines on gram-scale. In
order to show practical utility and to demonstrate potential for
implementation in industrial production, the upscaling of syn-
thetic methodologies is very important. Especially in homo-
geneous catalysis upscaling is a challenging task. Therefore, to
demonstrate the applicability of this homogeneous catalytic ami-
nation protocol, we performed gram-scale synthesis of six selected
amines. As shown in (see Supplementary Figure 1), 2–10 g of four
aldehydes and two ketones were successfully aminated to yield
their corresponding primary amines in more or less similar yields
to those of 50–100mg scale reactions.
We were interested to compare our methodology to an
established amination protocol. The Leuckart-Wallach reaction
is a prime example, finding application also on an industrial
scale39–41. We therefore subjected 15 aldehydes and ketones,
which have been studied in this work, to Leuckart-Wallach
reaction conditions39–41 to prepare the corresponding primary
amines. As shown in Supplementary Table 1, the reaction worked
well for simple aldehydes/ketones and gave 53–75% of corre-
sponding primary amines (Supplementary Table 1; entries 1–3).
For a majority of substituted and structurally diverse as well as
heterocyclic aldehydes and ketones it gave poor yields (5–15%)
(Supplementary Table 1; entries 4–9). The Leuckart-Wallach
reaction failed to yield the desired primary amine for sensitive
substrates (e.g., TMS or halogen containing) as well as some
(hetero)cyclic and steroid derivatives (Supplementary Table 1;











































































Fig. 3 RuCl2(PPh3)3-catalyzed synthesis of branched primary amines from ketones. aReaction conditions: 0.5 mmol ketone, 3 mol% RuCl2(PPh3)3, 5–7 bar
NH3, 40 bar H2 1.5 mL t-amyl alcohol, 130 oC, 24 h, isolated yields. bGC yields using n-hexadecane as standard. cSame as ‘a’ with 1 mol% catalyst. dSame as
‘a’ for 30 h. eDiastereomeric ratio. Isolated as free amines and converted to hydrochloride salts. Corresponding hydrochloride salts were subjected to NMR
analysis
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not tolerated. Gratifyingly, for all these substrates, the
RuCl2(PPh3)3 precatalyst using ammonia and hydrogen worked
well and produced the corresponding primary amines in 72–93%
yields. These results clearly reveal that catalytic reductive
amination using RuCl2(PPh3)3 is more generally applicable for
the preparation of primary amines compared to the traditional
Leuckart-Wallach reaction.
Discussion
A general reaction pathway for the catalytic reductive amination
of carbonyl compounds is shown in Fig. 5. Initially, the carbonyl
compound undergoes condensation with ammonia to form the
corresponding primary imine. Subsequently, the intermediate
imine is hydrogenated to give the primary amine. The hydro-
genation step is catalyzed by a catalytic species derived from the
precatalyst, RuCl2(PPh3)3.
We were interested to gain mechanistic insight into the
hydrogenation step and to determine the nature of the active
catalyst species. For this purpose, we studied the interaction of
RuCl2(PPh3)3 with hydrogen using in situ NMR in a model
system consisting solely of the ruthenium precatalyst, methanol
and C6D6. Figure 6 depicts the hydride region of the obtained 1H
NMR spectra. Initially, even in the absence of H2, a quartet
at δH=−17.6 ppm is observed along with a broad singlet at
δP= 55 ppm in the 31P{1H} NMR spectrum (see SI). We assign
these signals to [RuHCl(PPh3)3]63, which is likely formed in small
amounts via methanol oxidation. In presence of H2 (1.5 bar) at
room temperature, the quartet corresponding to [RuHCl(PPh3)3]
broadens63 and two new hydride signals appear: a broad singlet at
δH=−12.5 ppm and a triplet of triplets at δH=−10.9 ppm.
Using 1H-31P HMBC NMR (see Supplementary Figures 6–13) we
were able to assign the hydride triplet of triplets to two multiplets
in the 31P{1H} NMR spectrum (at δP= 34.8 ppm and δP= 58.4
ppm; see SI), which is consistent with the structure of [Ru
(H)2(PPh3)4]64. We tentatively assign the broad singlet at δH=
−12.5 ppm to [Ru(H)2(PPh3)3], which is corroborated by the
appearance of a broad signal at δP= 58 ppm in the 31P{1H} NMR
spectrum65. [Ru(H)2(PPh3)3] would be in equilibrium with [Ru
(H)2(PPh3)4] via association/dissociation of a PPh3 ligand. After
2.5 h at room temperature a new triplet at δH=−9.4 ppm
appears in the hydride region, which further increases in intensity
upon heating to 60 °C. Using 1H-31P HMBC NMR we could
assign this hydride signal to a singlet in the 31P{1H} NMR
spectrum at δP= 50.4 ppm (see Supplementary Figures 6–13).
After 1.5 h at 60 °C, it is the dominant species in the hydride
region and in the 31P{1H} NMR spectrum. The triplet hydride
splitting (37 Hz), which collapses to a singlet in the 1H{31P} NMR
spectrum (see Supplementary Figures 6–13), indicates the pre-
sence of just two equivalent PPh3 ligands. When the 31P{1H}
NMR experiment is decoupled with reduced power (only aro-
matic protons are decoupled) the singlet at δP= 50.4 ppm splits
into a doublet (see Supplementary Figures 6–13)), indicating a
monohydride structure. Although this species appears to have
only two PPh3 and one hydride ligand, its accumulation indicates
high stability under experimental conditions, suggesting the
presence of other stabilizing ligands (such as CO). Since [Ru
(H)2(PPh3)3] is known to decarbonylate methanol66 and due to
similar spectral characteristics compared to [RuHCl(CO)
(PPh3)2(pyrazine)]67 we tentatively assign this species to the
carbonyl-containing complex [RuHCl(CO)(PPh3)2(Y)] (with Y
possibly being a solvent molecule) formed via methanol
decarbonylation.
An overview of the proposed transformation of RuCl2(PPh3)3
in our model system is provided in Fig. 7: RuCl2(PPh3)3 under-
goes a stepwise reaction with H2 to form [RuHCl(PPh3)3] (which
is also generated by the reaction with methanol) and Ru
(H)2(PPh3)3, which is in equilibrium with Ru(H)2(PPh3)4. Ru
(H)2(PPh3)3 can further react via alcohol decarbonylation to form
the carbonyl-containing complex [RuHCl(CO)(PPh3)2(Y)].
While methanol is not present under our reaction conditions for
reductive amination, it is known that RuCl2(PPh3)3 can also
enable the decarbonylation of benzyl alcohols and aldehydes65,






















































Fig. 4 Synthesis of drugs and amination of complex molecules. aReaction conditions: 0.5 mmol ketone, 3 mol% RuCl2(PPh3)3, 5–7 bar NH3, 40 bar H2
1.5 mL t-amyl alcohol, 130 oC, 24 h, isolated yields. Isolated as free amines and converted to hydrochloride salts. Corresponding hydrochloride salts were













Fig. 5 Ru-catalyzed reductive amination of carbonyl compounds with NH3
using H2. a Noncatalytic condensation reaction; b catalytic hydrogenation
reaction
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Also, a number of previously reported ruthenium systems for
reductive amination as well as alcohol amination are based on
carbonyl-containing (pre-)catalysts26,27,35–37. Therefore, the
question arises whether our active catalyst contains a carbonyl
ligand or if it conforms to a previously proposed [RuHX(PPh3)3]
structure (X=H− or Cl−)68,69. To answer this question, we have
compared the catalytic performance of [RuHCl(PPh3)3] and
[RuHCl(CO)(PPh3)3] for benzaldehyde amination under
standard reaction conditions. Interestingly, [RuHCl(PPh3)3]
performs similarly to RuCl2(PPh3)3 (88% benzylamine, 4% benzyl
alcohol, 7% dibenzylamine; Supplementary Figure 2). This con-
firms that [RuHCl(PPh3)3] is part of the transformation cascade
(as observed in our model system) which also includes the active
catalyst. However, [RuHCl(CO)(PPh3)3] showed poor selectivity
under our reaction conditions (3% benzylamine, 5% benzyl
alcohol, 90% N-benzylidenebenzylamine; Supplementary Fig-
ure 3). In addition, a reported Ru3(CO)12/CataCxiumPCy cata-
lytic system, which was used in the amination of alcohols with
ammonia36, was also tested for the reductive amination of
cyclohexanone (Supplementary Figure 3). Similarly, this catalyst
also showed poor selectivity, yielding only 10% of cyclohex-
ylamine. Therefore, carbonyl-containing complexes are likely not
the active species under our reaction conditions. Rather, due to
their decreased selectivity, they constitute a possible deactivation
pathway for RuCl2(PPh3)3 catalyzed reductive amination. This
difference between our observations and previously reported
carbonyl-containing ruthenium amination catalysts is attributed
to the ligand: carbonyl-containing Ru(II) catalysts typically
require bidentate26 or tridentate35 ligands. Control experiments
have shown significantly decreased yield in the absence of those
additional ligands26. In contrast, the carbonyl-free catalyst type
[RuHX(PPh3)3] appears to be sufficiently active and selective with
only PPh3-derived ligands.
After clarifying the pathway for catalyst activation we were
interested to investigate the reaction cascade starting from the
aldehyde/ketone and ammonia using the benzaldehyde bench-
mark system. The starting materials can undergo a condensation
to form primary imine A. Intermediate A, however, was never
detected in the reaction mixture, presumably due to its high
reactivity. Instead (as can be seen in Fig. 1a), secondary imine 4
was determined to be the major intermediate. 4 is formed via
condensation of the product 2 with either the starting aldehyde/
ketone (releasing water) or via condensation of 2 and A (releasing









–12.5 ppm (br s)
–17.6 ppm (q)
–14.0 –14.5 –15.5 –16.5 –17.5 –18–15.0 –16.0 –17.0
Fig. 6 Hydride region of 1H NMR spectra of RuCl2(PPh3)3 in C6D6/methanol. a RT, argon atmosphere; b RT, H2 atmosphere (1.5 bar), 10 min; c RT, H2
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Fig. 7 Generation of different species from RuCl2(PPh3)3 in presence of
hydrogen. RuCl2(PPh3)2= precatalyst; Ru(H)Cl(PPh3)3 and Ru(H)2(PPh3)3
= active catalytic species
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NH3). We next reacted isolated 4 under our standard reaction
conditions (40 bar H2, 5–7 bar NH3, 24 h, RuCl2(PPh3)3) and
found almost quantitative conversion to 2 (Supplementary Fig-
ure 4). In contrast, when 4 was reacted in the absence of
ammonia, 98% dibenzylamine was obtained after 24 h (Supple-
mentary Figure 4). These results show that 4, when exposed to
NH3, is in an equilibrium with A+ 270. While the catalyst is able
to hydrogenate both A and 4, A is hydrogenated preferentially
and is replenished by the equilibrium with 4. If ammonia is
absent or only present in low concentrations (see Fig. 1e), the
formation of A+ 2 from 4 is suppressed, leading to hydrogena-
tion of 4 (yielding dibenzlamine). Furthermore, due to rapid
hydrogenation under optimized conditions, the stationary con-
centration of A is low, precluding side reactions of this reactive
intermediate. When the hydrogenation does not proceed quickly,
however, accumulation and side reactions involving A can likely
occur. Correspondingly, when a mixture of 4 and benzaldehyde
was reacted under standard conditions but without H2, 20% of
the cyclic side-product 5 was obtained (the rest being unreacted
starting material, see Supplementary Figure 5). Williams et al.71
and Corey et al.72 have reported that A can trimerize to form 99,
which can subsequently undergo thermal cyclization to form 5
(Fig. 8). This reaction of accumulated A likely explains the for-
mation of large amounts of 5 in less active catalyst systems (see
Table 1, entries 1–10; Fig. 1).
Based on these observations we propose the following
mechanism (Fig. 8): Reaction of a carbonyl compound with NH3
yields primary imine A, which can be in an equilibrium with
secondary imine A/ via condensation with the product amine.
The precatalyst RuCl2(PPh3)3 is activated by H2 to form the the
active catalyst species [RuHX(PPh3)3] (X being either H− or Cl−).
This active catalytic species selectively reacts with the primary
imine to initially form a substrate complex (I). Substrate coor-
dination is followed by hydride insertion (II), generating a Ru-
amide complex. Coordination of H2 (III) followed by hydro-
genolysis releases the primary amine as the final product with
regeneration of the catalytic species (IV).
In conclusion, we demonstrated that using a simple
RuCl2(PPh3)3 catalyst, the challenging reductive amination of
carbonyl compounds using ammonia and molecular hydrogen for
the selective synthesis of a variety of primary amines is possible.
Applying this Ru-based reductive amination, starting from inex-
pensive aldehydes and ketones, functionalized and structurally
diverse linear and branched primary amines have been synthesized
under industrially viable and scalable conditions. In general,
achieving a high degree of chemoselectivity in amination/hydro-
genation reactions is a challenging task. In this regard our simple
Ru-based methodology represents a unique example in homo-
geneous catalysis for the reductive amination of functionalized and
challenging molecules. We have also shown the possibility of
scaling this amination protocol up to 10 g without any loss in either
activity or selectivity. The application of this approach is also
extended to the synthesis and amination of various drug molecules
and steroid derivatives. In situ NMR investigations provided clear
hints on the formation of Ru-hydride species, which have been
elucidated to be the active catalytic species in this RuCl2(PPh3)3-
catalyzed reductive amination. With the help of these investiga-
tions, an appropriate reaction mechanism has been proposed.
Methods
General considerations. All carbonyl compounds (aldehydes and ketones), Ru-
precursors and complexes and ligands, were obtained commercially. All catalytic
experiments were carried out in 300, 100, and 500 mL autoclaves (PARR Instru-
ment Company). In order to avoid unspecific reactions, all catalytic reactions were
carried out either in glass vials, which were placed inside the autoclave, or glass/
Teflon vessel fitted autoclaves. GC and GC-MS were recorded on a Agilent 6890N
instrument. GC conversion and yields were determined by GC-FID, HP6890 with
FID detector, column HP530 m × 250 mm × 0.25 μm. 1H, 13C NMR data were
recorded on a Bruker AV 300 and Bruker AV 400 spectrometers using DMSO-d6,
CD3OD or C6D6 as solvents. Ru(tris(4-methoxyphenyl)phosphine)3Cl2 and Ru(tris
(4-chlorophenyl)phosphine)3Cl2 were prepared according to the reported
procedure73.
Reductive amination of carbonyl compounds with ammonia. The 8 mL dried
glass vial was charged with a magnetic stirring bar and 0.5 mmol of corresponding
carbonyl compound (aldehyde or ketone). Then 1.5 mL t-amyl alcohol as solvent
and 2–3 mol% RuCl2(PPh3)3 catalysts (2 mol% in case of aldehydes and 3 mol% in
case of ketones) were added. The glass vial was fitted with a septum, cap and
needle, and placed into a 300 mL autoclave (eight vials with different substrates at a
time). The autoclave was flushed with hydrogen twice at 40 bar pressure and then it
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Fig. 8 Proposed reaction mechanism for the RuCl2(PPh3)3-catalyzed reductive amination. A Unstable primary imine; A/ stable secondary imine. 5= 2,4,5-
triphenyl-2-imidazoline
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placed into an aluminum block preheated at 140 °C (placed inside 30 min before
counting the reaction time in order to attain the reaction temperature) and the
reactions were stirred for the required time. During the reaction the inside tem-
perature of the autoclave was measured to be 130 °C and this temperature was used
as the reaction temperature. After completion of the reactions, the autoclave was
cooled to room temperature. The remaining ammonia and hydrogen were dis-
charged and the vials containing reaction products were removed from the auto-
clave. The reaction products were analyzed by GC-MS and the corresponding
primary amines were purified by column chromatography (silica; n-hexane-ethyl
acetate mixture). The resulting amines were converted to their respective hydro-
chloride salt and characterized by NMR. For conversion into the hydrochloride
salt, 1–2 mL methanolic HCl or dioxane HCl (1.5 M HCl in methanol or 4 N HCl
in dioxane) was added to the ether solution of the respective amine and stirred at
room temperature for 4–5 h. Then, the solvent was removed and the resulting
hydrochloride salt of the amine was dried under high vacuum. For determining the
yields by GC for selected amines, after completion of the reaction n-hexadecane
(100 µL) as standard was added to the reaction vials and the reaction products were
diluted with ethyl acetate followed by filtration using a plug of silica and then
analyzed by GC.
General procedure for the gram scale reactions. The Teflon or glass fitted 300
(5–10 g) or 500mL (20 g) (in case 5–20 g) or 100mL (in case of 2–2.5 g) autoclave
was charged with a magnetic stirring bar and the corresponding carbonyl compound
(2–20 g). Then 25–150mL t-amyl alcohol was added. Subsequently, RuCl2(PPh3)3
(amount of catalysts equivalent to 2–3mol%) was added. The autoclave was flushed
with hydrogen twice at 40 bar pressure and then it was pressurized with 5–7 bar
ammonia gas and 40 bar hydrogen. The autoclave was placed into an aluminum block
preheated to 140 °C (placed 30min before counting the reaction time in order to
attain reaction temperature) and the reaction was stirred for the required time. During
the reaction the inside temperature of the autoclave was measured to be 130 °C and
this temperature was used as the reaction temperature. After completion of the
reaction, the autoclave was cooled to room temperature. The remaining ammonia and
hydrogen were discharged and the reaction products were removed from the auto-
clave. The reaction products were analyzed by GC-MS and the corresponding primary
amines were purified by column chromatography (silica; n-hexane-ethyl acetate
mixture). The resulting amines were converted to their respective hydrochloride salt
and characterized by NMR.
Procedure for the in situ NMR studies. The in situ observation of the Ru-
hydrides was performed under hydrogen saturation conditions in a 5 mm glass
NMR tube, equipped with a PTFE gas inlet hose and a circulation unit which
produces a continuous gas flow through the solution74,75. The brown solution of
the precursor complex RuCl2(PPh3)3 (50 mg) in 0.5 mL methanol/0.5 mL benzene-
d6 was transferred to the NMR tube under Ar. After assembling the device under
inert gas and characterizing the solution by its 1H and 31P NMR spectra, the
system was filled with neat hydrogen (absolute pressure 1.5 bar). A gas flow of 1
mLmin–1 was used to saturate the solution. 1H and 31P NMR spectra were taken at
regular intervals to monitor the reaction progress. Changes were immediately
observable as shown in Fig. 2. After three hours, the temperature was raised and
kept at about 60 °C for another three hours to complete the reaction. No further
changes were detected thereafter. The color of the solution was changed to brick-
red at the end of the experiment. Note that maintaining a continuous gas flow till
the very end was not possible, because black particles of precipitating metallic Ru
were clogging the tubing.
Data availability
All data are available from the authors upon reasonable request.
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ABSTRACT: Recently, chemoselective methods for the hydro-
genation of fluorinated, silylated, and borylated arenes have been
developed providing direct access to previously unattainable,
valuable products. Herein, a comprehensive study on the employed
rhodium-cyclic (alkyl)(amino)carbene (CAAC) catalyst precursor
is disclosed. Mechanistic experiments, kinetic studies, and surface-
spectroscopic methods revealed supported rhodium(0) nano-
particles (NP) as the active catalytic species. Further studies
suggest that CAAC-derived modifiers play a key role in
determining the chemoselectivity of the hydrogenation of
fluorinated arenes, thus offering an avenue for further tuning of the catalytic properties.
KEYWORDS: heterogeneous catalysis, rhodium, arene hydrogenation, fluoroarenes, CAAC, nanoparticles, on-surface
Arene hydrogenation is a powerful tool to transform readilyavailable, planar starting materials into complex, three-
dimensional building blocks.1 These are of interest, e.g., in
pharmaceutical research, and can often not be synthesized
efficiently with other methods.2 The control of the chemo-
selectivity, vital for the synthesis of functionalized cyclic
saturated building blocks, is difficult, since very few catalysts
are able to overcome the aromatic stabilization energy in
absence of harsh conditions. Especially functional groups
directly attached to the aromatic ring constitute a daunting
challenge due to the generally prevalent hydrodefunctionaliza-
tion side reaction. The bench-stable rhodium cyclic (alkyl)-
(amino)carbene (CAAC) precatalyst 1 in combination with a
suitable additive (e.g., molecular sieves or silica gel) was
essential in our recent studies on the hydrogenation of arenes
bearing directly attached fluorine,3a,b silyl3c and boryl
substituents,3d and the consecutive dearomatization-hydro-
genation of fluorinated pyridines.4 Building on research by the
Bertrand group on the synthesis of CAACs5 and their rhodium
complexes,6 this catalyst was first used by Zeng and co-workers
in the preferential hydrogenation of arenes in the presence of
carbonyl groups, showing a good tolerance of functional
groups.7 Although some other catalysts have proven competent
in our studies, the active catalyst derived from Rh-CAAC 1 has
shown a superior functional group preservation, especially for
difficult substrates with fluoro, silyl, and boryl moieties.3 Given
the high synthetic utility of this precatalyst, we became
interested in elucidating the catalytically active species. A
general challenge in arene hydrogenation is the distinction
between active homogeneous and heterogeneous species.8 In
fact, many active catalysts that were initially described as
homogeneous, as they are derived from homogeneous
precursors, have since been shown to actually be heteroge-
neous in nature.9 The Zeng group originally assumed that the
active catalyst derived from 1 is of homogeneous nature due to
a mercury droplet test.7 However, during the course of our
mechanistic investigation, two studies by the Bullock group
appeared providing experimental evidence for rhodium
nanoparticles (NP) as active catalysts.10 In their system,
AgBF4 was used to abstract chloride from 1 and initiate NP
formation in the absence of another additive. Based on
rhodium K-edge X-ray absorption fine structure (XAFS)
analysis and IR spectroscopy (among other experiments), the
authors determined that rhodium(0) NPs, which are stabilized
by pyrrolidinium cation 2 (derived from the CAAC 1a in the
precursor), are the active catalyst in their case.10a Although
Bullock and co-workers provided a thorough investigation of
the active catalytic species derived from activation with AgBF4,
the studied conditions differ significantly from the ones found
optimal in our hydrogenation methods. Most importantly, no
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hydrogenation of fluorinated arenes was attempted and a silver
salt was used to activate the precatalyst via a cationic pathway
as opposed to molecular sieves or silica gel in our case. The
resulting species derived from activation with AgBF4 was
evaluated by us for the hydrogenation of fluorinated arenes and
proved inefficient. In fact, multifluorinated substrates such as
hexafluorobenzene failed to provide any product when using
an AgBF4-activated precatalyst (see page S17).
Hence, a complementary study on the identity and
understanding of the active catalyst system obtained in the
presence of an additive like silica gel was needed. Ideally, such
a study would provide a more detailed view on the
chemoselective arene hydrogenation and allow for rational
modifications of the catalyst in the future.
■ DIFFERENTIATION BETWEEN A HOMOGENEOUS
AND A HETEROGENEOUS ACTIVE CATALYST
Inspired by the extensive work of the Finke group on the
differentiation between heterogeneous and homogeneous
active catalysts in arene hydrogenation,8a,b,9 we began our
studies with mechanistic experiments that aimed to distinguish
an active heterogeneous from an active homogeneous catalyst
(Figure 1). Our initial assumption of a heterogeneous reaction
pathway was driven by various “telltale” signs observed during
our previous studies, including the need of a stabilizing
additive such as molecular sieves or silica gel, formation of a
dark precipitate, and an observed induction period. In contrast
to Zeng et al., we have observed a loss of catalytic activity in
the presence of mercury, albeit under different reaction
conditions. For the droplet test, see page S20. The conditions
of the two droplet tests are adapted from the standard reaction
conditions of either method, respectively, which are consid-
erably different from one another, although both methods start
with precatalyst 1. However, the challenging reproducibility
and strong dependence on reaction conditions is a known,
inherent problem for mercury droplet tests and thus neither of
the two possible outcomes can be used to unequivocally
differentiate hetero- from homogeneous catalysis pathways and
should be complemented with further experiments.8a,b,11
Substoichiometric poisoning with tetrahydrothiophene showed
the loss of catalytic activity in the reaction (see Table S3).12
This points towards a heterogeneous active catalyst, since
reactive sites would be buried inside the particles in such a
system, thus requiring less than one equivalent for complete
poisoning of reactivity. Furthermore, the dark gray to black
solid residue obtained after hydrogenation (denoted as the
residue 4) was isolated by filtration and washed extensively
with the reaction solvent. The colorless supernatant was
concentrated in vacuo, and no remaining residue could be
detected. The residue 4 was used as catalyst in a new reaction
(Maitlis’ test,13 see Table S4) and showed fully preserved yield
and selectivity, suggesting that this solid residue contained the
active catalyst. Furthermore, a 3-phase-test (Collman’s test)14
was performed, in which methyl 4-hydroxybenzoate was
attached to a Wang-resin and submitted to hydrogenation
conditions (see page S26). No hydrogenation of the phenyl
groups in the solid resin phase occurred. This is the expected
outcome for a heterogeneous catalysis pathway, since a
reaction is highly unlikely to occur between three phases.
We proceeded to investigate the kinetic behavior of the in
situ prepared active catalyst derived from 1 and the preformed
catalyst 4a by monitoring characteristic signals of the standard
substrate 5 and of the corresponding product 6 as a function of
the reaction time using kinetic 1H NMR measurements under
hydrogen pressure (Figure 2). When using 1 as precatalyst in
presence of silica gel, an induction period of 120−180 min was
observed, which was absent when using preformed catalyst
4a15 (Figure 2), thus indicating that the insoluble black residue
obtained after hydrogenation contains the active catalyst. In
agreement with all other performed experiments, this result
strongly indicates that the active catalyst is heterogeneous in
nature.16
■ OBSERVATION AND CHARACTERIZATION OF
NANOPARTICLES IN CATALYTIC RESIDUE 4A
The preformed catalyst 4a was further analyzed to deeply
investigate the actual structure. High-resolution transmission
electron microscopy (TEM) and scanning transmission
electron microscopy (STEM) with energy dispersive spectros-
copy (EDS) analysis of 4a showed the presence of rhodium
NPs (Figure 3a−d). The observed lattice distances of 0.19 and
0.22 nm in the particles were attributed to a Rh(200) and
Rh(111) plane, respectively. This shows that the rhodium is in
metallic form (Figure 3b and page S57). The average particle
size of 4a was estimated to be 6.3 ± 2.1 nm from TEM particle
Figure 1. Overview of the established Rh-CAAC catalyzed arene
hydrogenation and the studies performed in this work in order to
elucidate its active catalyst species. Dipp: diisopropylphenyl. FG:
functional group.
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size distribution histograms (Figure 3c). X-ray diffraction
(XRD) of 4a (Figure S8) also exhibited two diffraction peaks
at 41.0° and 47.4°, which were attributed to Rh(111) and
Rh(200) planes of rhodium nanoparticles, respectively. The
size of the rhodium NPs was also calculated by the
Debye−Scherrer equation for the Rh(111) peak. The obtained
value of 4.9 nm is in agreement with the TEM analysis.
Rhodium K-edge X-ray absorption near edge structure
(XANES, Figure 3e) indicated that the oxidation state of
rhodium was close to zero. The Rh−Rh bond distance
analyzed by rhodium K-edge extended X-ray fine structure
(EXAFS, Figure 3f, Figure S7) was estimated to be 0.269 ±
0.003 nm (coordination number of rhodium being 8.7 ± 0.7).
This is in accordance with that of rhodium metal (0.269 ±
0.001 nm), also supporting its metallic state. The Brunauer−
Emmet−Teller (BET) surface area of 4a was measured to be
398 m2 g−1, which was comparable to that of the used silica gel
(422 m2 g−1), implying that no severe aggregation of support
occurred after the formation of rhodium NPs.
■ PROCESS OF NANOPARTICLE FORMATION FROM
RHODIUM−CAAC COMPLEX 1
In order to study the influence of the reaction time on the
catalytic properties of the resulting rhodium NPs, preformed
catalysts were prepared using reaction times of 3 h (4b) and
24 h (4c), respectively (Figure 4). In addition to chloride
abstraction, the support is likely needed to stabilize and
suppress the aggregation of growing NPs after the Rh(I)
species are reduced to Rh(0).8b A comparison of the sizes of
the formed particles with usual parameters such as the mean
diameter was not possible, because the obtained size
distributions were not uniform (Figure 4c). To extract
information from the gathered data, we instead determined
the fraction of small nanoparticles, which would be the most
reactive catalytic species (blue-highlighted area in Figure 4c),
by defining the following parameter: Ns/all = (number of
counted particles with sizes below 3 nm)/(number of all
counted particles). The fraction of the most reactive small
particles was considerably larger after 3 h (4b, Ns/all = 32%,
Figure 4c, left) than after 24 h reaction time (4c, Ns/all = 12%,
Figure 4c, center). This fresh preparation of small reactive
particles may explain the excellent reproducibility of our
catalyst system in comparison with some commercial
heterogeneous catalysts, which often show batch-dependent
results for difficult reactions due to a varying particle size
distribution. We also tested the influence of the amount of
silica gel on the size of the rhodium NPs. Catalyst 4d, prepared
with a 3-fold excess of silica gel compared to 4b and 4c, and
Figure 2. Yields of substrate 5 and product 6 using either precatalyst
1 + SiO2 or preformed catalyst 4a as a function of the reaction time.
The reactions were performed in pressurized NMR tubes under
hydrogen pressure and the yields were determined from the
characteristic signals of 5 (proton signal at 6.77 ppm, 2H) and 6
(3.71 ppm, 1H, see pages S50−S52).
Figure 3. (a,b) TEM images of 4a with visible lattice structure (0.19
nm Rh(200), 0.22 nm Rh(111)). (c) Histogram showing the particle
size distribution of 4a. (d) STEM-EDS image of 4a (blue, Rh Lα
characteristic X-rays). (e) Rh K-edge XANES spectra of 4a (red),
Rh(0) foil (black), and Rh2O3 (blue). (f) Rh K-edge EXAFS Fourier
transforms of 4a and Rh(0) foil.
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24 h reaction time, showed a considerably increased fraction of
small NPs (Ns/all = 24%) compared to catalyst 4c (Ns/all =
12%). The larger number of small NPs when using more silica
gel could offer one possible explanation for the observed and
previously reported positive effect of increased amounts of
silica gel for the hydrogenation of especially challenging highly
fluorinated arenes such as hexafluorobenzene.3d In this
previous study, increased amounts of silica led to lower
amounts of defluorination and, thus, higher product yields (for
a comparison see also Table S12). BET results of 4b (395
m2g−1), 4c (373 m2g−1), and 4d (379 m2g−1) are very similar
to those of catalytic residue 4a. As a result, it is highly unlikely
that the observed effect is caused by a surface area difference
after rhodium NP formation.
■ LIGAND EFFECT ON CATALYSIS
We wondered if the observed high selectivity toward
preservation of C−F bonds is introduced by the active ligand
species derived from 1a or if a similar selectivity could be
achieved with rhodium nanoparticles of similar size and
loading within the identical support material. To test this,
rhodium NPs 4e−4g on silica gel were prepared by
impregnation of Rh(NO3)3·H2O on silica gel, followed by
H2 reduction (synthesis page S6, characterization page S68;
rhodium loadings were 0.87 wt % for 4e, 5.1 wt % for 4f, and
9.9 wt % for 4g, respectively). No organic ligand species were
attached to these rhodium NPs. When using this method, the
fractions of small NPs (<3 nm) (Ns/all(4e) = 58%, Ns/all(4f) =
41%, and Ns/all(4g) = 27%) were somewhat higher than those
obtained when using catalysts derived from Rh−CAAC 1 as
precursor (e.g., 4a−d). It is worth noting that we observed that
an increased fraction of small NPs affects higher yields and that
the fraction of small NPs decreases with an increased amount
of rhodium down to 27%, which is less than that observed for
catalyst 4b. The average particle size of 4e was estimated to be
2.8 ± 0.7 nm determined from particle size distribution
histograms (Figure S12), which is slightly smaller than that of
4a with similar Rh loading. When the rhodium loading was
increased, average particle sizes were slightly increased (3.2 ±
0.8 nm for 4f and 3.5 ± 1.0 nm for 4g, respectively).
Catalytic reaction results for the hydrogenation of the model
substrate 5 are summarized in Table 1 (see also Table S11).
4e−4g all showed a significantly increased amount of
defluorination when compared to the standard system
(precursor 1 used, in situ generation of 4). In addition, the
cis-selectivity of the NP systems is decreased. Therefore, the
selectivity of the investigated system cannot be solely
dependent on the NP size or rhodium loading.
■ OBSERVATION AND IDENTITY OF LIGAND
SPECIES ON THE CATALYST SURFACE
The comparison of the catalytic results obtained using 4a and
4e−4g suggested that catalyst performance is influenced by a
ligand species. Therefore, we proceeded to characterize catalyst
4a and investigate if ligand species were present on the surface
of the NPs. X-ray photoelectron spectroscopy (XPS) of
catalyst 4a revealed a broad nitrogen signal at 400−402 eV
(Figure 5). The best fitting to the given data is obtained with
two signals in a 1:1 ratio, separated by more than 2 eV. While
the intensity of the nitrogen signal (as well as that of the
rhodium signal) is low due to the sparse dispersion within the
silica, the significant distance between the fitted signals
strongly suggests the existence of two different nitrogen
species. Given that the CAAC ligand 1a is the sole nitrogen
containing species in the precursor, two different nitrogen-
containing species must have formed from that ligand under
the reaction conditions. To elucidate the identity of the two
unknown nitrogen-containing species in the sample, we turned
to solid-state NMR spectroscopy. To overcome the problem of
the sparse density of possible residues, complex 1 was prepared
with a 13C-enriched CAAC precursor. The synthesis of the
labeled CAAC precursor was conducted starting from
commercially available isotope-labeled benzoic acid, using
Figure 4. (a) Preparation of silica-supported NPs using different
reaction times (catalysts 4b, 4c) or amounts of silica (catalyst 4d). (b)
Representative TEM images of 4b−4d. Black dots represent areas of
higher density and correspond to Rh, gray background is the silica
support. (c) Histograms showing the particle size distribution of the
prepared systems. Particle size distributions for all synthesized catalyst
systems in this study are given in the Supporting Information.
Table 1. Comparison of Catalytic Performance of Different









Rh−CAAC 1/SiO2 1.0 90 (94:6) 3
Rh−CAAC 1/SiO2 5.1 86 (94:6) 4
Rh/SiO2 4a 1.0 89 (94:6) 3
Rh/SiO2 4e 0.87 66 (87:13) 18
Rh/SiO2 4f 5.1 59 (89:11) 23
Rh/SiO2 4g 9.9 68 (88:12) 23
aYields were determined via GC-FID against mesitylene as internal
standard. Numbers do not add up to unity, because cyclohexane and
cyclohexanol are formed as byproducts, which coelute with the
solvent and thus cannot be detected.
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our own protocol for arene hydrogenation (see page S9 for the
full synthetic route).3e,17
Samples for 13C{1H} CP/MAS NMR spectroscopy were
prepared by stirring the labeled complex with silica gel under
hydrogen atmosphere (cf. Figure 4a).18 The obtained 13C{1H}
CP/MAS NMR spectrum shows two intense 13C signals at
∼186 and ∼65 ppm (Figure 6). Comparison with the
spectrum of the labeled complex 1 confirmed that the signal
at 186 ppm cannot be assigned to a ligated carbene species.
Given our extensive experience in the field of carbenes on
surfaces and given the high strength of carbene−metal bonds,
this result was unexpected at first.19 However, the excellent
overlap with the labeled signal of the 13C-enriched
pyrrolidinium salt 2 suggested that this iminium cation is
likely one of the two nitrogen-containing species.
That cation is likely generated by a reductive elimination of
carbene and hydrogen from an intermediate carbene metal−
hydride complex, as previously proposed by the Ananikov
group.20 An alternative pathway could be the dissociation of
the carbene ligand and subsequent protonation by acidic
silanol groups present within the silica gel. However, a
dissociation of a free carbene is unlikely regarding the strength
of carbene−metal bonds. Chloride is most likely the
counteranion, although deprotonated silanol groups are also
imaginable. Given that the iminium moiety present in 2 is
reducible under hydrogenation conditions, we assumed that
the remaining species corresponding to the 13C signal at
∼65 ppm might be the amine 3. Hence, pyrrolidine 3 was
synthesized from pyrrolidinium 2 (with chloride as a
counteranion) by reduction with LiAlH4. In agreement with
our assumption, pyrrolidine 3 showed a distinct signal at
64.9 ppm in deuterated chloroform. It is worth noting that
amines are known ligands for nanoparticles.21 Comparison of
spectra of labeled and unlabeled pyrrolidinium 2 further
suggests that the smaller signals between 5 and 0 ppm are
derived from the backbone of the pyrrolidinium cation and the
pyrrolidine.
■ BOTTOM-UP SYNTHESIS OF A RELATED
SELECTIVE HYDROGENATION CATALYST
Given the previous finding that the observed high chemo-
selectivity of the hydrogenation of fluorinated arenes is not
solely determined by the particle size of the used rhodium
catalyst, we wondered if the species 2 and 3 may have an
influence on the catalytic activity and selectivity. In previous
studies on the influence of ligands such as phosphines and
phosphites on reactions catalyzed by Rh NPs, significant effects
on the reactivity and selectivity of hydrogenation reactions
were observed.22a−c
Furthermore, imidazolium based ionic liquids, which were
covalently anchored to the Al2O3-support, were shown to
influence the catalytic hydrogenation of benzene with
dispersed Ru NPs.22d Driven by these reports, we set out to
prepare a catalyst system similar to 4a by adding 2 and 3 to
synthesized rhodium NPs on silica (4e−4g) and to
commercial rhodium on alumina (Table S9). These were
tested for the hydrogenation of model substrate 5 using a
Figure 5. Plotted signal and fitting of the nitrogen-containing species,
determined by XPS.
Figure 6. 13C{1H} CP/MAS NMR spectra of 4a′ prepared from the
13C-labeled complex 1 (black), labeled complex 1 (blue), and
unlabeled 2 (red). Peaks corresponding to the labeled carbon are
highlighted. The two bottom spectra allow for a comparison with to
the pure, 13C-labeled compounds 2 and 3 in solution. *Spinning side
bands of the main signal.
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catalyst loading of 1 mol %. We started by investigating the
optimal ratio of both additives at a combined loading of
1.0 equivalents relative to the used rhodium but no clear trend
emerged (see Table S11). The use of one equivalent of a single
species only led to high amounts of defluorination (for
pyrrolidine 3) or incomplete conversion (for pyrrolidinium 2).
These results strongly suggest that both species 2 and 3 seem
to play an important role in modifying the catalytic activity.
For further experiments, we therefore kept a 1:1-ratio of these
species, as suggested by the XPS studies. Next, varying
equivalents of that 1:1 mixture with regard to rhodium were
investigated (Figure 7). The studies showed an increase in
conversion with decreased amounts of the modifiers. Full
conversion was still achieved with as little as 0.3 equiv of the
modifier mixture. Further decreasing the amount of the
modifiers resulted in a significant increase in defluorination.
The amount of defluorination and the obtained yield with
0.3 equivalents of a 1:1 modifier mixture was almost identical
to the values observed when using the precursor 1 with silica
gel and in situ generation of the active catalytic system (4).
As additional control experiments, preformed rhodium
particles, obtained by submitting Rh(COD)Cl and silica gel
to hydrogenation conditions, were tested untreated and treated
with the modifiers 2 and 3. While reactivity was observed for
the former case, a complete loss of activity was noted with one
equivalent of the modifier mixture, irrespective of their ratio
(see Table S10). We wondered whether the identity of the
rhodium ligand, in this case CAAC 1a, may also influence the
NP formation. To investigate this, different CAAC ligands 8
and 9 were used during the preparation of rhodium particles
4h and 4i, respectively (Figure 8). As expected, the size
distribution of those rhodium particles differed from that of the
active catalyst 4a derived from ligand 1a in the precursor
complex. More importantly, the catalytic results differed
significantly as well (see Figure S1, Table S6) with the
residues 4h and 4i showing either strongly reduced or no
activity at all (see page S29 for a more detailed discussion).
The preformed catalyst 4e (with and without modifiers) was
also investigated for the hydrogenation of hexafluorobenzene
10, since for this substrate the difference in chemoselectivity
compared to other catalysts was especially pronounced. When
applying the determined optimized amounts of modifiers to
the preformed NPs the yield for hexafluorocyclohexane 11
could be increased from 4% (no modifiers) to 29% with
modifiers. This constitutes 74% of the yield obtained with the
established precursor Rh−CAAC 1 under otherwise identical
conditions (Table 2).
In conclusion, we have elucidated the active catalyst derived
from a molecular Rh−CAAC precursor, which has previously
Figure 7. Yields of product 6 and byproduct 7 obtained by the
hydrogenation of substrate 5 with Rh NPs on silica gel 4e as a
function of the total equivalents of a 1:1 mixture of pyrroldinium 2
and pyrrolidine 3, which were added to the Rh NPs. Yields were
determined by GC-FID analysis vs mesitylene.
Figure 8. Structures of alternative CAAC ligands 8 and 9 with
representative TEM images of corresponding rhodium particles
obtained from complex precursors and the size distribution.
Table 2. Comparing the Performance of Synthesized and






Rh−CAAC 1/44 mg SiO2 39 22
Rh/SiO2 (4e, 0.87 wt %) with 0.3 equiv of 2 and 3
(1:1)
29 8
Rh/SiO2 (4e, 0.87 wt %) 4 57
aIsolated yields are given.
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been shown to enable a highly chemoselective hydrogenation
of a broad scope of (fluorinated) arenes and heteroarenes. By
combining mechanistic and kinetic studies, we confirmed that
the active catalyst is heterogeneous in nature. Various imaging,
spectroscopic, and surface analysis techniques revealed silica
gel-supported rhodium(0) NPs as active catalytic species. After
excluding the presence of a metal-bound carbene species on
the NPs, we further determined that CAAC-derived
pyrrolidinium 2 and pyrrolidine 3 act as modifiers that are
key in controlling the chemoselectivity of the hydrogenation of
fluorinated arenes. Furthermore, the chemical identity of these
modifiers and the amount of the silica gel support influence the
size distribution of the NPs and thereby the catalytic
properties. Finally, we were able to synthesize an active
catalyst in a bottom-up approach that has a very similar
reactivity compared to the established catalyst. We believe that
this approach will enable much more facile means of tuning the
catalytic activity of that catalyst system. Hence, the develop-
ment of next-generation catalysts derived from the studied
system is the subject of ongoing research in our laboratories.
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2 Methods and Materials 
 
All experiments involving ruthenium complexes (unless stated otherwise) were carried out under 
argon using either standard Schlenk technique or in an argon filled glovebox (MBRAUN). Organic 
solvents were purified using a solvent purification system (Innovative Technology) and stored under 
argon. Water was purified using a Merck Milli-Q system, followed by degassing using argon 
sparging and storage under argon. Organic deuterated solvents were degassed using three freeze-
pump-thaw cycles and stored over 3 Å molecular sieves. D2O was distilled under argon.  
 
Carbonylchlorohydridotris(triphenylphosphine)ruthenium(II) ((PPh3)3RuCl(CO)H) was purchased 
from Strem Chemicals, 2-((Di-tert-butylphosphinomethyl)-6-diethylaminomethyl)pyridine (in the 
following abbreviated as PNN) was purchased from Sigma Aldrich. Potassium tert-butoxide was 
purchased from TCI, nitrous oxide was purchased from Linde and all other chemicals were 
purchased from Sigma Aldrich. Chemicals were used as received.  
 
(PNN)RuCl(CO)H was prepared as previously described.1 
 
Nuclear magnetic resonance (NMR) spectra were recorded on a Bruker AV-300 (300 MHz), AV-400 
(400 MHz) or f300 (300 MHz) spectrometer and analyzed using MestreNova. 1H and 13C chemical 
shifts are reported relative to the respective solvent peak as parts per million. 31P chemical shifts are 
reported relative to 0.3M H3PO4 in D2O (set to ∂(31P) = -0.425 ppm) as parts per million. Multiplicities 
are indicated using the following abbreviations: s (singlet), d (doublet), t (triplet), q (quartet), m 
(multiplet), b (broad). 
 
Infrared spectroscopy was performed using a Bruker-ALPHA FT-IR spectrometer in attenuated total 
reflectance measurement mode. The following abbreviations are used: br (broad), s (singlet), vs 
(very strong singlet), m (multiplet). 
 
Electron paramagnetic resonance (EPR) spectroscopy was performed using a X-band Bruker EMX 
CW-micro EPR spectrometer equipped with an ER4119HS high-sensitivity resonator using a 
microwave power of ca. 6.9 mW, modulation frequency of 100 kHz and modulation amplitude up to 
5 G. 
 
UV/Vis spectroscopy was performed using an Analytik Jena SPECORD S 600 diode array UV/Vis 
spectrometer (40 ms integration time, 100 accumulations). Fluorescence spectroscopy was 
performed using a Cary Eclipse fluorescence spectrometer (Agilent), with 20 nm slit widths for 
excitation and emission (excitation wavelength: 370 nm).  
 
Elemental analysis was performed using a Leco TruSpec Micro CHNS analyzer. 
 
Oxygen measurements were performed using a FireStingO2 optical oxygen meter (PyroScience 
GmbH) along with trace range robust probes (PyroScience GmbH, for liquid phase measurements) 
or trace range oxygen sensor spots (PyroScience GmbH, for gas phase measurements). 
Temperature compensation was done using a Pt100 temperature sensor (Therma Thermofühler 
GmbH).  
 
Irradiation was performed using two different light sources: 
(a) A Lumatec SUPERLITE S 04 with a liquid light guide (Lumatec, light guide diameter: 1 cm). This 
is a mercury vapor light source with an integrated filter wheel to select different wavelength regions 
(for the spectral power distribution of the selected filter configurations, see Figure 6.1-1). This light 
source is referred to as the “Hg light source” in the following. 
(b) A 250 W quartz tungsten halogen (abbreviated as QTH) Research Light Source with a F/1, 1.5 
inch, two element, plano convex condenser (Newport). The light source was equipped with a 6 cm 
quartz distilled water filter (Quantum Design), which filters out all wavelengths below 280 nm and 
above 1000 nm, and a manual light source shutter (Newport). Furthermore, the light source was 
combined with different colored class alternative longpass filters (Newport) to further control the 
irradiation wavelengths. This light source is referred to as the “QTH light source” in the following.  
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3 Synthesis Procedures and Characterization 
3.1 Synthesis of Complex 1 
3.1.1 Synthesis using N2O 
 
Complex 1 was synthesized following a modified version of the previously reported procedure.2 
 
(PNN)RuCl(CO)H (302.5 mg, 0.62 mmol) and KOtBu (69.5 mg, 0.62 mmol) were placed in a 
Schlenk flask, followed by addition of 30 ml Et2O, yielding a dark red suspension. The suspension 
was stirred at room temperature for one hour, yielding a dark red solution with a small amount of 
solid (KCl). The solution was filtered into a separate Schlenk flask to remove the formed KCl and 
then the solvent was removed under vacuum, yielding a black-red solid of (PNN*)Ru(CO)H (PNN* 
indicates dearomatization of the PNN ligand). (PNN*)Ru(CO)H was directly used for the next 
reaction step without further purification and assuming quantitative conversion. 
 
To the Schlenk flask containing (PNN*)Ru(CO)H, 16 ml THF were added, yielding a dark red 
solution (see Figure 3.1-1). To this solution, 9 equivalents of H2O (100 µl, 5.6 mmol) were added, 
resulting in an immediate color change from dark red to dark yellow/orange (see Figure 3.1-1) due 
to formation of complex 2-trans. It is important at this stage to add no more than 9 equivalents of 
H2O, as the presence of more water leads to a different reaction product (see Figure 7.7-1) when 2-
trans is exposed to N2O. 
 
The THF solution of 2-trans containing 9 equivalents of H2O was transferred to a separate reaction 
assembly (see Figure 3.1-2), where it was sparged with N2O for 10 – 20 min. Afterwards, the 
Schlenk flask containing the solution of 2-trans was closed under a N2O atmosphere and was 
stirred at room temperature in the dark for 22 h. After the reaction time, a dark green solution was 
formed (see Figure 3.1-1). If more than 9 equivalents of water were present in the reaction solution, 
a dark red solution was formed instead, containing the different reaction product shown in Figure 
7.7-1. 
 
The dark green solution was concentrated in volume by roughly half, followed by addition of 100 ml 
Et2O, leading to precipitation of a solid. The solid was filtered off, washed three times with 1 ml Et2O 
each and dried under vacuum, yielding 1 as a yellow solid (70 mg, 23% yield with respect to 
(PNN)Ru(CO)ClH, see Figure 3.1-3). The final product typically contains up to 3% of unreacted 2-
trans, which could not be removed. Unfortunately, repeated attempts to crystallize 1 were 
unsuccessful.  
 
We would like to note at this point that complex 1 is in fact a yellow solid, yielding a yellow solution 
in H2O (see Figure 3.1-3), and not a green solid yielding a green aqueous solution as described 
before.2 The green color of the solution after reaction with N2O can be attributed to Ru(III) species, 
which are formed as side products during the reaction (see Figure 8.2-1 for an EPR spectrum of the 
green raw product after reaction with N2O). Complex 1, however is an EPR inactive Ru(II) species. 
The green color of the final product, which was previously described, might therefore be attributed 
to some residual Ru(III) species. These residual Ru(III) species might also explain the additional 
absorption features in the originally reported UV/Vis spectrum2 compared to our UV/Vis spectrum.   
Furthermore, we found that in chlorinated solvents (such as dichloromethane, DCM), 1 can be 
converted to chloride complexes (possibly due to reaction with trace amounts of HCl present in the 
solvent). We therefore avoided the use of chlorinated solvents with 1. 
 
Spectroscopic data for 1: 
  
1H NMR (400 MHz, H2O, r.t.) δ 7.37 (t, J = 7.9 Hz, 1H, py-H4), 7.10 (d, J = 7.9 Hz, 1H, py-H3), 7.00 
(d, J = 7.8 Hz, 1H, py-H5), 3.87 (dd, J = 15.3, 3.2 Hz, 1H, py-NCH2), 3.75 (d, J = 15.2 Hz, 1H, py-
NCH2), 3.48 (dd, J = 17.5, 10.9 Hz, 1H, py-PCH2), 3.04 (dd, J = 17.4, 7.4 Hz, 1H, py-PCH2), 2.79 
(dq, J = 13.9, 6.9 Hz, 1H, CH2CH3), 2.50 (dq, J = 14.4, 7.2 Hz, 1H, CH2CH3), 2.45 – 2.29 (m, 2H, 
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CH2CH3), 1.02 (d, J = 14.5 Hz, 9H, P(C(CH3)3)2), 0.76 (t, J = 7.0 Hz, 3H, CH2CH3), 0.71 (t, J = 7.1 
Hz, 3H, CH2CH3), 0.68 (d, J = 13.0 Hz, 9H, P(C(CH3)3)2) ppm. (see Figure 7.1-1) 
 
1H NMR data is provided in H2O since it avoids disappearance of methylene protons (which occurs 
for D2O). In the 1H NMR spectrum of 1 in DMSO-d6, a broadened singlet can be observed at ∂(1H) = 
4.22 ppm, integrating to 2H (see Figure 7.1-3). This signal might be attributed to the two hydroxo 
protons,3 being shifted significantly downfield compared to the previously described value of ∂(1H) = 
-7.4 due to interaction with DMSO-d6.  
 
13C NMR (101 MHz, DMSO-d6, r.t.) δ 207.92 (d, J = 15.1 Hz, CO), 164.41 (s, py-C3), 160.55 (s, py-
C5), 138.51 (s, py-C4), 122.22 (d, J = 8.1 Hz, py-C6), 120.97 (s, py-C2), 62.10 (s, py-NCH2) , 51.00 
(s, CH2CH3), 44.17 (s, CH2CH3), 37.78 (d, J = 12.9 Hz, P(C(CH3)3)2), 37.60 (d, J = 24.8 Hz, py-
PCH2), 36.51 (d, J = 15.0 Hz, P(C(CH3)3)2), 30.48 (d, J = 3.6 Hz, P(C(CH3)3)2), 28.97 (d, J = 2.6 Hz, 
P(C(CH3)3)2), 9.28 (s, CH2CH3), 8.87 (s, CH2CH3) ppm. (see Figure 7.1-4) 
 
31P{1H} NMR (162 MHz, DMSO-d6, r.t.) δ 92.56 (s, PtBu2) ppm. (see Figure 7.1-5) 
 
31P{1H} NMR (162 MHz, H2O, r.t.) δ 88.24 (s, PtBu2) ppm. (see Figure 7.1-2) 
 
IR (ATR): ν̃ = 3393br (OH), 2948m, 1917vs (CO), 1568s cm-1. (see Figure 8.1-1) 
 
UV/Vis (H2O): λabs (ε / cm-1 M-1) = 370 (1630), 305 (3510). 
 
Elemental analysis: anal. calc. for C20H37N2O3PRu • 3 H2O: C, 44.52; H, 8.03; N, 5.19. Found: C, 
44.25; H, 8.078; N, 5.002.  
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3.1.2 Photographs Showing Synthesis and Product 
 
 
Figure 3.1-1 Photographs of synthesis stages during preparation of complex 1 
Left: Solution of [Ru(PNN*)(CO)H] in THF (dark red solution). 
Middle: Solution on the left after addition of 9 equivalents of H2O, forming complex 2-trans (dark 
yellow/orange solution). 
Right: Solution in the middle after reaction with N2O for 22h (dark green solution).  
 
Figure 3.1-2 Reaction set-up for reaction of 2-trans with N2O 
From right to left: N2O gas tank (right bottom) is connected to a T-piece (right), which leads to the Schlenk line 
(top connection) and to a Schlenk flask (top middle). This Schlenk flask is topped with a rubber septum 
containing a cannula (top), which leads into the main reaction flask (containing 2-trans) through a septum (red 
cap) and a valve. The main reaction flask is connected to a second T-piece valve (left), which leads to the 









3.1.3 Synthesis using Ag2O 
 
(PNN)RuCl2(CO) (66 mg, 0.126 mmol, mixture of cis and trans isomers) and Ag2O (179 mg, 0.772 
mmol) were placed in a Schlenk flask along with 4.5 ml of acetone and 0.6 ml of H2O, yielding a 
dark yellow suspension. The suspension was stirred for 2 h in the dark, after which it was filtered 
into a separate Schlenk flask, yielding a dark yellow solution. Subsequently, all volatiles were 
removed under vacuum and the dark yellow residue was redissolved in 2.1 ml THF, yielding a dark 
yellow solution with some insoluble material. The insoluble materials were removed via filtration, 
and 18 ml Et2O were added to the dark yellow THF solution to precipitate the product. The solid was 
filtered off, washed three times with 1 ml Et2O each and dried under vacuum, yielding a yellow solid. 
 
While this synthesis procedure does yield complex 1 (see Figure 7.1-6 and Figure 7.1-7 for NMR 
spectra of the product), the obtained product is less pure than the one obtained via the N2O 
synthesis route. The main impurity can be observed at ∂(31P) = 55.12 ppm, which might be 
attributed to an alkyl phosphinic acid resulting from ligand oxidation by Ag2O. Due to the less pure 
nature of the product, the N2O synthesis route was the preferred one. However, further 
improvements to this silver based synthesis route might offer a more simple and general access to 
ruthenium dihydroxo complexes. 
 
 
3.1.4 Synthesis via Reflux of 2-trans 
 
This is a modified version of the previously described procedure for the synthesis of 1 via reflux of 
2-trans.2  
 
(PNN*)Ru(CO)H was synthesized as described in 3.1.1, using 53 mg (0.109 mmol) of 
(PNN)RuCl(CO)H. To the Schlenk flask containing solid (PNN*)Ru(CO)H, 2.5 ml of H2O were 
added, yielding a clear, light yellow solution of 2-trans. 
The solution was then refluxed for three days, during which time the color of the solution changed to 
dark red/orange and a small amount of black, insoluble material formed. 
 
 12 
At the end of the reaction time, the solution was cooled to room temperature and analyzed using 
NMR spectroscopy (see Figure 7.1-8 and Figure 7.1-9), showing formation of 1 along with 
unreacted 2-trans and other, unidentified reaction products. The obtained product was not isolated. 
 
3.2 Synthesis of Complex 2-trans 
3.2.1 Synthesis in H2O 
 
Complex 2-trans was synthesized in H2O as described in 3.1.4, yielding a clear, light yellow 
solution. The obtained product was analyzed using NMR spectroscopy (see Figure 7.2-1 and Figure 
7.2-2) and was not isolated. Obtained NMR data was consistent with the previously described.2  
 
3.2.2 Crystallization of 2-trans 
 
(PNN*)Ru(CO)H (31 mg, 0.069 mmol, synthesized as described in 3.1.1) was dissolved in 1.1 ml 
toluene, yielding a dark red solution. To this solution, 9 equivalents of H2O (11 µl, 0.61 mmol) were 
added, leading to a rapid color change to form a clear orange solution with a small aqueous phase 
at the bottom. The organic phase was transferred to a separate Schlenk flask and stored at -32 °C 
overnight, yielding colorless/light yellow crystals. In an ice bath, the liquid phase was removed using 
a syringe and the crystals were washed twice with 0.4 ml ice-cold heptane.  
 
The thus obtained crystals were used in both the N2O and reflux synthesis route for complex 1, 
yielding the same results as in situ prepared 2-trans (as described above). 
 
When the aqueous phase of this synthesis (still containing some of the toluene phase as well) was 
stored at room temperature for one day, colorless, plate-shaped crystals of 2-trans suitable for X-
ray crystallography were formed. 
 
3.3 Synthesis of (p-cymene)RuCl2(CO) 
 
(p-cymene)RuCl2(CO) was prepared using a previously described procedure.4 
 
In a 50 ml Schlenk flask (internal volume ca. 65 ml), a orange/red solution of [(p-cymene)RuCl2]2 
(200 mg, 0.33 mmol) in 4 ml DCM was placed under vacuum using freeze-pump-thaw and warmed 
back to room temperature. Subsequently, 16 ml of CO gas (ca. 0.66 mmol, 2 equivalents) were 
injected into the Schlenk flask through a septum using a gas-tight syringe. The solution was then 
stirred at room temperature for 45 min, during which the color changed to deep red. Subsequently, 
the solvent was removed, yielding a salmon pink solid (187 mg, 85% yield). Characterization by 
NMR spectroscopy (see Figure 7.3-1) was consistent with the previously reported data.4 
 
3.4 Synthesis of (PNN)RuCl2(CO) 
 
(p-cymene)RuCl2(CO) (375 mg, 1.12 mmol) was suspended in THF (10 ml) and a solution of PNN 
(376 mg, 1.17 mmol in 15 ml THF) was added, yielding a red suspension. It was then refluxed for 15 
h, yielding an orange solution with a yellow solid. The reaction solution was cooled to room 
temperature and stored at -32 °C overnight, leading to precipitation of more yellow solid. After 
warming back to room temperature, the volume of the reaction solution was reduced by ca. 70% 
under vacuum, followed by addition of 80 ml of heptane. The solid was filtered off from the yellow 
suspension and washed three times with 4 ml of heptane, followed by drying under vacuum. This 
yielded a yellow solid (457 mg, 78% yield with respect to (p-cymene)RuCl2(CO)). Characterization 
by NMR spectroscopy showed the presence of a mixture of the cis and trans isomers (see Figure 
7.4-1 and Figure 7.4-2, ca. 3% of impurity are visible at ∂(31P) = 74.57 ppm) and the obtained data 
was consistent with the previsouly reported.5 
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4 Procedures for Irradiation and Subsequent Data Analysis 
4.1 NMR Scale Irradiation 
4.1.1 Irradiation Procedure 
 
550 µl of a 0.01M solution of 1 (prepared via the N2O synthesis route) in H2O was placed inside a J. 
Young NMR tube along with a flame sealed capillary containing a 0.3M H3PO4 solution in D2O. 1H 
and quantitative 31P{1H} NMR spectra were then recorded before irradiation. Subsequently, the 
NMR tube was irradiated with either the QTH or Hg light source (or both) while being cooled with a 
20 W fan (for the irradiation set-up see Figure 4.5-1).  
 
For the concentration-time profile experiments, only the QTH light source was used for irradiation, 
being equipped with the distilled water filter. The total irradiation time was 46.5 h. For dual 
irradiation experiments, either or both light sources were used, the Hg light source being filtered to 
320 – 400 nm (see Figure 6.1-1, fixed intensity setting) and the QTH light source being equipped 
with a > 495 nm longpass filter in addition to the distilled water filter. For each dual irradiation 
experiment, the irradiation time was 17 h. In all cases care was taken not to alter the positioning of 
either the NMR tube or light sources between experiments, so as not to change the photon flux 
received by the NMR tube. QTH and Hg light sources were arranged at a 90° angle.  
 
After irradiation with the QTH light source (no longpass filter) or Hg light source, the color of the 
solution changed to yellow/orange. In case of irradiation with the QTH light source equipped with a 
> 495 nm longpass filter, no color change occurred. Immediately after irradiation, 1H and 
quantitative 31P{1H} NMR spectra were recorded. 
 
Irradiation experiments could also be performed in the same way using complex 1 prepared via the 
Ag2O synthesis route. In this case, however, 1 had to be dissolved in a 52 mM aqueous KOH 
solution instead of pure H2O. This was likely necessary to compensate for the weakly acidic nature 
of 1 obtained via the Ag2O route (likely due to the phosphinic acid impurity). When irradiation of 1 
(Ag2O route) was performed in 52 mM KOH aq., the results were effectively identical to those 
obtained using the above described procedure. For simplicity, however, all reported experiments 
(except noted otherwise) were performed using 1 obtained via the N2O synthesis route in pure H2O. 
 
4.1.2 Interpretation of NMR Results 
 
Irradiation with either the QTH light source (no longpass filter) or Hg light source resulted in the 
same qualitative changes as observed by NMR spectroscopy. Figure 7.5-1 and Figure 7.5-2 show 
representative examples of 1H and 31P{1H} spectra recorded after irradiation, respectively. In the 1H 
spectrum, appearance of a new hydride signal at ∂(1H) = -5.24 ppm can be observed. In the 31P{1H} 
spectrum, the major changes are a significant reduction in signal intensity for ∂(31P) = 88.22 ppm 
(complex 1), and the appearance of two new signals at ∂(31P) = 104.36 ppm and ∂(31P) = 95.12 ppm 
(along with some smaller signals).  
 
Through 1H-31P HMBC (see Figure 7.5-3) it could be established that the hydride at ∂(1H) = -5.24 
ppm and the ∂(31P) = 104.36 ppm signal are coupled, showing that this is a species distinct from 2-
trans (∂(1H) = -18.9 ppm, ∂(31P) = 104.2 ppm, see Figure 7.5-3). However, it can be observed that 
in the dark (over the course of hours and days), the ∂(31P) = 104.36 ppm species converts to 2-
trans (see Figure 7.6-1 and Figure 7.6-2). Furthermore, when 2-trans is irradiated (Hg light source, 
320 – 500 nm) in the presence of O2, it converts to the ∂(31P) = 104.36 ppm species (see Figure 
7.5-5 and Figure 7.5-6). The interconversion of these two species indicates that they are isomers. 
When comparing their NMR characteristics, the biggest difference is the significantly downfield 
shifted hydride signal at ∂(1H) = -5.24 ppm for the ∂(31P) = 104.36 ppm species. Such a chemical 
shift is consistent with the hydride being trans to a CO ligand.6,7 This is corroborated by DFT 
calculations for different isomers of 2, which predict a change of ca. 10 ppm for the hydride signal 
when the hydride ligand is trans to the CO ligand (see Table 11.2-8), as compared to being trans to 
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the OH ligand (as is the case for 2-trans). Furthermore, DFT calculations predict 2-cis (where the 
hydride ligand is trans to CO and the OH ligand is in the equatorial position) to be less stable than 
2-trans by more than 10 kcal/mol. This difference in stability would explain the spontaneous 
conversion of the ∂(31P) = 104.36 ppm species to 2-trans. Based on the characteristic hydride shift 
and these DFT results, we therefore assign the ∂(31P) = 104.36 ppm species to 2-cis. 
 
The second major product of irradiation can be observed at ∂(31P) = 95.12 ppm. For this species, 
the phosphorous signal couples to two different tert-butyl groups (see 1H-31P HMBC of aliphatic 
region in Figure 7.5-4). This indicates that, just like complex 1, this complex has no symmetry, 
resulting in two chemically distinct tert-butyl groups. This observation rules out that this species is 
the trans isomer of 1. In the dark, the species slowly converts back to 1 (see Figure 7.6-3, in this 
case the experiment was performed using 1 prepared via the Ag2O route in 52 mM KOH aq., but the 
same is observed using the standard reaction conditions). We tentatively assign this species to Oxo 
Dimer, an oxo-bridged dimer formed via formal dehydration of 1 (see Figure 11.5-32 for the 
computed structure). DFT calculations predict Oxo Dimer to be slightly less stable than 1, 
explaining why slow hydrolysis back to 1 might occur in the dark. Furthermore, a reasonable 
pathway for photochemical Oxo Dimer formation can proposed based on Ru-O bond formation in 
intermediate [B-Trans]T0 (see 9.2). 
 
Due to these isomerization reactions, NMR spectra for quantitative analysis were recorded 
immediately after irradiation. 
 
4.1.3 Data Analysis for Concentration-Time Profile 
 
For the concentration-time profile, quantitative 31P{1H} NMR spectra were recorded before (t = 0 h) 
and after 0.75, 2.97, 21.07, 24.44, 42.54 and 46.45 h of irradiation (irradiation of the sample was 
stopped after the indicated time, NMR spectra were recorded and irradiation was then resumed). 
For each time point, the relative concentrations of 1, 2-cis and Oxo Dimer were determined via 
integration of the corresponding 31P{1H} NMR signals. For t = 0 h, a small amount of 2-trans could 
be observed, which was treated as 2-cis in the following (since 2-trans can photochemically 
convert to 2-cis, see above). Therefore, the amount of 2-cis at t = 0 h is not equal to zero. For all 
subsequent time points, no 2-trans was observed. 
 
For data analysis, the concentrations of 1, 2-cis and Oxo Dimer were normalized, so that for each 
time point the sum of the concentrations for these three compounds would be equal to one. This 
normalization ignores the formation of other products. However, since the amount of side products 
observable by 31P{1H} spectroscopy amounts to only around 7% after 46.45 h of irradiation this was 
deemed acceptable.  
 
The resulting, normalized concentrations of 1, 2-cis and Oxo Dimer are shown in Figure 4.1-1 as 
dots. These datapoints were then fitted with a kinetic model based on the reaction network shown in 
Table 4.1-1, with k1, k2 and k3 being the optimization parameters. Fitting was performed via the 
following steps:  
 
1. Converting the reaction network to the corresponding rate laws describing the time-
dependent concentration changes of 1, 2-cis and Oxo Dimer;  
2. At each optimization step, numerically solving the resulting system of differential equations 
with an updated guess for k1, k2 and k3 (generated using the L-BFGS-B algorithm), until 
convergence was reached. The optimized parameters for k1, k2 and k3 are shown in Table 
4.1-1.  
 
From the data shown in Figure 4.1-1 it can be seen that Oxo Dimer is not an intermediate formed 
en route to 2-cis, as the rate of 2-cis formation does not increase with increasing Oxo Dimer 
concentration. 
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Figure 4.1-1 Concentration-time profile for irradiation of complex 1 with QTH light source 
Dots show normalized concentrations obtained via integration of NMR spectra measured after indicated 
irradiation times. Straight lines are kinetic fit obtained using the kinetic model: 1 + 1  Oxo Dimer (k1), 1 + 1 
 2 2-cis (k2), and Oxo Dimer  1 + 1 (k3).  
 
 
Table 4.1-1 Optimized parameters for kinetic model 
 
k1 / h-1 k2 / h-1 k3 / h-1 
0.197 0.04 0.0076 
 
 
4.1.4 Data Analysis for Dual Irradiation 
 
For the dual irradiation data set, two irradiation experiments using only the Hg light source (320 – 
400 nm), two experiments using both the Hg light source (320 – 400 nm) and the QTH light source 
(> 495 nm) as well as one experiment using only the QTH light source (> 495 nm) were performed.  
 
For each experiment, quantitative 31P{1H} NMR spectra were recorded before and after irradiation. 
Relative concentrations of 1, 2-trans (before irradiation), 2-cis (after irradiation), Oxo Dimer and an 
unidentified byproduct at ∂(31P) = ~ 97 ppm were determined via integration. For each experiment, 
concentrations were normalized so that the sum of the concentrations of all components would be 
the same before and after irradiation. When comparing the different experiments, the sum of all 
normalized concentrations differed at most 4% between them. 
 
For each experiment, the yield of 2-cis was determined by subtracting the normalized concentration 
of 2-trans before irradiation from the normalized concentration of 2-cis after irradiation. This was 
done to correct for any 2-cis that was formed via photochemical isomerization of 2-trans. The thus 
2 1




obtained corrected concentration of 2-cis was divided by the sum of all concentrations for the 
experiment to give the yield of 2-cis. Reported yields for irradiation with either the Hg light source 
(320 – 400 nm) or both light sources are the averages of two separate irradiation experiments. 
 
 
4.2 Liquid Phase O2 Measurement 
4.2.1 Irradiation Procedure 
 
A 5 ml Schlenk flask with a GL14-threaded neck was equipped with a 5 mm PTFE stirring bar and a 
trace range robust O2 probe, positioned so that it would later be immersed in the liquid phase (see 
Figure 4.5-3). The O2 probe was connected to the Schlenk flask in a gas tight manner via the GL14-
threaded neck with a 3 mm BOLA laboratory screw joint.  
The Schlenk flask was then connected to the Schlenk line using a T-piece adapter, with one 
connection to the Schlenk line, one to the Schlenk flask and one connection being closed with a 
septum. Subsequently, ca. 500 - 550 µl of an aqueous solution of 1 (prepared via the N2O synthesis 
route, 0.01 or 0.005 M concentration, it was confirmed that both concentrations gave the same 
results, see 4.2.6) was transferred into the Schlenk flask. The transfer was done via cannula 
transfer through the septum inlet of the T-piece adapter and through the valve of the Schlenk flask, 
taking care not to introduce any external O2 into the flask.  
Once the transfer was complete, the Schlenk flask was closed and placed into a double-walled 
beaker filled with water (see Figure 4.5-2 and Figure 4.5-3), which was thermostatted to 16.5 °C 
(unless stated otherwise). A PT100 temperature sensor (for temperature compensation of the O2 
measurement) was placed next to the Schlenk flask into the same water bath and the whole 
assembly was allowed to equilibrate for 15 – 20 min while being stirred at 1400 rpm. 
 
After equilibration, the baseline O2 concentration was typically measured for 15 – 30 min. 
Afterwards the flask was irradiated for 240 – 400 s. In case of the intensity dataset, irradiation was 
performed using the Hg light source (320 – 500 nm) with variable intensity settings. The same light 
source was used to measure the kinetic isotope effect and temperature dependence of the reaction. 
For the dual irradiation dataset, irradiation was performed using the Hg light source (320 – 400 nm), 
the QTH light source (different longpass filters), or both. When both light sources were used, the 
shutters of both were opened simultaneously. See Figure 4.5-2 and Figure 4.5-3 for the irradiation 
set-ups. In all cases, care was taken not to alter the position of the light sources or the reactor 
between experiments, so as not to change the photon flux received by the reactor. Hg and QTH 
light source were arranged at a 90° angle. 
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Figure 4.2-1 Exemplary liquid phase O2 raw data (320 – 500 nm, 1 W intensity setting) 
 
4.2.2 General Remarks on Data Analysis 
 
For data analysis, the irradiation start point was set to t = 0 s. Furthermore, the baseline O2 
concentration was calculated using the average of all datapoints recorded before irradiation start 
and subtracted from the datapoints, so that [O2](t = 0 s) = 0 µmol/l. 
 
To determine reaction rates, the following rate law was used: 
 
 ![!!]!" = !! − !! !!  Equation (1) 
 
For this rate law, O2 is assumed to be formed in a zero-order reaction with rate constant k0 and to 
be consumed in a first-order reaction with rate constant k1. The assumption that O2 is formed in a 
zero-order reaction stems from the fact that O2 concentrations are only measured in the initial 
reaction phase, where the concentration change of 1 is negligible. The first order reaction 
consuming O2 can be seen as an overall description of O2 loss in the liquid phase due to diffusion 
into the gas phase and due to consumption by side reactions (see 4.3.2), both of which can be 
assumed to be first order in O2 in the initial reaction phase. 
 
When integrated, Equation (1) gives the following function: 
 




 Equation (2) 
 
With [O2]0 being the O2 concentration at t = 0 s (which is equal to zero given our preprocessing). 
Equation (2) was fitted to all datapoints from t = 0 s until the end of irradiation, optimizing the 
parameters k0 and k1. k0  is not only the zero-order rate constant for O2 formation but also the initial 
rate of O2 formation (since [O2]0  = 0 µmol/l, unit of initial rate is µmol l-1 s-1). k1 is the overall 
observed rate constant for the disappearance of O2 (due to diffusion and side reactions). 
 
To obtain k0 with higher precision (for kinetic isotope effect, temperature dependence and dual 
irradiation data sets), a second analysis procedure was also used (“average k1 procedure”): for this 
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procedure, Equation (2) was first fitted to the data optimizing both k0 and k1. Within one group of 
experiments (e.g. all experiments with the same intensity and temperature), the average k1 value 
was determined. Afterwards, Equation (2) was fitted to the data of each experiment in the group 
again, this time fixing k1 to be the group’s average value. Therefore, only k0 has to be optimized and 
it is obtained with higher precision. 
Figure 4.2-2 Exemplary liquid phase O2 data analyzed as described in 4.2.2 (320 – 500 nm, 1 W 
intensity setting 
 
4.2.3 Data Analysis for Intensity Experiments 
 
For the intensity dataset, irradiation was performed with five different intensity settings for the Hg 
light source (320 – 500 nm): 0.25, 0.375, 0.5, 0.75 and 1 W (the power values are not identical to 
the power received by the reactor, but they are proportional, see Chemical Actinometry section). For 
each intensity setting, at least two experiments were performed. Initial rates were calculated as 
described in 4.2.2 and for each intensity setting, the average of the corresponding experiments is 
reported (maximum deviation between experiments: 0.0005 µmol l-1 s-1). In case of the intensity 
dataset, no difference was observed whether the average k1 procedure was used or not. 
Temperature changes during irradiation were negligible (typically below 0.6 °C on the highest 
intensity setting).  
 
The obtained initial rates were then fitted with a square function (f(x) = ax2), optimizing only a. This 
showed that the dependence of initial O2 formation rate on intensity can be described well using a 
square relationship. 
 
4.2.4 Data Analysis for Kinetic Isotope Effect and Temperature Dependence 
 
To determine a possible H/D kinetic isotope effect (KIE), the standard irradiation procedure was 
used, but instead of H2O, 1 was dissolved in D2O (due to rapid exchange of hydroxo protons, the 
deuterated derivative of 1 is quickly formed). Irradiation was performed using the Hg light source 
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(320 – 500 nm) with the 1 W intensity setting. Two separate experiments in D2O were performed 
and initial rates were calculated as described in 4.2.2, using the average k1 procedure, and then 
averaged. As a reference, 1 W experiments from the intensity dataset were used, which were also 
analyzed using the average k1 procedure and averaged. The obtained H/D KIE is 1.18. 
  
To determine a possible temperature dependence of the reaction, the standard irradiation 
procedure was used, but instead of setting the thermostat temperature to 16.5 °C, it was set to 26.5 
°C. Irradiation was performed using the Hg light source (320 – 500 nm) with the 1 W intensity 
setting. Two separate experiment at 26.5 °C were performed and initial rates were calculated as 
described in 4.2.2, using the average k1 procedure, and then averaged. As a reference, 1 W 
experiments from the intensity dataset were used, which were also analyzed using the average k1 
procedure and averaged. The obtained ratio of initial rates at 16.5 °C and 26.5 °C is 0.78. The fact 
that the observed initial rate is in fact slightly slower at higher temperature might be attributed to 
accelerated, thermal side reactions consuming O2. 
 










4.2.5 Data Analysis for Dual Irradiation Experiments 
 
For the dual irradiation dataset, there are three distinct groups of experiments: 
 
1. Irradiation using the Hg light source (320 – 400 nm, 0.3 W intensity setting) 
2. Irradiation using the QTH light source (different longpass filters) 
3. Irradiation using both the Hg (320 – 400 nm, 0.3 W intensity setting) and QTH (different 
longpass filters) light source (dual irradiation) 
 
The QTH light source was used with five different longpass filters: 455 nm, 495 nm, 550 nm, 590 
nm and 630 nm cut-on wavelength. For irradiation using the QTH light source or dual irradiation, 
there are thus five subgroups each, corresponding to each longpass filter.  
For the dual irradiation dataset it was found that data analysis could be improved (lower spread of 
initial rates for reproduction experiments) by correcting the analysis start point: instead of fitting 
Equation (2) from the start of irradiation, the start point was shifted forward to the point minimizing 
the residual for the fit of Equation (2) (a correction of typically 0 – 30 s). This correction allows 
excluding early datapoints, which tend to underreport O2 concentration due to a time delay caused 
by diffusion into the sensor matrix.  
Furthermore, it should be noted that dual irradiation experiments proved to be very sensitive to the 
alignment of the two light sources, since the beams had to overlap properly to observe a synergistic 
effect. Thus, some experiments could not be used for data analysis due to improper light source 
alignment.  
 
For experiments using only the Hg light source, initial rates were calculated as described in 4.2.2, 
using the average k1 procedure. Thus obtained k0 values were averaged to give the average 320 – 
400 nm initial rate. 
 
For both QTH and dual irradiation, the following procedure was used to calculate initial rates: 
Equation (2) was fitted to all experiments, optimizing both k0 and k1. Subsequently, a linear 
regression model was fitted to the k1 values of all QTH or dual irradiation experiments, respectively. 
For each group, this linear model provides a description of the dependence of k1 on longpass filter 
cut-on wavelength. Subsequently, Equation (2) was again fitted to all experiments, this time fixing k1 
to be the linear regression value of the respective linear model (QTH or dual irradiation) and 
wavelength. For the dual irradiation group, thus obtained k0 values were averaged for each 
wavelength. For the QTH irradiation group, another linear regression model was fitted to the k0 
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values, this time yielding a linear model to describe the dependence of k0 on longpass filter cut-on 
wavelength. 
 
To give the reported excess initial rate of O2 formation, the following method was used: for each 
wavelength, the average 320 – 400 nm initial rate as well as the QTH linear regression k0 value for 
the respective wavelength were subtracted from the average dual irradiation initial rate. 
 
At this point we would like to note that the small apparent O2 signals observed when only the 
longpass filtered QTH light source was used are likely not due to actual O2 evolution. This is based 
on the observation that no 2-cis was formed when only the QTH light source (> 495 nm) was used 
for irradiation. Rather, the small signals might be caused by the temperature change of ca. 2 °C 
caused by the QTH light source despite the reactor being submersed in a water bath. Regardless, 
through the above described analysis method, any contribution of the QTH light source to the 
observed O2 signal during dual irradiation is accounted for by subtracting the obtained QTH linear 
regression k0 values. Furthermore, subtraction of the average 320 – 400 nm initial rate accounts for 
the contribution of the Hg light source during dual irradiation. Reported excess initial rates are 
therefore the result of a synergistic effect of both light sources. 
 
4.2.6 Note on Reaction Order/Concentration Dependence 
 
As noted in 4.2.1, the observed reaction rates are identical for 0.01 and 0.005 M solutions of 1. This 
is because in this concentration range, complete photon absorption by the sample solution occurs, 
leading to an apparent zero order reaction in 1.8 Attempts to perform measurements using solutions 
of significanly lower concentration, below the complete absorption regime, were unsuccesful. 




4.3 Gas Phase O2 Measurement 
4.3.1 Irradiation Procedure 
 
A 5 ml Schlenk flask (internal volume ca. 10 ml) with a NS14 ground glass joint was topped with a 
hollow, flat top glass stopper, on the inside of which a contactless trace range oxygen sensor spot 
was glued. This allows measurement of gas phase O2 concentration inside the reactor via 
contactless read out through the glass stopper. The Schlenk flask was then connected to the 
Schlenk line using a T-piece adapter, with one connection to the Schlenk line, one to the Schlenk 
flask and one connection being closed with a septum. Subsequently, 2 ml of an aqueous solution of 
1 (prepared via the N2O synthesis route, 0.01 M) was transferred into the Schlenk flask. The 
transfer was done via cannula transfer through the septum inlet of the T-piece adapter and through 
the valve of the Schlenk flask, taking care not to introduce any external O2 into the flask. 
Once the transfer was complete, the Schlenk flask was closed and stirred overnight in the dark at 
room temperature to equilibrate. A PT100 temperature sensor (for temperature compensation of the 
O2 measurement) was placed next to the Schlenk flask. 
 
After equilibration, an optical fiber was mounted to the outside of the flat top glass stopper to read 
out the oxygen sensor spot. Then, the baseline O2 concentration was measured for ca. 4 h. 
Afterwards the flask was irradiated for 16 h using the Hg light source (320 – 500 nm, 0.15 W 
intensity setting), resulting in a color change to a yellow/orange solution. During irradiation the flask 
was cooled using a 20 W fan.  
4.3.2 Data Analysis and O2 Consumption Reaction 
 
Figure 4.3-1 Gas phase O2 detection data for irradiation of complex 1 with Hg light source (320 – 500 
nm) 
Data has been baseline corrected with a sixth-degree polynomial fitted to baseline intervals [0 s, 16350 s] and 




The obtained gas phase O2 concentration data shows a small peak shaped feature resulting from 
O2 evolution superimposed on a continuously decreasing background. Therefore, a sixth-degree 
polynomial was fitted to baseline intervals [0 s, 16350 s] (t = 16350 s is the start time for irradiation) 
and [46300 s, 94000 s] and subtracted from the entire measurement to obtain a baseline corrected 
signal, shown in Figure 4.3-1.  
 
As can be seen in Figure 4.3-1, once irradiated is started, an increase in the gas phase O2 
concentration can be detected due to O2 evolution for ca. 3 h. Afterwards, the O2 concentration 
drops back to baseline value again over the course of ca. 6 h. This kind of behavior is consistent 
with a two-reaction sequence, wherein O2 is formed in the first reaction (O2 evolution from 1, 
decreasing reaction rate over time due to consumption of 1) and consumed in the second reaction. 
 
In a separate experiment, complex 1 (synthesized via Ag2O synthesis route, in 52 mM KOH aq.) 
was irradiated using the QTH light source (only water filter) in air, resulting in conversion of 1 into 
mostly NMR inactive species (see Figure 7.5-7 - Figure 7.5-10). We hypothesized that 1, when 
irradiated in the presence of O2, oxidizes to form mostly Ru(III) species as well as phosphorous 
oxides. This can explain the consumption of O2 during water splitting and the formation of NMR 
inactive species when 1 is irradiated in air. 
 
 
4.4 Comparison of 2-cis and O2 Formation Rates 
 
To confirm that 2-cis and O2 are indeed both formed in the same reaction, their initial rates of 
formation were compared. If both are formed in the same reaction, their normalized rates are 
expected to be identical. With the available experimental data and techniques, however, only an 
approximate comparison can be made since 2-cis and O2 formation had to be studied in different 
experimental set-ups (NMR scale irradiation and liquid phase O2 measurement, respectively). 
Therefore, multiple normalizations had to be applied to enable comparison, which will be explained 
in the following. 
 
For 2-cis, the initial rate of formation was calculated from the kinetic model shown in Figure 4.1-1. 
The thus obtained initial rate is 1E-05 s-1 in normalized units or 0.1 µmol l-1 s-1 (given a 
concentration of 0.01 M). 
 
For O2, the initial rate of formation was taken from the intensity data set for the 1 W intensity setting, 
being 0.0059 µmol l-1 s-1. 
 
The first normalization is based on the stoichiometry of the reaction (see Table 4.4-1), which shows 
that 2-cis would be formed at twice the rate of O2. Hence, stoichiometry adjusted rates are 0.05 
µmol l-1 s-1 for 2-cis and 0.0059 µmol l-1 s-1 for O2. 
 
The second normalization that has to be applied has to correct for the different areas, which were 
irradiated in each set-up. For NMR scale irradiation, the irradiated area was 0.424 × 4 cm (1.696 
cm2), while the irradiated area was 0.8 × 1 cm (0.8 cm2) for liquid phase O2 measurements. Since 
the reaction rate is proportional to irradiated area for a photochemical reaction (the light cone was 
bigger than the reactor in both cases), initial rates normalized to 1 cm2 are 0.0295 µmol l-1 s-1 for 2-
cis and 0.0074 µmol l-1 s-1 for O2. 
 
The last normalization is based on the different flux densities used in the experiments. The initial 
rate of O2 formation is based on irradiation with the Hg light source with the 1 W intensity setting, 
which corresponds to a photon flux of 1.32E+18 s-1 received by the reactor (see Chemical 
Actinometry). For NMR scale irradiation, the QTH light source (equipped with only the water filter) 
was used instead. The photon flux of the QTH light source cannot be easily determined using the 
applied chemical actinometry method, so it is estimated based on power meter measurements. It 
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should be noted that these power values are not identical to the power received by the reactor. 
Instead, they are only proportional. 
 
Based on power meter measurements, ca. 27% of the QTH output power is in the useful 
wavelength range of 320 – 630 nm. Total power measured in the position of the NMR tube was 645 
mW, giving ca. 173 mW of power in the 320 – 630 nm wavelength range, with a mean photon 
wavelength of 475 nm.  
Using the same power meter, a power of 127 mW was measured in the position of the liquid phase 
O2 reactor for the Hg light source (320 – 500 nm, 1.32E+18 s-1 flux, mean photon wavelength of 410 
nm). Based on the mean photon wavelengths (475 nm for QTH, 410 nm for Hg) and measured 
power values (173 mW for QTH, 127 mW for Hg), one can estimate a photon flux of ca. 2.09E+18 
being received by the NMR tube using the following equation: 
 
 !"#!!"# =  
!!" !!"#
!!"#  !!"
 !"#!!" Equation (3) 
 
With EHg and EQTH being the mean photon energies in eV for the QTH and Hg light sources, 
respectively, and PQTH and PHg being the measured power values. Based on the intensity dataset, it 
was found that rate of O2 formation shows a square dependence on photon flux. If we assume that 
the same holds true for 2-cis (since 2-cis has shown the same synergistic effect in dual irradiation 
experiments as O2 formation), the square of the ratio between the Hg and QTH light source flux 
values gives a flux correction factor of 2.5. Applying this factor to the 2-cis initial rate of formation 
gives a flux-normalized rate of 0.0118 µmol l-1 s-1. Comparing this to the normalized initial rate of O2 
formation, 0.0074 µmol l-1 s-1, shows that they differ by less than 40%. Considering that these two 
rates were measured using different methods (NMR and O2 detection) and in different set-ups, we 
consider this to be an acceptable agreement.  
 
Table 4.4-1 Comparison of 2-cis and O2 initial rates of formation 
 
 
Estimated, normalized initial rate of 2-cis 
formation / µmol l-1 s-1 
Estimated, normalized, initial rate of O2 








2 2-cis + O2
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4.5 Photographs of Irradiation Set-Ups 
 
 
Figure 4.5-1 Set-up for irradiation on NMR scale 
Hg light source provides irradiation through the light guide in the back (320 – 400 nm filtered in this picture) 
and the QTH light source is visible on the right (water cooled IR filter and filter holder are visible, > 495 nm 
filtered in this picture). 
 
Figure 4.5-2 Set-up for irradiation with liquid phase O2 detection 
Left: Front view of set-up showing QTH light source (right) and water filled, thermostatted beaker with Schlenk 
flask reactor. 







Figure 4.5-3 Irradiation set-up (liquid phase O2 detection) in use (left) and close-up of assembled 
reactor 
Left: Irradiation set-up in use (only Hg light source, 320 – 400 nm filtered, is turned on). QTH light source (with 
shutter, water cooled IR filter and filter holder) is visible on the right. Center shows the Schlenk reactor 
submerged in the thermostatted beaker with an O2 sensor connected via a BOLA laboratory screw joint (red 
cap). Next to the reactor, a PT100 temperature sensor is submerged in the thermostatted beaker. Note that 
the temperature shown on the stir plate is not indicative of the actual reaction temperature. 
Right: Close-up of assembled reactor with submerged PT100 temperature sensor on the right. Inside of the 
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5 H2O2 Disproportionation 
5.1 Experimental Procedure 
 
Following the procedure described in 4.2.1, ca. 400 µl of degassed 5×10-5 M aqueous H2O2 were 
transferred into a Schlenk flask equipped for liquid phase O2 measurement. Throughout the 
experiment, the flask was connected to the Schlenk line (under argon), allowing for the injection of 
other reagents. A PT100 temperature sensor was placed next to the flask for temperature 
compensation of the O2 measurement. While being stirred and at room temperature, the baseline 
O2 concentration was measured, followed by injection of 500 µl of an aqueous solution of 1 
(synthesized using N2O synthesis route, 0.005 M) through the septum of the T-piece adapter. After 
50 min, 100 µl of a degassed 3 M potassium iodide (KI) solution were injected, followed by another 
40 min of O2 measurement. 
 
5.2 Data Analysis 
 
This H2O2 disproportionation experiment was performed to investigate the feasibility of a stepwise 
water splitting mechanism, wherein irradiation of 1 first produces H2O2, followed by H2O2 
disproportionation to O2 and H2O catalyzed by 1. In our view, complex 1 would be the only viable 
candidate for a H2O2 disproportionation catalyst in this scenario, since O2 formation occurs directly 
at the start of irradiation (see for example Figure 4.2-1). At the start of the reaction, only 1 is present 
in significant quantities and it would therefore be the only compound that could catalyze H2O2 
disproportionation at this point. 
 
The used quantity of H2O2 (20 nmol) corresponds to roughly 200 times the amount of O2 formed 
within the first 90 s of a liquid phase O2 measurement experiment (Hg light source, 320 – 500 nm, 1 
W setting, ~ 0.11 nmol). Furthermore, it is roughly 1% of the amount of 1 used (2.5 µmol). 
Therefore, this amount it is likely an overestimation of the highest H2O2 concentration that might 
occur for a H2O2 mechanism. Thus, the observed rate of H2O2 disproportionation catalyzed by 1 will 
be an upper bound for the H2O2 disproportionation rate possible under water splitting reaction 
conditions. If this rate is slower than the observed initial rate of O2 formation during liquid phase O2 
measurement, a mechanism involving H2O2 disproportionation can be seen as unlikely.  
 
The results of the experiment are shown in Figure 5.2-1. It can be seen that the baseline O2 
concentration of the H2O2 solution is elevated (1.9 µmol l-1), since it proved challenging to remove all 
dissolved O2 from it. Addition of the solution of 1 (having a lower O2 concentration) at t = 150 s 
therefore leads to a drop in O2 concentration. After equilibration, a linear increase in O2 
concentration with a rate of 1.2×10-5 µmol l-1 s-1 can be observed (see Figure 5.2-1B). We attribute 
this to H2O2 disproportionation catalyzed by 1. At t = 3100 s, a 3 M KI solution was added to the 
reactor. Since KI is a known and fast-acting H2O2 disproportionation catalyst, this was done to 
confirm that H2O2 disproportionation can be observed under these reaction conditions. Indeed, 
addition of KI leads to a rapid increase in O2 concentration, followed by return to baseline value 
(likely due to diffusion of O2 into the gas phase). Importantly, after addition of KI and equilibration, 
no increase in O2 concentration can be observed anymore (see Figure 5.2-1B). This suggests that 
all H2O2 has been consumed by KI catalyzed disproportionation. In turn, this supports the 
hypothesis that the increase in O2 concentration before KI addition was due to catalytic H2O2 
disproportionation and not some other process (such as leakage). 
 
Within this interpretation, the rate of H2O2 disproportionation catalyzed by 1 (1.2×10-5 µmol l-1 s-1) is 
more than an order of magnitude slower than the initial O2 formation rate during water splitting 
(5.9×10-3 µmol l-1 s-1 for Hg light source, 320 – 500 nm, 1 W setting). Therefore, it is unlikely that a 
mechanism involving H2O2 disproportionation is responsible for O2 evolution in this system. 
However, a variable not included in this experiment is irradiation. It is possible that irradiation could 
accelerate H2O2 disproportionation. This possibility could not be investigated in this experiment 
since irradiation would lead to a combined increase of O2 concentration due to H2O2 
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disproportionation and O2 evolution from 1, which could not be distinguished. Theoretical evidence, 
however, also suggests that light-induced H2O2 formation from 1 is unlikely (see 11.2.8).   
 
 
Figure 5.2-1 Liquid phase O2 measurement for H2O2 disproportionation catalyzed by complex 1 
A Overview of entire liquid phase O2 measurement. At t = 0 s, only the aqueous 4×10-5 M H2O2 solution is 
present in the reactor. At t = 150 s, the ca. 5×10-3 M aqueous solution of complex 1 is injected, leading to a 
drop in the liquid phase O2 concentration (since the solution of complex 1 had a lower O2 concentration 
compared to the H2O2 solution). At t = 3100 s, 3 M aqueous KI solution was added, leading to a spike in the 
O2 concentration (O2 concentration drops again due to diffusion into the gas phase). 
B Zoom-in of region before (yellow) and after (green) KI addition, with linear fits. The slope before KI addition 
is 1.2×10-5 µmol l-1 s-1, after KI addition it is -2.9×10-6 µmol l-1 s-1. 
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6 Chemical Actinometry 
6.1 Light Source Spectra 
 
Figure 6.1-1 Spectral power distribution of Hg light source with used filter settings 
Note: the actual amount of power reaching the reaction solution depends strongly on the reaction 
configuration, which is why chemical actinometry was performed (see below).  
Figure 6.1-2 Measured power of QTH light source with different longpass filters 
Graph shows power measured in liquid phase O2 reactor position with different longpass filters (black dots). 
The scaled, predicted behavior for an ideal blackbody radiation source (3400 K) is shown in green. 
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6.2 Experimental Procedure 
 
Potassium ferrioxalate actinometry was performed as described in ref. 9. All experiments were 
carried out in air and in the dark. The K3[Fe(C2O4)3] solution was prepared by combining an 
aqueous 0.2 M solution of Fe2(SO4)3 with an aqueous 1.2 M solution of K2C2O4. Blank experiments 
were performed to confirm that the absorbance of the solution was below 0.06 at 510 nm.  
For each actinometry experiment, 550 µl of K3[Fe(C2O4)3] solution were transferred into the liquid 
phase O2 measurement reactor, which was positioned in the same way as during liquid phase O2 
measurements. It was then irradiated using the Hg light source (320 – 400 nm or 320 – 500 nm 
filter) for a precise amount of time (between 3 – 10 s, depending on the intensity setting). 
Afterwards, an aliquot of 100 µl was removed from the reactor, combined with 2 ml of a 0.2 wt% 
phenanthroline solution, 50 µl of buffer solution and diluted up to 10 ml in a volumetric flask. 
Afterwards, the absorbance of the solution at 510 nm was measured using UV/Vis spectroscopy in 
a 1 cm cuvette.  
 




Figure 6.3-1 Chemical actinometry data for different power setting of Hg light source (320 – 500 nm) 
Slope of linear fit: 4,64E+17. Note that the used ferrioxalate method does not detect all photons with 
wavelengths > 400 nm, which is why in the following a correction is applied to the raw photon flux values 
shown in this figure.  
 
Using the obtained absorbance values, photon flux received by the reactor was calculated using the 
formula in ref. 9, using a quantum yield of 1.16 and the previously reported extinction coefficient of 
1.11E+04 M-1 cm-1 for the iron(II) phenanthroline complex.  
 
Figure 6.3-1 shows the obtained photon flux values for 0.25, 0.5 and 1 W intensity settings of the Hg 
light source (320 – 500 nm), establishing a linear correlation between intensity settings and photon 
flux received by the reactor. 
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For the 320 – 400 nm filtered Hg light source, a photon flux of 4.15E+17 s-1 was determined (0.3 W 
intensity setting). 
 
Due to the short path length of the liquid phase O2 measurement reactor (8 mm) and the low 
extinction coefficient of K3[Fe(C2O4)3] for wavelengths longer than 400 nm,9 photon flux values for 
the 320 – 500 nm filtered Hg light source are underestimated. In contrast, for the 320 – 400 nm 
filtered Hg light source, it can be assumed that quantitative photon absorption occurred. Hence, the 
determined photon flux value (for 320 – 400 nm) combined with the spectral power distribution of 
the light source (see Figure 6.1-1) can be used to calculate the correct 320 – 500 nm photon flux 
values: 
 
1. The 320 – 520 nm spectral power distribution is converted to a spectral photon distribution 
through division of the power distribution by respective photon energies. 
2. The spectral photon distribution is integrated from 320 – 500 nm and 320 – 390 nm (390 nm 
is the actual cut-off of the 320 – 400 nm filter, see Figure 6.1-1). 
3. The 320 – 390 nm integral is used to scale the spectral photon distribution, so that the 320 – 
390 nm integral is equal to the experimental photon flux of 4.15E+17 s-1. 
4. Integration of the scaled spectral photon distribution from 320 – 500 nm gives the 
corresponding photon flux for this filter setting, which is 1.56E+18 s-1. It has to be 
considered, however, that this is the 320 – 500 nm photon flux when the light source is in the 
0.3 W 320 – 400 nm intensity setting. 
5. Experimentally, it was determined that the 0.3 W intensity setting (320 – 400 nm) 
corresponds to 1.18 W for 320 – 500 nm. Based on the linear relationship between intensity 
setting and photon flux (see Figure 6.3-1), it can therefore be determined that for the 1 W 
intensity setting (320 – 500 nm), the photon flux is 1.32E+18 s-1. 
6. Therefore, intensity settings for 320 – 500 nm can be converted to photon flux by 




7 NMR Data 
 
7.1 Characterization of 1 
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Figure 7.1-2 31P{1H} NMR spectrum of 1 in H2O (298 K) 
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Figure 7.1-8 1H NMR of 2-trans in H2O (298 K) after three days of reflux, displaying formation of 1 
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7.2 Characterization of 2-trans 
 
Figure 7.2-1 1H NMR spectrum of 2-trans in H2O (298 K)  
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Figure 7.2-2 31P{1H} NMR spectrum of 2-trans in H2O (298 K) 
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7.4 Characterization of (PNN)RuCl2(CO) 
 
Figure 7.4-1 1H NMR spectrum of (PNN)RuCl2(CO) in CD2Cl2 (298 K) 
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Figure 7.4-2 31P{1H} NMR spectrum of (PNN)RuCl2(CO) in CD2Cl2 (298 K)  
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7.5 Data for Irradiated Samples 
 
Figure 7.5-1 1H NMR spectrum of 1 (in H2O, 298 K) after irradiation with QTH light source for 46h  
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Figure 7.5-2 31P{1H} NMR spectrum of 1 (in H2O, 298 K) after irradiation with QTH light source for 46h 
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Figure 7.5-3 1H-31P HMBC (hydride region) NMR spectrum of 1 (in H2O, 298 K) after irradiation 
Top: overview of entire 1H-31P spectrum. Middle: Zoom showing coupling of ∂(31P) = 104.25 ppm with ∂(1H) =  
-18.86 ppm, corresponding to 2-trans. Bottom: Zoom showing coupling of ∂(31P) = 104.36 ppm with ∂(1H) =    
-5.24 ppm corresponding to 2-cis. Note that 2-trans is present in this sample since the HMBC measurement 
was performed five days after irradiation, allowing for partial isomerization of 2-cis to 2-trans. 
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Figure 7.5-4 1H-31P HMBC (aliphatic region) NMR spectrum of 1 (in H2O, 298 K) after irradiation 
Note that this spectrum was measured directly after irradiation hence no 2-trans is present. The ∂(31P) = 
95.12 ppm signal couples with two doublets at ∂(1H) = 1.4 ppm and ∂(1H) = 1.0, which correspond to the two 
tBu groups of the PNN ligand. This shows that the tBu groups in this species are not equivalent and hence 
this species has no symmetry.  
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Figure 7.5-6 31P{1H} NMR spectrum of 2-trans (in H2O, 298 K) after irradiation (320 – 500 nm, 4h) in 
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Figure 7.5-8 31P{1H} NMR spectrum of 1 (in 52 mM KOH aq., 298 K, Ag2O synthesis route) in air before 
irradiation. 
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Figure 7.5-9 1H NMR spectrum of 1 (in 52 mM KOH aq., 298 K, Ag2O synthesis route) in air after 
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Figure 7.5-10 31P{1H} NMR spectrum of 1 (in 52 mM KOH aq., 298 K, Ag2O synthesis route) in air after 
irradiation (QTH, 16h) 
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7.6 Isomerization Reactions in the Dark 
 
 
Figure 7.6-1 Stacked 1H NMR spectra of 1 (in H2O, 298 K) immediately after irradiation (top, green) and 
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Figure 7.6-2 Superimposed 31P{1H} NMR spectra of 1 (in H2O, 298 K) immediately after irradiation 
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Figure 7.6-3 31P{1H} NMR spectrum of 1 (in 52 mM KOH aq., 298 K, Ag2O synthesis route) immediately 
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7.7 Data for ∂(31P) = 86 ppm Product 
 
Figure 7.7-1 1H NMR spectrum of raw product (in D2O, 298 K) after reaction of 2-trans with N2O for 20h 
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Figure 7.7-2 31P{1H} NMR spectrum of raw product (in D2O, 298 K) after reaction of 2-trans with N2O for 
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8 Other Analytical Data 
8.1 IR Spectrum of Complex 1 
Figure 8.1-1 IR Spectrum (ATR) of complex 1 along with theoretical spectrum for [A]S0 
Note: theoretical spectrum is shown as vertical lines for each transition. The theoretical spectrum has been 
scaled horizontally by a factor of 0.96 and has been scaled vertically. 
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8.2 EPR Spectrum of Complex 1 Synthesis Raw Product 
Figure 8.2-1 EPR spectrum of green raw product obtained via reaction of 2-trans with N2O 
N2O reaction of 2-trans was carried out as described in 3.1.1, but after the reaction, the solvent was 
completely removed under vacuum and the dark green solid residue was washed with Et2O and pentane. The 







9 Ultrafast Pump-Probe Spectroscopy 
9.1 Experimental Procedure and Analysis 
 
Transient absorption spectra were recorded with a time resolution of ca. 200 fs by means of a 
pump-probe setup based on a Ti:sapphire laser system (Spectra-Physics, Spitfire Pro) operating at 
a centre wavelength of 800 nm and a repetition rate of 1 kHz . Pump pulses at a centre wavelength 
of 400 nm were generated by frequency doubling a part of the output of the Ti:sapphire system 
using a BBO-crystal. The energy of the pump pulses was between 0.8 and 1 µJ. A white light 
continuum for probing was obtained by focussing a small fraction of the Ti:sapphire output into a 
CaF2-crystal. Pump and probe beam were focussed into the sample so that their overlapping spots 
had an effective diameter of 360 µm for the pump and 210 µm for the probe. Measurements were 
performed with the polarizations of the pump and probe beam set to parallel, perpendicular, and in 
magic-angle (54.7°). After passing through the sample, the probe beam was dispersed by a prism 
and transient absorption changes were recorded by an array detector in a spectrally resolved 
fashion.  
Complex 1 was dissolved in oxygen-free water and the sample solution was transferred into a 1 mm 
fused silica cuvette under inert conditions. The optical density at 400 nm was ca. 0.7 to obtain 
transient spectra with a good signal to noise ratio (concentration ≈ 0.007 M). The cuvette was 
mounted and measured on a rotation stage. A rotation frequency of about 1 Hz resulted in a 
sufficiently fast refreshing of the sample in the interaction region to avoid degeneration of the signal 
during the measurements. Transient absorption data was analyzed by global fitting of a sum of 
exponential decays revealing time constants and the corresponding decay associated spectra 
(DAS). To describe the ultrafast dynamics with sufficient accuracy, two exponential decay 
components are necessary and a long lived one with an “infinite” lifetime (>> 2 ns) much longer than 
the time range of 2 ns covered by our setup. 
 
 
9.2 Results and Interpretation 
 
Decay associated spectra for the two detected species (τ = 6 ps and τ = 150 ps) are shown in 
Figure 9.2-1. The τ = 6 ps species can likely be attributed to an emissive Sn state of 1, since the 
positive mΔOD between 450 and 650 nm agrees well with the measured fluorescence of 1, 
suggesting that this feature is due to stimulated emission. The short lifetime of only 6 ps can also 
explain the weak nature of 1’s fluorescence. 
 
The experimental DAS for the τ = 150 ps species agrees well with the computed DAS for [B-
Trans]T0 (see 11.4.2 for details on computed DAS spectra). The lifetime of this species, however, is 
too short to explain the observed reaction rates based on the kinetic model (see 10.3), which 
predicts a minimum lifetime of τ ≈ 10 ns for the second-photon absorbing intermediate. We propose 
that [B-Trans]T0 might partially isomerize to [B]T0 or [B]T0 might be formed directly from [A]Sn, but 
in amounts which are below the detection limit of the used experimental set-up (TD-DFT 
calculations predict that [B]T0 absorbs 400 – 700 nm light more weakly compared to [B-Trans]T0, 
see Figure 11.2-1, further complicating direct detection). [B]T0 and [B-Trans]T0 might have different 
relaxation channels, especially because Ru-O bond formation can lead to Oxo Dimer formation for 
[B-Trans]T0 but not for [B]T0. The lifetime of [B]T0 might therefore be longer than the lifetime of [B-
Trans]T0, explaining why [B]T0 can act as the second-photon absorbing intermediate.   
 
As can be seen in Figure 9.2-2, [A]T0 yields a theoretical DAS which is inconsistent with 





Figure 9.2-1 Decay associated spectra (magic angle polarization) and predicted DAS for [B-Trans]T0 
Predicted DAS for [B-Trans]T0 was computed as the difference spectrum between [A-Mono]S0 and [B-
Trans]T0. For the structure of [B-Trans]T0 see Figure 11.5-11). 
Figure 9.2-2 Decay associated spectra (magic angle polarization) and predicted DAS for [A]T0 
Predicted DAS for [A]T0 was computed as the difference spectrum between [A-Mono]S0 and [A]T0.  
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10 Photochemical Kinetic Model 
10.1 Description of Kinetic Model 
 
A simple kinetic model to describe the two-photon water splitting reaction was developed using the 
reaction sequence shown in Table 10.3-1. In this reaction sequence, starting complex A absorbs a 
photon to form transient intermediate B. B decays back to A with a lifetime of τ. Furthermore, B can 
absorb a second photon to form O2 (+ corresponding complex, which is not part of this kinetic 
model). O2 can then be consumed by a third reaction (forming X), which also requires photon 
absorption (see 4.3.2). This reaction sequence is therefore a simplified version of the water splitting 
mechanism determined using DFT and CASSCF calculations, combined with the experimentally 
observed, O2 consuming reaction. 
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Wherein qn are the respective quantum efficiencies for each reaction step, Flux is the photon flux 
and cabs is the absorption cross-section. For simplicity, it was assumed that absorption cross 
sections are the same for each step (1.15E-17 cm2, which corresponds to an extinction coefficient of 
3000 M-1 cm-1). Furthermore, it was assumed that Flux is the same for each reaction step. 
 
The kinetic model was fitted to experimental data from the intensity dataset. For this, all 
experiments with the same photon flux were averaged. Afterwards, the data was normalized to 
express the amount of O2 as a fraction of the initial amount of 1 (based on 0.005 M concentration of 
1). This gave the averaged and normalized experimental data shown in Figure 10.3-1A. For the 
photon flux = 3.3e+17 data, Gaussian noise with the same standard deviation as the experimental 
data was appended from 240 s, since the experimental data was only available up to this time. 
Fitting was performed by numerically solving the system of differential equations with an updated 
guess for τ, q1, q2 and q3 at each optimization step, with Flux being the corresponding photon flux 
for each data series. Updated guesses were generated using the Nelder-Mead algorithm. This was 
done until convergence was reached. It should be noted that only one set of optimization 
parameters (τ, q1, q2 and q3) describes all experiments with different photon flux values. The 
resulting fit is shown in Figure 10.3-1A. Optimized parameters are shown in Table 10.3-1. 
 
10.2 Relationship between Initial Rate and Photon Flux 
 
The described kinetic model was also used to explore the relationship between initial rate of O2 
formation and photon flux. For this, the optimized parameters shown in Table 10.3-1 were used, 
unless noted otherwise. With these parameters and within the photon flux range of the intensity 
dataset, a square relationship between initial rate of O2 formation and photon flux is obtained (just 
like it was observed experimentally). In other words, fitting a function of the form f(x) = axb 
(optimizing a and b) to the initial rate/photon flux data gives a value of 2 for power b.  
 
We were interested to see how the relationship between initial rate and photon flux would change 
for increasing lifetimes τ of B. Thus, keeping q1, q2 and q3 constant, τ was changed over several 
orders of magnitude, and for each τ value, power b was determined within the intensity dataset 
photon flux range. Corresponding results are shown in Figure 10.3-1. It can be seen that starting at 
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τ = 10-2 s, the relationship of initial and photon flux starts to transition to linear one, meaning that 
power b changes gradually from 2 to 1. 
 
10.3 Interpretation of Results 
 
 
Figure 10.3-1 Photochemical kinetic model used to describe the two-photon water splitting reaction 
A Fit of photochemical kinetic model to experimental data. Experimental data is for irradiation with different 
photon fluxes (intensity dataset) and for each flux value, all measurements with this flux were averaged and 
converted to normalized O2 concentration, yielding the shown data. For the photon flux = 3.3e+17 data, 
Gaussian noise with the same standard deviation as the experimental data was appended from 240 s, since 
the experimental data was only available up to this time. Fit of the kinetic model is shown as solid lines. 
B Dependence of power b on the lifetime of the intermediate in the two-photon mechanism. Power b 
describes the relationship between initial rate and photon flux. A value of 2 for b indicates a square 
dependence of the initial rate on photon flux (as observed experimentally), while a value of 1 indicates a linear 
relationship. It can be seen that for increasing lifetimes, the relationship of initial rate and photon flux 
transitions from a square to a linear one. For this modeling, the optimized parameters from A were used, 
changing only τ. The flux level range of the intensity dataset was used to determine b. 
 
Table 10.3-1 Optimized parameters for photochemical kinetic model[a] 
 
 
Lifetime τ / ns Quantum Efficiency q1 Quantum Efficiency q2 Quantum Efficiency q3 
65 0,661 0,145 0,0028 
 











When interpreting the optimized parameters obtained via fitting of the kinetic model to experimental 
data it should be noted that there is no unique solution. For example, keeping q1 and q3 the same, τ 
= 6.5 µs and q2 = 0.00145 would give the same result as the paramters shown in Table 10.3-1. This 
model therefore only provides a rough idea for the underlying lifetime and quantum efficiencies 
operative in the system. However, through examination of the initial rate/photon flux relationship 
(Figure 10.3-1), we can see that the lifetime of intermediate B must be below τ = 10-1 s to explain 
the experimentally observed square relationship between initial rate and photon flux. In turn, this 
provides us with lower bound for q2, although the lifetime of B is probably significantly shorter than τ 
= 10-1 s (given its high energy, see DFT results), with q2 thus being significantly higher than its lower 
bound. The lower bound for τ is τ ≈ 10 ns, which would correspond to q2 ≈ 1.  
 
10.4 Comparison of Experimental Dual Irradiation Rates with Kinetic Model 
 
To further assess the validity of the kinetic model, an approximate comparison between the excess 
initial rate observed in dual irradiation experiments and the prediction by the kinetic model was 
made. 
 
For this comparison it is necessary to know the 455 – 630 nm photon flux used during dual 
irradiation experiments. Since chemical actinometry cannot be used in this wavelength region (see 
6.3), the flux has to be approximated using power meter measurements. 
For the Hg light source (320 – 400 nm), a power of 76 mW was measured in place of the liquid 
phase O2 reactor (photon flux of 4.15E+17 s-1 in this position). Based on the mean photon 
wavelength (360 nm) and the measured flux, the theoretical power is 229 mW. Therefore, 
measurements using this power meter have to be corrected by a factor of 3.01 to reflect the power 
received by the reactor. 
Using the same power meter, powers of 471 mW and 359 mW were measured for the QTH light 
source using 455 nm and 630 nm longpass filters, respectively (in place of the liquid phase O2 
reactor). The power in the wavelength range 455 – 630 nm is therefore 112 mW. Using the 
correction factor of 3.01, one obtains a corrected power of 337 mW. Based on a mean photon 
wavelength of 542.5 nm, the 455 – 630 nm photon flux is therefore roughly 9.23E+17 s-1. 
 
In dual irradiation experiments, an excess initial rate of ca. 0.001 µmol l-1 s-1 was observed when the 
455 nm longpass filter was used. Based on a reaction volume of ca. 550 µl, this corresponds to ca. 
3.3E+11 O2 forming reactions per second. Given a 455 – 630 nm photon flux of ca. 9.23E+17 s-1, 
this means that the probability of inducing an O2 forming reaction is ca. 3.59E-07 per 455 – 630 nm 
photon. 
 
To calculate the theoretical reaction probability we will assume the same absorbance for the 
second-photon absorbing intermediate as used in the kinetic model (3000 M-1 cm-1). Based on this 
absorbance, an intermediate lifetime of 65 ns (see Table 10.3-1) and a 455 – 630 nm photon flux of 
9.23E+17 s-1, we can calculate that there is a probability of 6.93E-07 for the intermediate to absorb 
a photon in its lifetime. Multiplying this absorption probability by a quantum yield for the second 
absorption of 0.145 (see Table 10.3-1) gives us a predicted reaction probability of 1.01E-07 per 450 
– 630 nm photon. 
 
Table 10.4-1 Comparison of experimental and predicted reaction probabilities 
 
Experimental reaction probability per 455 – 630 nm 
photon 




Experimental and predicted reaction probabilities are in the same order of magnitude, which we 
consider to be a rather good agreement, given the simplicity of the kinetic model. Through this 
comparison it can also be seen that the rather low experimental reaction probability per 455 – 630 
nm photon is likely due to a short life time of the absorbing intermediate, making second photon 
absorption less probable. Increasing the lifetime could therefore significantly increase both reaction 
rate and overall quantum yield.  
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11 Computational Section 
11.1 Computational Methods  
11.1.1 DFT Methods 
 
All DFT calculations were performed using the PBE0 (PBE1PBE) hybrid functional, along with 
Grimme D3 dispersion with Becke-Johnson damping (GD3BJ). For all calculations, the SDD basis 
set and effective core potential was used for ruthenium, while all other atoms were described using 
the indicated basis set. Closed shell calculations (singlet) were performed as restricted (RHF), while 
open shell (doublet and triplet) calculations were performed as unrestricted (UHF) calculations. 
Calculations were performed using three different model chemistries: 
 
1. Dimeric model of two ruthenium complexes interacting via non-covalent bonds. This model 
was used for [A], [B], [C], TS-[CD] and [D] [F] (dimer model). 
2. Monomeric model, in which only the ruthenium complex on which O-O bond formation takes 
place (or [F]) is modeled. This model was used for [A-Mono], [B-Mono], [C-Mono], [D], [E] 
and [F]. 
3. In some cases, a simplified version of the monomeric model was used, in which the ligand 
tBu and Et groups were replaced by methyl. Use of this model is indicated by “Me model”. 
 
Use of the “-Up” designation indicates opposite (relative to the normal models) PNN ligand 
conformation. Geometry optimizations and frequency calculations (298 K, 1 atm) were performed in 
the gas phase using the cc-pVDZ basis set. Structures were confirmed to be minima or first-order 
saddle points by having either zero (minima) or one (first-order saddle points) imaginary 
frequencies. Reported gas phase Gibbs free energies are based on Gibbs free energies obtained 
using frequency calculations. 
Single point energy calculations were performed using the cc-pVTZ basis set and SMD solvation 
(the solvent being water). Reported solution phase Gibbs free energies are based on singlet point 
energy calculations, corrected by using the thermal correction to Gibbs free energy obtained using 
frequency calculations. 
 
Electronic excitations and theoretical UV/Vis spectra were calculated using TD-DFT, using the cc-
pVDZ basis set and SMD solvation (in water). Typically, the 25 lowest energy transitions were 
computed. Theoretical UV/Vis spectra were constructed using the calculated transition wavelengths 
and oscillator strengths. Furthermore, transitions were broadened using Gaussian curves with a 
half-width at half-height of 0.333 eV. To visualize excitations, natural transition orbitals were 
computed, and the resulting hole-particle pairs with the highest contribution (typically > 1.7) are 
shown. 
 
Scans were performed as relaxed potential energy surface scans using the cc-pVDZ basis set in the 
gas phase. For Scan-[DE]T0, single point energy calculations using cc-pVTZ and SMD solvation 
(water) were performed for all optimized geometries along the scan. Since frequency calculations 
are not meaningful for scan geometries, only relative energies instead of Gibbs free energies (either 
gas phase or solution phase) are reported. 
 
NMR calculations were performed using the cc-pVTZ basis set and SMD solvation (water). 
Reported chemical shifts are relative to tetramethylsilane (1H) or H3PO4 (31P). 
 
All calculations were performed using Gaussian 16, Revision A.03.10 Structures were prepared and 
visualized using Avogadro.11 Furthermore, surfaces for closed shell molecules were also visualized 
using Avogadro. Surfaces for open shell molecules were visualized using Gabedit.12 Simplified 
structures were visualized using PyMOL.13 Visualizations were rendered using POV Ray.14 In all 
visualizations, ruthenium is shown in turquoise, phosphorous in orange, oxygen in red, nitrogen in 
blue, carbon in grey and hydrogen in white. For surfaces: orbitals are shown in yellow/magenta and 
spin densities are shown in green. 
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11.1.2 CASSCF Methods 
 
All CASSCF calculations were performed as state averaged (SA)-CASSCF calculations, using the 
five lowest energy states weighed equally. An active space consisting of 13 electrons in 11 orbitals, 
CAS(13,11), was used (see Figure 11.3-2). The active space consists of two Ru-OH σ and σ*, four 
pyridine π and π*, two Ru-CO π and π* (combining with oxygen lone pair orbitals), two OH and O 
lone pair and the singly occupied O lone pair orbitals.   
The ANO-RCC-VDZ all-electron basis set was used for all atoms (which includes relativistic effects). 
To improve computational performance, the resolution of identity Cholesky decomposition (RICD) 
method was used.15,16 For computational tractability, the simplified monomeric model using methyl 
groups instead of tBu and ethyl on the ligand (Me model) was used for all CASSCF calculations. 
 
For [B-Mono] and [C-Mono], geometries obtained using DFT geometry optimization were used. 
The geometries of conical intersections ([BC] D2/D1 MECI and [BC] D1/D0 MECI) were optimized 
using CASSCF with analytical gradients in the gas phase.17 Gas phase energies are reported 
relative to the energy of [B-Mono]D0 root 1. 
 
Solvation was taken into account by performing single point calculations for all intermediates with 
the PCM conductor version and water as the solvent. For [B-Mono], equilibration solvation based 
on root 1 was used for root 1, while non-equilibrium solvation based on root 3 was used for all other 
roots (modeling vertical excitation from root 1 to root 3). For [BC] D2/D1 MECI, equilibrium solvation 
based on root 3 was used for all roots. For [BC] D1/D0 MECI, equilibrium solvation based on root 2 
was used for all roots. For [C-Mono], equilibrium solvation based on root 1 was used. Solution 
phase energies are reported relative to the energy of [B-Mono]D0 root 1. 
 
All calculations were performed using OpenMolcas version 19.11.18,19 Visualizations were 
performed using Pegamoid. In all visualizations, ruthenium is shown in turquoise, phosphorous in 
orange, oxygen in red, nitrogen in blue, carbon in grey and hydrogen in white. For surfaces: orbitals 
are shown in yellow/magenta, spin densities are shown in green and transition difference densities 
are shown in red/blue. 
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11.2 DFT Results 
11.2.1 Relative Energies of [A] and [B] Isomers, Oxo Dimer, [F]S0   [A-Mono]S0 
 
















In Table 11.2-1 it can be seen that while dimeric [A]S0 is predicted to be more stable in the gas 
phase compared to monomeric [A-Mono]S0, it is predicted to be less stable in solution. However, 
the lower stability in solution might be attributed to the challenging description of hydrogen bonding 
energies using DFT.20 
 






Different isomers of [A]S0 were computed, varying in their configuration ([A-Mono]S0 is chiral, 
therefore either a homo- or heterochiral dimer can be formed) and conformation of the ligand. 
Among the computed isomers, [A]S0 was found to be the most stable, although the energy 
differences are small. [A]T0 was found to be relatively low in energy, being only ca. 22 kcal/mol less 
stable than [A]S0. 
 











 [A]S0 [A-Mono]S0 
ΔG°(SMD) / 
kcal/mol 8.05 0.00 
ΔG°(Gas Phase) / 
kcal/mol 0.00 2.5 
 [A]S0 [A-RR]S0 [A-RS-1]S0 [A-RS-2]S0 [A]T0 
ΔG°(SMD) / 
kcal/mol 0.00 0.49 1.05 1.88 21.91 
 [B]T0 [B-Trans]T0 
ΔG°(SMD) / 
kcal/mol 8.56 0.00 
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When comparing [B] and [B-Trans] in both the dimeric and monomeric model, [B-Trans] was found 
to be slightly more stable. 
 












[B-Alt]T0 would be an alternative reaction intermediate, obtained via two consecutive proton-
coupled electron transfers from [A] (forming one equivalent of [F]S0 in the process). It is, however, 
less stable than either [B]T0 or [B-Trans]T0. 
 
 







Table 11.2-7 Reaction Energy for [F]S0 + H2O   [A-Mono]S0 + H2 
 




Considering the energy change for [F]S0 + H2O  [A-Mono]S0 + H2 (13.18 kcal/mol) and [A]S0  2 
[F]S0 + O2 (82.73 kcal/mol), as well as the relative stability of [A]S0 vs. [A-Mono]S0 (8.05 kcal/mol), 
one arrives at an energy change of 117.11 kcal/mol. This value is identical with the energy change 
of 2 H2O  O2 + 2 H2 when using our DFT methodology, which is in good agreement with the 
thermodynamical value (4-electron 1.23 V, 113.46 kcal/mol).  
 [B-Mono]D0 [B-Mono-Up]D0 [B-Mono-Trans]D0 [B-Mono-Trans-Up]D0 
ΔG°(SMD) / 




7.96 ([B-Alt]T0 + H2O + [F]S0 relative to [B]T0)  
16.5 ([B-Alt]T0 + H2O + [F]S0 relative to [B-Trans]T0) 
ΔG°(Gas Phase) 
/ kcal/mol 39.1 ([B-Alt]T0 + H2O + [F]S0 relative to [B-Trans]T0) 
 [Oxo Dimer]S0 
ΔG°(SMD) / 
kcal/mol 
12.2 (relative to [A-Mono]S0) 

















+ H2O + H2
[F]S0 [A-Mono]S0
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11.2.2 TD-DFT Computed UV-Vis Spectra 
 
Figure 11.2-1 UV-Vis spectra computed for [A]S0 and [B]T0 along with isomers/monomers 
Spectra for [A] are shown in blue, [B] in green and [B-Trans] in red. Vertical lines indicate individual 
transitions (oscillator strength for these transitions are shown on the right). Smooth curves show the UV-Vis 
spectrum, which was computed using the sum of Gaussian curves with a half-width half-maximum of 0.333 
eV. Inlets show the simplified, corresponding molecular structures. “-Up” indicates opposite PNN ligand 
conformation. Up to 25 transitions between 300 nm and 900 nm are shown.  
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11.2.3 Natural Transition Orbitals for [A]S0 
 
Figure 11.2-2 Transition 1 (405 nm, f = 0.033) for [A]S0, particle (top) and hole (bottom), isovalue = 0.02 
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Figure 11.2-6 Transition 5 (353 nm, f = 0.0596) for [A]S0, particle (top) and hole (bottom), isovalue = 0.02 
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Figure 11.2-7 Transition 6 (352 nm, f = 0.0287) for [A]S0, particle (top) and hole (bottom), isovalue = 0.02 
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11.2.4 Natural Transition Orbitals for [B]T0 
 




Figure 11.2-9 Transition 8 (539 nm, f = 0.0066) for [B]T0, particle (top) and hole (bottom), isovalue = 0.1  
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11.2.5 Natural Transition Orbitals for [B-Mono]D0 (Me Model) 
 
Figure 11.2-10 Transition 2 (804 nm, f = 0.0004) for [B-Mono]D0 (Me model), hole (left) and particle 
(right), isovalue = 0.1 
 
Figure 11.2-11 Transition 4 (495 nm, f = 0.0027) for [B-Mono]D0 (Me model), hole (left) and particle 





11.2.6 Spin Density Plots 
 
 















Figure 11.2-15 Energy profile for relaxed PES Scan-[DE]T0 (gas phase and SMD energies) 
Ru-O distance refers to the distance between the ruthenium center and the most distant oxygen atom of the 
superoxo ligand. Structures corresponding to the different points along the scan are shown outside of the plot. 
The decrease in energy for the third scan geometry can be attributed to movement of the CO ligand from an 
axial to an equatorial position. 
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11.2.8 O-O Bond Formation Scans 
 
Figure 11.2-16 Energy profiles for relaxed PES scans of O-O bond formation 
A Scan of O-O distance for [A-Mono] in singlet and triplet state. Inlet shows [A-Mono]S0  
B Scan of O-O distance for [B-Mono]D0 (Me model) as well as [B-Mono-Trans]D0 (Me model). Note that for 
these scans, the same methyl substituted models were used that were also used for CASSCF calculations. 
Inlets show [B-Mono]D0 (left) and [B-Mono-Trans]D0 (right).  
C Scan of O-O distance for [B-Alt] in singlet and triplet state ([B-Alt] would be the hypothetical result of a 
second PCET preceding O-O bond formation). Inlet shows [B-Alt]T0. 
Energy of starting point for each scan is set to 0 kcal/mol. 
 
Relaxed potential energy surface scans were performed to investigate potential O-O bond formation 
for six different reaction intermediates. These intermediates span the various possibilities of 
intramolecular O-O bond formation (fully protonated, singly deprotonated and doubly deprotonated). 
For [A] and [B-Alt], calculations were performed in the singlet or triplet ground state, while 
calculations for [B-Mono] and [B-Mono-Trans] were performed in the duplet ground state. These 
scans therefore provide an estimate for the lower bound of O-O bond formation for each 
intermediate.  
 
For [A-Mono] in both the singlet and triplet state, no O-O bond formation could be observed (see 
Figure 11.2-16A). For [A-Mono]T0, constrained geometry optimizations for O-O distances smaller 
than 1.83 Å were unsuccessful. These results are consistent with previous findings on the lack of O-
O bond formation starting from [A].21,22 
When comparing [B-Mono]D0 and [B-Mono-Trans]D0, it can be seen that the barrier for O-O bond 
formation is significantly lower for [B-Mono]D0 (by more than 15 kcal/mol, see Figure 11.2-16B). 
For [B-Alt], potential O-O bond formation was studied in both the singlet and triplet state. For [B-
Alt]S0, O-O bond formation can be observed, although with a barrier of over 40 kcal/mol (in 
comparison, the barrier for O-O bond formation in [B-Mono]D0 is 37.6 kcal/mol). Furthermore, it is 
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questionable whether [B-Alt]S0 is even a feasible intermediate. This is based on the observation 
that [B]S0 was found to be unstable during geometry optimizations, reverting back to [A]S0. Such 
instability can be attributed to the fact that in the S0 state, there is no charge separation between the 
two ruthenium centers (as is the case in the T0 state, see Figure 11.2-12). Therefore, proton transfer 
from one complex to another is less favorable, explaining why [B]S0 reverts back to [A]S0. The 
same reasoning can be applied to [B-Alt]S0, which would likely not be formed. 
Hence, [B-Alt]T0 was also investigated, but no O-O bond formation was found in this case 




11.2.9 Theoretical NMR Data for [F]S0 Isomers 
 










 [F]S0 [F-Up]S0 [F-Cis]S0 [F-Cis-Up]S0 [F-Trans]S0 [F-Trans-Up]S0 
ΔG°(SMD) / 
kcal/mol 4.62 3.17 13.27 13.93 2.46 0.00 
∂(1H, hydride) 
/ ppm -9.28 -7.98 0.13 0.08 -10.02 -10.22 
∂(31P) / ppm 125.28 108.47 112.55 106.05 110.59 109.14 
Experimental / ∂(
1H) = -5.5 ppm 
∂(31P) = 104.3 ppm 
∂(1H) = -18.9 ppm 
∂(31P) = 104.2 ppm 
 
It can be seen that [F-Trans-Up]S0 is the most stable isomer of [F], with the cis isomers being 
significantly less stable. While theoretical hydride chemical shifts are somewhat overestimated, the 
relative experimental difference between cis and trans isomers of 13.4 ppm is well reproduced (10.2 















































11.3 CASSCF Results 
11.3.1 Comparison of DFT and CASSCF Energies and Absorption Wavelengths 
 
Table 11.3-1 Comparison of DFT and CASSCF reaction energies for [B]   [C] and absorption 






















[C-Mono]D0 (Me model) 
DFT 
ΔG° / kcal/mol[a] 35.0 (35.9) 33.5 31.9 
Transition 
Wavelength / nm[b] 539 (Trans. 8) / 495 (Trans. 4)
 
CASSCF 
ΔE / kcal/mol[c] / / 29.8 (36.3) 
Transition 
Wavelength / nm[d] / / 482 
 
[a] Gas phase ΔG° (SMD ΔG° in parentheses). [b] Transition corresponding to second lowest energy 
transition of CASSCF model of [B-Mono]D0, calculated using SMD solvation. [c] Gas phase ΔE (PCM ΔE in 
parentheses). [d] Second lowest energy transition of [B-Mono]D0, calculated in gas phase. 
 
Table 11.3-1 assesses the agreement between different model chemistries as well as between DFT 
and CASSCF for O-O bond formation from [B] to [C] as well excitation of [B]. 
 
For DFT, it can be seen that there is good agreement for reaction Gibbs free energies between the 
different model chemistries, with all of them being within 3 kcal/mol. This validates the use of either 
[B-Mono]D0 or [B-Mono]D0 (Me model) to describe O-O bond formation in [B]T0. Also, relative 
energies of [B-Mono]D0 to [C-Mono]D0 (Me model) calculated using CASSCF reproduces the DFT 
results well. 
 
Furthermore, excitation of [B] was compared between the different model chemistries/methods. In 
all cases, the lowest energy transition (< 0.4 eV) is an excitation of an electron from the fully 
occupied to the singly occupied oxo ligand lone pair. Due to its low excitation energy, this transition 
is likely not photochemically active.  
Given the selected active space, CASSCF predicts the second lowest transition to be an excitation 
from a Ru dxz/OH lone pair orbital to the singly occupied oxygen lone pair (see Figure 11.3-4), with a 
transition wavelength of 482 nm. 
Corresponding transitions can be found in the TD-DFT results for [B]T0 (transition 8, see Figure 
11.2-9) and [B-Mono]D0 (Me model, transition 4, see Figure 11.2-11), with similar transition 
wavelengths (see Table 11.3-1). It should be noted that the corresponding transition wavelength for 
[B]T0 is red-shifted by ca. 45 nm. TD-DFT also predicts other, lower energy transitions: in case of 
[B-Mono]D0 (Me model), the second lowest energy transition involves a Ru-dxy/OH lone pair orbital 
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(see Figure 11.2-10), while the third lowest energy transition involves an oxo pz orbital. For [B]T0, in 
addition to these, transitions involving the second ruthenium complex can be found. The reason that 
these lower energy transitions predicted using TD-DFT for [B-Mono]D0 are not found using 
CASSCF is due to the selection of the active space, which does not include orbitals which would be 
necessary to describe them. This limitation has to be accepted, as inclusion of more electrons and 
orbitals in the active space would make calculations computationally infeasible. However, as can be 
seen below, it was found that the second lowest energy transition in CASSCF does indeed lead to 
O-O bond formation. 
 
Overall, good agreement between DFT and CASSCF results for reaction energies and excitation of 
[B] was found, justifying the applied CASSCF methodology.  
 
 
11.3.2 Energy Profile including PCM Solvation 
 
Figure 11.3-1 CASSCF energy profile including PCM solvation 
Corresponding structures are shown below the plot, with bond lengths shown in Ångström. Note that 











Figure 11.3-2 Active space orbitals of [B-Mono]D0 used for CASSCF(13,11) calculations (isovalue = 
0.05) 




11.3.4 Surfaces for [B-Mono]Dn  
 




Figure 11.3-4 Unrelaxed transition difference density for [B-Mono]D0   [B-Mono]D2 




11.3.5 Difference Orbitals for Conical Intersections 
 
 
Figure 11.3-5 Difference orbitals for [BC] D2/D1 MECI with largest population changes (isovalue = 0.05) 




Figure 11.3-6 Difference orbitals for [BC] D1/D0 MECI with largest population changes (isovalue = 0.05) 













11.4 Integration of Computational and Experimental Results 
11.4.1 Dual Irradiation Experiments 
 
The liquid phase O2 dual irradiation experiments can be seen as a way to probe the absorption 
characteristics of the second-photon absorbing intermediate. We developed a model convert to 
theoretical UV/Vis spectra into predicted dual irradiation behavior. This allows for the comparison of 
experimental dual irradiation data with predicted behavior of various computed intermediates. 
 
Conversion of theoretical UV/Vis spectra to predicted dual irradiation behavior takes place in the 
following steps: 
 
1. The QTH light source spectrum is described as an ideal blackbody (see Figure 6.1-2) using 
Planck’s law with a blackbody temperature of 3400 K. The spectral power distribution is 
converted to a spectral photon distribution through division of the power distribution by 
respective photon energies. 
2. For a given longpass filter wavelength (e.g. 630 nm) the corresponding intervals of the 
theoretical UV/Vis spectrum and spectral photon distribution are selected. Interval end is 
determined by the cut-off wavelength of the water filter (1000 nm for these calculations), 
resulting e.g. in [630 nm, 1000 nm] intervals. 
3. To calculate the excess reaction rate corresponding to this longpass filter wavelength, the 
overlap of spectral photon distribution and theoretical UV/Vis spectrum is calculated by 
multiplying the corresponding intervals and then taking the sum of the resulting vector. 
4. This procedure was repeated for each desired longpass filter wavelength. To obtain smooth 
curves, calculations were performed in 1 nm steps. 
5. Resulting curves were scaled vertically through multiplication with a scaling factor to give the 
best possible fit to experimental data (since it is not trivial to perform this calculation to 
obtain accurate absolute reaction rates). 
 
In the following, dual irradiation plots with experimental data (black dots) and thus calculated 
predicted behavior for different potential intermediate are shown. 
 




As can be seen in Figure 11.4-1, predicted behavior for [A]S0 is not consistent with experimental 
data. This is because [A]S0 does not significantly absorb any wavelengths longer than 500 nm, 
although experimental data shows that these wavelengths already contribute to O2 formation. 
Therefore, it can be ruled out that both photons involved in water splitting are absorbed by [A]S0 
 
 
Figure 11.4-2 Dual irradiation data and predicted behavior of [A]T0 (scaled) 
 
The triplet state of [A], [A]T0, could be considered another candidate for the second-photon 
absorbing intermediate. However, in this case poor agreement is obtained as well. This is due to the 
fact that [A]T0 absorbs longer wavelengths only very weakly, giving a slope for longpass filter 
wavelength/reaction rate which is smaller than the one observed experimentally. These results 
showing that [A]T0 is likely not the second-photon absorbing intermediate are also consistent with 






















Figure 11.4-3 Dual irradiation data and predicted behavior of [B-Mono]D0 (scaled) 
 
As can be seen in Figure 11.4-3, [B-Mono]D0 gives an acceptable fit for the dual irradiation data, 
although it is slightly inferior compared to the fit of [B-Mono-Up]D0. As the ligand conformation does 
not have a significant effect on the obtained energies (see 11.2.1), the choice of ligand conformation 
does not have a major impact on computations. Calculations studying O-O bond formation were 
performed using [B-Mono]D0. 
 
11.4.2 Decay Associated Spectra 
 
Theoretical decay associated spectra (DAS) were computed using theoretical UV/Vis spectra for a 
reference and an intermediate of interest. Theoretical UV/Vis spectra were used as reference 
(instead of experimental UV/Vis spectra) so as to allow for error cancellation between theoretical 
UV/Vis spectra. 
DAS were computed using the following formula: 
 
 !"# = !!"! !"!!"# + 1 − !!"! !"!!"# − !!!!"#   Equation (8) 
 
Wherein Absint is the absorption spectrum of the intermediate of interest, Absref  is the absorption 
spectrum of the reference and ppop is the population of the intermediate of interest after excitation. 
ppop was assumed to be 0.1, although ppop only effects the DAS magnitude and not its shape. 
 
Thus calculated DAS were scaled vertically by multiplication with a scaling factor to yield the best fit 




11.5 Structures and Coordinates for Computed Species 
 
Figure 11.5-1 [A]S0 Structure and Coordinates 
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 Energy: -1951573.6088386 
H          0.45669       -1.41554       -3.91019 
C         -0.60849       -1.19121       -3.76131 
H         -1.11536       -1.29884       -4.73276 
H         -0.68914       -0.14799       -3.42124 
H         -0.74297        0.90882        2.57857 
O         -0.73313        0.99069       -1.30811 
H         -0.86407        3.10316        1.53230 
O         -1.30655       -1.17052        0.32709 
H         -0.11798        0.23950       -1.31847 
C         -1.15605       -2.12135       -2.70053 
H         -1.34189        0.63234        4.24389 
H         -1.19394       -3.16363       -3.07447 
C         -1.54956        1.15446        3.29347 
H         -1.17142        2.92058       -0.19928 
H         -1.50205        2.23286        3.50526 
H         -0.49457       -2.11224       -1.82445 
C         -1.48683        3.46582        0.70359 
H         -1.28687        4.54268        0.57069 
H         -2.17348       -2.85488       -0.51445 
Ru        -2.51776        0.09058       -0.76873 
H         -2.32615       -1.22677        2.00794 
N         -2.49410       -1.72633       -2.21407 
C         -2.97419       -2.74821       -1.26400 
C         -2.93493        0.72547        2.80365 
H         -2.70322       -1.17497        3.77243 
H         -2.82644        3.73565        3.11401 
C         -2.99864       -0.80829        2.77427 
C         -2.98156        3.26345        0.97162 
P         -3.21371        1.37824        1.02207 
H         -3.15290       -3.72018       -1.75468 
C         -3.41191        4.01555        2.22952 
H         -3.11689       -0.67633       -3.90443 
H         -2.77234       -3.04850       -4.74444 
H         -3.24914        5.09319        2.05928 
C         -3.46221       -1.53612       -3.31726 
H         -3.76709        0.77330        4.77624 
C         -3.39499        1.14602       -1.98472 
C         -4.00916        1.20050        3.78848 
H         -3.48450        3.39830       -1.16373 
C         -3.76998        3.84199       -0.20428 
H         -4.05874        2.28811        3.90782 
H         -3.54789        4.92029       -0.26501 
C         -4.20392       -2.27738       -0.54802 
N         -4.18814       -0.97126       -0.21953 
C         -3.69183       -2.73052       -4.23152 
H         -4.02129       -1.17123        2.58909 
H         -4.41501       -1.23043       -2.86054 
H         -4.48087        3.87829        2.45436 
H         -4.10485       -3.60071       -3.69946 
C         -5.04785        1.04374        0.77758 
H         -4.42084       -2.44844       -5.00597 
H         -5.01097        0.83045        3.52344 
C         -5.21189       -0.41068        0.46124 
C         -5.27900       -3.08726       -0.20149 
H         -4.85906        3.74404       -0.07432 
H         -5.27592       -4.14092       -0.48292 
H         -5.32999        1.63204       -0.11068 
H         -5.69471        1.35408        1.60901 
C         -6.31091       -1.17896        0.83734 
C         -6.34379       -2.53021        0.50361 
H         -7.12815       -0.71577        1.39103 
H         -7.19795       -3.14636        0.78976 
O         -3.88678        1.76908       -2.83721 
C          0.53409       -3.71739        2.88972 
H          1.03191        1.20848       -2.61109 
O          0.65050        0.63916        1.17066 
H          1.12549        3.11974       -1.16533 
O          1.44261       -1.31103       -0.69485 
H          0.26065        1.02485        0.36109 
C          0.80054       -2.40419        2.17077 
H          1.68202        1.04433       -4.26091 
C          1.88201        1.46254       -3.26027 
H          1.45188        2.85330        0.54886 
H          1.90016        2.55632       -3.36662 
C          1.77392        3.42698       -0.33278 
H          1.60977        4.50161       -0.14530 
H          2.21320       -3.13261        0.23384 
Ru         2.48771       -0.14715        0.67409 
H          2.42528       -1.08233       -2.29685 
N          2.22014       -2.03548        1.98131 
C          2.88466       -3.01696        1.10162 
C          3.21523        0.90739       -2.75460 
H          3.06562       -0.85253       -3.97218 
H          3.14665        3.90086       -2.70611 
C          3.21891       -0.61872       -2.90429 
C          3.25842        3.18593       -0.62318 
P          3.39313        1.30222       -0.89528 
H          3.03776       -3.98536        1.60832 
C          3.72369        4.05980       -1.78770 
H          3.93789       -1.53805        3.05434 
H          1.86008       -0.15924        3.86531 
H          3.58701        5.11498       -1.49687 
C          2.93991       -1.94811        3.26960 
H          4.16382        1.16053       -4.65719 
C          3.31771        0.77390        2.01601 
C          4.36497        1.44823       -3.61143 
H          3.80161        3.07199        1.51083 
C          4.07551        3.61023        0.59852 
H          4.47194        2.53769       -3.58867 
H          3.87932        4.67993        0.78110 
C          4.18485       -2.51032        0.55399 
N          4.19730       -1.20307        0.23710 
C          2.23139       -1.09489        4.30517 
H          4.19048       -1.05275       -2.61958 
H          3.09882       -2.96832        3.67033 
H          4.79216        3.92069       -2.01152 
H          1.37686       -1.62062        4.75467 
C          5.18533        0.84532       -0.56671 
H          2.93276       -0.83914        5.11222 
H          5.33086        0.99479       -3.34259 
C          5.28552       -0.62889       -0.31867 
C          5.29319       -3.31376        0.30802 
H          5.15955        3.50693        0.43450 
H          5.26682       -4.37010        0.57750 
H          5.44504        1.36569        0.36985 
H          5.89468        1.17571       -1.33728 
C          6.41479       -1.39237       -0.60461 
C          6.41695       -2.74787       -0.28829 
H          7.28349       -0.91982       -1.06390 
H          7.29594       -3.35964       -0.49892 
H          0.51938       -1.28667       -0.38188 
O          3.84337        1.29469        2.91844 
H         -0.55554       -3.85917        2.95147 
H          0.92613       -3.74051        3.91838 
H          0.94292       -4.58591        2.35026 
H          0.33909       -2.42001        1.17789 
H          0.32431       -1.56825        2.69632 
H         -0.67343       -0.57507        0.79032 
  
 99 
Figure 11.5-2 [A-RR]S0 Structure and Coordinates 
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 Energy: -1951572.9167082 
C         -1.33476        1.62962        3.69683 
H         -0.26977       -1.45456       -1.99998 
O         -1.00000       -0.94847        1.55613 
H         -0.69418       -3.51808       -0.61782 
O         -1.16182        0.99921       -0.43577 
C         -1.63792        2.42574        2.44563 
H         -0.43706       -1.55601       -3.77219 
C         -0.88137       -1.87525       -2.81475 
H         -1.36512       -2.97340        0.92589 
H         -0.80142       -2.97152       -2.77187 
C         -1.50682       -3.69045        0.10226 
H         -1.41068       -4.72148        0.48355 
H         -2.11655        2.78328       -0.01923 
Ru        -2.60257       -0.08485        0.60240 
H         -1.90018        0.68204       -2.25402 
N         -2.83716        1.95014        1.72806 
C         -3.06271        2.80387        0.54647 
C         -2.33492       -1.40393       -2.76955 
H         -1.86051        0.28270       -4.00954 
H         -2.24788       -4.41338       -2.45745 
C         -2.38522        0.10267       -3.05592 
C         -2.88702       -3.52920       -0.54760 
P         -3.00905       -1.68496       -1.00600 
H         -3.30496        3.84415        0.82365 
C         -3.04458       -4.50892       -1.70925 
H         -3.85094        1.17903        3.37948 
H         -3.64271        3.64614        3.90445 
H         -2.98825       -5.53336       -1.30402 
C         -4.03307        1.92951        2.60067 
H         -2.70959       -1.81161       -4.83771 
C         -3.71958       -0.90744        1.79395 
C         -3.14948       -2.09636       -3.86696 
H         -3.90230       -3.25753        1.38718 
C         -3.96162       -3.87414        0.48495 
H         -3.13803       -3.18967       -3.81289 
H         -3.81069       -4.92111        0.79619 
C         -4.13209        2.22311       -0.32930 
N         -4.09753        0.88019       -0.42939 
C         -4.42734        3.25143        3.24266 
H         -3.41925        0.45653       -3.18656 
H         -4.86904        1.54718        1.99683 
H         -4.01792       -4.41009       -2.21348 
H         -4.67408        4.02796        2.50298 
C         -4.83154       -1.27709       -1.21853 
H         -5.32631        3.09131        3.85669 
H         -4.19637       -1.75785       -3.88610 
C         -4.98710        0.21414       -1.19742 
C         -5.08534        2.96481       -1.01727 
H         -4.97961       -3.80540        0.07074 
H         -5.10111        4.05079       -0.91839 
H         -5.32519       -1.69300       -0.32500 
H         -5.30741       -1.72040       -2.10386 
C         -5.95975        0.90972       -1.91117 
C         -6.00672        2.29855       -1.82227 
H         -6.66897        0.36131       -2.53192 
H         -6.76286        2.85910       -2.37469 
H         -0.42438        0.37664       -0.58526 
O         -4.37127       -1.37026        2.64145 
C          1.30359       -1.37352        3.78803 
H          0.29481        1.58800       -1.99894 
O          1.03826        1.02511        1.61441 
H          0.88996        3.59972       -0.60082 
O          1.09120       -0.88920       -0.40805 
C          1.55019       -2.25204        2.58013 
H          0.43562        1.60929       -3.77068 
C          0.91906        1.93554       -2.83465 
H          1.62411        3.10560        0.93434 
H          0.91009        3.03531       -2.83283 
C          1.74815        3.77187        0.06532 
H          1.71600        4.82376        0.39669 
H          1.98309       -2.72548        0.11055 
Ru         2.60225        0.12276        0.61552 
H          1.74851       -0.65907       -2.22066 
N          2.75934       -1.86762        1.82092 
C          2.92848       -2.78423        0.67748 
C          2.33958        1.37024       -2.79326 
H          1.76399       -0.31890       -3.98372 
H          2.40859        4.37481       -2.55388 
C          2.28703       -0.14409       -3.02839 
C          3.08265        3.51160       -0.64424 
P          3.06784        1.64973       -1.05231 
H          3.11897       -3.82273        0.99687 
C          3.23871        4.44917       -1.84065 
H          3.84335       -1.07408        3.41866 
H          3.51821       -3.49458        4.06914 
H          3.25147        5.48578       -1.46371 
C          3.97091       -1.86838        2.67360 
H          2.69610        1.69491       -4.87946 
C          3.76844        0.93623        1.76348 
C          3.17664        1.97283       -3.92616 
H          4.19024        3.22897        1.23990 
C          4.22682        3.82382        0.32206 
H          3.24462        3.06520       -3.90259 
H          4.14280        4.88270        0.61809 
C          4.00795       -2.29506       -0.23921 
N          4.03247       -0.95918       -0.40353 
C          4.30793       -3.17694        3.37295 
H          3.29447       -0.57481       -3.13282 
H          4.81461       -1.55973        2.03898 
H          4.18438        4.28658       -2.37953 
H          4.49584       -4.00159        2.66892 
C          4.85699        1.12496       -1.29099 
H          5.22779       -3.03581        3.96020 
H          4.19586        1.55927       -3.95705 
C          4.93388       -0.37027       -1.21712 
C          4.90832       -3.11179       -0.91452 
H          5.21535        3.69907       -0.14678 
H          4.87646       -4.19174       -0.76656 
H          5.39407        1.54156       -0.42312 
H          5.33725        1.51112       -2.20034 
C          5.85550       -1.14217       -1.92095 
C          5.83838       -2.52595       -1.76976 
H          6.57610       -0.65667       -2.57971 
H          6.55364       -3.14599       -2.31319 
H          0.38008       -1.02765        0.25693 
O          4.44257        1.39800        2.59466 
H         -1.75243        3.50226        2.68089 
H         -0.80012        2.33087        1.74631 
H         -2.02715        1.84874        4.52480 
H         -0.31432        1.86984        4.02428 
H         -1.36384        0.55228        3.47461 
H          1.62589       -3.31834        2.87075 
H          0.69051       -2.14886        1.90309 
H          2.03483       -1.52819        4.59704 
H          0.30462       -1.60278        4.18461 
H          1.30428       -0.31685        3.48018 
H         -0.38513       -0.22179        1.78772 
H          0.41886        1.21775        0.88892 
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Figure 11.5-3 [A-RS-1]S0 Structure and Coordinates 
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 Energy: -1951573.3041640 
C          0.44944        1.22488       -3.77639 
H          0.85001       -1.78901        2.23509 
O          0.88713       -1.26790       -1.44493 
H          1.57788       -3.69098        0.87899 
O          0.98095        0.88491        0.39954 
C          0.79921        2.22961       -2.69815 
H          1.26570       -1.62533        3.95664 
H          0.64403        3.26790       -3.05872 
C          1.65776       -1.92898        2.97132 
H          1.93112       -3.16606       -0.77294 
H          1.88358       -3.00310        3.03292 
H          0.12105        2.06733       -1.84896 
C          2.32505       -3.74865        0.07538 
H          2.42815       -4.80718       -0.21773 
H          1.57306        2.83785       -0.37216 
Ru         2.44962       -0.09044       -0.75468 
H          1.79048        0.71994        2.13147 
N          2.16494        2.06545       -2.18577 
C          2.41038        2.98380       -1.07523 
C          2.90298       -1.09150        2.67002 
H          2.20094        0.53729        3.87486 
H          3.52988       -4.02953        2.56215 
C          2.56397        0.39387        2.84285 
C          3.69327       -3.21981        0.52014 
P          3.42989       -1.36334        0.85447 
H          2.44494        4.04258       -1.39333 
C          4.21952       -4.02271        1.70965 
H          3.05995        1.30047       -3.90411 
H          2.34497        3.63209       -4.57434 
H          4.34614       -5.06930        1.38574 
C          3.20642        2.14589       -3.21895 
H          3.61586       -1.23656        4.68387 
C          3.53938       -0.75838       -2.05805 
C          4.01472       -1.42166        3.67240 
H          4.38662       -2.90712       -1.54788 
C          4.69148       -3.40826       -0.62397 
H          4.35525       -2.46207        3.64201 
H          4.75187       -4.48669       -0.84501 
C          3.66012        2.63839       -0.31581 
N          3.87226        1.32886       -0.07270 
C          3.27034        3.44640       -4.00884 
H          3.45363        1.03171        2.72334 
H          4.17171        1.96408       -2.72147 
H          5.20328       -3.66674        2.05212 
H          3.45657        4.32098       -3.36660 
C          5.12282       -0.55440        0.79579 
H          4.09598        3.39154       -4.73430 
H          4.88796       -0.76266        3.55393 
C          4.95773        0.92694        0.62682 
C          4.54049        3.60455        0.16296 
H          5.70742       -3.07897       -0.35564 
H          4.34930        4.65660       -0.05122 
H          5.59454       -0.95183       -0.11779 
H          5.77818       -0.79507        1.64343 
C          5.86173        1.85499        1.13857 
C          5.64754        3.20948        0.90675 
H          6.72471        1.50940        1.70833 
H          6.34577        3.95253        1.29638 
H          0.16102        0.80024       -0.13289 
O          4.15621       -1.09821       -2.98708 
C         -1.19301       -3.84473       -1.18152 
H         -0.26419        2.42261        1.01026 
O         -0.73798       -1.41373        0.85327 
H         -0.39436        1.23053        3.13584 
O         -1.36411        0.39954       -1.19688 
H         -0.16417       -0.63117        0.95056 
C         -1.71073       -2.77480       -2.11892 
H         -0.62877        4.16044        0.81622 
C         -0.94210        3.23229        1.32537 
H         -1.01484       -0.42043        2.99262 
H         -0.79963        3.39421        2.40359 
C         -1.12835        0.52400        3.54629 
H         -0.88319        0.35518        4.60876 
H         -2.46759       -0.43411       -2.77867 
Ru        -2.53285       -0.62460        0.18044 
H         -2.00588        2.17779       -1.04332 
N         -2.90366       -2.07190       -1.59740 
C         -3.34620       -1.07479       -2.59111 
C         -2.40466        2.95723        0.96836 
H         -2.18292        3.96727       -0.91269 
H         -2.01998        3.12487        3.94360 
C         -2.56224        2.99352       -0.55736 
C         -2.56286        1.05027        3.43758 
P         -2.88694        1.20278        1.56571 
H         -3.68593       -1.54294       -3.53017 
C         -2.72345        2.33878        4.24338 
H         -3.66771       -3.63450       -0.44206 
H         -3.69938       -4.57063       -2.78946 
H         -2.52085        2.10771        5.30280 
C         -4.00430       -3.01267       -1.28002 
H         -2.94425        5.02381        1.12511 
C         -3.41776       -1.74699        1.32201 
C         -3.29761        4.06429        1.53923 
H         -3.44520       -0.96318        3.57207 
C         -3.51212        0.01888        4.05009 
H         -3.26800        4.14975        2.63062 
H         -3.23066       -0.11510        5.10783 
C         -4.40472       -0.18363       -2.01841 
N         -4.21751        0.14522       -0.72650 
C         -4.48818       -3.90161       -2.41606 
H         -3.61973        2.93371       -0.85771 
H         -4.84222       -2.41181       -0.89722 
H         -3.74677        2.74021        4.18807 
H         -4.88329       -3.32890       -3.26859 
C         -4.75401        1.22729        1.35488 
H         -5.30745       -4.53433       -2.04271 
H         -4.34603        3.95500        1.22413 
C         -5.07513        0.96578       -0.08390 
C         -5.48543        0.32174       -2.73305 
H         -4.56123        0.35307        4.03718 
H         -5.62270        0.04053       -3.77768 
H         -5.11703        0.37291        1.94924 
H         -5.25229        2.13269        1.72618 
C         -6.16943        1.50670       -0.75472 
C         -6.37327        1.18280       -2.09319 
H         -6.85123        2.17357       -0.22620 
H         -7.22639        1.59603       -2.63427 
H         -0.61046       -0.19239       -1.42034 
O         -3.91652       -2.56087        1.99078 
H         -0.62551        1.30058       -3.99399 
H          0.64812        0.20444       -3.41292 
H          0.99685        1.39251       -4.71719 
H         -1.00677       -3.40740       -0.18877 
H         -0.23452       -4.21439       -1.57202 
H         -1.87164       -4.70722       -1.08997 
H         -0.92118       -2.02245       -2.25956 
H         -1.94765       -3.19941       -3.11412 
H          0.39291       -1.52961       -0.63555 
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 Energy: -1951572.5055138 
C         -1.15194       -3.96254        0.55818 
H         -0.28547        2.55688       -0.56699 
O         -0.71663       -1.22947       -1.04323 
H         -0.41574        1.72518       -2.90022 
O         -1.37163        0.22431        1.25960 
H         -0.14262       -0.44333       -0.99728 
C         -1.67727       -3.05991        1.65360 
H         -0.64876        4.24417       -0.11099 
C         -0.95882        3.40685       -0.76038 
H         -1.04447        0.07567       -3.01956 
H         -0.80424        3.73235       -1.79927 
C         -1.15597        1.09668       -3.41404 
H         -0.91646        1.09973       -4.49107 
H         -2.46097       -0.86938        2.68486 
Ru        -2.52248       -0.57308       -0.26885 
H         -2.04005        1.99190        1.39806 
N         -2.87838       -2.29591        1.25096 
C         -3.33258       -1.47943        2.39246 
C         -2.42515        3.08378       -0.46455 
H         -2.22018        3.77888        1.55552 
H         -2.02347        3.73102       -3.37496 
C         -2.59537        2.87446        1.04586 
C         -2.58569        1.60700       -3.21317 
P         -2.89982        1.44899       -1.33940 
H         -3.66860       -2.09820        3.24145 
C         -2.73620        3.01159       -3.79611 
H         -3.62358       -3.65750       -0.14564 
H         -3.64930       -4.96047        2.02194 
H         -2.53836        2.95472       -4.87985 
C         -3.96814       -3.18351        0.78104 
H         -2.97044        5.14641       -0.27862 
C         -3.38552       -1.50789       -1.58371 
C         -3.31123        4.27088       -0.85685 
H         -3.49938       -0.34703       -3.66603 
C         -3.54712        0.69940       -3.98296 
H         -3.26008        4.54057       -1.91680 
H         -3.26225        0.72878       -5.04784 
C         -4.39988       -0.51775        1.97028 
N         -4.21716        0.01904        0.74920 
C         -4.44520       -4.24977        1.75605 
H         -3.65521        2.76763        1.32441 
H         -4.81111       -2.53646        0.49757 
H         -3.75507        3.40879       -3.67224 
H         -4.85141       -3.82674        2.68713 
C         -4.76609        1.42433       -1.12500 
H         -5.25455       -4.82416        1.28070 
H         -4.36541        4.10888       -0.58674 
C         -5.08332        0.92583        0.25017 
C         -5.48466       -0.14662        2.75743 
H         -4.59044        1.04577       -3.92042 
H         -5.61757       -0.59610        3.74205 
H         -5.12379        0.67768       -1.85267 
H         -5.27147        2.37505       -1.34127 
C         -6.18240        1.33887        0.99957 
C         -6.38195        0.79836        2.26671 
H         -6.87085        2.07685        0.58688 
H         -7.23854        1.10900        2.86765 
H         -0.60569       -0.38424        1.38092 
O         -3.86464       -2.21004       -2.38127 
H         -0.53829        0.45268        4.17835 
C          0.52979        0.40722        3.92102 
H          1.10249        0.42570        4.86139 
H          0.70910       -0.54051        3.39085 
H          0.79305       -1.31344       -2.52605 
O          0.91435       -1.37723        1.29448 
H          1.46971       -3.38523       -1.45868 
O          1.03384        0.96896       -0.20626 
C          0.84882        1.56908        3.00435 
H          1.21054       -0.84276       -4.19128 
H          0.72851        2.53646        3.53091 
C          1.59831       -1.32480       -3.27797 
H          1.90942       -3.21844        0.24600 
H          1.80927       -2.37257       -3.53444 
H          0.13824        1.55339        2.16730 
C          2.24561       -3.62799       -0.71930 
H          2.31753       -4.72653       -0.64710 
H          1.58278        2.70824        0.86890 
Ru         2.48862       -0.13997        0.78538 
H          1.77452        1.12681       -1.96506 
N          2.20456        1.49639        2.42021 
C          2.42865        2.68434        1.57538 
C          2.85422       -0.57168       -2.83232 
H          2.16359        1.25552       -3.72049 
H          3.38851       -3.48871       -3.25647 
C          2.53404        0.92498       -2.73502 
C          3.61447       -3.05813       -1.10613 
P          3.37383       -1.16762       -1.09234 
H          2.45643        3.61660        2.16440 
C          4.09113       -3.65269       -2.43111 
H          3.12402        0.42379        3.95740 
H          2.37123        2.55660        5.08958 
H          4.18984       -4.74341       -2.29982 
C          3.25511        1.39149        3.45879 
H          3.55876       -0.36720       -4.84451 
C          3.57726       -1.09645        1.89839 
C          3.95888       -0.73043       -3.88287 
H          4.37145       -3.13218        0.96251 
C          4.63697       -3.46765       -0.04444 
H          4.28934       -1.76320       -4.03702 
H          4.67512       -4.56940       -0.01908 
C          3.66953        2.53433        0.74934 
N          3.88766        1.28977        0.28531 
C          3.29696        2.50194        4.49834 
H          3.43367        1.52044       -2.51419 
H          4.22093        1.33668        2.93511 
H          5.08006       -3.27043       -2.72699 
H          3.48085        3.49358        4.05824 
C          5.08766       -0.41751       -0.91673 
H          4.12250        2.29925        5.19710 
H          4.83902       -0.11051       -3.65529 
C          4.95052        1.01411       -0.50029 
C          4.52900        3.57781        0.42300 
H          5.65342       -3.11756       -0.28298 
H          4.33800        4.57849        0.81212 
H          5.55431       -0.97211       -0.08606 
H          5.73358       -0.52553       -1.79812 
C          5.83620        2.02474       -0.86699 
C          5.62030        3.31907       -0.40233 
H          6.68607        1.79111       -1.50887 
H          6.30554        4.12275       -0.67778 
H          0.21141        0.79237        0.29387 
O          4.18237       -1.67371        2.71045 
H         -1.90771       -3.63943        2.56906 
H         -0.89587       -2.33029        1.91152 
H         -1.82472       -4.80355        0.32849 
H         -0.19204       -4.38523        0.88638 
H         -0.96821       -3.36937       -0.35049 
H          0.46736       -1.56382        0.44287 
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 Energy: -1951545.5657542 
H          0.31863       -4.29565       -0.54368 
C         -0.74782       -4.05620       -0.66007 
H         -1.25666       -4.95812       -1.03476 
H         -0.83424       -3.25902       -1.41383 
H         -0.89863        2.85473        0.60480 
O         -0.81090       -0.46520       -1.74247 
H         -1.03805        3.35602       -1.86063 
O         -1.24485       -0.42066        1.01348 
H         -0.19731       -0.01036       -1.12069 
C         -1.29305       -3.57816        0.66899 
H         -1.52275        4.12018        1.69653 
H         -1.26491       -4.40087        1.41479 
C         -1.71674        3.57878        0.75441 
H         -1.15604        1.73456       -2.60268 
H         -1.68868        4.32026       -0.05772 
H         -0.65852       -2.76439        1.04954 
C         -1.58651        2.74850       -2.59407 
H         -1.43788        3.20907       -3.58570 
H         -2.24912       -1.89079        2.23744 
Ru        -2.42361       -0.74411       -0.65979 
H         -2.34600        1.11425        1.95336 
N         -2.64389       -3.01925        0.56942 
C         -3.08084       -2.50418        1.85122 
C         -3.07295        2.87641        0.85781 
H         -2.70549        2.56665        2.95908 
H         -3.18995        4.76240       -1.58997 
C         -3.03607        1.96444        2.09462 
C         -3.08836        2.68472       -2.28609 
P         -3.24831        1.72285       -0.65451 
H         -3.31703       -3.29603        2.58922 
C         -3.70208        4.08183       -2.28393 
H         -3.31453       -4.05086       -1.10616 
H         -2.95781       -5.85659        0.63487 
H         -3.61235        4.51704       -3.29444 
C         -3.62965       -3.89593       -0.06466 
H         -4.02518        4.45554        1.97149 
C         -3.36456       -1.34120       -2.12581 
C         -4.19650        3.89629        1.03496 
H         -3.37346        0.82330       -3.40463 
C         -3.75014        1.85477       -3.38879 
H         -4.25157        4.62811        0.21944 
H         -3.51094        2.31281       -4.36297 
C         -4.25781       -1.58700        1.69925 
N         -4.21736       -0.72903        0.66500 
C         -3.86878       -5.23942        0.61286 
H         -4.03273        1.56862        2.34058 
H         -4.57500       -3.33317       -0.12247 
H         -4.77252        4.06406       -2.02686 
H         -4.22593       -5.12822        1.64853 
C         -5.03521        1.18702       -0.58544 
H         -4.63688       -5.80115        0.05987 
H         -5.17972        3.41023        1.13140 
C         -5.19506        0.18768        0.51919 
C         -5.31278       -1.58449        2.60864 
H         -4.84681        1.83379       -3.30016 
H         -5.31214       -2.30225        3.42990 
H         -5.22278        0.68777       -1.54863 
H         -5.75961        2.00674       -0.47589 
C         -6.28110        0.23361        1.39299 
C         -6.34423       -0.66720        2.44904 
H         -7.05858        0.98311        1.24109 
H         -7.18533       -0.64836        3.14469 
O         -3.95239       -1.78104       -3.03127 
C          0.46634        0.92944        4.49928 
H          1.05119       -1.86914       -1.77387 
O          0.68245        1.25187       -0.04535 
H          1.17504        0.58034       -3.03899 
O          1.59054       -1.20381        0.91053 
H          0.68848        1.87513       -0.77795 
C          0.80149        0.86999        3.01811 
H          1.58372       -3.34978       -2.61470 
C          1.79147       -2.27601       -2.47557 
H          1.80904        2.09388       -2.35449 
H          1.63051       -1.78465       -3.44595 
C          1.94625        1.35647       -3.15761 
H          1.77585        1.87055       -4.11806 
H          2.26759       -1.13380        2.93873 
Ru         2.56684        0.54429        0.42633 
H          2.69920       -2.51644        0.11657 
N          2.23960        0.90872        2.67109 
C          2.92162       -0.28578        3.20523 
C          3.22067       -2.10962       -1.96357 
H          3.14970       -3.95308       -0.87315 
H          2.92299       -0.73598       -4.64067 
C          3.38740       -2.89712       -0.65726 
C          3.37353        0.79744       -3.12893 
P          3.47221       -0.27104       -1.54417 
H          3.06077       -0.22542        4.29811 
C          3.64980        0.06049       -4.43884 
H          3.92137        2.13685        2.74600 
H          1.86747        3.41929        1.76505 
H          3.57127        0.79015       -5.26218 
C          2.90572        2.12915        3.17040 
H          4.10409       -3.77616       -2.97141 
C          3.37619        2.16288        0.15103 
C          4.22365       -2.68001       -2.97180 
H          4.28215        2.54675       -2.13157 
C          4.36805        1.95839       -3.05241 
H          4.06518       -2.33910       -3.99929 
H          4.16447        2.64113       -3.89428 
C          4.23212       -0.55244        2.52984 
N          4.26066       -0.29347        1.20812 
C          2.17837        3.41271        2.81830 
H          4.42733       -2.87195       -0.29351 
H          3.02487        2.05829        4.26926 
H          4.66297       -0.36397       -4.47338 
H          1.28096        3.55834        3.43643 
C          5.26488       -0.21591       -0.98745 
H          2.84597        4.27026        2.98512 
H          5.26986       -2.47853       -2.69355 
C          5.35194       -0.57317        0.46505 
C          5.33575       -1.10622        3.16925 
H          5.40872        1.61545       -3.16035 
H          5.29714       -1.30072        4.24147 
H          5.57622        0.83481       -1.10176 
H          5.94760       -0.82993       -1.59141 
C          6.47694       -1.14500        1.05423 
C          6.46875       -1.41095        2.41990 
H          7.34875       -1.37413        0.44085 
H          7.34436       -1.85234        2.89915 
H          0.63496       -1.05555        0.77572 
O          3.87246        3.21300        0.03062 
H         -0.62825        0.88816        4.60526 
H          0.80880        1.85473        4.98886 
H          0.87716        0.07545        5.06003 
H          0.39995       -0.04647        2.56943 
H          0.32600        1.69534        2.47519 
H         -0.66325        0.32172        0.76362 
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 Energy: -975781.7288466 
N         -0.71461        1.41145       -0.05552 
C         -1.93725        1.87355        0.26183 
C          0.19459        2.20723       -0.65239 
C         -2.28128        3.20266        0.05361 
C         -1.33114        4.06030       -0.49717 
C         -0.08773        3.55709       -0.86171 
C         -2.85043        0.84429        0.85528 
H         -3.27959        3.55437        0.31562 
H         -1.56883        5.11248       -0.66341 
H          0.66192        4.19707       -1.32817 
C          1.45721        1.55183       -1.11784 
N         -2.72411       -0.45534        0.16951 
H         -3.89160        1.21043        0.86121 
H         -2.55608        0.68653        1.90573 
H          1.24304        1.16737       -2.13027 
P          1.78985       -0.01998       -0.16505 
H          2.29722        2.25937       -1.16090 
Ru        -0.39928       -0.61383        0.08172 
C         -3.28283       -0.39340       -1.19918 
C          2.97324       -0.99546       -1.29362 
C         -3.38475       -1.48595        1.00200 
C          2.72182        0.58988        1.38220 
C          2.11769       -1.74151       -2.32039 
C          3.72410       -2.04167       -0.46792 
C          3.96342       -0.09780       -2.03899 
C          1.86381        1.68472        2.02822 
C          4.09031        1.19356        1.06301 
C          2.89349       -0.54913        2.39174 
C         -0.39429       -0.83617        1.89956 
O         -0.45848       -1.02652        3.05049 
H         -2.68999        0.34812       -1.75005 
C         -4.77475       -0.11819       -1.30549 
H         -3.03278       -1.34793       -1.67752 
H         -2.85003       -1.49718        1.96295 
C         -3.35227       -2.86901        0.38750 
H         -4.42405       -1.16918        1.22192 
O         -0.32253       -2.62904       -0.33069 
H          0.22403       -3.10148        0.30746 
O         -0.53805       -0.41410       -1.96323 
H         -0.51927       -1.34094       -2.23979 
H         -2.32197       -3.10175        0.06512 
H         -4.03521       -2.96053       -0.47067 
H         -3.67404       -3.60285        1.14184 
H         -5.05270       -0.10914       -2.37017 
H         -5.06413        0.86089       -0.89282 
H         -5.38839       -0.88876       -0.81452 
H          2.78956       -2.35108       -2.94866 
H          1.55854       -1.05021       -2.96420 
H          1.38471       -2.39095       -1.81685 
H          4.25560       -2.71733       -1.15807 
H          3.03302       -2.65720        0.12777 
H          4.47476       -1.60264        0.20341 
H          4.59861       -0.73497       -2.67721 
H          4.62793        0.47120       -1.37696 
H          3.44808        0.60838       -2.70613 
H          4.81061        0.44266        0.71220 
H          4.50493        1.63794        1.98338 
H          4.03158        1.99636        0.31245 
H          3.57490       -1.32971        2.03359 
H          1.93780       -1.01914        2.65161 
H          3.32255       -0.13633        3.32020 
H          2.33188        1.98025        2.98143 
H          0.84386        1.34147        2.24529 
H          1.79979        2.58622        1.40116 
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 Energy: -1951514.6685434 
H          0.84052       -2.25311       -2.78417 
C         -0.23016       -2.03744       -2.88605 
H         -0.57102       -2.40557       -3.86621 
H         -0.34157       -0.94451       -2.83707 
H         -1.64170        1.80046        2.89472 
O         -0.72294        0.62491       -1.06975 
H         -1.47959        3.47385        1.34965 
O         -1.68143       -1.00834        0.89192 
H         -0.59535        0.16002        1.52690 
C         -0.95291       -2.67994       -1.72274 
H         -2.72120        1.84010        4.31167 
H         -0.92044       -3.78459       -1.80117 
C         -2.64606        2.08586        3.23880 
H         -1.25654        2.94128       -0.32533 
H         -2.75935        3.17491        3.15115 
H         -0.44556       -2.38791       -0.79259 
C         -1.83479        3.61673        0.32271 
H         -1.62574        4.65797        0.02470 
H         -2.39869       -2.96096        0.34173 
Ru        -2.59566       -0.16092       -0.64776 
H         -2.65270       -0.58334        2.49333 
N         -2.36315       -2.24342       -1.59784 
C         -3.03659       -3.03916       -0.55326 
C         -3.74898        1.31946        2.50435 
H         -3.64812       -0.26873        3.94669 
H         -3.94625        4.28929        2.05223 
C         -3.60773       -0.16651        2.84936 
C         -3.33511        3.34700        0.15613 
P         -3.59593        1.52157        0.59701 
H         -3.14219       -4.09816       -0.84126 
C         -4.18056        4.31654        0.98119 
H         -2.63361       -1.64826       -3.57898 
H         -2.17894       -4.14639       -3.71682 
H         -3.98034        5.34225        0.62908 
C         -3.10242       -2.34818       -2.87765 
H         -5.10777        1.73192        4.11432 
C         -3.15199        0.56368       -2.27223 
C         -5.11937        1.78407        3.01304 
H         -3.02838        2.96955       -1.97683 
C         -3.67618        3.55969       -1.31979 
H         -5.36574        2.81755        2.73822 
H         -3.50398        4.62220       -1.55798 
C         -4.36796       -2.43769       -0.21014 
N         -4.38113       -1.09200       -0.21354 
C         -3.17526       -3.73298       -3.50339 
H         -4.42527       -0.77276        2.43354 
H         -4.11879       -1.96813       -2.69623 
H         -5.25952        4.13419        0.85440 
H         -3.72043       -4.45666       -2.87920 
C         -5.34568        1.09320        0.04616 
H         -3.71432       -3.66016       -4.45984 
H         -5.93331        1.12663        2.67327 
C         -5.49449       -0.39610        0.10003 
C         -5.50907       -3.15651        0.12748 
H         -4.72847        3.34280       -1.55912 
H         -5.48528       -4.24674        0.12427 
H         -5.39920        1.41082       -1.00804 
H         -6.14654        1.60481        0.59464 
C         -6.66267       -1.06745        0.45377 
C         -6.66638       -2.45986        0.46973 
H         -7.55649       -0.49909        0.71248 
H         -7.57298       -3.00206        0.74405 
O         -3.40404        0.96102       -3.33181 
C          0.89904       -3.73171        2.71449 
H          1.01359        1.04158       -2.29506 
O         -0.12798        0.98651        1.82267 
H          1.24131        3.20125       -0.85621 
O          1.51852       -1.13690       -0.49408 
H          0.82336        0.81278        1.65421 
C          1.17691       -2.34510        2.15621 
H          1.49211        1.02732       -4.01085 
C          1.75687        1.42185       -3.01446 
H          1.76771        3.00575        0.82090 
H          1.64899        2.51591       -3.06415 
C          1.97639        3.54475       -0.11382 
H          1.81802        4.62383        0.05364 
H          2.53022       -3.00441        0.15890 
Ru         2.76648       -0.04139        0.73767 
H          2.67561       -1.03155       -2.07911 
N          2.60090       -1.98701        1.95836 
C          3.23282       -2.92416        1.00403 
C          3.19079        1.00164       -2.68368 
H          2.99687       -0.79961       -3.83875 
H          2.98925        4.01912       -2.61904 
C          3.31565       -0.52190       -2.81920 
C          3.41729        3.30850       -0.58173 
P          3.54254        1.42138       -0.85356 
H          3.38858       -3.91959        1.45565 
C          3.70547        4.17978       -1.80325 
H          4.35562       -1.54072        2.98214 
H          2.38435       -0.23237        4.03344 
H          3.62357        5.23765       -1.50059 
C          3.37597       -1.98434        3.21683 
H          3.94360        1.20083       -4.67999 
C          3.49418        0.94625        2.09061 
C          4.16731        1.62428       -3.68610 
H          4.29331        3.15174        1.43832 
C          4.38621        3.74278        0.52040 
H          4.08475        2.71247       -3.77194 
H          4.16501        4.79133        0.78193 
C          4.53163       -2.40174        0.44983 
N          4.51001       -1.09843        0.14339 
C          2.72102       -1.22694        4.35416 
H          4.35911       -0.85558       -2.70433 
H          3.56550       -3.03025        3.53098 
H          4.72349        4.02930       -2.19144 
H          1.85839       -1.76843        4.76853 
C          5.37414        0.99133       -0.69100 
H          3.45166       -1.08927        5.16455 
H          5.21502        1.36975       -3.46452 
C          5.54851       -0.48094       -0.44195 
C          5.65844       -3.17208        0.18390 
H          5.43282        3.70979        0.17958 
H          5.67600       -4.23157        0.44358 
H          5.70147        1.52347        0.21738 
H          6.00622        1.33539       -1.52244 
C          6.69878       -1.20595       -0.75386 
C          6.75075       -2.56054       -0.43242 
H          7.54228       -0.71178       -1.23800 
H          7.64639       -3.14154       -0.66061 
H          0.78527       -0.56025       -0.78993 
O          3.92481        1.54918        3.00268 
H         -0.18949       -3.84641        2.83096 
H          1.35456       -3.90128        3.70334 
H          1.23928       -4.53427        2.04175 
H          0.71188       -2.20240        1.17126 
H          0.74400       -1.57738        2.80962 
H         -0.43434        0.98733       -0.21631 
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Figure 11.5-8 [B-Mono]D0 (Me Model) Structure and Coordinates 
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 Energy: -778002.1873236 
O         -0.55505       -2.76423       -0.44723 
O          0.12508       -0.53954       -2.02669 
C          2.33494       -2.33026       -0.93340 
H          2.32532        0.00079       -1.74955 
N          2.03471       -1.17743       -0.07897 
C          2.56292        0.06056       -0.67376 
C         -2.66050        0.70913       -1.96705 
C         -3.68291       -0.22283        0.57254 
P         -2.13697        0.26299       -0.27867 
H          3.65817        0.13929       -0.54726 
C          2.57390       -1.37539        1.26528 
C         -0.47743       -1.05726        1.74030 
C          1.86506        1.29245       -0.16828 
N          0.54935        1.13551        0.08192 
C         -1.69729        1.88636        0.55815 
C         -0.24327        2.19517        0.34859 
C          2.46033        2.54481       -0.08112 
H          3.52962        2.65191       -0.26713 
H         -1.87475        1.70669        1.63369 
H         -2.33600        2.73055        0.25599 
C          0.29836        3.47682        0.41385 
C          1.66531        3.64977        0.21585 
H         -0.35016        4.32785        0.62448 
H          2.10798        4.64516        0.28014 
O         -0.72992       -1.22961        2.86076 
H         -3.43464        1.49046       -1.96458 
H         -3.04101       -0.20175       -2.45134 
H         -1.76103        1.01476       -2.51817 
H         -3.45978       -0.44094        1.62671 
H         -4.05811       -1.14273        0.10074 
H         -4.45366        0.55989        0.50619 
H          1.84660       -3.21136       -0.49936 
H          3.42719       -2.48162       -1.02251 
H          1.87627       -2.14584       -1.91327 
H          2.34750       -0.50001        1.89028 
H          3.67065       -1.52383        1.23530 
H          2.10148       -2.25869        1.71336 
Ru        -0.17204       -0.78748       -0.08391 
H         -1.30296       -3.07172        0.07743 
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Figure 11.5-9 [B-Mono]D0 Structure and Coordinates 
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 Energy: -975165.8829902 
H         -3.59713       -3.37011        1.85732 
C         -3.30686       -2.75815        0.99015 
H         -4.05420       -2.93520        0.20058 
H         -2.30651       -3.08263        0.65924 
H          1.49110       -0.73473        2.72708 
O         -0.25026       -2.58975        0.68320 
H          4.33842       -1.68060        0.66041 
O         -0.48413       -0.19782        2.04727 
C         -3.23487       -1.31048        1.42488 
H          2.87147        0.05390        3.54960 
H         -4.22373       -0.93932        1.76129 
C          2.52841       -0.39289        2.60092 
H          2.86422       -2.66213        0.46270 
H          3.17429       -1.25419        2.38812 
H         -2.52682       -1.20764        2.26099 
C          3.65433       -2.11887       -0.07818 
H          4.22969       -2.85168       -0.66789 
H         -2.32081        0.92236        1.90782 
Ru        -0.39555       -0.61368        0.13394 
H          0.70178        1.55765        2.11987 
N         -2.70573       -0.40463        0.37971 
C         -2.75145        0.97496        0.89198 
C          2.59529        0.67933        1.50764 
H          2.14556        2.24447        2.90814 
H          4.76596        0.33218       -0.95365 
C          1.74084        1.87352        1.95171 
C          3.06317       -1.07233       -1.02616 
P          1.79654       -0.02448       -0.06751 
H         -3.78161        1.36308        0.96435 
C          4.17182       -0.23927       -1.67502 
H         -3.20025       -1.51011       -1.31426 
H         -5.43814       -1.02666       -0.23633 
H          4.85933       -0.91938       -2.20537 
C         -3.41984       -0.51442       -0.90804 
H          4.35612        1.64830        2.25763 
C         -0.57605       -1.06302       -1.67290 
C          4.03188        1.16478        1.32094 
H          1.56839       -2.50274       -1.74182 
C          2.32624       -1.81575       -2.14048 
H          4.73787        0.34781        1.11946 
H          3.06007       -2.41065       -2.70890 
C         -1.88057        1.90873        0.10674 
N         -0.69360        1.38892       -0.26425 
C         -4.92463       -0.29089       -0.87206 
H          1.77858        2.70973        1.23656 
H         -2.95208        0.20869       -1.59418 
H          3.77213        0.46010       -2.42482 
H         -5.19915        0.71495       -0.51997 
C          1.54856        1.47139       -1.17724 
H         -5.32498       -0.39766       -1.89143 
H          4.12562        1.91569        0.52060 
C          0.25002        2.15170       -0.85440 
C         -2.18830        3.23851       -0.15518 
H          1.83157       -1.13894       -2.85135 
H         -3.15904        3.63838        0.13975 
H          1.48976        1.05781       -2.19907 
H          2.38389        2.18731       -1.16170 
C         -0.00188        3.49525       -1.12311 
C         -1.23569        4.04003       -0.77988 
H          0.76850        4.10418       -1.59729 
H         -1.45156        5.08839       -0.99284 
O         -0.79262       -1.32801       -2.78212 
H          0.34645       -3.05966        0.08963 
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Figure 11.5-10 [B-Mono-Up]D0 Structure and Coordinates 
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 Energy: -975164.6396053 
N         -0.74074        1.42138       -0.09733 
C         -1.96289        1.88374        0.22032 
C          0.17622        2.21737       -0.68254 
C         -2.30204        3.21558        0.02029 
C         -1.34598        4.07348       -0.52001 
C         -0.10169        3.56952       -0.88257 
C         -2.88430        0.85097        0.80217 
H         -3.30015        3.56986        0.28000 
H         -1.57919        5.12778       -0.67888 
H          0.65212        4.21228       -1.33854 
C          1.44448        1.56307       -1.13985 
N         -2.70439       -0.46230        0.15473 
H         -3.93071        1.19911        0.74917 
H         -2.63964        0.72630        1.86984 
H          1.25253        1.19198       -2.16066 
P          1.78133       -0.01008       -0.18518 
H          2.28303        2.27367       -1.16965 
Ru        -0.39601       -0.59869        0.12102 
C         -3.20909       -0.43591       -1.23905 
C          2.85648       -1.04703       -1.35491 
C         -3.36843       -1.49999        0.97491 
C          2.78394        0.59230        1.31399 
C          1.90070       -1.73018       -2.33764 
C          3.55725       -2.14341       -0.55043 
C          3.87599       -0.21711       -2.13684 
C          1.99413        1.73965        1.95477 
C          4.16940        1.11761        0.93685 
C          2.92947       -0.53336        2.34160 
C         -0.40004       -0.68686        1.97617 
O         -0.47562       -0.77910        3.13527 
H         -2.68179        0.38306       -1.74960 
C         -4.71270       -0.28445       -1.40559 
H         -2.83982       -1.34707       -1.72405 
H         -2.87188       -1.48262        1.95655 
C         -3.26382       -2.88646        0.37557 
H         -4.42473       -1.21202        1.14790 
O         -0.18170       -2.64843       -0.04358 
H          0.14647       -3.01157        0.78796 
O         -0.54564       -0.56134       -1.85533 
H         -2.21126       -3.09138        0.10780 
H         -3.89803       -3.00367       -0.51592 
H         -3.60244       -3.62393        1.11892 
H         -4.94265       -0.24441       -2.48080 
H         -5.10743        0.64145       -0.95834 
H         -5.27286       -1.13184       -0.98342 
H          2.49969       -2.36903       -3.00935 
H          1.34662       -1.00652       -2.95296 
H          1.16093       -2.34476       -1.80028 
H          4.02159       -2.85217       -1.25567 
H          2.83394       -2.70824        0.05660 
H          4.35550       -1.75779        0.09962 
H          4.42435       -0.89100       -2.81628 
H          4.61745        0.28340       -1.50127 
H          3.38880        0.54168       -2.76701 
H          4.83845        0.31922        0.58911 
H          4.63419        1.56882        1.82951 
H          4.12758        1.89776        0.16160 
H          3.52590       -1.37251        1.96409 
H          1.95694       -0.92246        2.66522 
H          3.44126       -0.13502        3.23371 
H          2.49440        2.03236        2.89242 
H          0.96381        1.44847        2.19949 
H          1.95863        2.63050        1.31020 
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 Energy: -1951524.2043341 
H         -0.03271        1.60418        4.13717 
C          0.93903        1.19294        3.83039 
H          1.55757        1.10677        4.73735 
H          1.40931        1.90677        3.13456 
H          1.46667        1.59848       -2.33918 
O          1.96714        2.11966        1.02547 
H          3.26370        3.58976       -1.40532 
O          1.13721       -0.21512       -0.12088 
H          0.67013        2.31304       -0.01713 
C          0.70514       -0.13262        3.14136 
H          1.65072        1.13562       -4.04736 
H          0.23184       -0.85739        3.83074 
C          2.20339        1.42983       -3.13929 
H          3.78233        3.29263        0.25363 
H          2.69252        2.39138       -3.35541 
H          0.01209       -0.01986        2.29622 
C          4.15143        3.47739       -0.76538 
H          4.70769        4.42922       -0.78539 
H          0.74442       -1.81454        1.29101 
Ru         2.84345        0.41858        0.84464 
H          1.84130       -0.99793       -1.75221 
N          1.94541       -0.73808        2.59715 
C          1.60894       -2.01774        1.94199 
C          3.21917        0.33453       -2.80832 
H          1.88886       -1.17928       -3.54147 
H          4.74593        2.90046       -3.37196 
C          2.49751       -1.00907       -2.63714 
C          5.06992        2.35683       -1.26636 
P          4.03937        0.75614       -1.14019 
H          1.31415       -2.78482        2.67687 
C          5.56579        2.70422       -2.66978 
H          3.29420        0.02463        4.00180 
H          1.72024       -1.32990        5.41648 
H          6.15948        3.63055       -2.59746 
C          2.96490       -0.96123        3.65394 
H          3.65865       -0.29009       -4.80620 
C          4.23993        0.99765        1.88691 
C          4.20926        0.16512       -3.96646 
H          6.07936        1.98017        0.66517 
C          6.30687        2.25095       -0.37099 
H          4.63229        1.10637       -4.32961 
H          6.79448        3.23921       -0.34468 
C          2.74500       -2.50792        1.09336 
N          3.49427       -1.54532        0.52592 
C          2.53635       -1.79930        4.84880 
H          3.21037       -1.84541       -2.56623 
H          3.83516       -1.42327        3.16440 
H          6.22003        1.92761       -3.09094 
H          2.22104       -2.81646        4.57277 
C          5.23608       -0.66838       -0.89074 
H          3.39534       -1.89987        5.52898 
H          5.03647       -0.52011       -3.72437 
C          4.50474       -1.84421       -0.31228 
C          3.00870       -3.85068        0.84361 
H          7.04318        1.53799       -0.77358 
H          2.39588       -4.62062        1.31359 
H          5.96418       -0.30988       -0.14538 
H          5.79248       -0.94732       -1.79631 
C          4.80936       -3.17184       -0.60228 
C          4.05194       -4.18314       -0.01677 
H          5.62669       -3.40435       -1.28555 
H          4.27449       -5.22961       -0.23262 
O          5.05375        1.38425        2.62202 
C         -0.17527       -3.89764       -1.73467 
H         -1.24587        1.94143        1.62104 
O          0.05360        2.34163       -0.80701 
H         -2.09722        3.65271       -0.87619 
O         -1.42466       -0.63826        0.77242 
H         -0.74161        1.85095       -0.54158 
C         -0.72051       -2.48274       -1.60385 
H         -1.71046        2.83297        3.09142 
C         -2.00864        2.60120        2.05539 
H         -2.73850        2.72199       -2.23269 
H         -2.00637        3.54772        1.49496 
C         -2.98459        3.51026       -1.50902 
H         -3.16278        4.44821       -2.06195 
H         -1.89005       -2.72701        0.59986 
Ru        -2.72275       -0.16773       -0.79566 
H         -2.56150       -0.09991        2.23946 
N         -2.17984       -2.34650       -1.40602 
C         -2.59716       -3.05718       -0.18043 
C         -3.37671        1.92043        2.06136 
H         -2.87080        0.75163        3.79098 
H         -3.78661        4.67535        0.82229 
C         -3.25875        0.56585        2.77370 
C         -4.24013        3.16238       -0.70340 
P         -3.83908        1.54269        0.24875 
H         -2.55567       -4.15280       -0.31104 
C         -4.61001        4.36190        0.16717 
H         -4.00259       -2.53275       -2.38774 
H         -2.33659       -1.32908       -3.95335 
H         -4.83577        5.21175       -0.49896 
C         -2.96552       -2.86448       -2.54726 
H         -4.14001        2.67516        3.91761 
C         -3.52292        0.24424       -2.37986 
C         -4.38657        2.76361        2.84614 
H         -5.27115        2.04492       -2.30541 
C         -5.40753        2.92610       -1.66678 
H         -4.35929        3.82863        2.59535 
H         -5.48364        3.80019       -2.33498 
C         -3.96012       -2.64603        0.30186 
N         -4.22295       -1.33845        0.18289 
C         -2.48161       -2.41610       -3.91157 
H         -4.24057        0.07946        2.89004 
H         -2.97449       -3.97228       -2.50949 
H         -5.50385        4.17952        0.78007 
H         -1.54096       -2.90786       -4.19977 
C         -5.50898        0.68212        0.44494 
H         -3.23887       -2.67937       -4.66455 
H         -5.42152        2.40630        2.72913 
C         -5.34408       -0.79136        0.67597 
C         -4.86654       -3.49958        0.92281 
H         -6.36742        2.84197       -1.13418 
H         -4.65076       -4.56583        1.00540 
H         -6.00520        0.80826       -0.53016 
H         -6.16164        1.13571        1.20551 
C         -6.28211       -1.59085        1.33036 
C         -6.03973       -2.95704        1.44578 
H         -7.19098       -1.14560        1.73742 
H         -6.76658       -3.60086        1.94491 
H         -0.51848       -0.41630        0.47013 
O         -3.98373        0.48462       -3.43393 
H          0.91129       -3.83865       -1.90240 
H         -0.61188       -4.45486       -2.57866 
H         -0.32861       -4.49142       -0.82007 
H         -0.24340       -1.96131       -0.76500 
H         -0.46742       -1.89627       -2.49584 
H          0.80147        0.56698       -0.59067   
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 Energy: -975172.0784791 
H         -3.52147       -3.33180        1.91476 
C         -3.21273       -2.73924        1.04103 
H         -3.90599       -2.97992        0.22015 
H         -2.19116       -3.04829        0.76397 
H          1.93826       -0.69328        2.69178 
O         -0.16459       -2.37754        0.90223 
H          2.96531       -2.60730        0.75502 
O         -0.51143       -0.09534        2.16923 
C         -3.22818       -1.27357        1.41611 
H          3.26996        0.29760        3.34665 
H         -4.25213       -0.93762        1.66951 
C          2.88237       -0.19169        2.43768 
H          1.61419       -2.86521       -0.35016 
H          3.61834       -0.94831        2.12774 
H         -2.58714       -1.09775        2.29149 
C          2.68130       -2.59912       -0.30746 
H          3.27596       -3.37305       -0.82088 
H         -2.30473        0.98017        1.86228 
Ru        -0.40986       -0.62255        0.17304 
H          0.70035        1.43941        2.15670 
N         -2.67307       -0.38667        0.36774 
C         -2.74464        1.00794        0.85003 
C          2.64564        0.86733        1.36016 
H          2.10188        2.34881        2.81099 
H          4.81260       -0.98398        0.21233 
C          1.66058        1.91369        1.89823 
C          2.97237       -1.24134       -0.95698 
P          1.80265        0.00325       -0.10829 
H         -3.78248        1.37546        0.90262 
C          4.46192       -0.92727       -0.82616 
H         -3.12810       -1.53856       -1.31205 
H         -5.39232       -1.04930       -0.30824 
H          5.02152       -1.68584       -1.39840 
C         -3.35946       -0.53418       -0.93590 
H          4.21857        2.22703        1.87501 
C         -0.54036       -1.26267       -1.54368 
C          3.94788        1.59477        1.01331 
H          1.59523       -1.50593       -2.66402 
C          2.65159       -1.30784       -2.45228 
H          4.79263        0.92558        0.82327 
H          3.22919       -2.13934       -2.88826 
C         -1.88127        1.92541        0.03882 
N         -0.70686        1.38778       -0.33782 
C         -4.86498       -0.31800       -0.93794 
H          1.51175        2.74169        1.18775 
H         -2.87726        0.17266       -1.62817 
H          4.72653        0.05722       -1.23858 
H         -5.15359        0.69064       -0.60641 
C          1.50175        1.40498       -1.31722 
H         -5.23715       -0.44030       -1.96609 
H          3.83783        2.26939        0.14977 
C          0.23022        2.12364       -0.96564 
C         -2.18126        3.25278       -0.24505 
H          2.95743       -0.39133       -2.98035 
H         -3.14183        3.67075        0.05806 
H          1.36662        0.92202       -2.29851 
H          2.34420        2.10582       -1.40654 
C         -0.00850        3.46423       -1.25873 
C         -1.22962        4.03010       -0.90145 
H          0.75780        4.05357       -1.76333 
H         -1.43685        5.07689       -1.13027 
O         -0.71029       -1.72257       -2.59914 
H         -0.30740       -0.97807        2.52158   
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 Energy: -975173.7263503 
N         -0.73550        1.42125       -0.02208 
C         -1.96750        1.86456        0.28053 
C          0.17340        2.23170       -0.59528 
C         -2.32652        3.19045        0.08017 
C         -1.37539        4.06578       -0.44217 
C         -0.11894        3.58115       -0.79053 
C         -2.86501        0.81117        0.85662 
H         -3.33302        3.52853        0.32880 
H         -1.62190        5.11719       -0.59960 
H          0.63046        4.23614       -1.23640 
C          1.44263        1.58998       -1.06790 
N         -2.69846       -0.48240        0.16027 
H         -3.91549        1.14707        0.85267 
H         -2.57625        0.65027        1.90818 
H          1.23589        1.24028       -2.09463 
P          1.78869       -0.00874       -0.17117 
H          2.28334        2.29787       -1.08076 
Ru        -0.41448       -0.64096        0.07272 
C         -3.25948       -0.42483       -1.21093 
C          2.95262       -0.96472       -1.33095 
C         -3.33235       -1.54129        0.98082 
C          2.72034        0.54474        1.39552 
C          2.10182       -1.66971       -2.38906 
C          3.68224       -2.04466       -0.52984 
C          3.95300       -0.04857       -2.03970 
C          1.85805        1.61627        2.07491 
C          4.08721        1.16239        1.09591 
C          2.89745       -0.62801        2.36501 
C         -0.39102       -0.90857        1.88917 
O         -0.43996       -1.10599        3.03685 
H         -2.69139        0.34337       -1.75061 
C         -4.75996       -0.20438       -1.31443 
H         -2.97355       -1.36336       -1.70059 
H         -2.84433       -1.50672        1.96523 
C         -3.19827       -2.93071        0.39736 
H         -4.39647       -1.28329        1.14499 
O         -0.22382       -2.50500       -0.32104 
O         -0.53886       -0.35007       -1.97302 
H         -2.14096       -3.15136        0.17157 
H         -3.79382       -3.05995       -0.51852 
H         -3.56282       -3.66199        1.13397 
H         -5.03187       -0.17514       -2.38023 
H         -5.08940        0.75050       -0.87617 
H         -5.34650       -1.01228       -0.85134 
H          2.78023       -2.24866       -3.03846 
H          1.53741       -0.95722       -3.00423 
H          1.37671       -2.35037       -1.91752 
H          4.20178       -2.71174       -1.23693 
H          2.97485       -2.65965        0.04710 
H          4.44129       -1.63469        0.15033 
H          4.59219       -0.66907       -2.68980 
H          4.61277        0.49757       -1.35440 
H          3.44634        0.67926       -2.69033 
H          4.80829        0.42454        0.71985 
H          4.50075        1.57465        2.03148 
H          4.02741        1.99115        0.37408 
H          3.61500       -1.37036        1.99704 
H          1.95320       -1.14306        2.57572 
H          3.28477       -0.23823        3.32116 
H          2.32646        1.88437        3.03586 
H          0.83963        1.26333        2.28304 
H          1.78947        2.53610        1.47544 
H         -0.52085       -1.27160       -2.26913   
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 Energy: -974727.8788646 
H         -3.37170       -3.45409        1.93521 
C         -3.14617       -2.83166        1.05673 
H         -3.89627       -3.06852        0.28600 
H         -2.14678       -3.11364        0.68908 
H          1.43283       -0.73896        2.71410 
O          0.00504       -2.50545        0.26301 
H          4.24011       -1.78082        0.62515 
O         -0.44643       -0.21944        1.93866 
C         -3.15723       -1.37684        1.47382 
H          2.86230       -0.05299        3.56056 
H         -4.15576       -1.07734        1.84882 
C          2.49277       -0.45756        2.60301 
H          2.72915       -2.70038        0.34332 
H          3.09225       -1.34501        2.36268 
H         -2.41870       -1.21361        2.27597 
C          3.55747       -2.16404       -0.14512 
H          4.11907       -2.88988       -0.75579 
H         -2.27115        0.85962        1.90665 
Ru        -0.35462       -0.69712        0.13791 
H          0.71569        1.51588        2.12337 
N         -2.72905       -0.45400        0.40380 
C         -2.76769        0.92147        0.91974 
C          2.60744        0.64126        1.54098 
H          2.14954        2.16794        2.97809 
H          4.79589        0.24930       -0.92510 
C          1.76287        1.83665        1.99980 
C          3.02434       -1.06043       -1.06208 
P          1.82004        0.00258       -0.05920 
H         -3.79654        1.30265        1.03468 
C          4.16657       -0.24589       -1.67315 
H         -3.23597       -1.56796       -1.28232 
H         -5.44523       -1.22885       -0.10792 
H          4.81250       -0.92768       -2.25088 
C         -3.48927       -0.59015       -0.84988 
H          4.38508        1.54949        2.32069 
C         -0.62707       -0.88215       -1.78209 
C          4.05739        1.09118        1.37284 
H          1.45359       -2.38214       -1.79420 
C          2.24643       -1.73425       -2.19388 
H          4.74174        0.25774        1.16261 
H          2.95067       -2.35439       -2.77279 
C         -1.92243        1.87476        0.12878 
N         -0.71947        1.39723       -0.22866 
C         -5.00080       -0.44809       -0.74224 
H          1.83617        2.69550        1.31409 
H         -3.09450        0.16548       -1.54675 
H          3.79683        0.51719       -2.37522 
H         -5.30680        0.53018       -0.34161 
C          1.53853        1.52825       -1.10810 
H         -5.44435       -0.54324       -1.74477 
H          4.17855        1.85301        0.58630 
C          0.21961        2.17956       -0.78374 
C         -2.25559        3.20258       -0.12104 
H          1.80126       -1.01006       -2.89205 
H         -3.23994        3.57988        0.15842 
H          1.51330        1.16638       -2.15038 
H          2.36129        2.25550       -1.03714 
C         -0.04789        3.52524       -1.03064 
C         -1.30354        4.03277       -0.70786 
H          0.71958        4.16173       -1.47237 
H         -1.53725        5.08026       -0.90722 
O         -0.88592       -0.86035       -2.90796 
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Figure 11.5-15 [BC] D1/Do MECI Structure and Coordinates 
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  -5668.6564319599938      
 O    -0.34914799    -2.36258133    -2.38144151 
 O     0.11685657    -0.82199044    -2.03587137 
 C     2.45972115    -2.48770293    -0.59692125 
 H     2.47961778    -0.22805005    -1.63105341 
 N     2.10379531    -1.25231934     0.14255947 
 C     2.62880606    -0.06033524    -0.57055869 
 C    -2.95592546     0.75139328    -1.79018937 
 C    -3.85195267    -0.02730160     0.89974336 
 P    -2.30795928     0.27308186    -0.10621931 
 H     3.69309868     0.06167002    -0.37783977 
 C     2.62840602    -1.30970376     1.52619968 
 C    -0.41490170    -1.04519197     2.19364736 
 C     1.88732904     1.20543682    -0.20269598 
 N     0.57933910     1.07344928     0.06366621 
 C    -1.66417890     1.89964300     0.62849087 
 C    -0.20953457     2.14595474     0.30032474 
 C     2.47868580     2.46568668    -0.22235894 
 H     3.52977925     2.55859074    -0.42706967 
 H    -1.75784807     1.78995768     1.70762753 
 H    -2.26840551     2.74654963     0.32032961 
 C     0.34078846     3.42118238     0.26751214 
 C     1.70205995     3.57535527     0.01007743 
 H    -0.28345471     4.27631644     0.45043994 
 H     2.13906704     4.55889235    -0.00585560 
 O    -0.73061464    -1.74610669     3.13055667 
 H    -3.67933575     1.55973355    -1.72787910 
 H    -3.42495100    -0.11461877    -2.24627638 
 H    -2.12184913     1.04499984    -2.41770806 
 H    -3.57230091    -0.26896885     1.91967123 
 H    -4.38840515    -0.87507903     0.48484844 
 H    -4.50670963     0.83997556     0.89817174 
 H     2.07210958    -3.34198547    -0.05431959 
 H     3.54399273    -2.58737731    -0.68353774 
 H     2.00477094    -2.45857026    -1.57612531 
 H     2.34624449    -0.41525499     2.06620993 
 H     3.71628435    -1.40166085     1.51688219 
 H     2.20065294    -2.16034732     2.03867858 
Ru    -0.11705731    -0.88144683     0.05896810 
 H    -0.69487285    -2.18311611    -3.27277416   
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Figure 11.5-16 [BC] D2/D1 MECI Structure and Coordinates 
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  -5668.6347902092621      
 O    -0.43728033    -2.88986880    -1.22059513 
 O     0.01072006    -1.15926324    -2.16057615 
 C     2.54759821    -2.43747772    -0.70919219 
 H     2.44612775    -0.14249022    -1.70345216 
 N     2.12487170    -1.23114238     0.04303850 
 C     2.62047055    -0.00886298    -0.64061489 
 C    -2.87559717     0.87962919    -1.85668339 
 C    -3.87797477    -0.02746943     0.75622607 
 P    -2.29420613     0.29809104    -0.17808649 
 H     3.68994019     0.11231407    -0.47556600 
 C     2.63446526    -1.29572540     1.43245850 
 C    -0.42517600    -1.11796295     2.03526966 
 C     1.88531427     1.24155372    -0.20809201 
 N     0.57880933     1.09855615     0.05344743 
 C    -1.66441087     1.88021247     0.65687480 
 C    -0.21056753     2.15434403     0.34797870 
 C     2.47760799     2.50106027    -0.16125789 
 H     3.52818477     2.60713109    -0.36260372 
 H    -1.76355295     1.70866859     1.72754258 
 H    -2.27528270     2.73776658     0.39383644 
 C     0.33884029     3.42996022     0.38761050 
 C     1.70049336     3.59590110     0.13645007 
 H    -0.28294042     4.27462591     0.62127536 
 H     2.13843195     4.57847672     0.17568621 
 O    -0.76941542    -1.65784233     3.06345115 
 H    -3.61280414     1.67336524    -1.77222999 
 H    -3.30868937     0.04220119    -2.39389968 
 H    -2.02276168     1.22893868    -2.42838256 
 H    -3.63710698    -0.33324758     1.76890258 
 H    -4.41890407    -0.83703111     0.27598941 
 H    -4.51302617     0.85388025     0.78345248 
 H     2.17775313    -3.31465047    -0.19503086 
 H     3.63727585    -2.48753836    -0.76820659 
 H     2.11698942    -2.41043829    -1.69912923 
 H     2.31779191    -0.42179048     1.98604882 
 H     3.72491453    -1.35349895     1.43491293 
 H     2.22794279    -2.16974797     1.92250448 
Ru    -0.11712086    -0.90963409    -0.04038537 
 H    -1.23425376    -2.88666281    -1.78515039   
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 Energy: -1951476.7711256 
H         -0.89663        2.64296        3.71461 
C         -1.82051        2.11644        3.43322 
H         -2.52055        2.20160        4.27864 
H         -1.56165        1.05757        3.29041 
H         -0.28768       -1.17047       -1.92357 
O         -1.54793        1.14940       -0.36805 
H         -0.46505       -3.21252       -0.62748 
O         -0.38495        1.09269        0.48860 
H         -1.30571       -1.13414        2.37114 
C         -2.35690        2.72304        2.15547 
H         -0.42762       -1.22931       -3.69580 
H         -2.65393        3.77688        2.32440 
C         -0.84201       -1.63173       -2.75572 
H         -1.18192       -2.88659        0.96029 
H         -0.63509       -2.71240       -2.75244 
H         -1.57419        2.71034        1.38621 
C         -1.23079       -3.54977        0.08471 
H         -0.97429       -4.57457        0.40376 
H         -3.02154        2.81209       -0.24934 
Ru        -2.93506       -0.05255        0.62261 
H         -2.02696        0.77702       -2.20712 
N         -3.49882        1.98143        1.57545 
C         -3.93458        2.70522        0.36143 
C         -2.34021       -1.32858       -2.71150 
H         -2.10229        0.40060       -3.95847 
H         -1.91428       -4.32214       -2.46486 
C         -2.53641        0.17115       -2.96995 
C         -2.63204       -3.54713       -0.53522 
P         -3.01159       -1.72473       -0.96046 
H         -4.32824        3.70825        0.59832 
C         -2.68172       -4.52591       -1.70733 
H         -4.26739        1.16253        3.33244 
H         -4.46718        3.66488        3.69854 
H         -2.49882       -5.54360       -1.32226 
C         -4.62093        1.81899        2.52745 
H         -2.60217       -1.77874       -4.79210 
C         -3.82632       -1.03527        1.88254 
C         -3.06671       -2.07353       -3.83578 
H         -3.68005       -3.38462        1.39545 
C         -3.62992       -4.03671        0.51621 
H         -3.00493       -3.16488       -3.76707 
H         -3.30884       -5.03384        0.86118 
C         -4.92528        1.91027       -0.43937 
N         -4.60825        0.61301       -0.54372 
C         -5.20538        3.09470        3.11539 
H         -3.60002        0.44820       -3.01407 
H         -5.40405        1.25428        2.00043 
H         -3.66651       -4.53633       -2.19830 
H         -5.62643        3.76339        2.34944 
C         -4.87492       -1.67125       -1.24538 
H         -6.02607        2.82596        3.79731 
H         -4.12726       -1.78721       -3.89992 
C         -5.34574       -0.24586       -1.26668 
C         -6.04579        2.42206       -1.08448 
H         -4.64439       -4.15039        0.10438 
H         -6.29998        3.47896       -0.99280 
H         -5.30252       -2.14906       -0.34836 
H         -5.22703       -2.22986       -2.12386 
C         -6.47205        0.21034       -1.95158 
C         -6.82062        1.55588       -1.85653 
H         -7.06783       -0.48277       -2.54710 
H         -7.70165        1.92993       -2.38145 
O         -4.36685       -1.59430        2.76199 
C          2.25167       -4.29309        2.27755 
H          0.39583        1.33942       -1.78486 
O         -0.36653       -0.90591        2.48840 
H          0.73781        3.27401       -0.09012 
O          1.22609       -0.75221       -0.35429 
H         -0.31008       -0.13011        1.88696 
C          2.07281       -2.87484        1.75462 
H          0.50681        1.61081       -3.53587 
C          0.94319        1.88673       -2.56096 
H          1.64615        2.93677        1.37694 
H          0.75294        2.95908       -2.41240 
C          1.58882        3.61533        0.51389 
H          1.38245        4.63756        0.87464 
H          3.15971       -2.92964       -0.49344 
Ru         2.95689        0.02827        0.59441 
H          2.12087       -0.58001       -2.18738 
N          3.30918       -2.12648        1.41908 
C          3.95399       -2.77327        0.25460 
C          2.43551        1.55263       -2.57945 
H          2.13359       -0.10388       -3.91191 
H          2.01166        4.50714       -2.06629 
C          2.60575        0.06800       -2.92953 
C          2.90834        3.61726       -0.26354 
P          3.17228        1.81394       -0.83471 
H          4.37478       -3.75778        0.52349 
C          2.85567        4.65771       -1.38144 
H          5.09599       -1.45939        2.25320 
H          3.06137       -0.67203        3.66314 
H          2.72919        5.65276       -0.92212 
C          4.25634       -2.10181        2.55628 
H          2.66689        2.10290       -4.63927 
C          3.93524        0.88083        1.86610 
C          3.13950        2.35789       -3.67561 
H          4.19371        3.31580        1.50469 
C          4.03763        4.02757        0.68557 
H          3.05890        3.44287       -3.55122 
H          3.76725        4.99536        1.13992 
C          5.01008       -1.92268       -0.38787 
N          4.65226       -0.63829       -0.54253 
C          3.63809       -1.59024        3.84198 
H          3.66631       -0.21033       -3.02644 
H          4.66912       -3.11774        2.71260 
H          3.78625        4.68653       -1.96801 
H          2.96626       -2.32853        4.30224 
C          5.01901        1.67387       -1.14702 
H          4.43318       -1.35802        4.56463 
H          4.20379        2.09394       -3.76710 
C          5.47119        0.24205       -1.14904 
C          6.23062       -2.39505       -0.85291 
H          4.99148        4.17700        0.15630 
H          6.50582       -3.44076       -0.70779 
H          5.48192        2.15371       -0.26885 
H          5.37597        2.21375       -2.03570 
C          6.69276       -0.17940       -1.67161 
C          7.07707       -1.50981       -1.52099 
H          7.34110        0.53679       -2.17869 
H          8.03652       -1.85275       -1.91186 
H          0.79995       -1.32491        0.29707 
O          4.54114        1.39186        2.73121 
H          1.25379       -4.72684        2.44173 
H          2.78425       -4.33160        3.23914 
H          2.77813       -4.94998        1.56809 
H          1.48695       -2.91660        0.82732 
H          1.48877       -2.26647        2.45624 
H          0.21945        0.42705        0.02318   
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Figure 11.5-18 [C-Mono]D0 Structure and Coordinates 
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 Energy: -975022.8334593 
H         -3.38754       -3.53397        1.53840 
C         -3.08449       -2.85544        0.72800 
H         -3.69964       -3.09181       -0.15375 
H         -2.02893       -3.06009        0.48536 
H          1.99577       -1.06227        2.50906 
O         -0.60729       -0.32762        2.13706 
H          2.91476       -2.67415        0.32376 
O         -0.29406       -1.59179        2.77994 
C         -3.23558       -1.42286        1.19263 
H          3.29360       -0.11419        3.30022 
H         -4.29666       -1.18668        1.40319 
C          2.92046       -0.49241        2.33282 
H          1.67766       -2.81774       -0.93524 
H          3.68266       -1.17982        1.93491 
H         -2.65945       -1.27479        2.11627 
C          2.72113       -2.52891       -0.74944 
H          3.38511       -3.20716       -1.31153 
H         -2.40630        0.82036        1.83739 
Ru        -0.40306       -0.64584        0.07794 
H          0.71185        1.15314        2.25711 
N         -2.68196       -0.44490        0.23274 
C         -2.79962        0.91046        0.81070 
C          2.66361        0.68570        1.39125 
H          2.11002        1.99137        3.00737 
H          4.82850       -0.98794        0.00830 
C          1.67173        1.65167        2.05304 
C          2.98786       -1.08366       -1.18558 
P          1.78598       -0.00807       -0.15417 
H         -3.84706        1.25313        0.85767 
C          4.47434       -0.77937       -1.00993 
H         -3.05069       -1.46953       -1.54924 
H         -5.36112       -1.12644       -0.59265 
H          5.04465       -1.43274       -1.69173 
C         -3.32297       -0.50644       -1.09993 
H          4.21925        1.99983        2.06831 
C         -0.46669       -1.34241       -1.60788 
C          3.95614        1.46644        1.13930 
H          1.60134       -1.06715       -2.90517 
C          2.66553       -0.93612       -2.67536 
H          4.80978        0.83385        0.87683 
H          3.21495       -1.71607       -3.22845 
C         -1.93606        1.91036        0.09217 
N         -0.72433        1.44206       -0.24299 
C         -4.83357       -0.32937       -1.13733 
H          1.50488        2.55053        1.43893 
H         -2.83484        0.26308       -1.71691 
H          4.72459        0.26002       -1.26605 
H         -5.16291        0.63819       -0.72947 
C          1.49998        1.54859       -1.18068 
H         -5.16880       -0.37078       -2.18449 
H          3.83995        2.23299        0.35738 
C          0.20761        2.22244       -0.81205 
C         -2.28018        3.23402       -0.15629 
H          3.00074        0.03562       -3.06956 
H         -3.27064        3.60548        0.11039 
H          1.39644        1.18659       -2.21609 
H          2.33907        2.26030       -1.16633 
C         -0.06943        3.56719       -1.06201 
C         -1.32544        4.07116       -0.73425 
H          0.68993        4.20635       -1.51470 
H         -1.56279        5.11805       -0.93256 
O         -0.59256       -1.84912       -2.65857 
H          0.00586       -1.27580        3.64525 
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O         -0.04819       -2.01605       -2.47646 
O          0.05667       -0.67749       -1.94135 
C          2.39625       -2.47917       -0.55239 
H          2.24729       -0.24392       -1.65512 
N          2.00393       -1.24720        0.14012 
C          2.52464       -0.08266       -0.60105 
C         -2.77035        0.64955       -1.70216 
C         -3.70765       -0.11600        0.92180 
P         -2.17257        0.20656       -0.02668 
H          3.62423       -0.01324       -0.50776 
C          2.53779       -1.24181        1.50431 
C         -0.59321       -1.34333        1.86168 
C          1.86066        1.20556       -0.19696 
N          0.56759        1.08784        0.13363 
C         -1.63830        1.86266        0.69978 
C         -0.20747        2.16167        0.35840 
C          2.46680        2.45591       -0.26299 
H          3.52394        2.54289       -0.51795 
H         -1.71414        1.71764        1.79252 
H         -2.30447        2.69633        0.42805 
C          0.33418        3.44392        0.27597 
C          1.68706        3.58600       -0.02315 
H         -0.29557        4.31699        0.45222 
H          2.13311        4.58084       -0.07783 
O         -0.87447       -1.61922        2.96363 
H         -3.41804        1.53889       -1.69206 
H         -3.33170       -0.20422       -2.11033 
H         -1.88169        0.80270       -2.33215 
H         -3.43984       -0.33107        1.96620 
H         -4.19367       -1.00886        0.50298 
H         -4.40554        0.73438        0.87989 
H          2.04731       -3.33768        0.03619 
H          3.49709       -2.54163       -0.66122 
H          1.90799       -2.50833       -1.53414 
H          2.24730       -0.31163        2.01051 
H          3.64237       -1.32363        1.49550 
H          2.11572       -2.08513        2.06483 
Ru        -0.23290       -0.90538        0.11456 
H         -1.00870       -2.14837       -2.48718   
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 Energy: -1951458.7937574 
H         -1.35171       -0.17838       -4.75676 
C         -2.22120       -0.15365       -4.08357 
H         -3.12446       -0.09082       -4.70942 
H         -2.13874        0.75901       -3.47388 
H         -0.31864        1.26165        1.25622 
O         -1.25235       -0.74231       -0.30395 
H         -2.04379        3.71009        0.57254 
O         -0.24646       -0.24838       -1.03991 
H         -1.89038        2.23946       -1.47961 
C         -2.19157       -1.38740       -3.20833 
H          0.17655        1.42283        2.96913 
H         -2.24584       -2.30644       -3.82265 
C         -0.64075        1.60463        2.25074 
H         -3.45162        3.48734       -0.48476 
H         -0.79077        2.69402        2.21027 
H         -1.24235       -1.41623       -2.65706 
C         -3.13659        3.81978        0.51332 
H         -3.37821        4.89164        0.60732 
H         -2.03679       -2.65041       -1.06099 
Ru        -3.10641        0.23167       -0.59524 
H         -1.38113       -0.99773        1.65748 
N         -3.26666       -1.41876       -2.18875 
C         -3.09411       -2.63830       -1.37028 
C         -1.88698        0.85737        2.72225 
H         -0.74066       -0.85900        3.31285 
H         -2.51385        3.83009        3.15775 
C         -1.61501       -0.65250        2.67313 
C         -3.86404        3.04233        1.61597 
P         -3.27352        1.22443        1.46890 
H         -3.29959       -3.55335       -1.95024 
C         -3.58768        3.72103        2.95639 
H         -4.75083       -0.40596       -3.25483 
H         -4.29652       -2.41845       -4.70182 
H         -4.01674        4.73650        2.92227 
C         -4.62145       -1.39247       -2.79362 
H         -1.44604        0.71039        4.81549 
C         -4.52409        1.17809       -1.24801 
C         -2.20036        1.20480        4.18122 
H         -5.69123        2.59253        0.45922 
C         -5.37387        3.11646        1.36930 
H         -2.15025        2.27605        4.39759 
H         -5.65277        4.17603        1.24528 
C         -3.91805       -2.60747       -0.11301 
N         -4.00636       -1.40192        0.46698 
C         -4.93926       -2.47766       -3.81136 
H         -2.45667       -1.23429        3.08026 
H         -5.33710       -1.43361       -1.95907 
H         -4.05587        3.19517        3.79998 
H         -4.85941       -3.49433       -3.39810 
C         -4.69944        0.19101        2.14153 
H         -5.97838       -2.34659       -4.14847 
H         -3.18328        0.83004        4.50675 
C         -4.63802       -1.22213        1.63748 
C         -4.49428       -3.72568        0.47983 
H         -5.94680        2.72917        2.22569 
H         -4.42361       -4.70178       -0.00194 
H         -5.60672        0.65085        1.71878 
H         -4.79707        0.22148        3.23677 
C         -5.21829       -2.30917        2.29179 
C         -5.14552       -3.56846        1.70270 
H         -5.72485       -2.16529        3.24703 
H         -5.60045       -4.42954        2.19587 
O         -5.39774        1.77985       -1.74449 
C          1.95064        4.78665       -0.60173 
H          1.76965       -0.90476        2.80971 
O         -1.00918        2.26865       -1.89179 
H          0.60556       -2.82294        0.89836 
O          2.64867        1.23333        1.58109 
H         -0.64410        1.39575       -1.61062 
C          1.82668        3.27959       -0.43151 
H          2.44368       -1.76675        4.22068 
C          2.29765       -1.81390        3.12807 
H          0.76110       -2.18235       -0.73635 
H          1.65697       -2.68264        2.91340 
C          0.98977       -3.05220       -0.10672 
H          0.44042       -3.93308       -0.48354 
H          3.88465        2.90479        0.89071 
Ru         2.74747        0.27612       -0.27792 
H          4.03241        0.24109        2.49531 
N          2.97292        2.46949       -0.91561 
C          4.19078        2.85260       -0.16634 
C          3.65643       -1.90891        2.43326 
H          4.59850       -0.68745        3.92722 
H          2.27417       -4.56489        1.74316 
C          4.51053       -0.69577        2.82677 
C          2.48685       -3.37191       -0.08686 
P          3.34382       -1.78138        0.55157 
H          4.57184        3.83524       -0.49309 
C          2.71632       -4.63490        0.74062 
H          3.99257        1.91376       -2.64356 
H          1.46622        1.56247       -3.03246 
H          2.21942       -5.47525        0.22639 
C          3.22476        2.65136       -2.36265 
H          4.74656       -2.97798        3.93849 
C          2.63576       -0.38275       -1.96949 
C          4.40805       -3.15803        2.90438 
H          2.87974       -2.81597       -2.18788 
C          2.95820       -3.67481       -1.51198 
H          3.79705       -4.06582        2.91717 
H          2.31666       -4.47217       -1.92370 
C          5.28411        1.82581       -0.23900 
N          4.86005        0.55630       -0.19084 
C          1.99978        2.49775       -3.23958 
H          5.53286       -0.77220        2.42431 
H          3.67222        3.65176       -2.52665 
H          3.78033       -4.89358        0.83866 
H          1.28254        3.31870       -3.10775 
C          5.09793       -1.84569       -0.13458 
H          2.31440        2.48267       -4.29373 
H          5.31141       -3.35708        2.30723 
C          5.71662       -0.47646       -0.14568 
C          6.64396        2.12100       -0.26229 
H          3.99235       -4.05282       -1.53013 
H          6.98026        3.15737       -0.31289 
H          4.98049       -2.16770       -1.18174 
H          5.75382       -2.57682        0.36129 
C          7.09210       -0.24426       -0.14126 
C          7.55456        1.06756       -0.20547 
H          7.78759       -1.08325       -0.09528 
H          8.62751        1.26910       -0.21384 
H          1.77264        1.05510        1.93407 
O          2.50241       -0.76839       -3.06688 
H          1.03001        5.25530       -0.22166 
H          2.05318        5.09101       -1.65505 
H          2.79123        5.21755       -0.03585 
H          1.73106        3.00783        0.62859 
H          0.92661        2.92047       -0.94485 
H          1.08400        0.09696       -0.35469   
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 Energy: -1951474.5643316 
H          2.21039       -2.23355       -4.32302 
C          2.94020       -2.10065       -3.51092 
H          3.78217       -2.78102       -3.70912 
H          2.44399       -2.39608       -2.57405 
H          0.28729        0.69700        0.93450 
O          2.00197        0.89968       -1.11563 
H          0.78753       -1.87017        2.19783 
O          0.91009        0.32922       -1.54821 
H          1.65613       -2.28902       -0.30684 
C          3.35522       -0.64652       -3.46822 
H         -0.28740        1.93394        2.06713 
H          3.81547       -0.34125       -4.42738 
C          0.39308        1.07378        1.96078 
H          2.17595       -2.85811        1.70881 
H          0.04202        0.28934        2.64875 
H          2.46663       -0.01909       -3.31819 
C          1.70714       -2.35054        2.56204 
H          1.42251       -3.11900        3.30019 
H          3.62475        1.64595       -2.49829 
Ru         3.37129       -0.49295       -0.27560 
H          2.20172        2.33336        0.26632 
N          4.28549       -0.32083       -2.36027 
C          4.59308        1.12622       -2.42419 
C          1.82021        1.51701        2.27687 
H          1.50189        3.46668        1.44084 
H          1.06378       -0.50582        4.44736 
C          2.22635        2.64419        1.31726 
C          2.67215       -1.35764        3.21999 
P          2.96471        0.03118        1.93490 
H          5.18433        1.37831       -3.32006 
C          2.07975       -0.90767        4.55421 
H          5.27240       -2.15699       -2.21825 
H          5.77660       -1.42642       -4.57931 
H          2.01230       -1.78895        5.21372 
C          5.53971       -1.11357       -2.42389 
H          1.38104        3.07219        3.68524 
C          4.29326       -2.00741        0.16757 
C          1.90014        2.09943        3.69185 
H          4.54301       -2.36849        2.62207 
C          3.99571       -2.06566        3.52316 
H          1.41175        1.48031        4.44974 
H          3.77400       -2.98486        4.09033 
C          5.27474        1.61909       -1.17756 
N          4.80159        1.08031       -0.04426 
C          6.33553       -1.03327       -3.71762 
H          3.22071        3.05100        1.55899 
H          6.15890       -0.78525       -1.57600 
H          2.70644       -0.16287        5.06443 
H          6.66552       -0.01184       -3.95952 
C          4.66614        0.73279        2.33966 
H          7.24174       -1.64741       -3.60772 
H          2.93471        2.29472        4.01482 
C          5.24957        1.46071        1.16314 
C          6.26361        2.59505       -1.14450 
H          4.65466       -1.44802        4.15262 
H          6.64712        3.02308       -2.07160 
H          5.29860       -0.14991        2.52652 
H          4.69246        1.35254        3.24800 
C          6.22637        2.45204        1.26262 
C          6.73620        3.01873        0.09771 
H          6.58475        2.76847        2.24304 
H          7.50662        3.78970        0.15685 
O          4.86915       -3.00676        0.36731 
C         -1.97725       -4.45666        1.52802 
H         -2.50178        2.18185        2.19599 
O          0.83057       -2.38124       -0.81491 
H         -1.09111        3.08609       -0.24809 
O         -3.05347       -0.36368        1.91451 
H          0.67780       -1.44550       -1.07669 
C         -1.93640       -3.02562        1.01222 
H         -3.38713        3.54642        2.92734 
C         -3.08033        3.08788        1.97190 
H         -0.98099        1.82862       -1.48757 
H         -2.42915        3.80557        1.45027 
C         -1.33266        2.85094       -1.29582 
H         -0.75920        3.54442       -1.93434 
H         -4.12042       -2.21994        1.93269 
Ru        -2.98649       -0.33811       -0.18846 
H         -4.60200        0.80015        2.14753 
N         -3.08682       -2.59868        0.17864 
C         -4.34181       -2.68580        0.95879 
C         -4.32227        2.72502        1.15835 
H         -5.40323        2.20156        2.93768 
H         -2.90294        4.90516       -0.44755 
C         -5.16594        1.73059        1.96779 
C         -2.82692        3.02834       -1.58679 
P         -3.73776        1.81492       -0.42011 
H         -4.65609       -3.73378        1.10358 
C         -3.19232        4.50319       -1.42759 
H         -3.99955       -2.90770       -1.66592 
H         -1.44430       -2.68958       -2.03879 
H         -2.63751        5.07712       -2.18907 
C         -3.24244       -3.41453       -1.04746 
H         -5.65686        4.23734        1.88606 
C         -2.67460       -0.47959       -1.97443 
C         -5.18718        3.96793        0.92513 
H         -2.91367        1.59427       -3.26355 
C         -3.10729        2.65000       -3.04385 
H         -4.62460        4.84203        0.58295 
H         -2.43663        3.24323       -3.68784 
C         -5.45941       -1.89036        0.34516 
N         -5.07880       -0.71700       -0.17809 
C         -1.97227       -3.62881       -1.84239 
H         -6.12566        1.51303        1.47416 
H         -3.67063       -4.39812       -0.76872 
H         -4.26295        4.69503       -1.58765 
H         -1.26561       -4.29481       -1.32963 
C         -5.38276        1.41933       -1.25573 
H         -2.23230       -4.08566       -2.80909 
H         -6.00725        3.78417        0.21399 
C         -5.96411        0.15525       -0.68740 
C         -6.80155       -2.25763        0.36299 
H         -4.13958        2.89557       -3.33875 
H         -7.10272       -3.21866        0.78172 
H         -5.12461        1.22841       -2.30996 
H         -6.11529        2.23989       -1.23913 
C         -7.32551       -0.14837       -0.68226 
C         -7.74163       -1.36824       -0.15465 
H         -8.04567        0.56188       -1.09029 
H         -8.80221       -1.62728       -0.14874 
H         -2.21835        0.01458        2.20818 
O         -2.40941       -0.60536       -3.10682 
H         -1.06114       -4.64518        2.10887 
H         -2.00388       -5.20251        0.71828 
H         -2.83017       -4.64733        2.19805 
H         -1.92254       -2.30895        1.84537 
H         -1.02934       -2.85403        0.41687 
H         -1.41111       -0.09993       -0.07392   
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 Energy: -1022871.1899955 
H         -3.38494       -3.31180        1.82737 
C         -2.95512       -2.79277        0.95830 
H         -3.38208       -3.24852        0.05218 
H         -1.86643       -2.95916        0.96163 
H          1.90861       -0.67840        2.70800 
O         -0.53456       -0.35358        2.07755 
H          3.01942       -2.52358        0.85085 
O         -0.35394       -1.52334        2.63574 
C         -3.25043       -1.31281        1.06133 
H          3.09522        0.44848        3.41532 
H         -4.34039       -1.12453        1.05618 
C          2.80965       -0.08705        2.49421 
H          1.90555       -2.89679       -0.47328 
H          3.63051       -0.77775        2.24948 
H         -2.86486       -0.91811        2.00937 
C          2.92191       -2.54757       -0.24458 
H          3.64858       -3.27877       -0.63668 
H         -2.66408        1.08616        1.35598 
Ru        -0.31837       -0.68828       -0.00504 
H          0.53186        1.44950        2.04182 
N         -2.60517       -0.51691       -0.00635 
C         -2.83355        0.92076        0.27621 
C          2.56533        0.92876        1.37589 
H          1.84035        2.41943        2.74501 
H          4.91382       -0.82138        0.45058 
C          1.49019        1.92964        1.82129 
C          3.19596       -1.17605       -0.87243 
P          1.87279       -0.00911       -0.13540 
H         -3.88007        1.20620        0.07627 
C          4.65112       -0.78951       -0.61501 
H         -2.77125       -1.86864       -1.59665 
H         -5.17070       -1.52766       -0.94783 
H          5.29862       -1.51901       -1.13009 
C         -3.12403       -0.85838       -1.35592 
H          4.01544        2.38917        1.98578 
C         -0.23183       -1.57996       -1.59320 
C          3.83591        1.74231        1.11081 
H          1.97571       -1.47843       -2.68860 
C          3.00900       -1.26566       -2.38964 
H          4.73044        1.12740        0.97445 
H          3.63245       -2.09289       -2.76752 
C         -1.89906        1.81367       -0.48819 
N         -0.64961        1.34073       -0.61557 
C         -4.63079       -0.78598       -1.55459 
H          1.33192        2.72272        1.07485 
H         -2.61559       -0.18268       -2.05967 
H          4.89859        0.20539       -1.01207 
H         -5.05049        0.20694       -1.33435 
C          1.64357        1.37017       -1.39287 
H         -4.85289       -1.00424       -2.60984 
H          3.73636        2.40888        0.24034 
C          0.31283        2.05126       -1.22985 
C         -2.24178        3.06770       -0.98206 
H          3.34686       -0.34867       -2.89655 
H         -3.26161        3.43938       -0.87459 
H          1.62986        0.85885       -2.36903 
H          2.46623        2.10001       -1.42016 
C          0.03643        3.32619       -1.72152 
C         -1.25326        3.83625       -1.59409 
H          0.82291        3.90564       -2.20703 
H         -1.49003        4.82932       -1.98022 
O         -0.24541       -2.20583       -2.58353 
O         -2.15763        1.34600        3.37545 
H         -1.45833        0.73127        3.05377 
H         -2.60547        0.82846        4.05496   
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 Energy: -1022862.3366652 
H         -3.52909        3.63066        0.68680 
C         -3.14014        2.67577        1.07009 
H         -3.70774        2.43297        1.98093 
H         -2.08658        2.82131        1.34241 
H          1.65759        1.62389       -1.72549 
O         -0.13249        4.15116       -1.87917 
H          4.21485        1.15428        0.97408 
O          1.02322        4.35975       -1.65856 
C         -3.28448        1.62227       -0.00542 
H          3.21108        1.41790       -2.58285 
H         -4.35763        1.46172       -0.23123 
C          2.68412        1.24653       -1.62884 
H          2.71787        1.87703        1.62409 
H          3.19133        1.83450       -0.85194 
H         -2.80464        1.95432       -0.93683 
C          3.45799        1.07669        1.76795 
H          3.96970        1.26101        2.72781 
H         -2.73602       -0.06024       -1.72577 
Ru        -0.40746        0.28477        0.36618 
H          0.82599       -0.57996       -2.46733 
N         -2.65529        0.31948        0.31333 
C         -2.97713       -0.60257       -0.79572 
C          2.66375       -0.25294       -1.32393 
H          2.33072       -0.71345       -3.40479 
H          4.61259       -1.38066        1.15940 
C          1.86314       -0.94464       -2.43282 
C          2.80169       -0.30485        1.80611 
P          1.67304       -0.50435        0.28526 
H         -4.05055       -0.86240       -0.81937 
C          3.87043       -1.38738        1.96654 
H         -2.68589        0.42603        2.39482 
H         -5.14655        0.53499        1.74855 
H          4.41231       -1.21646        2.91251 
C         -3.09606       -0.23282        1.61775 
H          4.51800       -0.71960       -2.31985 
C          0.12668        1.97410        0.77974 
C          4.08269       -0.81368       -1.31025 
H          1.06471        0.39181        2.93114 
C          1.86034       -0.36233        3.01447 
H          4.74237       -0.26860       -0.62064 
H          2.44092       -0.18706        3.93633 
C         -2.13124       -1.83752       -0.76503 
N         -0.88543       -1.64945       -0.28699 
C         -4.59579       -0.41517        1.81058 
H          1.85621       -2.04051       -2.32728 
H         -2.57927       -1.19605        1.74069 
H          3.43684       -2.39724        2.02516 
H         -5.03675       -1.11348        1.08360 
C          1.35159       -2.35785        0.29786 
H         -4.77557       -0.83435        2.81187 
H          4.10942       -1.88199       -1.04381 
C          0.00997       -2.66200       -0.29230 
C         -2.53968       -3.06661       -1.26824 
H          1.37180       -1.34516        3.11201 
H         -3.55523       -3.19103       -1.64581 
H          1.33080       -2.64239        1.36285 
H          2.14391       -2.95574       -0.17788 
C         -0.33534       -3.90828       -0.80978 
C         -1.62275       -4.11441       -1.29836 
H          0.40247       -4.71134       -0.81812 
H         -1.91004       -5.08799       -1.69942 
O          0.53054        3.04880        1.03179 
O         -1.02013        1.17283       -2.57593 
H         -0.84821        2.12314       -2.60775 
H         -0.64192        0.93092       -1.67189   
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 Energy: -928588.5901943 
N         -0.79133        1.42415        0.01683 
C         -2.02380        1.84124        0.37017 
C          0.13107        2.30928       -0.42940 
C         -2.40585        3.17104        0.25270 
C         -1.46998        4.09574       -0.20833 
C         -0.18941        3.66159       -0.54037 
C         -2.87907        0.77587        0.98864 
H         -3.41494        3.47721        0.53136 
H         -1.73711        5.14924       -0.30717 
H          0.56365        4.36371       -0.89999 
C          1.46351        1.74417       -0.81210 
N         -2.65212       -0.55453        0.39254 
H         -3.94471        1.06478        0.96488 
H         -2.59052        0.70030        2.04990 
H          1.44545        1.53749       -1.89569 
P          1.70832        0.05142       -0.03024 
H          2.27274        2.46679       -0.62445 
Ru        -0.40599       -0.62089        0.15361 
C         -3.27363       -0.64358       -0.95219 
C          2.97845       -0.74783       -1.20012 
C         -3.18949       -1.56064        1.33979 
C          2.53410        0.45347        1.64701 
C          2.19457       -1.27404       -2.40610 
C          3.63932       -1.93931       -0.50368 
C          4.04527        0.22764       -1.70266 
C          1.63138        1.49050        2.32374 
C          3.95281        1.01018        1.57578 
C          2.49280       -0.81727        2.50075 
H         -2.80880        0.13549       -1.57050 
C         -4.79102       -0.53396       -1.01525 
H         -2.93530       -1.59110       -1.39047 
H         -2.55934       -1.48842        2.23915 
C         -3.18632       -2.98500        0.83054 
H         -4.21908       -1.27293        1.63398 
C          0.03994       -2.38933        0.14073 
H         -2.18198       -3.29149        0.51148 
H         -3.88327       -3.13688       -0.00645 
H         -3.50338       -3.65153        1.64617 
H         -5.10318       -0.62787       -2.06600 
H         -5.16787        0.43500       -0.65414 
H         -5.29928       -1.32900       -0.44968 
H          2.90715       -1.71394       -3.12478 
H          1.62743       -0.48790       -2.92492 
H          1.47710       -2.04963       -2.10743 
H          4.23655       -2.49727       -1.24443 
H          2.89196       -2.63300       -0.09153 
H          4.32107       -1.63378        0.30265 
H          4.74182       -0.31648       -2.36279 
H          4.63926        0.67500       -0.89613 
H          3.60801        1.04018       -2.30181 
H          4.67507        0.27479        1.19572 
H          4.28265        1.29668        2.58941 
H          4.01533        1.91267        0.94747 
H          3.13835       -1.61377        2.10810 
H          1.46338       -1.20515        2.54493 
H          2.83194       -0.58265        3.52443 
H          1.98486        1.65715        3.35522 
H          0.59120        1.13131        2.36546 
H          1.64500        2.46423        1.80977 
O          0.39658       -3.50621        0.09718 
O         -0.69010        0.21173       -2.97203 
H         -0.95813        1.08513       -2.66151 





















 Energy:  -94269.2503844 
O          0.00000        0.00000        0.59806 
O          0.00000        0.00000       -0.59806   
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 Energy: -928594.2432451 
N         -0.74635        1.30730       -0.32033 
C         -1.93878        1.84197       -0.01643 
C          0.18868        2.01274       -0.97776 
C         -2.25389        3.14457       -0.39308 
C         -1.29825        3.89510       -1.07340 
C         -0.06176        3.32937       -1.36675 
C         -2.84304        0.97446        0.81471 
H         -3.23108        3.56209       -0.14724 
H         -1.51749        4.92094       -1.37588 
H          0.70480        3.89705       -1.89553 
C          1.48478        1.30907       -1.27073 
N         -2.84341       -0.42575        0.38117 
H         -3.85953        1.40663        0.85274 
H         -2.41290        0.96630        1.83054 
H          1.39796        0.81902       -2.25631 
P          1.79947       -0.10207       -0.06444 
H          2.31636        2.02663       -1.33554 
Ru        -0.32175       -0.78130        0.27359 
C         -3.46183       -0.59919       -0.94190 
C          3.10916       -1.14527       -0.97707 
C         -3.42210       -1.26670        1.43622 
C          2.61156        0.77486        1.42559 
C          2.39457       -2.02743       -2.00009 
C          3.80009       -2.06975        0.02702 
C          4.14004       -0.29775       -1.72864 
C          1.69299        1.93832        1.81948 
C          4.00605        1.33256        1.14447 
C          2.66301       -0.19905        2.60550 
H          0.01026       -2.25575        0.83530 
H         -2.91836        0.06098       -1.63552 
C         -4.95759       -0.32754       -1.02895 
H         -3.24790       -1.62263       -1.27730 
H         -2.81556       -1.05375        2.32917 
C         -3.36080       -2.74585        1.11743 
H         -4.46441       -0.95652        1.65455 
C         -0.50126       -1.51406       -1.38531 
O         -0.57986       -0.11284        2.25077 
H         -0.37245       -0.84709        2.84019 
H         -2.32717       -3.02846        0.86111 
H         -4.02163       -3.03305        0.28531 
H         -3.67211       -3.32484        1.99945 
H         -5.29191       -0.47074       -2.06746 
H         -5.21847        0.70230       -0.74089 
H         -5.54132       -1.01426       -0.39748 
H          3.15437       -2.60299       -2.55465 
H          1.81938       -1.44712       -2.73550 
H          1.71136       -2.73530       -1.51456 
H          4.41226       -2.80230       -0.52475 
H          3.06264       -2.62841        0.62341 
H          4.46906       -1.53042        0.71081 
H          4.86572       -0.97439       -2.21023 
H          4.70470        0.38269       -1.08198 
H          3.67478        0.29404       -2.53093 
H          4.75838        0.54920        0.98004 
H          4.32884        1.91247        2.02544 
H          4.02144        2.01981        0.28437 
H          3.31205       -1.06440        2.42213 
H          1.64926       -0.54891        2.83581 
H          3.05547        0.33493        3.48741 
H          2.10633        2.40374        2.73046 
H          0.68234        1.56615        2.04803 
H          1.65255        2.72159        1.04725 
O         -0.74696       -2.01597       -2.41088   
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 Energy: -928594.7107585 
N         -0.76012        1.35702        0.06074 
C         -1.98808        1.76019        0.41130 
C          0.14561        2.21168       -0.43933 
C         -2.35911        3.09652        0.32530 
C         -1.41501        4.01483       -0.13317 
C         -0.15550        3.57248       -0.52449 
C         -2.86432        0.65143        0.91583 
H         -3.36391        3.41035        0.61035 
H         -1.66922        5.07414       -0.20352 
H          0.58703        4.27030       -0.91343 
C          1.42575        1.61295       -0.94035 
N         -2.71088       -0.57889        0.10904 
H         -3.91695        0.97807        0.97223 
H         -2.54157        0.40295        1.94000 
H          1.24037        1.35471       -1.99701 
P          1.76437       -0.06514       -0.17220 
H          2.26264        2.32326       -0.88030 
Ru        -0.40278       -0.73311        0.00089 
C         -3.28097       -0.39488       -1.24605 
C          2.98529       -0.86039       -1.40368 
C         -3.35596       -1.69012        0.84091 
C          2.68585        0.37918        1.43916 
C          2.16082       -1.50296       -2.52121 
C          3.76716       -1.97521       -0.70760 
C          3.94668        0.14899       -2.03561 
C          1.78330        1.34786        2.21325 
C          4.02979        1.07014        1.20419 
C          2.90333       -0.86685        2.30296 
H         -0.17741       -2.28874       -0.35044 
H         -2.67991        0.38194       -1.73612 
C         -4.77086       -0.09912       -1.32183 
H         -3.04599       -1.30790       -1.80675 
H         -2.86129       -1.74689        1.82075 
C         -3.24236       -3.02668        0.14065 
H         -4.41803       -1.44218        1.03317 
C         -0.36341       -1.29063        1.73384 
O         -0.55241       -0.24421       -2.02943 
H         -0.51954       -1.07146       -2.52109 
H         -2.19154       -3.21571       -0.12667 
H         -3.85742       -3.08026       -0.76983 
H         -3.58479       -3.82187        0.81910 
H         -5.05260       -0.00593       -2.38153 
H         -5.04794        0.84874       -0.83522 
H         -5.39256       -0.89811       -0.88922 
H          2.85351       -1.96637       -3.24406 
H          1.53388       -0.76769       -3.04204 
H          1.49724       -2.27858       -2.11355 
H          4.30778       -2.55843       -1.47151 
H          3.09396       -2.66558       -0.17658 
H          4.51440       -1.59451        0.00201 
H          4.62443       -0.38964       -2.71936 
H          4.57013        0.67690       -1.30360 
H          3.41141        0.89676       -2.63846 
H          4.77741        0.39768        0.76244 
H          4.42961        1.40719        2.17539 
H          3.94093        1.96074        0.56358 
H          3.62536       -1.56423        1.86222 
H          1.96971       -1.41019        2.48923 
H          3.30471       -0.55087        3.28072 
H          2.24443        1.55016        3.19394 
H          0.78337        0.92786        2.38544 
H          1.66994        2.31323        1.69793 
O         -0.39707       -1.72073        2.82230   
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 Energy: -928595.0842646 
N         -0.80008        1.42201       -0.04137 
C         -2.01529        1.84205        0.33314 
C          0.08710        2.25307       -0.61139 
C         -2.40612        3.16389        0.15747 
C         -1.49281        4.05289       -0.40659 
C         -0.23606        3.59815       -0.79275 
C         -2.83614        0.77931        0.99500 
H         -3.40192        3.48854        0.46079 
H         -1.76456        5.10007       -0.55239 
H          0.48999        4.27366       -1.24616 
C          1.38015        1.63724       -1.04565 
N         -2.67460       -0.52971        0.33005 
H         -3.89593        1.07920        1.06179 
H         -2.45228        0.65674        2.02086 
H          1.20532        1.24514       -2.06318 
P          1.72843        0.07619       -0.07604 
H          2.20011        2.36921       -1.06618 
Ru        -0.40440       -0.63417        0.12216 
C         -3.31677       -0.52889       -1.00610 
C          2.98840       -0.83483       -1.17047 
C         -3.23884       -1.55482        1.23772 
C          2.56798        0.66948        1.52673 
C          2.19557       -1.57220       -2.25448 
C          3.75077       -1.87787       -0.35107 
C          3.96721        0.12336       -1.85464 
C          1.66301        1.74844        2.13123 
C          3.95882        1.26826        1.32423 
C          2.62271       -0.50133        2.51198 
H         -0.38438       -0.55794        1.74376 
H         -2.72303        0.14852       -1.63637 
C         -4.80382       -0.21466       -1.04423 
H         -3.12800       -1.52055       -1.43586 
H         -2.59533       -1.54706        2.12912 
C         -3.29428       -2.95019        0.65467 
H         -4.25429       -1.24594        1.55620 
C          0.02966       -2.39316        0.33554 
O         -0.62223       -0.36430       -2.01252 
H         -0.67378       -1.23608       -2.41991 
H         -2.32106       -3.24701        0.24091 
H         -4.05502       -3.04876       -0.13346 
H         -3.55292       -3.66121        1.45301 
H         -5.15707       -0.32368       -2.08074 
H         -5.03248        0.81782       -0.73872 
H         -5.40541       -0.89516       -0.42114 
H          2.90435       -1.96849       -3.00088 
H          1.45853       -0.92112       -2.74563 
H          1.64034       -2.41699       -1.82452 
H          4.33695       -2.50636       -1.04223 
H          3.06523       -2.54178        0.19634 
H          4.45549       -1.43199        0.36428 
H          4.69269       -0.46925       -2.43693 
H          4.53709        0.74184       -1.15000 
H          3.45345        0.78874       -2.56369 
H          4.69663        0.52824        0.98659 
H          4.31802        1.67091        2.28640 
H          3.95127        2.10330        0.60632 
H          3.31040       -1.29420        2.19136 
H          1.62198       -0.93940        2.63946 
H          2.97139       -0.13229        3.49119 
H          2.06319        2.03045        3.11924 
H          0.63872        1.37295        2.26559 
H          1.63082        2.66104        1.51687 
O          0.36196       -3.49890        0.50636   
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 Energy: -928597.8425390 
N         -0.80456        1.44495       -0.18829 
C         -2.03468        1.86436        0.14891 
C          0.12233        2.30384       -0.64514 
C         -2.39587        3.20229        0.02647 
C         -1.44432        4.11133       -0.42708 
C         -0.17108        3.66150       -0.76372 
C         -2.90916        0.80031        0.72946 
H         -3.40264        3.52229        0.29686 
H         -1.69505        5.16956       -0.52185 
H          0.59223        4.35144       -1.12469 
C          1.43744        1.70691       -1.03843 
N         -2.68203       -0.50943        0.08359 
H         -3.97137        1.09596        0.70925 
H         -2.57049        0.66141        1.77189 
H          1.38751        1.45664       -2.11168 
P          1.72097        0.06699       -0.17905 
H          2.26188        2.42278       -0.90504 
Ru        -0.41200       -0.61319        0.08095 
C         -3.20203       -0.52723       -1.30271 
C          2.89886       -0.81317       -1.38767 
C         -3.30408       -1.53096        0.95651 
C          2.63956        0.54327        1.41642 
C          2.06909       -1.36145       -2.55174 
C          3.56812       -1.99337       -0.67902 
C          3.96741        0.12012       -1.96582 
C          1.76616        1.61361        2.08406 
C          4.05425        1.08518        1.22953 
C          2.65974       -0.68229        2.33407 
H         -0.43417       -0.78203       -1.52042 
H         -2.66778        0.26567       -1.84531 
C         -4.70588       -0.35856       -1.46514 
H         -2.86686       -1.46983       -1.75382 
H         -2.72796       -1.47327        1.89224 
C         -3.29003       -2.93590        0.39539 
H         -4.34571       -1.23050        1.18415 
C          0.02049       -2.37940        0.20529 
O         -0.76410       -0.17688        2.17309 
H         -0.41080       -0.88374        2.72358 
H         -2.27615       -3.24304        0.10712 
H         -3.94853       -3.05374       -0.47837 
H         -3.64559       -3.63190        1.16954 
H         -4.95447       -0.40248       -2.53621 
H         -5.06907        0.60960       -1.08879 
H         -5.27648       -1.15404       -0.96304 
H          2.75551       -1.82586       -3.27975 
H          1.50507       -0.57340       -3.07289 
H          1.34279       -2.11174       -2.21769 
H          4.12018       -2.59036       -1.42402 
H          2.83098       -2.65636       -0.20339 
H          4.29185       -1.66865        0.08138 
H          4.61776       -0.46331       -2.63891 
H          4.60846        0.57207       -1.20033 
H          3.52795        0.92880       -2.56855 
H          4.75887        0.32382        0.86597 
H          4.42910        1.43550        2.20622 
H          4.08739        1.94673        0.54444 
H          3.28052       -1.50000        1.94507 
H          1.63860       -1.05754        2.48408 
H          3.06654       -0.38893        3.31631 
H          2.20182        1.84961        3.07021 
H          0.73977        1.22947        2.23546 
H          1.74397        2.55309        1.50940 
O          0.35357       -3.49676        0.25197   
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 Energy: -928584.1363893 
N          0.71566        1.37102        0.24967 
C          1.88601        1.90688       -0.14944 
C         -0.22203        2.13284        0.85849 
C          2.19685        3.23563        0.11033 
C          1.25695        4.02958        0.76442 
C          0.03258        3.47557        1.12784 
C          2.73322        0.98067       -0.96914 
H          3.15802        3.64155       -0.20754 
H          1.47320        5.07710        0.98044 
H         -0.73060        4.07916        1.62065 
C         -1.51831        1.44743        1.18218 
N          2.66800       -0.41382       -0.49369 
H          3.77113        1.35162       -1.03319 
H          2.30857        0.97872       -1.98663 
H         -1.44297        0.99243        2.18545 
P         -1.75656       -0.02385        0.03128 
H         -2.35119        2.16642        1.20696 
Ru         0.41346       -0.61138       -0.14255 
C          3.42690       -0.55444        0.77262 
C         -3.03865       -1.11267        0.91840 
C          3.17947       -1.30585       -1.55970 
C         -2.54199        0.74825       -1.53001 
C         -2.28511       -1.92416        1.97289 
C         -3.61065       -2.11050       -0.09137 
C         -4.15196       -0.32493        1.61073 
C         -1.68563        1.95376       -1.93209 
C         -3.97745        1.23127       -1.32770 
C         -2.47899       -0.26757       -2.67357 
H          0.32804       -0.24845       -1.77202 
H          2.99417        0.17132        1.47773 
C          4.93463       -0.36535        0.69258 
H          3.19723       -1.54836        1.17591 
H          2.49649       -1.16511       -2.41000 
C          3.19508       -2.76566       -1.16012 
H          4.18443       -0.96125       -1.87714 
C          0.60946       -1.12466        1.67406 
O          0.15196       -2.61505       -0.66095 
H         -0.04077       -2.60617       -1.60553 
H          2.18267       -3.05345       -0.82169 
H          3.93873       -2.98216       -0.37773 
H          3.46261       -3.37173       -2.03913 
H          5.35640       -0.47464        1.70297 
H          5.22566        0.63128        0.32769 
H          5.41672       -1.11829        0.05220 
H         -3.00470       -2.58654        2.48267 
H         -1.82336       -1.29010        2.74351 
H         -1.50496       -2.54116        1.50536 
H         -4.20342       -2.86484        0.45241 
H         -2.79842       -2.63566       -0.61747 
H         -4.27589       -1.63992       -0.82798 
H         -4.82587       -1.03594        2.11799 
H         -4.76170        0.26958        0.92036 
H         -3.75465        0.34758        2.38635 
H         -4.68328        0.40641       -1.16265 
H         -4.30489        1.76218       -2.23745 
H         -4.06683        1.93952       -0.48927 
H         -3.11348       -1.14547       -2.49985 
H         -1.44317       -0.60744       -2.81777 
H         -2.82265        0.21757       -3.60270 
H         -2.05123        2.33470       -2.90001 
H         -0.63235        1.66355       -2.05282 
H         -1.75400        2.77998       -1.20884 
O          0.81361       -1.39650        2.78236   
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 Energy: -928583.3465243 
N         -0.76649        1.41843       -0.07154 
C         -2.01036        1.85279        0.21670 
C          0.14794        2.26376       -0.59987 
C         -2.37124        3.18384        0.05372 
C         -1.41729        4.08485       -0.41404 
C         -0.15168        3.61575       -0.75320 
C         -2.92299        0.78241        0.73207 
H         -3.38574        3.50509        0.29284 
H         -1.66577        5.14026       -0.53683 
H          0.60447        4.28902       -1.15894 
C          1.43193        1.64925       -1.06883 
N         -2.68842       -0.50404        0.04480 
H         -3.97678        1.10586        0.66433 
H         -2.69735        0.61853        1.79906 
H          1.29444        1.38772       -2.13247 
P          1.73612       -0.00383       -0.23635 
H          2.26951        2.35979       -1.00852 
Ru        -0.40632       -0.58507        0.12753 
C         -3.13183       -0.43630       -1.37016 
C          2.76388       -0.97221       -1.51000 
C         -3.38459       -1.57380        0.79678 
C          2.81626        0.48715        1.25846 
C          1.79173       -1.54530       -2.54607 
C          3.42342       -2.15521       -0.79768 
C          3.81352       -0.12407       -2.23086 
C          2.06226        1.60908        1.98221 
C          4.20708        1.00144        0.88987 
C          2.94913       -0.70018        2.21525 
H         -0.38263       -0.54300       -1.52205 
H         -2.58034        0.39612       -1.82922 
C         -4.62669       -0.27589       -1.60563 
H         -2.75557       -1.34493       -1.85563 
H         -2.93436       -1.58370        1.80041 
C         -3.24221       -2.94035        0.16087 
H         -4.45015       -1.29713        0.92821 
C         -0.42880       -0.79162        2.01232 
O         -0.17639       -2.63743       -0.18445 
H          0.11822       -3.04741        0.63704 
H         -2.17636       -3.12248       -0.07293 
H         -3.84319       -3.03847       -0.75619 
H         -3.59904       -3.70383        0.86859 
H         -4.80781       -0.21749       -2.68943 
H         -5.03495        0.64510       -1.16155 
H         -5.20838       -1.12709       -1.22230 
H          2.37599       -2.14707       -3.26386 
H          1.27463       -0.75585       -3.11162 
H          1.03384       -2.17538       -2.05570 
H          3.86573       -2.82409       -1.55452 
H          2.67531       -2.73449       -0.23591 
H          4.23239       -1.84668       -0.12066 
H          4.32954       -0.75890       -2.97077 
H          4.57883        0.28829       -1.56235 
H          3.35837        0.70854       -2.78858 
H          4.85268        0.20776        0.48993 
H          4.69648        1.39306        1.79777 
H          4.17387        1.82343        0.15832 
H          3.52252       -1.52815        1.78067 
H          1.96980       -1.08747        2.52084 
H          3.47731       -0.36929        3.12537 
H          2.57082        1.82424        2.93635 
H          1.02509        1.32521        2.20880 
H          2.04757        2.54327        1.40092 
O         -0.46674       -0.98768        3.15824   
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 Energy: -1903622.5751306 
Ru         1.95096       -0.14653       -0.32407 
O          2.00832       -1.80029        0.92464 
C          1.90893        1.05768       -1.69607 
P          2.88599        1.33842        1.10148 
N          4.01311       -0.55768       -0.70975 
C          4.53060        1.60252        0.25451 
H          4.32826        2.35352       -0.52810 
H          5.31172        2.01152        0.91161 
C          4.98001        0.33183       -0.38985 
C          6.32650        0.06494       -0.62494 
H          7.07516        0.80881       -0.35061 
C          6.69055       -1.14695       -1.19781 
H          7.73907       -1.37674       -1.39527 
C          5.69184       -2.06110       -1.51010 
H          5.92828       -3.02776       -1.95594 
C          4.36117       -1.74588       -1.24971 
C          3.26539       -2.73818       -1.48420 
H          3.67502       -3.59036       -2.06069 
H          2.93674       -3.07047       -0.48254 
N          2.09801       -2.14698       -2.11742 
C          2.29339        3.13737        1.30343 
C          3.40572        4.10595        1.71752 
H          4.20219        4.16830        0.96148 
H          3.86246        3.86481        2.68306 
H          2.96774        5.11464        1.80329 
C          1.15082        3.17641        2.31683 
H          0.65697        4.16110        2.27409 
H          1.50238        3.02964        3.34710 
H          0.39099        2.41354        2.10485 
C          1.76662        3.60005       -0.05230 
H          0.94948        2.96248       -0.40187 
H          2.54516        3.60685       -0.82886 
H          1.38789        4.63073        0.04669 
C          3.33584        0.61429        2.80336 
C          4.04527        1.59470        3.73568 
H          3.39887        2.41977        4.06399 
H          4.95979        2.01770        3.29136 
H          4.35144        1.04365        4.64064 
C          4.26228       -0.58364        2.56289 
H          4.46589       -1.05356        3.54002 
H          5.23322       -0.28524        2.13842 
H          3.76716       -1.32593        1.92045 
C          2.04916        0.09926        3.45054 
H          2.30463       -0.40806        4.39646 
H          1.57687       -0.62955        2.77817 
H          1.33840        0.90239        3.68369 
C          1.22294       -1.15312       -4.23495 
H          0.48557       -1.92516       -4.49965 
H          1.56895       -0.68709       -5.16917 
H          0.71440       -0.38531       -3.63880 
C          0.93641       -3.02622       -2.00061 
H          0.06527       -2.47795       -2.38049 
H          0.77323       -3.16167       -0.92130 
C          1.03165       -4.37637       -2.69966 
H          1.18407       -4.27465       -3.78584 
H          0.09062       -4.92698       -2.55004 
H          1.84534       -5.00091       -2.29982 
C          2.40794       -1.72102       -3.48232 
H          2.85344       -2.56024       -4.05949 
H          3.19240       -0.95073       -3.40528 
O          0.00019       -0.44384        0.00209 
Ru        -1.95090       -0.14533        0.32507 
C         -1.91025        1.06339        1.69316 
O         -2.00709       -1.80286       -0.91908 
P         -2.88584        1.33489       -1.10582 
N         -2.09803       -2.13971        2.12450 
N         -4.01323       -0.55597        0.71084 
C         -3.26497       -2.73362        1.49287 
H         -3.67443       -3.58398        2.07214 
H         -2.93570       -3.06923        0.49252 
C         -4.36107       -1.74256        1.25452 
C         -5.69174       -2.05747        1.51527 
H         -5.92807       -3.02278        1.96405 
C         -6.69065       -1.14469        1.19955 
H         -7.73918       -1.37425        1.39730 
C         -6.32681        0.06549        0.62298 
H         -7.07561        0.80824        0.34600 
C         -4.98029        0.33212        0.38760 
C         -4.53105        1.60091       -0.26057 
H         -4.32960        2.35456        0.51970 
H         -5.31194        2.00738       -0.91950 
C         -3.33465        0.60529       -2.80560 
C         -4.04399        1.58254       -3.74129 
H         -4.34943        1.02859       -4.64473 
H         -3.39782        2.40691       -4.07178 
H         -4.95896        2.00646       -3.29877 
C         -2.04740        0.08872       -3.45040 
H         -2.30204       -0.42133       -4.39509 
H         -1.57557       -0.63808       -2.77552 
H         -1.33660        0.89131       -3.68528 
C         -4.26076       -0.59225       -2.56192 
H         -5.23202       -0.29293       -2.13882 
H         -3.76567       -1.33238       -1.91697 
H         -4.46372       -1.06522       -3.53771 
C         -2.29407        3.13359       -1.31317 
C         -3.40688        4.10043       -1.73009 
H         -4.20333        4.16471       -0.97420 
H         -3.86357        3.85624       -2.69489 
H         -2.96935        5.10906       -1.81888 
C         -1.76753        3.60044        0.04124 
H         -1.38914        4.63095       -0.06073 
H         -0.95022        2.96414        0.39276 
H         -2.54614        3.60926        0.81771 
C         -1.15158        3.17055       -2.32673 
H         -0.65856        4.15578       -2.28685 
H         -1.50303        3.02053       -3.35658 
H         -0.39106        2.40896       -2.11267 
C         -2.40857       -1.70893        3.48776 
H         -2.85399       -2.54619        4.06781 
H         -3.19324       -0.93918        3.40766 
C         -1.22390       -1.13797        4.23864 
H         -0.48672       -1.90899        4.50682 
H         -1.57028       -0.66807        5.17077 
H         -0.71499       -0.37267        3.63954 
C         -0.93601       -3.01891        2.01126 
H         -0.06533       -2.46892        2.38968 
H         -0.77228       -3.15794        0.93250 
C         -1.03102       -4.36670        2.71486 
H         -1.18397       -4.26145        3.80063 
H         -0.08966       -4.91737        2.56751 
H         -1.84422       -4.99297        2.31671 
O         -1.96297        1.73897        2.64636 
O          1.96054        1.73006       -2.65157 
H          1.03960       -1.82295        1.01395 
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Other supplementary materials for this manuscript include the following: 
 
 Datasets and code for analysis found at: https://github.com/jschneidewind/LBC     
 Source code for web interface can be found at: https://github.com/hrishioa/lbc 







1. Evaluation using Synthetic Data 
For all synthetic data experiments, data in the range x = [-2, 4] was used with a variable number of 
linearly spaced datapoints. Gaussian noise centered at zero with a variable standard deviation ! was 
added to all datapoints. As a signal, a simulated first-order chemical reaction was used, described by 
!(!) = 1 − !!!!!" (c0 = 1, k = 4) and set to start at x = 0. With k = 4, the feature has essentially ended by x 
= 2 (99.97% of maximum value). Feature magnitude (resulting in the equal signal offset Os) is 1. The 
feature was not varied in the synthetic data experiments, as its nature does not affect the baseline 
correction (since the feature datapoints are not considered during baseline fitting). As a baseline, a 
polynomial function of variable order with variable parameters was used. The pre-feature interval was 
defined to be x = [-2, 0) and the post-feature interval was x = [2, 4]. Baseline fitting function g*(x) was set 










SI Figure 1. Exemplary synthetic data used for evaluation with second-order polynomial baseline, random baseline 
parameters (parameter range restricted to [-0.5, 0.5]) and different ! values for the Gaussian noise (total number of 
datapoints: 100 each).  
1.1 Recovery of Os and Baseline Parameters 
SI Figure 2 shows the effect of baseline polynomial order, !  of Gaussian noise, total number of 
datapoints, selected baseline intervals and choice of polynomial for g*(x) on the recovery of Os and 
baseline parameters using LBC. In all cases, the correct solution for c would be 1 (since Os = 1). Root-
mean square deviation of baseline parameters is defined as:  
!"#$ =
(!!,! −!!!! !!,!)!
!           (!" 1) 
 
Where a1,j are the parameters of the actual baseline polynomial and a2,j are the parameters of g*(x) 












SI Figure 2. Effect of baseline polynomial order (A), ! of Gaussian noise (B), total number of datapoints (C), selected 
baseline intervals (D) and choice of polynomial order for g*(x) (E) on the accuracy and precision of recovered Os 
(parameter c, left) and root-mean squared deviation (RMSD) of the recovered baseline function parameters (right) 
using LBC. F shows the effect of different feature start points on RMSD of the recovered baseline function 
parameters using pre-feature fitting. Boxplots show the results of 100 runs with randomly varying noise and random 
baseline parameters (range: [-0.5, 0.5]) for each configuration. Median is shown as orange line, boxes extend from 
lower to upper quartile values and whiskers show 5th and 95th percentile, respectively.  
For A, ! is set to 0.02 and the total number of datapoints is 100.  
For B, polynomial order is set to 2 and the total number of datapoints is 100.  
For C, polynomial order is set to 2 and ! is set to 0.02.  
For D, polynomial order is set to 2, total number of datapoints is 100 and ! is set to 0.02. For a given selected feature 
interval, the considered baseline intervals for LBC correspond to [-2, feature interval start] and [feature interval end, 
4]. For example, in case of the selected feature interval [-1 3], the considered baseline intervals are [-2, -1] and [3, 4].  
For E, ! is set to 0.02 and the total number of datapoints is 100. For a given pair of numbers on the x-axis, the first 
number indicates the order of the actual baseline polynomial (oB) and the second number indicates the order of the 
polynomial used for g*(x) during LBC (oLBC).  
For F, polynomial order is set to 2, total number of datapoints is 100 and ! is set to 0.02. The pre-feature baseline 
interval used for pre-feature fitting in this case is [-2, feature start point].  
 
 
Calculations with all configurations were performed 100 times with randomly varying Gaussian noise and 
random baseline parameters (range: [-0.5, 0.5]) to obtain distributions of c and RMSD. As it can be seen, 
c reliably approaches the correct signal offset Os of 1 in all configurations. Uncertainty, however, 
increases with increasing polynomial order, increasing ! of the Gaussian noise, decreasing total number 
of datapoints and smaller baseline intervals, as expected. The same trends are also reflected for root-
mean square deviations of baseline parameters but overall, low RMSD values are obtained. Using a 
higher order polynomial for g*(x) in LBC as compared to the actual baseline polynomial, c is still obtained 
with reasonable precision (SI Figure 2E, left). Using a lower order polynomial for g*(x), however, leads to 
a considerable loss in precision, as g*(x) does not have sufficient degrees of freedom to model the actual 





considered pre-feature interval is shortened, showing a much higher sensitivity to this change compared 
to LBC (SI Figure 2D right).   
 
1.2 Comparison of LBC, Pre-Feature and Combined Fitting for Feature Analysis 
To assess the effect of the baseline correction method on feature analysis, the same form of synthetic 
data as described above was used with the following parameters: ! of Gaussian noise: 0.02; total number 
of datapoints: 1000; baseline polynomial: ! ! =  −0.007!! + 0.05! + 0.4. Pre-feature baseline fitting was 
performed using pre-feature datapoints and a polynomial of order 2 for g*(x), with subtraction of g*(x) 
yielding the pre-feature fitting corrected signal. LBC was performed using pre- and post-feature 
datapoints and also a polynomial of order 2 for g*(x) (subtraction of g*(x) yields LBC corrected signal). 
Thus obtained signals were analyzed by fitting integrated rate law (2) (see manuscript, k being the only 
parameter to be optimized as [A0] is set to 1) to the interval t = [0, 4] (here variable t instead of x is used 
as rate law (2) is a function of time). For comparison, rate law (2) has also been fitted as two-parameter 
function, optimizing both [A0] and k (see SI Figure 3C and D). 
Robustness of the respective baseline correction method for signal analysis was assessed by using the 
above described synthetic data parameters but changing ! and the total number of datapoints. Following 
these alterations, pre-feature fitting and LBC were applied as described, followed by determination of k. A 
failed fitting (referring to unsuccessful feature analysis) is defined to be an instance where fitting rate law 
(2) to the baseline corrected signal yields a value for k which is smaller than 1. The choice of this 
threshold is based on the empirical observation of this failure mode (likely due to the fact that the initial 
guess for k is 1). Furthermore, a value of less than 1 for k can be considered unacceptably inaccurate 
and since the distribution of k is symmetrical (see Figure 2, manuscript), this threshold is also a proxy for 
k values significantly exceeding 4.  
 
As can be seen in SI Figure 3A, pre-feature fitting is not robust to increasing levels of noise (with total 
number of datapoints fixed to be 1000), as the percentage of failed fittings rises rapidly as ! exceeds 0.1. 
LBC, on the other hand, is more robust due to the inclusion of more datapoints over a wider range, only 
showing few instances of failed fittings at ! = 0.5. As the total number of datapoints is reduced (with ! set 
to 0.2), pre-feature fitting shows a constantly increasing, high percentage of failed fittings. For LBC at this 
comparatively high noise level, failed fittings only arise below 100 datapoints (see SI Figure 3B). This 
increased robustness in the low datapoint number regime can again be explained due to the 
consideration of more baseline datapoints over a wider range for LBC.  
Furthermore, SI Figure 3C and D show the distribution of k and [A0] values when equation (2) is fitted as 
two-parameter function (using either pre-feature fitting, LBC, combined fitting or fitting of equation (2) to 
data containing no baseline, control). SI Table 1 details the mean and standard deviation values for the 




















SI Figure 3. Bar plots showing failed feature fittings for different values of ! (A) and different total number of 
datapoints (B). Failed feature fittings for signals obtained using LBC are shown in blue, while failed feature fittings for 
signals obtained using pre-feature fitting baseline correction are shown in orange. Results are based on 200 runs with 
randomly varying Gaussian noise for each configuration. A Total number of datapoints: 1000; B ! of Gaussian noise: 
0.2.  
C Histogram of k obtained via fitting of integrated rate law (2) to signals obtained using different baseline correction 
methods as a two-parameter function (optimizing [A0] and k). Pre-feature fitting is shown in red, LBC in green and the 
control (fitting of (2) to signal containing noise but no baseline) in blue. Furthermore, combined fitting of baseline and 
feature by fitting the sum of a second-order polynomial and integrated rate law (2) is shown in orange. Analyses were 
performed 2000 times with randomly varying Gaussian noise in measurement. 





SI Table 1. Mean and standard deviation (in brackets) for optimized parameters shown in manuscript Figure 2B 
(column 1), SI Figure 3C (column 2) and SI Figure 3D (column 3). 
 
 k (one parameter fitting) k (two parameter fitting) [A0] (two parameter fitting) 
Pre-Feature Fitting 4.0 ± 0.133 4.0 ± 0.439 1.0 ± 0.0472 
LBC 4.0 ± 0.049 4.0 ± 0.039 1.0 ± 0.0048 
Combined Fitting 4.0 ± 0.030 4.0 ± 0.032 1.0 ± 0.0036 
Control 4.0 ± 0.025 4.0 ± 0.027 1.0 ± 0.0009 
 
 
From SI Table 1 (column 1) it can be seen that when equation (2) is fitted as a one-parameter function, 
the mean value of k correctly approaches 4 for all methods. The standard deviation, however, is 
significantly higher for pre-feature fitting compared to LBC and combined fitting. LBC and combined fitting 
approach the standard deviation of the control, with combined fitting performing better than LBC. 
When equation (2) is fitted as a two-parameter function, the standard deviation for k strongly increases 
when pre-feature fitting is used. For combined fitting and the control, there is only a slight increase in the 
standard deviation. Surprisingly, for LBC the standard deviation is lower when equation (2) is fitted as a 





2. Reaction Kinetics 
2.1 Experimental Details 
The reaction was performed under argon using standard Schlenk technique. A reactor equipped with a 
fiber-optic oxygen sensor (PyroScience, robust probe, normal) mounted in the gas phase was used, the 
sensor being connected to a FireStingO2 optical oxygen meter (PyroScience). Total internal volume of 
the reaction setup was 105 ml. At room temperature, 1 ml of an aqueous, degassed 0.52 M KI solution 
was placed in the reactor and stirred. Into a dropping funnel attached to the reactor, 830 µl of 9.8 mM 
aqueous, degassed H2O2 solution was placed. Afterwards, the system was completely sealed. The 
oxygen measurement was started, and after a defined amount of time, the valve of the dropping funnel 
was opened to add the H2O2 solution to the KI solution. After addition, the gas-phase oxygen content was 
measured for another 16.5h. 
2.2 Analysis Details 
For the first 500 s of the measurement, there was a small increase in oxygen content following a 
noticeably different trend compared to the subsequent baseline (see SI Figure 4B), likely the result of a 
more rapid equilibration after the system was sealed. Therefore, datapoints of the first 500 s were 
considered outliers and not used in the analysis. t = 500 s was therefore set to t = 0 s. The sampling 
frequency was one measurement every 10 s up to t = 3000 s, where after it was reduced to one 
measurement every 200 s. Furthermore, for LBC and post-feature correction (vide infra) all post-feature 
datapoints were used, although for visualization purposes, graphs are only shown up to t = 20,000 s. 
H2O2 was added at t = 1500 s. Therefore, the pre-feature interval was set to t = [0 s, 1500 s), while the 
post-feature interval was defined to be t = [4000 s, 62000 s].  
SI Figure 4A shows the unreasonable baseline estimate g*(t) obtained when performing pre-feature fitting 
using a second-order polynomial for g*(t). In Figure 4B, the entire dataset, including the discarded outlier 
datapoints at the beginning of the measurement and all post-feature datapoints, is shown including the 
LBC fit. 
Due to the comparatively long post-feature phase of the measurement, post-feature fitting was also 
evaluated as a baseline correction method. For post-feature fitting, a second-order polynomial was fitted 
to the post-feature interval and then subtracted from the measurement (see SI Figure 4C and 4D). 
Subtraction of the post-feature baseline estimate g*(t) causes the post-feature phase to be zero (instead 
of the pre-feature phase). Therefore, the average of the first ten pre-feature datapoints was subtracted 
from the post-feature fitting corrected signal, obtaining the signal shown in SI Figure 4D. As can be seen 
in SI Figure 4D, post-feature fitting can capture the non-linear nature of the baseline and therefore yields 
a stationary post-feature phase. The pre-feature phase is also corrected reasonably well, although it 
shows a slight, monotonical increase. Furthermore, the applied correction using the average of some 












SI Figure 4. Details regarding the reaction kinetics analysis.  
A Unreasonable baseline estimate obtained for pre-feature fitting with a second-order polynomial for g*(t), displaying 
g*(t) baseline behavior contrary to the observed post-feature baseline.  
B Entire dataset for KI catalyzed H2O2 disproportionation, including discarded outlier datapoints at the beginning of 
the measurement and full post-feature phase, along with LBC fit using fourth-order polynomial for g*(t).  
C Post-feature fitting using a second-order polynomial for g*(t).  
D Baseline corrected signal obtained by subtraction of g*(t) from post-feature fitting in C.  
E Combined fitting of second-order polynomial + integrated rate law (2b) to entire measurement.  
F Zoom of feature region for combined fit of second-order polynomial + integrated rate law (2b) showing modeling of 
feature.  
G Combined fitting of third-order polynomial + integrated rate law (2b) with suitable initial guess for optimization 
parameters to entire measurement, showing good fit (for more information on guess dependence of combined fitting 
see SI section 5). 
H Combined fitting of fourth-order polynomial + integrated rate (2b) with suitable initial guess for optimization 
parameters to entire measurement, showing good fit (for more information on guess dependence of combined fitting 
see SI section 5). 
 
Signal analysis was accomplished by fitting integrated, normalized rate law (2a) to the normalized signal 
as a two-parameter function ([A0] and k): 
! = 1 − !! !!!"        (2!) 
Normalization of signals obtained with all baseline correction methods was done using the stationary 
value obtained by LBC (0.064 vol%). Fitting interval for the rate law was t = [1589 s, 7500 s], with the first 
89 s after addition of H2O2 not being considered due to an apparent induction period caused by diffusion. 
This causes a non-first order behavior in the first 89 s after addition and would therefore distort the fit. 
This induction period was also the reason why the rate law was fitted as a two-parameter function 
(including [A0] as an optimization parameter). For a normalized signal and a first-order reaction, [A0] 
would be equal to 1. However, since not the entire signal could be used for analysis, observed [A0] is 
smaller than one and was therefore also used as an optimization parameter. The differences in [A0] for 
signals obtained with different baseline correction methods are small (0.8965 for LBC, 0.8910 for pre-
feature fitting and 0.8949 for post-feature fitting). 
Obtained k values are: 5.58 × 10-3 s-1 for LBC, 5.24 × 10-3 s-1 for pre-feature fitting and 5.98 × 10-3 s-1 for 
post-feature fitting. As expected, LBC yields a value between the extremes of pre- and post-feature fitting, 
as it is able to consider both datapoint intervals. For visualization in Figure 3 (manuscript), the rate law fit 
was rescaled to fit the shown, baseline corrected signal (which is not normalized). 
Furthermore, combined fitting of the sum of a polynomial and integrated rate law (2b) to the entire 
measurement (except for initial 500 s, in the following the data was not shifted so that t = 500 s would be 
set to zero) was performed: 
! =  0 !" ! < !!"!! − !! !!! !!!!"   !"  ! > !!"
                (2!) 
Where trs is a parameter describing the feature start time. This definition of the integrated rate law can be 
fitted to the entire measurement, as all function values preceding trs are set to zero and the term t – trs 
allows for an arbitrary feature start time (rate law (2), in contrast, requires the feature to start at t = 0).  
[A0], k and trs were used as optimization parameters in addition to the polynomial parameters (with 
random initial guesses for [A0], k and polynomial parameters and the guess for trs being 2073 s). Using 





the entire measurement range (see SI Figure 4E), which also accurately describes the feature (see SI 
Figure 4F). If a higher order polynomial together with random guesses for [A0], k and polynomial 
parameters is used, reasonable fits can be obtained (see SI Figure 4G and 4H), but convergence is not 
necessarily reliable (see SI section 5 for data on initial guess dependence). Likely, this is due to the 
additional degrees of freedom in the combined fit, which leads to interference between feature and 
baseline fitting. However, by using an improved strategy for guess generation, good fits can reliably be 
obtained using higher-order polynomials (details see SI section 5). 
To compare combined fitting to baseline correction followed by feature analysis, the non-normalized 
signals obtained using LBC, pre- and post-feature fitting were also analyzed by fitting equation (2b) to the 
entire signal. In these cases, optimization parameters were [A0], k and trs. With this methodology, wherein 
the entire baseline corrected signal is fitted, no reasonable fit could be obtained for the pre-feature fitting 
corrected signal, as it is not stationary in the post-feature region. 
For LBC, post-feature fitting and combined fitting the results are shown in SI Table 2. 
SI Table 2. Optimized parameters [A0] and k obtained by fitting equation (2b) to baseline corrected signals obtained 
using either LBC or post-feature fitting and by combined fitting of equation (2b) and a fourth order polynomial. 
 [A0] k / s-1 
LBC (fourth-order polynomial for g*(t)) 6.38 × 10-2 5.60 × 10-3 
Post-feature fitting (second-order polynomial for g*(t)) 6.53 × 10-2 5.43 × 10-3 
Combined fitting (fourth-order polynomial for g*(t), 
improved guess (see SI section 5)  6.25 × 10
-2 5.93 × 10-3 
 
Using the methodology based on equation (2b), the parameters obtained using LBC are very similar to 
those obtained using the normalization methodology described above. For post-feature fitting, [A0] is 
slightly higher than the LBC estimate and k is slightly lower than the value obtained when post-feature 
fitting was followed by the normalization methodology above. Combined fitting yields a value for [A0] 
which is slightly lower than the value obtained using LBC and it gives a higher estimate for k by roughly 
6% compared to LBC. 
Regarding the final amount of oxygen: based on the used quantity of H2O2, 4.2 × 10-6 mol of O2 are 
expected to form in case of quantitative disproportionation. In the ideal gas approximation under normal 
conditions, this would correspond to 0.1 ml, or 0.097 vol% in the used reactor. The observed O2 yield is 
therefore ~66%. As H2O2 disproportionation is expected to be quantitative under the employed reaction 
conditions, the less than quantitative yield is likely a result of not all the H2O2 solution reaching the bottom 






3. Quantitative Polymerase Chain Reaction 











SI Figure 5. Illustration of feature start/end point determination method for m = 3 and i = 5. Pre-feature datapoints 
considered for linear regression are shown in green, with the resulting linear regression model shown as a green line. 
The feature start point is the first point exceeding the linear regression model by more than 5 standard deviations 
(standard deviation of the three considered pre-feature datapoints) and is only followed by datapoints also exceeding 
this threshold. Note that the first two datapoints are not used, since they usually display slightly inaccurate 
fluorescence. The feature end point is determined in a symmetrical way, being the last datapoint with fluorescence 
lower than the end linear regression model by more than 5 standard deviations (standard deviation of the three 
considered post-feature datapoints) and only being preceded by datapoints, which are also below this threshold.   
 
3.2 qPCR Analysis 
For the analysis of qPCR data using LBC, the first two datapoints of the pre-feature interval were not 
considered. In case of pre-feature, fitting, it was found that inclusion of the first two datapoints improves 
bias; therefore they were used for pre-feature baseline fitting. Since the number of considered datapoints 
in case of pre-feature fitting is already low, including two more datapoints (even if they display slightly 
inaccurate fluorescence), apparently improves this analysis approach. 
For both methods, N (size of random subsample for efficiency determination) was set to 10. Pre-feature 
fitting used a linear baseline function for g*(n), while LBC used a second-order polynomial function. For 
LBC, pre-feature datapoints were weighted with a weighing factor of 8. Including a weighing factor 
improved robustness and accuracy since signal analysis is performed very close to the pre-feature 
interval. Therefore, modeling the pre-feature region more accurately by giving it a higher weight in the 
optimization is beneficial. The weighing factor was implemented in the residual function in the following 
way: 





With ! being a vector of the same length as !. The first h values of ! are 8 (h being the number of pre-
feature datapoints used for LBC), the rest being 1.  
Signal analysis was accomplished by fitting PCR equation (3) to the exponential amplification phase. This 
phase is defined to be the interval from feature start to the point preceding the second derivative 
maximum (SDM). Not including the second derivative maximum point itself improved bias in the analysis 
for both LBC and pre-feature fitting corrected signals. Amplification efficiency Eamp for a gene was 
determined as the average of Eamp obtained via fitting of equation (3) as a two-parameter function to a 
random subsample of reactions of that gene. When calculating the average value of Eamp (which is usually 
expected to be just below 2), only values in the range Eamp = [1.5, 2.5] were considered. This was done 
because lower or higher Eamp values can be considered unreasonable and the result of a failed 
optimization. Using the thus determined, gene specific Eamp value, equation (3) was fitted to all reactions 
of the gene as a one-parameter function, obtaining F0. All signal analysis steps were performed 
completely separately for LBC and pre-feature fitting corrected data.  
 
3.3 Performance Evaluation 
Analysis performance was assessed using the performance indicators developed by Ruijter et al. 
(Methods, 59, 2013, 32 – 46). Evaluation was done using 15 F0 values per gene for all 63 genes, leading 
to 63 performance indicator values for each indicator. The reported indicators are bias, slope, linearity, 
precision, increased variation and resolution. They are visualized using boxplots showing the median 
value as an orange line, the box extending from lower to upper quartile and the whiskers showing the 5th 
and 95th percentile. For each indicator plot, the considered methods are sorted by increasing median 
value. For methods other than the ones developed herein, target quantities used for performance 
evaluation were also taken from Ruijter et al. 2013. The difference in bias between LBC and pre-feature 
fitting for m = 3 and i = 5 was assessed using a two-sided T-test for independent samples with assumed 
equal variances (as implemented in SciPy), giving a p-value of 0.00103 (t-statistic = -3.36). Since LBC 
has a mean bias of 1.032 while the mean for pre-feature fitting is 1.26, it can be concluded that LBC and 











SI Figure 6. Boxplots of all performance indicators for LBC and pre-feature fitting qPCR analysis. m (number of 







SI Figure 7. Boxplots of all performance indicators for LBC and pre-feature fitting qPCR analysis. m (number of 











SI Figure 8. Boxplots of all performance indicators for LBC, pre-feature fitting (abbreviated as PFF) and the qPCR 
analysis methods reported in Ruijter et al. 2013. Parameters for LBC and pre-feature fitting: m (number of datapoints 
considered for linear regression models) = 3, i (number of standard deviations for threshold) = 5. As can be seen in SI 
Figure 6, for m = 3 and i = 5, LBC and pre-feature fitting perform similarly for linearity and resolution. In case of 
precision and increased variation, pre-feature fitting shows a tighter distribution and slightly lower median values. 
LBC, however, shows improved bias and linearity. For m = 5 and i = 7 both methods perform effectively the same 
(see SI Figure 7). In comparison with other qPCR analysis methods, the developed algorithm using either LBC or pre-
feature fitting (m = 3, i = 5) performs on par with the best methods, showing especially good bias and linearity values 







4. X-Ray Absorption Spectroscopy 
4.1 Baseline Correction for Fe3C and FeCl3 Spectra 
 
 
SI Figure 9. LBC applied for baseline correction and normalization of X-ray absorption K-edge spectra of Fe3C (A) 
and FeCl3 (B). A Feature start point set to E = 7088 eV and feature end point set to E = 7400 eV. Third-order 
polynomial used for g*(E). B Feature start point set to E = 7079 eV and feature end point to E = 7400 eV. Third order 






4.2 Background Estimation and White Line Analysis for Molybdenum Foil Spectrum 
 
 
SI Figure 10. A L23-edge region of molybdenum foil X-ray absorption spectrum with LBC fit (!∗ ! + !!! ! + !!! ! , 
fourth-order polynomial for g*(x), orange) and Pearson background (determined as described in Okamoto et al. in 
Transm. Electron Energy Loss Spectrom. Mater. Sci. EELS Atlas, John Wiley & Sons, Ltd, 2005, pp. 317–352, 
green). Baseline data points considered for LBC are highlighted. 
B Bar plot of RMSD calculated using equation (SI 1) between highlighted baseline data points and either LBC 
(orange) or Pearson background (green).  
 
To perform LBC for the molybdenum foil spectrum, a fourth-order polynomial for g*(x) was used along 
with two logistic functions, !!! !  and !!! ! . Feature start and end values for both edges were set at -/+ 
30 eV from the absorption maximum of each edge (absorption maxima are at 2522 eV for L3 and 2626 
eV for L2). This results in the following baseline intervals used for LBC: [2438 eV, 2491 eV], [2552 eV, 
2596 eV], [2656 eV, 2849 eV]. For each logistic function, x0 and r were determined from the selected 
baseline intervals, ensuring that !!! !  accounts for the L3 absorption edge while !!! !  accounts for the 
L2 absorption edge. For the determination of r, v75 was set to 9.99 · 1018 in both cases, which results in a 
higher logistic growth rate, making the LBC background more comparable to the step functions used in 
the Pearson background. The obtained LBC fit, !∗ ! + !!! ! + !!! ! , was used as the background for 
white line analysis. 
The Pearson background was determined as described in Okamoto et al. in Transm. Electron Energy 
Loss Spectrom. Mater. Sci. EELS Atlas, John Wiley & Sons, Ltd, 2005, pp. 317–352. For this, linear 
regressions were fitted to 50 eV wide intervals starting 20 eV after each absorption maximum, giving 
g*1(E) for the L3 and g*2(E) for the L2 edge. g*1(E) is extrapolated from the L3 edge absorption maximum 
to the L2 absorption maximum and it is set to zero for all energies preceding the L3 edge absorption 
maximum. g*2(E) is extrapolated from the L2 absorption maximum to the end of the spectrum, providing 
the Pearson background for the entire spectrum. 
For a given background (LBC or Pearson) white line intensities were calculated as described in Okamoto 
et al. in Transm. Electron Energy Loss Spectrom. Mater. Sci. EELS Atlas, John Wiley & Sons, Ltd, 2005, 





respective absorption maximum. The raw spectrum M(E) was numerically integrated in these intervals. 
For each integral, the corresponding integral of the background in the same interval was calculated and 
subtracted from it, yielding raw white line integrals. A normalization integral was then calculated by 
integrating the background in an interval 50 eV wide starting 50 eV past the L3 absorption maximum. 
Raw white line integrals were each divided by the normalization integral, yielding normalized integrals. 
The sum of normalized integrals for the L3 and L2 white lines is the reported white line intensity. 
As can be seen in in SI Figure 10A, LBC and Pearson background differ the most for energies preceding 
the L3 edge. This is because the Pearson background is set to zero for these energies while LBC 
accurately describes the datapoints in this area. Therefore, LBC gives a lower RMSD of background and 
baseline datapoints (SI Figure 10B). This gives reason to believe that white line intensities, which rely on 






4.3 Baseline Correction and Pre-Edge Peak Analysis for Copper Foil Spectrum 
SI Figure 11. Analysis of X-ray absorption spectrum of copper foil. A LBC applied to copper K-edge region of the 
spectrum using a third-order polynomial for g*(E). B Baseline corrected K-edge region of spectrum obtained using 
LBC with pre-edge peak region highlighted in black. C Fitting of pre-edge peaks using multiple pseudo-Voigt 
functions. Analysis shows that the signal obtained via conventional baseline correction/normalization (CBCN, yellow) 
displays a ~6% lower pre-edge peak intensity compared to the signal obtained via LBC (black).  
 
For LBC of the copper foil spectrum shown in SI Figure 11, the feature start point was set to E = 8949 eV 
and the feature end point to E = 9349 eV. A third-order polynomial was used for g*(x).  
To analyze the pre-edge peaks, the pre-edge peak region was defined to be the interval E = [8969 eV, 
8993 eV], with pre-edge peak features in the interval E = [8977 eV, 8989 eV]. With this definition, baseline 
corrected and normalized spectra obtained using LBC as well as using CBNC (as implemented in Larch) 
were each analyzed separately in the following way:  
1. To remove the influence of the absorption edge in the pre-edge peak region, classical baseline 
correction (since pre-edge peaks are non-baseline-altering features) was performed using pre- 
and post-feature datapoints of the region (pre-feature interval E = [8969 eV, 8977 eV], post-
feature interval E = [8989 eV, 8993 eV]). For this classical baseline correction, g*(E) was chosen 
to be the sum of an exponential function (! ! =  !!!") and a third-order polynomial. Fitted g*(E) 
was then subtracted from the pre-edge peak region. 
2. The classically baseline corrected pre-edge peak region was fitted using the sum of three 
pseudo-Voigt functions with four parameters each (position, height, width and 
Gaussian/Lorentzian ratio, see SI Figure 11C). 
 
As can be seen in SI Figure 11C, pre-edge peak position and multiplicity are not affected by the choice of 
baseline correction/normalization method. Pre-edge peak intensity, however, differs by ~6% between 
LBC and CBCN.  
For comparison, analysis was also performed on a baseline corrected and normalized spectrum obtained 
using the MBACK algorithm (Weng et al., Journal of Synchrotron Radiation, 12(4), 506 – 510, as 
implemented in Larch, parameters: z = 29, edge = K, order = 4). This gives a very similar result compared 
to the conventional baseline correction/normalization approach, although with a slightly lower pre-edge 
peak intensity (~7% lower intensity for MBACK compared to LBC, while the conventional approach yields 





5. Supplementary Information on Combined Fitting 
Combined fitting is an approach that also utilizes pre- and post-feature datapoints (as well as feature 
datapoints) by fitting baseline and feature simultaneously, thus accounting for the offset introduced by the 
feature. It is applicable when there is a function h*(x) which can describe the whole feature.  
In case of the synthetic data described above, such a function exists and combined fitting actually offers 
higher precision than LBC (see manuscript Figure 2B). This is likely because it utilizes even more 
datapoints during fitting than LBC (as it also considers feature datapoints during fitting). 
However, h*(x) will usually introduce more degrees of freedom during the fitting step, which can lead to 
interference between baseline and feature fitting. This can make the fitting procedure more sensitive to 
the initial guess for the optimization parameters. To reach convergence to the optimal solution, a suitable 
initial guess has to be used (see SI Figure 12), which can in fact be generated using LBC. 
In comparison, LBC provides a good baseline description using a fourth-order polynomial for g*(x) (see SI 
Figure 4B) with very stable convergence properties (see SI Figure 12A). These improved convergence 
properties for LBC can likely be explained by the fact that LBC only introduces one additional, highly 
constrained degree of freedom (parameter c, which can only describe signal offset Os).  
To evaluate the dependence of combined fitting on the initial guess for the optimization parameters, the 
following experiment was performed: the H2O2 disproportionation data was fitted as described in SI 
section 2 using combined fitting with equation (2b) and a fourth-order polynomial. For optimization, the 
Levenberg-Marquardt algorithm as implemented in SciPy (E. Jones, T. Oliphant, P. Peterson, others, 
SciPy: Open Source Scientific Tools for Python, 2001) was used. Random initial guesses for polynomial 
parameters, [A0] and k were generated using the absolute values of a normal distribution with different ! 
values. The initial guess for trs was always 2073 s. 
For each ! value, 50 fitting attempts were performed and for each attempt, the sum of the square of 
residuals (Rs) was calculated to judge the fit quality. In this configuration, the optimal solution has a Rs 
value of 2.8 × 10-4. Thus, each attempt with a Rs value < 3 × 10-4 was classified as a successful fitting 
attempt. 
For comparison, during each combined fitting attempt, LBC with a fourth-order polynomial for g*(t) 
(feature start = 2000 s, feature end = 4500 s) was also performed using random initial guesses (for 
polynomial parameters and c), generated in the same way (same ! value). For LBC, the optimal solution 


















Si Figure 12. Initial guess dependence of combined fitting approach compared to LBC for H2O2 disproportionation 
data.  
A Percentage of successful fitting attempts for combined fitting (fourth-order polynomial + equation (2b)) and LBC for 
different random initial guess distributions (absolute values of normal distribution with indicated ! value). For each ! 
value, 50 fitting attempts were performed.  
B Optimal combined fit (fourth-order polynomial + equation (2b)) obtained using initial guess generated using LBC. 
 
SI Figure 12A shows the percentage of successful fitting attempts for six different ! values. LBC can 
tolerate any guess within this random space and has a 100% fitting success rate for every ! value. For 
combined fitting, however, the percentage of successful fitting attempts decreases significantly for higher 
! values, ultimately reaching 0% for ! = 100. This trend can likely be explained by the fact that the 
optimal parameters (except trs) are all smaller than 1 (optimal polynomial parameters are 1.39e-02, 1.42e-
06, -3.67e-11, 6.39e-16, -4.78e-21, [A0] = 6.25e-02, k = 5.93e-03, trs = 2073). As ! increases, more 
values which are significantly larger than 1 are used as initial guesses, moving the initial guess further 
away from the optimal solution. As combined fitting has more parameters, which can interfere with one 
another during fitting, these poor guesses are not tolerated and no convergence to the optimal solution is 
achieved. 
 
This dependence on a high-quality initial guess can be addressed using LBC. LBC can provide optimized 
parameters for the polynomial as well as [A0] (since for LBC, c approaches [A0] during optimization). By 
using these parameters as an initial guess, together with a random guess for k and trs = 2073 s, the 
optimal combined fitting solution is obtained (see SI Figure 12B). The high quality guess provided by LBC 
ensures that only k has to be significantly optimized, while the other parameters are already very close to 
their optimal values (since the LBC solution for the baseline and signal magnitude, [A0] in this case, are 
very close to those obtained using combined fitting). This reduces the problem of interference between 
optimization parameters and reliably yields the optimal solution. 
