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CHAPTER 1

INTRODUCTION

Estimating where we are is an important problem with applications in mobile robotics, navigation, virtual reality and ubiquitous computing. This problem
is well studied in the context of outdoor environments with the Global Positioning
System (GPS) being the standard for large scale outdoor localization. Although GPS
is the de-facto standard for outdoor positioning, it does not work well indoors [1] due
to large scale signal attenuation and noise due to multi-path. Indoor positioning is
important for a range of pervasive applications and as a result there has been considerable research on different methods for indoor localization [2, 3] but unfortunately,
there are still no standards when it comes to building such systems.
The different indoor positioning systems can be broadly divided into two categories: those based on ambient radio signals (often called radio frequency (RF)
based systems) and the ones based on local image matching (vision based systems).
Both the RF and vision based systems assume the existence of a database of location tagged training data which is used in conjunction with a matching (or nearest
neighbor search) algorithm for location inference at an unknown location. Though
vision based systems can generate very precise location information [2], they need a
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large training set and hence are hard to engineer in large scale indoor environments.
On the other hand, RF based positioning requires a smaller training data but it is
also less accurate because of attenuation and large multi-path effects in indoor environments. Furthermore a single source of RF signals (like Frequency Modulation
radio (FM) signals [3] or Global System for Mobile (GSM) radio signals [4]) may not
work uniformly well at all locations within a building. For example, though GSM
signals will work well in the upper floors of a building, they may not be effective in
the basement. WiFi signal based location accuracy will be better near the routers
and the quality of the estimated position will degrade as one moves away from the
routers (due to signal attenuation). As a result of this, indoor localization systems
based on a single signal source will only be effective in specific locations within a
building, and inefficient places where the signals are weak. Thus making them of
limited use for designing general purpose indoor positioning systems.
Inspired by the aforementioned observation, in this work we propose a framework for building a RF based “multi-source” indoor positioning system in order to
overcome the problems of single source RF based indoor positioning and demonstrate
the efficacy of the framework using FM and GSM signals. Note that, though this
system has been demonstrated with FM and GSM, it is easy to add in more signal
sources as it has a “pluggable” architecture, which facilitates addition of more RF
signals so that one complements the others.
FM radio signals are used for commercial radio transmission in the frequency
range of 88 to 108 MHz with a bandwidth of 200 kHz. They are said to occupy
the Very High Frequency (VHF) band and can travel long distances because of their
2

wavelengths (typically 30–40 miles (50–65 km)) and are less prone to environmental noise and multi-path. Due to their range they are useful for large scale outdoor
positioning [5, 6] as well as for positioning inside buildings [3]. The range of FM
transmission is affected by the transmitter’s power, the antenna’s gain, and the antenna’s height above the terrain. Interference from other stations can also be a factor
in some places [7]. In-spite of the possibility of large scale interference indoors, we
decided to use FM as one of the sources for building our indoor positioning system
because of its wide availability inside buildings. Moreover [8] mentions that smaller
indoor objects are “transparent to FM signals” whereas they tend to scatter shorter
wavelength signals like Bluetooth and WiFi and this was another reason to select FM
for this work.
However FM alone cannot guarantee reliable and accurate indoor positioning.
This is so because like any RF signal, it can be attenuated indoors by the large
number of walls and indoor fixtures which can create multi-path leading to destructive
interference as well as absorb the energy themselves. This in turn reduces the location
accuracy. In order to complement FM we decided to use GSM which unlike FM,
operates at higher frequencies and hence has smaller wavelengths. This makes the
operational range of GSM smaller than that of FM and it is also easily affected by
multi-path. However unlike FM, GSM signals are transmitted at higher powers and
have denser coverage over a smaller area, making it possible to receive GSM signals
at locations where FM might be severely attenuated or affected by environmental
noise. Amplitude Modulated RF signals (AM radio) is another possible RF source
for indoor positioning. However since AM signals are transmitted at a lower frequency
3

than FM or GSM, they have a larger wavelength which makes them unreliable for
indoor localization.

1.1

System Overview

Our RF based indoor positioning system using multiple signal sources is based
on a similar system for large scale outdoor localization that uses the idea of Dominant
Channel Descriptor (DCD) features and was first introduced by Mukherjee et al. [6],
using a Bayesian Minimum Risk framework for the location inference step. Our system uses a modification of the DCD features and can localize in indoor environments
with no error for 99% of the locations in the standard AMBILOC [9] dataset, over
a period of one year. The model was trained with the data collected in the month
of January and tested with different sets of data collected across the year. One of
the major advantages of this system when compared to previously built systems for
indoor positioning is that, this system relies on multiple signal sources to predict the
position of the location of interest. Furthermore our system automatically selects
the best signal source to be used for the prediction. The experimental results clearly
demonstrate the robustness of our approach in different indoor settings at different
times of the year. Before describing our positioning algorithms, we first discuss some
of the previous work done on indoor localization in the next chapter.

4

CHAPTER 2

LITERATURE SURVEY

In this chapter we describe some of the research work towards building GPS
free positioning systems. It must be noted that any indoor positioning system is an
example of a GPS free positioning system since GPS signals are attenuated in indoor
environments. GPS free positioning have been studied both in the context of indoor
as well as outdoor environments and we start this discussion by describing the related
work for outdoor settings. We conclude this chapter by considering the related work
for indoor environments.

2.1

Outdoor Positioning

Positioning (both indoor and outdoor) systems cannot always rely on GPS
for position computation since in indoor environments the quality of GPS signals is
highly degraded, and in outdoor settings GPS can become unreliable due to cloud
cover or proximity to large buildings while at the same time being amenable to spoofing and jamming attacks. In general absolute position information (like the latitude
and longitude information) can be estimated using two approaches: (1) using communications with a Global Positioning System (GPS) or any system like the GPS
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where there is need to have proper synchronization between the clocks of the transmitter and the receiver and (2) using passive sensing and without using any clock
synchronization. Traditional GPS [10] uses ground based receivers to communicate
with several GPS satellites and the received signal is used to compute the distance of
the receiver from at least four GPS satellites using time of arrival (TOA) [11] which
requires that the transmitter clocks and the receiver clocks are synchronized. The
final position is computed using multi-lateration which is an extension of the idea of
trilateration. It must be pointed out that current GPS systems, without modifications, suffer from several limitations as mentioned earlier, like lack of precision [12]
due to errors in clock synchronization, jamming [13] spoofing [14].
To mitigate the problems with GPS based positioning computer and geospatial
scientists have considered using ground based infrastructure to assist the GPS system
giving rise to the idea of “Assisted GPS (AGPS)” [15]. AGPS uses a dedicated server
that communicates with the GPS receiver and the data from this server is used to
complement the data obtained from the GPS satellites. Thus if there is some form of
break in the satellite communication because of which the quality of GPS service is
affected, the information from the AGPS server can be used to alleviate this problem
until the time the satellite communication link is up and running again. Note that
more recently, there has been a push to obtain centimeter level accuracy with civilian
GPS systems [16–20] (it must be pointed out that GPS systems used by the military
can achieve centimeter level accuracy but are not in the public domain). Most of the
centimeter accurate GPS systems use information from the carrier phase of the GOs
signals to compute a “differential” that is used for final position estimation and these
6

systems are in general called the Real Time Kinematics (RTK) GPS systems. These
systems can be obtained from COTS providers with an average cost of around $ 2500.
Another way to provide assistance to GPS systems in order the increase the accuracy
is using the idea of RF assisted GPS (RF-GPS) as described by Lee at al. [21]. RFGPS uses the infrastructure available for differential GPS [22] and information from
the same to correct the errors encountered by GPS receivers (which add up over time)
due to errors in satellite data / communication and this in turn improves the overall
accuracy of GPS system as a whole. Note that this is also a form of GPS assistance
and can be classified as a form of assisted GPS.
Apart from GPS based positioning techniques, there are localization methods
that do not depend on GPS. and these are called GPS-free positioning techniques.
One of the most common forms of GPS free positioning is based on the idea of Network
Based Geolocation [15,23,24]. Very often these methods are based on communications
over a wireless network and uses classical signal processing extensively. Furthermore
these techniques assume synchronization of clocks between the sender and the receiver
and use methods based on time of arrival (ToA), time difference of arrival (TDoA),
angle of arrival (AoA) and multipath fingerprinting [11,25–29] for position estimation.
Network based geo-location methods are active, in the sense that they require
some type of clock synchronization for them to work. However there are systems
for localization that are completely passive in that they just sense the RF medium
and use the sensed data for location estimation. An example of such a system is
one that uses the idea of “signals of opportunity” for location computation and these
systems can use any infrastructure signal source like FM or GSM for estimating the
7

location of interest. Though signals of opportunity based systems are being actively
researched by the military, there are systems that were built using these ideas for
use in civilian applications. For example McEllroy et al. [30] built such a system
using the Amplitude Modulation (AM) signals. Though this system does not require
explicit clock synchronization, it uses the idea of time difference of arrival (TDoA) for
positioning. They use an AM tower with known location and one reference receiver
to estimate the location of a receiver of interest. Note that the clock sync is replaced
by the assumption that there is a second receiver at a known location that can be
used and hence this idea can be extended to use any type of transmissions like the
FM signals. The authors obtained an accuracy of 20 m, but the main drawback is
that it relies on knowing the position of a reference receiver and hence in a large scale
deployments it mandates the use of a large number of such receivers for localization
and this limits the applicability of such systems due to the upfront costs involved. In
a similar vein, more recently ground based terrestrial transmitters have been used to
create a “ground based GPS satellite constellation” to be used as a replacement for
GPS. One of the most successful systems based on this idea is called Locata [31] which
has pioneered the use of this idea and pitched it as an alternative to GPS systems.
Locata system has been spawned as a commercial enterprise and they have the goal
of covering the earth with such terrestrial “GPS Locata” transmitters which can then
be used for positioning. However as noted before this involves a considerable upfront
cost.
For implementing a network based geolocation system, without the need of
using special transmitters, one can use the idea of passive sensing of ambient radio
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signals. A straightforward approach to building such a system is through the use of
a fingerprint database which is generally implemented as a dictionary and called a
“radio map”. Any system using the idea of a radio map is broadly categorized as
a fingerprint based localization system. Note that the fingerprints can be received
signal strengths for WiFi, GSM, AM or FM [32, 33] and they can also be measurements obtained from inertial sensors, in case, such measurements have identifying
characteristics at particular locations [34]. Radio map based systems using a single signal source have been extensively used for building indoor as well as outdoor
positioning positioning systems [4, 33–36]. In such systems the receiver scans the
“received fingerprint” at a given point of interest and then matches it with the radio
map database, which contains the fingerprints for every possible location of interest
in the area/region under consideration. Finally, the estimated location of the query
point is determined based on a “nearest neighbor” match found in the radio map.
One of the most important steps in building a radio map based positioning
system is the creation of the radio map. This is also for the most part the most time
intensive aspect of building such systems as one needs to move around and collect
the “fingerprint” at each and every possible location. In Laoudias et al. [37] the
authors built a radio map based localization system with WiFi using smartphones.
Smartphones were used to collect fingerprint data from WiFi access points (APs)
and create a radio map for the entire region of interest, as a pre-processing step.
Finally, in the query phase, the location of a point is estimated by using an Euclidean
nearest neighbor search, on the radio map, in the space of the received signal strength
values. In order to ease the pain of building the radio map Petrou et al. [38] used the
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idea of “crowdsourcing” for building a similar system . Adding another dimension
to radio map based positioning, Konstantinidis et al. studied the problem of privacy
preservation for the problem of localization using smartphones [39]. More recently,
Aly et al. [40] built the Dejavu system, which can achieve very accurate large scale
localization using cell phones and crowdsourced data. Note that though some of these
systems were built and tested in indoor settings, they can as well be used outdoors and
hence we have decided to include them, under the discussion for outdoor positioning.
One of the most important signal sources for single source outdoor positioning
is FM, mostly because of the fact that FM has large coverage and can travel long
distances. With this in mind Fang et.al. [41] did an extensive study on FM radio
map based localization in a small area with the goal of studying the feasibility of
meeting the FCC 911 requirement [42] of “50 meters error for 67 percent of calls for
handset-based devices”. They built the localization system using the received signal
strength values of the received signals as fingerprints and used the idea of correlation
to compare the observed signal at a point with those in the radio map. We must
point out that it is difficult, if not impossible, to extend these results to very large
areas like entire countries but it would require a lot of effort to build the radio maps
manually.
As pointed out before “fingerprints” are not restricted to just the received
signals and their characteristics. For example Azizyan et al. [43] used a new method
which they named SurroundSense to logically localize mobile phones using the idea of
ambience fingerprinting. Ambience fingerprinting uses data from all possible sensors
available on the device to create a map of the surrounding and uses this map for
10

localization. Thus here the fingerprints are not only based on RF signals but can
include WIFI, sound, light and gravitational field information.
GSM and LTE information have also been used for user location estimation
and one of the more recent work in this area is by Margolies et al. [44] where the
authors by virtue of their association and employment with cellular service providers
were able to use propriety 4G LTE information for localization. This paper used information contained in User Measurement Data (UMD) which is available from service
providers and consists of the received signal strength, reference signal received power
(RSRP), propagation distance (PD) and information about metrics like throughput,
latency and dropped calls. The authors predicted the user location based on the
observed UMD information from the user’s handset using a novel algorithm that they
call Network Based Localization (NBL) which operates in two phases: (1) in the first
phase which is a pre-processing phase and works offline uses GPS tagged UMD information to build a dictionary that maps a location in the region of interest with an
estimated vector of (RSRP, RSS, P D), that are finally used for localization and (2)
in the second phase a maximum likelihood (ML) based approach is used with weighted
average final location inference. Note that this is very similar to a radio map, the
only difference being that the fingerprints that are used are different from the received
signal strength. Note that to make the problem computationally tractable for very
large areas, they divided the region of interest into a number of grids such that all
positions within a grid are mapped to a “grid representative”.
There are aspects of the problem of positioning using received signal strength
that makes the problem non-trivial in both indoor as well as outdoor environments.
11

One important problem has to do with the fact that most often commercial off the
shelf (COTS) hardware is used for collecting the received signal data at the receiver
and this receiver is different from the device used for building the radio map. This
problem, resulting from the use of two different uncalibrated devices is commonly
called the heterogeneous device localization problem (or the cold-start problem). It
mist be noted that if the devices are not properly calibrated then the noise in the
devices will affect the received signals differently and this will lead to matching problems. Due to its importance this problem was studied in detail for indoor positioning
by Zheng et al. [45]. Here the authors came up with robust feature representations
that are agnostic to differences in the devices and hence provides a “transfer learning”
solution to the problem of having heterogeneous devices involved with the process of
position estimation.
In another related work [46], the authors studied the problems that arise because of the difference in the distributions of the training data and the test data. Note
that this can happen due to several reasons one of them being that the devices used
for collecting the data were different since when we use heterogeneous devices the
noise distribution for the devices are different. Here the authors studied adaptations
that are required for using the model learned using data from one device, to localize
another device (using data collected from this device). They treat the problem of
localizing multiple devices as multiple learning tasks, and formulate it as a multi-task
learning problem.
Note that for any localization system to be robust, the positioning accuracy
should not vary significantly over time. Thus as an example when using GPS under
12

normal operating conditions, the positioning accuracy is usually fixed (around 25m
for civilian GPS systems). However, with any received signal strength (RSS) based
system, this error bound is hard to ensure as the RSS values vary considerably over
time. Hence the models developed at a given point in time might not be useful
for estimation at another point in time due to the changes in the characteristics of
the ambient environment. In [47] the authors study this problem in the context
of indoor positioning and use a novel semi-supervised learning algorithm based on
hidden Markov models which they call transferred hidden Markov model for solving
this problem. We must point out here that in the context of localization in outdoor
environments a similar problem was studied in [6] where the authors used novel feature
descriptors in a Bayesian setting for position estimation in a way that was agnostic
to variations in time and devices.
As mentioned before, for outdoor positioning where we want to have coverage
over large areas, FM signals are a good candidate due to the fact that they can
travel long distances because of their wavelength. Krumm et al. [36] used the idea
of FM signal based fingerprinting along with correlation distance to build a outdoor
positioning system that was built and tested in Seattle. In this work the authors
manually collected data to build the radio map to be used for positioning within a
small part of the city. Youssef et al. [48] extended these ideas to study the problem of
FM based localization using estimated ranking of FM stations in the city of Seattle.
They used a tool to estimate the FM signals, namely RadioSoft’s ComStudy [49]
FM received signal strength estimation software for estimating the FM radio map
for all the 28 FM transmitters in the city area of Seattle. In order to speed up
13

the computation they divided the city into grids and for each grid they obtained a
ranking of these 28 FM stations based on the estimated received power values from
the ComStudy software. In order to reduce the computational complexity further,
they group the 28 stations into 7 groups based on Pearson’s correlation coefficient
between all the pairs of spatially “close” FM towers. Finally, at a location of interest,
the FM spectrum from the 7 groups are measured and the estimate of the location is
obtained by finding the ranking of the stations in the estimated radio database that
best matches the observed ranking using Bayesian estimation.
It must be noted that though in [48] the positioning algorithm relies on determining the ranking based on the estimated power values, in order to use these
methods one would need to exactly know the location of the FM transmitters and
need to generate the estimation map for every city (area) differently, as the estimation method uses the terrain models for the region of interest and this terrain model
changes from place to place. Thus for a new city the entire positioning system will
have to be rebuilt and calibrated from scratch since the rankings of the FM stations
will change and so will the terrain. This is a major problem with the technique used
in this work which makes the resulting method hard to scale to large areas. On the
other hand, in [6] the authors used an estimation algorithm for building the radio map
that did not depend on knowledge of the relative rankings of the FM transmitters nor
did it use information about the terrain of the region under consideration. As a result at any location irrespective of the rankings of the FM transmitters (stations) the
received signal strength is represented using a 101-dimensional vector. Furthermore
the value of the estimated FM received signal strength vector is obtained using simple
14

propagation models and basic algorithms from computational geometry. The authors
also use a simple yet novel robust feature selection mechanism which is coupled with
a candidate selection algorithm is used to reduce both the dimensionality and breadth
of the search space so that the resulting system can scale further and work in almost
real time.

2.2

Indoor Positioning

Initial efforts at designing and implementing indoor localization systems used
the ambient wireless signals, especially the ambient WiFi signals [50], because of their
dense coverage inside buildings. WiFi networks are ubiquitous and though the range
of individual WiFi networks is small (around 50 meters), these networks are usually
dense, especially inside buildings and outdoor locations in urban areas [51]. Hence
they are highly suitable for indoor localization and small scale outdoor localization in
urban settings. In fact Google uses the ambient WiFi signals to improve the location
accuracy of Google Maps [52].
One of the earliest systems that was built for indoor positioning using WiFi
is the RADAR positioning system [50]. The RADAR system assumes the availability
of a Radio Map: map of the wireless signals at each location inside the building.
It assumes that there are n access points (WiFi APs) and each location inside the
building is associated with a n-vector of received signal strength (RSS). Figure 2.1
depicts the idea of a radio map. The authors used two different methods for building
the radio map. The first is an empirical method, where an user carrying a mobile
device visits every location inside the building and collects the RSS values, which
15

Figure 2.1: The idea of using a radio map.(Bororwed from [53])

are recorded into a database along with the position. The second approach is based
on building mathematical models for signal propagation in indoor environments and
using them for predicting the expected RSS values at a given location. The authors
built a prediction model that accommodated different building layouts and took into
account both free space path loss and attenuation due to obstructions between the
APs and the device used for getting the RSS at the user location. In the query phase,
users are assumed to be equipped with a mobile device that can sense the medium at
a given location and record the RSS from the n APs. Given the RSS measurements at
a location of interest, its co-ordinates are determined by indexing into the radio map
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using a nearest neighbor approach. The closest match in the database is returned
as the location of the user. In another follow-up paper [54], the authors discussed
methods for alleviating the shortcomings of the system described in [50]. Moreover,
they describe a Viterbi like iterative algorithm for continuous tracking of the user
using the RSS values.
Different systems have been built that are similar in spirit to the RADAR
system. The Horus system [55], uses Bayesian methods for location estimation using
a radio map. Though this system is based on building a radio map for location
estimation, there are several novelties and insights that were introduced in this paper.
For example, the authors noted that the temporal variation of the signals from an
access point can be incorporated in the location estimation system to improve the
accuracy. They also noted that the samples from the same access point are correlated
and this correlation can be used to improve the accuracy of the location estimate.
The final system consists of two phases: the off-line “radio map” building phase and
the on-line query/localization phase. The radio map stores the distribution of RSS
from each access point at each sampled location. Apart from building the radio map
in the off-line stage, the different locations are clustered based on the available access
points in order to speed up the computation. The on-line query phase has several
steps: first an approximate location estimate is obtained using a Bayesian estimation
technique. This estimate is then improved using correlation modeling, continuous
space estimation and by applying small scale corrections [55]. We must point out
here that incorporating the temporal variations of the signal into the model (radio
map) can be considered as a transfer learning step [56].
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In [57], the authors discuss a probabilistic approach to location determination
using RSS values from WLAN. The setting is the same as the RADAR [54] system.
However, instead of using a complete radio map, the authors use machine learning for
estimating the location of the user from observed RSS values. It must be noted here
that there is a subtle difference between methods that use radio maps and methods
based on machine learning. In radio map based methods, one assumes that for each
location in the region of interest, a RSS value (either empirically collected for predicted/estimated) is available, which is used in the query phase for localization. Note
that when the radio map is estimated, then the map estimation step can be considered
as a model learning step. This step may use training data in the form of calibration
measurements or other information available [5, 6]. However, in traditional machine
learning, one assumes the availability of training data in the form of RSS values at
known locations. Thus the training data will be of the form (xi , ψ)i , i = 1, . . . , n,
where xi , i = 1, . . . , n is a sampling of the locations in the region of interest. Using
this training data it is possible to estimate a model which can then be used for localizing the test data. This is the general approach used in [57], where for the model
estimation the authors describe two approaches: 1) nearest neighbor based approach,
where instead of explicitly estimating a model, the training data is used as a implicit
model. Given a test data point, its location is estimated as the location of the training
data point that is closest to the observed RSS of the test data point. The “closeness”
can be measured using different metrics, for example the Euclidean distance [5] in
the space of the RSS values, 2) kernel density estimation techniques, where given the

18

observation ψ the location is estimated using the Bayes rule,

P (x|ψ) = argmaxx P (ψ|x)P (x)

(2.1)

where the probability P (ψ|x) is called the likelihood and can be estimated from the
training data using different techniques. The authors in [57], use methods based on
kernel density estimation techniques using the RBF kernel [58] and the histogram
method [57, 58]. It must be noted that any machine learning technique is based
on estimating a model, that minimizes an appropriate loss function on the training
data. Finally this model is used with the test data for location estimation. It must
also be clear to the reader at this point why radio map estimation based methods
can be categorized as machine learning method. For example, if the radio map is
estimated from data on the location and power of the transmitters, then this data
can be considered to be the training data, though implicitly. We must also point out
that the first method used in [57] is almost the same as a radio map based method.
The only difference being that in a radio map based method the test locations are
constrained to be the locations in the radio map whereas in this case the test
location can be different from the one in the training set (radio map).
Abdelnasser et al. [34] implemented an indoor positioning system with data
from different sensors on a mobile phone as fingerprints. They noted that different
layouts of indoor positions give rise to different and unique signatures on one or more
of the on-board sensors. Thus as an example if we consider the microphone of the
phone then the basement has a very different signature in the microphone as compared
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to upper floors. Such locations, with unique signatures are called landmarks. The
positioning estimation system uses these landmarks and combines them with deadreckoning for indoor position estimation
As we noted before, fingerprints can be built from different information. in
general anything that can be measured and will assign an unique signature to an
unique location can be used as a fingerprint. This interpretation leads to a wide
selection of possible candidates that can be used as fingerprints and some of them can
be really impressive. Thus for example indoor positioning systems have also been built
using acoustics [59] signatures as fingerprints. For example, Tarzia et al. [59] built an
acoustic fingerprint based localization system using the idea of Acoustic Background
Spectrum (ABS) which was used as a fingerprint in the positioning system. Similarly
Hazas et al. [60] used broadband ultrasound, an exotic fingerprint in its own right,
for indoor positioning.
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CHAPTER 3

INDOOR POSITIONING USING MULTIPLE SIGNAL SOURCES

Let us suppose that we have a total of S sources that are being used for
positioning (for example the sources can be FM, GSM, WiFi or a subset of these). Let
us also suppose that for the k th source there are ck , k = 1, 2, . . . , S channels that are
being used for transmission. For example, if the source is FM there are 101 channels.
We use features based on the idea of the “noise estimation & elimination” where we
first estimate the noise from the observed RSS data and then remove the same in
order to extract time invariant robust feature descriptors based on the idea of the
Dominant Channel Descriptor (DCD), which were first used in [6], for positioning
using each of the sources. In [6] the authors described the use of DCD features
with respect to large scale outdoor positioning using FM. As such their description
of the DCD features was strongly tied to how FM works. In this work we have
improvised the idea of DCD features [6] by incorporating noise estimation and then
elimination. In [6], the authors are not taking the noise into consideration and it did
not have severe impact on the performance of their work since it was outdoors, but
in the case of an indoor setting the noise has an inevitable contribution to the signal.
Thus implementing DCD features mentioned in [6] would not have worked, thus we
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came up an improvised version of DCD features namely Noise-Adjusted-DCD (NoADCD) features which would work with any source (FM or otherwise). This work
demonstrates the use of NoA-DCD features for positioning with FM and GSM in
indoor environments. Thus, before proceeding further we describe the NoA-DCD
features and the algorithm for computing the same, since they play a central role in
the localization algorithm.

3.1

Noise-Adjusted-DCD (NoA-DCD) Features

Given a point of interest x, suppose that we want to localize it using the
k th source k = 1, 2, . . . , S. Our algorithm starts by looking at the RSS values of the
entire received spectrum at the location of interest, corresponding to the source. Note
that one option for location inference is to use the received spectrum in its entirety.
However using the observed RSS values for all the ck channels directly might be
problematic: the data is high dimensional, the observed RSSI may be different from
device to device, and on the same device under different environmental conditions.
Finally the observed RSS is corrupted by noise which is un-calibrated [46]. Our goal
is to find robust time invariant features and to that effect we first estimate the noise
across the received channels and eliminate the same from across the different channels.
Finally we consider the noise eliminated power in each channel and select the ones
for which this power is over a given “cutoff” threshold. Note that this threshold
is determined by the nature of the indoor environment (that is the layout of the
environment and its contents).

22

The idea of using robust time invariant features is now new and has been used
before. For example in [6] the authors described the use of “time invariant” DCD
features for large scale outdoor positioning using FM. However we want to point out
that though these features were shown to work well in outdoor settings, they are not
suitable for indoor positioning. One of the main problems in indoor environments is
the varying nature of the noise due to the inherent structure of such environments.
The noise floor can vary considerably between locations and can exhibit irregular
behavior jeopardizing the operation of a system based on DCD features. We noticed
that though the most powerful channels remained invariant at a given indoor location,
the DCD features failed to capture them efficiently due to the variation in the noise
floor. As a result we decided to first estimate the noise floor and then eliminate the
same before computing dominant channels. We call these the noise adjusted (NoA)
DCD features.
Noise estimation and elimination methods for RF environments have been
studied for a long time and there are several sophisticated techniques for achieving
this goal [61]. However since our algorithm has to work in real time, fancy noise
estimation techniques had to be eliminated from our consideration. As a result we
used a very simple linear time noise estimation algorithm: compute the average of
the received signal strength from all the channels and use a perturbed version of the
same as the final estimate of the noise floor. Thus given the the observed spectrum
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from the k th source at a location of interest ψ k , we estimate the noise as:

n̂ = (

1 X k
ψi ) + t
ck
i∈[ck ]

where t is a threshold that depends on the nature of the indoor environment and [ck ]
denotes the set {1, 2, . . . , ck }. Finally the NoA-DCD features are computed by first
computing the noise adjusted power spectrum, ζ k = ψ k − n̂ and then computing the
DCD features from this noise adjusted spectrum.
To find the DCD features from the noise adjusted spectrum, the algorithm
looks for channels that significantly “dominate” its local neighborhood in terms of the
RSS. This in turn ensures that they have enough “information” to be discriminative
for location inference across locations and time. Given the noise adjusted observed
spectra for the k th source k = 1, 2, . . . , S denoted by ζ k , the ith channel is selected as
a DCD feature if and only if it satisfies the condition [6]:

k
k
min(ζik − ζi−1
, ζik − ζi+1
)>ν

for i ∈ [2, . . . , ck − 1] and for some constant ν > 0, that should ideally depend on the
data and the device used for sensing the spectrum. Note that there are two boundary
cases: the first one occurs when i = 0 and the second one occurs when i = ck − 1. In
k
case, when i = 0, the algorithm checks whether ζik − ζi+1
> ν. Similarly for the case
k
where i = ck − 1 it checks ζik − ζi−1
> ν to determine whether ζik is a DCD feature

or not.
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Thus the feature extraction algorithm returns all the NoA-DCD features from
the observed spectrum of the k th source for a given location, after sorting them by
the value of:
k
k
min(ζik − ζi−1
, ζik − ζi+1
)

or the corresponding values for the boundary cases. We represent the extracted
NoA-DCD features of the k th source by ρk . We also note that, given the vector of
selected NoA-DCD features, we can build a bit vector of length ck corresponding to
the observed spectrum where a 1 represents a channel that is selected as a NoADCD feature and a 0 represents otherwise. We also use ρk to denote this NoA-DCD
indicator vector as the usage will be clear from our context. The pseudocode of the
algorithm is formally described in [6] and we refrain from describing it here and refer
interested readers to Mukherjee at al. [6].
Note that the noise estimate n̂ is a scalar and thus in order to compute the
noise adjusted power spectrum we need to vectorize the same in a way that the noise
vector has the same dimension as the RSS vector and each entry of the noise vector
is n̂.

3.2

Position Estimation

Our localization algorithm uses a nearest neighbor search in the NoA-DCD
feature space for location estimation. Given the observed data from a source k,
RF-MSiP assumes the availability of a location annotated “fingerprint” database F k
for the source k, which is used for the nearest neighbor search which associates the

25

observed spectrum to a given location in the database. In general this “fingerprint”
database should be exhaustive, that is every possible location of interest should be
represented in the database. However, the creation of this database is a labor intensive
process and hence most often than not, the database contains locations at a level of
precision dictated by the application at hand. Thus for example, if the application is
being build for navigating an office building, it suffices to have locations of all offices
in a building in the database whereas if the application is related to navigating a
warehouse then the granularity should be at the level of aisles. The database F k can
be thought of as a dictionary where the keys are the coordinates of the locations and
the value corresponding to a key is the expected spectrum of a given signal source at
the location.
Let us suppose that for signal source k, the observed spectrum at a location
is ψ k . Let the collection of all the keys in F k be denoted by L which is the set of
all locations in the area of interest. Then given a distance function D, the location
inference step can be viewed as finding l̂ such that:

l̂ = argmin D(ψ k , ξlk )
l∈L

where ξlk is the expected spectrum for source k at location l ∈ L. Note that as
this search is conducted over the entire database of locations in the area of interest,
assuming that the distance computation is a constant time operation, the entire
position estimation algorithm will run in O(L log L) time (being dominated by the
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time to sort in order to determine the minimum). When L is large, this time can be
considerable, thus hurting the real time performance of the system.
In order to reduce the running time, we perform a candidate selection step in
order to reduce the search space of the candidate locations. Intuitively, candidate
locations should be such that the expected spectrum for source k at the candidate
should at least be capable of generating the same NoA-DCD features as the
test location. More precisely, the expected power spectrum at a candidate location
should be such that the received power in the the channels selected as NoA-DCD
features, from the observed spectrum, are over a given threshold value. We denote
the set of selected candidates for the k th source by C k .
The problem of selecting candidates can be posed as a Subset Query Problem
[62]. The subset query problem is stated as follows: Given a set V of n vectors over
{0, 1}, build a data structure, which for a query vector q over {0, 1}, detects if there
is any vector p ∈ V such that q is a subset of p (in other words, p ∧ q == q).
Due to its high importance, the subset query and partial match problems as they
are generally called, have been studied for sometime. It is believed that the problem
inherently suffers from the “curse of dimensionality”, that is, there is no algorithm
for this problem which achieves both “fast” query time and “small” space [62] in the
general setting.
In [6] the authors posed the candidate selection problem as a Subset Query
Problem [62] and used the idea of received channel indicator vector (RCI) vectors for
computing the same in polynomial time (though the general subset query problem is
N P -hard). However due to the characteristics of the noise in indoor environments,
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the construction of the RCI vector as presented in [6] will fail to capture the “locality”
information as encoded by these vectors.
More specifically in [6], given a RSS vector ξlk at a location of interest l ∈ L,
they marked a channel with a 1 if the channel had some received power. However in
indoor settings this would lead to RCI vectors containing 1 in all the channels. In
order to circumvent this problem for each signal source k we calculated a threshold
tk and if the received power in a channel for the source k was over this threshold then
we put a 1 for that channel. Otherwise we put a zero. Using this procedure we still
get a indicator vector but now the values are adjusted for the indoor environment.
We call these the noise adjusted received channel indicator (NoA-RCI) rkl . Given
the observed RSS ψ k we first compute the NoA-DCD features and then a NoA-DCD
indicator vector ρk where all the channels in ψ k except the ones which were selected
as NoA-DCD features are set to 0 and the channels that are selected as NoA-DCD
features are set to 1. Then the location l ∈ L is selected as a candidate if and only if

rkl ∧ ρk = ρk

(3.1)

Each location l ∈ L satisfying the condition 3.1 is selected as a candidate and added
to the dictionary C k which at the completion of this step, for all locations in the area
of interest, contains only the candidates for the final location inference. Note that C k
is a dictionary where the keys are the candidate locations and the value corresponding
to a key is the expected power spectrum for the source k at the location given by the
key.
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Given the candidates, the location inference can now be done as follows:

l̂ = argmin DNoA-DCD (ψ k , ξlk )

(3.2)

l∈keys(C k )

where keys(C k ) is the set of locations selected as candidates. Note that when computing the position estimate using 3.2, we use the distance DNoA-DCD , which is the
restriction of D to the space of the NoA-DCD features. This is done for two reasons:
first the NoA-DCD features represent the channels that contain the locality information and hence if two locations have the same NoA-DCD features they are the
same location with high probability. The second reason is that the dimension of the
space of NoA-DCD features is much smaller than the dimension of the space of the
raw signal data. As a result computing the distance on the space of the NoA-DCD
features speeds up the computation.

3.3

Choice of Distance Function

The last piece of the puzzle in computing the position estimate relates to the
choice of the distance function D. Given a RF source k and the observed power
spectrum ψ k , let us assume that the RSS value in the ith channel i = 1, 2, . . . , ck
is denoted by a random variable Rik , i = 1, 2, . . . , ck . Let us assume that Rik has a
Gaussian distribution with mean µki and standard deviation σik [6]. Note that if l is
the correct location at which the spectrum was observed, then ERik = ξilk where ξilk
is the expected power spectrum for the source k in channel i at location l. Also note
that the ψik is an observed value for the random variable Rik .
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The problem of estimating the location l given the observed spectrum ψ k is
equivalent to the problem of finding an estimator T (ψ k ) for the location l ∈ L. This
can be formulated in the Bayes Minimum Risk Framework as follows: we seek to find
location l ∈ L as T̂ (ψ k ) such that for a given observed power spectrum ψ k , T̂ (ψ k )
satisfies

Z

k

T̂ (ψ ) = argminT ∈E

{L(T (ψ k ), l)}π(l)π(l | ψ k )dl,

(3.3)

where E is the set of all estimators of l ∈ L [63] and π(l | ψ)k is the posterior
distribution of the location conditional on the observed power spectrum. It can be
shown following an extensive mathematical analysis in the spirit of the one given
in [6], that under the Gaussian distributional assumptions the minimization problem
reduces to estimating T (ψ k ) as:

Tˆk = argmin
i

ck
X
ψ k − ξik 2
)
( i
σˆik
j=1

(3.4)

where σˆik is the estimate of σik . Note that if σik = σ ∀i, k, then 3.4 reduces to the
Euclidean distance. However in the present case σik 6= σ ∀i, k and hence we use the
distance measure as given in 3.4. Thus given the observed spectrum ψ k and the
expected spectrum ξ k , our distance function is given by:
ck
X
ψ k − ξik 2
D(ψ , ξ ) =
( i
)
ˆk
σ
j=1
i
k

k

30

(3.5)

Finally given the location estimates from all the |S| sources, the final location
of the point of interest is computed as:
ck
X
ψ k − ξik 2
( i
)]
T̂ = argmin[argmin
i
k
σˆik
j=1

(3.6)

Finally we would like to point out that in general the distance metric D can be
different for each source. However in this work we consider the same distance metric
for all the sources.
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CHAPTER 4

DATASET AND EXPERIMENTS

The dataset used for the experiments was collected using Software Defined Radios (SDR) manufactured by Ettus Research (a part of National Instruments). Ettus
SDRs are based on the Universal Software Radio Peripheral (USRP) which provides
an abstraction over the operating system and interacts with the programmable hardware component of the SDR. The USRP product families include B-Series, N2xxseries, N3xx-Series, X-Series and E-Series [64]. Note that among the available USRP
models, the E-Series has an embedded processor in it, which makes it a portable
system capable of executing programs on its own. The detailed comparison chart of
above mentioned USRPs is shown in Figure 4.1.
A software defined radio [65] is a radio in which some or all of the physical-layer
functions are implemented using programmable software running on a microprocessor
or a FPGA. All the algorithms in digital signal processing and communication theory
can be executed via a software on an embedded DSP chip or a CPU or/and FPGA.
In 1991 Joe Mitola coined the term “Software defined radio”.
Almost all the traditional radios are configured to operate at a predefined frequency, have limited functionality and accessing their internal states/process is hard.

32

Figure 4.1: Comparison of different USRP models (Borrowed from [65])

These issues with traditional radios and the introduction of the idea of cognitive radio
networks boosted the need for a radio which was more flexible, configurable and could
be used for multiple purposes simply by re-configuring the software running on the
same. This led to the design and implementation of Software Defined Radios (SDR).
Since a majority of the functionalities of a SDR are controlled by a programmable
software, SDRs allow for flexibility, upgradability, reconfigurability at a lower cost.
Due to the flexibility and low cost of SDR, they have a wide range of applications which includes but are not limited to:

• Cellular Handsets/ Base stations
• Drone communication/defense/detection
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Figure 4.2: USRP B200 board (Borrowed from [65])

• Wireless security research
• GPS receivers and simulators
• Spectrum Monitoring and more
USRP B200: The USRP B200 [66] comes with an Xilinx Spartan 6 XC6SLS75
FPGA. It has a frequency range of 70Mhz - 6GHz with an instantaneous bandwidth
of up to 56 MHz. The B200 board is equipped with a transmit and a receive channel
as show in Figure 4.2. The board is powered using a USB 3.0, which is fast and
convenient.
USRP Hardware Driver (UHD): The USRP hardware driver acts as the
single and the only common interface between a host machine and all the USRP
devices. It is a host-side software driver running in user-space. UHD is open source
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Figure 4.3: Different layers in the working of an USRP (Borrorwed from [65])

and hosted on GitHub [67]. The cross platform compatibility of UHD make it easy to
install on a system irrespective of the operating system. For a better understanding
of how USRP works along with UHD, see Figure 4.3
GNU Radio GNU Radio is the open-source framework used for writing programs which can make SDR do the signal processing. GNU Radio works in similar
to Mathworks’ Simulink. GNU Radio runs C++ and python under its hood. One
can write the program or use the graphical tool GNU Radio companion for signal
processing. Using the GNU radio companion one can easily drag and drop widgets,
make connections between the blocks (widgets) and make a Flowgraph. The blocks
in the Flowgraph are nodes which in turn generates a python code underneath, which
performs signal processing and other operations. In GNU Radio each block runs its
own thread. The GNU radio source code can be found at [68]. Any code that we write
to perform a signal processing, acts at the application layer of the fig 4.3. Figure 4.4
is a FM receiver Flowgraph created in GNU Radio companion.
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Figure 4.4: Flowchart of an FM receiver in GNU Radio Companion [65]

4.1

Dataset

As an initial source of data we used the AMBILOC dataset [9]. This dataset
was collected using a USRP B200 software defined radio and consists of FM and
GSM signals, and is publicly available on the AMBILOC website [9]. During the
data collection phase the creators of the AMBILOC dataset also collected Digital TV
and WiFi signals. However due to issues with the data collection process the WiFi
signals were not clean and hence are not available for download with the AMBILOC
dataset. The digital TV data was available but we finally decided not to use it for
our experiments since it did not have enough locality information (See Figure 4.13).
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4.1.1

Ambiloc Data
In order to test our algorithms, we decided to use the publicly available AM-

BILOC dataset [9, 69]. We chose this dataset because it contains data from several
sources (FM, GSM and DVB-T), across multiple buildings over a year, collected with
a USRP B200, thus providing an exhaustive standard indoor test-bed. The data was
collected across three different buildings namely Office, Campus and Apartment,
the details of which are shown in Table 4.1.
Building

Dimension

Office

100x50 m

Campus

80x80 m

Apartment

14x7 m

Floor

Number of locations

Floor 1
Floor 0
Floor -2
Floor 1
Floor 0
Floor 3

33
36
16
13
13
37

Table 4.1: Details of buildings in Ambiloc dataset

The Office and Campus buildings had a fixed number of test-bed locations
covering all the floors, while the Apartment building had test-bed locations over a
small area. The data was acquired over a span of 12 months (January-December)
for the Offices and Campus buildings, whereas for the Apartment building it was
collected over a period of 3 months (January-March). The data collection was carried
out using a dedicated data acquisition platform (DAQ) as described in [70]. At the
beginning of each session of the data collection the person collecting the data, recorded
if the building was populated or empty. [70] The ground truth of sample collection
points was at first was marked with reference to local point in the respective floor
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Figure 4.5: Floor plan and sampling locations of Floor 0 of Campus building.(Borrowed from [9].)

(like room doors), but due to low precision in human defined ground truth, later
ground truths were determined using high precision laser rangefinders. The average
spacing between the collection points in the Office building was 4.6 meters, while
in the campus building it was 12.5 meters, and in the Apartment building it was
1.4 meters. All data for the different test-beds were collected by the same person
and using the same instruments in order to maintain consistency. Moreover, in order
to reduce any impact of the operator’s body on the received signal, the receiver
was raised above the head level of the operator. Even though [69] mentions that the
DAQ recorded RAW RF samples for FM radio (87.5-108.5 MHz), eGSM-900 (925-960
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Figure 4.6: Floor plan and sampling locations of Floor 1 of Campus building.(Borrowed from [9].)

MHz), DVB-T (six channels between 490-610 Mhz), GSM-1800 (1805-1880 MHz) and
WiFi (2.4 GHz), only three (FM, DVB-T and eGSM900) were available for download
from AmbiLoc [9]. In [8] mentions that the project about 2600 measurements across
the building which was about 12 TB of data.
For each of these datasets, 20 RF “fingerprints” were collected per test location
for each source type (FM, eGSM and DVB-T). RSS were recorded using GNU Radio
at a sampling rate of 10 Hz, resulting in 20 fingerprints. [70]. Lastly the downloaded
data contained json file with details about the weathers conditions (includes temperature, precipitation, humidity and several other parameters) and the state of the
floor/building (if it was populated or empty) during the collection of samples at each
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Figure 4.7: Floor plan and sampling locations of Floor 0 of Office building.(Borrowed
from [9].)

of the locations in the respective buildings. All the fingerprints were stored in CSV
(comma-separated values) files with one file per source at a given location (Apartment, Office or Campus). Each such CSV file had 20 rows, each row representing
one full-width RSS “fingerprint” with each column representing a radio channel. The
data was not divided into testing and training sets and as a result we had to create
our own (test,train) splits. In order to use the data for our experiments, we first
pre-processed the data and we describe this next.

40

Figure 4.8: Floor plan and sampling locations of Floor 1 of Office building.(Borrowed
from [9].)

4.1.2

Data Pre-Processing
In order to use the Ambiloc [9] data-set for our experiments, the first step was

to visualize the data that was downloaded. After plotting the RSS values against
the corresponding frequencies we found that the data from eGSM900 and FM were
usable with clearly identifiable dominant channels where the received power was well
over the noise threshold. However the plots for DVB-T signals were disappointing
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Figure 4.9: Floor plan and sampling locations of Floor -2 of Office building.(Borrowed from [9].)

since they had “Nan” values (see Figure 4.11, 4.12, 4.13), which makes computation
with the data problematic. As a result we decided not to use DVB-T signals, but
consider only the FM and eGSm900 data for our work.
The next step was to generate test and training data from the data-set. Since
the data-set had 20 full-width RSS spectra, each having varying RSS values in each
of the channels at a given location, we decided to use the average RSS values for each
channel from a randomly selected subset of 16 of these spectra as the “fingerprint” for
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Figure 4.10: Floor plan and sampling locations of Floor 3 of Apartment building.
(Borrowed from [9].)

each location. The average RSS spectrum computed was stored in a CSV file before
being used for generating the radio map. We used this method with the data collected
during one of the sessions in the month of January to create the “radio map,” the
database of fingerprints to be used for subsequent location inference. Thus for the
Campus and Apartment buildings we used the data from the first session in January
and for the Office building we used data from the second session in January for
generating the database of fingerprints, in other words the radio map. The standard
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Figure 4.11: Plots of 20 FM samples collected at a location (AMBILOC)

deviation and mean of each channel considering all the location in a floor of a building
was computed and stored as well in a CSV file. For testing purposes we selected
one RSS spectrum at random from the RSS spectra at each location for any given
month and created a “test-set” containing all these spectra for all the locations from
every building. Note that the training set and the test set contains RSS spectra for
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Figure 4.12: Plots of 20 GSM samples collected at a location (AMBILOC)

the same locations: whereas the training data for a location contains the “average”
value (noting that the average is an unbiased estimate of the expected spectra at the
location) of the spectra at a location, estimated using data from a single session in
January, the test set contains one “observed” spectrum at the location at any given
time. For our experiments we ran the tests using data collected over the entire year
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Figure 4.13: Plots of 20 DVB-T samples collected at a location (AMBILOC)

to ensure that (1) our algorithms were agnostic to changes in weather conditions and
settings of the indoor environment and (2) to ensure that it was agnostic to long term
temporal variations, thus being amenable to “transfer learning”. This was done as
it is known that RSS values are affected by changes in humidity and temperature,
specially in indoor environments [71].
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CHAPTER 5

EXPERIMENTAL RESULTS

All our experiments were run on a standard workstation computer with Ubuntu
18.04 having 32 GB RAM and an Intel i7 processing unit. The implementation was
done using Python and was not optimized to use multiple cores and hence all the
results reported here are using a single core of the compute platform. We have used
different Python libraries extensively for the implementation. In order to establish the
efficacy of our method, we compare our localization results (using FM & GSM) with
those obtained using other distance metrics for the nearest neighbor search, namely,
the Euclidean distance [6], cosine distance and correlation distance [36]. Given a
distance metric D, for inference with multiple sources we use the following inference
criteria:

l̂ = argmin[argmin DN oA−DCD (ψ k , ξlk )]
k

(5.1)

l∈keys(C)

where as before DN oA−DCD is the distance computed in the space of the NoADCD features. We measure the accuracy of our system as the fraction of the total
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Figure 5.1: Shows the performance comparison of proposed method and other methods

number of locations across the different buildings whose position coordinates are
predicted exactly. Note that this is a very stringent measure of accuracy, since in
this case even if the system makes a small error in its prediction, it still counts as an
error though in reality the actual error might be negligible. In general loss functions
like the mean squared error or variations thereof are used for measuring the error in
position estimation [6]. However we used a more stringent criteria as we believe that
in indoor positioning systems it is important to make exact predictions since even
seemingly small errors can have an adverse impact on the usability of the system.
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Figure 5.1 shows the results obtained across the different locations over a
period of one year using the proposed system and compares it against those obtained
using other distance measures and the inference mechanism given by equation 5.1.. As
mentioned before, the “radio map” used for the location inference was created using
data from the first session in January. As seen from Figure 5.1, the proposed system
outperforms all the other location inference methods across the different months of
the year clearly establishing its superiority. We must point out here that in [8], the
authors showed that using only a single source (namely FM) they could obtain an
accuracy of 78.8 % by using a Support Vector Machine, on the same dataset. As seen
from Figure 5.1, using FM and GSM together in the proposed framework, we can
boost up the accuracy to between 95 % and 100 %. Our average accuracy across the
year is 98.29 % and the median accuracy is 98.64 %.
In order to understand why the proposed system outperforms other distance
metrics, we need to consider the efficiency with which the correct source is selected
for positioning by the proposed system. Any efficient system for localization using
multiple sources should be unbiased in its choice of the source selected using equation
5.1. Thus for example if a system is biased towards selecting only FM as the source for
position estimation, it might perform well in cases where FM is a good estimator of
the same but in other cases it will perform poorly. Figure 5.3 and Figure 5.2 shows the
contrast between selection of FM versus GSM using the proposed system against the
other distance measures for the months of January, August and December (Results
for other months being similar). From the Figure 5.3 and Figure 5.2 it is clear that
all the standard nearest neighbor models are biased towards selecting FM as the right
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source, which had a major impact on the performance of these models. In the case of
other standard nearest neighbor model, there were instances where GSM predicted
the right location, but the location predicted by FM was selected as the estimated
location, since the models were biased towards FM.
It can be seen that with the proposed system (i.e equation 3.6), FM or GSM
are equally likely to get selected for a given location at any given time in the year, for
position estimation. This unbiased selection of the source by the proposed method
(clearly seen in Figure 5.3 and Figure 5.2), makes sure that one signal source compliments the other in position estimation. In other words, even if FM fails in a location
(eg: basement of a building), with the proposed method we are certain that the
framework would rely on GSM (provided GSM predicts a better location that FM).
However for the other distance measures, we found that FM was more likely to be
selected for position estimation as the system was biased towards FM, essentially
rendering the use of a second source moot. Thus there were locations where FM was
selected as the source for location estimation though GSM actually predicted the correct position. We must also point out that for the current dataset, both FM and GSM
perform comparably (as seen in Figure 5.4 and Figure 5.5) and hence even though
the other systems were biased towards FM, it did not adversely affect the accuracy
of the system. However this is more of a coincidence than a rule and in general when
using multiple sources, some would be good at certain locations versus others.
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Figure 5.2: Shows the source selection statistics of two different standard nearest
neighbor algorithms (Cosine and Correlational).
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Figure 5.3: Shows the source selection statistics of Euclidean distance algorithm
and the proposed algorithm
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Figure 5.4: Shows the position estimation performance of GSM signal across all the
buildings.
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Figure 5.5: Shows the position estimation performance of GSM signal across all the
buildings.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORKS

In this paper we have designed and implemented a system for indoor positioning using multiple RF signal sources. We have demonstrated the efficacy of our
proposed system using the standard Ambiloc [9] dataset, using two signal sources,
namely FM & GSM. We show that we can correctly predict the position of a location
of interest about 99% of the times on average. We have also shown that proposed
system is capable of transfer learning in that it can be used to predict positions across
the year using a model estimated using data from a single month. Going forward we
want to build in more signal sources into the proposed system system. With that
goal in mind we are in the process of collecting our own dataset using multiple (FM,
GSM and WiFi) sources on our campus and we plan to use the same for extending
this work to a journal version. Furthermore going forward we plan to explore the
possibility of building such systems using the idea of “automatic feature learning”
using neural networks.
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