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1. The general problem class
We consider on the interval (−π,π) the singular non-symmetric differential equation
Lu := iε d
dx
(
f (x)
du
dx
)
+ i du
dx
= λu, (1.1)
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f (x+ π) = − f (x), f (−x) = − f (x), (1.2)
and also
f (x) > 0 for x ∈ (0,π). (1.3)
In particular it follows that f (πZ) = 0. We assume that f is continuous, and differentiable except
possibly at a ﬁnite number of points, the points of non-differentiability excluding πZ. We assume
that f ′(0) = 2/π and that 0 < ε < π .
Our interest in (1.1) is primarily motivated by [3] and [7], where f (x) = (2/π) sin x, and therefore
(1.1) takes the form
iε˜
d
dx
(
sin x
du
dx
)
+ i du
dx
= λu, (1.4)
with 0 < ε˜ < 2. Eq. (1.4) arises in ﬂuid dynamics, and describes small oscillations of a thin layer of
ﬂuid inside a rotating cylinder. It has been long conjectured that, despite the fact that (1.4) is highly
non-self-adjoint, all the eigenvalues of (1.4) are real. For a ﬁxed non-zero ε˜ the conjecture has been
supported by some numerical evidence, see e.g. [5], who have also proved that eigenvalues accumu-
late at inﬁnity along the real line. Davies [7] established that the spectrum is discrete, nonetheless the
eigenfunctions do not form a basis. He also obtained a number of very interesting estimates. Recently
Weir [17,18] proved, using Davies’ estimates, that the spectrum of the highly non-self-adjoint problem
(1.4) is indeed purely real and just very recently Davies and Weir [8] studied the asymptotics of the
eigenvalues as ε˜ → 0.
The goal of our paper is to extend Weir’s result and to prove that all the eigenvalues of (1.1) are
real under minimal restrictions on the coeﬃcient f (x). In order not to hide the fundamental simplicity
of our methods under a burden of technical details, the proof that there is no essential spectrum –
in fact, the resolvent operator has bounded kernel – will be given in a separate article, [4]. One
fundamental condition is the anti-symmetry of f with respect to x, see (1.2), and also some symmetry
properties of the whole operator, see below. This makes (1.1) reminiscent (but not identical) to a
wide class of so-called PT-symmetric equations: non-self-adjoint problems, which are not similar to
self-adjoint, but which nevertheless possess purely real spectra due to some obvious and hidden
symmetries. For examples, surveys, and interesting recent developments see e.g. [1,9,10,15,16,13,14]
and references therein.
An additional diﬃculty in dealing with (1.1) (compared to standard PT-symmetric problems) is the
presence of singularities at x = −π,0,π . On the other hand, it is exactly these singularities which
allow us to use a strategy of, very roughly speaking, matching asymptotic expansions and exact solu-
tions.
In the remainder of this section we shall describe some basic properties of the equation and its
solutions. Section 2 discusses an illustrative explicit example in which f is piecewise linear, while
Section 3 contains the general results. Appendices A and B cover details of some basic asymptotics
and spectral theoretical properties of (1.1).
By an elementary Frobenius analysis (see Appendix A, for a rigorous summary of the main asymp-
totic results) the differential equation (1.1) is seen to possess, for each λ ∈ C, a unique (up to scalar
multiples) solution in L2(−π,π), which we denote by φ(x, λ). This solution is continuous at x = 0,
where it is non-vanishing, and may therefore be normalised by the condition
φ(0, λ) = 1. (1.5)
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more restrictive condition 0 < ε < π/2, which is necessary to ensure that the differential equation
has a unique solution in a weighted L2-space naturally associated with the problem.
Eq. (1.1) also has singular points at ±π ; however all solutions are square integrable at these points
(in the unweighted space). In the weighted space it will turn out that whether these solutions are
square integrable or not depends on how small ε is.
By the periodic eigenvalue problem associated with (1.1) we mean the problem of ﬁnding solutions
which are square integrable and which satisfy the periodicity condition u(−π) = u(π). In view of the
foregoing comments about the solution φ it follows that μ is an eigenvalue if and only if
φ(−π,μ) = φ(π,μ). (1.6)
Now consider, for any λ ∈ C, the function ψ(x, λ) = φ(−x, λ). It is easy to see that ψ solves (1.1)
with λ replaced by −λ; also, ψ is square integrable and ψ(0, λ) = 1, hence ψ(x, λ) = φ(x,−λ). In
other words,
φ(−x, λ) = φ(x,−λ). (1.7)
In a similar way, taking complex conjugates in (1.1) shows that
φ(x, λ) = φ(x,−λ) = φ(−x, λ). (1.8)
Eq. (1.8) gives a reﬂection principle for φ across the imaginary λ-axis, on which φ is real valued.
Using the eigenvalue condition (1.6) and the symmetries (1.7) and (1.8), makes it clear that eigen-
values come in quadruples: (λ,−λ,λ,−λ). Also, the condition (1.6) for μ to be an eigenvalue can be
written in the equivalent form
φ(π,μ) = φ(π,−μ) = φ(π,μ). (1.9)
We would like to show that all eigenvalues of the problem are real.
Finally in this introduction, we emphasise that all of our results can be placed in a proper operator
theoretic framework: in particular, the eigenvalues to which we have casually referred are indeed
eigenvalues of a closed non-self-adjoint operator; see Appendix B. Let C2per(−π,π) be the space of
periodic C2 functions in (−π,π). The differential expression L with domain C2per(−π,π) deﬁnes a
closable linear operator acting on the space L2(−π,π), despite the fact that 1/ f (x) is not integrable
at x= 0,±π . In order to see this we will show that L is a closed operator in the maximal domain
Dm :=
{
u ∈ L2(−π,π): Lu ∈ L2(−π,π)}.
Clearly C2per(−π,π) ⊂Dm. In Appendix B we will show that Dm ⊂ H1(−π,π). This ensures that any
eigenfunction of (L,C2per(π,π)) is a solution of the periodic eigenvalue problem associated with (1.1),
and vice versa. Note however that in the general case (1.1) we do not claim to prove that the spectrum
is purely discrete, for a proof of this statement see [4].
2. A piecewise linear example
As an example we start with the case where f is given by
f (x) =
⎧⎨
⎩
−2π−1(x+ π), −π  x−π/2,
2π−1x, −π/2 x π/2,
−1
(2.1)2π (π − x), π/2 x π.
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we have
φ(x, λ) = Γ (ν + 1)(iνλx)−ν/2 Jν(2
√
iνλx ) =: ζ0(x, λ), (2.2)
where ν = π/(2ε). For x ∈ [π/2,π ] we can write
φ(x, λ) = A(λ)ζ1(x−π,λ) + B(λ)ζ2(x− π,λ) (2.3)
where
ζ1(z, λ) = (iνλz)ν/2 Jν(2
√−iνλz ), (2.4)
ζ2(z, λ) = (iνλz)ν/2 J−ν(2
√−iνλz ), (2.5)
and where A and B must be determined to ensure that φ is continuous and differentiable at π/2:
(
ζ1(−π/2, λ) ζ2(−π/2, λ)
ζ ′1(−π/2, λ) ζ ′2(−π/2, λ)
)(
A(λ)
B(λ)
)
=
(
ζ0(π/2, λ)
ζ ′0(π/2, λ)
)
. (2.6)
In view of the fact that ζ1(0, λ) = 0 the condition (1.9) becomes, upon using (2.3),
B(μ)ζ2(0,μ) = B(−μ)ζ2(0,−μ).
The properties of the Bessel functions show that ζ2(0, λ) = iν/Γ (1−ν) for all λ, and so the eigenvalue
condition becomes
B(μ) = B(−μ).
The solution of (2.6) is given by
B(λ) =
det
(
ζ1(−π/2,λ) ζ0(π/2,λ)
ζ ′1(−π/2,λ) ζ ′0(π/2,λ)
)
det
(
ζ1(−π/2,λ) ζ2(−π/2,λ)
ζ ′1(−π/2,λ) ζ ′2(−π/2,λ)
) . (2.7)
Further progress at this stage appears to rest on explicit calculation with Bessel functions. Firstly,
it may be shown (either by reference to Watson’s book on Bessel functions or by explicitly solving
the ﬁrst order ODE satisﬁed by the Wronskian) that
det
(
ζ1(z, λ) ζ2(z, λ)
ζ ′1(z, λ) ζ ′2(z, λ)
)
= sin(νπ)
π
(iνλ)ν zν−1. (2.8)
Secondly, observe that if we deﬁne
χ(x, λ) = Jν(2
√
iνλx ),
then
ζ0(x, λ) = Γ (ν + 1)(iνλx)−ν/2χ(x, λ) = cλ−ν/2x−ν/2χ(x, λ),
ζ1(x, λ) = (iνλx)ν/2χ(−x, λ) = Cλν/2xν/2χ(−x, λ).
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ζ ′0(π/2, λ) = cλ−ν/2(π/2)−ν/2
(
χ ′(π/2, λ) − ν
π
χ(π/2, λ)
)
,
ζ ′1(−π/2, λ) = Cλν/2(−π/2)ν/2
(
−χ ′(π/2, λ) − ν
π
χ(π/2, λ)
)
,
and hence
det
(
ζ1(−π/2, λ) ζ0(π/2, λ)
ζ ′1(−π/2, λ) ζ ′0(π/2, λ)
)
= 2cC(−1)ν/2χ(π/2, λ)χ ′(π/2, λ). (2.9)
Since χ ′(x, λ) = √iνλ/x J ′ν(2
√
iνλx ), it follows that for some constant C˜ independent of λ,
B(λ) = C˜λ1/2−ν J ′ν(
√
2iνλπ ) Jν(
√
2iνλπ ).
Hence the eigenvalue condition becomes
F (λ) = F (−λ), where F (λ) = λ1/2−ν J ′ν(
√
2iνλπ) Jν(
√
2iνλπ). (2.10)
Setting z = √2iνλπ , we observe that √−2iνλπ = ±iz.
Deﬁne
ρ(z) := J
′
ν(z) Jν(z)
J ′ν(iz) Jν(iz)
. (2.11)
Then a necessary condition for Eq. (2.10) to be satisﬁed becomes
∣∣ρ(z)∣∣= 1.
Theorem 2.1. For any non-real λ (corresponding to arg(z) /∈ {±π/4,±3π/4}), the equation |ρ(z)| = 1 can-
not be satisﬁed. In fact, for −π/4 < arg(±z) < π/4, we have |ρ(z)| < 1; for π/4 < arg(±z) < 3π/4, we
have |ρ(z)| > 1. Consequently all the eigenvalues of (1.1), with f (x) given by (2.1), are real.
Proof. For real ν , the zeros of the Bessel function Jν and of its derivative are all real. In the sector
−π/4 < arg(z) < π/4, if z = 0 then iz is not real and so J ′ν(iz) Jν(iz) is non-zero. Consequently ρ(z)
is well deﬁned and analytic. Standard asymptotics show that for large |z| in this sector, |ρ(z)| < 1.
On the rays bounding the sector, |ρ(z)| = 1. By the Phragmen–Lindelöf principle, since ρ is a non-
constant function which is analytic in a sector of angle π/2, and has a growth order strictly less
than two (in fact, growth order 1), ρ attains its maximum modulus strictly on the boundary rays.
Consequently in the sector −π/4 < arg(z) < π/4, one has |ρ(z)| < 1.
The results for the other sectors follow similarly; for instance, if −3π/4 < arg(z) < −π/4 then
z = −it with −π/4 < arg(t) < π/4, and so |ρ(z)| = 1/|ρ(t)|. 
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For the general case we return to our equation (1.9). Throughout this section we assume 0 < ε <
π/2.
We start with an auxiliary result concerning the location of the zeros of φ(π,λ).
Theorem 3.1. All the zeros of φ(π,λ) lie on the negative imaginary axis.
Proof. Consider the differential equation (1.1) satisﬁed by φ(x, λ), restricting attention to the sub-
interval (0,π). Note that f does not change sign in this sub-interval. Using standard integrating
factor techniques we can transform (1.1) into
d
dx
(
p(x)
du
dx
)
= − iλ
ε
p
f
u, (3.1)
where
p′/p = f ′/ f + 1/(ε f ). (3.2)
Simple asymptotic analysis shows that
p(x) ∼
{
xπ/(2ε) f (x) (x near zero),
(π − x)−π/(2ε) f (x) (x near π). (3.3)
Setting w(x) = p(x)/ f (x) and  = iλ/ε, we can write (3.1) in Sturm–Liouville form as
−(p(x)u′)′ = w(x)u, x ∈ (0,π). (3.4)
Observe that the weight function w , which is positive, has very different behaviours at different
endpoints:
w(x) ∼
{
xπ/(2ε) (x near zero),
(π − x)−π/(2ε) (x near π).
By Frobenius analysis, there exist solutions of (1.1) with behaviours u(x) ∼ x−π/(2ε) and u(x) ∼ 1 near
x = 0, and behaviours u(x) ∼ 1 and u(x) ∼ (π − x)π/(2ε) near x = π . It is therefore easy to check that
for 0 < ε < π/2 there is always precisely one solution in L2w near the origin, one solution in L
2
w near
x= π . The problem (3.4) is therefore of limit-point type at the two ends of the interval (0,π).
Since p > 0 and w > 0 on (0,π), (3.4) is automatically self-adjoint in L2w without the need for
boundary conditions. The eigenvalues , which must be real, will be precisely those values of  for
which φ(x, λ), which is always in L2w near the origin, is in L
2
w near x = π . This only happens when
φ(x, λ) ∼ (π − x)π/(2ε) , that is, when φ(π,λ) = 0. Since  = iλ/ε, this establishes that the zeros of
φ(π,λ) lie on the imaginary axis in the λ-plane. Since the eigenvalues of (3.4) are all strictly positive,
we can further say that the zeros of φ(π,λ) all lie on the negative imaginary λ-axis. 
Remark 3.2. This result, which we have proved for 0< ε < π/2, is also true for 0 < ε < π . In the case
π/2 ε < π the problem is limit circle in L2w at x= π but the condition φ(π,λ) = 0 arises naturally
by imposing u(π) = 0 in (3.4), which is the Friedrichs boundary condition for this case.
We now make the transformation λ = iz2 and deﬁne
g(z) = φ(π,−iz2). (3.5)
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g(z) = g(iz). (3.6)
In the λ-plane, by Theorem 3.1, all the zeros of φ(π,λ) are of the form λ = −ir, r > 0; hence in the
z-plane all the zeros of g lie on the imaginary z-axis and occur in pairs ±iαn , n ∈ N, 0 < α1  α2  · · ·
(observe that g(0) = 0). When z is not one of these zeros the function
ρ(z) = g(iz)
g(z)
(3.7)
is well deﬁned and analytic. The eigenvalue condition (3.6) becomes
ρ(z) = 1. (3.8)
Theorem 3.3. Suppose that the solution φ(x, λ) is, for each x ∈ [0,π ], an analytic function of λ with growth
order at most 1/2. Then for −π/4 < arg(±z) < π/4, |ρ(z)| < 1; for π/4 < arg(±z) < 3π/4, |ρ(z)| > 1.
Consequently, eigenvalues of (1.1) can only lie on the lines arg(z) ≡ π/4 (mod π/2), which, in terms of
λ = iz2 , means that all eigenvalues are real.
Proof. We start by outlining the idea of the proof; after the outline, we ﬁll in a technical detail.
Firstly we know that g(0) = 0, that g is an analytic function of z2 and that the zeros of g occur in
pairs ±iαn . If these zeros have the appropriate asymptotic behaviour then we can write
g(z) = exp(h(z2)) ∞∏
n=1
(
1+ z
2
α2n
)
(3.9)
where h is an analytic function and the inﬁnite product is convergent. Since we also know that g has
exponential growth order at most 1, it follows that h must be constant, and hence
ρ(z) = g(iz)
g(z)
=
∞∏
n=1
(1− z2
α2n
1+ z2
α2n
)
.
It is then a simple matter to check that for each n ∈ N,
∣∣∣∣1−
z2
α2n
1+ z2
α2n
∣∣∣∣< 1 ∀z such that −π/4 < arg(z) < π/4,
and the result is immediate.
It only remains to check that the zeros of g grow suﬃciently rapidly to ensure convergence of
the inﬁnite product in (3.9). To this end we recall from the proof of Theorem 3.1 that the zeros of
φ(π,λ) are given by the eigenvalues of the ODE (3.1) on (0,π) with Friedrichs boundary conditions.
We therefore wish to examine the large eigenvalues of this problem. To this end we make the trans-
formation
φ(x, λ) = 1√
p(x)
ψ(x, λ), (3.10)
where p is given by (3.2). This reduces the differential equation to
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f
ψ, (3.11)
where Q = p−1/2(p−1/2p′)′/2 and where μ = iε−1λ is already known to be real and positive. A sim-
ple calculation based on the known asymptotics of p near x= 0 and x= π shows that
Q (x) ∼
{
1
4 (
π
2ε + 1)( π2ε − 1)x−2, x↘ 0,
1
4 (
π
2ε + 1)( π2ε − 1)(π − x)−2, x↗ π.
Since 0 < ε < π/2, we have Q (x) → +∞ for x ↘ 0 and x ↗ π . By Sturm Comparison we can there-
fore obtain lower bounds on the eigenvalues μ by discarding Q and considering the eigenvalues μ
of the problem
−ψ ′′ − Q˜ ψ = μ 1
f (x)
ψ, x ∈ (0,π),
where Q˜ > 0 is a suﬃciently large constant. Standard WKB estimates (see, e.g., Bender and Orszag [2])
give for the nth eigenvalue the formula
π∫
0
√
μn
f (x)
dx∼ n,
where we observe that the integral converges because f has simple zeros at the endpoints of the
interval. Hence
μn = O
(
n2
)
.
Recalling the transformations λ = iz2 and λ = iε−1μ and the deﬁnition of the zeros αn of g and their
correspondence with the eigenvalues of this problem, we must have
λn = iα2n = iε−1μn,
whence
αn = O (n).
This is suﬃcient to ensure convergence of the product in (3.9). 
Remark 3.4. In the case of the piecewise linear coeﬃcient example of Eq. (2.1), φ(x, λ) has growth
order 1/2 in λ and hence φ(x,−iz2) has growth order 1 in z, for any x ∈ [0,π ]. This follows from the
explicit expressions for the solutions given in terms of Bessel functions in Section 2.
The same conclusion also holds for the case f (x) = (2/π) sin(x) considered by Davies [7]: the
equation admits a change of variables t = tan(x/2), and the solutions are then given in this case in
terms of Heun G-functions on the interval [0,+∞). For relevant asymptotic results, see e.g. [12].
In both of these cases, therefore, the eigenvalues of the corresponding eigenvalue problem are all
real.
The following lemma widens the class of functions f for which the function φ(x, λ) has growth
order 1/2 in λ for all x ∈ [0,π ].
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small neighbourhoods of x= 0, x= π . Then φ(x, λ) has growth order 1/2 in λ for all x ∈ [0,π ].
Proof. Suppose that f (x) = 2x/π for x ∈ [0, δ] and that f (x) = 2(π − x)/π for x ∈ [π − δ,π ] for some
δ > 0. Then the explicit expression for φ given in (2.2) is valid for all x ∈ [0, δ] and, with standard
asymptotics of Bessel functions, establishes that φ(x, λ) and φ′(x, λ) have exponential growth order
1/2 in λ for all such x. Writing the differential equation for φ as
d
dx
(
φ(x, λ)
λ−1/2 f (x)φ′(x, λ)
)
=
(
0 λ1/2/ f (x)
−iλ1/2/ε −1/(ε f )
)(
φ(x, λ)
λ−1/2 f (x)φ′(x, λ)
)
(3.12)
we observe that this is a system of the form Y ′ = A(x, λ)Y in which ‖A(x, λ)‖  Cδ |λ|1/2 for all
x ∈ [δ,π − δ]. By standard Picard estimates
∥∥∥∥
(
φ(x, λ)
λ−1/2 f (x)φ′(x, λ)
)∥∥∥∥
∥∥∥∥
(
φ(δ,λ)
λ−1/2 f (δ)φ′(δ, λ)
)∥∥∥∥exp(Cδ(x− δ)|λ|1/2)
for all x ∈ [δ,π − δ]. This establishes that the result of our lemma holds for all x ∈ [0,π − δ]. Finally
we must extend the result over [π − δ,π ]. To this end we write
φ(x, λ) = A(λ)ζ1(x− π,λ) + B(λ)ζ2(x−π,λ), x ∈ [π − δ,π ], (3.13)
where ζ1 and ζ2 are the functions introduced in Eqs. (2.4), (2.5), both of which have growth order
1/2 in λ for all x. The coeﬃcients may be found by solving the system
(
ζ1(−δ,λ) ζ2(−δ,λ)
p(δ)ζ ′1(−δ,λ) p(δ)ζ ′2(−δ,λ)
)(
A(λ)
B(λ)
)
=
(
φ(δ,λ)
p(δ)φ′(δ, λ)
)
(3.14)
where p may be any function which is non-zero at δ but is most conveniently chosen according
to (3.2). This ensures that the determinant of the matrix on the left-hand side of (3.14) is independent
of δ and may be calculated from its value as δ → 0. From the asymptotics of ζ1 and ζ2 it turns out
that this value is a non-zero constant, and so
(
A(λ)
B(λ)
)
= c(λ)
(
p(δ)ζ ′2(−δ,λ) −ζ2(−δ,λ)
−p(δ)ζ ′1(−δ,λ) ζ1(−δ,λ)
)(
φ(δ,λ)
p(δ)φ′(δ, λ)
)
.
Every quantity appearing on the right-hand side has growth order at most 1/2 in λ and so A(λ) and
B(λ) have growth order 1/2 in λ. Thus from (3.13) it follows that φ(x, λ) has growth order 1/2 for
all x ∈ [π − δ,π ]. 
Remark 3.6. The ideal way to obtain our ﬁnal result now would be to show that φ(x, λ) always
has growth order 1/2 for the whole class of coeﬃcients f introduced in Section 1. Unfortunately
this does not appear to be easy, since growth orders are not necessarily preserved in approximation
limits. For instance, exp(λ2) has growth order 2 but can be approximated locally uniformly by Taylor
polynomials, which all have growth order 0. Nevertheless the following result is true.
Theorem 3.7. Let f be a function of the class introduced in Section 1 which additionally has the property that
f ′′(0) and f ′′(π) exist. Then all the eigenvalues of eigenvalue problem (1.1) are real.
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small neighbourhoods of the endpoints.
Now suppose that we have a problem for which f is not linear near the endpoints. Nevertheless
we may approximate f by a function which is linear on [0, δ] and [π − δ,π ] for small δ. From (1.6)
and (1.7), we know that the condition for μ to be an eigenvalue is that μ be a zero of the function
d(λ) = φ(π,λ) − φ(π,−λ).
We shall attach subscripts δ to the quantities where f is replaced by a linear function on [0, δ]∪ [π −
δ,π ]: thus we shall approximate φ(x, λ) by φδ(x, λ) and d(λ) by dδ(λ). If we can show that
lim
δ↘0
(
dδ(λ) − d(λ)
)= 0 (3.15)
locally uniformly in λ, then the zeros of d(λ) will be precisely the limits of the zeros of dδ(λ). This is
achieved, for instance, by using the argument principle to count zeros inside any contour, exploiting
the fact that for analytic functions the locally uniform convergence of the functions implies locally
uniform convergence of their derivatives. Since the zeros of dδ all lie on the real axis, we shall have
proved our result.
Choose fδ as follows. On [0, δ]∪ [π − δ,π ] fδ should be linear and it should also match the values
of f at 0, δ, π − δ and π : consequently we shall have
fδ(0) = f (0) = 0, fδ(δ) = f (δ), fδ(π − δ) = f (π − δ), fδ(π) = f (π) = 0,
also, as δ ↘ 0,
f ′δ(0) → f ′(0), f ′δ(π) → f ′(π).
Frobenius analysis (more precisely, the uniform asymptotics in Lemma A.4) shows that
φ(x, λ) = 1− iλ
1+ ε f ′(0) x+ o(x), φ
′(x, λ) = − iλ
1+ ε f ′(0) + o(1) (3.16)
for small x. It is convenient also to have the second solution Φ(x, λ) which satisﬁes
Φ(x, λ) = x−1/(ε f ′(0))(1+ O (x)), Φ ′(x, λ) = −1
ε f ′(0)
x−1−1/(ε f ′(0))
(
1+ O (x)) (3.17)
for small x.
Note that we also have similar asymptotics for φδ and Φδ :
φδ(x, λ) = 1− iλ
1+ ε f ′δ(0)
x+ o(x), φ′δ(x, λ) = −
iλ
1+ ε f ′δ(0)
+ o(1),
Φ(x, λ) = x−1/(ε f ′δ(0))(1+ O (x)), Φ ′(x, λ) = − 1
ε f ′δ(0)
x−1−1/(ε f ′δ(0))
(
1+ O (x)).
Moreover the correction terms can be bounded locally uniformly in x ∈ [0, δ] by the remarks following
Lemma A.4. Consequently, since f ′δ(0) − f ′(0) = o(1),
φ(δ,λ) − φδ(δ,λ) = o(δ), φ′(δ, λ) − φ′δ(δ, λ) = o(1).
All of these bounds are locally uniform in λ.
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φδ(x, λ) = c1φ(x, λ) + c2Φ(x, λ) (3.18)
where the coeﬃcients c1 and c2 are chosen to ensure continuity and differentiability at x= δ. In terms
of the coeﬃcient p introduced in (3.2), and suppressing the λ-dependence for simpler notation, we
have (
φ(δ) Φ(δ)
pφ′(δ) pΦ ′(δ)
)(
c1
c2
)
=
(
φδ(δ)
pφ′δ(δ)
)
,
whence, in terms of the determinant  of the matrix on the left-hand side of this system,(
c1
c2
)
=
(
1
0
)
+ p(δ)

(
Φ ′(δ)(φδ(δ) − φ(δ)) − (φ′δ(δ) − φ′(δ))Φ(δ)
φ(δ)(φ′δ(δ) − φ′(δ)) − φ′(δ)(φδ(δ) − φ(δ))
)
.
Bearing in mind that from (3.3),
p(δ) = O (δ1+1/(ε f ′(0)))
and that  is a δ-independent constant, we obtain by elementary estimates that
c1 = 1+ o(δ), c2 = o
(
δ1+1/(ε f ′(0))
)
.
From (3.18) it follows that for each ﬁxed x ∈ [0,π − δ] we have
lim
δ↘0φδ(x, λ) = φ(x, λ)
locally uniformly in λ. We need to extend this convergence to x= π .
To this end we introduce the solutions ψ(x) and Ψ (x) for the unperturbed system and ψδ(x) and
Ψδ(x) for the perturbed system, determined by the asymptotic behaviours (see Lemma A.4 again)
ψ(x) = 1+ iλ
1− ε f ′(π) (π − x) + o(π − x),
Ψ (x) = (π − x)1/(ε f ′(π))(1+ O (π − x)), (3.19)
ψδ(x) = 1+ iλ
1− ε f ′δ(0)
(π − x) + o(π − x),
Ψδ(x) = (π − x)1/(ε f ′δ(π))
(
1+ O (π − x)). (3.20)
We write
φδ(x) = c1,δψδ(x) + c2,δΨδ(x)
and
φ(x) = c1ψ(x) + c2Ψ (x).
In view of the asymptotics it follows that
φ(π) = c1, φδ(π) = c1,δ.
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us to prove that c1,δ converges locally uniformly to c1. Now(
ψδ(π − δ) Ψδ(π − δ)
pψ ′δ(π − δ) pΨ ′δ(π − δ)
)(
c1,δ
c2,δ
)
=
(
φδ(π − δ)
pφ′δ(π − δ)
)
,
and a similar equation holds with δ = 0. A calculation similar to the ones performed before shows
that
c1,δ = c1 + p

{(
Ψ ′δ − Ψ ′
)
φδ + Ψ ′(φδ − φ) − (Ψδ − Ψ )φ′δ − Ψ
(
φ′δ − φ′
)}∣∣
x=π−δ.
We now estimate the various terms, bearing in mind that from (3.3) we have
p(π − δ) = O (δ1−1/(ε f ′(π)))
which may be large. Consider, for example, the term
p(π − δ)(Ψ ′δ(π − δ) − Ψ ′(π − δ))φδ(π − δ).
In this term we have
Ψ ′δ(π − δ) − Ψ ′(π − δ) = O
(
δ1/(ε f
′(π))−1(δ1/(ε f ′δ(π))−1/(ε f ′(π)) − 1)).
The multiplicative factor of δ1/(ε f
′(π))−1 cancels with the p(π − δ) term, while the φδ(π − δ) term is
close to φ(π − δ) which remains bounded as δ ↘ 0, since all solutions of the unperturbed equation
are bounded in a neighbourhood of π . This leaves a term
O
(
δν − 1)
in which
ν = ε−1 f
′(π) − f ′δ(π)
f ′δ(π) f ′(π)
.
However the fact that f is twice differentiable at π ensures from the construction of fδ that
f ′δ(π) − f ′(π) =
δ
2
f ′′(π) + o(1)
and so the term which is O (δν − 1) is actually
O
(
δδ f
′′(π)/2 − 1).
This tends to zero as δ tends to zero, regardless of whether f ′′(π) be positive or negative.
The other terms may be dealt with in a similar way. Since all the asymptotics are locally uniform
in λ, we get
lim
δ↘0φδ(π,λ) = φ(π,λ)
locally uniformly with respect to λ. The result follows. 
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In this appendix we examine the asymptotic behaviour of solutions u of (1.1) and their deriva-
tives, separately near x = 0 and x = π . In order to have a completely rigorous treatment in each
case we shall transform the problem to an inﬁnite interval and invoke the Levinson Theorem [11,
Theorem 1.3.1].
Consider ﬁrst the behaviour in a neighbourhood of 0. Make the change of variable x = exp(−t) so
that 0 maps to ∞. Eq. (1.1) now becomes
iε
d
dt
(
et f
(
e−t
)du
dt
)
− i du
dt
= λe−tu. (A.1)
Under our hypotheses on f we know that for all x in a neighbourhood of 0,
f (x) = xf ′(0) + r(x),
where |r(x)| Cx2 for some constant C > 0. As a consequence
et f
(
e−t
)= f ′(0) + ρ(t),
where
∣∣ρ(t)∣∣ C exp(−t). (A.2)
Consequently we can write (A.1) as a ﬁrst order system
d
dt
(
u
( f ′(0) + ρ(t))u′
)
=
(
0 1f ′(0)+ρ(t)
−iλ
ε e
−t ε−1
f ′(0)+ρ(t)
)(
u
( f ′(0) + ρ(t))u′
)
(A.3)
or as
du
dt
= (A∞ + R(t))u, (A.4)
where
u=
(
u
( f ′(0) + ρ(t))u′
)
, A∞ =
(
0 1/ f ′(0)
0 ε−1/ f ′(0)
)
,
and
∥∥R(t)∥∥ Ce−t . (A.5)
The matrix A∞ has eigenvalues 0 and (ε f ′(0))−1 and is diagonalisable:
A∞ = VΛV−1,
where Λ = diag(0, (ε f ′(0))−1),
V =
(
1 ε
0 1
)
.
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dv
dt
= (Λ + V−1R(t)V )v. (A.6)
Lemma A.1. Suppose that T is chosen suﬃciently large to ensure that
∞∫
T
∥∥V−1R(t)V ∥∥dt < 1/2.
Then the system (A.6) has solutions v1 and v2 such that
v1(t) =
(
1
0
)
+ r1(t), (A.7)
v2(t) = exp
(
t/
(
ε f ′(0)
)){(0
1
)
+ r2(t)
}
, (A.8)
where, for all t  T ,
max
(∥∥r1(t)∥∥,∥∥r2(t)∥∥) 2
∞∫
t
∥∥V R(s)V−1∥∥ds. (A.9)
Consequently, in view of (A.5) and the transformation v = V−1u, the linear system (A.4) possesses solutions
u1 and u2 such that
u1(t) = V
(
1
0
)
+ η1(t), (A.10)
u2(t) = exp
(
t/
(
ε f ′(0)
)){
V
(
0
1
)
+ η2(t)
}
, (A.11)
where, for some constant C > 0 and for all t  T ,
max
(∥∥η1(t)∥∥,∥∥η2(t)∥∥) C exp(−t). (A.12)
Proof. This is just the statement of Levinson’s Theorem for our problem. 
It is now a simple matter to translate this lemma into information about u(x), u′(x) and f (x)u′(x)
for x in a neighbourhood of 0:
Lemma A.2. For Eq. (1.1), there exist solutions u1 and u2 such that(
u1(x)
− f (x)u′1(x)
)
=
(
1
0
)
+ η1(x), (A.13)
(
u2(x)
− f (x)u′2(x)
)
= x−1/(ε f ′(0))
{(
ε
1
)
+ η2(x)
}
, (A.14)
where ‖η1(x)‖  Cx, ‖η2(x)‖  Cx for all 0  x  x0 , where x0 is some positive real number. Moreover the
error bounds are locally uniform in λ and depend only on λ, ε and sup0<x<x0 |r(x)|.
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article.
A similar lemma can be proved concerning behaviour near x= π :
Lemma A.3. For Eq. (1.1), there exist solutions u3 and u4 such that(
u3(x)
− f (x)u′3(x)
)
=
(
1
0
)
+ η3(x), (A.15)
(
u4(x)
− f (x)u′4(x)
)
= (π − x)1/(ε f ′(0))
{(−ε
1
)
+ η4(x)
}
, (A.16)
where ‖η1(x)‖  C(π − x), ‖η2(x)‖  C(π − x) for all π − x0  x  π , where x0 is some positive real
number. Moreover the error bounds are locally uniform in λ and depend only on λ, ε and sup−x0<x<0 |r(x)|.
These results are suﬃcient for most of our article, but not quite for the estimates in the proof of
Theorem 3.7. In particular, although Lemma A.2 gives the results (3.17) and (3.20), it does not quite
give the results (3.16) and (3.19), since the terms iλ1+ε f ′(0) x are absorbed into the error terms. The
solution to this problem relies on using an integral equation, Eq. (1.4.13) in [11, p. 12], according to
which the solution v1 of Lemma A.1 will satisfy
v1(t) =
(
1
0
)
−
∞∫
t
F (t)F−1(s)V−1R(s)V v1(s)ds, (A.17)
in which, for our system,
F (t) =
(
1 0
0 exp(t/(ε f ′(0)))
)
. (A.18)
The higher quality approximation is achieved by replacing v1 in the integral on the right-hand side
by its approximation from Lemma A.1, so that
V−1R(s)V v1(s) = V−1R(s)V
(
1
0
)
+ O (exp(−2s)). (A.19)
Suppose that f ′′(0) and f ′′(π) exist. Some explicit calculations show that
V−1R(s)V = e−s
(
λi λiε
−λiε−1 −λi − f ′′(0)/(2ε f ′(0)2)
)
+ e−s
(
0 0
0 g(s)
)
where
g(t) = O (et(et f (e−t)− f ′(0))− f ′′(0)/2) (A.20)
tends to zero as t → ∞. Hence
V−1R(s)V v1(s) = e−sλi
(
1
−ε−1
)
+ O (e−2s). (A.21)
Substituting (A.18) and (A.21) back into (A.17) and transforming back to the original variables yields
the following result:
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(
u1(x)
− f (x)u′1(x)
)
=
(
1
0
)
+ λix
1+ ε f ′(0)
( −1
f ′(0)
)
+ η5(x), (A.22)
where ‖η5(x)‖  C(x2 + |x−1 f (x) − f ′(0) − xf ′′(0)/2|) for all x in some interval [0, x0], x0 > 0, and the
constant C depends only on λ, ε and sup0<x<x0 |r(x)|.
As an immediate corollary of this lemma, and in particular of the form of the error term, if one
changes f in a neighbourhood [0, δ] to some function fδ , then the same asymptotics will hold in
[0, δ] with f ′δ(0) replacing f ′(0) on the right-hand side of (A.22). A similar reasoning works near
x= π and gives a rigorous justiﬁcation of the asymptotic results used in the proof of Theorem 3.7.
Appendix B. Linear operator realisation of L
The quadratic form associated to L with domain C2(−π,π) is strongly indeﬁnite. In fact, its nu-
merical range is the whole of C. In this appendix we show that, in spite of this strong indeﬁniteness,
L is a closable operator on C2(−π,π). The key to this result depends on an analysis of the behaviour
of u ∈Dm in neighbourhoods of 0, ±π .
Lemma B.1. Let 0 < ε < π/2. There exists a constant cε > 0, such that
π∫
−π
∣∣u′(x)∣∣2 dx cε
π∫
−π
∣∣Lu(x)∣∣2 dx (B.1)
for all u ∈Dm .
Proof. Suppose that
−iLu = ε( f u′)′ + u′ = v ∈ L2(−π,π). (B.2)
We will only show that
π∫
0
∣∣u′(x)∣∣2 dx cε
π∫
0
∣∣v(x)∣∣2 dx.
If we restrict our attention to x ∈ [0,π ], Eq. (B.2) can be written as
(
pu′
)′ = p
ε f
v,
where p is given by (3.2) and satisﬁes the asymptotics (3.3). Note that p(x) as well as f (x) are
continuous and positive in (0,π). By virtue of Hardy’s inequality (B.3) below, we can ﬁnd a constant
aε > 0 such that
π/2∫ ∣∣u′(x)∣∣2 dx aε
π/2∫ |p(x)u′(x)|2
x2+π/ε
dx aε
π/2∫ |(p(x)u′(x))′|2
xπ/ε
dx0 0 0
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ε2
π/2∫
0
|p(x)/ f (x)|2|v(x)|2
xπ/ε
dx aε
ε2
π/2∫
0
∣∣v(x)∣∣2 dx.
Similarly, if we change variables y = π − x, we can ﬁnd bε > 0 such that
π/2∫
0
∣∣u′(y)∣∣2  bε
π/2∫
0
|p(y)u′(y)|2
y2−π/ε
dy  bε
ε2
π/2∫
0
∣∣v(y)∣∣2 dy.
This ensures the desired inequality. 
In the proof of this lemma observe that Hardy’s inequality
(1− a)2
4
b∫
0
ta−2
∣∣w(t)∣∣2 dt 
b∫
0
ta
∣∣w ′(t)∣∣2 dt (B.3)
holds for any a ∈ R if w is absolutely continuous and supp(w) ⊂ (0,b). See [6, Section 5.3].
The fact that L is closed in the maximal domain Dm is a straightforward consequence of this
lemma.
Corollary B.2. Let L denote the operator deﬁned by taking the closure of the differential expression at the
left side of (1.1) in C2per(−π,π). If the resolvent set of L is non-empty, then the spectrum of L is the set of
eigenvalues of the periodic problem associated with (1.1).
Proof. Suppose that the resolvent set of L is non-empty, and let λ be a member of this set. Then, by
Lemma B.1, (L − λ)−1 is a bounded operator mapping L2(−π,π) into H1(−π,π). As H1(−π,π) is
compactly contained in L2(−π,π), then necessarily (L − λ)−1 is a compact operator. The spectrum
of L therefore consists of isolated eigenvalues of ﬁnite multiplicity. These are precisely the set of
eigenvalues of the periodic problem associated with (1.1). 
Note that if f (x) = (2/π) sin(x) the hypotheses of this corollary are satisﬁed. See [7] and [17].
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