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Abstract
We have recently shown that an energy penalty for the incorporation of residual tensorial constraints into molecular
structure calculations can be formulated without the explicit knowledge of the Saupe orientation tensor (Moltke
and Grzesiek, J. Biomol. NMR, 1999, 15, 77–82). Here we report the implementation of such an algorithm into
the program X-PLOR. The new algorithm is easy to use and has good convergence properties. The algorithm is
used for the structure refinement of the HIV-1 Nef protein using 252 dipolar coupling restraints. The approach is
compared to the conventional penalty function with explicit knowledge of the orientation tensor’s amplitude and
rhombicity. No significant differences are found with respect to speed, Ramachandran core quality or coordinate
precision.
The weak alignment of biomacromolecules and the
concomitant possibility to observe residual tensorial
couplings of magnetic nuclei has led to a wealth of
new structural information in high resolution NMR
(Tolman et al., 1995; Tjandra and Bax, 1997). Struc-
tural restraints from such couplings are usually incor-
porated into molecular structure calculation programs
by an energy penalty function which depends on the
Saupe orientation tensor (Saupe, 1964). In principle
for an unknown molecular structure, the largest prin-
cipal value of this orientation tensor, its rhombicity,
but not its Euler angles can be determined from a his-
togram of measured tensorial couplings (Clore et al.,
1998a) provided that the number of measured cou-
plings is sufficiently large and that the distribution of
individual chemical group orientations is sufficiently
isotropic.
∗To whom correspondence should be addressed. E-mail:
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In a recent simulation we have shown that a weak
alignment energy penalty function can be derived
which does not require the explicit knowledge of
an orientation tensor (Moltke and Grzesiek, 1999).
This formulation is possible because the parameters
describing the orientation tensor’s amplitudes and ori-
entation enter in linear form into the formula for an
expected tensorial coupling (Losonczi et al., 1999;
Moltke and Grzesiek, 1999). In contrast, parame-
ters describing the internal degrees of freedom of the
macromolecule such as the torsion angles are non-
linear. A typical least squares energy penalty for
residual couplings is of the following form:
χ2(α,S) =
∑
λ

Dλ −
2∑
m=−2
S∗mT 2mλ (α)


2
, (1)
where Dλ represents a measured residual dipolar or
other tensorial coupling, Sm is the orientation ten-
sor in five-dimensional, irreducible notation, T 2mλ (α
describes the theoretical tensorial coupling as a non-
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linear function of the internal coordinates α, and the
summation λ extends over all measured couplings.
The formulation of the modified energy penalty func-
tion makes use of a general observation by Golub and
Pereyra (Golub and Pereyra, 1973) that linear parame-
ters of a least-squares penalty function can always be
eliminated by substituting the analytical solution for
the linear part of the minimization problem into the
penalty function itself. By the same mechanism, it is
also possible to calculate in closed form the deriva-
tive of the modified energy penalty with respect to the
non-linear parameters (Golub and Pereyra, 1973).
Here we report the implementation of this algo-
rithm into the program X-PLOR (Brünger, 1992). The
algorithm is used to calculate a refined structure of the
HIV-1 Nef protein based on 252 residual dipolar cou-
plings and 1250 conventional NMR restraints. Incor-
poration of the dipolar coupling information into the
structure calculation increases the Ramachandran core
quality from 73 to 81% and decreases the backbone
rmsd from 0.81 Å to 0.63 Å. The algorithm is easy to
use, has good convergence properties, and compares
favorably to the conventional approach using explicit
knowledge of the orientation tensor’s amplitude and
rhombicity. Because the algorithm is able to provide
alignment constraints by an implicit Saupe tensor we
refer to it as ISAC (Implicit Saupe tensor Alignment
Constraint).
The mathematical details of the algorithm have
been described in detail before (Golub and Pereyra,
1973; Moltke and Grzesiek, 1999) and will not be
repeated here. The energy penalty function for the
dipolar (and other residual) coupling restraints and its
derivatives were included into X-PLOR version 3.851
in a similar way as the conventional procedure (SANI)
added by Tjandra and coworkers (Tjandra et al., 1997).
The necessary matrix operations were realized using
respective routines from the public LAPACK v. 3.0
and LINPACK libraries without changes (Anderson
et al., 1999).
One-bond residual dipolar couplings of amide 1H-
15N and alpha 1Hα–13Cα groups were determined for
samples of uniformly 15N or 15N/13C labeled HIV-
1 Nef protein [construct 2–39, 159–173, C206A
(Grzesiek et al., 1997)] once weakly aligned in a lon-
gitudinally compressed 7% polyacryl amide gel (Sass
et al., 2000; Tycko et al., 2000) and once by the
interaction with 16 mg/ml Pf1 filamentous bacterio-
phages (Hansen et al., 1998). Nef protein concentra-
tions ranged between 0.3 and 0.6 mM in 95% H2O/
5% D2O in 5 mm Shigemi tubes, all other condi-
tions were as described previously (Grzesiek et al.,
1997). NMR experiments were carried out at 308 K.
Amide 1H-15N dipolar couplings were measured on a
600 MHz BRUKER DRX instrument using the DSSE-
experiment (Cordier et al., 1999) with data matrices of
100∗ (tN) × 512∗ (tH) data points (where n∗ refers to
complex points) and acquisition times of 60 ms (tN)
and 55 ms (tH). 1Hα–13Cα dipolar couplings data were
determined on an 800 MHz BRUKER DRX instru-
ment using a constant-time (27 ms) 1H-13C HSQC
experiment with JCH modulation of resonance inten-
sities in a third dimension (Tjandra and Bax, 1997).
Water suppression was accomplished by gradient se-
lection. Data matrices consisted of 18 (tJ) × 152∗
(tC) × 512∗ (tH) data points with acquisition times of
26 ms (tJ), 27 ms (tC), and 53 ms (tH). Data process-
ing and analysis were carried out using the NMRPipe
package (Delaglio et al., 1995) and the program PIPP
(Garrett et al., 1991).
Estimates for the amplitude and rhombicity of the
orientation tensor were derived from a powder pattern
analysis of the measured dipolar couplings as well as
from the 3.0 Å X-ray structure of HIV-1 Nef (PDB
code 1AVV) and the NMR structure 2NEF (Table 1).
Clearly, the powder pattern estimate for the gel ori-
entation deviates substantially in its rhombicity from
all other estimates using either X-ray or NMR struc-
tures or the final results of the simulated annealing
(SA) run. This is caused by a poor sampling on the
directions of the unit sphere. Likewise, as compared
to the other data, the amplitude of the orientation ten-
sor derived from the NMR structure for the phage data
seems severely underestimated (Table 1). In addition,
the NMR quality factors Q of the 2NEF show larger
deviations between measured and calculated dipolar
couplings than the 1AVV structure despite the fact
that the rmsd of heavy atom backbone positions be-
tween the two structures is smaller than 1.5 Å. A
detailed analysis of the deviations revealed that these
are mainly caused by small local rearrangements of the
HN-N and Hα-Cα vectors and not as preliminary as-
sumed by a slight arrangement of one alpha helix (Sass
et al., 2000). For these reasons, the amplitudes and
rhombicities derived from the X-ray structure were
considered as the best initial estimates for the SANI
energy function.
In order to validate the approach for structure cal-
culations without knowledge of the orientation tensor,
the structure of HIV-1 Nef was calculated with the
same NOE and torsion angle restraints from three-
bond couplings as in the original work (Grzesiek et al.,
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Table 1. Amplitudes Azz and rhombicities η of the orientation tensors of HIV-1 Nef determined by different
methods
Powder analysisa 1AVVb 2NEF ISAC SANI
Pf1 phage Azzc 17.2 16.1 11.2 ± 0.7 17.4 ± 0.4 16.6 ± 0.1
η 0.80 0.84 0.71 ± 0.1 0.97 ± 0.03 0.88 ± 0.02
Qd – 0.44 0.73 ± 0.03 0.17 ± 0.01 0.21 ± 0.02
Gel Azz −9 −7.24 −5.19 ± 0.40 −8.98 ± 0.34 −8.22 ± 0.13
η 0.66 0.14 0.24 ± 0.09 0.09 ± 0.05 0.14 ± 0.04
Q – 0.56 0.77 ± 0.03 0.34 ± 0.02 0.41 ± 0.03
aThe amplitude and rhombicity of the orientation tensor were determined from a powder pattern analysis (Clore
et al., 1998a) of the combined and scaled 1H-13Cα and 1H-15N dipolar couplings. For the phage data, the
maximum likelihood method (Warren and Moore, 2001) was used to calculate the tensor parameters. For the gel
data, this method did not converge and the amplitude and rhombicity were estimated from the extrema of the
powder profile.
bAmplitude and rhombicity were determined from the X-ray structure 1AVV, the NMR structure 2NEF, or the
final 40 structures generated by the ISAC or SANI methods, respectively.
cIn Hz. The dipolar coupling D is calculated from Azz and η asD = Azz(3 cos2 θ−1+η sin2 θ cos 2φ)/2 where
θ and φ are the polar angles of the internuclear distance vector in the principal axis system of the orientation
tensor.
dThe NMR quality factor Q is defined as the ratio of the rmsd between observed and calculated couplings and
the rms of the observed couplings (Cornilescu et al., 1998).
1997) including once the dipolar couplings and en-
ergy function by the ISAC method and once with
an energy function (SANI) as proposed by Tjandra
and coworkers (Tjandra et al., 1997) containing ex-
plicit knowledge of orientation tensor amplitude and
rhombicity from the 1AVV structure. Clearly, such an
approach biases the SANI calculation towards the X-
ray data and will yield more favorable results for the
SANI method than could be expected for a completely
unknown structure. A total of 160 SA structures was
calculated by either the ISAC or the SANI method.
Subsets of the 40 lowest total energy structures were
then selected from each of these sets and used for
further numerical comparison.
For the two lowest energy structures resulting from
these two approaches, Figure 1 shows a comparison
between the total energies and between the dipolar
energy contributions as a function of the SA steps
during the structure calculations. Clearly, the total
energy is almost indistinguishable between both meth-
ods with the ISAC method yielding a slightly lower
(1189 kcal/mol) final energy than the SANI routine
(1251 kcal/mol). Similarly, the dipolar parts of the
energy for the ISAC and SANI routines are very
close, with the ISAC method yielding slightly smaller
contributions for most of the time points in the SA run.
This behavior of the dipolar energy reveals some
of the underlying mathematical properties of the ISAC
optimization. At the beginning (0–10 ps) of the SA
run, the dipolar contribution to the total energy is
scaled by a factor of approximately 10−4 which in-
creases exponentially to 1 towards the end of the run
(45 ps, Figure 2).
Therefore during the initial SA steps, forces result-
ing from the dipolar energy derivatives are very small
and have very little influence on the movement of the
molecular coordinates. Nevertheless at this stage, the
ISAC method yields about 20% less dipolar energy
than the SANI method. This is the result of the implicit
linear least squares optimization which always ad-
justs the orientation, the amplitude, and rhombicity of
the orientation tensor to the global minimum position
for a given set of internal coordinates α. This linear
optimization does not require any movement of the
molecule itself. In contrast, the SANI method has no
flexibility for adjusting the amplitude and rhombicity
and needs to reorient the molecule relative to a sec-
ond virtual molecule which represents the alignment
frame. In the SANI method, this reorientation only
happens at about 30–35 ps when the dipolar alignment
forces acting on the molecule become noticeable due
to the increase in the dipolar energy scaling factor.
At this point, the dipolar energies for both methods
become almost indistinguishable. At the final stage
of the SA run (45 ps), the dipolar energy for the
ISAC method is again slightly (∼10%) smaller than
for SANI. This fact is attributed to the fine tuning of
the amplitude and rhombicity in the ISAC method.
Amplitudes and rhombicities of the final orienta-
tion tensors derived from the 40 best structures of the
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Figure 1. Comparison of simulated annealing runs of HIV -1 using SANI and ISAC dipolar coupling constraints. Data correspond to both
lowest energy structures (of 160 total structures) for ISAC (continuous lines) and SANI (dotted lines) procedures. Energies are indicated as
the total energy (upper traces) and dipolar energy contribution (lower traces). Individual data points correspond to every 103rd of a series of
simulated annealing steps of 3 fs duration. The SA runs consist of a heating period at 3000 K for 10 ps followed by a slow cooling process
from 10 to 45 ps during which the temperature is lowered to 100 K and the energy contribution of the experimental constraints is continuously
increased by scaling factors. The scaling factor for the dipolar energy contribution is indicated by a broken line. After 45 ps, the molecular
dynamics run is followed by a 250 step Powell minimisation.
ISAC and SANI algorithms are also listed in Table 1.
Variations between the tensors amount to maximally
9% in the amplitudes (Azz) and to 0.09 in the rhombic-
ities (η). These tensor parameters are also very close
to the parameters derived from the 1AVV structure,
but deviate somewhat more with respect to the 2NEF
structure. A comparison to the powder pattern tensor
reveals a reasonable agreement for the amplitudes in
both alignment media, but shows a significant devia-
tion for the rhombicities of the gel data (Table 1).We
therefore conclude that the determination of the orien-
tation tensor by the ISAC method is more robust than
the powder pattern method for cases of poor sampling.
As expected, the inclusion of the 252 dipolar cou-
pling restraints considerably improves the quality of
the Nef structure (Table 2). No significant differences
are found between using either the ISAC or the SANI
routines. For the best 40 structures the precision in-
creases from an RMSD of 0.81 ± 0.19 to 0.63 ±
0.13 (0.62 ± 0.12) Å for the non-mobile backbone
heavy atoms and from 1.3 ± 0.2 to 1.1 ± 0.2 (1.1
± 0.1) Å for all heavy atoms of non-mobile residues
by the ISAC (SANI) method. A similar improvement
is obtained for the quality of the structures as judged
from the percentage of residues in the most favorable
region of the Ramachandran plane. This population
increases from 72.5 to 80.8% for the selection of
non-mobile residues in the Nef core region. Further
improvements are obtained for the regularized average
structure where the Ramachandran core population
increases to 83.3% and other terms such as overall,
dipolar, and van der Waals energy, NOE, dihedral vio-
lations also become better than the average values for
the subset of the 40 best structures (Table 2).
Two additional mathematical properties of the
ISAC method should be discussed. (1) In cases where
individual estimates Dλ are available for errors of
residual coupling measurements, these errors are eas-
279
Table 2. Structural statistics of the refined HIV-1 Nef structurea
RMSDs from experimental distance constrains (Å)
all (818) 0.079 ± 0.005 (0.074)b
intraresidual NOEs (70) 0.048 ± 0.009 (0.041)
sequential NOEs (|i− j| = 1) (338) 0.078 ± 0.007 (0.071)
short range NOEs (1 < |i− j| <= 5) (101) 0.094 ± 0.005 (0.087)
long range NOEs (|i− j| > 5) (245) 0.081 ± 0.007 (0.081)
H-bonds (64)c 0.100 ± 0.008 (0.110)
RMSDs (Hz) from dipolar coupling constraints
oriented in polyacryl amide gels (118)d 1.18 ± 0.08 (1.09)
oriented by Pf1 phages (134)e 1.31 ± 0.09 (1.20)
RMSDs from experimental dihedral constraints (◦) (157)f 0.76 ± 0.13 (0.67)
RMSDs from 3JHNHA coupling constant (Hz) (91) 0.98 ± 0.10 (0.98)
RMSDs from experimental secondary shifts (ppm)
13Cα (93) 1.32 ± 0.05 (1.27)
13Cβ (91) 1.31 ± 0.07 (1.27)
Deviation from the idealized covalent geometry
bonds (Å) 0.0063 ± 0.0002 (0.0057)
angles (◦) 0.85 ± 0.04 (0.87)
improperg (◦) 0.65 ± 0.04 (0.69)
ELJ (kcal/mol)h −370 ± 10 (−527)
Coordinate precision (Å)i
backbone non-hydrogen atom 0.63 ± 0.13
all non-hydrogen atoms 1.10 ± 0.16
Percentage of non-gly, non-pro residues in Ramachandran regionsj
core 80.8 (83.3)
allowed 19.0 (16.7)
generous 0.2 (0.0)
disallowed 0.0 (0.0)
aThe statistics were obtained from a subset of the 40 best energy structures following the simulated
annealing protocol with dipolar restraints incorporated by the ISAC routines as described in the text.
Individual simulated annealing structures are fitted to each other using residues 76 to 94, 97 to 102,
106 to 147, 181 to 191, and 194 to 199. The number of the various constraints is given in parentheses.
bValues in parentheses correspond to data obtained from an average of the 40 structures regularized by
a short simulated annealing run (300 K to 100 K in 20 steps of 30 fs) followed by a 1000 step Powell
minimization.
cFor each backbone hydrogen bond constraint, there are two distance restraints: rNH−O, 1.7–2.5 Å,
rN−O, 2.3–3.5 Å.
dConsisting of 60 1H-15N and 58 1H-13Cα dipolar one-bond couplings.
eConsisting of 72 1H-15N and 62 1H-13Cα dipolar one-bond couplings.
fThe dihedral angle constraints comprise 78 φ, 10 ψ, 55 χ1, and 14 aromatic χ2 angles.
gThe improprer torsion restraints serve to maintain planarity and chirality.
hELJ is the Lennard-Jones van der Waals energy calculated with the CHARMM empirical energy
function (Brooks et al., 1983) and is not included in the target function for simulated annealing and
restrained minimization.
iThe coordinate precision is defined as the average rms difference between the individual simulated
annealing structures and the mean coordinates. Values are reported for residues 58, 72–95, 97–102,
106–148, 181–191, 194–202, i.e., for residues which do not exhibit large amplitude internal motions
on the nanosecond time scale (Grzesiek et al., 1997).
jThese values are calculated with the programm PROCHECK-NMR (Laskowski et al., 1996). Values
are reported for the non-mobile residuesi .
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ily incorporated into the least squares penalty in a
statistically correct way by scaling of the differences:
χ2(α,S) =
∑
λ


Dλ −
2∑
m=−2
S∗mT 2mλ (α)
Dλ


2
. (2)
It is obvious that Equation 2 becomes identical to
Equation 1 when the individual couplings Dλ and the
functions T 2mλ (α) are scaled by Dλ. Therefore the
ISAC method is easily adapted to this case and our
current implementation contains this scaling. (2) For
cases where residual couplings are determined in the
presence of local mobility, Bax and coworkers pro-
posed to use half-open potentials to implement lower
limits (Ottiger et al., 1998). Clearly such half-open
potentials cannot be expressed in form of the harmonic
potentials in Equations 1 or 2 and the Golub–Pereyra
algorithm cannot be used. In such cases, it is possible
to split the measured couplings into subsets with har-
monic potentials and subsets with half-open (or any
other form) potentials. At every step of the molecular
dynamics run, the optimal orientation tensor can then
be taken from the output of the ISAC routine and used
as input for the non-harmonic potential. If the num-
ber of non-harmonic couplings is small compared to
the harmonic couplings, the introduced error will be
small.
In summary we have shown that the inclusion
of the ISAC energy penalty into a simulated an-
nealing protocol is numerically stable and has good
convergence properties. The method is especially user-
friendly since only the measured residual couplings
are used as input and no estimate for the orientation
tensor’s amplitude and rhombicity is needed. As com-
pared to the conventional approach, the increase in
computational time was found to be very moderate
(8.7 % on a SUN SPARC 20 workstation).
The method should yield the best estimates for the
orientation tensor in cases where the powder pattern
determination (Clore et al., 1998a; Warren and Moore,
2001) of amplitude and rhombicity fails due to poor
sampling of the directions on the three-dimensional
unit sphere. In the present work only dipolar couplings
were used. However the algorithm is easily adapt-
able to other rank-two interactions such as residual
CSA shifts. The method is clearly limited to cases
where the five parameters of the orientation tensor
are overdetermined by a considerably larger number
of measured residual coupling constraints. In practice,
this condition is usually met.
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