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Problemas de Electromagnetismo Associados a Leis Na˜o Lineares
Resumo
Esta tese aborda o estudo de alguns problemas de electromagnetismo, considerando leis
constitutivas do tipo poteˆncia em subespac¸os de Lp(Ω)3, com 1 < p <∞.
O tratamento destes problemas necessita de um quadro funcional adequado, pelo que se
faz a caracterizac¸a˜o e o estudo das propriedades dos espac¸osW p(div,Ω) eW p(rot,Ω), dando
particular atenc¸a˜o a` condic¸a˜o de trac¸o normal nulo.
Partindo de um modelo evolutivo com acoplamento entre os sistemas electromagne´tico
e te´rmico, considera-se uma formulac¸a˜o matema´tica mais geral, num quadro abstracto. No
sentido de sistematizar o estudo deste problema e considerando p > 65 , comec¸a-se por provar
existeˆncia de soluc¸a˜o de um problema estaciona´rio, de tipo el´ıptico, envolvendo apenas a
componente proveniente da parte electromagne´tica. Faz-se em seguida o estudo do problema
evolutivo associado, provando-se tambe´m a convergeˆncia da soluc¸a˜o deste problema para a
soluc¸a˜o do problema estaciona´rio, quando t tende para infinito e p ≥ 2. Considerando de
seguida os problemas acoplados estaciona´rio ou evolutivo, a utilizac¸a˜o de um argumento de
ponto fixo em conjunto com as estimac¸o˜es a priori e os resultados de dependeˆncia cont´ınua
dos dados obtidos para os problemas na˜o acoplados, permitem garantir existeˆncia de soluc¸a˜o
em ambos os casos, com trac¸o normal dado e p > 65 . E´ referido de forma breve o tratamento
dos problemas ana´logos com trac¸o tangencial nulo.
Finalmente considera-se um sistema hiperbo´lico que resulta da modificac¸a˜o de um modelo
de antenas, introduzindo leis na˜o lineares do tipo poteˆncia. Utilizando o me´todo de Galerkin,
os resultados de densidade obtidos na caracterizac¸a˜o dos espac¸os e explorando a dualidade
Lp -Lp
′
, mostra-se existeˆncia de soluc¸o˜es do problema considerado. Na obtenc¸a˜o, num sentido
generalizado, das soluc¸o˜es, e´ utilizada uma passagem ao limite usando func¸o˜es com valores
nas medidas.
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Electromagnetic Problems Related to Nonlinear Laws
Abstract
The purpose of this thesis is to study some mathematical problems in electromagnetism
with nonlinear constitutive laws of power type in subspaces of Lp(Ω)3, 1 < p <∞.
A suitable new functional framework has to be considered. This leads us to characte-
rize and to study the properties of the functional spaces W p(div,Ω) and W p(rot,Ω), with
particular emphasis to the null normal trace boundary condition.
In order to study an evolution system coupling the electromagnetic and thermal fields,
we consider first the elliptic and the parabolic quasi-stationary electromagnetic problems in
a more general abstract framework. For these decoupled problems, we prove the existence
and uniqueness of solutions in the case p > 65 , and we show that the solution of the evolution
problem converges to the solution of the corresponding steady state problem when t goes to
infinity and p ≥ 2. A fixed point argument combined with a priori estimates and continuous
dependence results for the decoupled problems allow us to guarantee existence of solution for
the steady state and evolutive coupled problems.
Another problem arises in a modification of the antennas’ model with constitutive laws of
power type. This consists of a new nonlinear hyperbolic system that extends a Duvaut-Lions
model. Using the Galerkin method, the density results obtained in the functional spaces
characterization and exploring the Lp -Lp
′
duality, we prove the existence of solutions. These
solutions are obtained, in a generalized sense, by passing to the limit and using measure-
valued functions.
v
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Notac¸o˜es
Ω aberto de Rn, sendo n = 3 quando justifica´vel
Γ, ∂Ω fronteira de Ω
Q = Ω× [0, T ] domı´nio espac¸o-tempo
Σ = ∂Ω× [0, T ] fronteira lateral
n normal unita´ria a Γ orientada para o exterior de Ω
|x| norma euclidiana de x ∈ Rn (valor absoluto de x se n = 1)
v func¸a˜o escalar
v func¸a˜o vectorial
e, h campo ele´ctrico e campo magne´tico
d, b induc¸a˜o ele´ctrica e induc¸a˜o magne´tica
|X| medida de Lebesgue de X
q.s. , q.t. “quase sempre”, “quase todo”, isto e´, excepto num conjunto com medida
de Lebesgue nula
f ∗ g produto de convoluc¸a˜o; f ∗ g = (f ∗ g1, . . . , f ∗ gn)
(ρn)n sucessa˜o regularizadora
B(x0, ε) bola centrada em x0 e raio ε
D(x0, ε) disco centrado em x0 e raio ε
p′ pp−1 , expoente conjugado de p, 1 ≤ p ≤ ∞
V ′ espac¸o dual do espac¸o de Banach V
〈 · , · 〉 produto na dualidade V ′ × V
viii
Notac¸o˜es ix
−−→ convergeˆncia forte
−−⇀ convergeˆncia fraca
∗−−⇀ convergeˆncia fraca - ∗
〈v1, . . . , vn〉 subespac¸o gerado por {v1, . . . , vn}
M⊥ subespac¸o ortogonal a M (no sentido da dualidade)
∇u ( ∂u∂x1 , . . . , ∂u∂xn ), gradiente de u
∇·u ∂u1∂x1 + · · ·+ ∂un∂xn , divergente de u
∆u ∇·∇u, laplaciano de u
∆u
(∇·∇u1, . . . ,∇·∇un), laplaciano (vectorial) de u
∆pu ∇·
(|∇u|p−2∇u), p - laplaciano de u
∇×u (∂u3∂x2 − ∂u2∂x3 , ∂u1∂x3 − ∂u3∂x1 , ∂u2∂x1 − ∂u1∂x2 ), rotacional de u
p - rot |∇× · |p−2∇× ·, p - rotacional
Jpu |u|p−2u, operador dualidade entre Lp e Lp′
Pm operador projecc¸a˜o (ver Definic¸a˜o 3.6)
W p(div,Ω)
{
v ∈ Lp(Ω)3 : ∇·v ∈ Lp(Ω)}
W p0(div,Ω) adereˆncia de D(Ω)
3 em W p(div,Ω)
W p(div 0,Ω)
{
v ∈W p(div,Ω) : ∇·v = 0}
W p0(div 0,Ω) W
p
0(div,Ω) ∩W p(div 0,Ω)
W p(rot,Ω)
{
v ∈ Lp(Ω)3 : ∇×v ∈ Lp(Ω)3}
W p0(rot,Ω) adereˆncia de D(Ω)
3 em W p(rot,Ω)
H(div,Ω) W 2(div,Ω)
H0(div,Ω) W 20(div,Ω)
H(div 0,Ω) W 2(div 0,Ω)
H0(div 0,Ω) W 20(div 0,Ω)
H(rot,Ω) W 2(rot,Ω)
H0(rot,Ω) W 20(rot,Ω)
W 1,pn0 (Ω)3
{
v ∈W 1,p(Ω)3 : v · n|Γ = 0
}
Hn0(Ω)
3 W 1,2n0 (Ω)3
Wp(Ω)
{
v ∈ L2(Ω)3 : ∇×v ∈ Lp(Ω)3, ∇·v = 0 e v · n|Γ = 0
}
, se 1 ≤ p ≤ 2,{
v ∈ Lp(Ω)3 : ∇×v ∈ Lp(Ω)3, ∇·v = 0 e v · n|Γ = 0
}
, se 2 ≤ p <∞
Introduc¸a˜o
Uma grande parte dos estudos sobre forc¸as electromagne´ticas teve lugar durante o se´culo
XIX, mas apenas no se´culo XX se evidenciou uma aplicac¸a˜o muito mais vasta destas forc¸as
do que era inicialmente suposto.
As equac¸o˜es de Maxwell sa˜o o suporte matema´tico para os feno´menos electromagne´ticos,
estabelecendo equac¸o˜es diferenciais que relacionam os campos ele´ctrico e magne´tico e as
respectivas induc¸o˜es.
Representando por e, h, d e b, respectivamente, os campos ele´ctrico e magne´tico e as
induc¸o˜es ele´ctrica e magne´tica, as equac¸o˜es de Maxwell associadas a feno´menos de electro-
magnetismo, em meios polarizados e magnetizados escrevem-se1
∂td+ j −∇×h = 0, (1)
∂tb+∇×e = 0, (2)
∇·d = q, (3)
∇·b = 0, (4)
onde j representa a densidade de corrente e q representa a carga ele´ctrica.
Cada problema concreto envolve, em geral, grande complexidade que pode ser descrita
atrave´s da interacc¸a˜o de diversos sistemas.
Um aspecto fundamental na construc¸a˜o de modelos e´, como e´ referido em [8], a distinc¸a˜o
entre a realidade f´ısica que pretendemos modelar e a estrutura matema´tica envolvida na
definic¸a˜o do modelo.
Existem naturalmente simplificac¸o˜es que tera˜o que ser efectuadas para garantir a con-
sisteˆncia estrutural do ponto de vista matema´tico e que visem garantir a existeˆncia de ferra-
1∇× e ∇· representam, respectivamente, os operadores diferenciais rotacional e divergente nas varia´veis
espaciais, ∂t representa a derivada em ordem a` varia´vel temporal.
1
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mentas matema´ticas adequadas ao tratamento do modelo.
A reduc¸a˜o da complexidade dos sistemas e´ conseguida, juntando a`s leis universais leis
constitutivas que incorporam, de forma suficientemente simples, interacc¸o˜es eventualmente
complexas entre va´rios sistemas e que traduzem caracter´ısticas particulares dos materiais,
sem comprometer, dentro de determinados limites, a adequac¸a˜o entre o modelo matema´tico
e a realidade f´ısica.
Uma das leis constitutivas aqui consideradas e´ a lei de Ohm, que fornece uma relac¸a˜o de
proporcionalidade entre o campo ele´ctrico e e a densidade de corrente j, ou seja
j = σe, (5)
onde σ representa a condutividade do material.
No modelo de Maxwell aplicado a materiais lineares e sem memo´ria, a` lei de Ohm juntam-
-se leis de magnetizac¸a˜o e polarizac¸a˜o do meio, da forma
d = ε e, (6)
b = µh, (7)
onde ε representa a constante diele´ctrica ou capacidade indutiva e µ representa a permeabi-
lidade magne´tica do meio.
Os trabalhos assentes neste modelo linear usam um conjunto de te´cnicas que passam
pela formulac¸a˜o fraca das equac¸o˜es a resolver, permitindo encontrar soluc¸o˜es com menor
regularidade do que aquela que e´ exig´ıvel a soluc¸o˜es das equac¸o˜es do modelo encontrado,
referido vulgarmente por formulac¸a˜o forte do problema.
Nos modelos de problemas de electromagnetismo2 interveˆm essencialmente os operadores
diferenciais vectoriais de primeira ordem, gradiente, divergente e rotacional.
Na ana´lise das equac¸o˜es de derivadas parciais que interveˆm na modelac¸a˜o dos problemas
e´ fundamental a escolha de um quadro funcional adequado; em muitos problemas lineares, e
na˜o so´, o quadro natural para o tratamento das equac¸o˜es e´ o espac¸o das func¸o˜es de L2(Ω)
cujas derivadas parciais de primeira ordem, consideradas no sentido das distribuic¸o˜es, estejam
tambe´m em L2(Ω). Este espac¸o de func¸o˜es e´ o espac¸o de Sobolev H1(Ω) que, munido da
norma usual, constitui um espac¸o de Hilbert e que, no caso da fronteira de Ω ser suficiente-
2e em muitos outros problemas na f´ısica e na mecaˆnica, como por exemplo problemas de hidrodinaˆmica,
onde interveˆm as equac¸o˜es de Navier-Stokes
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mente regular, tem os trac¸os das func¸o˜es em H
1
2 (∂Ω).
Em problemas cujas equac¸o˜es envolvem os operadores divergente ou rotacional, o quadro
funcional adequado e´ o espac¸o das func¸o˜es de L2(Ω) cujo divergente ou rotacional distribuci-
onais sa˜o func¸o˜es de L2(Ω). O estudo destes espac¸os, designados por H(div,Ω) e H(rot,Ω),
incluindo as suas propriedades topolo´gicas, a apresentac¸a˜o de resultados de densidade, a ca-
racterizac¸a˜o dos trac¸os e va´rios resultados de identificac¸a˜o de espac¸os relacionados, e´ feita de
forma sistema´tica em [13].
O modelo linear referido anteriormente na˜o se ajusta naturalmente a problemas em que
se pretende considerar feno´menos de histerese, ou quando as caracter´ısticas dos materiais
envolvem comportamentos na˜o lineares. Normalmente em problemas na˜o lineares de elec-
tromagnetismo, as leis universais (1)-(4) manteˆm-se, sendo os comportamentos na˜o lineares
introduzidos no modelo atrave´s das leis constitutivas usadas ou atrave´s do acoplamento com
outros sistemas (ver, por exemplo, [11, 12, 28]). A relevaˆncia f´ısica da introduc¸a˜o de leis
constitutivas de tipo poteˆncia e´ patente nos trabalhos [4, 35], onde o modelo de estado-cr´ıtico
de Bean e´ obtido como o limite, quando p tende para infinito, de modelos onde sa˜o utilizados
leis de poteˆncia p.
Nos problemas aqui considerados, as na˜o linearidades introduzidas nos modelos surgem
quer pela considerac¸a˜o de leis constitutivas de tipo poteˆncia, quer pelo acoplamento de di-
ferentes sistemas, sendo o quadro funcional adequado para o seu tratamento o dos espac¸os
de func¸o˜es que esta˜o em Lp(Ω)3 cujo divergente esta´ em Lp(Ω) ou cujo rotacional esta´ em
Lp(Ω)3.
No Cap´ıtulo 1, esses espac¸os, que designamos por W p(div,Ω) e W p(rot,Ω), sa˜o estu-
dados do ponto de vista das suas propriedades topolo´gicas e sa˜o apresentados resultados de
densidade. A caracterizac¸a˜o dos espac¸os dos trac¸os, fundamental para dispormos de uma
fo´rmula de integrac¸a˜o por partes, e´ tambe´m efectuada, obtendo-se ainda alguns resultados
que relacionam subespac¸os de Sobolev usuais com subespac¸os de W p(div,Ω) e W p(rot,Ω).
O ponto de partida para o Cap´ıtulo 2 e´ o trabalho apresentado em [9], onde e´ tratado
um problema de valores de fronteira associado a equac¸o˜es quasi-estaciona´rias de Maxwell
acoplado com a equac¸a˜o do calor, com calor de Joule quadra´tico.
Neste cap´ıtulo consideram-se operadores mais gerais, possuindo um comportamento do
tipo p - rot em que, por razo˜es de ordem te´cnica, p > 65 .
O estudo e´ feito de forma sistema´tica, comec¸ando pelo comportamento electromagne´tico
no caso estaciona´rio, considerando-se depois o caso evolutivo. Faz-se tambe´m o estudo do
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comportamento assimpto´tico, quando t −→∞, nos casos em que p ≥ 2.
Considera-se depois o acoplamento com a componente termodinaˆmica, tratando em pri-
meiro lugar o caso estaciona´rio e depois o caso evolutivo.
A designac¸a˜o do Cap´ıtulo 3 prove´m do t´ıtulo do Cap´ıtulo 7 de [17], “Equations de Maxwell
- Proble`mes d’antennes”. Neste cap´ıtulo, partimos do modelo que e´ apresentado em [17] e
substitu´ımos as leis constitutivas por leis na˜o lineares do tipo poteˆncia que tornam o sistema
coerente do ponto de vista matema´tico.
Ha´ dois aspectos que merecem ser referidos: o primeiro e´ que o modelo obtido generaliza
aquele de onde se parte, que se obte´m no caso em que p = 2; o segundo e´ que, apesar
de se trabalhar sobre um modelo teo´rico, o tipo de relac¸o˜es que teˆm que existir entre as
grandezas f´ısicas para garantir consisteˆncia matema´tica, pode fornecer algumas pistas para
futuros modelos. Neste caso, uma conclusa˜o a tirar e´ o cara´cter dual de b e d, ou de forma
mais gene´rica, a dualidade entre as componentes ele´ctrica e magne´tica.
Uma te´cnica usual no tratamento desta classe de problemas passa pela utilizac¸a˜o do
me´todo de Galerkin. As na˜o linearidades presentes nas equac¸o˜es conduziram, na abordagem
efectuada, a` construc¸a˜o de bases com caracter´ısticas muito particulares.
E´ de realc¸ar que o abandono do quadro hilbertiano e a necessidade de trabalhar na
dualidade p -p′ tem implicac¸o˜es bem mais profundas do que seria suposto a` partida, em
particular de so´ se ter conseguido garantir existeˆncia de soluc¸a˜o recorrendo a func¸o˜es com
valores nas medidas.
Cap´ıtulo 1
Os espac¸os funcionais W p(div,Ω) e
W p(rot,Ω)
Neste cap´ıtulo faz-se o estudo do quadro funcional necessa´rio para o tratamento dos
problemas apresentados nos cap´ıtulos seguintes.
Fixado 1 ≤ p ≤ ∞, definem-se os espac¸oW p(div,Ω) eW p(rot,Ω), formados pelas func¸o˜es
de Lp(Ω)3 que possuem, no sentido das distribuic¸o˜es, respectivamente divergente em Lp(Ω)
e rotacional em Lp(Ω)3. Espac¸os com propriedades ana´logas sa˜o apresentados em [19, 5, 3].
O quadro hilbertiano esta´ estudado em [13] onde, em muitas demonstrac¸o˜es, se utiliza
explicitamente a existeˆncia de um produto interno e o facto do ortogonal de um conjunto
denso se reduzir ao espac¸o nulo.
No caso p 6= 2 essa abordagem esta´ inviabilizada e, por isso, a estrate´gia de demonstrac¸a˜o
dos resultados aqui apresentados e´, naturalmente, diferente.
Depois de definirmos e estudarmos as propriedades topolo´gicas dos espac¸os W p(div,Ω)
e W p(rot,Ω), e de introduzirmos os espac¸os W p0(div,Ω) e W
p
0(rot,Ω), prova-se a densidade
de D(Ω¯)3 em W p(div,Ω) e W p(rot,Ω). A demonstrac¸a˜o da densidade usa um processo
construtivo que e´ aplicado em va´rias etapas. Efectuando a reduc¸a˜o a um nu´mero finito de
situac¸o˜es em que o domı´nio tem geometria particular, usa-se uma te´cnica espec´ıfica para
prolongar a func¸a˜o em que se ganha margem, de fora para dentro do domı´nio, de modo a
poder efectuar a regularizac¸a˜o da func¸a˜o usando as te´cnicas usuais de convoluc¸a˜o com uma
func¸a˜o regularizadora.
A caracterizac¸a˜o dos espac¸os dos trac¸os e´ um resultado importante, uma vez que permite
o uso de uma fo´rmula de integrac¸a˜o por partes, fundamental nas te´cnicas em que e´ utilizada
5
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a formulac¸a˜o fraca dos problemas a resolver.
Apresenta-se ainda uma caracterizac¸a˜o dos espac¸os W p0(div,Ω) e W
p
0(rot,Ω) como o
espac¸o das func¸o˜es de, respectivamente, W p(div,Ω) e W p(rot,Ω), que teˆm trac¸o nulo.
E´ demonstrada a identificac¸a˜o deW p0(div,Ω)∩W p0(rot,Ω) comW 1,p0 (Ω)3. Este resultado,
apenas para p ≥ 2, pode ser encontrado em [35].
O cap´ıtulo termina com um resultado onde se identifica, para p ≥ 65 e Ω um aberto
simplesmente conexo, W 1,pn0 (Ω)3, espac¸o das func¸o˜es de W 1,p(Ω)3 com trac¸o normal nulo,
com L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div,Ω). A identificac¸a˜o destes espac¸os envolve a utilizac¸a˜o
de resultados de regularidade W 2,p(Ω) para o problema de Neumann
−∆u = f em Ω,
∂u
∂n
= g em Γ,
em que f ∈ Lp(Ω) e g ∈W 1p′ ,p(Γ) (ver [18, 30]).
1.1 Preliminares
Sejam Ω um aberto de Rn, m ∈ N e 1 ≤ p ≤ ∞:
D(Ω) representa o conjunto das func¸a˜o reais de classe C∞ de suporte compacto em Ω,
tambe´m representado por C∞0 (Ω);
D
(
Ω¯
)
representa a restric¸a˜o a Ω das func¸o˜es de D(Rn);
D ′(Ω) e´ o espac¸o dual de D(Ω), o espac¸o das distribuic¸o˜es em Ω;
‖v‖p representa a norma usual de v ∈ Lp(Ω);
‖v‖p representa a norma usual de v ∈ Lp(Ω)k, k ∈ N \ {1};
Wm,p(Ω) representa os espac¸os de Sobolev usuais;
Wm,p0 (Ω) representa a adereˆncia de D(Ω) em W
m,p(Ω). Se Ω e´ limitado e 1 ≤ p < ∞,
enta˜o a semi-norma
‖u‖Wm,p0 (Ω) =
( ∑
|α|=m
‖Dαu‖pp
) 1
p
,
e´ uma norma em Wm,p0 (Ω), equivalente a` norma induzida de W
m,p(Ω);
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W−m,p′(Ω), onde p′ e´ o expoente conjugado de p, para 1 < p < ∞, representa o dual
de Wm,p0 (Ω);
W s,p(Γ) onde Γ = ∂Ω e´ de classe Cm,1 e s ≤ m + 1, representa os espac¸os dos trac¸os
usuais;
Os espac¸os de Sobolev no caso p = 2, estando num quadro hilbertiano, denotam-se
usualmente por Hs em vez de W s,2.
Considerando agora que Ω e´ um aberto de R3, dadas func¸o˜es u : Ω −→ R e v : Ω −→ R3,
considerem-se os seguintes operadores diferenciais:
gradiente
gradu = ∇u =
(
∂u
∂x1
,
∂u
∂x2
,
∂u
∂x3
)
e gradv = ∇v = (∇v1,∇v2,∇v3);
divergente
div v = ∇·v =
3∑
i=1
∂vi
∂xi
;
rotacional
rotv = ∇×v =
(
∂v3
∂x2
− ∂v2
∂x3
,
∂v1
∂x3
− ∂v3
∂x1
,
∂v2
∂x1
− ∂v1
∂x2
)
;
laplaciano
∆u = ∇·(∇u) =
3∑
i=1
∂2u
∂x2i
e ∆v = (∆v1,∆v2,∆v3) .
Sa˜o de verificac¸a˜o imediata as seguintes relac¸o˜es satisfeitas por estes operadores:
∇·(∇×v) = 0;
∇×(∇u) = 0;
−∆v = ∇×(∇×v)−∇(∇·v). (1.1)
Dado v ∈ D ′(Ω)3, da definic¸a˜o de derivada no sentido das distribuic¸o˜es conclui-se que
〈∇·v, ϕ〉 = 〈v,−∇ϕ〉, ∀ϕ ∈ D(Ω) (1.2)
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e que
〈∇×v,ϕ〉 = 〈v,∇×ϕ〉, ∀ϕ ∈ D(Ω)3. (1.3)
Estas relac¸o˜es fornecem, de facto, as definic¸o˜es, no sentido das distribuic¸o˜es, do divergente
e rotacional de uma func¸a˜o v ∈ Lp(Ω)3.
Com efeito, sendo u uma func¸a˜o suficientemente regular de modo a garantir que
∫
Ω
uϕ
existe ∀ϕ ∈ D(Ω), se ∫
Ω
uϕ = −
∫
Ω
v · ∇ϕ, ∀ϕ ∈ D(Ω),
enta˜o u = ∇·v.
Analogamente, se u e´ uma func¸a˜o suficientemente regular de modo a garantir que
∫
Ω
u ·ϕ
existe ∀ϕ ∈ D(Ω)3, se ∫
Ω
u ·ϕ =
∫
Ω
v · ∇×ϕ, ∀ϕ ∈ D(Ω)3,
enta˜o u = ∇×v.
Definic¸a˜o 1.1 Seja V um espac¸o de Banach. Um operador A : V −→ V ′ diz-se:
• limitado se transforma limitados de V em limitados de V ′;
• hemicont´ınuo se ∀u, v, w ∈ V a func¸a˜o λ 7−→ 〈A(u+ λv), w〉 e´ cont´ınua em R;
• mono´tono se ∀u, v ∈ V, 〈Au−Av, u− v〉 ≥ 0;
• estritamente mono´tono se a identidade na relac¸a˜o anterior se verificar apenas quando
u = v;
• coercivo se 〈Av, v〉
‖v‖ −−−−−→‖v‖→∞ +∞ .
Teorema 1.2 ([21], The´ore`me 2.1., pa´g. 171) Seja V um espac¸o de Banach reflexivo e
separa´vel. Seja A : V −→ V ′ um operador possuindo as seguintes propriedades:
1. A e´ limitado e hemicont´ınuo,
2. A e´ mono´tono,
3. A e´ coercivo.
Enta˜o A e´ sobrejectivo1, i.e. dado f ∈ V ′, existe u ∈ V tal que A(u) = f .
1 Se A e´ estritamente mono´tono enta˜o e´ bijectivo.
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Definic¸a˜o 1.3 Dado Ω ⊆ R3 considere-se, para 1 < q < ∞ e q′ expoente conjugado de q, o
operador
Jq : Lq(Ω)3 −→ Lq′(Ω)3
u 7−→ |u|q−2u
onde, para q < 2, se define Jq(u(x)) = 0 nos pontos x ∈ Ω tais que u(x) = 0.
Proposic¸a˜o 1.4 O operador Jq : Lq(Ω)3 −→ Lq′(Ω)3 e´ cont´ınuo.
Demonstrac¸a˜o Dada uma sucessa˜o (un)n convergente para u em L
q(Ω)3, existe uma sub-
sucessa˜o (unk)k e existe h ∈ Lq(Ω) tais que unk(x) → u(x) e |unk(x)| ≤ h(x), q.s. em Ω (cf.
[10], Teorema IV.9., pa´g. 58).
Observando que Jqunk(x) → Jqu(x) e que |Jqunk(x)| ≤ h(x)q−1 q.s. em Ω, pelo teorema
da convergeˆncia dominada de Lebesgue conclui-se que Jqunk converge para Jqu em L
q′(Ω),
donde decorre a continuidade do operador Jq. 
Definic¸a˜o 1.5 Sejam V um espac¸o de Banach, munido de uma norma ‖ · ‖V , e V ′ o dual de
V , munido da norma dual ‖ · ‖V ′. Dada uma func¸a˜o Φ : R+0 −→ R+0 cont´ınua, estritamente
crescente, tal que Φ(0) = 0 e lim
r→+∞Φ(r) = +∞, J : V −→ V
′ diz-se um operador dualidade
relativamente a Φ se, ∀u ∈ V ,
〈J(u), u〉 = ‖J(u)‖V ′ ‖u‖V ,
‖J(u)‖V ′ = Φ
( ‖u‖V ).
Na proposic¸a˜o seguinte faz-se refereˆncia a`s propriedades de monotonia dos operadores
dualidade.
Proposic¸a˜o 1.6 Sejam V um espac¸o de Banach e J : V −→ V ′ um operador dualidade.
1. O operador J e´ mono´tono ([21], Proposic¸a˜o 2.1., pa´g. 175);
2. Se V e´ estritamente convexo, J e´ estritamente mono´tono ([21], Proposic¸a˜o 2.2., pa´g. 175).
Nota 1.7 O operador Jq e´ o operador dualidade, de Lq(Ω)3 no seu dual, Lq
′
(Ω)3, associado
a` func¸a˜o Φ(r) = rq−1.
Definic¸a˜o 1.8 Dados 1 ≤ p < ∞ e u : Rn −→ R, o operador p-laplaciano, para o qual se
usa a notac¸a˜o ∆p, designa o operador diferencial, na˜o linear para p 6= 2, tal que
∆pu = ∇·
(
Jp(∇u)
)
= ∇·(|∇u|p−2∇u).
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1.2 Os espac¸os W p(div,Ω) e W p(rot,Ω)
Dado Ω um aberto de R3 e 1 ≤ p ≤ ∞, considerem-se os espac¸os
W p(div,Ω) :=
{
v ∈ Lp(Ω)3 : ∇·v ∈ Lp(Ω)} (1.4)
e
W p(rot,Ω) :=
{
v ∈ Lp(Ω)3 : ∇×v ∈ Lp(Ω)3} (1.5)
munidos, respectivamente, com as normas
‖v‖W p(div,Ω) = ‖v‖p + ‖∇·v‖p (1.6)
e
‖v‖W p(rot,Ω) = ‖v‖p + ‖∇×v‖p . (1.7)
Para 1 ≤ p < ∞ usaremos, com as mesmas notac¸o˜es, as normas equivalentes a`s que
acabamos de definir,
‖v‖W p(div,Ω) =
(
‖v‖pp + ‖∇·v‖pp
) 1
p (1.8)
e
‖v‖W p(rot,Ω) =
(
‖v‖pp + ‖∇×v‖pp
) 1
p
. (1.9)
Representaremos por W p0(div,Ω) e W
p
0(rot,Ω) as adereˆncias de D(Ω)
3 nos espac¸os, res-
pectivamente W p(div,Ω) e W p(rot,Ω).
Transportando para estes espac¸os a notac¸a˜o usual dos espac¸os de Sobolev, no caso em que
p = 2, identificaremos os espac¸os acabados de definir por H(div,Ω), H(rot,Ω), H0(div,Ω)
e H0(rot,Ω).
Iremos apresentar algumas propriedades dos espac¸os agora definidos, comec¸ando por ve-
rificar que sa˜o espac¸os de Banach, separa´veis para 1 ≤ p < ∞ e reflexivos para 1 < p < ∞.
Provaremos a existeˆncia de func¸o˜es regulares arbitrariamente pro´ximas das func¸o˜es que cons-
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tituem estes espac¸os e dar-se-a´ sentido aos trac¸os destas func¸o˜es. Finalmente, caracterizare-
mos os espac¸os W 1,p0 (Ω)
3 e W 1,pn0 (Ω)3, que sera˜o definidos posteriormente, a` custa dos espac¸os
W p(div,Ω) e W p(rot,Ω).
1.2.1 Propriedades elementares
Proposic¸a˜o 1.9 Para 1 ≤ p ≤ ∞, W p(div,Ω), W p0(div,Ω), W p(rot,Ω) e W p0(rot,Ω) sa˜o
espac¸os de Banach.
Demonstrac¸a˜o Seja (vn)n uma sucessa˜o de Cauchy emW
p(div,Ω). Como (vn)n e (∇·vn)n
sa˜o sucesso˜es de Cauchy respectivamente em Lp(Ω)3 e Lp(Ω), espac¸os de Banach, tem-se que
vn −−−−→
n
v e ∇·vn −−−−→
n
g, com v ∈ Lp(Ω)3 e g ∈ Lp(Ω).
Observando que a fo´rmula (1.2) neste caso pode ser escrita na forma
∫
Ω
vn · ∇ϕ = −
∫
Ω
(∇·vn) ϕ, ∀ϕ ∈ D(Ω),
passando ao limite em n, tem-se
∫
Ω
v · ∇ϕ = −
∫
Ω
g ϕ, ∀ϕ ∈ D(Ω),
logo, no sentido das distribuic¸o˜es, g = ∇·v.
Tem-se enta˜o que v ∈ W p(div,Ω) e ‖vn − v‖W p(div,Ω) −−−−→n 0, donde se conclui que
W p(div,Ω) e´ completo.
O espac¸oW p0(div,Ω) e´ um subespac¸o fechado de um espac¸o de Banach, logo e´ um espac¸o
de Banach.
A demonstrac¸a˜o de queW p(rot,Ω) eW p0(rot,Ω) sa˜o espac¸os de Banach e´ ana´loga, usando
naturalmente a relac¸a˜o (1.3) em vez de (1.2). 
Proposic¸a˜o 1.10 Dado 1 ≤ p < ∞, os espac¸os W p(div,Ω), W p0(div,Ω), W p(rot,Ω) e
W p0(rot,Ω) sa˜o separa´veis.
Demonstrac¸a˜o As isometrias
W p(div,Ω) −→ Lp(Ω)4
ψ 7−→ (ψ,∇·ψ)
e W p(rot,Ω) −→ Lp(Ω)6
ϕ 7−→ (ϕ,∇×ϕ)
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permitem identificarW p(div,Ω) eW p(rot,Ω), respectivamente, como subespac¸os de Lp(Ω)4
e Lp(Ω)6.
A proposic¸a˜o resulta do facto de Lp(Ω)n, n ∈ N, ser separa´vel para 1 ≤ p <∞ (ver, por
exemplo, [10]) e de qualquer subespac¸o de um espac¸o separa´vel ser tambe´m separa´vel. 
Proposic¸a˜o 1.11 Dado 1 < p < ∞, os espac¸os W p(div,Ω), W p0(div,Ω), W p(rot,Ω) e
W p0(rot,Ω) sa˜o reflexivos.
Demonstrac¸a˜o As isometrias definidas na demonstrac¸a˜o da proposic¸a˜o anterior identifi-
cam W p(div,Ω) e W p(rot,Ω) com subespac¸os, naturalmente fechados, de Lp(Ω)4 e Lp(Ω)6,
respectivamente. Como Lp(Ω)n e´ reflexivo para n ∈ N e 1 < p <∞ (ver, por exemplo, [10]),
a proposic¸a˜o resulta do facto de subespac¸os fechados de espac¸os reflexivos serem reflexivos.

1.2.2 Resultados de densidade
Iremos provar que D(Ω¯)3 e´ denso tanto em W p(div,Ω) como em W p(rot,Ω) e apresen-
taremos uma caracterizac¸a˜o alternativa das func¸o˜es de W p0(div,Ω) e W
p
0(rot,Ω).
As demonstrac¸o˜es nos espac¸os W p(div,Ω) e W p(rot,Ω) seguem estrate´gias muito seme-
lhantes, raza˜o pela qual a demonstrac¸a˜o no caso W p(div,Ω) sera´ efectuada com detalhe,
enquanto que no caso W p(rot,Ω) sera´ apresentada de forma sucinta.
Consideremos alguns resultados preliminares.
Definic¸a˜o 1.12 Designamos por sucessa˜o regularizadora toda a sucessa˜o (ρn)n tal que
ρn ∈ D(RN ), ρn ≥ 0, supp ρn ⊆ B
(
0, 1n
)
e
∫
RN
ρn = 1, ∀n ∈ N.
Reservaremos a notac¸a˜o (ρn)n para designar uma sucessa˜o regularizadora e representare-
mos o produto de convoluc¸a˜o por ∗.
Proposic¸a˜o 1.13 Dado 1 ≤ p ≤ ∞, se u ∈ W p(div,R3), v ∈ W p(rot,R3) e
f ∈ L1(R3), enta˜o ∇·(f ∗ u) = f ∗ ∇·u e ∇×(f ∗ v) = f ∗ ∇×v.
Demonstrac¸a˜o Mostrar que ∇·(f ∗u) = f ∗ ∇·u e´, no sentido das distribuic¸o˜es, uma vez
que u e´ uma func¸a˜o de W p(div,R3), verificar que
∫
R3
(f ∗ u) · ∇ϕ = −
∫
R3
(f ∗ ∇·u)ϕ ∀ϕ ∈ D (R3) .
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Usando a definic¸a˜o de produto de convoluc¸a˜o e a relac¸a˜o (1.2) tem-se, partindo do primeiro
membro da identidade anterior, que∫
R3
(f ∗ u) · ∇ϕ =
∫
R3
∫
R3
f(x− y)u(y) · ∇ϕ(x) dy dx
= −
∫
R3
∫
R3
f(y)u(x− y) · ∇ϕ(x) dy dx
=
∫
R3
∫
R3
f(y)∇·u(x− y)ϕ(x) dx dy
= −
∫
R3
∫
R3
f(x− y)∇·u(y)ϕ(x) dy dx
= −
∫
R3
(f ∗ ∇·u)ϕ.
A verificac¸a˜o de que ∇×(f ∗ v) = f ∗ ∇×v reduz-se a mostrar que
∫
R3
(f ∗ v) · ∇×ϕ =
∫
R3
(f ∗ ∇×u) ·ϕ ∀ϕ ∈ D (R3)3 ,
que se obte´m, de forma ana´loga ao caso anterior, usando a definic¸a˜o de produto de convoluc¸a˜o,
e a relac¸a˜o (1.3). 
Lema 1.14 Dados v ∈ Lp(R3) com 1 ≤ p < ∞ e (am)m uma sucessa˜o real positiva conver-
gente para 1, a sucessa˜o (vm)m tal que
vm(x) := v(amx) q.s. em R3, ∀m ∈ N,
converge para v em Lp(R3).
Demonstrac¸a˜o Dado ε > 0, tomando vε ∈ D(R3) tal que ‖v − vε‖pp < ε, considerando vεm
tal que vεm(x) = v
ε (amx) ,∀x ∈ R3, ∀m ∈ N, tem-se que
‖vm − v‖pp = ‖(vm − vεm) + (vεm − vε) + (vε − v)‖pp
≤ 22p−2( ‖vm − vεm‖pp + ‖vεm − vε‖pp + ‖vε − v‖pp )
= 22p−2
∫
R3
( |v(amx)− vε(amx)|p + |vε(amx)− vε(x)|p + |vε(x)− v(x)|p )dx.
Observando que
∫
R3
|v(amx)− vε(amx)|p dx < ε
a3m
,
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que
∫
R3
|vε(x)− v(x)|p dx < ε
e que, pelo teorema da convergeˆncia dominada de Lebesgue,
vεm(x) −−−−→m v
ε(x), ∀x ∈ R3 =⇒ vεm −−−−→m v
ε em Lp(R3),
facilmente se conclui o Lema. 
Definic¸a˜o 1.15 Um domı´nio Ω diz-se estrelado se
∃x0 ∈ Ω ∀x ∈ Ω ∀λ ∈ [0, 1] λx+ (1− λ)x0 ∈ Ω.
Nota 1.16 Considerando um domı´nio estrelado Ω relativamente a x0 ∈ Ω, uma func¸a˜o
v ∈ Lp(Ω) com 1 ≤ p <∞ e uma sucessa˜o real positiva (am)m convergente para 1, definindo2
vm(x) := v
(
x0 + am(x− x0)
)
q.s. em Ω, ∀m ∈ N,
enta˜o, tal como no Lema 1.14, conclui-se que vm −−−−→
m
v, em Lp(Ω).
Teorema 1.17 Seja Ω um aberto de R3 com fronteira Γ lipschitziana e limitada. Para
1 ≤ p <∞, o espac¸o D(Ω¯)3 e´ denso em W p(div,Ω).
Ω
Γm
Γ
Ωm0
Demonstrac¸a˜o Comec¸amos por demonstrar que o resul-
tado e´ verdadeiro quando Ω e´ um domı´nio estrelado3 relati-
vamente a 0 ∈ Ω.
Dada uma func¸a˜o u ∈W p(div,Ω) considere-se, para m ∈
N, o domı´nio Ωm =
(
1 + 1m
)
Ω e a func¸a˜o um ∈W p(div,Ωm)
tal que um(x) = u
(
m
m+1x
)
, ∀x ∈ Ωm.
Representando por u˜m o prolongamento por zero a R3 de
um, designemos para n ∈ N, por u˜mn a convoluc¸a˜o de u˜m com a func¸a˜o regularizadora ρn.
Naturalmente que u˜mn = ρn ∗ u˜m ∈ D(R3)3, ∀m,n ∈ N, logo umn := u˜mn|Ω ∈ D
(
Ω¯
)3.
2 Caso seja necessa´rio, considerar um prolongamento de v por forma a que as func¸o˜es vm estejam bem
definidas e sejam func¸o˜es de Lp(Ω).
3 Um domı´nio estrelado com fronteira limitada e´ limitado.
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Se concluirmos que umn −−−−→
n
um e um −−−−→
m
u emW p(div,Ω), enta˜o existe uma su-
cessa˜o (nm)m tal que (umnm)m converge para u emW
p(div,Ω), donde se conclui a densidade
de D(Ω¯)3 em W p(div,Ω).
Representando por Γm a fronteira de Ωm, como Γ e Γm sa˜o conjuntos disjuntos e com-
pactos, designando por dm > 0 a distaˆncia entre Γ e Γm, tem-se que ∀x ∈ Ω, B(x, dm) ⊆ Ωm.
Mediante a observac¸a˜o anterior, para valores de n > 1dm , tem-se que umn = (ρn ∗ um)|Ω , o
que permite concluir, tendo presente a Proposic¸a˜o 1.13, que ∇·umn = (ρn ∗ ∇·um)|Ω , donde
decorre a convergeˆncia de umn para um em W p(div,Ω).
No sentido de verificar que um converge para u em W p(div,Ω), observe-se que
‖∇·um −∇·u‖pp =
∫
Ω
∣∣∣ mm+1(∇·u)( mm+1 x)−∇·u(x)∣∣∣p dx
≤ 2p−1
(
1
(m+1)p
∫
Ω
∣∣∣(∇·u)( mm+1 x)∣∣∣p dx+ ∫
Ω
∣∣∣(∇·u)( mm+1 x)−∇·u(x)∣∣∣p dx) . (1.10)
Notando que ∫
Ω
∣∣∣(∇·u)( mm+1 x)∣∣∣p dx ≤ (m+1m )3 ‖∇·u‖pp , (1.11)
conclui-se que
1
(m+1)p
∫
Ω
∣∣∣(∇·u)( mm+1 x)∣∣∣p dx −−−−→m 0.
O Lema 1.14 e a Nota 1.16 permitem concluir que
∫
Ω
∣∣∣(∇·u)( mm+1 x)−∇·u(x)∣∣∣p dx −−−−→m 0,
logo tem-se
‖∇·um −∇·u‖p −−−−→m 0.
Invocando novamente o Lema 1.14 e a Nota 1.16, resulta que
‖um − u‖p −−−−→m 0,
donde a conclusa˜o que um −−−−→
m
u em W p(div,Ω).
A situac¸a˜o em que Ω e´ um domı´nio estrelado relativamente a um ponto diferente de zero
reduz-se, por translac¸a˜o, ao caso anterior.
No caso geral considera-se uma cobertura de Ω¯ por uma famı´lia de abertos Oi, i = 0, . . . , n,
tais que Oi ∩ Ω, para i = 1, . . . , n, e´ um domı´nio estrelado com fronteira lipschitziana e
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limitada O0 ⊆ O¯0 ⊆ Ω. Seja αi, i = 0, . . . , n, uma partic¸a˜o da unidade de Ω subordinada a`
cobertura acabada de definir, isto e´,
αi ∈ C∞(R3), supp αi ⊆ Oi, 0 ≤ αi ≤ 1,
n∑
i=0
αi(x) = 1, ∀x ∈ Ω.
Designando, para i = 0, . . . , n, Ωi = Oi ∩ Ω e ui = u|Ωi , naturalmente que ui ∈
W p(div,Ωi).
Para i = 1, . . . , n, Ωi e´ um domı´nio estrelado, logo existe uma sucessa˜o de func¸o˜es de
D(Ω¯i)3,
(
uim
)
m
, tal que uim −−−−→m u
i, em W p(div,Ωi).
Uma vez que Ω¯0 = O¯0 ⊆ Ω, representando por Γ0 a fronteira de Ω0, como Γ e Γ0 sa˜o
conjuntos compactos e disjuntos, a distaˆncia entre Γ e Γ0, d0, e´ positiva.
Se Ω0 e´ limitado, para m > 1d0 , u
0
m := (ρm ∗ u)|Ω0 ∈ D(Ω¯0)3 e u0m −−−−→m u0 em
W p(div,Ω0).
Se Ω0 e´ na˜o limitado, enta˜o o processo de regularizac¸a˜o acabado de descrever sera´ acom-
panhado por um processo de truncatura de modo a garantir a compacidade do suporte das
func¸o˜es.
Considera-se uma sucessa˜o de func¸o˜es em C 10 (R3), (ϕm)m, tal que
ϕm : R3 −→ [0, 1], ϕm(x) =

1 se |x| ≤ m,
0 se |x| ≥ 2m,
|∇ϕm| ≤ 2m , ∀m ∈ N.
Para m ∈ N, ϕmu0 ∈W p(div,Ω0) e´ tal que
∥∥ϕmu0 − u0∥∥pW p(div,Ω0) = ∥∥ϕmu0 − u0∥∥pp + ∥∥∇·(ϕmu0)−∇·u0∥∥pp
= (1− ϕm)p
∥∥u0∥∥p + ∥∥∇ϕm · u0 + (ϕm − 1)∇·u0∥∥pp
≤
∫
Ω0
(1− ϕm)p |u|p + 2p−1
∫
Ω0
( |∇ϕm · u|p + (1− ϕm)p |∇·u|p )
≤
∫
Ω0\B(0,m)
|u|p + 22p−1mp
∫
Ω0
|u|p + 2p−1
∫
Ω0\B(0,m)
|∇·u|p .
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Observando que
∫
Ω0\B(0,m)
|u|p −−−−→
m
0,
22p−1
mp
∫
Ω0
|u|p −−−−→
m
0,∫
Ω0\B(0,m)
|∇·u|p −−−−→
m
0,
conclui-se que ϕmu0 −−−−→
m
u0 em W p(div,Ω0).
Como ϕmu0 tem suporte compacto em Ω0, para k > 1d0 ,
(
ρk ∗
(
ϕmu
0
))∣∣
Ω0
∈ D(Ω¯0)3 e
ρk ∗
(
ϕmu
0
) −−−−→
k
ϕmu
0 em W p(div,Ω0).
Existe enta˜o uma sucessa˜o (km)m tal que u
0
m :=
(
ρkm∗
(
ϕmu
0
) )∣∣
Ω0
∈ D(Ω¯0)3 e u0m −−−−→m u
0
em W p(div,Ω0).
Nesta altura tem-se que ∀i = 0, . . . , n, ∀m ∈ N, uim ∈ D(Ω¯i). Representando ainda por
uim um prolongamento de u
i
m a Ω tal que u
i
m ∈ D(Ω¯), um :=
n∑
i=0
αiu
i
m ∈ D(Ω¯) converge
para u em W p(div,Ω). Com efeito,
‖um − u‖W p(div,Ω) = ‖um − u‖p + ‖∇·um −∇·u‖p
=
∥∥∥∥ n∑
i=0
αi(uim − u)
∥∥∥∥
p
+
∥∥∥∥ n∑
i=0
∇·(αi(uim − u))∥∥∥∥
p
≤
n∑
i=0
(∥∥αi(uim − u)∥∥p + ∥∥(∇αi) · (uim − u)∥∥p + ∥∥αi∇·(uim − u)∥∥p)
≤ C
n∑
i=0
∥∥uim − u∥∥W p(div,Ωi) ,
onde C e´ uma constante positiva independente de m. Observe-se que no u´ltimo passo das
desigualdades anteriores interveˆm os factos de 0 ≤ αi ≤ 1 e de ∇αi ser limitado, i = 0, . . . , n,
uma vez que αi ou αi − 1 teˆm suporte compacto em Ωi. 
Proposic¸a˜o 1.18 Seja Ω um aberto de R3 com fronteira Γ lipschitziana e limitada.
Se u ∈W p(div,Ω), com 1 ≤ p <∞, e´ tal que
∫
Ω
∇·u ϕ+
∫
Ω
u · ∇ϕ = 0, ∀ϕ ∈ D(Ω¯) (1.12)
enta˜o u ∈W p0(div,Ω).
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Demonstrac¸a˜o Por definic¸a˜o, mostrar que u ∈ W p(div,Ω) verificando (1.12) pertence a
W p0(div,Ω) e´ mostrar que u e´ o limite, emW
p(div,Ω), de uma sucessa˜o de func¸o˜es de D(Ω)3.
A demonstrac¸a˜o deste resultado e´, tal como no teorema anterior, construtiva.
Dado u ∈W p(div,Ω) verificando (1.12), as te´cnicas que permitem obter uma sucessa˜o de
func¸o˜es em D(Ω)3, convergente para u emW p(div,Ω), sa˜o semelhantes a`s que foram usadas
no Teorema 1.17, raza˜o pela qual se fara´ uma descric¸a˜o dos passos que levam a` construc¸a˜o
da sucessa˜o referida, omitindo grande parte dos detalhes.
A primeira observac¸a˜o e´ que o prolongamento, por zero a R3, de u nas condic¸o˜es da
proposic¸a˜o e´ uma func¸a˜o de W p(div,R3), cujo suporte esta´ contido em Ω¯. Com efeito,
designando v = ∇·u, representando por u˜ e v˜ os prolongamentos a R3, por zero fora de Ω,
de u e v, respectivamente, de (1.12) tem-se
∫
R3
v˜ ϕ+
∫
R3
u˜ · ∇ϕ =
∫
Ω
∇·u ϕ+
∫
Ω
u · ∇ϕ = 0, ∀ϕ ∈ D(R3),
o que equivale a dizer que v˜ = ∇·u˜ em D ′(R3)3, logo u˜ ∈W p(div,R3).
0
Ωm
Ω
Considere-se o caso em que Ω e´ um domı´nio estrelado relativa-
mente a 0 ∈ Ω.
Para cada m ∈ N, a func¸a˜o u˜m(x) := u˜
(
m+1
m x
)
e´ tambe´m uma
func¸a˜o em W p(div,R3) cujo suporte esta´ contido em Ω.
Definindo, para n ∈ N, u˜mn := ρn ∗ u˜m, naturalmente que
u˜mn ∈ D(R3)3 e, para valores de n suficientemente grandes,
supp u˜mn ⊂ Ω.
Pela Proposic¸a˜o 1.13 tem-se que ∇ · u˜mn = ρn ∗ ∇ · u˜m, donde e´ imediato que
u˜mn −−−−→
n
u˜m em W p(div,R3).
Adaptando as relac¸o˜es (1.10) e (1.11) a` situac¸a˜o agora considerada, tem-se que
‖∇·u˜m −∇·u˜‖pp ≤ 2p−1
(
1
mp
(
m
m+1
)3 ‖∇·u˜‖pp + ∥∥(∇·u˜)(m+1m x)−∇·u˜∥∥pp) .
Usando a relac¸a˜o anterior e recordando o Lema 1.14, e´ imediato concluir que
‖u˜m − u˜‖W p(div,R3) −→m 0,
logo
‖u˜m − u‖W p(div,Ω) −→m 0.
1.2 Os espac¸os W p(div,Ω) e W p(rot,Ω) 19
Existe enta˜o uma sucessa˜o (nm)m tal que u˜mnm −−−−→m u emW
p(div,Ω), verificando-se
que u˜mnm ∈ D(Ω)3, ∀m ∈ N.
O caso em que Ω e´ estrelado relativamente a um ponto diferente de zero, reduz-se, por
translac¸a˜o, ao caso anterior.
No caso geral, a sucessa˜o de func¸o˜es de D(Ω)3 que aproxima a func¸a˜o u e´ obtida con-
siderando uma cobertura de Ω¯ por uma famı´lia finita de abertos cujas adereˆncias estejam
contidas em Ω ou cuja intersecc¸a˜o com Ω constitua um domı´nio estrelado com fronteira limi-
tada e lipschitziana. Considerando uma partic¸a˜o da unidade subordinada a essa cobertura,
ficamos reduzidos, no primeiro caso, a situac¸o˜es onde e´ poss´ıvel aproximar por truncatura, se
necessa´rio, e regularizac¸a˜o e no segundo caso ca´ımos na situac¸a˜o tratada anteriormente. 
Teorema 1.19 Seja Ω um aberto de R3 com fronteira Γ lipschitziana e limitada. Para
1 ≤ p <∞, o espac¸o D(Ω¯)3 e´ denso em W p(rot,Ω).
Demonstrac¸a˜o A demonstrac¸a˜o deste resultado obte´m-se reproduzindo, passo por passo,
a demonstrac¸a˜o do Teorema 1.17 que enuncia o resultado de densidade para W p(div,Ω).
A u´nicas alterac¸o˜es sa˜o naturalmente a substituic¸a˜o do operador div pelo operador rot, o
produto interno pelo produto externo e, dada a natureza escalar do divergente e a natureza
vectorial do rotacional, o valor absoluto pela norma euclidiana em R3. 
Proposic¸a˜o 1.20 Seja Ω um aberto de R3 com fronteira Γ lipschitziana e limitada.
Se u ∈W p(rot,Ω), para 1 ≤ p <∞, e´ tal que
∫
Ω
∇×u ·ϕ−
∫
Ω
u · ∇×ϕ = 0, ∀ϕ ∈ D(Ω¯)3 (1.13)
enta˜o u ∈W p0(rot,Ω).
Demonstrac¸a˜o Dado u ∈W p(rot,Ω) verificando (1.13), a demonstrac¸a˜o consiste na cons-
truc¸a˜o de uma sucessa˜o de func¸o˜es de D(Ω)3 convergente, em W p(rot,Ω), para u.
A demonstrac¸a˜o da Proposic¸a˜o 1.18 adapta-se, de forma imediata, a` demonstrac¸a˜o desta
proposic¸a˜o. 
1.2.3 Trac¸os das func¸o˜es de W p(div,Ω) e W p(rot,Ω)
Vamos agora caracterizar os trac¸os das func¸o˜es de W p(div,Ω) e W p(rot,Ω), passo fun-
damental para podermos generalizar a fo´rmula de Green a estes espac¸os de func¸o˜es.
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Teorema 1.21 Sejam Ω um aberto de R3 com fronteira Γ lipschitziana e limitada e
1 ≤ p <∞.
1. A aplicac¸a˜o trac¸o, γn :
(
D(Ω¯)3, ‖ · ‖W p(div,Ω)
)
−→W− 1p ,p(Γ) tal que γnv = v · n|Γ, onde
n representa a normal unita´ria a Γ, orientada para o exterior de Ω, e´ um aplicac¸a˜o
linear cont´ınua.
2. A aplicac¸a˜o γn, definida anteriormente, pode ser prolongada, por densidade, a uma
aplicac¸a˜o linear e cont´ınua definida em W p(div,Ω), que designaremos tambe´m por γn.
3. O nu´cleo da aplicac¸a˜o γn, ker γn, coincide com o espac¸o W
p
0(div,Ω).
Demonstrac¸a˜o Dados v ∈ D (Ω¯)3 e ϕ ∈ D (Ω¯), pela fo´rmula de Green tem-se
∫
Ω
v · ∇ϕ +
∫
Ω
∇·v ϕ =
∫
Γ
v · n ϕ. (1.14)
A fo´rmula anterior permanece va´lida para v ∈ D(Ω¯)3 e ϕ ∈W 1,p′(Ω), uma vez que D(Ω¯)
e´ denso em W 1,p
′
(Ω).
Tem-se enta˜o que, dados v ∈ D (Ω¯)3 e ϕ ∈W 1,p′(Ω),
∣∣∣∣∫
Γ
v · n ϕ
∣∣∣∣ = ∣∣∣∣∫
Ω
v · ∇ϕ+
∫
Ω
∇·v ϕ
∣∣∣∣
≤
∣∣∣∣∫
Ω
v · ∇ϕ
∣∣∣∣+ ∣∣∣∣∫
Ω
∇·v ϕ
∣∣∣∣
≤ ‖v‖p ‖∇ϕ‖p′ + ‖∇·v‖p ‖ϕ‖p′
≤
(
‖v‖p + ‖∇·v‖p
)(
‖ϕ‖p′ + ‖∇ϕ‖p′
)
,
logo
∣∣∣∣∫
Γ
v · nϕ
∣∣∣∣ ≤ ‖v‖W p(div,Ω) ‖ϕ‖W 1,p′ (Ω) , ∀v ∈ D (Ω¯)3 , ∀ϕ ∈W 1,p′(Ω). (1.15)
Dada uma func¸a˜o ϕ ∈ W 1,p′(Ω), o seu trac¸o, µ := ϕ|Γ , e´ uma func¸a˜o de W
1
p
,p′(Γ).
Ale´m disso (ver [25], pa´g. 74), o operador trac¸o, W 1,p
′
(Ω) −→ W 1p ,p′(Γ), e´ linear, cont´ınuo
e sobrejectivo, possuindo inverso direito cont´ınuo, logo, dado µ ∈ W 1p ,p′(Γ), existe ϕµ ∈
W 1,p
′
(Ω) tal que
µ = ϕµ|Γ e ‖ϕµ‖W 1,p′ (Ω) ≤ k ‖µ‖W 1p ,p′ (Γ) ,
com k > 0 independente de µ.
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Partindo de (1.15), tendo em conta a desigualdade anterior e o facto de, no primeiro
membro de (1.15), a dependeˆncia de ϕ se reduzir ao seu trac¸o, µ, obte´m-se
∣∣∣∣∫
Γ
v · nϕ
∣∣∣∣ ≤ k ‖v‖W p(div,Ω) ‖µ‖W 1p ,p′ (Γ) .
Encarando W−
1
p
,p(Γ) como o dual de W
1
p
,p′(Γ), munido da norma dual, tem-se que
‖γnv‖
W
− 1p ,p(Γ)
= sup
‖µ‖
W
1
p ,p
′
(Γ)
≤1
∣∣∣∣∫
Γ
γnv µ
∣∣∣∣
≤ sup
‖µ‖
W
1
p ,p
′
(Γ)
≤1
k ‖v‖W p(div,Ω) ‖µ‖W 1p ,p′ (Γ)
≤ k ‖v‖W p(div,Ω) ,
donde se conclui o ponto 1.
O ponto 2 resulta, de forma imediata, dos factos de γn ser linear e cont´ınua e da densidade
de D(Ω¯)3 em W p(div,Ω).
Observe-se que a fo´rmula de Green representada em (1.14), va´lida para func¸o˜es v ∈ D(Ω¯)3
e ϕ ∈ D(Ω¯), pode ser generalizada, por densidade, a func¸o˜es v ∈W p(div,Ω), obtendo-se
∫
Ω
∇·v ϕ+
∫
Ω
v · ∇ϕ =
∫
Γ
γnv ϕ ∀v ∈W p(div,Ω) ∀ϕ ∈W 1,p′(Ω)
onde o segundo membro e´ interpretado na dualidade entre W−
1
p
,p(Γ) e W
1
p
,p′(Γ).
Dada enta˜o uma func¸a˜o v ∈W p(div,Ω) tal que v ∈ ker γn, tem-se que∫
Ω
∇·v ϕ+
∫
Ω
v · ∇ϕ = 0, ∀ϕ ∈ D(Ω¯)
logo, pela Proposic¸a˜o 1.18, v ∈ W p0(div,Ω), donde se conclui a inclusa˜o de ker γn em
W p0(div,Ω). A inclusa˜o contra´ria resulta de forma imediata das definic¸o˜es de W
p
0(div,Ω)
e de γn, ficando assim demonstrado o ponto 3. 
Passaremos a representar, mesmo para func¸o˜es v ∈W p(div,Ω), o seu trac¸o por v · n|Γ .
O operador trac¸o definido emW p(div,Ω), tomando valores em W−
1
p
,p(Γ), e´ sobrejectivo.
Antes de enunciar e provar a sobrejectividade, considere-se o lema seguinte.
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Lema 1.22 Seja Ω aberto com fronteira lipschitziana Γ. Dados 1 ≤ p < ∞, α ∈ W−1,p(Ω)
e µ ∈W− 1p ,p(Γ), o problema de Neumann
−∆p′u+ |u|p′−2u = α em Ω,
|∇u|p′−2 ∂u
∂n
∣∣∣
Γ
= µ em Γ,
tem soluc¸a˜o u´nica em W 1,p
′
(Ω).
Demonstrac¸a˜o Considere-se o operador A :W 1,p
′
(Ω) −→W 1,p′(Ω)′ tal que
〈Au, v〉 =
∫
Ω
Jp′(∇u) · ∇v +
∫
Ω
Jp′(u) v, ∀u, v ∈W 1,p′(Ω).
• A e´ limitado, uma vez que ‖Au‖(W 1,p′ (Ω))′ ≤ ‖u‖
p′
p
p′ + ‖∇u‖
p′
p
p′ .
• A hemicontinuidade e a monotonia estrita de A resultam, respectivamente, da conti-
nuidade e da monotonia estrita do operador Jp′ .
• Observando que 〈Au, u〉 ≥ 1
2p′−1
‖u‖p′
W 1,p
′ (Ω)
, conclui-se que A e´ hemicont´ınuo.
O Teorema 1.2 e o facto da monotonia de A ser estrita permitem concluir que A e´ bijectivo
i.e., dado f ∈W 1,p′(Ω)′ existe um e um so´ u ∈W 1,p′(Ω) tal que
Au = f.
Considerando f ∈W 1,p′(Ω)′ tal que, dado v ∈W 1,p′(Ω), 〈f, v〉 =
∫
Ω
α v+
∫
Γ
µ v, obte´m-se
o lema. 
Proposic¸a˜o 1.23 Dado Ω aberto limitado com fronteira Γ lipschitziana e limitada, para
1 ≤ p <∞ a aplicac¸a˜o trac¸o γn :W p(div,Ω) −→W−
1
p
,p(Γ) e´ sobrejectiva.
Demonstrac¸a˜o Dado µ ∈W− 1p ,p(Γ), considere-se o problema de Neumann, para o opera-
dor (−∆p′ + Jp′),
−∆p′u+ |u|p′−2u = 0 em Ω, (1.16a)
|∇u|p′−2 ∂u
∂n
∣∣∣
Γ
= µ em Γ. (1.16b)
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Pelo Lema 1.22, este problema tem soluc¸a˜o, i.e. existe u ∈ W 1,p′(Ω) verificando as
equac¸o˜es (1.16).
A func¸a˜o v := Jp′(∇u) = |∇u|p′−2∇u e´ uma func¸a˜o de W p(div,Ω) cujo trac¸o, γnv, e´ µ.
Com efeito, ∇u ∈ Lp′(Ω)3, logo v = Jp′(∇u) ∈ Lp(Ω)3; por outro lado, ∇·v = ∇·(
Jp′(∇u)
)
= ∆p′u = Jp′u ∈ Lp(Ω).
Temos enta˜o, para o trac¸o de v, γnv = v ·n|Γ = Jp′(∇u) ·n|Γ = |∇u|p
′−2∇u ·n|Γ = µ. 
Teorema 1.24 Sejam Ω um aberto de R3 com fronteira Γ lipschitziana e limitada e
1 ≤ p <∞.
1. A aplicac¸a˜o trac¸o, γτ :
(
D(Ω¯)3, ‖ · ‖W p(rot,Ω)
) −→W− 1p ,p(Γ)3 tal que γτv = v × n|Γ,
onde n representa a normal unita´ria a Γ, orientada para o exterior de Ω, e´ uma
aplicac¸a˜o linear cont´ınua.
2. A aplicac¸a˜o γτ , definida anteriormente, pode ser prolongada, por densidade, a uma
aplicac¸a˜o linear e cont´ınua definida em W p(rot,Ω), que designaremos tambe´m por γτ .
3. O nu´cleo da aplicac¸a˜o γτ , ker γτ , coincide com o espac¸o W
p
0(rot,Ω).
Demonstrac¸a˜o A demonstrac¸a˜o deste teorema segue exactamente os mesmos passos da
demonstrac¸a˜o do Teorema 1.21.
Dados v ∈ D (Ω¯)3 e ϕ ∈W 1,p′(Ω)3, pela fo´rmula de Green tem-se
∫
Ω
∇×v ·ϕ −
∫
Ω
v · ∇×ϕ = −
∫
Γ
v × n ·ϕ. (1.17)
donde resulta que
∣∣∣∣∫
Γ
v × n ·ϕ
∣∣∣∣ ≤ ‖v‖W p(rot,Ω) ‖ϕ‖W 1,p′ (Ω)3 ∀v ∈ D (Ω¯)3 ∀ϕ ∈W 1,p′(Ω)3.
Invocando exactamente os mesmos argumentos usados na demonstrac¸a˜o do ponto 1 do
Teorema 1.17, conclui-se que existe k > 0, independente de v tal que
‖γτv‖
W
− 1p ,p(Γ)3
≤ k ‖v‖W p(rot,Ω) ,
donde se conclui o ponto 1.
O ponto 2 resulta, de forma imediata, dos factos de γτ ser linear e cont´ınua e da densidade
de D(Ω¯)3 em W p(rot,Ω).
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Observe-se que a fo´rmula de Green representada em (1.17), va´lida para func¸o˜es v ∈ D(Ω¯)3
e ϕ ∈W 1,p′(Ω)3, pode ser generalizada, por densidade, a func¸o˜es v ∈W p(rot,Ω), obtendo-se
∫
Ω
∇×v ·ϕ −
∫
Ω
v · ∇×ϕ = −
∫
Γ
v × n ·ϕ ∀v ∈W p(rot,Ω) ∀ϕ ∈W 1,p′(Ω)3
onde o segundo membro e´ interpretado na dualidade entre W−
1
p
,p(Γ)3 e W
1
p
,p′(Γ)3.
Dada enta˜o uma func¸a˜o v ∈W p(rot,Ω) tal que v ∈ ker γτ , tem-se que∫
Ω
∇×v ·ϕ−
∫
Ω
v · ∇×ϕ = 0, ∀ϕ ∈ D(Ω¯)3
logo, pela Proposic¸a˜o 1.20, v ∈ W p0(rot,Ω), donde se conclui a inclusa˜o de ker γτ em
W p0(rot,Ω). A inclusa˜o contra´ria resulta de forma imediata das definic¸o˜es de W
p
0(rot,Ω)
e de γτ , ficando assim demonstrado o ponto 3. 
Passaremos a representar, mesmo para func¸o˜es v ∈W p(rot,Ω), o seu trac¸o por v × n|Γ .
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Lema 1.25 Sejam Ω aberto de Rn com fronteira Γ de classe C 1 e 1 < p < ∞. Dado
f ∈W−1,p(Ω), o problema
−∆u = f
tem soluc¸a˜o u´nica em W 1,p0 (Ω). Para ale´m disso verifica-se que
‖u‖
W 1,p0 (Ω)
≤ C ‖f‖
W−1,p(Ω) ,
onde C e´ uma constante positiva independente de f .
Demonstrac¸a˜o A demonstrac¸a˜o decorre do facto de
∆ :W 1,p0 (Ω) −→W−1,p(Ω)
ser um isomorfismo [2, 6, 24, 22]. 
Teorema 1.26 Sejam Ω aberto com fronteira lipschitziana Γ e 1 < p <∞. Enta˜o
W 1,p0 (Ω)
3 =W p0(rot,Ω) ∩W p0(div,Ω)
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e, nestes espac¸os, a norma ‖v‖W 1,p(Ω)3 e´ equivalente a` norma
‖v‖ :=
(
‖v‖pp + ‖∇×v‖pp + ‖∇·v‖pp
) 1
p
.
Demonstrac¸a˜o A inclusa˜o de W 1,p0 (Ω)
3 em W p0(rot,Ω) ∩W p0(div,Ω) e´ imediata. Para
concluir que, em W 1,p0 (Ω)
3, as normas sa˜o equivalentes, visto que
‖v‖ ≤ ‖v‖W 1,p(Ω)3 ∀v ∈W 1,p(Ω)3,
basta verificar que
∃C > 0 ∀v ∈W 1,p0 (Ω)3 : ‖v‖W 1,p(Ω)3 ≤ C ‖v‖ . (1.18)
Suponhamos que (1.18) na˜o se verifica, i.e.,
∀m > 0 ∃v˜m ∈W 1,p0 (Ω)3 : ‖v˜m‖W 1,p(Ω)3 > m ‖v˜m‖ . (1.19)
Tomando vm = v˜m‖v˜m‖W1,p(Ω)3 , tem-se que, para cada m, ‖vm‖ <
1
m .
Fazendo m percorrer N, obtemos uma sucessa˜o de func¸o˜es (vm)m em W
1,p
0 (Ω)
3, de norma
unita´ria, tal que
vm −−−−→
m
0 em Lp(Ω)3, (1.20)
∇×vm −−−−→
m
0 em Lp(Ω)3, (1.21)
∇·vm −−−−→
m
0 em Lp(Ω). (1.22)
Existe enta˜o uma subsucessa˜o de (vm)m, que designaremos tambe´m por (vm)m, tal que
vm −−⇀
m
0 em W 1,p0 (Ω)
3.
De (1.21) e (1.22) conclui-se que ∇×(∇×vm)−∇(∇·vm) −−−−→
m
0 em W−1,p(Ω)3.
Recordando a relac¸a˜o (1.1), do Lema 1.25 conclui-se que ‖vm‖W 1,p0 (Ω) −−−−→m 0.
Notando que ‖vm‖W 1,p(Ω) = 1 e que, por (1.20), ‖vm‖p −−−−→m 0, ca´ımos num absurdo.
Este absurdo resultou da suposic¸a˜o (1.19), logo (1.18) e´ verdadeira.
Para concluir a demonstrac¸a˜o, falta verificar que
W p0(rot,Ω) ∩W p0(div,Ω) ⊆W 1,p0 (Ω)3.
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Dado v ∈ W p0(rot,Ω) ∩W p0(div,Ω), seja (vm)m uma sucessa˜o de func¸o˜es em D(Ω)3
convergente para v em W p0(rot,Ω) ∩W p0(div,Ω).
Da relac¸a˜o (1.18) e´ imediato concluir que
‖∇vm‖p ≤ C ‖vm‖ ,
logo vm −−⇀
m
w em W 1,p0 (Ω)
3.
Recordando que vm −−−−→
m
v em Lp(Ω)3, tem-se que v = w ∈W 1,p0 (Ω)3. 
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Nesta secc¸a˜o apresentam-se caracterizac¸o˜es, para p ≥ 65 , do espac¸o
W 1,pn0 (Ω)
3 :=
{
v ∈W 1,p(Ω)3 : v · n|Γ = 0
}
(1.23)
a` custa do espac¸o W p(rot,Ω) ∩W p0(div,Ω).
A demonstrac¸a˜o dos resultados passa pela ana´lise, em termos de existeˆncia e regulari-
dade de soluc¸a˜o, de problemas auxiliares. Apresentam-se alguns resultados de existeˆncia e
regularidade da teoria Lp de problemas de segunda ordem el´ıpticos.
Teorema 1.27 ([18], Th. 9.15, pa´g. 241) Seja Ω um domı´nio C 1,1 em Rn e seja L um
operador diferencial da forma
Lu(x) = ai,j(x)Di,ju(x) + bi(x)Diu(x) + c(x)u(x),
estritamente el´ıptico em Ω, com coeficientes ai,j ∈ C 0(Ω¯), bi, c ∈ L∞(Ω), com i, j = 1, . . . , n
e c ≤ 0. Dado f ∈ Lp(Ω) e ϕ ∈W 2,p(Ω), com 1 < p <∞, o problema de Dirichlet
Lu = f em Ω, u− ϕ ∈W 1,p0 (Ω),
tem soluc¸a˜o u´nica u ∈W 2,p(Ω).
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Teorema 1.28 ([29], Theorem 4.4) Seja Ω ⊆ Rn um domı´nio limitado4 com fronteira Γ
de classe C 1. Dados f ∈ Lp(Ω) e g ∈W− 1p ,p(Γ), com 1 < p <∞, tais que
∫
Ω
f +
∫
Γ
g = 0, (1.24)
existe um u´nico ∇u ∈ Lp(Ω), com u ∈ Lp(Ω) tal que
∫
Ω
∇u · ∇ϕ =
∫
Ω
fϕ+
∫
Γ
gϕ, ∀ϕ ∈ C 10 (Ω¯).
Tem-se enta˜o, no sentido das distribuic¸o˜es,
−∆u = f em Ω,
∂u
∂n
= g em Γ.
Para ale´m disso, existe uma constante positiva C, que depende apenas de Ω e p, tal que
‖∇u‖p ≤ C
(
‖f‖p + ‖g‖W− 1p ,p(Γ)
)
.
Lema 1.29 Seja Ω ⊆ Rn um domı´nio limitado com fronteira Γ de classe C 1,1.
Dados 1 < p <∞, f ∈ Lp(Ω) e g ∈W 1p′ ,p(Γ) satisfazendo a condic¸a˜o (1.24), o problema
−∆u = f em Ω,
∂u
∂n
= g em Γ,
tem soluc¸a˜o u ∈W 2,p(Ω), sendo ∇u u´nico.
Demonstrac¸a˜o A demonstrac¸a˜o deste teorema segue os passos da demonstrac¸a˜o do Teo-
rema 9.15., pa´g. 241 de [18], que garante existeˆncia, unicidade e regularidade de soluc¸a˜o do
problema ana´logo ao aqui apresentado, com condic¸a˜o de Dirichlet.
Da leitura da demonstrac¸a˜o a´ı apresentada (ver [18], pa´g. 235-242) conclui-se que, no caso
do problema com condic¸a˜o de Neumann, se podem usar exactamente as mesmas te´cnicas,
adaptando o Lema 9.12., pa´g. 238 de [18] a` condic¸a˜o de Neumann no bordo.
4 Em [29] este teorema e´ enunciado tambe´m para domı´nios exteriores. A opc¸a˜o de considerar apenas o caso
em que Ω e´ limitado tem a ver com ser essa a situac¸a˜o em que o resultado e´ aqui usado, permitindo assim
alguma simplificac¸a˜o do seu enunciado.
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O enunciado do lema acabado de referir, onde sa˜o usadas as notac¸o˜es
Ω+ = Ω ∩ Rn+ =
{
x ∈ Ω : xn > 0
}
e
(∂Ω)+ = (∂Ω) ∩ Rn+ =
{
x ∈ ∂Ω : xn > 0
}
,
e´ apresentado no Lema 1.30.
Modificando a condic¸a˜o no bordo por ∂u∂n = g em (∂Ω)
+, prolongando, por reflexa˜o par,
a Ω, as func¸o˜es u e f , a demonstrac¸a˜o segue de forma ana´loga. 
Lema 1.30 ([18], Lemma 9.12., pa´g. 238) Sejam u ∈ W 1,10 (Ω+), f ∈ Lp(Ω+) com
1 < p <∞, satisfazendo, no sentido fraco, ∆u = f em Ω+, com u|(∂Ω)+ = 0.
Enta˜o u ∈W 2,p(Ω+) ∩W 1,p0 (Ω+) e
∥∥D2u∥∥
p
≤ C ‖f‖p ,
com C > 0 dependendo apenas de n, p e Ω.
Teorema 1.31 Seja Ω um aberto limitado de R3, simplesmente conexo, com fronteira Γ de
classe C 2.
Para p ≥ 2 tem-se que
W 1,pn0 (Ω)
3 =W p(rot,Ω) ∩W p0(div,Ω), (1.25)
onde W 1,pn0 (Ω)3 representa o conjunto definido em (1.23). Ale´m disso, em W
1,p
n0 (Ω)3, a norma
‖ · ‖ := ‖ · ‖p + ‖∇×·‖p + ‖∇··‖p e´ equivalente a` norma de W 1,p(Ω)3.
Demonstrac¸a˜o Por definic¸a˜o dos espac¸os envolvidos na identidade (1.25), a inclusa˜o de
W 1,pn0 (Ω)3 em W
p(rot,Ω) ∩W p0(div,Ω) e´ imediata.
Considere-se enta˜o u ∈W p(rot,Ω) ∩W p0(div,Ω), isto e´,
u ∈ Lp(Ω)3, ∇·u ∈ Lp(Ω), ∇×u ∈ Lp(Ω)3 e u · n|Γ = 0.
Pretende-se mostrar que u ∈W 1,pn0 (Ω)3.
Considere-se o problema que consiste em encontrar soluc¸a˜o fraca para o problema de
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Neumann
−∆v = ∇·u em Ω, (1.26a)
∂v
∂n
= 0 em Γ. (1.26b)
Observando que a condic¸a˜o (1.24) e´ naturalmente verificada para o problema de Neumann
homoge´neo (1.26), pelo Lema 1.29 conclui-se que existe v ∈W 2,p(Ω), u´nica a menos de uma
constante aditiva, soluc¸a˜o de (1.26).
Definindo
w := ∇v + u ∈ Lp(Ω)3, (1.27)
tem-se que
∇×w ∈ Lp(Ω)3, ∇·w = 0 e w · n|Γ = 0.
Tomando
V =
{
ξ ∈ H10 (Ω)3 : ∇·ξ = 0
}
, (1.28)
a equac¸a˜o
∇×(∇×ξ) = ∇×w em Ω (1.29)
tem soluc¸a˜o u´nica em V .
De facto, observando que em V , espac¸o de Hilbert, as normas ‖ · ‖H1(Ω) e ‖ · ‖ := ‖∇×·‖2
sa˜o equivalentes (c.f. Teorema 3, Cap. IX, pa´g. 209 de [13]), o operador A : V × V −→ R tal
que
A(ξ,ϕ) :=
∫
Ω
(∇×ξ) · (∇×ϕ),
e´ bilinear, cont´ınuo e coercivo e o operador L : V −→ R tal que
L(ϕ) :=
∫
Ω
∇×w ·ϕ (1.30)
e´ linear e cont´ınuo, o problema
A(ξ,ϕ) = L(ϕ), ∀ϕ ∈ V ,
pelo teorema de Lax-Milgram, tem soluc¸a˜o u´nica em V .
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Observando que a soluc¸a˜o ξ ∈ V do problema (1.29) e´ tal que
−∆ξ = ∇×(∇×ξ)−∇(∇·ξ) = ∇×w,
e que ∇×w ∈ Lp(Ω)3, pelo Teorema 1.27, conclui-se que ξ ∈ H10 (Ω)3 ∩W 2,p(Ω)3.
A func¸a˜o ψ := ∇×ξ −w e´ tal que:
ψ ∈ Lp(Ω)3 ⊆ L2(Ω)3; (1.31a)
∇·ψ = ∇·(∇×ξ)−∇·w = 0 em Ω; (1.31b)
∇×ψ = ∇×(∇×ξ)−∇×w = 0 em Ω; (1.31c)
ψ · n = (∇×ξ) · n−w · n = 0 em Γ. (1.31d)
Usando as notac¸o˜es de [13], definindo
H(Ω) :=
{
u ∈ L2(Ω)3 : ∇×u = 0, ∇·u = 0, u · n|Γ = 0
}
tem-se que ψ ∈ H(Ω).
Para Ω nas condic¸o˜es do teorema, dimH(Ω) = 0 (ver [13], Proposic¸a˜o 2., Cap. IX,
pa´g. 219), donde ψ = 0.
Tem-se enta˜o que w = ∇×ξ, donde u = w−∇v = ∇×ξ−∇v ∈W 1,p(Ω)3, uma vez que
ξ ∈W 2,p(Ω)3 e v ∈W 2,p(Ω).
Quanto a` equivaleˆncia das normas, basta recordar que num espac¸o de Banach quaisquer
duas normas compara´veis sa˜o equivalentes. 
Teorema 1.32 Seja Ω um aberto limitado de R3, simplesmente conexo, com fronteira Γ de
classe C 2.
Para 65 ≤ p ≤ 2 tem-se que
W 1,pn0 (Ω)
3 = L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div,Ω), (1.32)
onde W 1,pn0 (Ω)3 representa o conjunto definido em (1.23). Ale´m disso, em W
1,p
n0 (Ω)3, a norma
‖ · ‖ := ‖ · ‖2 + ‖∇×·‖p + ‖∇··‖p e´ equivalente a` norma de W 1,p(Ω)3.
Demonstrac¸a˜o Observando que, para 65 ≤ p ≤ 2, dada a regularidade do domı´nio, pelas
incluso˜es de Sobolev (ver, p.ex. [1], [25]) se tem queW 1,p(Ω) ↪→ L2(Ω), a inclusa˜o deW 1,pn0 (Ω)3
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em L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div,Ω) e´ imediata.
Considere-se enta˜o u ∈ L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div,Ω), isto e´,
u ∈ L2(Ω)3, ∇·u ∈ Lp(Ω), ∇×u ∈ Lp(Ω)3 e u · n|Γ = 0.
A demonstrac¸a˜o segue os mesmos passos do caso p ≥ 2. Com efeito, tomando v ∈W 2,p(Ω)
soluc¸a˜o do problema de Neumann homoge´neo (1.26), definindo w como em (1.27), tem-se
que
w ∈ L2(Ω)3, ∇×w ∈ Lp(Ω)3, ∇·w = 0 e w · n|Γ = 0.
Considerando novamente o conjunto V definido em (1.28), usando uma vez mais as in-
cluso˜es de Sobolev, tem-se que Lp(Ω) ↪→ H−1(Ω), permitindo definir o operador L : V −→ R
tal como em (1.30).
Mante´m-se, enta˜o, a existeˆncia e unicidade de soluc¸a˜o em V do problema (1.29), ou seja
∃ ξ ∈ H10 (Ω)3 ∩W 2,p(Ω)3 : −∆ξ = ∇×w.
Definindo ψ := ∇×ξ − w tem-se que ψ ∈ L2(Ω3), verificando-se tambe´m as identi-
dades (1.31b-d), donde se conclui, usando exactamente os mesmos argumentos usados na
demonstrac¸a˜o do Teorema 1.31, que ψ = 0.
Recordando que, por construc¸a˜o, u = w −∇v, que w = ∇×ξ, que ξ ∈ W 2,p(Ω)3 e que
v ∈W 2,p(Ω), conclui-se que u ∈W 1,p(Ω)3.
Como, para 65 ≤ p ≤ 2, se verifica que W 1,p(Ω) ↪→ L2(Ω) ↪→ Lp(Ω), existe C > 0 tal que
‖ · ‖p ≤ C ‖ · ‖2 e ‖ · ‖2 ≤ C ‖ · ‖W1,p(Ω).
Tem-se enta˜o que, dado u ∈ L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div,Ω),
‖u‖2 + ‖∇×u‖p + ‖∇·u‖p ≤ ‖u‖2 + ‖u‖p + ‖∇×u‖p + ‖∇·u‖p
≤ (C + 1)(‖u‖2 + ‖∇×u‖p + ‖∇·u‖p),
o que permite concluir que L2(Ω)3 ∩ W p(rot,Ω) ∩ W p0(div,Ω), munido com a norma
‖ · ‖2 + ‖∇×·‖p + ‖∇··‖p e´ um espac¸o de Banach.
Por outro lado,
‖u‖2 + ‖∇×u‖p + ‖∇·u‖p ≤ C ‖u‖W 1,p(Ω)3 + ‖∇×u‖p + ‖∇·u‖p ≤ (C + 1) ‖u‖W 1,p(Ω)3 ,
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donde resulta a equivaleˆncia das normas. 
Nota 1.33 Decorre das demonstrac¸o˜es que, para p ≥ 65 , uma func¸a˜o u ∈ W 1,pn0 (Ω)3 se es-
creve, de forma u´nica, como soma de func¸o˜es
u = ∇×ξ +∇v,
onde ξ ∈ {ξ ∈W 2,p(Ω)3 : ∇·ξ = 0, ξ|Γ = 0} e v ∈ {v ∈W 2,p(Ω) : ∂v∂n |Γ = 0}.
1.5 O espac¸o W p(div,Ω) ∩W p0(rot,Ω)
A identificac¸a˜o de W 1,pn0 (Ω)3 com L2(Ω)3∩W p(rot,Ω)∩W p0(div,Ω), para p ≥ 65 , leva-nos
a conjecturar que W p(div,Ω) ∩W p0(rot,Ω) possa ser identificado com o espac¸o
W 1,pt0 (Ω)
3 :=
{
v ∈W 1,p(Ω)3 : v × n|Γ = 0
}
,
pelo menos para p > 2. Observe-se que essa identificac¸a˜o e´ va´lida para p = 2 (ver [13],
pa´g. 209).
Consideremos o resultado seguinte:
Teorema 1.34 (Theorem 2.2: [35], pa´g. 784) Se G ∈W p(div,Ω) ∩W p0(rot,Ω) enta˜o
‖G‖ 3p
3−p
≤ C
(
‖∇×G‖p + ‖∇·G‖p
)
, se 1 < p < 3,
‖G‖Cα(Ω¯) ≤ C
(
‖∇×G‖p + ‖∇·G‖p
)
, se 3 < p <∞.
Uma aplicac¸a˜o imediata deste teorema permite estabelecer a equivaleˆncia da norma na-
tural em W p(div,Ω) ∩W p0(rot,Ω) com a norma ‖∇×·‖p + ‖∇··‖p, sendo esta equivaleˆncia
utilizada a` frente, na Secc¸a˜o 2.4.
Cap´ıtulo 2
Problemas na˜o lineares de induc¸a˜o
electromagne´tica em domı´nios
limitados
Neste cap´ıtulo generaliza-se o trabalho apresentado em [9], onde se considera um aco-
plamento do sistema electromagne´tico, no caso linear, com a equac¸a˜o do calor, quando a
fronteira e´ supercondutora.
Considerem-se as equac¸o˜es de Maxwell
∂td+ j −∇×h = 0, (2.1a)
∂tb+∇×e = 0, (2.1b)
∇·d = q, (2.1c)
∇·b = 0, (2.1d)
onde e, h, d, b, j e q representam, respectivamente, os campos ele´ctrico e magne´tico, as
induc¸o˜es ele´ctrica e magne´tica, a densidade de corrente e a carga ele´ctrica. Tomando a
equac¸a˜o (2.1c) como definic¸a˜o da carga ele´ctrica q e desprezando a parcela ∂td em (2.1a),
33
34
obtemos um sistema simplificado de equac¸o˜es de Maxwell
∇×h = j, (2.2a)
∂tb+∇×e = 0, (2.2b)
∇·b = 0. (2.2c)
Considerando leis constitutivas cla´ssicas lineares, a lei de Ohm e a lei de polarizac¸a˜o
j = σ e, (2.3a)
b = µh, (2.3b)
supondo que a permeabilidade magne´tica µ = 1 e que a condutividade ele´ctrica σ = σ(θ)
depende da temperatura θ, conclui-se que o campo magne´tico h e´ determinado pelas equac¸o˜es
∂th+∇×
(
1
σ(θ)
∇×h
)
= 0, (2.4a)
∇·b = 0. (2.4b)
Para introduzirmos o efeito te´rmico no modelo, considere-se a lei do balanc¸o de energia
∂tθ +∇·q = η, (2.5)
onde q e´ o fluxo de calor e η e´ o calor de Joule.
Relacionando o fluxo de calor q com a temperatura θ atrave´s da lei de Fourier
q = −k∇θ,
onde k = k(θ) > 0 representa a condutividade te´rmica, observando que o calor de Joule em
(2.5) e´ dado por
η := j · e = 1
σ(θ)
|∇×h|2,
devido a`s relac¸o˜es (2.2a) e (2.3a) e usando em (2.5) as duas relac¸o˜es anteriores, obte´m-se
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como lei do balanc¸o da energia
∂tθ −∇·
(
k(θ)∇θ) = 1
σ(θ)
|∇×h|2. (2.6)
Sendo Ω um aberto limitado de R3 com fronteira Γ lipschitziana, representa-se por n o
vector normal unita´rio exterior a Γ. Fixado T > 0, usaremos as notac¸o˜es Q = Ω × [0, T ] e
Σ = Γ× [0, T ].
Das equac¸o˜es (2.4) e (2.6), juntando condic¸o˜es iniciais e de fronteira, obtemos como
modelo para o sistema acoplado
∂th+∇×
(
1
σ(θ)
∇×h
)
= 0 em Q, (2.7a)
∂tθ −∇·
(
k(θ)∇θ)− 1
σ(θ)
|∇×h|2 = 0 em Q, (2.7b)
∇·h = 0 em Q, (2.7c)
h · n = 0 em Σ, (2.7d)
(∇×h)× n = 0 em Σ, (2.7e)
θ = 0 em Σ, (2.7f)
h(·, 0) = h0 em Ω, (2.7g)
θ(·, 0) = θ0 em Ω. (2.7h)
Um trabalho relacionado com [9] e´ apresentado em [34], onde se estuda um modelo electro-
magne´tico, na˜o linear no acoplamento com a temperatura, no quadro hilbertiano, conseguindo
resultados de regularidade de soluc¸a˜o impondo condic¸o˜es sobre os dados.
Um modelo que generaliza o apresentado obte´m-se considerando uma lei de Ohm na˜o
linear.
Substituindo a equac¸a˜o (2.3a) por uma relac¸a˜o do tipo poteˆncia - p, ficamos com uma lei
de Ohm que e´ da forma
e =
1
σ(θ)
Jp(j), (2.8)
donde se deduz, usando a relac¸a˜o (2.2a), que
e =
1
σ(θ)
Jp(∇×h). (2.9)
Estas alterac¸o˜es conduzem a uma generalizac¸a˜o do modelo (2.7), em que as equac¸o˜es
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(2.7a-b) passam a ser
∂th+∇×
(
1
σ(θ)
|∇×h|p−2∇×h
)
= 0 em Q, (2.10a)
∂tθ −∇·
(
k(θ)∇θ)− 1
σ(θ)
|∇×h|p = 0 em Q (2.10b)
e a condic¸a˜o (2.7e) e´ substitu´ıda por
(|∇×h|p−2∇×h)× n = 0 em Σ. (2.11)
Se considerarmos um operador a : Ω× [0, T ]× R× R3 −→ R3, ao qual impomos condic¸o˜es
estruturais que sejam naturalmente compat´ıveis com o operador p - rot1, podemos tratar um
problema mais abstracto e mais geral, em que as equac¸o˜es (2.10) passam a
∂th+∇×
(
a(x, t, θ,∇×h)) = 0 em Q, (2.12a)
∂tθ −∇·
(
k(θ)∇θ)− a(x, t, θ,∇×h) · ∇×h = 0 em Q (2.12b)
e a condic¸a˜o (2.11) e´ substitu´ıda por
a(x, t, 0,∇×h)× n = 0 em Σ.
Durante o cap´ıtulo e´ efectuada uma abordagem gradual dos problemas que resultam do
modelo mais geral que foi apresentado, comec¸ando por estabelecer existeˆncia de soluc¸a˜o de
um problema de Maxwell quasi-estaciona´rio e em seguida evolutivo, fazendo o estudo do
comportamento assimpto´tico, quando t −→ ∞ e p ≥ 2. De seguida considera-se o problema
estaciona´rio acoplado e, finalmente, o problema acoplado evolutivo, provando-se existeˆncia
de soluc¸a˜o para p > 65 e unicidade para
6
5 < p ≤ 2.
A caracterizac¸a˜o de L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div,Ω), apresentada no Cap´ıtulo 1, e´
fundamental para garantir, para p > 65 , que podemos utilizar, no espac¸o das func¸o˜es teste
adequado para resolver o problema, a norma equivalente ‖∇×·‖p.
Em [35, 36] e´ abordado o estudo do problema electromagne´tico com o operador p - rot,
mas com condic¸o˜es de fronteira diferentes das que aqui sa˜o consideradas. Nestes artigos na˜o
e´ feita a caracterizac¸a˜o dos espac¸os acima referidos mas, a` custa de uma desigualdade do tipo
Sobolev, obte´m-se a demonstrac¸a˜o de que, nos espac¸os considerados, ‖∇×·‖p e´ uma norma.
1Designamos por p - rot o operador diferencial
`|∇×·|p−2∇×·´.
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O problema tratado em [26] esta´ tambe´m relacionado com o trabalho desenvolvido neste
cap´ıtulo. Nesse artigo, consideram-se inequac¸o˜es quasi-variacionais em domı´nios cuja geome-
tria e´ longitudinal. Dada a geometria especial do domı´nio onde o problema esta´ definido, o
problema perde a sua natureza vectorial, sendo o operador diferencial considerado do tipo
p - laplaciano e na˜o p - rot. Este trabalho abre perspectivas de poder vir a ser considerado o
caso quasi-variacional para domı´nios na˜o longitudinais.
2.1 Enquadramento funcional
Considere-se, para 1 ≤ p <∞, o espac¸o vectorial Wp(Ω) definido do seguinte modo:
• se 2 ≤ p <∞,
Wp(Ω) :=
{
v ∈ Lp(Ω)3 : ∇×v ∈ Lp(Ω)3, ∇·v = 0 e v · n|Γ = 0
}
,
munido da norma
‖v‖Wp(Ω) = ‖v‖p + ‖∇×v‖p ;
• se 1 ≤ p ≤ 2,
Wp(Ω) :=
{
v ∈ L2(Ω)3 : ∇×v ∈ Lp(Ω)3, ∇·v = 0 e v · n|Γ = 0
}
,
munido da norma
‖v‖Wp(Ω) = ‖v‖2 + ‖∇×v‖p .
Observando que Wp(Ω) e´ um subespac¸o fechado de L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div,Ω),
das Proposic¸o˜es 1.9 e 1.11 resulta que Wp(Ω) e´ um espac¸o de Banach reflexivo.
Designemos
W p(div 0,Ω) :=
{
v ∈W p(div,Ω) : ∇·v = 0}
e
W p0(div 0,Ω) :=
{
v ∈W p0(div,Ω) : ∇·v = 0
}
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E´ imediato verificar que o espac¸o Wp(Ω) pode ser definido por:
• se 1 ≤ p ≤ 2, Wp(Ω) = L2(Ω)3 ∩W p(rot,Ω) ∩W p0(div 0,Ω); (2.13a)
• se 2 ≤ p <∞, Wp(Ω) =W p(rot,Ω) ∩W p0(div 0,Ω). (2.13b)
No caso em que 65 < p <∞, impondo algumas restric¸o˜es a` geometria do domı´nio e a` regu-
laridade do bordo obtemos, a partir das identificac¸o˜es (1.25) e (1.32), algumas propriedades
importantes do espac¸o Wp(Ω), apresentadas na proposic¸a˜o seguinte.
Proposic¸a˜o 2.1 Seja Ω um aberto limitado de R3, simplesmente conexo, com fronteira Γ de
classe C 2 e seja 65 < p <∞.
Tem-se enta˜o que o espac¸o Wp(Ω), definido em (2.13), e´ tal que
Wp(Ω) =W 1,pn0 (Ω)
3 ∩W p(div 0,Ω) (2.14)
e a semi-norma ‖∇×v‖p e´, em Wp(Ω), uma norma, equivalente quer a` norma natural para
Wp(Ω) quer a` norma induzida em Wp(Ω) pela norma de W 1,p(Ω)3.
A demonstrac¸a˜o desta proposic¸a˜o faz uso do Lema de Peetre que enunciamos tal como
em [13] (para demonstrac¸a˜o ver, p. ex., [24]).
Lema 2.2 (de Peetre) Sejam E0, E1 e E2 treˆs espac¸os de Banach e sejam A1 e A2 duas
aplicac¸o˜es lineares cont´ınuas de E0 em E1 e de E0 em E2, respectivamente, tais que:
1. A2 e´ uma aplicac¸a˜o compacta;
2. existe uma constante c > 0 tal que
‖v‖E0 ≤ c
(‖A1v‖E1 + ‖A2v‖E2) , ∀v ∈ E0. (2.15)
Enta˜o:
1. kerA1 tem dimensa˜o finita e ImA1 e´ fechada;
2. existe uma constante C0 > 0 tal que
inf
w∈kerA1
‖v + w‖E0 ≤ C0 ‖A1v‖E1 .
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Demonstrac¸a˜o da Proposic¸a˜o 2.1 A relac¸a˜o (2.14) resulta, de forma imediata, da
definic¸a˜o de Wp(Ω) apresentada em (2.13) e das caracterizac¸o˜es de W 1,pn0 (Ω)3 dadas pelas
relac¸o˜es (1.25) do Teorema 1.31 e (1.32) do Teorema 1.32.
Para verificar que a semi-norma ‖∇×v‖p e´ uma norma em Wp(Ω), considerem-se as
aplicac¸a˜o lineares cont´ınuas
A1 : Wp(Ω) −→ Lp(Ω)3
v 7−→ ∇×v
e
A2 : Wp(Ω) −→ L2(Ω)3,
v 7−→ v
se 65 < p ≤ 2,
ou
A2 : Wp(Ω) −→ Lp(Ω)3,
v 7−→ v
se 2 ≤ p <∞,
sendo, em qualquer dos casos, as aplicac¸o˜es A2 compactas2.
Observando que
‖v‖Wp(Ω) = ‖A1v‖p + ‖A2v‖2 , se 65 < p ≤ 2
e
‖v‖Wp(Ω) = ‖A1v‖p + ‖A2v‖p , se 2 ≤ p <∞,
(2.15) e´ satisfeita atrave´s da igualdade, logo, pelo Lema de Peetre,
∃C0 > 0 inf
u∈kerA1
‖u+ v‖Wp(Ω) ≤ C0 ‖A1v‖p . (2.16)
2Observar que Wp(Ω) ⊂ W 1,p(Ω)3 e que sa˜o compactas as incluso˜es W 1,p(Ω)3 ↪→ Lp(Ω)3, para p ≥ 2, e
W 1,p(Ω)3 ↪→ L2(Ω)3, para p > 6
5
.
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Notando que
kerA1 = {v ∈Wp(Ω) : ∇×v = 0} ⊆ {v ∈ L2(Ω)3 : ∇×v = 0, ∇·v = 0, v · n|Γ = 0}
e recordando que Ω e´, por hipo´tese, simplesmente conexo, por um resultado de [13] (Pro-
posic¸a˜o 2., pa´g. 2193) conclu´ımos que kerA1 = {0}, o que permite observar que a relac¸a˜o (2.16)
e´ equivalente a
∃C0 > 0 ‖v‖Wp(Ω) ≤ C0 ‖∇×v‖p .
Da relac¸a˜o anterior conclui-se que a semi-norma ‖∇×v‖p e´ efectivamente uma norma em
Wp(Ω), equivalente a` norma natural. A equivaleˆncia entre estas normas e a norma induzida
em Wp(Ω) pela norma de W 1,p(Ω)3 resulta, de forma imediata, do Teorema 1.31. 
2.2 Uma equac¸a˜o de Maxwell na˜o linear quasi-estaciona´ria
Considerando a equac¸a˜o (2.12a), no caso em que na˜o ha´ dependeˆncia da temperatura,
obtemos a equac¸a˜o
∂th+∇×
(
a(x, t,∇×h)) = 0. (2.17)
Note-se que o caso na˜o homoge´neo na˜o levantaria dificuldades do ponto de vista ma-
tema´tico, sendo considerado aqui o caso homoge´neo, apenas por simplicidade.
Para tratar a equac¸a˜o (2.17) do ponto de vista matema´tico, fixado p > 65 , considere-
mos que a : Ω× [0, T ]× R3 −→ R3 e´ uma func¸a˜o de Carathe´odory4 verificando as seguintes
propriedades5:
∃ a∗, a∗ > 0 ∀u,v ∈ R3 para q.t. (x, t) ∈ Ω× [0, T ]
a(x, t,u) · u ≥ a∗|u|p, (2.18a)
|a(x, t,u)| ≤ a∗|u|p−1, (2.18b)
3 Resultado que foi ja´ usado no Cap´ıtulo 1, pa´g. 30, onde se observava que kerA1 = H(Ω), cuja dimensa˜o
e´ zero.
4 ∀u ∈ R3, a(·, ·,u) e´ mensura´vel e, para q.t. (x, t) ∈ Ω× [0, T ], a(x, t, ·) e´ cont´ınua.
5 Observar que (2.18c’) ⇒ (2.18c); admitiremos que a func¸a˜o a verifica a condic¸a˜o (2.18c), excepto no
estudo do comportamento assimpto´tico do caso evolutivo, onde e´ usada (2.18c’), apenas no caso p ≥ 2.
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(
a(x, t,u)− a(x, t,v)) · (u− v) > 0, se u 6= v, (2.18c)
ou
(
a(x, t,u)− a(x, t,v)) · (u− v) ≥
 a∗|u− v|p se p ≥ 2,a∗(|u|+ |v|)p−2|u− v|2 se 1 ≤ p < 2. (2.18c’)
A imposic¸a˜o destas condic¸o˜es estruturais sobre o operador a permite enquadrar o pro-
blema de modo a aplicar resultados gerais de existeˆncia de soluc¸a˜o para problemas na˜o line-
ares, sendo compat´ıveis com a situac¸a˜o em que o operador a e´ o operador p - rot.
Apresentamos de seguida um resultado geral de existeˆncia de soluc¸a˜o para problemas evo-
lutivos, que sera´ usado nas secc¸o˜es seguintes. No caso estaciona´rio, usar-se-a´ o Teorema 1.2.
Teorema 2.3 Seja V um espac¸o de Banach reflexivo separa´vel, contido num espac¸o de Hil-
bert H, sendo cont´ınua a injecc¸a˜o de V em H e sendo V denso em H.
Para 1 < p < ∞, para q.t. t ∈ [0, T ], seja A(t) : V −→ V ′ um operador verificando as
seguintes propriedades:
1. A e´ hemicont´ınuo e ‖A(t)v‖V ′ ≤ c ‖v‖p−1V , para algum c > 0 independente de t;
2. A e´ mono´tono;
3. 〈A(t)v, v〉 ≥ α ‖v‖pV , para algum α > 0 independente de t.
Dados f ∈ Lp′(0, T ;V ′) e u0 ∈ H, existe uma e uma so´ func¸a˜o u tal que
u ∈ Lp(0, T ;V ),
∂tu+A(t)u = f,
u(0) = u0.
Demonstrac¸a˜o A demonstrac¸a˜o deste teorema segue os passos da demonstrac¸a˜o do Teo-
rema 1.2., pa´g. 162 de [21], onde e´ apresentado um resultado inteiramente ana´logo, com o
operador A independente da varia´vel t. 
2.2.1 O caso estaciona´rio
Considerando a equac¸a˜o (2.17) no caso estaciona´rio, dado g ∈ W− 1p′ ,p′(Γ)3, supondo a
independente da varia´vel t, abordemos o problema que consiste em encontrar h ∈Wp(Ω) tal
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que
∇×(a(x,∇×h)) = 0 em Ω, (2.19a)
a(x,∇×h)× n = g em Γ, (2.19b)
cuja formulac¸a˜o fraca, obtida integrando em Ω a equac¸a˜o (2.19a) com uma func¸a˜o ϕ ∈
Wp(Ω), aplicando a fo´rmula de Green e usando a equac¸a˜o (2.19b), consiste em encontrar
h ∈Wp(Ω) tal que
∫
Ω
a(x,∇×h) · ∇×ϕ =
∫
Γ
g ·ϕ, ∀ϕ ∈Wp(Ω). (2.20)
Teorema 2.4 Dados Ω nas condic¸o˜es da Proposic¸a˜o 2.1, p > 65 e g ∈ W
− 1
p′ ,p
′
(Γ)3, a
equac¸a˜o (2.20) tem soluc¸a˜o u´nica em Wp(Ω).
Demonstrac¸a˜o Observando que Wp(Ω) e´ um espac¸o de Banach reflexivo e separa´vel, de-
fina-se o operador A :Wp(Ω) −→Wp(Ω)′ tal que
〈Ah,ϕ〉 =
∫
Ω
a(x,∇×h) · ∇×ϕ ∀h, ϕ ∈Wp(Ω). (2.21)
• A e´ limitado
Usando a propriedade (2.18 b) tem-se:
‖Ah‖Wp(Ω)′ = sup‖ϕ‖Wp(Ω)≤1
|〈Ah,ϕ〉|
≤ sup
‖ϕ‖Wp(Ω)≤1
(∫
Ω
|a(x,∇×h)|p′
) 1
p′ ‖∇×ϕ‖p
≤
(∫
Ω
(a∗)p
′ |∇×h|(p−1)p′
) 1
p′
= a∗ ‖h‖p−1Wp(Ω) ,
donde resulta a limitac¸a˜o de A.
• A e´ hemicont´ınuo
Fixados u, v, w ∈ Wp(Ω) e λ ∈ R, seja (λn)n uma sucessa˜o real convergente para λ.
Pelo facto de a ser cont´ınua na segunda varia´vel para q.t. x ∈ Ω, tem-se que
a(x,∇×u+ λn∇×v) −−−−→
n
a(x,∇×u+ λ∇×v), q.t. x ∈ Ω.
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Pela propriedade (2.18 b) tem-se que
∣∣〈A(u+ λnv),w〉∣∣ ≤ ∫
Ω
∣∣a(x,∇×u+ λn∇×v)∣∣∣∣∇×w∣∣
≤ a∗
∫
Ω
∣∣∇×u+ λn∇×v∣∣p−1∣∣∇×w∣∣ ≤ C,
logo, pelo teorema da convergeˆncia dominada de Lebesgue, tem-se que
〈A(u+ λnv),w〉 −−−−→
n
〈A(u+ λv),w〉,
donde se conclui a hemicontinuidade de A.
• A e´ mono´tono
Se u,v ∈Wp(Ω) e u 6= v enta˜o
〈Au−Av,u− v〉 =
∫
Ω
(a(x,∇×u)− a(x,∇×v)) · ∇×(u− v) > 0
pela propriedade (2.18 c).
• A e´ coercivo
lim
‖u‖Wp(Ω)→+∞
〈Au,u〉
‖u‖Wp(Ω)
= lim
‖u‖Wp(Ω)→+∞
1
‖u‖Wp(Ω)
∫
Ω
a(x,∇×u) · ∇×u
≥ lim
‖∇×u‖p→+∞
a∗ ‖∇×u‖p−1p ,
uma vez mais pelas propriedades (2.18), neste caso a (2.18a).
Recordando que Wp(Ω) ⊂ W 1,pn0 (Ω)3 e observando que, pelos teoremas dos trac¸os (ver,
por exemplo, [25], pa´g. 74), o trac¸o de uma func¸a˜o de W 1,p(Ω)3 esta´ em W 1−
1
p
,p(Γ)3, tem-se
que ∀ϕ ∈Wp(Ω), ϕ|Γ ∈W 1−
1
p
,p(Γ)3. Defina-se F ∈Wp(Ω)′ tal que
Fϕ =
∫
Γ
g ·ϕ ∀ϕ ∈Wp(Ω). (2.22)
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Face ao exposto, o Teorema 1.2 garante que o problema Ah = F tem soluc¸a˜o em Wp(Ω)
ou, de forma equivalente, que
∃h ∈Wp(Ω) ∀ϕ ∈Wp(Ω)
∫
Ω
a(x,∇×h) · ∇×ϕ =
∫
Γ
g ·ϕ. (2.23)
A unicidade em (2.23) resulta da monotonia estrita do operador A. 
Proposic¸a˜o 2.5 Sejam Ω nas condic¸o˜es da Proposic¸a˜o 2.1 e g ∈W− 1p′ ,p′(Γ)3. Suponhamos
que 65 < p ≤ 2 e que
∃G ∈W p(rot,Ω) : G× n|Γ = g e n · ∇×G|Γ = 0.
Enta˜o a soluc¸a˜o da equac¸a˜o (2.20) e´, formalmente, soluc¸a˜o do problema (2.19).
Demonstrac¸a˜o Sendo h a soluc¸a˜o do problema (2.20) tem-se, aplicando a fo´rmula de
Green,
∫
Ω
∇×(a(x,∇×h)) ·ϕ+ ∫
Γ
(
a(x,∇×h)−G)× n ·ϕ = 0 ∀ϕ ∈Wp(Ω), (2.24)
concluindo-se (ver [16]) que
a(x,∇×h)× n|Γ = G× n|Γ .
Designando
ζ = ∇×(a(x,∇×h)) (2.25)
(observe-se que queremos mostrar que ζ = 0) e supondo ζ ∈ Lp′(Ω)3, temos que que ∇·ζ = 0
e ∫
Ω
ζ ·ϕ = 0 ∀ϕ ∈Wp(Ω). (2.26)
Ale´m disso,
ζ · n = ∇×(a(x,∇×h)) · n = ∇·(a(x,∇×h)× n)+ a(x,∇×h) · ∇×n
= ∇·(G× n)+ (G+ ξn) · ∇×n,
uma vez que, em Γ, a(x,∇×h)−G e´ colinear com n.
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Mas, em Γ,
∇·(G× n)+ (G+ ξn) · ∇×n = ∇·(G× n)+G · ∇×n = ∇×G · n = 0,
e enta˜o ζ · n|Γ = 0, ou seja ζ ∈ W p
′
0 (div0,Ω).
Observe-se que a fo´rmula (2.26) e´ verdadeira, por densidade, tambe´m para todo o ϕ ∈
W p0(div0,Ω). Como D(Ω)
3 ∩ {∇·v = 0} e´ denso emW p′0 (div0,Ω), podemos dizer que existe
uma sucessa˜o (ζn)n de func¸o˜es de D(Ω)3∩{∇·v = 0} tal que ζn −−−−→
n
ζ emW p
′
0 (div0,Ω) e,
se p′ ≥ 2, tambe´m em L2(Ω)3 e temos, uma vez que ζn pode ser tomada como func¸a˜o teste,
que ∫
Ω
ζ · ζn = 0.
Passando ao limite em n em L2(Ω)3, conclui-se que
∫
Ω
ζ · ζ = 0, logo ζ = 0, como quer´ıamos
mostrar. 
No caso em que p > 2, admitindo que a func¸a˜o ζ definida em (2.25) e´ suficientemente
regular, poderemos afirmar (como em [9] e uma vez que a igualdade (2.26) e´ verificada), que
ζ = ∇ψ, para alguma func¸a˜o ψ (logo ∆ψ = ∇·ζ = 0) e que, ale´m disso, ∂ψ
∂n
= ζ · n = 0.
Conclu´ımos assim que ψ e´ constante e ζ = 0.
2.2.2 O caso evolutivo e comportamento assimpto´tico
Voltemos a` equac¸a˜o (2.17), onde o operador a(x, t,u) continua a ser uma func¸a˜o de
Carathe´odory verificando as propriedades (2.18a-c).
Dados g e h0, considere-se o problema evolutivo que consiste em determinar h tal que
∂th+∇×
(
a(x, t,∇×h)) = 0 em Q, (2.27a)
∇·h = 0 em Q, (2.27b)
h · n = 0 em Σ, (2.27c)
a(x, t,∇×h)× n = g em Σ, (2.27d)
h(0) = h0 em Ω. (2.27e)
Integrando em Ω a equac¸a˜o (2.27a) com uma func¸a˜o ϕ ∈Wp(Ω), aplicando a fo´rmula de
Green e usando a equac¸a˜o (2.27d), obte´m-se como formulac¸a˜o fraca deste problema, encontrar
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h satisfazendo as condic¸o˜es:
∫
Ω
∂th(t) ·ϕ+
∫
Ω
a
(
x, t,∇×h(t)) · ∇×ϕ
=
∫
Γ
g ·ϕ ∀ϕ ∈Wp(Ω) para q.t. t ∈ [0, T ], (2.28a)
h(0) = h0 em Ω. (2.28b)
Designando H(div 0,Ω) = {u ∈ H(div,Ω) : ∇·u = 0}, apresentemos agora um teorema
de existeˆncia de soluc¸a˜o para este problema.
Teorema 2.6 Sejam Ω nas condic¸o˜es da Proposic¸a˜o 2.1 e p > 65 . Dados h0 ∈ H(div 0,Ω)
e g ∈ Lp′(0, T ;W− 1p′ ,p′(Γ)3), existe um u´nico h ∈ Lp(0, T ;Wp(Ω)) ∩ L∞(0, T ;L2(Ω)3) que
resolve (2.28).
Demonstrac¸a˜o Comecemos por observar que H(div 0,Ω) e´ um espac¸o de Hilbert tal que
Wp(Ω) ⊂H(div 0,Ω), sendo a inclusa˜o cont´ınua, e que Wp(Ω) e´ denso em H(div 0,Ω).
Definindo, para q.t. t ∈ [0, T ], o operador A(t) :Wp(Ω) −→Wp(Ω)′, a` semelhanc¸a da
definic¸a˜o (2.21) e considerando a func¸a˜o6 F ∈ Lp′(0, T ;Wp(Ω)′) tal que
F (t)ϕ =
∫
Γ
g(t) ·ϕ, ∀ϕ ∈Wp(Ω),
a formulac¸a˜o (2.28) e´ equivalente a escrever a equac¸a˜o de evoluc¸a˜o
∂th+Ah = F em Lp
′(
0, T ;Wp(Ω)′
)
,
h(0) = h0 em Ω.
A aplicac¸a˜o directa do Teorema 2.3 garante a existeˆncia e unicidade de soluc¸a˜o do pro-
blema anterior em Lp
(
0, T ;Wp(Ω)
)
.
Tomando h(t) como func¸a˜o teste em (2.28), para q.t. t ∈ [0, T ] conclui-se que
∫
Ω
∂th(t) · h(t) +
∫
Ω
a
(
x, t,∇×h(t)) · ∇×h(t) = ∫
Γ
g(t) · h(t).
Usando a propriedade (2.18a) do operador a e aplicando a desigualdade de Ho¨lder a`
6A verificac¸a˜o de que F esta´ bem definida e´ ana´loga a` efectuada aquando da definic¸a˜o da func¸a˜o F ∈Wp(Ω)′
em (2.22).
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relac¸a˜o anterior obte´m-se
1
2
d
dt
∫
Ω
|h(t)|2 + a∗
∫
Ω
|∇×h(t)|p ≤ ‖g(t)‖
W
− 1
p′ ,p
′
(Γ)3
‖h(t)‖
W
1
p′ ,p(Γ)3
(2.29)
Usando o facto do operador linear trac¸o W 1,p(Ω)3 −→W 1− 1p ,p(Γ)3 possuir inverso direito
cont´ınuo (ver, por exemplo, [25], pa´g. 74), tem-se
∃D > 0 ‖h(t)‖
W
1
p′ ,p(Γ)3
≤ D ‖h(t)‖W 1,p(Ω)3 . (2.30)
Retomando a relac¸a˜o (2.29), usando a equivaleˆncia das normas ‖∇×·‖p e ‖ · ‖W 1,p(Ω)3
em Wp(Ω), a relac¸a˜o (2.30) e aplicando a desigualdade de Young de forma conveniente,
∃C1, D1 > 0 tais que
1
2
d
dt
∫
Ω
|h(t)|2 + C1 ‖h(t)‖pW 1,p(Ω)3 ≤ D1 ‖g(t)‖p
′
W
− 1
p′ ,p
′
(Γ)3
+
C1
2
‖h(t)‖p
W 1,p(Ω)3
. (2.31)
Da inclusa˜o de W 1,p(Ω)3 em L2(Ω)3, para p > 65 , tem-se
‖h(t)‖p
W 1,p(Ω)3
≥ C2
(∫
Ω
|h(t)|2
) p
2
,
obtendo-se, a partir de (2.31),
1
2
d
dt
∫
Ω
|h(t)|2 + C
(∫
Ω
|h(t)|2
) p
2 ≤ D1 ‖g(t)‖p
′
W
− 1
p′ ,p
′
(Γ)3
.
Integrando em [0, t], para 0 ≤ t ≤ T , tem-se
1
2
∫
Ω
|h(t)|2 ≤ D1
∫ T
0
‖g(σ)‖p′
W
− 1
p′ ,p
′
(Γ)3
dσ +
1
2
∫
Ω
|h0|2, (2.32)
donde resulta que h ∈ L∞(0, T ;L2(Ω)3). 
Para efectuarmos, para p ≥ 2, o estudo do comportamento da soluc¸a˜o do problema (2.28),
quando t→ +∞, comecemos por considerar T = +∞.
Pelo Teorema 2.6, fixado T > 0, o problema (2.28) tem soluc¸a˜o u´nica, logo, dadas func¸o˜es
h0 ∈ H(div 0,Ω) e g ∈ Lp
(
0, T ;W−
1
p′ ,p
′
(Γ)3
)
, designando por h1 e h2 as soluc¸o˜es do pro-
blema (2.28) com T = T1 e T = T2, respectivamente, com T1 < T2, enta˜o h1 ≡ h2|[0,T1] .
Comecemos por introduzir dois lemas.
2.2 Uma equac¸a˜o de Maxwell na˜o linear quasi-estaciona´ria 48
Lema 2.7 ([31], Lemme 2., pa´g. 600) Seja φ uma func¸a˜o real, cont´ınua, positiva e de-
riva´vel q.s. num intervalo I ⊆ R, tal que
φ′(t) + c(t)φ(t)
p
2 ≤ l(t) para q.t. t ∈ I,
sendo p > 2, c ≥ 0 e l integra´vel em I. Enta˜o
∀ t0, t ∈ I : t0 ≤ t φ(t) ≤
(
p−2
2
∫ t
t0
c(σ) dσ
) −2
p−2
+
∫ t
t0
l(σ) dσ.
Lema 2.8 ([20], pa´g. 286) Sejam φ(t) uma func¸a˜o na˜o negativa, absolutamente cont´ınua
em qualquer intervalo compacto de R+, l(t) uma func¸a˜o na˜o negativa de L1loc(R+) e c uma
constante positiva tais que
φ′(t) + c φ(t) ≤ l(t), ∀t ≥ 0.
Enta˜o
∀ t0, t ∈ R+ : t0 ≤ t φ(t) ≤ ec(t0−t)φ(t0) + 11−e−c sup
τ≥t0
∫ τ+1
τ
l(σ)dσ.
Teorema 2.9 Sejam Ω nas condic¸o˜es da Proposic¸a˜o 2.1 e p > 2.
Seja h a soluc¸a˜o do problema (2.28) com g ∈ L∞(0,+∞;W− 1p′ ,p′(Γ)3) e h0 ∈H(div 0,Ω)
e seja h∞ a soluc¸a˜o do problema (2.20) com g∞ ∈W−
1
p′ ,p
′
(Γ)3 no lugar de g e o operador a
substitu´ıdo por a∞.
Suponhamos que os operadores a e a∞ verificam (2.18 a, b, c’) e que existe t0 > 0 tal que:
∃ ζ : ]t0,+∞[ −→ R ∀ξ ∈ R3 ‖a(x, t, ξ)− a∞(x, ξ)‖p
′
p′ ≤ ζ(t), (2.33)∫ 2t
t
ζ(σ) dσ −−−−→
t→+∞ 0 e
∫ 2t
t
‖g(σ)− g∞‖
W
− 1
p′ ,p
′
(Γ)3
dσ −−−−→
t→+∞ 0 .
Enta˜o, tem-se que
‖h(t)− h∞‖2 −−−−→t→+∞ 0.
Demonstrac¸a˜o Tomando como func¸a˜o teste, em (2.20), para q.t. t ∈ R+,w(t) = h(t)−h∞,
tem-se que ∫
Ω
a∞(x,∇×h∞) · ∇×w(t) =
∫
Γ
g∞ ·w(t). (2.34)
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Tomando, tambe´m w(t), como func¸a˜o teste em (2.28), para q.t. t ∈ R+, conclui-se que
∫
Ω
∂th(t) ·w(t) +
∫
Ω
a
(
x, t,∇×h(t)) · ∇×w(t) = ∫
Γ
g(t) ·w(t). (2.35)
Subtraindo (2.34) de (2.35), obte´m-se
∫
Ω
∂th(t) ·w(t) +
∫
Ω
(
a
(
x, t,∇×h(t))− a(x, t,∇×h∞)) · ∇×w(t)
=
∫
Γ
(
g(t)− g∞
) ·w(t) + ∫
Ω
(
a∞
(
x,∇×h∞
)− a(x, t,∇×h∞)) · ∇×w(t). (2.36)
Enta˜o
1
2
d
dt
∫
Ω
|w(t)|2 + a∗
∫
Ω
|∇×w(t)|p ≤ ‖g(t)− g∞‖
W
− 1
p′ ,p
′
(Γ)3
‖w(t)‖
W
1
p ,p(Γ)3
+ ‖a∞(x,∇×h∞)− a(x, t,∇×h∞)‖p′‖∇×w(t)‖p.
Raciocinando como fizemos no teorema anterior para obter a desigualdade (2.32), con-
clu´ımos que ∃D1, D2 e C > 0 tal que
1
2
d
dt
∫
Ω
|w(t)|2 + C
(∫
Ω
|w(t)|2
) p
2
≤ D1 ‖g(t)− g∞‖p
′
W
− 1
p′ ,p
′
(Γ)3
+D2 ζ(t). (2.37)
Designando
φ(t) :=
∫
Ω
|w(t)|2 e l(t) := D1 ‖g(t)− g∞‖p
′
W
− 1
p′ ,p
′
(Γ)3
+D2 ζ(t)
a desigualdade (2.37) escreve-se
φ′(t) + C φ(t)
p
2 ≤ l(t).
Assim, quando p > 2, aplicando o Lema 2.7, temos
∀t > t0 > 0
∫
Ω
|h(t)− h∞|2 ≤
(
p−2
2 (t− t0)C
) −2
p−2 +D
∫ t
t0
l(σ) dσ,
logo, escolhendo t0 = t2 , tem-se∫
Ω
|h(t)− h∞|2 ≤
(
c(p−2)
4 t
) −2
p−2 +D
∫ t
t
2
l(σ) dσ,
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o que conclui a demonstrac¸a˜o. 
Estudemos agora o comportamento assimpto´tico, no caso p = 2.
Teorema 2.10 Sejam Ω nas condic¸o˜es da Proposic¸a˜o 2.1 e p = 2.
Seja h a soluc¸a˜o do problema (2.28) com g ∈ L∞(0,+∞;H− 12 (Γ)3) e h0 ∈ H(div 0,Ω)
e seja h∞ a soluc¸a˜o do problema (2.20) com g∞ ∈ H−
1
2 (Γ)3 no lugar de g e o operador a
substitu´ıdo por a∞.
Suponhamos que os operadores a e a∞ verificam (2.18 a, b, c’) e que, para algum t0 > 0,
se verifica tambe´m a condic¸a˜o (2.33). Se
∫ t+1
t
ζ(σ) dσ −−−−→
t→+∞ 0 e
∫ t+1
t
‖g(σ)− g∞‖H− 12 (Γ)3 dσ −−−−→t→+∞ 0 ,
enta˜o tem-se que
‖h(t)− h∞‖2 −−−−→t→+∞ 0.
Demonstrac¸a˜o Raciocinando como no teorema anterior, chamando w(t) = h(t) − h∞,
obtemos tambe´m a desigualdade (2.36). Usando a propriedade (2.18c’) temos que
1
2
d
dt
∫
Ω
|w(t)|2 + a∗
∫
Ω
|∇×w(t)|2 ≤
∫
Γ
(g(t)− g∞) ·w(t)
+
∫
Ω
(
a∞(x,∇×h∞)− a(x, t,∇×h∞)
) · ∇×w(t).
Usando a equivaleˆncia das normas ‖∇× · ‖ e ‖ · ‖ e tambe´m o facto de existir uma
constante D > 0 tal que
∥∥w(t)∥∥
H
1
2 (Γ)3
≤ D ∥∥w(t)∥∥
H1(Ω)3
, conclu´ımos que existem C1, C2 e
C3 constantes positivas tais que
1
2
d
dt
∫
Ω
∣∣w(t)∣∣2 + C1 ∫
Ω
∣∣∇w(t)∣∣2 ≤ C2 ∥∥g(t)− g∞∥∥2H− 12 (Γ)3 + C3 ζ(t),
enta˜o ∫
Ω
∂t
∣∣w(t)∣∣2 + C ∫
Ω
∣∣w(t)∣∣2 ≤ l(t) ≤ l0, (2.38)
sendo
l(t) = 2C2
∥∥g(t)− g∞∥∥2H− 12 (Γ)3 + 2C3 ζ(t)
e l0 uma constante, que existe pelas hipo´teses impostas a a, a∞, g e g∞.
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Multiplicando (2.38) por eCt e integrando em t, entre σ e τ , com σ ≤ τ , temos
∫ τ
σ
∫
Ω
eCt∂t
∣∣w(t)∣∣2 + C ∫ τ
σ
∫
Ω
eCt
∣∣w(t)∣∣2 ≤ ∫ τ
σ
l0e
Ct. (2.39)
Integrando por partes a primeira parcela de (2.39), obte´m-se
∫ τ
σ
∫
Ω
eCt∂t
∣∣w(t)∣∣2 = eCτ ∫
Ω
∣∣w(τ)∣∣2 − eCσ ∫
Ω
∣∣w(σ)∣∣2 − C ∫ τ
σ
∫
Ω
eCt
∣∣w(t)∣∣2. (2.40)
Combinando (2.39) e (2.40) conclu´ımos que
eCτ
∫
Ω
∣∣w(τ)∣∣2 + 2C ∫ τ
σ
∫
Ω
eCt
∣∣w(t)∣∣2 ≤ l0C (eCτ − eCσ)+ eCσ ∫
Ω
∣∣w(σ)∣∣2.
Multiplicando ambos os membros desta desigualdade por e−Cτ e ignorando a segunda
parcela do primeiro membro, obtemos
∫
Ω
∣∣w(τ)∣∣2 ≤ l0C (1− eC(σ−τ))+ eC(σ−τ) ∫
Ω
∣∣w(σ)∣∣2.
Tomando τ = t e σ = 0, conclui-se que
∀ t > 0 ∃ l1 > 0
∫
Ω
∣∣w(t)∣∣2 ≤ l0C + ∫
Ω
∣∣h0 − h∞∣∣2 ≤ l1.
Aplicando o Lema 2.8 a φ(t) =
∫
Ω
∣∣w(t)∣∣2, obtemos imediatamente que
∀t0, t ∈ R+ : t0 ≤ t
∫
Ω
∣∣h(t)− h∞∣∣2 ≤ eC(t0−t)l1 + 11−e−C sup
τ≥t0
∫ τ+1
τ
l(σ) dσ,
o que conclui a demonstrac¸a˜o. 
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2.3 Um problema de induc¸a˜o te´rmica com fronteira supercon-
dutora
Considere-se o problema acoplado que consiste em encontrar h e θ tais que
∂th+∇×
(
a(x, t, θ,∇×h)) = 0 em Q, (2.41a)
∂tθ −∇·
(
k(θ)∇θ) = a(x, t, θ,∇×h) · ∇×h em Q, (2.41b)
∇·h = 0 em Q, (2.41c)
h · n = 0, a(x, t, 0,∇×h)× n = g e θ = 0 em Σ, (2.41d)
h(0) = h0 e θ(0) = θ0 em Ω. (2.41e)
O problema com relevaˆncia f´ısica consiste em considerar
a(x, t, θ,u) =
1
σ(θ)
|u|p−2u, (2.42)
sendo σ uma func¸a˜o estritamente positiva, e a condic¸a˜o da fronteira ser supercondutora
corresponde a considerar g ≡ 0.
O tratamento matema´tico da situac¸a˜o mais geral apresentada em (2.41) revela o mesmo
tipo de dificuldades que a situac¸a˜o mais particular, desde que se fac¸am hipo´teses convenientes
sobre a func¸a˜o a.
Comecemos por formular hipo´teses (estruturais) sobre as func¸o˜es a e k.
Suponhamos que a : Ω× [0, T ]× (R× R3) −→ R3 e´ uma func¸a˜o de Carathe´odory e que,
para 1 < p <∞,
∃ a∗, a∗ > 0 ∀θ ∈ R ∀u, v ∈ R3 q.t. (x, t) ∈ Ω× [0, T ]
a(x, t, θ,u) · u ≥ a∗|u|p, (2.43a)
|a(x, t, θ,u)| ≤ a∗|u|p−1, (2.43b)
(
a(x, t, θ,u)− a(x, t, θ,v)) · (u− v) ≥
a∗|u− v|p se p ≥ 2,a∗(|u|+ |v|)p−2|u− v|2 se 1 ≤ p < 2. (2.43c)
e k : R −→ R e´ uma func¸a˜o cont´ınua tal que
∃ k∗, k∗ ∈ R+ ∀θ ∈ R k∗ ≤ k(θ) ≤ k∗. (2.44)
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Consideremos tambe´m o problema estaciona´rio
∇×(a(x, θ,∇×h)) = 0 em Ω, (2.45a)
−∇·(k(θ)∇θ) = a(x, θ,∇×h) · ∇×h em Ω, (2.45b)
∇·h = 0 em Ω, (2.45c)
h · n = 0, a(x, 0,∇×h)× n = g e θ = 0 em Γ, (2.45d)
impondo as mesmas hipo´teses (2.43) e (2.44) sobre as func¸o˜es a e k, considerando a indepen-
dente de t. Naturalmente, a condic¸a˜o no bordo Γ so´ podera´ ser satisfeita impondo a condic¸a˜o
de compatibilidade g · n|Γ ≡ 0.
2.3.1 Problema estaciona´rio
Comecemos por apresentar a formulac¸a˜o fraca do problema (2.45), seguindo [9], onde e´
tratado o problema evolutivo, com g ≡ 0 e a(x, θ,∇×h) = 1σ(θ)∇×h, sendo σ uma func¸a˜o
estritamente positiva.
Pretendemos enta˜o encontrar (h, θ) ∈ Wp(Ω) × W 1,q0 (Ω), onde, por razo˜es te´cnicas,
1 < q < 54 , tal que∫
Ω
a(x, θ,∇×h) · ∇×ϕ =
∫
Γ
g ·ϕ ∀ϕ ∈Wp(Ω), (2.46a)∫
Ω
k(θ)∇θ · ∇ξ =
∫
Ω
(
a(x, θ,∇×h) · ∇×h)ξ ∀ξ ∈W 1,q′0 (Ω). (2.46b)
Para provar a existeˆncia de soluc¸a˜o do problema (2.46), comec¸aremos por considerar uma
famı´lia de problemas aproximados, por truncatura.
Defina-se o operador truncatura do seguinte modo: dados M ∈ R+ e v uma func¸a˜o real,
τM (v) = (v ∧M) ∨ (−M) =

−M se v ≤ −M,
v se −M < v < M,
M se v ≥M.
Dado M > 0 considere-se o problema aproximado de (2.46) que consiste em encontrar
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(hM , θM ) ∈Wp(Ω)×H10 (Ω) tal que∫
Ω
a(x, θM ,∇×hM ) · ∇×ϕ =
∫
Γ
g ·ϕ ∀ϕ ∈Wp(Ω), (2.47a)∫
Ω
k(θM )∇θM · ∇ξ =
∫
Ω
τM
(
a(x, θM ,∇×hM ) · ∇×hM
)
ξ ∀ξ ∈ H10 (Ω). (2.47b)
A demonstrac¸a˜o de existeˆncia de soluc¸a˜o para este problema e´ feita com recurso ao teo-
rema do ponto fixo de Schauder (ver, por exemplo, [18]).
Teorema 2.11 Sejam Ω nas condic¸o˜es da Proposic¸a˜o 2.1, p > 65 , a : Ω× R× R3 −→ R3
satisfazendo as condic¸o˜es (2.43) e k : R −→ R verificando a condic¸a˜o (2.44).
Dado g ∈W− 1p′ ,p′(Γ)3, o problema (2.47) tem soluc¸a˜o.
Demonstrac¸a˜o Dado R > 0, consideremos DR =
{
γ ∈ L2(Ω) : ‖γ‖2 ≤ R
}
. Fixando
γ ∈ DR, resolve-se o problema auxiliar∫
Ω
a(x, γ,∇×h) · ∇×ϕ =
∫
Γ
g ·ϕ, ∀ϕ ∈Wp(Ω). (2.48)
Fixado γ, o problema (2.48) e´ exactamente o problema (2.20), para o qual foi estabelecida
existeˆncia de soluc¸a˜o, u´nica, no Teorema 2.4. Designando a soluc¸a˜o por h(γ) e usando-a
como func¸a˜o teste em (2.48), as propriedades do operador a e o mesmo tipo de argumentos
utilizados no processo que permitiu obter a relac¸a˜o (2.31), conduzem a` relac¸a˜o
a∗ ‖∇×h(γ)‖pp ≤
∫
Ω
a(x, γ,∇×h(γ)) ·∇×h(γ) =
∫
Γ
g ·h(γ) ≤ C1 ‖g‖
W
− 1
p′ ,p
′
(Γ)3
‖∇×h(γ)‖p ,
logo, ∃C > 0 dependendo apenas de a∗, p, Ω e g, tal que
‖∇×h(γ)‖p ≤ C. (2.49)
Observe-se que a func¸a˜o S1 : L2(Ω) −→Wp(Ω) tal que S1(γ) = h(γ) e´ cont´ınua. Con-
siderando (γn)n uma sucessa˜o de func¸o˜es em L2(Ω) convergente para γ, vejamos que h(γn)
converge para h(γ) em Wp(Ω).
Como h(γn) satisfaz∫
Ω
a(x, γn,∇×h(γn)) · ∇×ϕ =
∫
Γ
g ·ϕ, ∀ϕ ∈Wp(Ω)
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e h(γ) verifica ∫
Ω
a(x, γ,∇×h(γ)) · ∇×ϕ =
∫
Γ
g ·ϕ, ∀ϕ ∈Wp(Ω),
enta˜o ∫
Ω
(
a(x, γn,∇×h(γn))− a(x, γ,∇×h(γ))
) · ∇×ϕ = 0, ∀ϕ ∈Wp(Ω).
Escolhendo ϕ = h(γn)− h(γ), conclu´ımos que
∫
Ω
(
a(x, γn,∇×h(γn))− a(x, γn,∇×h(γ))
) · ∇×(h(γn)− h(γ))
=
∫
Ω
(
a(x, γ,∇×h(γ))− a(x, γn,∇×h(γ))
) · ∇×(h(γn)− h(γ)).
Usando a propriedade (2.43 c) temos que
C1
∥∥∇×(h(γn)− h(γ))∥∥rp ≤∫
Ω
(
a
(
x, γ,∇×h(γ))− a(x, γn,∇×h(γ))) · ∇×(h(γn)− h(γ)), (2.50)
com C1 > 0 e r = max{2, p}.
Com efeito, se p ≥ 2, e´ imediato concluir que
a∗
∥∥∇×(h(γn)− h(γ))∥∥pp ≤∫
Ω
(
a
(
x, γ,∇×h(γ))− a(x, γn,∇×h(γ))) · ∇×(h(γn)− h(γ)).
No caso 65 < p < 2, tem-se que
a∗
∫
Ω
(∣∣∇×h(γn)∣∣+ ∣∣∇×h(γ)∣∣)p−2 ∣∣∇×(h(γn)− h(γ))∣∣2 ≤∫
Ω
(
a
(
x, γ,∇×h(γ))− a(x, γn,∇×h(γ))) · ∇×(h(γn)− h(γ)).
Usando a desigualdade de Ho¨lder inversa, tomando coeficientes 0 < p2 < 1 e
p
p−2 < 0, tem-se,
a∗
∫
Ω
(∣∣∇×h(γn)∣∣+ ∣∣∇×h(γ)∣∣)2 ∣∣∇×(h(γn)− h(γ))∣∣2
≥ a∗
(∫
Ω
((∣∣∇×h(γn)∣∣+ ∣∣∇×h(γ)∣∣)p−2) pp−2) p−2p (∫
Ω
(∣∣∇×(h(γn)− h(γ))∣∣2) p2) 2p
≥ a∗(2C)
p(p−2)
2
∥∥∇×(h(γn)− h(γ))∥∥2p,
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onde C e´ a constante da desigualdade (2.49).
A desigualdade (2.50) obte´m-se tomando C1 = min
{
a∗, a∗(2C)
p(p−2)
2
}
.
Por outro lado, recorrendo a` propriedade (2.43 b), partindo do segundo membro de (2.50),
obte´m-se que
∫
Ω
(
a
(
x, γ,∇×h(γ))− a(x, γn,∇×h(γ))) · ∇×(h(γn)− h(γ))
≤ 2a∗
∫
Ω
|∇×h(γ)|p−1|∇×(h(γn)− h(γ))|
≤ 2a∗∥∥∇×h(γ)∥∥ pp′
p
∥∥∇×(h(γn)− h(γ))∥∥p .
Recordando (2.49), podemos utilizar o teorema da convergeˆncia dominada de Lebesgue
para passar ao limite em n na desigualdade anterior, observando que, como γn −−−−→
n
γ em
L2(Ω), enta˜o, para uma subsucessa˜o de (γn)n, que denotaremos ainda por (γn)n, temos que
γn(x) −−−−→
n
γ(x) para q.t. x ∈ Ω.
Como a e´ cont´ınuo na varia´vel θ e, por (2.49), ∇×h(γn) −−⇀ ∇×h(γ) em Lp-fraco, enta˜o
lim
n
‖∇×(h(γn)− h(γ))‖rp
≤ lim
n
1
C1
∫
Ω
(
a(x, γ,∇×h(γ))− a(x, γn,∇×h(γ))
) · ∇×(h(γn)− h(γ)) = 0,
o que conclui a demonstrac¸a˜o da continuidade de S1.
Fixados agora γ e S1(γ) = h(γ), resolvamos o problema∫
Ω
k(γ)∇θ · ∇ξ =
∫
Ω
τM
(
a(x, γ,∇×h(γ)) · ∇×h(γ)) ξ ∀ξ ∈ H10 (Ω). (2.51)
Observemos que (2.51) e´ a formulac¸a˜o fraca do problema linear el´ıptico
−∇·(k(γ)∇θ) = τM(a(x, γ,∇×h(γ)) · ∇×h(γ)) em Ω,
θ = 0 em Γ,
o qual tem soluc¸a˜o u´nica θ(γ) = θ(γ,h(γ)) ∈ H10 (Ω) (ver [18], Theorem 8.3., pa´g. 181).
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Utilizando θ(γ) como func¸a˜o teste em (2.51), obte´m-se
k∗
∫
Ω
|∇θ(γ)|2 ≤ ∥∥τM(a(x, γ,∇×h(γ)) · ∇×h(γ)∥∥2 ‖θ(γ)‖2
e, utilizando a desigualdade de Poincare´, conclui-se que
∃CM > 0 ‖θ(γ)‖H10 (Ω) ≤ CM , (2.52)
onde CM depende de M e de Ω.
Vejamos agora que e´ cont´ınua a func¸a˜o
S2 : L2(Ω) −→ Wp(Ω) −→ H10 (Ω).
γ 7−→ h(γ) 7−→ θ(γ,h(γ))
Para tal, mostramos que, se (γn)n e´ uma sucessa˜o em L2(Ω) tal que γn −−−−→
n
γ, enta˜o
θ(γn) −−−−→
n
θ(γ), em H10 (Ω).
Uma vez que γn −−−−→
n
γ em L2(Ω) e ∇×h(γn) −−−−→
n
∇×h(γ), existe um subsucessa˜o,
ainda denotada de (γn)n, tal que
γn(x) −−−−→
n
γ(x) e ∇×h(γn(x)) −−−−→
n
∇×h(γ(x)) para q.t. x ∈ Ω,
donde, pela continuidade, para q.t. x ∈ Ω, de a(x, ·, ·), tem-se
a
(
x, γn(x),∇×h(γn(x))
) −−−−→
n
a
(
x, γ(x),∇×h(γ(x))) para q.t. x ∈ Ω.
Pelo teorema da convergeˆncia dominada de Lebesgue, e´ enta˜o imediato concluir que
a(x, γn,∇×h(γn)) · ∇×h(γn) −−−−→
n
a(x, γ,∇×h(γ)) · ∇×h(γ) em L1(Ω).
A conclusa˜o de que, em L1(Ω), se tem que
∫
Ω
∣∣τM(a(x, γn,∇×h(γn)) · ∇×h(γn))− τM(a(x, γ,∇×h(γ)) · ∇×h(γ))∣∣ −−−−→
n
0
e´ feita de forma inteiramente ana´loga.
2.3 Um problema de induc¸a˜o te´rmica com fronteira supercondutora 58
Observando que, ∀ξ ∈ H10 (Ω),∫
Ω
k(γn)∇θ(γn) · ∇ξ =
∫
Ω
τM
(
a(x, γn,∇×h(γn)) · ∇×h(γn)
)
ξ,∫
Ω
k(γ)∇θ(γ) · ∇ξ =
∫
Ω
τM
(
a(x, γ,∇×h(γ)) · ∇×h(γ))ξ,
tomando ξ = θ(γn)− θ(γ), obtemos
∫
Ω
(
k(γn)∇θ(γn)− k(γ)∇θ(γ)
) · ∇(θ(γn)− θ(γ))
=
∫
Ω
[(
τM
(
a(x, γn,∇×h(γn)) · ∇×h(γn)
)
− τM
(
a(x, γ,∇×h(γ))) · ∇×h(γ)))(θ(γn)− θ(γ))].
Enta˜o
k∗
∫
Ω
∣∣∇(θ(γn)− θ(γ))∣∣2 ≤ ∫
Ω
(
(k(γ)− k(γn)
)∇θ(γ) · ∇(θ(γn)− θ(γ))
+
∫
Ω
[(
τM
(
a(x, γn,∇×h(γn)) · ∇×h(γn)
)
− τM
(
a(x, γ,∇×h(γ)) · ∇×h(γ)))(θ(γn)− θ(γ))].
Como
k(γn(x)) −−→
n
k(γ(x)) para q.t. x ∈ Ω,
θ(γn) −−⇀
n
θ(γ) em H10 (Ω),
τM
(
a(x, γn,∇×h(γn)) · ∇×h(γn)
) −−→
n
τM
(
a(x, γ,∇×h(γ))) · ∇×h(γ)),
tem-se que
∥∥∇(θ(γn)− θ(γ))∥∥2 −−−−→n 0, donde se conclui a continuidade de S2.
Considerando
T : L2(Ω) S2−→ H10 (Ω) i−→ L2(Ω)
γ 7−→ θ(γ,h(γ)) 7−→ θ(γ,h(γ))
uma vez que a inclusa˜o i e´ compacta, a aplicac¸a˜o T = i ◦ S2 e´ cont´ınua e compacta.
Ale´m disso, fixado M > 0, escolha-se R ≥ max{C,CM}, sendo C e CM as constantes
definidas em (2.49) e (2.52), respectivamente. Conclui-se assim que T aplica DR em DR.
Aplicando o teorema do ponto fixo de Schauder conclu´ımos que T tem um ponto fixo θM .
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Facilmente se verifica que
(
θM , S1(θM )
)
, ou seja
(
θM ,hM
)
, resolve o problema (2.47). 
Teorema 2.12 Nas mesmas condic¸o˜es do Teorema 2.11, o problema (2.46) tem soluc¸a˜o.
Demonstrac¸a˜o Sabemos, pelo teorema anterior, que o problema aproximado (2.47) tem
soluc¸a˜o (hM , θM ) ∈Wp(Ω)×H10 (Ω). Ale´m disso, por (2.49),
{∇×hM :M ∈ R+} e´ limitado
em Lp(Ω)3. A limitac¸a˜o de
{
θM : M ∈ R+
}
em H10 (Ω) depende, no entanto, de M . Na
realidade, ao resolvermos a equac¸a˜o (2.51) em θ, quando “congelamos” o argumento θ, quer
em k quer em a, conclu´ımos que o segundo membro de (2.47b) satisfaz
‖τM (a(x, γ,∇×hM ) · ∇×hM )‖1 ≤ ‖a(x, γ,∇×hM ) · ∇×hM‖1 ≤ a∗ ‖∇×hM‖pp ≤ C
(2.53)
sendo apenas uniformemente limitado em L1(Q).
Aplicando, tal como em [9], o me´todo de demonstrac¸a˜o do Teorema 4 de [7] a` segunda
equac¸a˜o de (2.47), conclu´ımos que
∀ q ∈ [1, 54[ ∃Cq > 0 ‖θM‖W 1,q0 (Ω) ≤ Cq,
dependendo esta constante Cq da constante C que aparece em (2.53) e tambe´m de a∗ e k∗,
sendo independente de M .
Passemos agora ao limite quando M → +∞. Recordemos que Wp(Ω) e´ um subespac¸o
fechado de W 1,p(Ω)3, que esta´ compactamente inclu´ıdo em Lp(Ω)3. Enta˜o,
hM −−→ h em Lp(Ω)3, (2.54a)
∇×hM −−⇀ ∇×h em Lp(Ω)3-fraco, (2.54b)
θM −−→ θ em Lq(Ω), (2.54c)
∇θM −−⇀ ∇θ em Lq(Ω)3-fraco. (2.54d)
Recordando que hM resolve a primeira equac¸a˜o de (2.47), como
|a(x, θM (x),∇×hM (x))| ≤ a∗|∇×hM (x)|p−1,
conclu´ımos que
{
a(x, θM ,∇×hM ) :M ∈ R+
}
e´ limitado em Lp
′
(Ω)3, logo
a(x, θM ,∇×hM ) −−⇀ λ em Lp′(Ω)3- fraco.
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Fazendo M → +∞ na primeira equac¸a˜o de (2.47), conclui-se que
∀ϕ ∈Wp(Ω)
∫
Ω
λ · ∇×ϕ =
∫
Γ
g ·ϕ. (2.55)
Substituindo ϕ por hM na equac¸a˜o anterior, verifica-se que
lim
M
∫
Ω
a(x, θM ,∇×hM ) · ∇×hM = lim
M
∫
Γ
g · hM =
∫
Γ
g · h =
∫
Ω
λ · ∇×h.
Observando que
∫
Ω
(
a(x, θM ,∇×hM )− a(x, θ,∇×v)
) · ∇×(hM − v)
=
∫
Ω
(
a(x, θM ,∇×hM )− a(x, θM ,∇×v)
) · ∇×(hM − v)
+
∫
Ω
(
a(x, θM ,∇×v)− a(x, θ,∇×v)
) · ∇×(hM − v)
≥
∫
Ω
(
a(x, θM ,∇×v)− a(x, θ,∇×v)
) · ∇×(hM − v)
tem-se que
∫
Ω
a(x, θM ,∇×hM ) · ∇×hM
−
∫
Ω
a(x, θM ,∇×hM ) · ∇×v −
∫
Ω
a(x, θ,∇×v) · ∇×(hM − v)
≥
∫
Ω
(
a(x, θM ,∇×v)− a(x, θ,∇×v
) · ∇×(hM − v),
fazendo M → +∞, tem-se
∫
Ω
λ · ∇×h−
∫
Ω
λ · ∇×v −
∫
Ω
a(x, θ,∇×v) · ∇×(h− v) ≥ 0,
ou seja, ∫
Ω
(
λ− a(x, θ,∇×v)) · ∇×(h− v) ≥ 0 ∀v ∈Wp(Ω).
Fazendo v = h− αϕ, com ϕ ∈Wp(Ω) e α > 0, conclui-se que
α
∫
Ω
(
λ− a(x, θ,∇×h− α∇×ϕ)) · ∇×ϕ ≥ 0 ∀ϕ ∈Wp(Ω),
donde resulta, dividindo primeiramente por α, fazendo depois α → 0 e usando a hemiconti-
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nuidade, que ∫
Ω
(
λ− a(x, θ,∇×h)) · ∇×ϕ ≥ 0 ∀ϕ ∈Wp(Ω),
obtendo-se, de forma imediata, a igualdade.
Retomando (2.55), obtemos
∫
Ω
a(x, θ,∇×h) · ∇×ϕ =
∫
Γ
g ·ϕ, ∀ϕ ∈Wp(Ω).
Para demonstrar que
∇×hM → ∇×h em Lp(Ω)3, (2.56)
utiliza-se um processo ana´logo ao que foi usado na verificac¸a˜o da continuidade da aplicac¸a˜o
S1 na demonstrac¸a˜o do Teorema 2.11.
Usando (2.54c), (2.56) e observando que
∀ v ∈ L1(Ω) τM (v) −→ v em L1(Ω),
conclui-se, usando o teorema da convergeˆncia dominada de Lebesgue, que
τM
(
a(x, θM ,∇×hM ) · ∇×hM
)→ a(x, θ,∇×h) · ∇×h em L1(Ω).
Passando ao limite, nas equac¸o˜es (2.47), conclui-se que (h, θ) resolve (2.46). 
2.3.2 Problema evolutivo
Considerando finalmente o problema de induc¸a˜o te´rmica (2.41), facilmente se verifica que
uma formulac¸a˜o fraca deste problema e´ a seguinte:
Encontrar (h, θ) ∈ Lp(0, T ;Wp(Ω))× Lq(0, T ;W 1,q0 (Ω)) tal que
−
∫
Q
h · ∂tϕ+
∫
Q
a(x, θ,∇×h) · ∇×ϕ =
∫
Ω
h0 ·ϕ(0) +
∫
Σ
g ·ϕ ∀ϕ ∈ ZWp(Ω), (2.57a)
−
∫
Q
θ ∂tξ +
∫
Q
k(θ)∇(θ) · ∇ξ =
∫
Q
(
a(x, θ,∇×h) · ∇×h) ξ + ∫
Ω
θ0 ξ(0) ∀ξ ∈ Φq′ , (2.57b)
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onde
ZWp(Ω) =
{
ϕ ∈ Lp(0, T ;Wp(Ω)) : ∂tϕ ∈ Lp′(0, T ;Wp(Ω)′), ϕ(T ) = 0}
e
Φq′ =
{
ξ ∈ Lq′(0, T ;W 1,q′0 (Ω)) ∩ C ([0, T ];L∞(Ω)) : ∂tξ ∈ Lq′(Q), ξ(T ) = 0} .
Teorema 2.13 Sejam Ω nas condic¸o˜es da Proposic¸a˜o 2.1, p > 65 , k : R −→ R verificando a
condic¸a˜o (2.44) e a : Ω× [0, T ]× (R× R3) −→ R3 satisfazendo as condic¸o˜es (2.43).
Dados h0 ∈ H(div 0,Ω), θ0 ∈ L2(Ω) e g ∈ Lp
(
0, T ;W−
1
p′ ,p
′
(Γ)3
)
, o problema (2.57) tem
soluc¸a˜o.
Demonstrac¸a˜o A demonstrac¸a˜o deste resultado segue os passos da demonstrac¸a˜o efectu-
ada no caso estaciona´rio, com as devidas adaptac¸o˜es. Apresentaremos apenas os detalhes
necessa´rios para a sua compreensa˜o.
Designando θ0M = τM (θ0), comecemos por considerar o problema aproximado, por trun-
catura,
−
∫
Q
hM · ∂tϕ+
∫
Q
a(x, t, θM ,∇×hM ) · ∇×ϕ
=
∫
Ω
h0 ·ϕ(0) +
∫
Σ
g ·ϕ ∀ϕ ∈ ZWp(Ω), (2.58a)
−
∫
Q
θM ∂tξ +
∫
Q
k(θM )∇θM · ∇ξ
=
∫
Q
τM
(
a(x, t, θM ,∇×hM ) · ∇×hM
)
ξ
+
∫
Ω
θ0M ξ(0) ∀ξ ∈ Φ2. (2.58b)
Considerando γ ∈ L2(Q), resolve-se a equac¸a˜o (2.58a) substituindo θM por γ, o que
corresponde a resolver o problema (2.28). Chamando h(γ) a` soluc¸a˜o e tomando ϕ = h(γ)
em (2.58a), tem-se que
1
2
∫
Ω
|h(γ)(t)|2 + a∗
∫
Q
|∇×h(γ)|p ≤
∫
Ω
|h0|2 +
∫
Σ
g · h(γ)
donde facilmente se conclui que
‖h(γ)‖L∞(0,T ;L2(Ω)) + ‖∇×h(γ)‖Lp(Q) ≤ C,
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com C > 0 independente de M . Ale´m disso, a func¸a˜o S1 : L2(Ω) −→ Lp
(
0, T ;Wp(Ω)
)
, que
a γ faz corresponder S1(γ) = h(γ), e´ cont´ınua.
Resolvendo o problema
−
∫
Q
θ(γ) ∂tξ +
∫
Q
k(γ)∇θ(γ) · ∇ξ
=
∫
Q
τM
(
a(x, t, γ,∇×h(γ)) · ∇×h(γ))ξ + ∫
Ω
θ0M ξ(0) ∀ξ ∈ Φ2
observa-se, substituindo ξ por θ(γ), que
∫
Ω
(
θ(γ)(t)
)2 + k∗ ∫
Q
|∇θ(γ)|2 ≤
∫
Q
τM
(
a(x, t, γ,∇×h(γ)) · ∇×h(γ))ξ + ∫
Ω
θ20M
e enta˜o
‖θ(γ)‖L∞(0,T ;L2(Ω)) + ‖θ(γ)‖L2(0,T ;H10 (Ω)) ≤ CM ,
CM constante que depende de M .
Designando X =
{
θ ∈ L2(0, T ;H10 (Ω)) : ∂tθ ∈ L2(0, T ;H−1(Ω))}, a continuidade de
S2 : L2(Q) −→ Lp
(
0, T ;Wp(Ω)
) −→ X
γ 7−→ h(γ) 7−→ θ(γ,h(γ))
prova-se de forma ana´loga a` ja´ efectuada, observando que ∂tθ(γ) ∈ L2
(
0, T ;H−1(Ω)
)
e usando
a compacidade da inclusa˜o
X i↪→ L2(Q),
uma vez que, para R suficientemente grande se tem S2 ◦ i(DR) ⊆ DR, podemos aplicar o
teorema do ponto fixo de Schauder.
Designando por θM um ponto fixo de S2 ◦ i, enta˜o tomando hM = h(θM ), o par (θM ,hM )
resolve o problema (2.57).
A passagem ao limite, quando M → +∞, processa-se como no caso estaciona´rio.
Observando que
∂thM = −∇×a(x, θM ,∇×hM ) em D ′(Q)
tem-se que hM e´ limitada em
{
v ∈ Lp(0, T ;Wp(Ω) : ∂tv ∈ Lp′(0, T ;Wp(Ω)′)} ,
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cuja inclusa˜o compacta em Lp(Q)3 (ver [21], pa´g. 57) garante a existeˆncia de uma subsucessa˜o,
ainda denotada por hM , tal que
hM −−→ h em Lp(Q)3,
∇×hM −−⇀ ∇×h em Lp(Ω)3-fraco.
Observando que
∂tθM = ∇·
(
k(θM )∇θM
)
+ τM
(
a(x, θM ,∇×hM ) · ∇×hM
)
em D ′(Q)3,
conclui-se que
∃Cq > 0 ‖∂tθM‖Lq(0,T ;W−1,q(Ω))+L1(Q) ≤ Cq,
com Cq independente de M .
A existeˆncia de soluc¸a˜o do problema (2.57) obte´m-se usando argumentos ana´logos aos
apresentados em [9]. 
Teorema 2.14 Suponhamos que 65 < p ≤ 2 e que o operador a satisfaz a condic¸a˜o de
monotonia forte
(
a(x, t,u)− a(x, t,v)) · (u− v) ≥ a∗(|u|+ |v|)p−2|u− v|2
e as duas condic¸o˜es seguintes:
∃λ1 > 0 ∀ (x, t, ξ) ∈ Q× R3 ∀ θ, θ∗ ∈ R :∣∣a(x, t, θ, ξ)− a(x, t, θ∗, ξ)∣∣ ≤ λ1|θ − θ∗||ξ|p−1; (2.59)
∀A > 0 ∃λ2 = λ2(A) > 0
∀ (x, t, θ) ∈ Q× R ∀ ξ, η ∈ R3 : |ξ| ≤ A, |η| ≤ A∣∣a(x, t, θ, ξ) · ξ − a(x, t, θ, η) · η∣∣ ≤ λ2(A)|ξ − η|. (2.60)
Suponhamos ainda que k ≡ constante > 0.
Enta˜o o problema (2.57) tem, no ma´ximo, uma soluc¸a˜o na classe de func¸o˜esW p(Ω)×Θ,
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sendo
W p(Ω) = {h ∈ Lp(0, T ;Wp(Ω)) : ∇×h ∈ L∞(Q)3, ∂th ∈ Lp′(0, T ;Wp(Ω)′)},
Θ =
{
θ ∈ L2(0, T ;H10 (Ω)) : ∂tθ ∈ L2(Q)}.
Demonstrac¸a˜o Na demonstrac¸a˜o deste resultado seguimos a abordagem utilizada em [9],
fazendo as adaptac¸o˜es necessa´rias ao quadro deste problema.
Suponhamos que o problema (2.57) tem duas soluc¸o˜es (h, θ) e (h∗, θ∗). Enta˜o, de
∫
Ω
∂th(t) ·
(
h(t)− h∗(t))+ ∫
Ω
a
(
x, t, θ(t),∇×h(t)) · ∇×(h(t)− h∗(t)) = 0
e ∫
Ω
∂th
∗(t) · (h(t)− h∗(t)) +
∫
Ω
a
(
x, t, θ∗(t),∇×h∗(t)) · ∇×(h(t)− h∗(t)) = 0,
conclu´ımos, se h¯ = h− h∗, que
1
2
d
dt
∫
Ω
|h¯(t)|2 + a∗
∫
Ω
|∇×h¯(t)|2(|∇×h(t)|+ |∇×h∗(t)|)p−2
≤
∫
Ω
(
a
(
x, t, θ∗(t),∇×h∗(t))− a(x, t, θ(t),∇×h∗(t))) · ∇×h¯(t).
Usando a hipo´tese (2.59), temos
1
2
d
dt
∫
Ω
|h¯(t)|2 + a∗
∫
Ω
|∇×h¯(t)|2(|∇×h(t)|+ |∇×h∗(t)|)p−2
≤ λ1
∫
Ω
|θ(t)− θ∗(t)||∇×h∗(t)|p−1|∇×h¯(t)|.
Seja A um majorante de ‖∇×h‖∞ e de ‖∇×h∗‖∞. Enta˜o
(|∇×h(t)|+ |∇×h∗(t)|)p−2 ≥ 1
(2A)2−p
e enta˜o, chamando θ¯ = θ − θ∗, tem-se que existe c = c(A) > 0 tal que
1
2
d
dt
∫
Ω
|h¯(t)|2 + a∗
(2A)2−p
∫
Ω
|∇×h¯(t)|2 ≤ a∗
2(2A)2−p
∫
Ω
|∇×h¯(t)|2 + c
∫
Ω
|θ¯(t)|2.
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Por outro lado, temos que
∫
Ω
∂tθ(t)
(
θ(t)− θ∗(t))+ k ∫
Ω
∇θ(t) · ∇(θ(t)− θ∗(t))
=
∫
Ω
a
(
x, t, θ(t),∇×h(t)) · ∇×h(t)(θ(t)− θ∗(t))
e
∫
Ω
∂tθ
∗(t)
(
θ(t)− θ∗(t))+ k ∫
Ω
∇θ∗(t) · ∇(θ(t)− θ∗(t))
=
∫
Ω
a
(
x, t, θ∗(t),∇×h∗(t)) · ∇×h∗(t)(θ(t)− θ∗(t))
e assim,
1
2
d
dt
∫
Ω
|θ¯(t)|2 + k
∫
Ω
|∇θ¯(t)|2 ≤∫
Ω
(
a
(
x, t, θ(t),∇×h(t)) · ∇×h(t)− a(x, t, θ∗(t),∇×h(t)) · ∇×h(t)) θ¯(t)
+
∫
Ω
(
a
(
x, t, θ∗(t),∇×h(t)) · ∇×h(t)− a(x, t, θ∗(t),∇×h∗(t)) · ∇×h(∗t)) θ¯(t)
≤ λ1Ap−1
∫
Ω
|θ¯(t)|2 + λ2
∫
Ω
|∇×h¯(t)||θ¯(t)|
≤ λ1
∫
Ω
|θ¯(t)|2 + a∗
2(2A)2−p
∫
Ω
|∇×h¯(t)|2 + c1(A)
∫
Ω
|θ(t)|2.
Conclu´ımos assim que
1
2
d
dt
∫
Ω
|h¯(t)|2 + 1
2
d
dt
∫
Ω
|θ¯(t)|2 ≤ c2(A)
∫
Ω
|θ¯(t)|2
e, como h¯(0) = 0 e θ¯(0) = 0, obtemos que h¯ ≡ 0 e θ¯ ≡ 0, como quer´ıamos mostrar. 
Nota 2.15
1. Observe-se que as condic¸o˜es (2.59) e (2.60) sa˜o satisfeitas se o operador a for do tipo
a(x, t, θ, ξ) =
1
ρ(θ)
|ξ|p−2ξ,
sendo ρ uma func¸a˜o estritamente positiva, satisfazendo as hipo´teses formuladas em [9].
2. A demonstrac¸a˜o do teorema anterior pode tambe´m ser facilmente generalizada ao caso
em que a func¸a˜o k(θ) e´ uma func¸a˜o lipschitziana (na˜o constante), impondo que a classe
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das func¸o˜es em Θ satisfac¸a a condic¸a˜o adicional ∇θ ∈ L∞(Ω)3.
3. A unicidade de soluc¸a˜o do problema (2.57), no caso em que p > 2, e´ uma questa˜o em
aberto.
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Consideremos novamente o problema acoplado (2.41), mantendo as hipo´teses formuladas
sobre os dados na Secc¸a˜o 2.3.
Pretendemos formular problemas abstractos, como na secc¸a˜o anterior, em que a condic¸a˜o
do trac¸o normal (ou trac¸o no sentido do div) nulo da soluc¸a˜o e´ substitu´ıdo pela condic¸a˜o
do trac¸o tangencial da soluc¸a˜o (ou trac¸o no sentido do rot) ser nulo. A formulac¸a˜o fraca do
problema consiste em substituir o espac¸o de func¸o˜es teste Wp(Ω) pelo seguinte espac¸o de
func¸o˜es:
V p(Ω) =
{
v ∈ Lp(Ω)3 : ∇×v ∈ Lp(Ω)3,∇·v = 0,v × n|Γ = 0
}
,
munido da norma
‖v‖V p(Ω) = ‖v‖p + ‖∇×v‖p .
Usando as observac¸o˜es da Secc¸a˜o 1.5 e notando que V p(Ω) e´ um subespac¸o fechado do
espac¸o de Banach W p0(rot,Ω) ∩W p(div,Ω), podemos afirmar que esta norma e´ equivalente
a` norma ‖∇×·‖p, para p 6= 1, 3,∞. Esta equivaleˆncia permite concluir que operadores com
estrutura do tipo p - rot, definidos neste espac¸o, sa˜o coercivos, sendo poss´ıvel provar, de forma
inteiramente ana´loga a` utilizada na secc¸a˜o anterior, os resultados de existeˆncia de soluc¸a˜o
correspondentes a` condic¸a˜o do trac¸o tangencial do operador ser nulo na fronteira lateral.
No entanto, a questa˜o da formulac¸a˜o do problema com condic¸a˜o na fronteira lateral na˜o
homoge´nea, necessita de regularidade adicional sobre os dados. De facto, uma vez que o
trac¸o tangencial duma func¸a˜o de W p0(rot,Ω) ∩W p(div,Ω) esta´ apenas em W−
1
p
,p(Γ)3, a
aparente inexisteˆncia, por ora, duma identificac¸a˜o deste espac¸o com um subespac¸o adequado
dum espac¸o de Sobolev constitu´ıdo por func¸o˜es com trac¸os mais regulares, obriga a que a
condic¸a˜o no bordo seja considerada em W
1
p
,p′(Γ)3.
Fazemos de seguida uma apresentac¸a˜o de resultados, que decorrem duma aplicac¸a˜o ime-
diata do mesmo tipo de racioc´ınio utilizado anteriormente, quando substitu´ımos Wp(Ω) por
V p(Ω).
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2.4.1 O caso na˜o acoplado
Apresenta-se uma s´ıntese de resultados ana´logos aos da secc¸a˜o anterior, correspondentes
a` condic¸a˜o do trac¸o tangencial do operador ser nulo em Γ. Por simplicidade trata-se ape-
nas o caso homoge´neo e omitem-se as demonstrac¸o˜es, uma vez que estas sa˜o ideˆnticas a`s
apresentadas na secc¸a˜o anterior.
Teorema 2.16 Considere-se Ω nas condic¸o˜es da Proposic¸a˜o 2.1. Enta˜o
1. Dado g ∈W 1p ,p′(Γ)3, a equac¸a˜o
∫
Ω
a(x,∇×h) · ∇×ϕ =
∫
Γ
g ·ϕ, ∀ϕ ∈ V p(Ω) (2.61)
tem soluc¸a˜o u´nica.
2. Dados h0 ∈H(div 0,Ω) e g ∈ Lp′
(
0, T ;W
1
p
,p′(Γ)3
)
, o problema evolutivo
∫
Ω
∂th(t) ·ϕ+
∫
Ω
a(x, t,∇×h(t)) · ∇×ϕ
=
∫
Γ
g(t) ·ϕ, ∀ϕ ∈ V p(Ω) para q.t. t ∈ [0, T ], (2.62a)
h(0) = h0 em Ω, (2.62b)
tem soluc¸a˜o u´nica.
Resultados semelhantes aos estabelecidos nos Teoremas 2.9 e 2.10, relativos ao compor-
tamento assimpto´tico, sa˜o tambe´m verificados desde que:
• substituamos as soluc¸o˜es dos problemas (2.28) e (2.20) pelas soluc¸o˜es dos problemas
(2.62) e (2.61), respectivamente;
• substituamos, no Teorema 2.9, a condic¸a˜o
∫ 2t
t
‖g(σ)− g∞‖
W
− 1
p′ ,p
′
(Γ)3
dσ −−−−→
t→+∞ 0
pela condic¸a˜o ∫ 2t
t
‖g(σ)− g∞‖
W
1
p ,p
′
(Γ)3
dσ −−−−→
t→+∞ 0 ;
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• substituamos, no Teorema 2.10, a condic¸a˜o
∫ t+1
t
‖g(σ)− g∞‖H− 12 (Γ)3 dσ −−−−→t→+∞ 0
pela condic¸a˜o ∫ t+1
t
‖g(σ)− g∞‖H 12 (Γ)3 dσ −−−−→t→+∞ 0 .
2.4.2 O caso acoplado
Comecemos por apresentar a formulac¸a˜o fraca dum problema acoplado ana´logo ao for-
mulado em (2.45), mas em que a soluc¸a˜o e´ procurada entre as func¸o˜es que teˆm o trac¸o
tangencial (em vez de normal) nulo. Em [9] e´ dada uma motivac¸a˜o f´ısica para a considerac¸a˜o
do correspondente problema evolutivo linear no rotacional, com algumas restric¸o˜es adicio-
nais, identificando a sua formulac¸a˜o como descrevendo o caso da fronteira do domı´nio ser
perfeitamente permea´vel.
Pretendemos agora encontrar (h, θ) ∈ V p(Ω)×W 1,q0 (Ω), 1 < q < 54 , tal que∫
Ω
a(x, θ,∇×h) · ∇×ϕ =
∫
Γ
g ·ϕ ∀ϕ ∈ V p(Ω), (2.63a)∫
Ω
k(θ)∇θ · ∇ξ =
∫
Ω
(
a(x, θ,∇×h) · ∇×h)ξ ∀ξ ∈W 1,q0 (Ω), (2.63b)
supondo que g ∈W 1p ,p′(Γ)3.
O ana´logo evolutivo correspondente ao problema anterior formula-se do seguinte modo:
−
∫
Q
h · ∂tϕ+
∫
Q
a(x, θ,∇×h) · ∇×ϕ =
∫
Ω
h0 ·ϕ(0) +
∫
Σ
g ·ϕ ∀ϕ ∈ ZV p(Ω),
(2.64a)
−
∫
Q
θ ∂tξ +
∫
Q
k(θ)∇(θ) · ∇ξ =
∫
Q
(
a(x, θ,∇×h) · ∇×h)ξ + ∫
Ω
θ0 ξ(0) ∀ξ ∈ Φq′ ,
(2.64b)
onde
g ∈ Lp′(0, T ;W 1p ,p′(Γ)3),
ZV p(Ω) =
{
ϕ ∈ Lp(0, T ;V p(Ω)) : ∂tϕ ∈ Lp′(0, T ;V p(Ω)′), ϕ(T ) = 0}
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e
Φq′ =
{
ξ ∈ Lq′(0, T ;W 1,q′0 (Ω)) ∩ C ([0, T ];L∞(Ω)) : ∂tξ ∈ Lq′(Q), ξ(T ) = 0} .
Recordando uma vez mais que a norma ‖∇×·‖ e´ equivalente a` norma de V p(Ω), e´ imediato
perceber que as demonstrac¸o˜es apresentadas na secc¸a˜o anterior se adaptam, sem alterac¸o˜es,
a resultados equivalentes sobre os problemas aqui apresentados.
Cap´ıtulo 3
Problemas na˜o lineares de antenas
Neste cap´ıtulo, partindo das equac¸o˜es de Maxwell e tomando para leis constitutivas leis
do tipo poteˆncia, generaliza-se o modelo matema´tico linear de um problema de antenas
apresentado em [17], obtendo-se um sistema hiperbo´lico na˜o linear.
Uma abordagem natural para este tipo de problemas e´ a aplicac¸a˜o do me´todo de Galerkin,
definindo problemas aproximados em subespac¸os de dimensa˜o finita. Obtendo estimac¸o˜es a
priori para as soluc¸o˜es desses problemas, passamos ao limite fazendo a dimensa˜o dos sub-
espac¸os tender para infinito.
No modelo, considerando como inco´gnitas as induc¸o˜es ele´ctrica e magne´tica, d e b, o facto
de d e b estarem em espac¸os duais e a falta de regularidade das soluc¸o˜es, obrigam a uma
regularizac¸a˜o do operador poteˆncia e a` escolha de bases regulares para os espac¸os utilizados
na formulac¸a˜o fraca do problema.
O facto de se trabalhar na dualidade p - p′ e a necessidade de introduzir um operador pro-
jecc¸a˜o para se obterem estimac¸o˜es a priori das soluc¸o˜es dos problemas aproximados, levantam
dificuldades, uma vez que na˜o se consegue garantir a limitac¸a˜o uniforme das projecc¸o˜es. Isto
conduz-nos a uma escolha ainda mais elaborada das bases consideradas.
A dificuldade em obter estimac¸o˜es a priori, dada a natureza na˜o linear do problema, ape-
nas nos permite encontrar soluc¸a˜o da formulac¸a˜o fraca considerada, identificando os campos
ele´ctrico e magne´tico como limites no sentido das func¸o˜es com valores nas medidas. Uma
primeira utilizac¸a˜o destas func¸o˜es foi introduzida em [27, 33, 15]. Um estudo das func¸o˜es
com valores nas medidas e´ apresentado em [23] e na Subsecc¸a˜o 3.2.4, apresentam-se os resul-
tados essenciais para a compreensa˜o do Teorema 3.14. Os espac¸os das func¸o˜es com valores
nas medidas constituem a ferramenta adequada a` interpretac¸a˜o do limite de uma sucessa˜o
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de func¸o˜es fracamente convergente composta com uma func¸a˜o na˜o linear com crescimento
controlado. Este tipo de soluc¸o˜es e´ frequentemente encontrado em problemas de mecaˆnica
de fluidos.
No sentido de salientar as dificuldades no tratamento do problema quando se abandona
o quadro hilbertiano, comec¸a-se por fazer uma descric¸a˜o da abordagem do problema linear
efectuada em [17].
3.1 Problema linear para meios esta´veis com fronteira super-
condutora
Considere-se novamente o sistema das equac¸o˜es de Maxwell,
∂td+ j −∇×h = 0, (3.1a)
∂tb+∇×e = 0, (3.1b)
∇·d = q, (3.1c)
∇·b = 0, (3.1d)
onde e, h, d, b, j e q representam, como anteriormente e respectivamente, os campos ele´ctrico
e magne´tico, as induc¸o˜es ele´ctrica e magne´tica, a densidade de corrente e a carga ele´ctrica.
Encarando, como e´ habitual, a equac¸a˜o (3.1c) como definic¸a˜o da carga ele´ctrica q e ob-
servando que equac¸a˜o (3.1d) resulta da equac¸a˜o (3.1b) se considerarmos a hipo´tese ∇·b = 0
em algum instante t0, o sistema fica reduzido a seis equac¸o˜es escalares.
Para suprir a insuficieˆncia de equac¸o˜es, munimos o sistema de leis de cara´cter menos
universal, usualmente referidas como leis constitutivas.
Consideramos como leis constitutivas a lei de Ohm e as leis de magnetizac¸a˜o e de pola-
rizac¸a˜o lineares cla´ssicas, ja´ referidas anteriormente:
j = σ e, (3.2a)
d = ε e, (3.2b)
b = µh, (3.2c)
admitindo que o meio possui condutividade σ, constante diele´ctrica ε e permeabilidade
magne´tica µ, independentes dos valores electromagne´ticos.
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As leis constitutivas, todas lineares, em conjunto com as equac¸o˜es de Maxwell formam,
um sistema com tantas equac¸o˜es quantas as inco´gnitas.
Na secc¸a˜o seguinte apresenta-se a formulac¸a˜o matema´tica deste problema, tendo em conta
as relac¸o˜es apresentadas e introduzindo condic¸o˜es iniciais e de fronteira necessa´rias a` sua
resoluc¸a˜o.
3.1.1 Formulac¸a˜o do problema
Sejam Ω um domı´nio de R3, na˜o necessariamente limitado, com fronteira Γ limitada1 e
lipschitziana e T um nu´mero real positivo. Os campos de vectores considerados sera˜o func¸o˜es
de Q em R3. No sentido de aligeirar a notac¸a˜o, na maior parte das vezes omitir-se-a˜o as
varia´veis espacial e temporal, quer nos campos de vectores, quer nas func¸o˜es escalares. No
que se segue, os operadores ∇× e ∇· sa˜o aplicados apenas a`s varia´veis espaciais.
As leis constitutivas consideradas permitem obter uma formulac¸a˜o do problema onde
as inco´gnitas sa˜o apenas as induc¸o˜es ele´ctrica e magne´tica, d e b, respectivamente. Nas
duas primeiras equac¸o˜es do sistema de Maxwell sa˜o usadas equac¸o˜es na˜o necessariamente
homoge´neas, generalizac¸a˜o que do ponto de vista matema´tico na˜o introduz dificuldades adi-
cionais, considerando os segundos membros como dados do problema, representados por g1
e g2.
Partindo da equac¸a˜o (3.1a), usando a lei constitutiva que estabelece a proporcionalidade
entre a induc¸a˜o e o campo magne´ticos (3.2c) e a lei de Ohm (3.2a) e considerando µˆ = 1µ e
εˆ = 1ε , obte´m-se
∂td+ σεˆd−∇×(µˆb) = g1 em Q. (3.3)
Aplicando a lei de proporcionalidade entre a induc¸a˜o e o campo ele´ctricos (3.2b) a` equac¸a˜o
(3.1b) obte´m-se
∂tb+∇×(εˆd) = g2 em Q. (3.4)
Consideram-se ainda como condic¸o˜es iniciais b(x, 0) = b0(x) e d(x, 0) = d0(x); seguindo
a convenc¸a˜o adoptada, representaremos por b0 e d0 as condic¸o˜es iniciais.
Admitindo que ∇·g2 = 0 em Q, a suposic¸a˜o de que ∇·b0 = 0 em Ω implica que, para
qualquer par (b,d) que verifique a equac¸a˜o (3.4), se tem ∇·b = 0, o que torna, nas condic¸o˜es
apresentadas, redundante a equac¸a˜o (3.1d).
1Eventualmente vazia.
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A suposic¸a˜o de que a fronteira Γ e´ supercondutora impo˜e como condic¸o˜es de fronteira2
b · n = 0 e d× n = 0 em Σ, (3.5)
onde n representa a normal exterior unita´ria a Γ.
Se admitirmos que os campos de vectores possuem regularidade suficiente para que se
possa aplicar a fo´rmula de Green, obtemos um sistema equivalente a (3.4)-(3.5), substituindo
as condic¸o˜es (3.5) por
g2 · n = 0 e d× n = 0 em Σ, (3.6)
transferindo assim uma das condic¸o˜es de fronteira para os dados do problema.
Com efeito, usando a fo´rmula de Green e a equac¸a˜o (3.4), tem-se∫
Γ
g2 · n ϕ =
∫
Ω
∇·g2 ϕ+
∫
Ω
g2 · ∇ϕ
=
∫
Ω
∇·(∂tb+∇×(εˆd))ϕ+
∫
Ω
(∂tb+∇×(εˆd)) · ∇ϕ
=
∫
Γ
∂tb · n ϕ−
∫
Γ
(εˆd)× n · ∇ϕ,
∀ϕ ∈ D(Ω¯) e para q.t. t ∈ [0, T ],
(3.7)
donde, supondo que b0 · n = 0 em Γ e tendo em considerac¸a˜o a natureza da func¸a˜o escalar
ε, que se supo˜e constante numa vizinhanc¸a de Γ, se conclui a equivaleˆncia entre as condic¸o˜es
de fronteira (3.5) e (3.6) para q.t. t ∈ [0, T ].
Estamos assim em condic¸o˜es de formular o problema tratado em [17], Cap´ıtulo 7, relativo
a meios esta´veis.
O problema consiste em encontrar campos de vectores b e d verificando
∂td+ σεˆd−∇×(µˆ b) = g1 em Q, (3.8a)
∂tb+∇×(εˆd) = g2 em Q, (3.8b)
d× n = 0 em Σ, (3.8c)
b(·, 0) = b0 em Ω, (3.8d)
d(·, 0) = d0 em Ω, (3.8e)
2As condic¸o˜es de fronteira (3.5) e (3.6) supo˜em-se verificadas por b0 e d0.
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onde os dados do problema satisfazem as condic¸o˜es
∇·g2 = 0 em Q, (3.9a)
g2 · n = 0 em Σ, (3.9b)
∇·b0 = 0 em Ω, (3.9c)
b0 · n = 0 em Γ. (3.9d)
3.1.2 Formulac¸a˜o fraca do problema linear
Antes de descrever o quadro funcional onde sera´ efectuada a formulac¸a˜o fraca do problema
descrito anteriormente, consideremos as hipo´teses formuladas sobre as func¸o˜es escalares σ, ε
e µ, todas elas func¸o˜es positivas e limitadas definidas em Ω.
Efectivamente, na formulac¸a˜o do problema linear efectuada em [17], sa˜o utilizadas hipo´te-
ses adicionais sobre as func¸o˜es ε e µ, que ja´ foram referidas de forma breve no texto, mas que
mencionamos agora com maior detalhe.
Considera-se um nu´mero finito de abertos disjuntos, Ωi, com fronteiras Γi limitadas e
lipschitzianas, i = 1, ..., N , tais que Ω¯ =
N⋃
i=1
Ω¯i. As func¸o˜es ε e µ sa˜o tais que ε|Ωi = εi e
µ|Ωi = µi, onde εi, µi ∈ R+, i = 1, ..., N .
Supo˜e-se, ale´m disso, que g1 ∈ L2(Q)3, g2 ∈ L2
(
0, T ;H0(div 0,Ω)
)
, b0 ∈ H0(div 0,Ω) e
d0 ∈ L2(Ω)3.
Representando por
εH0(rot,Ω) :=
{
εϕ : ϕ ∈H0(rot,Ω)
}
e por µH(rot,Ω) :=
{
µψ : ψ ∈H(rot,Ω)},
munidos da norma natural, estes espac¸os podem ser representados na forma
εH0(rot,Ω) =
{
ϕ : εˆϕ ∈H0(rot,Ω)
}
e µH(rot,Ω) =
{
ψ : µˆψ ∈H(rot,Ω)}.
Observe-se que a natureza das func¸o˜es ε e µ permite concluir que
εH0(rot,Ω) ⊂ L2(Ω)3 e que µH(rot,Ω) ⊂ L2(Ω)3.
Relativamente a` definic¸a˜o das func¸o˜es ε e µ, em [17] e´ considerada a hipo´tese adicional do
aberto Ω1 ser tal que Γ ⊆ Γ1, o que implica, em particular, que a func¸a˜o ε e´ constante e igual
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a ε1 numa vizinhanc¸a de Γ. Com esta hipo´tese, o espac¸o εH0(rot,Ω) poderia ser definido,
de forma equivalente, como
εH0(rot,Ω) =
{
ϕ : εˆϕ ∈H(rot,Ω), ϕ× n|Γ = 0
}
,
uma vez que a func¸a˜o ϕ 7→ ϕ × n definida em εˆH(rot,Ω), tomando valores em H− 12 (Γ)3,
esta´ bem definida e ϕ× n = 0 se e so´ se (εˆϕ)× n = 0.
Considerando os espac¸os vectoriais normados
U =
{
ϕ ∈ L2(0, T ; εH0(rot,Ω)) : ∂tϕ ∈ L2(0, T ;L2(Ω)3), ϕ(·, T ) = 0} (3.10)
e
V =
{
ψ ∈ L2(0, T ;µH(rot,Ω)) : ∂tψ ∈ L2(0, T ;L2(Ω)3), ψ(·, T ) = 0}, (3.11)
obte´m-se, como formulac¸a˜o fraca do problema (3.8), tomando εˆU e µˆV como espac¸os de
func¸o˜es teste para as equac¸o˜es (3.8a-b), o problema de encontrar b e d ∈ L2(0, T ;L2(Ω)3)
tais que
−
∫
Q
εˆd · ∂tϕ+
∫
Q
σ εˆ2d ·ϕ−
∫
Q
µˆ b · ∇×(εˆϕ)
=
∫
Q
εˆ g1 ·ϕ+
∫
Ω
εˆd0 ·ϕ(·, 0), ∀ϕ ∈ U , (3.12a)
−
∫
Q
µˆ b · ∂tψ +
∫
Q
εˆd · ∇×(µˆψ) =
∫
Q
µˆ g2 · ψ +
∫
Ω
µˆ b0 · ψ(·, 0), ∀ψ ∈ V , (3.12b)
onde os dados, g1 e g2, sa˜o tais que g1 ∈ L2
(
0, T ;L2(Ω)3
)
, g2 ∈ L2
(
0, T ;H0(div,Ω)
)
e
∇·g2 = 0 em Q, enquanto as condic¸o˜es iniciais b0 e d0 sa˜o tais que b0 ∈ H0(div,Ω) e
d0 ∈ L2(Ω)3, com b0 possuindo divergente nulo em Ω, satisfazendo assim as condic¸o˜es (3.9).
A verificac¸a˜o de que (3.12) e´ uma formulac¸a˜o fraca do problema (3.8), considerando a
hipo´tese sobre Ω1 referida na pa´gina 75, e´ apresentada em [17] (Lema 4.5. pa´g. 342).
3.1.3 Existeˆncia de soluc¸a˜o fraca do problema linear
A demonstrac¸a˜o de existeˆncia de soluc¸a˜o fraca do problema anterior e´ baseada no me´todo
de Galerkin.
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Os espac¸os εH0(rot,Ω) e µH(rot,Ω) sa˜o separa´veis e, por isso, admitem bases topolo´gicas
numera´veis, ou seja, existem (ϕn)n e (ψn)n sucesso˜es de func¸o˜es, onde ϕn ∈ εH0(rot,Ω) e
ψn ∈ µH(rot,Ω), ∀n ∈ N, tais que ∀m ∈ N ϕ1, ...., ϕm e ψ1, ..., ψm sa˜o linearmente
independentes e os conjuntos das combinac¸o˜es lineares finitas{∑
finitas
ξj ϕj : ξj ∈ R
}
e
{∑
finitas
ζj ψj : ζj ∈ R
}
sa˜o densos, respectivamente, em εH0(rot,Ω) e µH(rot,Ω).
Considere-se um problema aproximado de (3.12), de dimensa˜o m ∈ N, que consiste em
procurar soluc¸o˜es da forma
dm(t) =
m∑
j=1
ξjm(t)ϕj ,
bm(t) =
m∑
j=1
ζjm(t)ψj ,
que verifiquem as 2m equac¸o˜es diferenciais ordina´rias
∫
Ω
∂tdm(t) · (εˆϕj) +
∫
Ω
σ εˆdm(t) · (εˆϕj)
−
∫
Ω
∇×(µˆ bm(t)) · (εˆϕj) = ∫
Ω
g1(t) · (εˆϕj), (3.13a)
∫
Ω
∂tbm(t) · (µˆψj) +
∫
Ω
∇×(εˆdm(t)) · (µˆψj) = ∫
Ω
g2(t) · (µˆψj), (3.13b)
com j = 1, ...,m.
Considerando como condic¸o˜es iniciais dm(0) = d0,m e bm(0) = b0,m, com d0,m perten-
cente ao espac¸o gerado por ϕ1, ...., ϕm e b0,m pertencente ao espac¸o gerado por ψ1, ..., ψm,
tais que d0,m −−−−→
m
d0 e b0,m −−−−→
m
b0 em L2(Ω)3, o sistema de equac¸o˜es diferenciais or-
dina´rias (3.13) define, de forma u´nica, dm(t) e bm(t) para q.t. t ∈ [0, T ].
Multiplicando a j-e´sima equac¸a˜o de (3.13a) por ξjm, e a j-e´sima equac¸a˜o de (3.13b) por
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ζjm e somando as 2m equac¸o˜es resultantes obte´m-se
∫
Ω
∂tdm(t) ·
(
εˆdm(t)
)
+
∫
Ω
∂tbm(t) ·
(
µˆ bm(t)
)
+
∫
Ω
σεˆdm(t) ·
(
εˆdm(t)
)
−
∫
Ω
∇×(µˆ bm(t)) · (εˆdm(t))+ ∫
Ω
∇×(εˆdm(t)) · (µˆ bm(t))
=
∫
Ω
g1(t) ·
(
εˆdm(t)
)
+
∫
Ω
g2(t) ·
(
µˆ bm(t)
)
. (3.14)
Da fo´rmula de Green resulta que
∫
Ω
∇×(εˆdm(t)) · (µˆ bm(t)) = ∫
Ω
εˆdm(t) · ∇×
(
µˆ bm(t)
)
,
uma vez que, para q.t. t ∈ [0, T ], se tem que εˆdm(t) ∈ εH0(rot,Ω), donde a equac¸a˜o (3.14)
e´ equivalente a` equac¸a˜o
∫
Ω
∂tdm(t) ·
(
εˆdm(t)
)
+
∫
Ω
∂tbm(t) ·
(
µˆ bm(t)
)
+
∫
Ω
σεˆdm(t) ·
(
εˆdm(t)
)
=
∫
Ω
g1(t) ·
(
εˆdm(t)
)
+
∫
Ω
g2(t) ·
(
µˆ bm(t)
)
. (3.15)
Designando αmin = min
i=1,...,N
{
εˆi, µˆi
}
e αmax = max
i=1,...,N
{
εˆi, µˆi
}
, partindo de (3.15) e usando
as desigualdades de Ho¨lder e de Young, obte´m-se a desigualdade
1
2
∫
Ω
εˆ ∂t|dm(t)|2 + 12
∫
Ω
µˆ ∂t|bm(t)|2 ≤ αmax
(
‖g1(t)‖22 + ‖dm(t)‖22 + ‖g2(t)‖22 + ‖bm(t)‖22
)
,
donde se conclui que
‖dm(t)‖22 + ‖bm(t)‖22 − ‖d0,m‖22 − ‖b0,m‖22
≤ αmaxαmin
(∫ t
0
(
‖g1(τ)‖22 + ‖g2(τ)‖22
)
+
∫ t
0
(
‖dm(τ)‖22 + ‖bm(τ)‖22
))
.
Observando que, da desigualdade anterior, se obte´m
‖dm(t)‖22 + ‖bm(t)‖22 ≤ C1
∫ t
0
(
‖dm(τ)‖22 + ‖bm(τ)‖22
)
+ C2,
com C1 e C2 constantes e aplicando o lema de Gronwall (ver [14], pa´g. 559), conclui-se que
‖dm(t)‖22 + ‖bm(t)‖22 ≤ C, para q.t. t ∈ [0, T ],
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onde C e´ uma constante independente de m e de t.
Da estimativa encontrada anteriormente, independente dem e de t, conclui-se a existeˆncia
de subsucesso˜es dν e bν tais que
dν
∗−−⇀
ν
d e bν
∗−−⇀
ν
b em L∞
(
0, T ;L2(Ω)3
)
. (3.16)
Considerem-se as func¸o˜es
Φm =
m∑
j=1
ξj ϕj , onde ξj ∈ C 1[0, T ], ξj(T ) = 0 (3.17)
e
Ψm =
m∑
j=1
ζj ψj , onde ζj ∈ C 1[0, T ], ζj(T ) = 0. (3.18)
Tomando, para cada ν, valores de m ≤ ν, multiplicando em (3.13a) a j-e´sima equac¸a˜o
por ξj e em (3.13b) a j-e´sima equac¸a˜o por ζj , somando em j e integrando em t, tem-se∫
Q
∂tdν · (εˆΦm) +
∫
Q
σεˆdν · (εˆΦm)−
∫
Q
∇×(µˆ bν) · (εˆΦm) =
∫
Q
g1 · (εˆΦm),∫
Q
∂tbν · (µˆΨm) +
∫
Q
∇×(εˆdν) · (µˆΨm) =
∫
Q
g2 · (µˆΨm),
ou, de forma equivalente,
−
∫
Q
εˆdν · ∂tΦm +
∫
Q
σ εˆ2dν · Φm −
∫
Q
µˆ bν · ∇×(εˆΦm)
=
∫
Q
εˆ g1 · Φm +
∫
Ω
εˆd0ν · Φm(·, 0), (3.19a)
−
∫
Q
µˆ bν · ∂tΨm +
∫
Q
εˆdν · ∇×(µˆΨm) =
∫
Q
µˆ g2 ·Ψm +
∫
Ω
µˆ b0ν ·Ψm(·, 0). (3.19b)
A passagem ao limite em ν em (3.19), tendo em conta (3.16), permite concluir que d e b
verificam
−
∫
Q
εˆd · ∂tΦm +
∫
Q
σ εˆ2d · Φm −
∫
Q
µˆ b · ∇×(εˆΦm) =
∫
Q
εˆ g1 · Φm +
∫
Ω
εˆd0 · Φm(·, 0),
−
∫
Q
µˆ b · ∂tΨm +
∫
Q
εˆd · ∇×(µˆΨm) =
∫
Q
µˆ g2 ·Ψm +
∫
Ω
µˆ b0 ·Ψm(·, 0),
quaisquer que sejam as func¸o˜es Φm e Ψm da forma (3.17) e (3.18).
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Observando que o conjunto formado pelas func¸o˜es Φm e´ denso em U e que o conjunto
formado pelas func¸o˜es Ψm e´ denso em V , conclui-se, a partir das identidades anteriores, que
o par (d, b), definido em (3.16), e´ soluc¸a˜o da formulac¸a˜o fraca do problema (3.8).
3.2 Um problema na˜o linear
Nesta secc¸a˜o faz-se uma generalizac¸a˜o do problema apresentado na secc¸a˜o anterior, man-
tendo naturalmente as leis universais que modelam os feno´menos electromagne´ticos, as equa-
c¸o˜es de Maxwell, e alterando as leis constitutivas, que passara˜o de leis lineares a leis do tipo
poteˆncia.
3.2.1 Formulac¸a˜o do problema
Adoptando como lei de Ohm a relac¸a˜o
j = σ|e|p′−2e, (3.20)
considere-se que as relac¸o˜es entre campos e induc¸o˜es, quer ele´ctricas quer magne´ticas, passam
a ser da forma
|d|p−2d = εe, (3.21)
|b|p′−2b = µh, (3.22)
onde p e p′ sa˜o expoentes conjugados, ambos maiores do que 1, ε, µ e σ sa˜o func¸o˜es escalares
dependendo das varia´veis espaciais, ε e µ majoradas e minoradas por constantes positivas e
σ limitada positiva.
Observe-se que as leis constitutivas (3.20)-(3.22) se reduzem aos casos lineares (3.2a-c)
quando p = p′ = 2.
Com recurso ao operador dualidade introduzido na Definic¸a˜o 1.3, as leis constitutivas
(3.21)-(3.20) passam a ter a seguinte formulac¸a˜o:
e = εˆ Jpd, (3.23)
h = µˆ Jp′b, (3.24)
j = σ Jp′e, (3.25)
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onde εˆ = 1ε e µˆ =
1
µ .
Retomando as equac¸o˜es vectoriais (3.1), no caso na˜o necessariamente homoge´neo, fazendo
intervir as leis constitutivas (3.23)-(3.25), obtemos que o problema e´ modelado pelas equac¸o˜es
∂td+ σεˆp
′−1d−∇×(µˆ Jp′b) = g1 em Q,
∂tb+∇×(εˆ Jpd) = g2 em Q,
onde g1 e g2 sa˜o dados do problema.
Considerando condic¸o˜es iniciais d(·, 0) = d0 e b(·, 0) = b0 tais que ∇·b0 = 0 em Ω, a
equac¸a˜o (3.1d) do sistema de equac¸o˜es de Maxwell fica garantida impondo, sobre os dados
do problema, a condic¸a˜o ∇·g2 = 0 em Q.
Como condic¸o˜es de supercondutividade da fronteira, substituindo as condic¸o˜es (3.5) do
caso linear, adoptaremos
b · n = 0 e Jpd× n = 0 em Σ. (3.26)
Ca´lculos ana´logos aos apresentados em (3.7), admitindo condic¸o˜es de regularidade sobre
ε e supondo que b0 = 0 em Γ, permitem substituir (3.26) por
g2 · n = 0 e Jpd× n = 0 em Σ.
Reunindo as diversas equac¸o˜es e condic¸o˜es que apresentamos, o problema que iremos
tratar consiste em, dados p e p′ expoentes conjugados, determinar campos de vectores d e b,
soluc¸a˜o do sistema de equac¸o˜es
∂td+ σεˆp
′−1d−∇×(µˆ Jp′b) = g1 em Q, (3.27a)
∂tb+∇×(εˆ Jpd) = g2 em Q, (3.27b)
Jpd× n = 0 em Σ, (3.27c)
d(·, 0) = d0 em Ω, (3.27d)
b(·, 0) = b0 em Ω, (3.27e)
onde εˆ, µˆ e σ sa˜o func¸o˜es escalares, as condic¸o˜es iniciais d0 e b0 sa˜o func¸o˜es vectoriais, todas
definidas em Ω, g1 e g2 sa˜o func¸o˜es vectoriais definidas em Q, todas elas dados do problema,
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satisfazendo as condic¸o˜es
∇·g2 = 0 em Q, (3.28a)
g2 · n = 0 em Σ, (3.28b)
∇·b0 = 0 em Ω, (3.28c)
b0 · n = 0 em Γ. (3.28d)
Observe-se que o problema (3.27)-(3.28) se reduz ao problema (3.8)-(3.9) no caso em que
p = p′ = 2.
3.2.2 Formulac¸a˜o fraca do problema na˜o linear
Tal como na formulac¸a˜o fraca do problema linear, comec¸amos por descrever o quadro
funcional.
Dado p > 1, consideremos os espac¸os W p(rot,Ω) e W p(div,Ω), munidos das normas
usuais.
Para as func¸o˜es escalares σ, εˆ e µˆ, dados do problema, considera-se que
σ e´ uma func¸a˜o positiva de L∞(Ω), (3.29)
µˆ e´ uma func¸a˜o de L∞(Ω) minorada por uma constante positiva, (3.30)
εˆ e´ uma func¸a˜o de L∞(Ω) minorada por uma constante positiva, possuindo
trac¸o, εˆ|Γ ∈W
1
p′ ,p(Γ).
(3.31)
A equac¸a˜o (3.27a), no sentido das distribuic¸o˜es, e´ equivalente a
∫
Q
∂td ·ϕ+
∫
Q
σεˆp
′−1d ·ϕ−
∫
Q
∇×(µˆJp′b) ·ϕ =
∫
Q
g1 ·ϕ, ∀ϕ ∈ D
(
[0, T ];D(Ω)3
)
. (3.32)
Integrando por partes, ora no tempo ora no espac¸o, (3.32), obte´m-se
∫
Ω
d(·, T ) ·ϕ(·, T )−
∫
Ω
d0 ·ϕ(·, 0)−
∫
Q
d · ∂tϕ+
∫
Q
σεˆp
′−1d ·ϕ
−
∫
Q
µˆ Jp′b · ∇×ϕ =
∫
Q
g1 ·ϕ, ∀ϕ ∈ D
(
[0, T ];D(Ω)3
)
. (3.33)
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Escrevendo a equac¸a˜o (3.27b) no sentido das distribuic¸o˜es, obte´m-se
∫
Q
∂tb ·ψ +
∫
Q
∇×(εˆJpd) ·ψ =
∫
Q
g2 ·ψ, ∀ψ ∈ D
(
Q¯
)3
,
onde a escolha do espac¸o das func¸o˜es teste e´ efectuada de modo a possibilitar a recuperac¸a˜o
da condic¸a˜o fornecida pela equac¸a˜o (3.27c).
Integrando esta u´ltima equac¸a˜o, tal como anteriormente, por partes, ora no tempo ora no
espac¸o, verifica-se que e´ equivalente a` equac¸a˜o
∫
Ω
b(·, T ) ·ψ(·, T )−
∫
Ω
b0 ·ψ(·, 0)−
∫
Q
b · ∂tψ
+
∫
Q
εˆ Jpd · ∇×ψ −
∫
Σ
εˆ Jpd× n ·ψ =
∫
Q
g2 ·ψ ∀ψ ∈ D
(
Q¯
)3
. (3.34)
No sentido de obter uma formulac¸a˜o fraca do problema (3.27)-(3.28), introduzem-se os
espac¸os
U =
{
ϕ ∈ Lp′(0, T ;W p′0 (rot,Ω)) : ∂tϕ ∈ Lp′ (Q)3 , ϕ(·, T ) = 0} (3.35)
e
V =
{
ψ ∈ Lp(0, T ;W p(rot,Ω)) : ∂tψ ∈ Lp(Q)3, ψ(·, T ) = 0
}
, (3.36)
munidos das normas naturais.
Observe-se que as func¸o˜es ϕ ∈ Lp′(0, T ;W p′0 (rot,Ω)) tais que ∂tϕ ∈ Lp′(Q)3 e ψ ∈
Lp
(
0, T ;W p(rot,Ω)
)
tais que ∂tψ ∈ Lp(Q)3 sa˜o func¸o˜es que esta˜o, respectivamente, em
W 1,p
′(
0, T ;Lp
′
(Ω)3
)
e em W 1,p
(
0, T ;Lp(Ω)3
)
. As incluso˜es de Sobolev (ver, por exemplo,
[25], pa´g. 72) garantem que as func¸o˜es ϕ e ψ sa˜o cont´ınuas na varia´vel temporal, o que
permite dar sentido3 a`s condic¸o˜es ϕ(·, T ) = 0 e ψ(·, T ) = 0 nas definic¸o˜es de U e V .
Proposic¸a˜o 3.1 O problema que consiste em encontrar d ∈ Lp(Q)3 e b ∈ Lp′(Q)3 tais que
−
∫
Q
d · ∂tϕ+
∫
Q
σεˆp
′−1d ·ϕ−
∫
Q
µˆ Jp′b · ∇×ϕ
=
∫
Q
g1 ·ϕ+
∫
Ω
d0 ·ϕ(·, 0), ∀ϕ ∈ U , (3.37a)
−
∫
Q
b · ∂tψ +
∫
Q
εˆ Jpd · ∇×ψ =
∫
Q
g2 ·ψ +
∫
Ω
b0 ·ψ(·, 0), ∀ψ ∈ V , (3.37b)
3Argumentos da mesma natureza permitem dar sentido a`s definic¸o˜es (3.10) e (3.11).
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onde g1, g2, b0 e d0 sa˜o dados do problema verificando
g1 ∈ Lp (Q)3 , (3.38a)
g2 ∈ Lp
′(
0, T ;W p
′
0 (div 0,Ω)
)
, (3.38b)
d0 ∈ Lp(Ω)3, (3.38c)
b0 ∈W p
′
0 (div 0,Ω), (3.38d)
e as func¸o˜es escalares σ, µˆ e εˆ satisfazem (3.29)-(3.31), e´ uma formulac¸a˜o fraca do problema
(3.27)-(3.28).
Demonstrac¸a˜o Suponhamos que d e b verificam (3.27).
Uma vez que o par (d, b) verifica a equac¸a˜o (3.33), pela densidade de D
(
[0, T ];D(Ω)3
)
em U , a equac¸a˜o (3.33) e´ ainda verificada considerando func¸o˜es teste ϕ ∈ U . Conclui-se
assim que o par (d, b) verifica a equac¸a˜o (3.37a).
A conclusa˜o de que o par (d, b) verifica a equac¸a˜o (3.37b) resulta da equac¸a˜o (3.34), da
densidade de D(Q¯)3 em V e da equac¸a˜o (3.27c). 
A abordagem natural para garantir a existeˆncia de soluc¸o˜es para o problema referido na
Proposic¸a˜o 3.37 passa pela utilizac¸a˜o do me´todo da Galerkin, onde se constro´i uma sucessa˜o
de soluc¸o˜es de problemas aproximados, em espac¸os de dimensa˜o finita. Com se tornara´ claro
adiante, esse objectivo na˜o sera´ completamente conseguido.
3.2.3 Problema aproximado de dimensa˜o finita
Com o intuito de definir o problema aproximado de dimensa˜o m ∈ N, comec¸amos por
definir bases topolo´gicas para os espac¸os W p
′
0 (rot,Ω) e W
p(rot,Ω).
Na construc¸a˜o das bases para estes espac¸os, vamos utilizar func¸o˜es com a regularidade
que se revelou conveniente.
Lema 3.2 Existem func¸o˜es, ϕn ∈ D(Ω)3 e ψn ∈ D(Ω¯)3, n ∈ N, tais que, (ϕn)n e (ψn)n
constituem bases topolo´gicas de W p
′
0 (rot,Ω) e W
p(rot,Ω), respectivamente.
Demonstrac¸a˜o A Proposic¸a˜o 1.10 permite concluir que existe uma sucessa˜o de func¸o˜es
de W p
′
0 (rot,Ω), (uk)k, densa em W
p′
0 (rot,Ω). Por outro lado, sendo D(Ω)
3 denso em
W p
′
0 (rot,Ω), dada uma sucessa˜o de nu´meros reais positivos (rm)m tal que rm −−−−→m 0, existe
vk,m ∈ D(Ω)3 tal que ‖vk,m − uk‖W p′ (rot,Ω) < rm, ∀k, m ∈ N. Considerando uma bijecc¸a˜o
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N −→ N2
n 7−→ (k,m)
, designando vn = vk,m, tem-se que (vn)n e´ uma sucessa˜o de func¸o˜es de
D(Ω)3 densa em W p
′
0 (rot,Ω).
Tomando como (ϕn)n a subsucessa˜o
(
vα(n)
)
n
de (vn)n tal que α(0) = 0 e, para n ∈ N,
α(n) = min
{
i > α(n− 1) : vα(1), ...,vα(n−1),vi sa˜o linearmente independentes
}
, e´ imediato
reconhecer que (ϕn)n esta´ nas condic¸o˜es do lema.
A construc¸a˜o da sucessa˜o (ψn)n segue passos e argumentos inteiramente ana´logos aos
apresentados na construc¸a˜o de (ϕn)n, partindo da Proposic¸a˜o 1.10 e do Teorema 1.19, que
garante a densidade de D(Ω¯)3 em W p(rot,Ω). 
Na abordagem que se segue, e´ usado um problema aproximado em dimensa˜o finita, cuja
formulac¸a˜o envolve a introduc¸a˜o de um operador projecc¸a˜o. A utilizac¸a˜o do operador na˜o esta´
relacionada com a definic¸a˜o do problema aproximado, mas sim com a obtenc¸a˜o de estimac¸o˜es
a priori que permitam a passagem ao limite na sucessa˜o das soluc¸o˜es do problema aproximado.
A definic¸a˜o deste operador faz-se a` custa da noc¸a˜o de suplementar topolo´gico num espac¸o de
Banach, cuja definic¸a˜o, bem como dois resultados envolvendo esta noc¸a˜o,4 se apresentam de
seguida.
Definic¸a˜o 3.3 Seja G um subespac¸o fechado de um espac¸o de Banach E. Um subespac¸o L
de E diz-se suplementar topolo´gico de G se:
1. L e´ fechado;
2. G ∩ L = {0} e G+ L = E.
Proposic¸a˜o 3.4 Se G e L sa˜o suplementares topolo´gicos de um espac¸o de Banach E, dado
z ∈ E, existem, de forma u´nica, x ∈ G e y ∈ L tais que z = x+ y. Ale´m disso os operadores
projecc¸a˜o z 7−→ x e z 7−→ y sa˜o lineares e cont´ınuos.
Proposic¸a˜o 3.5 Qualquer subespac¸o de dimensa˜o finita de um espac¸o de Banach admite um
suplementar topolo´gico.
Definic¸a˜o 3.6 Sejam E um espac¸o separa´vel de dimensa˜o infinita e (en)n uma sucessa˜o
de elementos de E formando uma base topolo´gica de E. Para m ∈ N designemos por Gm
4As demonstrac¸o˜es podem ser encontradas em [10], pa´g. 22.
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o subespac¸o gerado por e1, . . . , em e por Lm um suplementar topolo´gico de Gm. Represen-
tamos por Pm o operador projecc¸a˜o de E sobre Gm, no sentido preciso apresentado na
Proposic¸a˜o 3.4.
Na definic¸a˜o do problema aproximado de dimensa˜om ∈ N, para garantir a integrabilidade
das func¸o˜es que envolvem o rotacional das transformadas das func¸o˜es pelo operador dualidade,
faz-se uma regularizac¸a˜o do operador dualidade introduzido na Definic¸a˜o 1.3, passando a
usar-se
Jηp : L
p
loc(Ω)
3 −→ Lp′loc(Ω)3
u 7−→ (|u|2 + η) p−22 u
onde η e´ uma constante positiva.
Tomando bases topolo´gicas de W p
′
0 (rot,Ω) e de W
p(rot,Ω) nas condic¸o˜es do Lema 3.2,
para m ∈ N representaremos por Pm os operadores projecc¸a˜o, quer de W p
′
0 (rot,Ω) sobre o
espac¸o gerado por ϕ1, . . . ,ϕm, quer deW
p(rot,Ω) sobre o espac¸o gerado por ψ1, . . . ,ψm, no
sentido da Definic¸a˜o 3.6.
Representaremos ainda por εˆm e µˆm func¸o˜es de D(Ω) obtidas por regularizac¸a˜o de εˆ e µˆ,
respectivamente. Esta func¸o˜es εˆm e µˆm sa˜o constru´ıdas considerando os prolongamentos, ˜ˆε e
˜ˆµ, de, respectivamente εˆ e µˆ, a R3, tais que ˜ˆε|R3\Ω = infΩ εˆ e
˜ˆµ|R3\Ω = infΩ
µˆ. Designando por
ρm o m-e´simo termo de uma sucessa˜o regularizadora, define-se
εˆm = (ρm ∗ ˜ˆε)|Ω e µˆm = (ρm ∗ ˜ˆµ)|Ω . (3.39)
Considere-se um problema aproximado, de dimensa˜o m ∈ N, de (3.37)-(3.38) que consiste
em procurar soluc¸o˜es da forma
dηm(t) =
m∑
j=1
ξjm(t)ψj , (3.40a)
bηm(t) =
m∑
j=1
ζjm(t)ϕj , (3.40b)
que verifiquem as 2m equac¸o˜es diferenciais ordina´rias
∫
Ω
∂td
η
m(t) ·ϕj +
∫
Ω
σεˆp
′−1
m d
η
m(t) ·ϕj
−
∫
Ω
∇×Pm
(
µˆm J
η
p′b
η
m(t)
) ·ϕj = ∫
Ω
g1,m(t) ·ϕj , (3.41a)
3.2 Um problema na˜o linear 87
∫
Ω
∂tb
η
m(t) ·ψj +
∫
Ω
∇×Pm
(
εˆmJ
η
pd
η
m(t)
) ·ψj = ∫
Ω
g2,m(t) ·ψj , (3.41b)
com j = 1, . . . ,m, onde g1,m(t) e g2,m(t) pertencem ao espac¸o gerado respectivamente por
ψ1, . . . ,ψm e ϕ1, . . . ,ϕm, tais que g1,m −−−−→m g1 em L
p(Q)3 e g2,m −−−−→m g2 em L
p′(Q)3.
Considerando como condic¸o˜es iniciais dm(0) = d0,m e bm(0) = b0,m, com d0,m pertencente
ao espac¸o gerado por ψ1, . . . ,ψm e b0,m pertencente ao espac¸o gerado por ϕ1, . . . ,ϕm, tais que
d0,m −−−−→
m
d0 em Lp(Ω)3 e b0,m −−−−→
m
b0 em Lp
′
(Ω)3, o sistema de equac¸o˜es diferenciais
ordina´rias (3.41) define, de forma u´nica, bηm(t) e d
η
m(t) para q.t. t ∈ [0, T ].
Encontradas as soluc¸o˜es do problema (3.41), o passo seguinte sera´ procurar obter es-
timac¸o˜es a priori para bηm e d
η
m, independentes de m, η e t. Designando por b e d os limites
fracos de subsucesso˜es de bηm e d
η
m, respectivamente, pretende-se que elas sejam soluc¸a˜o do
problema (3.37). Ora aqui a dificuldade que surge e´ a identificac¸a˜o dos limites Jηp′b
η
m e J
η
pd
η
m.
A interpretac¸a˜o desses limites e´ conseguida tomando uma formulac¸a˜o ainda mais fraca do
que a que foi apresentada na Proposic¸a˜o 3.1.
3.2.4 Reformulac¸a˜o do problema utilizando func¸o˜es com valores nas me-
didas
A reformulac¸a˜o fraca do problema apresentado na Proposic¸a˜o 3.1 envolve a noc¸a˜o de
func¸o˜es com valores nas medidas, conceito que passamos a descrever sucintamente.
Func¸o˜es com valores nas medidas
Introduzimos aqui alguns resultados conhecidos relacionados com a identificac¸a˜o do li-
mite da imagem, por aplicac¸o˜es na˜o lineares cont´ınuas, de sucesso˜es fracamente compactas.
Detalhes sobre a s´ıntese apresentada, bem como as demonstrac¸o˜es dos resultados, podem ser
consultados em [23].
Defina-se
C0(Rm) =
{
u ∈ C (Rm) : lim
|x|→+∞
u(x) = 0
}
,
munido da norma
‖u‖∞ := sup
x∈Rm
|u(x)|.
E´ imediato concluir que C0(Rm) e´ o completado de D(Rm) para a norma ‖ · ‖∞.
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O espac¸o das medidas de Radon e´ definido do seguinte modo:
M(Rm) =
{
µ : C0(Rm) −→ R tal que µ e´ linear e ∃ c > 0 ∀ f ∈ D(Rm) |µ(f)| ≤ c‖f‖∞
}
,
com a norma
‖µ‖M(Rm) := sup
f∈D(Rm)
|f‖∞≤1
|µ(f)| .
Uma medida de Radon diz-se positiva se, quando avaliada em func¸o˜es de D(Rm) na˜o
negativas, toma valores na˜o negativos. O espac¸o das medidas de probabilidade e´ definido
do seguinte modo:
Prob(Rm) :=
{
µ ∈ M(Rm) : µ na˜o negativa, ‖µ‖M(Rm) = 1
}
.
Lema 3.7 O espac¸o
(
M(Rm), ‖ · ‖M(Rm)
)
e´ um espac¸o de Banach.
Qualquer medida de Radon µ pode ser estendida, de maneira u´nica, a um elemento do
espac¸o dual de C0(Rm). Neste sentido, identifica-se M(Rm) com o dual de (C0(Rm), ‖ · ‖∞).
Dada uma medida de Radon µ e uma func¸a˜o f , utilizaremos a notac¸a˜o de dualidade, em
vez de µ(f). Mais precisamente, denotaremos
∀µ ∈ M(Rm) ∀ f ∈ C0(Rm) 〈µ, f 〉 = µ(f) =
∫
Rm
f dµ.
O conceito de medida de Young e´ a forma apropriada de identificar limites de composic¸o˜es
de func¸o˜es na˜o lineares regulares com sucesso˜es de func¸o˜es convergentes apenas no sentido
fraco.
Teorema 3.8 (Existeˆncia de medidas de Young) Seja zn : Rm −→ Rs, n ∈ N, uma
sucessa˜o de func¸o˜es mensura´veis tal que
∃ c > 0 ∀n ∈ N ‖zn‖L∞(Rm)s ≤ c.
Enta˜o existe uma subsucessa˜o (znk)k de (zn)n convergente em L
∞(Rm)s fraco-∗, e uma
famı´lia de medidas de probabilidade {%y}y∈RM , chamadas medidas de Young, suportadas
uniformemente num subconjunto compacto K de Rs tais que {%y}y∈Rm ⊆ Prob(Rs), que
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representam a subsucessa˜o (znk)k, no seguinte sentido:
∀ g ∈ C(Rs)l g ◦ znk −−⇀ g em L∞(Rm)l fraco-∗,
sendo
g =
∫
Rs
g(λ)d%y(λ) = 〈 %y, g 〉 para q.t. y ∈ Rm.
Nota 3.9 A medida de Young %y pode ser intuitivamente pensada como fornecendo o limite
da distribuic¸a˜o de probabilidade dos valores de zn na vizinhanc¸a de y, quando n→∞. Mais
concretamente, se B(y, δ) denotar a bola de centro em y e raio δ, definindo a distribuic¸a˜o de
probabilidade dos valores zn(x), para x ∈ B(y, δ), por
%n,δy (A) =
∣∣∣{x ∈ B(y, δ) : zn(x) ∈ A}∣∣∣∣∣B(y, δ)∣∣ ,
pode mostrar-se (ver [23]) que
%y = lim
δ→0
lim
n
%n,δy .
Observe-se ainda que os dois limites acima na˜o sa˜o permuta´veis.
A caracterizac¸a˜o apresentada acima pode ser estendida a uma classe mais lata de func¸o˜es
g e sucesso˜es (zn)n, como veremos de seguida.
Comecemos por introduzir algumas definic¸o˜es e notac¸o˜es.
Seja Ω um subconjunto aberto de Rm. Uma aplicac¸a˜o % : Ω −→M(Rs) diz-se mensura´vel
fracamente - ∗ se, para todo o f ∈ L1(Ω;C0(Rs)), a func¸a˜o
Ω −→ R
x 7−→ 〈 %x, f 〉 =
∫
Rs
f(x, λ)d%x(λ)
e´ mensura´vel. Define-se ainda
L∞ω
(
Ω;M(Rs)
)
=
{
% : Ω −→M(Rs) t.q. % e´ mensura´vel fracamente -∗, ‖%‖L∞ω (Ω;M(Rs)) <∞
}
,
onde
‖%‖L∞ω (Ω;M(Rs)) = ess sup
x∈Ω
‖%x‖M(Rs).
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Teorema 3.10 Sejam Ω um aberto de Rm e Θ ∈
(
L1(Ω;C0
(
Rs)
))′
uma forma linear
cont´ınua. Enta˜o
∃1% ∈ L∞ω
(
Ω;M(Rs)
) ∀ f ∈ L1(Ω;C0(Rs)) : Θ(f) = ∫
Ω
〈 %x, f(x) 〉 dx
e, ale´m disso,
‖Θ‖(L1(Ω;C0(Rs)))′ = ‖%‖L∞ω (Ω;M(Rs)).
Seja ϕ : R+0 −→ R uma func¸a˜o na˜o negativa, na˜o decrescente, cont´ınua a` direita e tal que
ϕ(0) = 0, lim
s→+∞ϕ(s) = +∞. A` func¸a˜o
Φ(t) =
∫ |t|
0
ϕ(s)ds,
chamamos func¸a˜o de Young.
Defina-se ψ(t) := sup
ϕ(s)≤t
{s} e Ψ a func¸a˜o de Young correspondente. Dizemos enta˜o que Φ
e Ψ sa˜o func¸o˜es de Young complementares.
Diz-se que uma func¸a˜o de Young Φ satisfaz a condic¸a˜o-∆2 e escreve-se Φ ∈ ∆2 se
∃ c > 0 ∃ t0 ≥ 0 ∀ t ≥ t0 Φ(2t) ≤ cΦ(t0). (3.42)
A classe de Orlicz L˜Φ(Ω) e´ o conjunto de todas as func¸o˜es u : Ω −→ R mensura´veis,
para as quais
d(Φ;u) :=
∫
Ω
Φ(|u(x)|)dx
e´ finito (observe-se que L˜Φ(Ω) na˜o e´ um espac¸o vectorial).
Chamamos a norma de Orlicz de u ao nu´mero
‖u‖LΦ(Ω) = ‖u‖Φ := sup
v∈ L˜Ψ(Ω)
d(Ψ;v)≤1
∫
Ω
∣∣u(x)v(x)∣∣dx,
sendo Ψ a func¸a˜o de Young complementar de Φ.
O espac¸o de Orlicz5 LΦ(Ω) e´ o espac¸o constitu´ıdo por todas as func¸o˜es u : Ω −→ R
mensura´veis que teˆm norma de Orlicz ‖u‖Φ finita.
O seguinte teorema e´ fundamental na extensa˜o do teorema sobre as medidas de Young a
5A condic¸a˜o ∆2 interve´m na demonstrac¸a˜o de propriedades deste espac¸o.
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um quadro mais geral, o das func¸o˜es com valores nas medidas.
Teorema 3.11 Sejam Ω um subconjunto mensura´vel de Rm e zn : Ω −→ Rs, n ∈ N, tal
que (zn)n e´ uma sucessa˜o de func¸o˜es mensura´veis. Enta˜o existe uma subsucessa˜o, ainda
denotada por (zn)n e uma func¸a˜o % com as seguintes propriedades:
• % ∈ L∞ω (Ω;M(Rs)), ‖%y‖M(Rs) ≤ 1 para q.t. y ∈ Ω, e, qualquer que seja ϕ ∈ C0(Rs),
tem-se, quando n→∞
ϕ(zn) −−⇀
n
ϕ em L∞(Ω) fraco - ∗, ϕ(y) q.s.= 〈 %y, ϕ 〉;
• Ale´m disso, se
∀R > 0 lim
k→∞
sup
n∈N
∣∣∣{y ∈ Ω ∩D(0, R) : |zn(y)| ≥ k}∣∣∣ = 0, (3.43)
enta˜o
‖%y‖M(Rs) = 1 para q.t. y ∈ Ω;
• Seja Ψ : R+0 −→ R uma func¸a˜o de Young satisfazendo a condic¸a˜o (3.42). Se a condic¸a˜o
(3.43) for satisfeita e se, dada uma func¸a˜o cont´ınua τ : Rs −→ R tivermos
sup
n∈N
∫
Ω
Ψ(|τ(zn)|)dy < +∞,
enta˜o
τ(zn) −−⇀
n
ϕ em LΨ(Ω) fraco - ∗, τ(y) q.s.= 〈 %y, ϕ 〉.
Uma observac¸a˜o imediata e´ que, se (zn)n e´ uma sucessa˜o de func¸o˜es uniformemente
limitada em Lp(Ω), para algum p ∈ [1,+∞[, enta˜o a condic¸a˜o (3.43) e´ verificada. De facto,
se denotarmos An,k,R = {y ∈ Ω ∩ D(0, R) : |zn(y)| ≥ k}, enta˜o
∣∣An,k,R∣∣kp ≤ ∫
An,k,R
|zn(y)|pdy ≤
∫
Ω
|zn(y)|pdy ≤ c,
sendo c uma constante independente de n, k,R, donde a conclusa˜o e´ imediata.
Corola´rio 3.12 Sejam Ω um aberto de Rm e (zn)n uma sucessa˜o de func¸o˜es uniformemente
limitada em Lp(Ω)s, p ∈ ]1,+∞[. Enta˜o existe uma subsucessa˜o, ainda denotada por (zn)n e
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uma func¸a˜o com valores nas medidas %, tal que, para toda a func¸a˜o τ : Rs −→ R verificando
a condic¸a˜o de crescimento
∃ c > 0 ∀ ξ ∈ Rm |τ(ξ)| ≤ c|ξ|p−1, (3.44)
tem-se que
τ(zn) −−⇀ τ, fracamente em Lp′(Ω), τ(y) q.s.= 〈 %y, ϕ 〉.
Demonstrac¸a˜o Como foi observado anteriormente, a condic¸a˜o (3.43) e´ verificada. Esco-
lhamos a func¸a˜o de Young Ψ(u) = up
′
. Enta˜o
∫
Ω
Ψ
(|τ(zn)|)dy = ∫
Ω
|τ(zn)|p′dy ≤ cp′
∫
Ω
|zn|(p−1)p′dy = ‖zn‖pp <∞
e, usando o teorema anterior, a conclusa˜o e´ imediata. 
Reformulac¸a˜o fraca
Estamos enta˜o agora em condic¸o˜es de reformular o problema (3.37), que passara´ a ser o
seguinte:
Encontrar b, d, e e h, soluc¸o˜es do problema
−
∫
Q
d · ∂tϕ+
∫
Q
σεˆp
′−1d ·ϕ−
∫
Q
h · ∇×ϕ
=
∫
Q
g1 ·ϕ+
∫
Ω
d0 ·ϕ(·, 0), ∀ϕ ∈ U , (3.45a)
−
∫
Q
b · ∂tψ +
∫
Q
e · ∇×ψ =
∫
Q
g2 ·ψ +
∫
Ω
b0 ·ψ(·, 0), ∀ψ ∈ V , (3.45b)
mantendo-se as condic¸o˜es (3.38) sobre os dados g1, g2, b0 e d0, sendo e e h os limites fracos, no
sentido das func¸o˜es com valores nas medidas, de εˆm Jpdηm e µˆm Jp′b
η
m, respectivamente, onde
dηm e b
η
m sa˜o as soluc¸o˜es do problema aproximado em espac¸os de dimensa˜o m (3.40)-(3.41).
Observe-se que os operadores Jp e Jp′ sa˜o tais que, cada uma das suas func¸o˜es compo-
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nentes, satisfaz a condic¸a˜o de crescimento (3.44). Podemos assim afirmar que
Jp′(bηm) −−⇀m J¯p′,(bηm) = J¯p′,b := µh, em L
p′(Ω)3, J¯p′(y)
q.s.
= 〈 %y, Jp′ 〉, (3.46a)
Jp(dηm) −−⇀m J¯p,(dηm) = J¯p,d := εe, em L
p(Ω)3, J¯p(y)
q.s.
= 〈ϑy, Jp 〉. (3.46b)
Nota 3.13 Em (3.46), as func¸o˜es % e ϑ sa˜o vectoriais, ou seja, %, ϑ : Ω −→M(R3)3.
Teorema 3.14 O problema que consiste em encontrar (b,h) ∈ Lp′(Q)3 × Lp(Q)3 e (d, e) ∈
Lp(Q)3 × Lp′(Q)3 soluc¸o˜es do problema (3.45), com condic¸o˜es iniciais e dados conforme
(3.38), tem soluc¸a˜o, sendo b e d, respectivamente, os limites fracos de bηm e d
η
m, soluc¸o˜es do
problema aproximado (3.45) e h e e identificados em (3.46a) e (3.46b), respectivamente.
A demonstrac¸a˜o do teorema anterior passa pela obtenc¸a˜o de estimac¸o˜es a priori para bηm
e dηm, soluc¸o˜es do problema (3.40)-(3.41) e sera´ apresentada mais a` frente.
3.2.5 Sucesso˜es biortogonais na dualidade Lp − Lp′
Retomando o problema aproximado, e´ imediato reconhecer que o par
(
dηm(t), b
η
m(t)
)
,
soluc¸a˜o do sistema (3.41), e´ tambe´m soluc¸a˜o da equac¸a˜o∫
Ω
∂td
η
m(t) ·ϕ+
∫
Ω
σεˆp
′−1dηm(t) ·ϕ−
∫
Ω
∇×Pm
(
µˆmJ
η
p′b
η
m(t)
) ·ϕ
+
∫
Ω
∂tb
η
m(t) ·ψ +
∫
Ω
∇×Pm
(
εˆmJ
η
pd
η
m(t)
) ·ψ
=
∫
Ω
g1,m(t) ·ϕ+
∫
Ω
g2,m(t) ·ψ,
∀ϕ ∈ 〈ϕ1, ...,ϕm〉 e ∀ψ ∈ 〈ψ1, ...,ψm〉, para q.t. t ∈ [0, T ].
Em particular, tomando para q.t. t ∈ [0, T ],
ϕ = Pm
(
εˆmJ
η
pd
η
m(t)
)
e ψ = Pm
(
µˆmJ
η
p′b
η
m(t)
)
,
tem-se que
∫
Ω
∂td
η
m(t) · Pm
(
εˆmJ
η
pd
η
m(t)
)
+
∫
Ω
σεˆp
′−1dηm(t) · Pm
(
εˆmJ
η
pd
η
m(t)
)
+
∫
Ω
∂tb
η
m(t) · Pm
(
µˆmJ
η
p′b
η
m(t)
)
=
∫
Ω
g1,m(t) · Pm
(
εˆmJ
η
pd
η
m(t)
)
+
∫
Ω
g2,m(t) · Pm
(
µˆmJ
η
p′b
η
m(t)
)
, (3.47)
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ja´ que, tendo Pm
(
εˆmJ
η
pd
η
m(t)
)
suporte compacto em Ω, pela fo´rmula de Green,
∫
Ω
∇×Pm
(
εˆmJ
η
pd
η
m(t)
) · Pm(µˆmJηp′bηm(t)) = ∫
Ω
∇×Pm
(
µˆmJ
η
p′b
η
m(t)
) · Pm(εˆmJηpdηm(t)).
A utilizac¸a˜o dos operadores projecc¸a˜o Pm na formulac¸a˜o do problema aproximado (3.41),
fundamental para garantir que as soluc¸o˜es dηm(t) e b
η
m(t) deste problema satisfazem a equac¸a˜o
(3.47), levanta algumas dificuldades quando, a partir desta equac¸a˜o, se pretendem obter
estimac¸o˜es a priori, independentes de m, t e η, para as soluc¸o˜es do problema aproximado.
Para ultrapassar as dificuldades resultantes da utilizac¸a˜o dos operadores projecc¸a˜o Pm,
seria deseja´vel que as bases topolo´gicas (ϕn)n de W
p′
0 (rot,Ω) e (ψn)n de W
p(rot,Ω) fossem
biortogonais na dualidade Lp − Lp′ , i.e., fossem constitu´ıdas por elementos tais que
∫
Ω
ϕi ·ψj = δij , ∀i, j ∈ N.
Observe-se que a sucessa˜o
(
(ϕn,ψn)
)
n
, que se pretende satisfazendo a condic¸a˜o de biorto-
gonalidade apresentada anteriormente, tera´ que ser formada por func¸o˜es6 de D(Ω)3×D(Ω¯)3
tais que (ϕn)n e (ψn)n constituam bases topolo´gicas de, respectivamente, W
p′
0 (rot,Ω) e
W p(rot,Ω).
As dificuldades em garantir a existeˆncia de uma sucessa˜o com as caracter´ısticas acabadas
de apresentar levou-nos a optar pela estrate´gia que passamos a descrever.
Partindo de uma sucessa˜o
(
(ϕn,ψn)
)
n
nas condic¸o˜es do Lema 3.2, constru´ımos, para
θ > 0, uma sucessa˜o
(
(ϕθn,ψ
θ
n)
)
n
tal que
ϕθn ∈ D(Ω)3 e
∥∥∥ϕm −ϕθm∥∥∥
W p
′
(rot,Ω)
≤ θ ∀m ∈ N,
ψθn ∈ D(Ω¯)3 e
∥∥∥ψm −ψθm∥∥∥
W p(rot,Ω)
≤ θ ∀m ∈ N,
det
[∫
Ω
ϕθi ·ψθj
]
i,j=1,...,m
6= 0 ∀m ∈ N.
(3.48)
Partindo de uma tal sucessa˜o, procedemos, num segundo passo, a` biortogonalizac¸a˜o desta
sucessa˜o, obtendo uma sucessa˜o
(
(ϕ˜θn, ψ˜
θ
n)
)
n
, ainda em D(Ω)3 ×D(Ω¯)3, tal que
6A regularidade exigida a estas func¸o˜es podera´ ser menor, mas na˜o e´ suficiente a sucessa˜o
`
(ϕn, ψn)
´
n
ser
formada por func¸o˜es em W p
′
0 (rot,Ω)×W p(rot,Ω).
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ϕ˜θm e´ combinac¸a˜o linear de ϕ
θ
1, . . . ,ϕ
θ
m, ∀m ∈ N,
ψ˜
θ
m e´ combinac¸a˜o linear de ψ
θ
1, ...,ψ
θ
m, ∀m ∈ N,∫
Ω
ϕ˜θi · ψ˜
θ
j = δij , i, j = 1, . . . ,m, ∀m ∈ N.
(3.49)
Construc¸a˜o da sucessa˜o
(
(ϕθn, ψ
θ
n)
)
n
Seja ((ϕn,ψn))n uma sucessa˜o nas condic¸o˜es do Lema 3.2. Por um processo indutivo
obte´m-se uma sucessa˜o
(
(ϕθn,ψ
θ
n)
)
n
verificando as condic¸o˜es (3.48).
A construc¸a˜o deixa inalterada a sucessa˜o (ϕn)n, ou seja, ϕθn = ϕn, ∀n ∈ N, sendo a
construc¸a˜o de (ψθn)n obtida por induc¸a˜o sobre n, da forma que se descreve em seguida.
n = 1
• se
∫
Ω
ϕ1 ·ψ1 6= 0, tomamos ψθ1 = ψ1.
• se
∫
Ω
ϕ1 ·ψ1 = 0, escolham-se x0 ∈ Ω e i ∈ {1, 2, 3} tais que ϕ1i(x0) 6= 0.
Considerando θ > 0 tal que B(x0, θ) ⊆ Ω e ϕ1i |B(x0,θ) na˜o muda de sinal, seja β1i ∈
D(B(x0, θ)) tal que β1i(x) > 0, ∀x ∈ B(x0, θ).
Tomando ψθ1 = ψ1 +
θ β1
‖β1‖W p(rot,Ω)
, onde β1 = (δijβ1i)j=1,2,3, tem-se que
aθ1,1 :=
∫
Ω
ϕ1 ·ψθ1 =
∫
Ω
ϕ1 ·ψ1 +
θ
‖β1‖W p(rot,Ω)
∫
Ω
ϕ1 · β1 6= 0
e
∥∥ψ1 −ψθ1∥∥W p(rot,Ω) = θ.
n→ n+ 1
Suponhamos definidos ψθ1, ...,ψ
θ
n ∈ D(Ω¯)3 tais que
∥∥ψi −ψθi∥∥W p(rot,Ω) ≤ θ, i = 1, ..., n
e det
[∫
Ω
ϕi ·ψθj
]
i,j=1,...,n
= aθn,n 6= 0.
• se
det

∫
Ω
ϕ1 ·ψθ1 . . .
∫
Ω
ϕ1 ·ψθn
∫
Ω
ϕ1 ·ψn+1
...
. . .
...
...∫
Ω
ϕn ·ψθ1 . . .
∫
Ω
ϕn ·ψθn
∫
Ω
ϕn ·ψn+1∫
Ω
ϕn+1 ·ψθ1 . . .
∫
Ω
ϕn+1 ·ψθn
∫
Ω
ϕn+1 ·ψn+1

6= 0, (3.50)
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enta˜o tomamos ψθn+1 = ψn+1.
• se (3.50) na˜o se verificar, seja βn+1 ∈ 〈ϕ1, ...,ϕn〉⊥ em Lp(Ω)3 tal que∫
Ω
ϕn+1 · βn+1 6= 0.
A existeˆncia de βn+1 nas condic¸o˜es apresentadas resulta, de forma imediata, do
Teorema II.13 de [10].
Tomando ψθn+1 = ψn+1 + θβn+1 tem-se
det

∫
Ω
ϕ1 ·ψθ1 . . .
∫
Ω
ϕ1 ·ψθn
∫
Ω
ϕ1 ·ψθn+1
...
. . .
...
...∫
Ω
ϕn ·ψθ1 . . .
∫
Ω
ϕn ·ψθn
∫
Ω
ϕn ·ψθn+1∫
Ω
ϕn+1 ·ψθ1 . . .
∫
Ω
ϕn+1 ·ψθn
∫
Ω
ϕn+1 ·ψθn+1

=det

∫
Ω
ϕ1 ·ψθ1 . . .
∫
Ω
ϕ1 ·ψθn
∫
Ω
ϕ1 ·ψn+1
...
. . .
...
...∫
Ω
ϕn ·ψθ1 . . .
∫
Ω
ϕn ·ψθn
∫
Ω
ϕn ·ψn+1∫
Ω
ϕn+1 ·ψθ1 . . .
∫
Ω
ϕn+1 ·ψθn
∫
Ω
ϕn+1 ·ψn+1 + θ
∫
Ω
ϕn+1 · βn+1

= θ aθn,n
∫
Ω
ϕn+1 · βn+1 = aθn+1,n+1 6= 0.
Naturalmente que, da forma como foi definida ψθn+1, garantimos apenas que e´ uma
func¸a˜o de Lp(Ω)3, na˜o verificando necessariamente as condic¸o˜es de regularidade
com que pretendemos os termos da sucessa˜o
(
ψθn
)
n
.
Considerando uma sucessa˜o regularizadora (ρk)k, seja
ψθ,kn+1 = ψn+1 + θ ρk ∗ (χB(0,k)βn+1),
onde ∗ representa o produto de convoluc¸a˜o.
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Designando
aθ,kn+1,n+1 = det

∫
Ω
ϕ1 ·ψθ1 . . .
∫
Ω
ϕ1 ·ψθn
∫
Ω
ϕ1 ·ψθ,kn+1
...
. . .
...
...∫
Ω
ϕn ·ψθ1 . . .
∫
Ω
ϕn ·ψθn
∫
Ω
ϕn ·ψθ,kn+1∫
Ω
ϕn+1 ·ψθ1 . . .
∫
Ω
ϕn+1 ·ψθn
∫
Ω
ϕn+1 ·ψθ,kn+1

,
como
ψθ,kn+1 −−−−→
k
ψθn+1 em L
p(Ω)3 =⇒ aθ,kn+1,n+1 −−−−→
k
aθn+1,n+1 6= 0,
existe k0 ∈ N tal que aθ,k0n+1,n+1 6= 0.
Tomando ψθn+1 = ψn+1 +
θ ρk0 ∗ (χB(0,k0)βn+1)∥∥ρk0 ∗ (χB(0,k0)βn+1)∥∥W p(rot,Ω) tem-se que
aθn+1,n+1 =det

∫
Ω
ϕ1 ·ψθ1 . . .
∫
Ω
ϕ1 ·ψθn
∫
Ω
ϕ1 ·ψθn+1
...
. . .
...
...∫
Ω
ϕn ·ψθ1 . . .
∫
Ω
ϕn ·ψθn
∫
Ω
ϕn ·ψθn+1∫
Ω
ϕn+1 ·ψθ1 . . .
∫
Ω
ϕn+1 ·ψθn
∫
Ω
ϕn+1 ·ψθn+1

=
aθ,k0n+1,n+1∥∥ρk0 ∗ (χB(0,k0)βn+1)∥∥W p(rot,Ω) 6= 0
e
∥∥ψθn+1 −ψn+1∥∥W p(rot,Ω) = θ.
O me´todo indutivo acabado de descrever permite obter uma sucessa˜o
(
(ϕn,ψ
θ
n)
)
n
⊆W p′0 (rot,Ω)×W p(rot,Ω)
tal que ϕn ∈ D(Ω)3, ψθn ∈ D(Ω¯)3 e det
[∫
Ω
ϕi ·ψθj
]
i,j=1,...,n
6= 0, ∀n ∈ N.7
No passo seguinte, partindo da sucessa˜o
(
(ϕn,ψ
θ
n)
)
n
, usando de novo um processo indu-
7Observe-se que (ϕn)n e´ uma base topolo´gica de W
p′
0 (rot,Ω) mas
`
ψθn
´
n
, apesar de ser um sistema line-
armente independente, pode na˜o formar uma base topolo´gica de W p(rot,Ω).
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tivo, constru´ımos uma sucessa˜o
(
(ϕ˜θn, ψ˜
θ
n)
)
n
biortogonal, i.e., tal que
∫
Ω
ϕ˜θi · ψ˜
θ
j = δij , ∀i, j ∈ N.
Para construir uma tal sucessa˜o, aplicamos indutivamente o me´todo de eliminac¸a˜o de
Gauss, de modo a transformar o bloco de dimensa˜o n ∈ N
[∫
Ω
ϕi ·ψθj
]
i,j=1,...,n
da matriz[∫
Ω
ϕi ·ψθj
]
i,j∈N
em
[
δij
]
i,j=1,...,n
da forma que e´ descrita de seguida.
n = 1
Uma vez que
∫
Ω
ϕ1 ·ψθ1 6= 0 consideramos, por exemplo, ϕ˜θ1 =
ϕ1∫
Ωϕ1 ·ψθ1
e ψ˜
θ
1 = ψ
θ
1.
n→ n+ 1
Suponhamos que sendo ϕ˜θi uma combinac¸a˜o linear de ϕ˜
θ
1, ..., ϕ˜
θ
i−1,ϕi, e ψ˜
θ
i uma com-
binac¸a˜o linear de ψ˜
θ
1, ..., ψ˜
θ
i−1,ψ
θ
i , com i = 1, ..., n, se tem que[∫
Ω
ϕ˜θi · ψ˜
θ
j
]
i,j=1,...,n
=
[
δij
]
i,j=1,...,n
.
Observando que o bloco de dimensa˜o n+ 1 tem a forma

1 0 . . . 0
∫
Ω
ϕ˜θ1 ·ψθn+1
0 1 . . . 0
∫
Ω
ϕ˜θ2 ·ψθn+1
...
...
. . .
...
...
0 0 . . . 1
∫
Ω
ϕ˜θn ·ψθn+1∫
Ω
ϕn+1 · ψ˜
θ
1
∫
Ω
ϕn+1 · ψ˜
θ
2 . . .
∫
Ω
ϕn+1 · ψ˜
θ
n
∫
Ω
ϕn+1 ·ψθn+1

designando
ϕˆθn+1 = ϕn+1 −
(∫
Ω
ϕn+1 · ψ˜
θ
1
)
ϕ˜θ1 −
(∫
Ω
ϕn+1 · ψ˜
θ
2
)
ϕ˜θ2 − . . .−
(∫
Ω
ϕn+1 · ψ˜
θ
n
)
ϕ˜θn
e
ψˆ
θ
n+1 = ψ
θ
n+1 −
(∫
Ω
ϕ˜θ1 ·ψθn+1
)
ψ˜
θ
1 −
(∫
Ω
ϕ˜θ2 ·ψθn+1
)
ψ˜
θ
2 − . . .−
(∫
Ω
ϕ˜θn ·ψθn+1
)
ψ˜
θ
n,
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observando que
∫
Ω
ϕˆθn+1 · ψˆ
θ
n+1 6= 0, tomando
ϕ˜θn+1 =
ϕˆθn+1∫
Ω ϕˆ
θ
n+1 · ψˆ
θ
n+1
e ψ˜
θ
n+1 = ψˆ
θ
n+1
tem-se que (∫
Ω
ϕ˜θi · ψ˜
θ
j
)
i,j=1,...,n+1
= (δij)i,j=1,...,n+1 .
Por induc¸a˜o obtemos assim uma sucessa˜o
((
ϕ˜θn, ψ˜
θ
n
))
n
nas condic¸o˜es de (3.49).
3.2.6 Estimac¸o˜es a priori no problema aproximado
Antes de passarmos a`s estimac¸o˜es de dηm(t) e de b
η
m(t), apresentamos alguns resultados
preliminares.
Sendo
(
ϕ˜θn
)
n
e
(
ψ˜
θ
n
)
n
as sucesso˜es acabadas de definir, para cada m ∈ N designemos
por Fm = 〈ϕ˜θ1, . . . , ϕ˜θm〉 e Gm = 〈ψ˜
θ
1, . . . , ψ˜
θ
m〉, subespac¸os fechados de Lp
′
(Ω)3 e de Lp(Ω)3,
respectivamente.
No sentido de definir suplementares topolo´gicos de Fm eGm, respectivamente em Lp
′
(Ω)3
e em Lp(Ω)3, considerem-se, para i = 1, . . . ,m, as aplicac¸o˜es lineares
Φi : Lp(Ω)3 −→ R
u 7−→
∫
Ω
u · ϕ˜θi
e Ψi : Lp
′
(Ω)3 −→ R .
u 7−→
∫
Ω
u · ψ˜θi
Tomando
Hm =
m⋂
i=1
kerΨi e Lm =
m⋂
i=1
kerΦi,
observe-se que resulta de forma imediata da definic¸a˜o que
Hm = G⊥m e Lm = F
⊥
m. (3.51)
Lema 3.15 Fm e Hm sa˜o suplementares topolo´gicos em Lp
′
(Ω)3 e Gm e Lm sa˜o suplemen-
tares topolo´gicos em Lp(Ω)3.
Demonstrac¸a˜o Vejamos que Fm e Hm sa˜o suplementares topolo´gicos em Lp
′
(Ω)3.
De acordo com a Definic¸a˜o 3.3, temos de verificar que sa˜o ambos subespac¸os fechados de
Lp
′
(Ω)3, o que e´ imediato, por construc¸a˜o, que Fm ∩Hm = {0} e que Lp′(Ω)3 = Fm +Hm.
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Dado v =
m∑
i=1
viϕ˜
θ
i ∈ Fm, v ∈ Hm se e so´ se Ψi(v) = vi = 0, ∀i ∈ {1, . . . ,m}, logo
Fm ∩Hm = {0}.
Finalmente, para concluir que Lp
′
(Ω)3 = Fm+Hm, basta observar que, dado v ∈ Lp′(Ω)3,
se tem que
v =
m∑
j=1
Ψj(v)ϕ˜θj︸ ︷︷ ︸ + v −
m∑
j=1
Ψj(v)ϕ˜θj︸ ︷︷ ︸ .
∈ Fm ∈Hm
A verificac¸a˜o de que Gm e Lm sa˜o tambe´m suplementares topolo´gicos em Lp(Ω)3 faz-se
de forma inteiramente ana´loga. 
Antes de passarmos a` estimac¸a˜o das soluc¸o˜es do problema de dimensa˜o finita, registem-se
as seguintes observac¸o˜es:
• as relac¸o˜es (3.51) e o Lema 3.15 permitem concluir que
Lp
′
(Ω)3 = Fm ⊕Hm = Fm ⊕G⊥m e Lp(Ω)3 = Gm ⊕Lm = Gm ⊕ F⊥m; (3.52)
• se u ∈ Fm (respectivamente u ∈ Gm) e v ∈ Lp(Ω)3 (respectivamente v ∈ Lp′(Ω)3),
tem-se que
∫
Ω
u · v =
∫
Ω
u · Pmv +
∫
Ω
u · (v − Pmv) =
∫
Ω
u · Pmv, (3.53)
uma vez que v − Pmv ∈ Lm = F⊥m (respectivamente v − Pmv ∈Hm = G⊥m);
• por construc¸a˜o das sucesso˜es (ϕ˜θn)n e (ψ˜θn)n, tem-se que Fm = 〈ϕ1, . . . ,ϕm〉 e Gm =
〈ψθ1, . . . ,ψθm〉, ∀m ∈ N.
Substituindo a sucessa˜o (ψn)n, cujos elementos constituem uma base topolo´gica de
W p(rot,Ω), pela sucessa˜o
(
ψθn
)
n
, o problema aproximado, de dimensa˜o m ∈ N, definido
em (3.40)-(3.41) transforma-se no problema de encontrar soluc¸o˜es da forma
dη,θm (t) =
m∑
j=1
ξjm(t)ψθj , (3.54a)
bη,θm (t) =
m∑
j=1
ζjm(t)ϕj , (3.54b)
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que verifiquem as 2m equac¸o˜es diferenciais ordina´rias
∫
Ω
∂td
η,θ
m (t) ·ϕj) +
∫
Ω
σεˆp
′−1dη,θm (t) ·ϕj
−
∫
Ω
∇×Pm
(
µˆm J
η
p′b
η,θ
m (t)
) ·ϕj = ∫
Ω
g1,m(t) ·ϕj , (3.55a)
∫
Ω
∂tb
η,θ
m (t) ·ψθj +
∫
Ω
∇×Pm
(
εˆmJ
η
pd
η,θ
m (t)
) ·ψθj = ∫
Ω
g2,m(t) ·ψθj , (3.55b)
onde εˆm, µˆm, g1,m(t) e g2,m(t) sa˜o definidas como na anterior formulac¸a˜o do problema apro-
ximado da pa´gina 86.
As soluc¸o˜es, u´nicas, deste sistema de equac¸o˜es diferenciais ordina´rias, satisfazem a relac¸a˜o
(ana´loga a (3.47))
∫
Ω
∂td
η,θ
m (t) · Pm
(
εˆmJ
η
pd
η,θ
m (t)
)
+
∫
Ω
σεˆp
′−1dη,θm (t) · Pm
(
εˆmJ
η
pd
η,θ
m (t)
)
+
∫
Ω
∂tb
η,θ
m (t) · Pm
(
µˆmJ
η
p′b
η,θ
m (t)
)
=
∫
Ω
g1,m(t) · Pm
(
εˆmJ
η
pd
η,θ
m (t)
)
+
∫
Ω
g2,m(t) · Pm
(
µˆmJ
η
p′b
η,θ
m (t)
)
. (3.56)
Aplicando a (3.55a) a conclusa˜o retirada de (3.53), tem-se que
∫
Ω
εˆm ∂td
η,θ
m (t) · Jηpdη,θm (t) +
∫
Ω
σεˆm εˆ
p′−1dη,θm (t) · Jηpdη,θm (t)
+
∫
Ω
µˆm ∂tb
η,θ
m (t) · Jηp′bη,θm (t) =
∫
Ω
g1,m(t) ·
(
εˆmJ
η
pd
η,θ
m (t)
)
+
∫
Ω
g2,m(t) ·
(
µˆmJ
η
p′b
η,θ
m (t)
)
. (3.57)
Observando que, para u ∈W 1,q(0, T ;Lq(Ω))3, com 1 < q <∞, se tem que
∂tu · Jηq u = 1q ∂t
( |u|2 + η) q2 (3.58)
e que
dη,θm (t) · Jηpdη,θm (t) =
( |dηm(t)|2 + η) p−22 |dηm(t)|2 ≥ 0, (3.59)
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de (3.55b) obte´m-se
1
p
∫
Ω
εˆm ∂t
(∣∣∣dη,θm (t)∣∣∣2 + η) p2 + 1p′
∫
Ω
µˆm ∂t
(∣∣∣bη,θm (t)∣∣∣2 + η) p
′
2
≤
∫
Ω
g1,m(t) · (εˆmJηpdη,θm (t)) +
∫
Ω
g2,m(t) · (µˆmJηp′bη,θm (t)). (3.60)
Designando Ωm,ϕ˜j =
m⋃
j=1
supp ϕ˜j e Ωm,ψ˜θj
=
m⋃
j=1
supp ψ˜
θ
j , e aplicando a desigualdade de
Ho¨lder ao segundo membro da desigualdade anterior, tem-se∫
Ω
g1,m(t) ·
(
εˆmJ
η
pd
η,θ
m (t)
)
+
∫
Ω
g2,m(t) ·
(
µˆmJ
η
p′b
η,θ
m (t)
)
≤
(∫
Ω
∣∣g1,m(t)∣∣p) 1p (∫
Ω
(
εˆm
(∣∣dη,θm (t)∣∣2 + η) p−22 ∣∣dη,θm (t)∣∣)p′) 1p′
+
(∫
Ω
∣∣g2,m(t)∣∣p′) 1p′ (∫
Ω
(
µˆm
(∣∣bη,θm (t)∣∣2 + η) p′−22 ∣∣∣bη,θm (t)∣∣∣ )p) 1p
≤
(∫
Ω
∣∣g1,m(t)∣∣p) 1p (∫
Ω
m,ψ˜
θ
j
(
εˆm
(∣∣dη,θm (t)∣∣2 + η) p−22 (∣∣dη,θm (t)∣∣2 + η) 12 )p′) 1p′
+
(∫
Ω
∣∣g2,m(t)∣∣p′) 1p′ (∫
Ωm,ϕ˜j
(
µˆm
(∣∣bη,θm (t)∣∣2 + η) p′−22 (∣∣bη,θm (t)∣∣2 + η) 12 )p) 1p
≤
(∫
Ω
∣∣g1,m(t)∣∣p) 1p (∫
Ω
m,ψ˜
θ
j
εˆp
′
m
(∣∣dη,θm (t)∣∣2 + η) p2 ) 1p′
+
(∫
Ω
∣∣g2,m(t)∣∣p′) 1p′ (∫
Ωm,ϕ˜j
µˆpm
(∣∣bη,θm (t)∣∣2 + η) p′2 ) 1p .
Aplicando a desigualdade de Young a cada parcela da u´ltima expressa˜o, obte´m-se
∫
Ω
g1,m(t) ·
(
εˆmJ
η
pd
η,θ
m (t)
)
+
∫
Ω
g2,m(t) ·
(
µˆmJ
η
p′b
η,θ
m (t)
)
≤ 1
p
∫
Ω
∣∣g1,m(t)∣∣p + 1p′
∫
Ω
m,ψ˜
θ
j
εˆp
′
m
(∣∣dη,θm (t)∣∣2 + η) p2
+
1
p′
∫
Ω
∣∣g2,m(t)∣∣p′ + 1p
∫
Ωm,ϕ˜j
µˆpm
(∣∣bη,θm (t)∣∣2 + η) p′2 . (3.61)
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Observando que
1
p
∫
Ω
εˆm ∂t
(∣∣dη,θm (t)∣∣2 + η) p2 + 1p′
∫
Ω
µˆm ∂t
(∣∣bη,θm (t)∣∣2 + η) p′2
=
1
p
∫
Ω
m,ψ˜
θ
j
εˆm ∂t
(∣∣dη,θm (t)∣∣2 + η) p2 + 1p′
∫
Ω
m,ψ˜
θ
j
µˆm ∂t
(∣∣bη,θm (t)∣∣2 + η) p′2 , (3.62)
usando as desigualdades (3.58) e (3.59), conclui-se que
1
p
∫
Ω
m,ψ˜
θ
j
εˆm ∂t
(∣∣dη,θm (t∣∣2 + η) p2 + 1p′
∫
Ω
m,ψ˜
θ
j
µˆm ∂t
(∣∣bη,θm (t)∣∣2 + η) p′2
≤ 1
p
∫
Ω
∣∣g1,m(t)∣∣p + 1p′
∫
Ω
m,ψ˜
θ
j
εˆp
′
m
(∣∣dη,θm (t)∣∣2 + η) p2
+
1
p′
∫
Ω
∣∣g2,m(t)∣∣p′ + 1p
∫
Ωm,ϕ˜j
µˆpm
(∣∣bη,θm (t)∣∣2 + η) p′2 . (3.63)
Integrando em [0, t] a desigualdade (3.61), tem-se
1
p
∫
Ω
m,ψ˜
θ
j
εˆm
(∣∣dη,θm (t)∣∣2 + η) p2 + 1p′
∫
Ωm,ϕ˜j
µˆm
(∣∣bη,θm (t)∣∣2 + η) p′2
− 1
p
∫
Ω
m,ψ˜
θ
j
εˆm
(∣∣d0,m∣∣2 + η) p2 − 1
p′
∫
Ωm,ϕ˜j
µˆm
(∣∣b0,m∣∣2 + η) p′2
≤ 1
p
∫ t
0
∫
Ω
∣∣g1,m(τ)∣∣p + 1p′
∫ t
0
∫
Ω
m,ψ˜
θ
j
εˆp
′
m
(∣∣dη,θm (τ)∣∣2 + η) p2
+
1
p′
∫ t
0
∫
Ω
∣∣g2,m(τ)∣∣p′ + 1p
∫ t
0
∫
Ωm,ϕ˜j
µˆpm
(∣∣bη,θm (τ)∣∣2 + η) p′2 .
Observando que, para m ∈ N, das definic¸o˜es de εˆm e µˆm introduzidas em (3.39), resulta
que qualquer majorante (minorante) de εˆ e´ tambe´m majorante (minorante) de εˆm e que
o mesmo se passa relativamente a µˆ e µˆm, designando αmax = max
{
sup
Ω
εˆm, sup
Ω
µˆm, 1
}
e
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αmin = min
{
inf
Ω
εˆm, inf
Ω
µˆm
}
e supondo que p ≤ 2 ≤ p′, de (3.62) deduz-se que
∫
Ω
m,ψ˜
θ
j
(∣∣dη,θm (t)∣∣2 + η) p2 + ∫
Ωm,ϕ˜j
(∣∣bη,θm (t)∣∣2 + η) p′2
≤ p
′ αp
′
max
p αmin
∫ t
0
(∫
Ω
m,ψ˜
θ
j
(∣∣dη,θm (τ)∣∣2 + η) p2 + ∫
Ωm,ϕ˜j
(∣∣bη,θm (τ)∣∣2 + η) p′2 )
+
p′ αmax
p αmin
(∫
Ω
m,ψ˜
θ
j
(∣∣d0,m∣∣2 + η) p2 + ∫
Ωm,ϕ˜j
(∣∣b0,m∣∣2 + η) p′2 )
+
p′
p αmin
∫ T
0
(∫
Ω
∣∣g1,m(t)∣∣p + ∫
Ω
∣∣g2,m(t)∣∣p′).
Uma vez que
∫
Ω
m,ψ˜
θ
j
(∣∣d0,m∣∣2 + η) p2 + ∫
Ωm,ϕ˜j
(∣∣b0,m∣∣2 + η) p′2
≤ 2 p
′
2
(∫
Ω
m,ψ˜
θ
j
∣∣d0,m∣∣p + ∫
Ω
m,ψ˜
θ
j
η
p
2 +
∫
Ωm,ϕ˜j
∣∣b0,m∣∣p′ + ∫
Ωm,ϕ˜j
η
p′
2
)
= 2
p′
2
(∫
Ω
∣∣d0,m∣∣p + ∫
Ω
∣∣b0,m∣∣p′ + η p2 ∣∣Ωm,ψ˜θj ∣∣+ η p′2 ∣∣Ωm,ϕ˜j ∣∣
)
,
considerando valores de η tais que
η ≤ min
{∣∣Ω
m,ψ˜
θ
j
∣∣− 2p , ∣∣Ωm,ϕ˜j ∣∣− 2p′ } (3.64)
e observando que as sucesso˜es
(
d0,m
)
m
e
(
b0,m
)
m
sa˜o limitadas respectivamente em Lp(Ω)3
e Lp
′
(Ω)3 e que as sucesso˜es
(
g1,m
)
m
e
(
g2,m
)
m
sa˜o limitadas respectivamente em Lp(Q)3 e
Lp
′
(Q)3, a desigualdade (3.63) e´ da forma
∫
Ω
(∣∣dη,θm (t)∣∣2 + η χΩ
m,ψ˜
θ
j
) p
2 +
∫
Ω
(∣∣bη,θm (t)∣∣2 + η χΩm,ϕ˜j) p
′
2
≤ C1
∫ t
0
(∫
Ω
(∣∣dη,θm (τ)∣∣2 + η χΩ
m,ψ˜
θ
j
) p
2 +
∫
Ω
(∣∣bη,θm (τ)∣∣2 + η χΩm,ϕ˜j) p
′
2
)
+ C2
onde C1 e C2 sa˜o constantes.
Aplicando o lema de Gronwall, conclui-se que
∫
Ω
(∣∣dη,θm (t)∣∣2 + η χΩ
m,ψ˜
θ
j
) p
2 +
∫
Ω
(∣∣bη,θm (t)∣∣2 + η χΩm,ϕ˜j) p
′
2 ≤ C (3.65)
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para q.t. t ∈ [0, T ], onde C e´ uma constante independente de m, de t, de θ e de η, desde que
seja verificada a condic¸a˜o (3.64).
3.2.7 Existeˆncia de soluc¸a˜o da reformulac¸a˜o fraca do problema na˜o linear
Considerando que η e θ sa˜o sucesso˜es indexadas por m, verificando naturalmente (3.64),
tais que ηm −−−−→
m
0 e θm −−−−→
m
0, designando dm(t) = dηm,θmm (t) e bm(t) = b
ηm,θm
m (t),
de (3.65) conclui-se que ‖dm(t)‖p, ‖bm(t)‖p′ , ‖Jηpdm(t)‖p′ e ‖Jηp′bm(t)‖p sa˜o majoradas por
constantes independentes de m e de t. Daqui resulta existirem subsucesso˜es, dν e bν , tais
que
dν −−⇀
ν
d fraco - ∗ em L∞(0, T ;Lp(Ω)3),
bν −−⇀
ν
b fraco - ∗ em L∞(0, T ;Lp′(Ω)3),
Jpdν −−⇀
ν
J¯p,d fraco - ∗ em L∞(0, T ;Lp′(Ω)3),
Jp′bν −−⇀
ν
J¯p′,b fraco - ∗ em L∞(0, T ;Lp(Ω)3).
(3.66)
Nota 3.16 A limitac¸a˜o uniforme de Jηpdm e de J
η
p′bm na˜o garante, a` partida, limitac¸a˜o
uniforme para Pm(εˆJ
η
pdm) e Pm(µˆJ
η
pdm).
Um resultado que suporta a afirmac¸a˜o anterior pode ser observado em [32] (Proposic¸a˜o
5.2. al´ınea a, pa´g. 32).
Para tornear esta dificuldade, vamos redefinir as bases, de modo a serem “fechadas” para
o rotacional.
Lema 3.17 Existem sucesso˜es de func¸o˜es, (ϕn)n e (ψn)n, nas condic¸o˜es do Lema 3.2 e
existe uma sucessa˜o km : N −→ N tais que, ∀m ∈ N
{∇×ϕ1, . . . ,∇×ϕm} ⊆ 〈ϕ1, . . . ,ϕkm〉 e {∇×ψ1, . . . ,∇×ψm} ⊆ 〈ψ1, . . . ,ψkm〉.
Demonstrac¸a˜o Considerem-se sucesso˜es (ϕn)n e (ψn)n nas condic¸o˜es do Lema 3.2. Re-
presentamos por (∇×)nu, n ∈ N0, a func¸a˜o que se obte´m quando se aplica n vezes o operador
rotacional a` func¸a˜o u.
Considerem-se todas as func¸o˜es da forma (∇×)nϕm, com (n,m) ∈ N0 × N, formando um
conjunto numera´vel de func¸o˜es de D(Ω)3. Dispondo todos estes elementos numa tabela, de
modo a que o elemento (∇×)nϕm ocupe a linha m e coluna n+1, efectue-se a sua ordenac¸a˜o,
segundo as diagonais, da forma que se tenta ilustrar no esquema seguinte.
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ϕ2
ϕ3
ϕ4
ϕ5
ϕ6
ϕ1 ∇×ϕ1
∇×ϕ2
∇×ϕ3
∇×ϕ4
∇×ϕ5
∇×ϕ6
(∇×)2ϕ1
(∇×)2ϕ2
(∇×)2ϕ3
(∇×)2ϕ4
(∇×)2ϕ5
(∇×)3ϕ1
(∇×)3ϕ2
(∇×)3ϕ3
(∇×)3ϕ4
(∇×)4ϕ1
(∇×)4ϕ2
(∇×)4ϕ3
(∇×)5ϕ1
(∇×)5ϕ2
(∇×)6ϕ1
A ordenac¸a˜o descrita e´ equivalente, considerando a bijecc¸a˜o
b : N0 × N −→ N
(n,m) 7−→ n+ 1 + (m+ n− 1)(m+ n)
2
a considerar a sucessa˜o
(
ϕˆb(n,m)
)
(n,m)∈N0×N
, onde ϕˆb(n,m) = (∇×)nϕm.
O conjunto das combinac¸o˜es lineares finitas de elementos de
(
ϕˆb(n,m)
)
(n,m)∈N0×N e´ denso
em W p
′
0 (rot,Ω), faltando garantir que, ∀ (n,m) ∈ N0 × N,
{
ϕˆb(i,j) : b(i, j) ≤ b(n,m)
}
e´
constitu´ıdo por func¸o˜es linearmente independentes, para que os termos desta sucessa˜o formem
uma base, nas condic¸o˜es do Lema 3.2, de W p
′
0 (rot,Ω).
Para que esta u´ltima condic¸a˜o fique assegurada, considera-se a subsucessa˜o
(
ϕˆa(b(n,m))
)
(n,m)∈N0×N,
onde a : N −→ N e´ a sucessa˜o estritamente crescente definida, de forma recorrente, por a(1) =
1, a(j) = a(j−1)+k, onde k e´ o menor nu´mero natural tal que ϕˆa(1), . . . , ϕˆa(j) sa˜o linearmente
independentes.
Observe-se que, para cada j ∈ N, se tem que
{∇×ϕˆa(1), . . . ,∇×ϕˆa(j)} ⊆ 〈ϕˆa(1), . . . , ϕˆa(kj)〉
onde kj = max
{
i ∈ N : a(i) ≤ b (b−1(aj) + (1, 0)) }.
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Designando ϕm = ϕˆa(m) e ψm = ψˆa(m), onde
(
ψˆa(m)
)
m
e´ a sucessa˜o que se obte´m de
(ψm)m por um processo inteiramente ana´logo ao que foi apresentado para ϕm, km represen-
tara´, para cada m ∈ N, a menor ordem tal que
{∇×ϕ1, . . . ,∇×ϕm} ⊆ 〈ϕ1, . . . ,ϕkm〉 e {∇×ψ1, . . . ,∇×ψm} ⊆ 〈ψ1, . . . ,ψkm〉. 
No que se segue, considera-se que os processos de ortonormalizac¸a˜o que conduziram a`s
sucesso˜es (ϕ˜n)n e
(
ψ˜
θ
n
)
n
, sa˜o aplicados a`s bases com as propriedades referidas no Lema 3.17.
Antes de passarmos a` demonstrac¸a˜o do Teorema 3.14, considere-se um resultado auxi-
liar, cuja demonstrac¸a˜o decorre de forma imediata da aplicac¸a˜o do teorema da convergeˆncia
dominada de Lebesgue.
Lema 3.18 Seja (uη)η uma famı´lia de func¸o˜es em L
∞(B(0, r))3, tal que zero e´ ponto de
acumulac¸a˜o do conjunto dos ı´ndices η, e suponhamos que existe C > 0 tal que ‖uη‖∞ ≤ C,
∀η.
Enta˜o, dados q e q′ expoentes conjugados, q, q′ > 1, ‖Jηq uη − Jquη‖q′ −−−−→η→0 0.
Demonstrac¸a˜o do Teorema 3.14
Retomando as equac¸o˜es (3.55), agora tomando em lugar de m os valores da subsucessa˜o
ν e integrando por partes, tem-se que, para cada ν e j = 1, . . . , ν,
∫
Ω
∂tdν(t) ·ϕj +
∫
Ω
σεˆp
′−1dν(t) ·ϕj −
∫
Ω
Pν
(
µˆν J
η
p′bν(t)
) · ∇×ϕj = ∫
Ω
g1,ν(t) ·ϕj , (3.67a)∫
Ω
∂tbν(t) ·ψθj +
∫
Ω
Pν
(
εˆνJ
η
pdν(t)
) · ∇×ψθj = ∫
Ω
g2,ν(t) ·ψθj . (3.67b)
Considere-se m ∈ N tal que km ≤ ν. Para j = 1, . . . ,m, uma vez que
∇×ϕj =
kj∑
i=1
αiϕj ∈ Fν ,
de (3.67a), usando (3.53), obte´m-se
∫
Ω
∂tdν(t) ·ϕj +
∫
Ω
σεˆp
′−1dν(t) ·ϕj −
∫
Ω
µˆν J
η
p′bν(t) · ∇×ϕj =
∫
Ω
g1,ν(t) ·ϕj . (3.68)
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Observando que
∇×ψθj = ∇×
(
ψθj −ψj
)
+∇×ψj
= ∇×(ψθj −ψj)+ kj∑
i=1
βiψi
= ∇×(ψθj −ψj)+ kj∑
i=1
βi(ψi −ψθi ) +
kj∑
i=1
βiψ
θ
i︸ ︷︷ ︸,
∈ Gν
(3.69)
de (3.67b), usando novamente (3.53), obte´m-se
∫
Ω
∂tbν(t) ·ψθj +
∫
Ω
Pν
(
εˆνJ
η
pdν(t)
) · ∇×(ψθj −ψj)
+
∫
Ω
Pν
(
εˆνJ
η
pdν(t)
) · kj∑
i=1
βi(ψi −ψθi )
+
∫
Ω
εˆνJ
η
pdν(t) ·
kj∑
i=1
βiψ
θ
i =
∫
Ω
g2,ν(t) ·ψθj . (3.70)
Note-se que a convergeˆncia de ψθj para ψj , em W
p(rot,Ω), quando θ tende para zero
permite concluir, a partir de (3.69), que
∇×ψj =
kj∑
i=1
βiψi. (3.71)
Considerando func¸o˜es
Φm(t) =
m∑
j=1
ξj(t)ϕj , onde ξj(t) ∈ C 1[0, T ], ξj(T ) = 0
e
ψθm(t) =
m∑
j=1
ζj(t)ψθj , onde ζj(t) ∈ C 1[0, T ], ζj(T ) = 0,
multiplicando em (3.68) e em (3.70), a j-e´sima equac¸a˜o, respectivamente por ξj(t) e ζj(t),
com j = 1, . . . ,m, somando em j e integrando em [0, T ], tem-se
∫
Q
∂tdν · Φm +
∫
Q
σεˆp
′−1dν · Φm −
∫
Q
µˆν J
η
p′bν · ∇×Φm =
∫
Q
g1,ν(t) · Φm, (3.72a)
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∫
Q
∂tbν ·ψθm +
∫
Q
Pν
(
εˆνJ
η
pdν
) · m∑
j=1
ζj∇×
(
ψθj −ψj
)
+
∫
Q
Pν
(
εˆνJ
η
pdν
) · m∑
j=1
ζj
kj∑
i=1
βi(ψi −ψθi )
+
∫
Q
εˆνJ
η
pdν ·
m∑
j=1
ζj
kj∑
i=1
βiψ
θ
i =
∫
Q
g2,ν ·ψθm. (3.72b)
Integrando por partes, em tempo, a primeira parcela das equac¸o˜es (3.72), temos
−
∫
Q
dν · ∂tΦm +
∫
Q
σεˆp
′−1
ν dν · Φm −
∫
Q
µˆν J
η
p′bν · ∇×Φm
=
∫
Q
g1,ν(t) · Φm +
∫
Ω
dν,0Φm(·, 0), (3.73a)
−
∫
Q
bν · ∂tψθm +
∫
Q
Pν
(
εˆνJ
η
pdν
) · m∑
j=1
ζj∇×
(
ψθj −ψj
)
+
∫
Q
Pν
(
εˆνJ
η
pdν
) · m∑
j=1
ζj
kj∑
i=1
βi(ψi −ψθi ) +
∫
Q
εˆνJ
η
pdν ·
m∑
j=1
ζj
kj∑
i=1
βiψ
θ
i
=
∫
Q
g2,ν ·ψθm +
∫
Ω
bν,0ψm(·, 0). (3.73b)
Antes de efectuarmos a passagem ao limite em ν nas equac¸o˜es (3.73), vejamos, em sepa-
rado, o comportamento de algumas das parcelas.
• Escrevendo
∫
Q
µˆν J
η
p′bν · ∇×Φm =
∫
Q
µˆν (J
η
p′bν − Jp′bν) · ∇×Φm +
∫
Q
µˆν Jp′bν · ∇×Φm
e observando que, fixado ν, as func¸o˜es bν , que continuam a depender de η, esta˜o nas
condic¸o˜es do Lema 3.18, conclui-se que existe ην tal que
η ≤ ην ⇒
∥∥∥Jηp′bν − Jp′bν∥∥∥
p
≤ 1
ν
.
E´ enta˜o imediato concluir, desde que ην −−−−−→
ν→+∞ 0 suficientemente ra´pido, que (ver
3.66), ∫
Q
µˆν J
η
p′bν · ∇×Φm −−−−−→ν→+∞
∫
Q
µˆ J¯p′,b · ∇×Φm.
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• Aplicando argumentos do mesmo tipo e tendo presente (3.71), conclui-se que
∫
Q
εˆνJ
η
pdν ·
m∑
j=1
ζj
kj∑
i=1
βiψ
θ
i −−−−−→ν→+∞
∫
Q
εˆ J¯p,d · ∇×ψm,
desde que ην −−−−−→
ν→+∞ 0 suficientemente ra´pido.
• As propriedades do operador Pν , que e´ linear e cont´ınuo, e das func¸o˜es ζj , ψθj e ψj ,
garantem a existeˆncia de constantes Cν e Cm tais que
∫
Q
Pν
(
εˆνJ
η
pdν
) · m∑
j=1
ζj∇×
(
ψθj −ψj
)
≤
∥∥∥Pν (εˆνJηpdν)∥∥∥
p′
∥∥∥∥ m∑
j=1
ζj∇×
(
ψθj −ψj
)∥∥∥∥
p
≤ Cν
∥∥εˆνJηpdν∥∥p′ Cmθ.
Uma vez que ‖εˆνJηpdν‖p′ e´ limitada independentemente de ν, η e θ, conclui-se que
∫
Q
Pν
(
εˆνJ
η
pdν
) · m∑
j=1
ζj∇×
(
ψθj −ψj
)
−−−−−→
ν→+∞ 0,
desde que θ −−−−−→
ν→+∞ 0, suficientemente ra´pido.
• De forma ana´loga se conclui que
∫
Q
Pν
(
εˆνJ
η
pdν
) · m∑
j=1
ζj
kj∑
i=1
βi(ψi −ψθi ) −−−−−→ν→+∞ 0,
desde que θ −−−−−→
ν→+∞ 0, suficientemente ra´pido.
A passagem ao limite em ν nas equac¸o˜es (3.73), tendo em conta (3.66) e as observac¸o˜es
anteriormente efectuadas, permite concluir que d, b, e e h verificam
−
∫
Q
d · ∂tΦm +
∫
Q
σεˆp
′−1d · Φm −
∫
Q
h · ∇×Φm =
∫
Q
g1(t) · Φm +
∫
Ω
d0Φm(·, 0)
e
−
∫
Q
b · ∂tψm +
∫
Q
e · ∇×ψm =
∫
Q
g2 ·ψm +
∫
Ω
b0ψm(·, 0),
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o que conclui a demonstrac¸a˜o. 
Observe-se que a soluc¸a˜o deste problema corresponde, no caso p = 2, a` soluc¸a˜o encontrada
em [17], descrita na Secc¸a˜o 3.1.3.
Uma nota final para referir que, dada a origem f´ısica do modelo inicial, as equac¸o˜es sa˜o
tratadas em domı´nios na˜o limitados. O estudo deste problema poderia ter alguma simpli-
ficac¸a˜o se estive´ssemos a considerar Ω limitado, no caso em que p > 2. Observando, no
entanto, que as inco´gnitas esta˜o em espac¸os duais, na˜o retirar´ıamos qualquer vantagem da
restric¸a˜o do problema a domı´nios limitados.
Uma questa˜o relevante, que fica em aberto, e´ a da existeˆncia de soluc¸a˜o do problema (3.37).
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