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ABSTRACT
A mathematical approach to molecular genetics is developed and 
explored. The underlying motivation is to generate a formalism which 
will facilitate a search for inherent symmetry principles in biolog- 
ical systems.
Abstraction is from a selection of concepts which form the core 
of the theory of molecular genetics: namely, that DNA (deoxyribo­
nucleic acid) replication, DNA transcription into m-RNA (messenger- 
ribonucleic acid) and m-RNA translation into protein constitute the 
molecular basis for heredity. Taking the partitioning of DNA, RNA 
and protein molecules into informational units (respectively, DNA 
codons, RNA codons and amino acids) to be a fundamental concept, 
these molecules may be realized as vectors in separate finite­
dimensional spaces. Transcription is then treated as a linear 
operator mapping DNA space onto RNA space, while translation is 
treated as a linear operator mapping a subset of RNA space onto pro­
tein space.
An informational space of DNA vectors is defined as a Euclidean 
vector space (over the real field). Addition of an evolutionary 
time coordinate results in the informational space-time manifold.
This manifold suffers from an inherent biological-information loss 
which derives from the structure of informational space: namely, the
vectors which represent DNA molecules differing only in codon order 
lie at zero distance from one another. In attempting to remove this 
artifact in a non-trivial manner, one is lead to consider the infor-
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mational space-time manifold as curved.
Riemannian geometry is presented, along classical lines, from 
a purely mathematical point of view. Contact is made with biology 
by postulating that evolutionary motions on the informational space­
time manifold are geodesic curves. One may then interpret the geo­
desic equations as evolutionary equations-of-motion defined with 
respect to an evolutionary field which results from the intrinsic 
structure of the informational space-time manifold. When realized 
as a Riemannian geometry, therefore, molecular genetics may be inter­
preted as a biological field theory. The fundamental result is that 
the solution to those evolutionary questions which are formulated 
at the DNA level resides, in principle, in the knowledge of the 
intrinsic structure of the informational space-time manifold: that
is, knowledge of the biologically-correct genetical-cosmology.
A model genetical-cosmology is investigated in which the funda­
mental tensor is a function of only the evolutionary time. It is 
shown how the information loss which was inherent in the original 
Euclidean vector space formalism is alleviated, with respect to 
evolution, in a curved informational space-time manifold. The evo­
lutionary equations-of-motion for a weak evolutionary field, which 
is a function of only the evolutionary time, are derived, and the 
nature of future empirical input into genetical-cosmology is discussed.
An Appendix to this work is a manuscript entitled "Symmetry 
Characteristics of the Genetic Code." Briefly, necessary (but not 
sufficient) conditions for codon degeneracy are found from a consider­
ation of the so-called ambiguous codon assignments. The argument is
viii
elaborated by a group-theoretic construction. It is shown that 
these ambiguous codon assignments are perfectly valid from a symmetry 
point of view and need not be considered as mistakes of the biological 
system. The result is an expanded view of the nature of the genetic 







In 1953, Watson and Crick* suggested that the informational 
content of a gene, at the molecular level, resides in the linear 
arrangement of nucleic acid bases in DNA (deoxyribonucleic acid).
Since that time, extensive experimental investigations, both chemical 
and biological, have generated an enormous increase in our know­
ledge of the fundamental processes which comprise what has come to 
be known as molecular biology.
As a discipline, molecular biology encompasses a broad spectrum 
of topics which range from the purely chemical to the purely biolog­
ical. In all cases, however, an underlying philosophy is discernible: 
namely, that the structural and functional characteristics of organ­
isms are directly determined by molecular interactions at the sub- 
cellular level. Thus, as the name suggests, molecular biology is a 
re-direction of biological thinking from the organismal level to the 
level of the complex physico-chemical processes which occur within 
living forms.
Perhaps the most spectacular advances have occurred in the area 
of molecular genetics. As a sub-discipline of molecular biology, 
molecular genetics represents investigations into the physico-chemical 
basis for heredity. Such research has lead, over the past twenty- 
five years, to a theory of molecular genetics which has as its 
cornerstone the so-called "central dogma": that is, that DNA
replication, DNA transcription into m-RNA (messenger-ribonucleic 
acid) and m-RNA translation into protein serve as the molecular basis 
for the hereditary process. In the past, a vast amount of experimental
work has gone into the elucidation of the nature of the enzymic 
reactions which give rise to the above processes. To say that 
these phenomena are well-understood would be somewhat crass. How­
ever, there has emerged an over-all picture which appears to be 
remarkably constant throughout all living forms. It is this over­
all picture to which we wish to address ourselves.
1. DESCRIPTION OF INTENT
For our purposes, we shall consider the theory of molecular 
genetics to consist solely of a selection of conceptual processes 
which comprise the biological-information storage, retrieval and 
processing systems. No discussion of the complex molecular inter­
actions which underlie the biological-information systems will be 
given, except to the extent necessary to define the specific phenom­
ena involved. Thus, interest is focused on that aspect of molecular 
genetics which may be abstractly formulated without explicit recourse 
to physical considerations. In this sense, then, the work which we 
shall present is outside the scope of traditional biophysics, since 
we concentrate on the conceptual foundations of molecular genetics 
rather than on the underlying physics.
It is our intent in this work to present a mathematical theory 
of molecular genetics which is predicated on biological concepts. 
Prime motivation for such a program has been to express the theory 
of molecular genetics In a formalism in which meaningful questions 
may be posed concerning the importance of symmetry in biological 
systems. We hasten to add that such symmetries, if any exist, will 
be purely biological in nature.
The concept of biological symmetry is, of needs, fuzzy. However, 
the discovery of the existence of inherent symmetries in biology 
would be tantamount to the discovery of biological laws. In this 
guise, then, questions pertaining to biological symmetry become 
critically important. Within a mathematical formalism, however, 
the concept of symmetry is stripped of its impreciseness, and this 
we take as sufficient justification for our viewpoint. Thus, a 
realization of all, or a part, of biology as a mathematics is, in 
essence, the beginning of research which may ultimately lead to the 
discovery of biological laws. Such laws may be every bit as well- 
founded empirically, and as logically consistent, as physical laws.
In biology one is in the advantageous, and at the same time precar­
ious, position of being able to construct a symmetry-searching 
apparatus in advance of concrete evidence of the existence of such 
symmetries. The rewards of such a program lie in the possibility of 
being able to guide researchers, through posing questions which arise 
in a natural fashion from the mathematics, in the discovery of 
biological laws.
The goals of the preceeding paragraph acquire additional
2importance in view of the following comment by E. P. Wigner:
A [...jdifficult and confusing situation would arise if we 
could, some day, establish a theory [...] of biology, which 
would be as coherent and convincing as our present theories 
of the inanimate world. Mendel's laws of inheritance and 
the subsequent work on genes may well form the beginning of 
such a theory as far as biology is concerned. Furthermore, 
it is quite possible that an abstract argument can be found 
which shows that there is a conflict between such a theory 
and the accepted principles of physics. The argument could 
be of such abstract nature that it might not be possible to 
resolve the conflict, in favor of one or of the other theory,
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by an experiment. Such a situation would put a heavy strain 
on our faith in our theories and on our belief in the reality 
of the concepts which we form.
Thus, we feel that attempts to interpret biology mathematically 
represent not only research into the foundations of biology, but 
research into the foundations of physics as well. Our attitude is 
justified only in so far as biological theories, which are expressed 
mathematically, may be formally put on a par with existing physical 
theories. It is our opinion that biological theories must be made 
formally compatible with physical theories in order to facilitate 
a comparison of the logical structure of both. Clearly, whether 
or not such a comparison will lead to logical contradictions is an 
intriguing question for the future. In the event of such contra­
dictions, one cannot rule out the possibility of an extension of 
biological concepts and/or physical concepts which would render the 
theories mutually consistent. However, one also cannot rule out 
the converse possibility noted by Professor Wigner.
2. CHAPTER SUMMARIES
The results which we shall present constitute a realization 
of molecular genetics as a Riemannian geometry. Hence, in commu­
nicating this work we find ourselves in the somewhat awkward position 
of speaking to two rather disparate audiences: those who are biolog­
ically-minded and those who are mathematically-minded. Certainly, 
one hope which we have for this work is that it will help narrow 
the chasm which exists between these two audiences. Nevertheless, 
the approach we have taken is to present two short chapters covering
fundamental biological (Chapter II) and mathematical (Chapter III) 
foundations.
Chapter II holds nothing new in store for the reader who is 
familiar with the current theory of molecular genetics. We present 
only a sketch of the conceptual foundations of this theory and refer 
the interested reader to standard works for detailed, empirical 
justifications of these concepts. However, one should bear in mind 
that this Chapter represents our choice of what we feel to be 
centrally important to the biological theory of molecular genetics, 
and this, in turn, forms the basis of our later mathematical ab­
stractions.
In like manner, Chapter III holds nothing new in store for the 
reader who is versed in abstract algebra. We present, in an axiomatic 
format, those algebraic structures which are necessary for the 
formation of vector spaces and metric spaces. Certainly, such a 
development will be of little or no use to the reader who approaches 
these topics for the first time. Indeed, by way of apology, we can 
only say that our intention is to: (i), make the ill-prepared reader
aware of what basic mathematics he needs to know and, by references 
to standard works, where he can go to find it; and (ii), fix certain 
notational conventions which will be of use in Chapter IV.
We begin an initial development of a mathematical basis for 
the theory of molecular genetics in Chapter IV. To this end, DNA,
RNA and protein molecules are realized as vectors in separate finite­
dimensional spaces. Transcription is then treated as a linear 
operator mapping DNA space onto RNA space, while translation is
7
treated as a linear operator mapping a subset of RNA space onto 
protein space. Two separate vector space formulations, different 
only in field structure, are investigated: (i), an n-dimensional
Euclidean vector space over the real field, R, taking as a basis 
the information units of the molecules in question (DNA codons,
RNA codons or amino acids); and (ii), an n-dimensional vector space 
over the finite field, Z,., where the elements of Z,. are chosen, by 
order-isomorphisms, to be the DNA (or RNA) bases. By arguments 
elaborated in this Chapter, we are lead to choose formulation (i) 
as the more appropriate structure within which to phrase questions 
concerning the dynamical (evolutionary) nature of molecular genetics. 
Addition of an evolutionary time coordinate to the space of DNA 
vectors gives rise to the informational space-time manifold. This 
manifold, however, suffers from an inherent information loss which 
derives from the nature of the informational space of DNA vectors: 
namely, the vectors which represent DNA molecules differing only in 
codon order lie at zero distance from one another. In attempting 
to remove this artifact in a non-trivial manner, we are lead to 
relax the Euclidean constraint on the informational space-time 
manifold.
In the first eight sections of Chapter V we sketch a develop­
ment of local differential geometry along classical lines; Riemannian 
geometry is defined and investigated from a purely mathematical view­
point. In section nine we make the biological postulate that evo­
lutionary motions on the informational space-time manifold are 
geodesics. The result of this postulate is the interpretation of
8
the geodesic equations as evolutionary equations-of-motion. These 
equations-of-motion are defined with respect to an evolutionary field 
which arises from the intrinsic structure of the informational space­
time manifold. The analogy to concepts from General Relativity is 
obvious. Thus, when realized as a Riemannian geometry, molecular 
genetics may be interpreted as a biological field theory. This 
field theory may be made specific by a choice of the intrinsic struc­
ture of the informational space-time manifold, and such a choice 
defines a specific genetical-cosmology. The fundamental result is 
that the solution to those evolutionary questions which are formulated 
at the DNA level resides, in principle, in the knowledge of the bio- 
logically-correct genetical-cosmology.
In Chapter VI we investigate our ability to obtain knowledge 
of the biologically-correct genetical-cosmology. It is shown, 
finally, in this Chapter how the information loss which was inherent 
in the original Euclidean vector space formulation is alleviated, 
with respect to evolution, in a curved informational space-time 
manifold. Additionally, the evolutionary equations-of-motion for a 
weak evolutionary field, which is a function of only the evolutionary 
time, are derived. As a last point, the nature of future empirical 
input into genetical-cosmology is discussed.
Even though this work is entirely formal in nature, it represents 
a significant simplification: namely, attention is re-directed from
the physico-chemical processes involved in evolution, as mediated 
through natural selection, to the totally geometric concept of an 
evolutionary field resulting from the curvature of the informational
space-time manifold. This mathematical theory, therefore, appears 
appropriate for future investigations of the nature of symmetry in 
biological evolution formulated at the level of molecular genetics.
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The purpose of this Chapter is to introduce the current theory 
of molecular genetics. We do not claim any completeness of exposition. 
Indeed, our sole intent is to sketch that part of the theory for which 
we will later provide a mathematical interpretation. The interested 
reader will find more details concerning specific biological systems 
in References 1-3.
1. DNA STRUCTURE
DNA (deoxyribonucleic acid) serves as the repository of infor­
mation which controls the genetic variability of an organism. This 
information is encoded in the linear arrangement of the nucleic 
acid bases (T = thymine, A = adenine, C = cytosine, G = guanine) 
along the polymer chain. To understand the nature of this linear 
arrangement, we must consider the molecular structure of DNA.
The total DNA molecule (ds-DNA) is a double-stranded moiety 
which exists as a right-handed helix. The two polynucleotide 
strands are wound about the same axis and are held together by 
hydrogen-bonding between the nucleic acid bases on opposite strands:
A associates with T via two hydrogen-bonds, while G associates with 
C via three hydrogen bonds. The two polynucleotide chains, however, 
have opposite polarity with respect to one another.
The polarity designations (5',3') of a single-stranded DNA 
(ss-DNA) molecule are based on the substituent positions on the 
deoxyribose unit of the DNA polymer (see Figure 1)• The 5 * 
position refers to the hydroxy-substituted carbon external to the
Figure 1. A segment of single-stranded DNA with 5',3' positions 
indicated.
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deoxyribose ring, while the 3' position refers to the hydroxy- 
substituted carbon internal to the ring. Adjacent deoxyribose 
units in the ss-DNA molecule are bonded together via a phosphodi- 
ester linkage, with the binding occurring at the 5* position on one 
unit and at the 3* position on the other. If we now consider the 
entire ss-DNA molecule, one end of the molecule terminates in a 
deoxyribose unit which is bonded to the rest of the molecule at the 
3' position, while the other end terminates in a unit bonded to the 
rest of the molecule at the 5' position. These are termed the 5' 
and 3' ends of the molecule, respectively. In the ds-DNA molecule, 
however, association occurs such that one strand has the opposite 
polarity of the other if we view the molecule, left-to-right say, 
along the length of the chain. In other words, at the left end of 
the polymer one strand has a 3' terminus while the other has a 5' 
terminus; at the right end the former strand has a 5' terminus 
while the latter has a 3' terminus. These distinctions are criti­
cally important for transcription and translation (cf.§11.3 and §11.4).
Since the base pairing between opposite strands is specific 
(A pairs with T, G pairs with C), the two strands are said to be 
complementary to one another and to possess opposite sense (which 
is simply another term for opposite polarity).
2. DNA REPLICATION
Cellular biosynthesis of DNA (replication) occurs during cell 
duplication (reproduction) and serves to maintain the genetic 
integrity of the cell line. During replication, the ds-DNA molecule 
serves as a template for the synthesis of two replica molecules
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which are identical to the parent DNA. Replication is a complex 
enzymic reaction which is not yet well-understood from a chemical 
standpoint. In conceptual terms, however, the over-all process may 
be described as follows.
During replication, the ds-DNA molecule unwinds to expose the 
two complementary single DNA chains. Each of these chains serves 
as a template for the synthesis of a new complementary strand, the 
synthesis proceeding from the 3* to the 5' end of the single­
stranded template. These two new complementary strands, each 
associated with one of the old complementary strands, form the 
two replica DNA molecules. This synthesis has been termed semi­
conservative, since the parent DNA is entirely contained in the 
product DNA's: one of the parent strands is in one replica molecule,
while the other parent strand is in the other replica molecule.
It is important to note that it is at the level of DNA replica­
tion that genetic mutation is presumed to operate. The occurrence 
of mutations is simply a reflection of the fact that replication 
is not entirely faithful. Three basic types of mistake can occur:
 Substitutions: this occurs when a mismatch in base-pairing
happens during the formation of the new complementary strands. The 
end result is the substitution of one base-pair at a particular 
point in the molecule for another.
 Deletions: the loss of a specific base-pair from a partic­
ular point in the molecule.
 Insertions: the addition of a specific base-pair at a
particular point in the molecule.
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Deletions and insertions are collectively known as phase-shift 
(or frame-shift) mutations at the level of translation (vide infra).
These mutations of the genetic material have a direct bearing 
on the total evolutionary progress of an organism. Indeed, the 
mathematical representation of evolution will concern us extensively 
in a later part of this work (cf. Chapters V and VI).
3. DNA TRANSCRIPTION
The end result of a message encoded in a DNA molecule is the 
formation of a specific protein. In fact, that segment of DNA 
which contains the information necessary to completely specify one 
protein is the molecular equivalent of a gene. DNA does not act 
directly in protein synthesis, however. A specific type of RNA 
(ribonucleic acid) is first synthesized from DNA, and this molecule 
then acts as the template in the actual protein synthesis (trans­
lation) . This RNA is termed messenger-RNA (m-RNA). The molecular 
structure of RNA differs from that of DNA in the following three 
ways:
 The sugar moiety of RNA is ribose. Ribose differs from
deoxyribose in being hydroxylated at the 2' position on the ring.
 The DNA base T = thymine is replaced in RNA by U = uracil.
 RNA is (usually) single-stranded, whereas DNA is (usually)
double-stranded.
Transcription is the synthesis of an m-RNA from the DNA tem­
plate. This process serves merely to transfer the genetic informa­
tion contained in DNA to the m-RNA molecule. There are two impor-
18
tant points to note about transcription:
 Only one of the two complementary DNA strands may serve
as the template for a specific m-RNA.
 Synthesis proceeds from the 3' end to the 5* end of the
DNA template.
Even though replication and transcription differ in their 
actual chemical mechanisms, they are conceptually very similar. 
During transcription, the ds-DNA unwinds, freeing the single DNA 
chains so that one may serve as the template. Synthesis then pro­
ceeds from the 3’ to the 5’ end of the selected template, and 
during the synthesis, the RNA base U pairs with the DNA base A.
The m-RNA molecule, of course, grows from the 5' to the 3' end. 
After synthesis is complete, the newly formed m-RNA is released 
from the DNA template, which then resumes the right-handed helical 
form.
4. m-RNA TRANSLATION
The biosynthesis of protein from an m-RNA template is termed 
translation. During protein synthesis, the m-RNA base sequence is 
translated into the amino acid sequence of a nascent protein via 
the genetic code (see Table 1). Each triplet (or codon) of RNA 
bases codes for the introduction of one amino acid into the growing 
polypeptide chain. Thus, the linear arrangement of codons along 
the m-RNA template (which ultimately derives from the base sequence 
in the controlling DNA molecule) determines the linear arrangement 


























































Each codon is written in the 5* to 3' direction from left to right.
The amino acid (or terminator codon) to which each codon corresponds 
is written to the right of the codon. Standard abbreviations for the 
amino acids are used (see Table 2). TC (terminator codon) symbolizes 
the operator which acts to interrupt the process of protein synthesis.
A striking feature of the genetic code is that while there are
34 * 6 4  possible codons, there are only 20 amino acids. Thus, more
than one codon specifies the same amino acid. This phenonmenon is 
termed the degeneracy of the genetic code (see Table 2). The 
symmetry characteristics of the genetic code, as exhibited by 
degeneracy, are of intrinsic interest, and this subject is devel­
oped extensively in the Appendix.
Protein synthesis proceeds in the 5* -»• 3' direction along the 
m-RNA template. Thus, the sense of a codon must be interpreted from 
the 5' to the 3* end of the m-RNA molecule. The actual reading of 
the message template occurs within a ribosomal complex which serves, 
among other things, to set the phase of the message. At the ribo­
somal level, each codon is recognized by a specific t-RNA (transfer- 
RNA) which transports the amino acid coded for by a particular codon 
to the site of protein synthesis. This recognition process involves 
a base-pairing between the codon and the t-RNA anti-codon. For 
example, if UAG is the codon in question, then CUA is the t-RNA 
anti-codon.
Synthesis is initiated at the AUG codon which, when acting as 
the initiator, codes for the introduction of N-formylmethionine.
The ribosome then shifts one triplet down the m-RNA molecule in the 
3' direction, and the amino acid which is coded for by the new codon 
is brought into position by the appropriate t-RNA. A peptide bond 
is formed between N-formylmethionine and the new amino acid. The 
ribosome then shifts down one triplet again. This process is 
continued until one of the three codons UAA, UAG or UGA is reached.
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DEGENERACY OF THE GENETIC CODE
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These codons, the terminator codons (TC), act to interrupt the 
synthesis. The end result is a specific protein having an N-formyl­
methionine residue at the amino end of the protein. This first 
residue is usually removed during later modifications which transform 
the newly formed protein into a "mature" protein.
The initiator codon-ribosome complex serves to partition the 
m-RNA base sequence into codons: that is, this complex formation
determines the phase (reading frame) of translation. Phase-shift 
mutations (DNA deletions and insertions) act by modifying the read­









Thus, deletion mutations can radically change the protein structure 
by altering the reading frame. Insertion mutations act in a similar 
manner. If equal numbers of deletions and insertions occur, however, 
then the phase remains unaltered posterior (in the 3' direction) to
the last deletion or Insertion.
5. SUMMARY
The molecular-genetic system serves a two-fold purpose:
 It transmits Information from one generation to the next
(DNA replication).
 It expresses this information within one generation (tran­
scription and translation).
Each of the processes (§11.2-511.4) is composed of complex en­
zymic reactions which are neither well-understood nor even well-charac­
terized. The basic conceptual nature of information storage and 
retrieval, however, appears to be quite secure. It is this con­
ceptual system with which we shall be concerned in later chapters.
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CHAPTER III




We now provide a very brief exposition of certain mathematical 
concepts which will be useful in Chapter IV. Axiomatic systems are 
introduced primarily without obvious motivation, and no proofs are 
given. However, references to standard textbooks are included for 
the interested reader. A survey of most of the material presented 
in this chapter will be found in Reference 1. We defer any discus­
sion of Riemannian Geometry until Chapter V.
1. SETS2
Underlying all of our investigations will be the concept of a 
set. We shall understand a set to be formed by the bringing together 
of distinct objects to form a conceptual "whole". These distinct 
objects will be termed elements.
The fundamental property of a set is inclusion: that is, whether
or not a given element is a member of a given set. Let A be a set
and x an element which may or may not be contained in A. Nota-
tionally, we have x £ A (read: x is contained in A) in the first
case and x ^ A (read: x is not contained in A) in the second. The
elements of a set are usually enclosed within curly braces {} in 
order to indicate set-theoretic inclusion.
We denote a (proper or improper) subset B of the set A by
B c A (read: B is a subset of A) or, equivalently, A 3  B. This is
to be interpreted in the following manner:
B c A if and only if x € B (read: implies that) x € A
for all x € B.
If B cr A and A c b , then B ■ A: that is, the sets B and A are 
identical.
For convenience, we postulate the existence of a set which 
contains no elements, the empty or null set, denoted <j>. Given this 
notation, we may develop a calculus for sets.
If two sets A and B have no elements in common, then they are 
said to be disjoint, in symbols A ° B. This is succinctly emphasized 
in terms of the intersection, a binary operation on sets to be de­
fined below.
Let A and B be two (not necessarily disjoint) sets. The union 
of A and B is the set A U B, such that x € A U B if and only if
x € A and/or x € B. The intersection of A and B is the set A D B,
such that x ( A ̂  B if and only if x ( A and x € B. In case A o B,
then A fl B = <j>. The (proper) difference of the sets A and B is
defined only when B c a . In this case, the difference of A and B 
is the set A-B, such that x € A-B if and only if x € A and x ^ B.
The difference is often termed the relative complement of B in A.
Countable (finite or infinite) generalizations of the above 
operations are obvious and will not be discussed.
An abstract set is totally determined by its cardinality. For 
a finite set (a set with a finite number of elements), the cardinality 
is simply the number of elements in the set. Such a cardinal num­
ber is termed a finite cardinal number. The existence of infinite 
sets (sets with an infinite number of elements), however, leads to 
the concept of transfinite cardinal numbers. We shall introduce
these only by example and refer the interested reader to standard
2 3 works. *
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Consider the set of natural numbers N = {1,2,3,***}. This is 
the prototype countable infinite set and its cardinality is the first 
transfinlte cardinal number, Nq . The only other infinite set with 
which we shall be concerned is the uncountable infinite set having 
the transfinlte cardinal number The set of real numbers, ft, is
a representation of this abstract set.
We define the sum of cardinal numbers as the cardinal number 
of a union of disjoint sets. The product of cardinal numbers is de­
fined in terms of the Cartesian product of sets as follows. Let A and 
B be sets with cardinal numbers p and q, respectively. Then A x B 
denotes the Cartesian product set which consists of all ordered 
2-tuples of the elements of A and B; the first member of each 2-tuple 
comes from A and the second from B. The cardinality of A x B is 
p • q. For example, let A = {a^a^, B = {bj.b^, then
A x B — {(3jjbj), (a^*b2) , (a2*bj), (32^ 2)}
and the cardinality of A x B is 2 * 2 = 4 .  The countable extension 
is obvious and will not be formally presented.
2. MAPPINGS
A mapping is a rule which assigns to each element (pre-image) 
of its domain set A a distinct element (image) of its range set B, 
in symbols f:A -»■ B.
If every image has only one pre-image, then f is said to be 
one-one or injective. If every element of B has at least one pre­
image, then f is said to be onto or surjective. A mapping which is




A group is a set G and a binary combination rule (group product) 
which associates to every ordered pair (a,b) € G x G an element 
ab € G such that the following axioms are satisfied.
GA1. For every a,b,c € G, a(be) = (ab)c.
GA2. There exists e € G such that ae = ea = a for all a € G. 
GA3. For every a € G, there exists a * € G such that aa * =
-1a a = e.
GA1 ensures that the formation of the group product (group multi­
plication) is associative. GA2 postulates the existence of an 
identity element which is readily seen to be unique. GA3 postulates 
the existence of an inverse for every element of G, and these in­
verses are also readily seen to be unique.
In general, group multiplication is not commutative. In the 
event that it is, the group is said to be abelian. For an abelian 
group, the combination rule is usually denoted as + and the identity 
as 0. For non-abelian groups, we shall use • (normally suppressed) 
to denote group multiplication and 1 to symbolize the identity ele­
ment.
Four groups with which we shall be concerned in this work are 
the additive group of real numbers, the multiplicative group of 
real numbers, the additive group of integers modulo n, where n is
a natural number, and the multiplicative group of integers modulo 
p, where p is prime. We shall assume that the reader is familiar 
with the first two groups, and consequently, we discuss only the 
last two in detail.
(1) Additive group of Integers modulo n
We define congruence of two integers, a and b, modulo the 
natural number n by a = b + kn, where k is an integer. This is 
shortened simply to a = b mod n. The equivalence class (or congruence 
class) of a modulo n is given by
where Z is the set of Integers. Simply put, [a]n is the set which 
contains all of the integers which are congruent to a modulo n.
It is easy to see that every a € Z is congruent modulo n to 
one of the numbers 0,1,2,•••,n-l. Now consider the set
Under addition modulo n, Zn is an additive abelian group of order n.
The sum on Z is defined by n J
The identity element is [0]n > and the inverse of an element [a]n is 
defined by
[a^= {x € z|x = a mod n} 3.1
...3.2
[a]„ + Cb]„ - Ca+b]n ...3.3
-[a] = [-a] = [n-a]Jn n J ...3.4
(li) Multiplicative group of integers modulo p
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We define multiplication on Zp by
Ca]pCb]p = [ab]p ...3.5
Hence, tl]p may obviously serve as the multiplicative identity. In 
addition, since p is prime,^ every element has an inverse, ex­
cluding [0jp. Thus, the set
Zn E {tl] »L2] ,•*•,[?-!] } ...3.6P P P P
forms a group under multiplication modulo p. Furthermore, this 
group may be shown to be cyclic.
4. FIELDS
Definition;
A field is a set 3 which satisfies the following axioms.
FA1. 3 is an additive abelian group (with the identity de­
noted 0).
FA2. 7* = 3 - {0} is a multiplicative abelian group (with the 
identity denoted 1).
FA3. Multiplication is distributive over addition: that is, 
for every a,b,c € 3,
a(b+c) = ab + ac and (b+c)a =* ba + ca
We note that 0»a = a*0 = 0 for all a £ 3.
It is easy to show that Zp, where p is prime, forms a field.
Since the groups involved are finite, this field is finite.
5. VECTOR SPACES6
Definition;
A vector space over the field 9 is an additive abelian group 
V for which there is defined a binary rule, termed scalar multipli­
cation, such that for every c 6 3 (a scalar) and a € V (a vector) 
there exists the product cot € V, satisfying the following axioms. 
VSA1. c(da) = (cd)a for every c,d € 3 and a £ V.
VSA2. (c+d)a = cct + da for every c,d € 3 and a € V.
VSA3. c(a+$) = ca + eg for every c € 3 and a,B £ V.
Definition:
A finite set of elements of V, {a^,^, • • • »®n}» is linearly 
dependent over 3 if there exist scalars ci»c2»***»cn ^ not all 
zero, such that
c.a. + c0a0 + ••• + c a = 0  i~ i n~n
If the only relation which exists is the trivial one (that is,
c^ * 0, i = 1,2, •••,n) then the set of vectors * * * »2nJ 1®
termed linearly independent over 3.
Definition;
Let V be a vector space over the field 3. S c  V is a spanning 
set for V if for every a £ V, a may be written as a linear combina­
tion 7 c.0., where c. € 3 and a. € S. If S is finite, then V is a “ i~i* i ~i *
finite-dimensional vector space.
Definition:
Let V be a vector space. B c  V is a basis for V if B is a 
minimal spanning set for V.
We state without proof the following three propositions.
1. A basis for a vector space is a linearly independent set.
2. Let B be a basis for V over 3. Then every a € V may be 
expressed uniquely as a linear combination of elements of B with 
coefficients in 3.
3. All bases for a vector space have the same cardinality. 
Further, the cardinality of a basis for a vector space is equal to 
the dimension of the space.
6. INNER-PRODUCT SPACES
Definition;̂
An inner-product is a scalar-valued function defined on a 
vector space V over a field 3, such that the following axioms are 
satisfied.
IPA1. (a,3) =» (§,ct) for every a,§ £ V.
IPA2. (aa+bB,y) * a(a,y) + b(g,y) for every a,$,y £ V and 
a,b 6 3.
IPA3. (a,a) ^ 0 for all a € V; (a,a) = 0 if and only if 
“ = Q* (positive-definiteness)
Definition;
An inner-product space is a vector space with an inner-product 
defined on the space.
Definition;
Let V be an inner-product space. For all a £ V, the norm of a 




A metric space is a set M with a scalar-valued function D(a,b), 
the distance function, defined for every a,b € M, such that the 
following axioms are satisfied.
MSA1. D(a,a) - 0 for all a € M.
MSA2. D(a,b) > 0 for every a,b € M, a / b.
MSA3. D(a,b) = D(b,a) for every a,b € M.
MSA4. D(a,c) £ D(a,b) + D(b,c) for every a,b,c £ M. (triangle
inequality)
We note that an inner-product space V has a natural distance 
function (metric): namely,
D(a,3) = || <*-§ ||, for every a,3 € V ...3.7
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CHAPTER IV
REALIZATION OF MOLECULAR GENETICS 




We wish to represent the conceptual nature of molecular genetics 
as a mathematics. Initial considerations lead to a realization of 
DNA, RNA and protein molecules as vectors in separate finite-dimen­
sional vector spaces. It is then possible to treat transcription 
and translation as linear operators on certain of these spaces.
Two distinct vector space formulations, different only in 
field structure, are developed. The use of a continuous field, 
specifically the real field, allows one to construct a familiar 
Euclidean space. However, this space is inadequate to describe the 
precise linear arrangement of information units (codons or amino 
acids) in a molecule. To overcome this difficulty, a space over a 
finite field is created but, in this second formulation, a certain 
richness of mathematics is sacrificed. The resolution of this 
dilemma will be the concern of Chapters V and VI. Before beginning 
the vector space constructions, however, we must first define the 
fundamental biological sets and the genetic code mapping.*
The set of four RNA bases is denoted 8 = {U,A,C,G}. Thus, the 
collection of 64 codons, denoted C, is prescribed by the Cartesian 
product
C = B x B x B ...4.1
At the level of DNA, the base triplets which ultimately give rise 
to the RNA codons may be prescribed in like manner:
C* = B' x B' x B' ...4.2
where B' = {T,A,C,G} is the set of DNA bases; and where C1 is the 
collection of DNA codons. Finally, the set of 20 amino acids and 
the operator TC (terminator codon; cf. §11.4) will be symbolized 
by 0.
The genetic code mapping (cf. Chapter II, Table 1) is operative 
during m-RNA translation and maps the set C onto the set CL We 
term this the /-mapping, and in symbols we have
Consider the 64-dimensional vector space over the field of real 
numbers, ft. We choose C' as a basis for this space, which we de­
note Dj. Let an inner-product be defined on D^. Since C* is a 
linearly-independent set (cf. §111.5), it follows that we may choose
a .. .4.3
1. REAL FIELD (ft) CONSTRUCTION
2it to be orthogonal. Further, let the elements of C' be normalized.
Thus,
4.4
where ^ C' f°r “ 1»2,*#*,64; and where 6 ^  is the Kronecker
delta:
...4.5
3Equation (4.4) fixes the structure of D^ as Euclidean.




c a ss pci~i e • ♦ • A • 6
where Cj,C2* *c64 6 R are unique. Using (4.4) and (4.5), we may 
write for every c,d 6 D^,
64
(c,d) • I ...4.7
i=l
In view of (4.7), the 64-tuple (Cj,C2,***»Cg^) may be considered to 
be a row vector (c | while the 64-tuple (d^, d2, - , d 64> is a column 
vector |d). (c |and |d)are representations of c and d, respectively, 
in the C' basis.
The Euclidean norm is well-defined on D^: that is, for every 
c 6 D!,
%
Isll = (s,),s =[ k c9 ...4.8
The distance between two vectors c,d € is given by the Euclidean 
metric,
IIc-dH - [  f  ( C . V ] ..4.9
Also, the angle 0 between two vectors c, d € is given by
0 = cos-1
(c,d)
H e l l  • ||d||
...4.10
Finally, we define the projection operator
Pi~ = ^~i’~^~i = ci“i . ..4.11
Dj may be interpreted as a space of DNA vectors. Each vector
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having non-negative, integral coefficients represents a single strand 
of a given DNA molecule. The non-negative, integral coefficients c± 
represent the number of occurrences of a given DNA codon in a 
single-stranded DNA (ss-DNA) molecule. Geometrically, ^  is the 
projection of the DNA vector along the axis in 64-space. Hence, 
we may write the total number of codons, n, in an ss-DNA as
64 64Z " I ci " n ...4.12i=l ~ i=l
where c is the vector realization of the molecule.
By convention, we let the space D^ be composed of vectors which 
represent ss-DNA molecules having 3' -*■ 5' polarity (cf. §11.1). We 
define the associated space D* as a space of vectors which represent 
ss-DNA molecules having 5' ■> 3' polarity. It is obvious, of course, 
that Dj = D*. In fact, D* merely serves to remind us that opposite 
strands of a double-stranded DNA (ds-DNA) molecule have opposite 
polarity with respect to one another. In D* the codons are read 
from the 5' to the 3' end of the single-stranded molecule in forming 
the basis set. Thus, if = TAG, then a* = GAT. We may view the 
transition from Dj to D^ as the one-one correspondence
k:D1 + D* ...4.13
which simply reverses the polarity of the codon basis vectors.
Now, consider the base-antibase mapping g, which is a one-one 
correspondence defined by
g(T) = A g(C) « G
g(A) = T g(G) = C ...4.14
Let c € Dj. We denote the operation of g on c as g(c) = c. Thus,
if a . = TAC, then a_, = ATG.~i ~i
With the mappings k and g in mind, we proceed to the realization
of a ds-DNA molecule. Let c € D^ represent the 3' -*■ 5' strand of a
given DNA molecule. Let d* € D* represent the 5' -* 3* strand of 
the same molecule. It follows that c and d* are related to the same 
ds-DNA if and only if c = d* (equivalently, of course, we may write
mmc = d ). Thus, the total DNA is represented by the pair
[c,d*] ...4.15
where c = d*.
More than one DNA molecule will be represented by the same 
vector pair. In fact, a given vector pair represents N distinct DNA 
molecules, where N is given by
N = —  J?J   ...4.16
1 2  *c64
where n is defined in (4.12), the c^ are defined in (4.6), and both 
n and the c^ are non-negative integers. However, for a given DNA 
molecule, only one vector pair is defined.
The particular form of (4.16) results from the manner in which 
information is encoded in a DNA molecule. This vector formalism 
adequately describes the number of codons of a given type which 
occurs in the molecule, but the order of occurrence is disregarded. 
Thus, a DNA vector pair contains less information than the DNA 
molecule from which it is formed. This information may be recaptured 
by a radical restructuring of the field (cf. §IV.2).
(i) Transcription
We now develop a mapping from the space of DNA vector pairs to 
the space of RNA vectors. This, of course, is the process of trans­
cription (cf. §11.3).
We postulate the existence of a transcription operator T which 
operates on a DNA vector pair to produce an RNA vector. This RNA 
vector represents the biological transcription product of the 3' ■+ 5' 
DNA vector. Let the DNA vector pair [c,d*] be given. Then,
T[c,d*] = h(d*) = r .. .4.17
where r € R^, the RNA vector space; and where h is the one-one 
correspondence defined by
h:fi' -»■ 8 ...4.18
Specifically,
h(T) = U h(C) = C
h(A) = A h(G) = G ...4.19
Note that in (4.17), r is defined so as to have 5' -*• 3' polarity.
The 51 3' vector of the DNA vector pair is transcribed by
the operator T*:
7*[c,d*] = h(k(c)) = r' ...4.20
where r’ € ; and where k is defined in (4.13). Again, note that
r' is defined so as to have 5' -»■ 3' polarity. (This is a direct 
result of the fact that k acts to reverse the polarity of c.) Thus,
T transcribes the 3' -*■ 5' DNA vector, while T* transcribes the 5* -> 3' 
vector.
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Considered in its totality, the vector space is isomorphic 
to D^. Thus, the one-one and onto mapping from to is
hsDj ■* Rj .. .4.21
Hence, we see that the basis for R^ is C and that R^ is structurally 
identical to D^. The definition of the operators 7 and 1*, however, 
allows us to focus attention directly on a fixed DNA vector pair and 
its transcription into the correct biologically related RNA vectors. 
It is for this reason that 7 and 7* were introduced.
As was the case for D,, in R, the number of RNA molecules1 1
corresponding to a given R^ vector is equal to N, where N is defined 
in analogy to (4.16). However, only one R^ vector corresponds to 
a given RNA molecule.
(ii) Translation
As discussed in §11.4, translation of an m-RNA results in the 
formation of a protein molecule. The rule which assigns a particular 
amino acid to a given m-RNA codon is, of course, that defined by 
the mapping f:C-*■ G.* Protein synthesis is initiated at the AUG 
codon^ on an m-RNA molecule and proceeds in the 5' -»■ 3? direction 
along the template until one of the terminator codons is reached.
Consider the set of vectors cRj. represents all RNA 
molecules having an AUG codon at the 5' terminus and one of the 
terminator codons at the 31 terminus, but containing no other 
terminator codons. Translation maps onto P^, the space of protein 
vectors. P^ is a 20-dimensional vector space over the field ft.
We take as a basis for P^ the set O' = Ct -{TC}. The translation
operator is simply the mapping / defined in (4.3). Thus, given an
s € Slt
/(§) = p ...4.22
where p € P^.
We define to be an inner-product space and take the basis to 
be orthonormal. Hence, the analogs of (4.7), (4.8), (4.9), (4.10) 
and (4.11) are valid in Pj space. This allows the length of a pro­
tein vector and the distance and angle between two protein vectors 
to be defined.
The combinatorial formula which enumerates the number of pro­
tein molecules related to a fixed vector in is more complicated 
than those given previously and will not be discussed. The complexity 
results from the constraint placed on the vectors of and the sur- 
jective nature of the mapping /. However, the number N* of protein 
molecules related to a fixed vector of P^ is given by
}j» s ----- H_!— --  a 21n  I —  | f • • » 4  • J
pl!p2! p64*
where n' is the total number of amino acids occurring in the protein 
molecule and the p^ are the expansion coefficients of the protein 
vector. For the sake of completeness, we note that only one protein 
vector corresponds to a given protein molecule.
2. FINITE FIELD {Zj CONSTRUCTION
The vector space formulation of §IV.l accounts partially for 
the total information content of a DNA molecule. That is, we
distinguished between codons but neglected the linear arrangement 
of codons in the molecule. This statement, of course, also applies 
to RNA and protein molecules. The total information content con­
tained in the linear arrangement of bases in DNA and RNA may be 
explicitly retained in a vector space structure, however, through 
the use of a finite field. The field of interest is (cf. §111.3 
and §111.4):
Z5 = {[0]5,[1]5,[2]5,[3]5,[4]5} ...4.24
where [n]^ indicates the congruence class of n modulo 5.
We make the order-isomorphism
([0]5,[1]5,[2]5,[3]5,[4]5} «-> {0,T,A,C,G} ...4.25
Thus, the field consists of the set B' U {0} = 3C', where 0 is an 
abstract element which serves as the additive identity. Since in 
any order-isomorphism we must have [ 0]^ +-*■ 0, then there are 24 
(not necessarily distinct) order-isomorphisms of the form (4.25).
Let * * * a set vectors cardinality n which
is linearly independent over 3C'. Let D2 be an n-dimensional vector 
space over SC' for which {a^,a2> • • * is a basis. Thus, every
c £ D2 may be expressed as
c = + a2a2 + ••• + an§n ...4.26
where ai>a2»**’»an ^ are unique.
D2 has the following biological interpretation. Every c t D2 
represents a single-stranded DNA molecule which, by convention, we
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shall take to have 3' -*■ 5' polarity. The basis vectors simply 
serve as a place-keeping device, while the linear arrangement of 
DNA bases along the molecule becomes the ordered set of expansion 
coefficients of the vector. For example, consider the ss-DNA 
segment
3'-TACTGGCA-5'
This molecule is represented by the vector a € D2, where
a = Ta^ + Aa£ + Ca^ + Ta^ + Ga,. + Ga^ + Ca^ + A§g
We define the associated space d£ as the vector space repre­
senting single-stranded DNA molecules having 5' -*-3' polarity. Thus, 
we may represent a double-stranded DNA molecule as the vector pair
[c.d*] ...4.27
where c € D2, d* € D^; and where c = d*. As before, the vector d* 
is defined by g(d*) = d*, where g is given in (4.14).
In analogy to (4.13), let k be the one-one correspondence 
which reverses vector polarity. For example, let c € D2 be given as 
in (4.26). Then,
k(c) = c* ...4.28
where
c* = a a. + a .a, + ••• + a0a . + a,a ...4.29n~1 n-l~z z-n-l l~n
Obviously, h ^ )  = D^.
D2 is isomorphic to R2, the vector space representing RNA
molecules. This is a field isomorphism prescribed by
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h:3C* ■+■ 3C ...4.30
where K = {0,U,A,C,G}; and where the one-one correspondence h is 
defined in (4.18). Implicitly, of course, we have the order- 
isomorphism
{C0]5,[l]5,[2]5,[335,[4]5} <-►' {0,U,A,C,G> ...4.31
(i) Transcription
The definitions of the transcription operators T and 3* are 
the same as those given previously in (4.17) and (4.20) , respectively. 
Thus, we have
T[c,d*] = h(d*) = r € r2 ...4.32
and
T*[c,d*3 = h(k(c)) = r* € R2 ...4.33
where both r and r* have 5' -*• 3' polarity; and where r represents 
the transcription product of the 3' -*■ 5' DNA vector, while r' 
represents the transcription product of the 5' -*■ 3' DNA vector.
(ii) Translation
Since the protein field must contain the set O', it is not 
possible to form a field set having prime cardinality. To form a 
finite field, however, the potential field set must be of prime 
cardinality. Hence, a finite field is not defined, and a protein 
vector space with a structure similar to D£ and R2 cannot be con­
structed. However, the vectors of R2 may be treated as RNA mole­
cules and used to form S^. The formalism of IV.l(ii) is then 
applicable.
3. DISCUSSION
We now wish to assess the two molecular genetics formalisms 
which have been developed. Such assessment will be by (i) direct 
comparison of the two formalisms; (il) indirect comparison through 
considerations of the utility of the two formalisms in molecular 
phylogenetic studies; and (iii) indirect comparison through consid­
erations of the applicability of the two formalisms to dynamical 
(evolutionary) questions. Our motivation in this section is to 
point out the biological inadequacies which are inherent in the 
above mathematical formulation. This, in turn, will suggest modi­
fications which lead to a faithful mathematical representation of 
the biological system.
We are concerned with molecular phylogenetic studies for the 
following reason: such studies represent an empirical data base
for investigations of biological evolution at the molecular level. 
This has relevance for the present work, since we will find 
(cf. §IV.3(iii)) that evolution may be incorporated into the theory 
so far presented in a natural manner. The end result, however, is 
the recognition that our Euclidean perspective is limiting.
(i) Comparison of the two vector space formalisms
We shall denote the formalism of §IV.l as VSI, while that of 
§IV.2 shall be denoted VSII.
In both VSI and VSII, single-stranded DNA molecules and RNA mol­
ecules are treated as vectors in finite-dimensional spaces. Double­
stranded DNA molecules are treated as vector pairs. Transcription
is formulated as a linear operator mapping DNA space into RNA 
space. In VSI, a protein space is defined and protein synthesis 
(translation) is treated as a mapping from a subset of RNA space 
to protein space. An analogous treatment of translation in VSII is 
not possible.
There exist vectors in VSI which do not represent physically- 
realizable molecules: namely, those vectors without non-negative,
integral expansion coefficients. This reflects the fact that VSI 
is richer mathematically than the static biological system demands. 
The physically-realizable vectors form a countable subset of the 
space, and the physically-unrealizable vectors permit continuous 
deformations of one physically-realizable vector into another. We 
will return to this point in §IV.3(iii). All vectors in VSII, how­
ever, represent actual molecules, and in this sense, VSII is a 
more economical representation of the system.
In VSI there is a combinatorial ambiguity in proceeding from 
a vector to a molecule: that is, more than one molecule corresponds
to the same vector. This is a result of the loss of information 
that occurs when a unique vector is formed from a given molecule.
The order of arrangement of the codons in the molecule is not re­
tained in the vector representation. We will return to this problem 
in detail in §IV.3(ii) and in subsequent chapters. For now, however, 
we note that VSII alleviates this combinatorial ambiguity.
The major drawback of VSII is that a well-defined Euclidean- 
geometric interpretation does not exist for an arbitrarily dimen­
sioned space. This arises because a positive-definite inner- 
product cannot be defined for an arbitrarily dimensioned space.
One may easily see this for a space whose dimension is five (or a 
multiple of 5) --  simply form (y,v) for the vector
Y = t + C + t l]5a3 + [ l]5a4 + [ 1 ] ^
where we assume the set (a^,*^, • • • ,a^} to be orthonormal. Such a 
difficulty does not occur in VSI, and in fact, the existence of a 
geometric interpretation leads to suggestions for applications of 
the formalism to experimental data (cf. §IV.3(ii)).
(ii) Molecular phylogeny
5 6A large number of protein and nucleic acid sequences exist
in the literature. Most known nucleic acid sequences are for 
various types of RNA, but recently, procedures have become avail­
able^ which should lead to a rapid increase in the number of DNA 
molecules sequenced. By far, however, the great preponderence 
of molecular sequence data exists for proteins. As a result, a
g
vast literature has arisen concerning the species comparison of
protein sequences from homologous proteins as an attempt to
reconstruct phylogenetic (evolutionary) trees. In this context
homologous is taken to mean deriving from a common ancestor.
The initial work in the area of molecular phylogeny was that
9of Fitch and Margoliash in which they compared the protein se­
quences of cytochrome c from twenty different species. These 
authors defined the mutation distance between two cytochromes as 
the minimal number of nucleotides that must be altered such that 
the gene for one cytochrome codes for the other. The appropriate 
mathematics for such a study is that of metric-space theory (cf.
§111.7). The problem with the metric defined by Fitch and
9 10Margoliash, as has been pointed out previously, is that the
triangle inequality is not valid. A mathematically correct metric
has been proposed^ that utilizes the concept of the Hausdorff**
metric in a comparison of all possible subsequences of two given
sequences. However, these authorswere not able to prove in
general that their function was a metric, and in each case the
triangle inequality had to be verified by computer.
In the formalism of VSI, a natural metric exists: namely, the
Euclidean metric (cf. Eq.(4.9)). However, two difficulties arise 
in the application of VSI to molecular phylogeny, one of which is 
common to all studies based on protein sequences while the other is 
intrinsic to the formalism of VSI. We will discuss both of these 
in turn.
In all molecular phylogenetic studies predicated on protein
sequences, there is an inherent ambiguity in proceeding from a
protein to the correct controlling DNA molecule. Such ambiguity
is a direct result of the surjective nature of the /-mapping. The
ametrical function of Fitch and Margoliash failed mathematically 
because of the weighting procedure they employed in an attempt to 
correct for the surjective nature of /. As pointed out above, 
however, an appropriate metric may be defined,^ albeit at the 
cost of extreme complexity. Nevertheless, even in this case it 
is still necessary to assume that the /-mapping is inviolate, and 
this is not at all certain, as discussed in the Appendix. If, in 
fact, the genetical concept embodied in the /-mapping is, at
present, incomplete, then all phylogenetic studies based on protein 
sequences are suspect. The ideal case, then, would be to utilize 
DNA sequences directly in molecular phylogeny, but as mentioned 
above, such data are not yet available.
The second difficulty encountered in the application of VSI 
to molecular sequence data is the loss of information implicit in 
this formalism. Thus, distance between two nucleic acid (or protein) 
sequences, as it is defined here, refers to differences in codon 
(or amino acid) composition, neglecting the linear arrangement of 
information units. To be explicit, if two DNA molecules, say, 
differ only in codon order, then these two molecular sequences 
are assigned to be at zero distance from one another. In attempting 
to overcome this artifact, one is lead to deal with curved spaces, 
and this is the initial motivation for the following two chapters.
For completeness, we note that VSII may also be treated as
a metric space, and one example of an appropriate metric is that 
12due to Hamming. The Hamming metric simply counts the number of 
positions in which two sequences differ. Even if we neglect our 
suspicions, mentioned above, concerning protein studies, this 
formalism is still inapplicable to protein sequences (cf. §IV.2(ii)). 
Thus, phylogenetic analyses utilizing VSII must wait until nucleic 
acid sequence data become available.
(iii) Dynamical molecular genetics
Within the vector space formalism, it is a relatively simple 
matter to define linear operators which act to rotate a vector or 
change its length or both. If such operators are functions of
time, then they may be interpreted as evolution operators in both 
a mathematical and biological sense. At the level of DNA, we may 
formulate operators to account for point mutations (substitutions, 
insertions and deletions). Consider the space D^, for example. DNA 
mutations may be treated as 64 x 64 matrices operating on the DNA 
vectors. Such an extension is equally valid in D2» although here 
one deals with n x n matrices.
In order to explicitly insert dynamics into the formalism hereto­
fore developed, it is necessary to increment the vector space dimen­
sion by one to account for a time coordinate. We assume that the 
values which this coordinate can take on are all elements of the
real line. This, then, rules out the use of VSII, since all coor-
13dinates would not be over the same field when time is included. 
Additionally, in light of our previous comments concerning the 
validity of the /-mapping (§IV.3(ii) and the Appendix), we choose to 
work only at the DNA level. What we propose to develop, therefore, 
is a mathematical theory of evolution, where evolution is presumed 
to manifest itself through changes in DNA. The space of interest is 
D^ adjoined to a time coordinate, and this will be termed the infor­
mational space-time manifold.
The informational space-time manifold has the cardinality of 
the continuum. Thus, as pointed out previously, there exist vectors 
in this manifold (at a given time) which do not represent physically- 
realizable DNA molecules. Mathematically, these vectors allow us 
to posit continuous vector functions and, as such, to employ a 
much richer mathematics. Nevertheless, even though these vectors
represent physically-unrealizable DNA molecules, they are not un- 
biological In the case where the codon expansion coefficients are 
non-integral but positive. Such vectors may be interpreted as 
representing an average of related DNA molecules over an entire 
species, say. Thus, rather than being an artifact of the formalism, 
these physically-unrealizable DNA vectors offer the possibility of 
inserting statistics into considerations of the fundamental biolog­
ical processes of evolution. We will not pursue this aspect further 
in the present work, however.
The possibility of negative codon expansion coefficients re­
quires additional consideration. In physical spaces, the actual 
values of the coordinates have no absolute meaning, since it is to 
changes in coordinates that physical laws apply. In informational 
space, on the other hand, each point appears to have absolute meaning 
as the mathematical representation of physically-realizable or phys­
ically-unrealizable DNA molecules. Thus, keeping in mind the 
statistical considerations of the previous paragraph, it would seem 
that we must reserve biological meaning for only the non-negative 
part of informational space. We do so only in the sense that such 
points (those with non-negative codon coefficients) have immediate 
biological interpretation. We do not rule out the possibility, 
however, of the existence of biological laws which might eventually 
indicate that only changes in codon coordinates have absolute 
meaning.
(iv) Further developments
It seems advantageous at this point to stop and consider what 
has been achieved and how this may be extended.
The abstract space of interest now is the 65-dimensional infor­
mational space-time manifold of DNA vectors with their associated 
time coordinates. Our understanding of this manifold will be 
greatly extended in the next chapter. We need not consider the 
associated informational space of vectors having opposite polarity, 
since this space is actually identical to the one in question. Like­
wise, the spaces of RNA and protein vectors may be generated at any 
given time by the methods of §IV.l and, hence, need not be explicitly 
considered. We, thus, wish to consider evolution as expressing 
itself by causing motions in the informational space-time manifold.
The major difficulty which is as yet unsurmounted is the bio­
logical information loss inherent in informational space-time. This 
difficulty will be alleviated by relaxing our Euclidean constraint 
and dealing with Riemannian geometries. This will, in turn, lead 
to the concept of a biological evolutionary force. Finally, in 
Chapter VI we shall find that it is possible for two DNA sequences 
which differ only in codon order to have a non-trivial, non-zero 
distance between them, when considered as existing at two different 
evolutionary times. This, however, will require a re-evaluation of 
what is meant by distance.
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In this Chapter, we shall introduce certain aspects of the theory 
of local differential geometry: that is, the tensor calculus. Our
objective is to present the fundamentals of a mathematics which 
achieves a realization of dynamical molecular genetics. The intro­
duction of geometries more general than Euclidean geometry reflects 
our inability, in the formalism of §IV.l, to define a non-zero dis­
tance between DNA vectors which represent DNA molecules differing 
only in codon order. However, it becomes possible to define a non­
trivial, non-zero distance between such molecules, when considered 
as existing at different evolutionary times, if the informational 
space-time manifold is curved (as will be shown in Chapter VI). Thus, 
it is requisite that we generalize the realization of Chapter IV to 
curved spaces.
Our development of the tensor calculus will follow the older lit­
erature of General Relativity. In fact a particularly lucid discus­
sion, in the style which we shall adopt, will be found in Einstein's 
original paper on General Relativity.'*' Despite the fact that differen­
tial geometry has undergone massive development since that publica­
tion*' (mainly through the introduction of coordinate-free methods), 
we choose to work in the older format for the following two reasons.
 The tensor calculus is an immediate extension of the Euclidean
vector space formalism of the previous Chapter.
 There exists an analogy between evolution in informational
space-time and gravitation in physical space-time. This analogy 
derives, in a natural manner, from the mathematics: it consists
of the introduction of the concept of a biological evolutionary
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force which arises from the curvature of the informational space­
time manifold (cf. §V.9).
Only those topics of the tensor calculus which have immediate 
and obvious applications to molecular-genetic concepts will be
presented. The reader who wishes a more complete discussion should
2consult Elsenhart.
1. CONTRAVARIANT AND COVARIANT VECTORS1,2
X 2Consider a set of n independent variables x = {x ,x , •••,x }
iover the real field. Each x £ ft may be thought of as the coordinate 
along the e^ basis vector in an n-dimensional vector space, Rn. Rn 
is a particular coordinatization of the space of interest, say M.
t 1 12 |Consider another set of n variables x' = {x* ,x , ••*,x'n} over
the real field. The x' variables form another coordinatization of
i iM if there exist n independent functions f of the x variables 
such that
ti ri, 1 2  n> j ix = f (x ,x ,**»,x ) i = l,2,*»»,n ...5.1
A necessary and sufficient condition for these functions f to be
independent is that the Jacobian of the f* with respect to the x*













When 5.2 holds, then both the x and the x' variables form Rn
i. 00coordinatizations of M. If the f are C (read: infinitely
differentiable), then M is a differentiable manifold.^
In global terms, the x coordinatization may be thought of
as the one-one and onto map <f>,
<j>:M -»• R^x] .. .5.3
where R^tx] denotes the set of n-tuples over the real field in 
the x coordinatization. The x' coordinatization, on the other 
hand, is specified by the one-one and onto map 4>f,
<j)f :M -*■ R^x*] ...5.4
The connection between <J> and (J)' is given by the f*. Denoting the
f* collectively as f, we have
frR^x] R^x'] ...5.5
where f is one-one and onto. It follows from (5.2) that the in­
verse of f exists:
f ^ " [ x 1] -*■ r"[x] ...5.6
Denoting f * = g, we have, in local terms,
i 1, »1 »2 tU\ 4 i o  c "7x = g (x ,x ,***,x ) i = l,2,»»»,n ...5.7
Differentiating (5.7) with respect to x^ yields
i n . 1 - ik n . i « »k3x _ y 3g 3x _ y 3x 3x
ax3 ' k-i ax'k ax3 " k=i ax'k ax3 ..5.8
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where the last equality follows from (5.7). Since the x* are in­
dependent, however, (5.8) reduces to
? 3x* 3x’k „iL ,ic 1 .. .5.9ak»l 3x Sx3 3
where 6* is the Kronecker delta. In a similar manner, we find
n . ti . k .v 3x 3x _ Pii — k----- 77 “ ** ...5.10ak=l 3x 3x’J 3
It follows from (5.1) that
. n _ ii .
dx'1 = I — - dx^ i = 1,2, • • • ,n ...5.11a
j=l 3X3
Eq. (5.11a) is to be interpreted in the following manner. Consider 
a point P of M. The differentials dx* determine any direction at 
P in the x coordinatization, while the dx'* determine the same 
direction in the x' coordinatization.
To simplify the writing of expressions containing summations, 
we adopt the convention^ that whenever an index occurs twice in 
the same term, a summation over that index is understood. For 
example, in the summation convention, (5.11a). becomes
dx'* = — dx~* ...5.11b
SxJ





3x,;l 3xk „i .— r-----r "6. .. .5.10b
3x 3x J
Unless otherwise stated, the Index set will always be {l,2,»»*,n}.
(1) Contravarlant vectors
Let A* be any n functions of the x variables. The A* are
said to be the components of a contravarlant vector if they obey
the same coordinate transformation rule as the dx* in (5.11b): that 
is,
A 'j „ 92lJ. Ai ...5.12
3x
3xkEq. (5.12) may be inverted by multiplying both sides by  r and
3x
then using (5.9b):
i i .  a'J = i * l  i s !  Ai  „ s* Ai  . . . 5.13
3x’J 3x'J 3x 1
Performing the summation over i on the right hand side of (5.13), we
find
Ak 3xk A»j r ,,A = ---- A J ...5.14
3x
(ii) Covariant vectors
Let A^ be any n functions of the x variables. The A^ are 
said to be the components of a covariant vector if, for any arbi­
trary contravarlant vector B*,
AjB* = invariant (scalar) ...5.15
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From (5.15) we may immediately derive the transformation rule for 
covariant vectors. Since is invariant to coordinate trans­
formations, we have
Aj B,j - AjB1 ...5.16
Using (5.14) we may invert the B*, and substituting this result into 
(5.16), we find
a ! b 'J - ~ A . B ,J ...5.17
j 3x’j 1
since the B*^ are arbitrary, however, it follows that
A ’ - ^ - r  A. ...5.18
 ̂ 3x 1
which is the transformation rule for a covariant vector.
Both contravariant and covariant vectors are order 1 tensors, 
and their tensor character is defined by the fact that a contra­
variant order 1 tensor obeys the transformation rule (5.12), while 
a covariant order 1 tensor obeys the transformation rule (5.18).
A scalar is termed an order 0 tensor and is characterized by its 
invariance under coordinate transformations.
2. TENSORS OF ORDER GREATER THAN ONE2
Consider the contravariant vectors A*, B*" and the covariant 
vectors A^, B^, each vector being represented in the x coordinatiza­
tion. We put
A1  ̂= A*B^ , A4 « A 'B, , A* = aV  ...5.19ij i j j j
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and we denote the same functions in the x* coordinatization as 
a '1^, Ay, A*j. From (5.12) and (5.18), we have




A y  = — —- A, „ ... 5.20b
A'T - A^ ...5.20c
1 Sxk 3x’J 1
Any two sets of functions, each in a different coordinatization, 
which satisfy one of the transformation rules (5.20a-5.20c) is said 
to be a tensor of order 2 and is one of the following types:
ii— -The A J form a contravariant tensor of order 2.
 The A.. form a covariant tensor of order 2.ij
 The Aj form a mixed tensor of order 2.
One should note that not every tensor of order 2 can necessarily
2be obtained from vectors as in (5.19). In fact, any n functions
of the x variables may be taken as an order 2 tensor of any type
in the x coordinatization; the appropriate one of the relations 
(5.20a-5.20c) may then be used to define the components of the same 
tensor in the x ’ coordinatization.
The definition of tensors of any order and type results from 
a generalization of (5.20a-5.20c). Thus, we have




Eq. (5.21a) defines a contravariant tensor of order m; (5.21b) 
defines a covariant tensor of order m; and (5.21c) defines a tensor 
of order (m + r) which is contravariant of order m and covariant of 
order r. We shall make the convention of denoting the type of a 
tensor by the ordered pair (a,b), where a denotes the number of 
contravariant indices and b denotes the number of covariant indices. 
The total order of the tensor is then (a + b).
(i) Symmetric tensors
Consider the type (2,0) tensor . This tensor is said to
11 -j ibe symmetric if A = AJ for all components. A tensor of any 
order and type is said to be symmetric with respect to two fixed 
indices, either contravariant or covariant, if the interchange of 
those indices does not change the tensor. A tensor which is 
symmetric with respect to all contravariant and all covariant pairs 
of indices is simply termed symmetric.
2In general, an order 2 tensor has n independent components.
If the tensor is symmetric, however, there are only n(n+l)/2 in­
dependent. components.
If a tensor has the property of symmetry with respect to two 
or more indices in one coordinatization, then it has that property
in all coordinatizations. This may be seen as follows. Let 
k,k9•.«kA m be a type (m,0) tensor which is symmetric with respect
to kj,k2. It follows from (5.21a), then, that
n 3x'Jl , 3x'Jm / i V " km
3x 1 3x z 3xk, k, k™.. 1 2 <\~ tb
3x 1 3x'3z 3x m k k • • *k  --  ... .22 A 2 1 mkl k2 k_3x 3x S x™
,k k • • •k_
=  a 2 1 m ...5.22
(ii) Antisymmetric tensors
Consider the type (2,0) tensor A ^ . This tensor is said to 
ii i ibe antisymmetric if A J - -A for all components. A tensor of 
any order and type is said to be antisymmetric with respect to 
two fixed indices, either contravariant or covariant, if the inter­
change of those indices causes only a change in sign of the tensor 
components. A tensor which is antisymmetric with respect to all 
contravariant and all covariant pairs of indices is simply termed 
antisymmetric.
If A ^  is antisymmetric, then A** = -A** = 0. Thus, an order 
2 antisymmetric tensor has only n(n-l)/2 independent components.
As was the case for a tensor possessing symmetry, if a tensor 
possesses antisymmetry with respect to two or more pairs of indices 
in one coordinatization, then it possesses this property in all 
coordinatizations.
3. TENSOR ADDITION, SUBTRACTION, OUTER MULTIPLICATION, 
CONTRACTION AND INNER MULTIPLICATION1*2
(i) Addition and subtraction
The sum or difference of two tensors of the same order and 
type is again a tensor of the same order and type. This follows 
immediately from (5.2la-5.21c).
Consider the type (2,0) tensor A ^ . This tensor may be 
expressed as
A1J = {%(Ai:I+Aji) + ^(A^-A^1)} ...5.23
where the first term on the right hand side is a symmetric tensor; 
and where the second term is an antisymmetric. In general, any 
contravariant (or covariant) tensor of order two may be written 
as the sum of a symmetric and an antisymmetric tensor of order 2.
(ii) Outer multiplication
In §V.2 we developed a process of combining two vectors to
give a tensor of order two. This may be generalized such that we
combine tensors of any order to give a tensor whose order is the
sum of the orders of the original tensors. For example, let A1^
and B „ be tensors in the x coordinatization. From (5.21a,b) we rst
have
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A .kV  .. .5.24
U W  3x ax' 3x,u 3x,v 3x’" rSt
Thus, A ^ B  is a tensor of type (2,3).iSt
In general, then, we may multiply the components of any number 
of tensors, and the resultant tensor (the outer product) is contra­
variant and covariant to the order obtained by adding the contravari­
ant and covariant indices, respectively, of the original tensors.
(iii) Contraction
From a mixed tensor of order m, we may obtain a tensor of 
order m-2 by equating one contravariant and one covariant index
and then summing over this index. For example, consider the type 
i1 ii(2,3) tensor Ar~t. is a sum of n terms and is a type (1,2)
tensor. The tensor character is demonstrated by
_ 8x*k 3x*^ 3xr 3xS 3xfc ^ij 
UVK " 3X1 3x3 3x’u 3x,v 3x'e rBt
3x*k 3xr 3xS gt .ij 
3X1 3x,U 3x,V j rSt
3x'^ 3xr 3xS Aii c n<r= —  ------------A J . .. .5.25
3x 3x,U 3x,V rsj 
iiIt follows, then, from (5.21c) that Argj is a tensor of type (1,2).
The process described above is termed contraction. A mixed 
tensor may be contracted repeatedly, and the result will always 
be a tensor whose order is decreased (for each contraction) by two.
(Iv) Inner multiplication
A combination of outer multiplication and contraction may also 
be used to form tensors. For example, from the two tensors 
and Brst> we may form a type (1,2) tensor such as A^BjQt, or a 
covariant vector such as A ^ B ^ t* The process of forming a tensor 
by this method is termed inner multiplication. and the resultant 
tensor is termed the inner product.̂  The reader should note that 
inner multiplication was used in (5.15).
We next prove a proposition^ which is a special case of the
8 kZmore general quotient law of tensors. Let A ^  and B be tensors.
i1As explained above, the inner product A ^ B  J is a scalar. However,
we may reverse our viewpoint and assert: if A ^ B 1"̂ is a scalar for
iiany choice of the tensor B , then A ^  is a tensor. The proof 
follows from the hypothesis
A ^ B ,kJl = A ^ B ^  ...5.26
But, since B ^  is a tensor, we have from inversion of (5.20a)
= n : ^ B,kl ...5.27
3x 3x
Substituting (5.27) into (5.26), we find
/ A 1 3 X *  3 X ^  N n ' k f c  0  c  O Q
(AkJt " „ ,k „ tZ Aii)B " 0 ...5.283x'~ 3x,Jl
«kS»Since the tensor B is arbitrary, the quantity in parentheses 
must vanish. The result then follows from (5.20b). An analogous
proof may be constructed for tensors of any type and order. The 
reader should note that this theorem was used to derive the trans­
formation rule for a covariant vector (cf. Eqs. (5.15-5.18)).
4. ORDER TWO CONJUGATE SYMMETRIC TENSORS2
Consider the type (0,2) tensor g^. By hypothesis, is 
9symmetric. Further, we suppose that the determinant formed from 
the gjj is non-zero, and we denote this determinant g. If we let
g ^  represent the cofactor of the component g.. divided by g,
i j
then, from the elementary theory of determinants,
gk  ̂gi j = <s£ ...5.29
Let A* be an arbitrary contravariant vector. Then S-jjA* is 
an arbitrary covariant vector, say . From (5.29),
gkjBj = g^gijA1 = 5k A1 = Ak ...5.30
Using a generalization of the reasoning of §V.3(iv), we prove that
k*1 kg J has tensor character. Since A is a contravariant vector, we
have from (5.30) and (5.12)
y |ĵ8x £i„ „8 = — —  g Bi ...5.31
3x
By inversion of (5.18), we have
B. = B' ...5.32
1 ax1 3
Substituting (5.32) into (5.31) yields
Since Bj is arbitrary, however, the quantity in parentheses vanishes, 
and the tensor character of follows from (5.20a). Hence, we have:
If is a symmetric tensor of type (0,2) whose (non-zero)
determinant is denoted g, then the cofactors of the zij
divided by g form a symmetric tensor g1  ̂of type (2,0).
It is clear that if we had initially assumed the tensor g*^, we could 
have derived the tensor g ^  in a manner analogous to that above.
Hence, g ^  and g ^  are said to each be the conjugate of the other.
Contraction of (5.29) results in the invariant 6^, which is 
simply the trace of the n-dimensional unit matrix. Therefore,
= n .. .5.34
We note that (5.29) proves the tensor character of the Kronecker 
delta: 6* is a tensor of type (1,1).
With the methods presented in §V.3, a symmetric tensor g ^ , 
along with its conjugate g^*, may be used to generate tensors of
the same order but different type from a given tensor. Let be
a type (0,3) tensor. Then, we may write, for example
i £ A _  A 11 j ^ A  A ^  C  «8 ijk A jk 5 8 ijk i k ...5.35a
i-jkand so on. From a type (3,0) tensor A , we have
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and so on. The process illustrated by (5.35a) and (5.35b) is termed 
the raising and lowering of indices, respectively. Tensors gen­
erated in this manner are said to be associate to the original 
tensor by g ^ . We shall modify our original notation for writing 
indices such that, when dealing with associate tensors, the original 
index location is marked by a gap (cf. Eqs.(5.35)).
5. THE FUNDAMENTAL TENSOR2
The differential element of length ds (the metric) in a 
Euclidean space of 3 dimensions over the real field, in Cartesian 
coordinates, is given by
ds2 = (dx1)2 + (dx2)2 + (dx3)2 ...5.36
This idea was generalized by Riemann*^ who defined the differential 
element of length in an n-dimensional space11 by
ds2 = gydx^x^ ...5.37
where g±  ̂= g ^  (x1 ,x2, • • • ,xn) and g = |g±j| =^0. Originally, only
spaces in which (5.37) is positive-definite were studied, but with
the advent of the General Theory of Relativity, this restriction was 
12relaxed. In modern terminology, a space having a positive-definite
13 14metric of the form (5.37) is termed Riemannian. A geometry
based upon such a metric is a Riemannian geometry.
From §V.3(iv) we find that, since ds must be a differential
invariant, and since the contravariant differential vectors dx*, dx^
are necessarily arbitrary, g ^  is a tensor of type (0,2) which we
2assume, without loss of generality, to be symmetric. Thus, ds is 
the inner product of g^. with the outer product of the two contra-
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variant differential vectors dx1, dx^. The differential element of 
length may be (loosely) thought of as the magnitude of the contra­
variant differential vector dx1. Thus, by the methods of §V.4, g ^  
is such that
g^jdx1 » dXj ...5.38
Hence, (5.37) may also be written
ds2 » dxjdx^ ...5.39
In general, let a contravariant vector A1 be given. The 
squared magnitude of this vector then, is
A2 - g ^ A 1^  - AJ^ ...5.40
Generalizing from (5.36), we see that the Euclidean character 
of an n-dimensional space is totally specified by choosing the 
fundamental tensor to be the unit marix in n-dimensions. Thus, 
it follows from (5.38) that covariant and contravariant vectors 
are identical in a Euclidean space.
6. GEODESICS15
Let P^ and be any two points in the n-dimensional real 
continuum. Let C be a curve defined by x1 = f1(t) , where x is 
any real parameter such that Pj and P2 are points of C with para­
metric values x^ and respectively. Consider the n equations
—i i 1 i c .1x = x + e < u  . . . 5 . 4 1
where e is an infinitesimal and the u^'s are defined as functions 
of the x^s. The o^'s are chosen such that
u)1 - 0 when T = ti»t2 ...5.42
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The equations (5.41-5.42) define a curve C which contains and
and which lies infinitesimally close to C.
•i iLet x = (dx /dx), and let cp be an analytic function of the 
iL * i2n variables x , x . We consider the integral 
X2I = / cp(x^,x^,***xn ,x^,x^,***,xn)dx ...5.43
T1
Denoting the analogous integral for the curve C by I, we have, by 
a Taylor's series expansion of cp,
t 2
I - I = e / u1 + a)*]dx + • • • ... 5.44
xt 3x 3x
where wi = (3a)i/3xP) x^ ; and where only the term which is first- 
order in e is explicitly written. Thus, for a first-order variation 
in I, holding the end-points of the curve fixed (cf. Eq.(5.42)), 
we have
T2
61 = e / [- ĵ- to* + <D*]dT .. .5.45
Tj 3x 3x
Integration by parts of the second term in (5.45) yields
X _ X„ X2/ *IL. ;idT . ; s _(js> )BidT
J ~ *i „*i •* dx *ix. 3x 3x
2 2d r3^_s - ...5.46
x, x, 3x1 ll ll




61 = e i/dr ...5.47
Tj 3x 3x
If 61 vanishes for any set of functions ^  which satisfy (5.42), 
but are otherwise arbitrary, then I is said to be stationary, and 
C is said to be extremal (not necessarily minimal). From (5.47), 
then, a necessary and sufficient condition that I be stationary is 
that
3X1 dT S x 1
or, by a change of sign
_  J5E_ = n 5 48
3X1 ”
Equations (5.48) are known as Euler’s equations.
We wish to apply the above general method to the special case
when
‘P " 5 ...5.49
Thus, the integral in question is (cf. Eq. 5.37))
t 2
8 ~ J Lg..x^x^J^dx ...5.50
t 1
and we wish to derive the differential equations of a curve for 
which the arc length s of the curve is stationary. Such a curve
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is termed a geodesic and is the generalization of the Euclidean 
straight line.
Using 5.49, we find
•i *i
ftp _ 8i1X _ 8ijX
** ’ dS/dT
and
3cp i O g j ^ B x 1) ^ ^  x pg^/Sx1)***




To simplify the writing of the following equations, we make the 
notational convention
3g1k— , s  Or
Sx1
...5.53
Substituting (5.51) and (5.52) into (5.48), we find
e xj + e ^ x k - kz - e = 0 5 548ij ^jk.i2™  ^ j ^ 1- ds/dx J ° . . o . M
which may be rewritten as
d2x^ , „ dx^ dxk dx^rd2s/dT2n „ c Cc
!U  - ^ T  + rijk 7 T  J T  - gij d 7 [- S 7 d r ] “ 0 •” 5-55
In (5.55), is the Christoffel symbol of the first kind, which
is defined as
Fijk ’ **(8ij,k + 8ik,j " ^ k , ^ ...5.56
iAIf we multiply (5.55) by g and sum over i, we have
.2 A j j j k  j A j2 /, 2d x A dx dx dx rd s/dx _
dx2 jk dr dr " dx L ds/dr J " 0 ...5.5/
&where r is the Christoff el symbol of the second kind, defined as 
J £
= Kiilr c co
1 jk " 8 ijk 5.5o
Finally, if the arc length s of the curve is used instead of
16the completely general parameter x, (5.57) becomes
+ r* dxi = 0 5 59
dg2 jk ds ds U
The extremals of (5.50), where the parameter x is taken to be the 
arc length s, are the integral curves of the n ordinary differential 
equations (5.59). These curves satisfy the condition that, anywhere 
along the curve,
dx* dx^ , _
8lj ds ds " 1 ...5.60
which follows from (5.50). Eq.(5.60) simply expresses the fact that
the length of the vector tangent to the curve is the same at every
point on the curve.
We conclude this section by pointing out certain properties of
the Christoffel symbols. From (5.56) and (5.58) it is clear that
r... and T* , are not tensors (cf. §V.7). ijk jk ---
From (5.56) it follows that I* is symmetric in the last two
indices. Using this fact and (5.58), we see, then, that T1 is
J K
symmetric in the two lower indices. Also, from (5.56) it follows 
that
rijk + rjik " 8ij,k ...5.61
7. COVARIANT DIFFERENTIATION17
Let (j) be a scalar and form the gradient of <f> with respect to
the x*:
= <p ... 5.62
3x
Under a change of coordinatization, <f>t̂  transforms as
3<ft 3<|> 3x̂ ~ c* A A * • * •) * v J
3 x ' J 3x 3x
which may be rewritten as
♦■ j - 5'64
By comparison of (5.64) and (5.18), we see that (J>̂  is a covariant 
vector.
Consider the covariant vector A^. We wish to ascertain 
whether or not its derivative A^  ̂is a tensor. From (5.18) we 
know that A^ transforms as
Hence,
3xk 9Ak 3x& + 32xk
Sx'1 3x* 3x'j Sx'Hx'^
5.66
Thus, A^  ̂is not a tensor. It would be, however, except for the 
second term on the right hand side of (5.66). In general, the only 
case in which differentiation of a tensor yields another tensor is 
the case in which the original tensor is a scalar. We wish, how­
ever, to develop another process of differentiation such that when 
a tensor is differentiated, there results a new tensor. This process 
will be known as covariant differentiation.
Let ij) be a scalar and its derivative. Then,
where s is the arc length of a given curve. From (5.67) we see that 
\l> is an invariant. Further, it is an invariant for all curves 
starting from a given point: that is, for any choice of the vector
i
...5.67
dx*. Now, since s is an Invariant, it follows that
X - f f  ...5.68
is also an invariant. Substituting (5.67) into (5.68), we obtain
Y * d2(t> + d£_ d2^1
d x W  ds ds dx1 ds2
dx> -2 1dx J , x d x c £n
* j j  j  j  Hh © j  a ... 5.69»i,j ds ds y»i dg2
If we take the curve with respect to which we have differentiated
2 i 2to be a geodesic, then we may substitute (d x /ds ) from (5.59) into
(5.69) to give
dx* dx^ „i , dx^ dx*1X = <j> j . j— j r <(> . -z— -z—  ...5.70A »i»j ds ds jk »i ds ds
By a simple change of notation, (5.70) becomes
-  /j. r.i x \ dx^ dx^ cX >j,k ~ jk ^*i^ ds ds ...5.71
Now, since a geodesic curve may be traced in any direction from a 
point, it follows that the ratio of the components of (dx^/ds) is 
arbitrary. Hence, by the methods of §V.3(iv), the quantity in 
parentheses in (5.71) is a type (0,2) tensor.
We, thus, arrive at the following result: starting from the
covariant tensor of order 1,
82
Aj “ ...5.72
where <j> is a scalar, by differentiation we form a covariant tensor of 
order 2, written as
Aj;k = Aj,k ” F jkAi ...5.73
and which is termed the covariant derivative of . The semi-colon
before a lower index denotes a covariant derivative just as a comma
denotes a regular derivative.
18We now wish to prove that (5.73) defines a tensor whether 
or not Aj results from the gradient of a scalar. Let ij> and <f> be 
scalars; then, \p(d<p/dx̂ ) is a covariant vector. We define
s E ,U)8*^i + #(2) ... + t (n) ...5.74
3 Sx^ 3x̂  3xJ
Sj is also a covariant vector if , • • • are scalars.
However, any covariant vector A^ may be represented in this manner.
If the components of A^ are any given functions of the x*, then we
set
,(i) . .(1) 1tJ> =Aj <j> = x
,(2) A *(2) _ 2i/j A2 <t> = x
I (̂ )   i I (̂ )   n r •yci/ •” A u) — x •••!)«/!)t n T
substituting (5.75) into (5.74), we find
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c -  a 3 x
SJ ' Al ^
Ai6j Aj ...5.76
which demonstrates the equality of S^ and . Thus, to prove that 
is a tensor for any covariant vector A^, it is sufficient to 
prove that this is true for . However, from the form of (5.73) 
and since (5.74) is linear, it is sufficient to treat only the case
A, = * ...5.77
3 dx3
Now, the quantity in parenthesis in (5.71) multiplied by $ 
is a tensor. Also,
•^r-^r ...5.79
ajJ dx
is the outer product of two covariant vectors and, so, is a tensor. 
Addition of (5.78) and (5.79) results in the tensor
(* ) - r1 (* ) ...5.80
3x 3x Jk 3x
Comparison of (5.80) with (5.73) completes the proof for the vector 
ip(d<f>/dx̂ ) and, hence, for any vector A^.
One can easily generalize the concept of a covariant derivative
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19of a vector to treat a covariant tensor of any order. We will
consider only type (0,2) tensors explicitly, but this example
demonstrates the general rule.
As pointed out in §V.2, not every type (0,2) tensor may be
represented by an outer product of two contravariant vectors, .
It is possible, however, to represent any type (0,2) tensor by a
20sum of tensors of the form A^B^. Thus, we need only derive the 
covariant derivative of this special case. From (5.73) we have that
Ai,k “ r ik Ai ...5.81
and
Bj,k " r jk Bi ...5.82
are covariant tensors of order 2. Outer multiplication of (5.81) 
on the right by B^ and (5.82) on the left by yields, in both 
cases, a type (0,2) tensor; addition of these tensors gives
A4. , - A. . . - rA A.. - rAM A . 0 ...5.83ij ;k ij ,k ik ij 3k ii
where we have written A ^  = A^B_.. Eq.(5.83) represents the covariant
derivative of the tensor A ^ , not only for the special case for
which it was derived, but, as remarked above, for any type (0,2) 
tensor.
As a final remark, we note that the covariant derivative of 
the fundamental tensor vanishes identically. For, substituting 
g.. into (5.83), we findij
8ij,k “ 8 j ik8& j “ 8 ijk8i<l
8ij,k " (Ijik + rijk^ ...5.84
and, from (5.61), the right hand side of (5.84) vanishes.
8. RIEMANN-CHRISTOFFEL TENSOR1 
Consider the covariant vector A^, whose covariant derivative is
Ai;j = Ai,j “ F ij Al ...5.85
If we substitute the tensor into (5.83) then there results the
second covariant derivative of A^,
Ai;j;k = Ai;j,k " ^ i k  Am;j " ^ j k  Ai;m ...5.86
Substituting (5.85) into (5.86), we find
Ai;j;k = (Ai,j  '  F ij V »k ~ r ik(Am,j " T mj V
- r“ (A. - rA. A )jk i,m im I
= a . . -  r m. . a  . -  r®..  a  . -  r®..  a .i,j ,k  ij m,k ik m,j jk i,m
-  ( r £ . -  r®., r 4 . -  r® r 4 ) aij ,k ik mj jk im Si
...5.87
The reader should note that in the second term of the last of Eqs.
(5.87) we have made the index change I’8'.. A , ■> rm A .. Now,Xj Xj m,K
we wish to form the difference A . . , - A . , .. In the last ofi;j;k i;k;j
Eqs.(5.87), we note that A. . , = A. , ; also, the sum of the
second and third term is symmetric under interchange of j and k; 
finally, we recall that the Christoffel symbol of the second kind 
is symmetric under the interchange of its lower indices. Keeping 
these symmetries in mind, then, we find
Ai;j;k " Ai;k;j = R ijk AH ...5.88
where
RVir = i - r* n  t + * " r’V 1’*' U ...5.89ijk ik, j ij ,k ik mj ij mk
IThe type (1,3) tensor R is known as the Riemann-Chr is tof f el 
tensor, or the curvature tensor. The significance of this latter 
name lies in the following: a necessary and sufficient condition
that all of the components g ^  be constant is that all of the com-
£ponents R vanish. (The necessity of this condition is obvious
21from (5.89), and the interested reader is referred to Eisenhart 
for a proof of sufficiency.) If g ^  is the same at every point of 
the space, however, g ^  may be chosen to be diagonal. Thus, for a
positive-definite metric, if the g.. are constant, the space is
22 HEuclidean. Hence, in a Riemannian space, R ^ = 0 for all
components is both necessary and sufficient for the space to be
Euclidean.
9. EVOLUTION ON THE INFORMATIONAL SPACE-TIME MANIFOLD
With the above introduction to Riemannian geometry in mind, we
87
are now in a position to turn again to biology. Following §IV.3(iii)
and §V.l, we treat the informational space-time manifold in the x
65coordinatization as the space R composed of n-tuples of the 
set of real variables {x*\x*, • • • ,x^}. We let x^ = t stand for the 
evolutionary time variable, and the variables x*, i=l,2,•••,64, 
represent the number of codons of type € C occuring in a physically- 
realizable or physically-unrealizable DNA molecule.
Consider the point P^ in the informational space-time manifold.
In light of the previous paragraph, P^ represents a DNA molecule at 
some fixed evolutionary time. Some other point represents, in 
general, a different DNA molecule at a different fixed evolutionary 
time. The motion from P^ to then, represents the changing of one 
DNA molecule into another (i.e., it is a realization of biological 
evolution). The distance between P^ and the arc length of the
curve connecting these two points. We assume the metric to be posi­
tive-definite and, hence, the informational space-time manifold to 
be Riemannian. This assumption is necessary because the concept of 
a curve of zero length appears to have no biological counterpart.
The curves in the informational space-time manifold, then, 
represent the evolutionary progress of DNA molecules. We term these 
curves the evolutionary motions and make the following Biological 
Postulate (BP):
Evolutionary motions in the informational space-time 
manifold are geodesics.
BP serves to select certain curves, the geodesics, and designates 
these as being entirely descriptive of evolution. Hence, the 
evolutionary motions satisfy the 65 ordinary differential equations
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(cf. Eq.(5.59))
.2 i . J  . kd x dx dx _ __
~Z jk ds- ds- "•5-90
where s is the arc length of the evolutionary motion. The components
r1^  are determinative of the nature of the evolutionary motion, and
hence, may be thought of as comprising an evolutionary field on the
informational space-time manifold: that is, the represent a
biological evolutionary force which determines the path of evolution.
In this sense, then, Eqs.(5.90) are evolutionary equations-of-motion.
The implied analogy to concepts from General Relativity is obvious.
Thus, evolution is determined at the molecular level by the curvature
of the informational space-time manifold. The structure of this
manifold will be investigated in the next Chapter, and it is there
that the problem of information loss inherent in the Euclidean
vector space formalism (cf.§IV.3(ii)) will finally be resolved.
A final word about the validity of BP is appropriate. When
BP is made, the evolutionary force is totally determined by the
intrinsic structure of the manifold. The correctness of this view
may only be ascertained by an appeal to empiricism (cf. Chapter VI).
However, it is possible that certain evolutionary motions in the
informational space-time manifold may exist which are not geodesics.
23In such a case, then, the equations-of-motion become
d V  + fi ^ d = L = z i 5 91dg2 1 jk ds ds Z ...3.Vi
where z* is a contravariant vector. This leads to the concept of 
an extrinsic evolutionary force which would operate in conjunction
with the Intrinsic evolutionary force (namely, that arising from the 
curvature of the manifold) to determine the evolutionary changes In 
a DNA molecule. Clearly, the existence of extrinsic evolutionary 
forces and the form of the Intrinsic evolutionary force can only 
be determined by actual comparisons of DNA sequences (cf. Chapter 
VI). Thus, at this time, we make the simplifying assumption that 
evolution is determined totally by the intrinsic evolutionary force.
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The biological field theory which was developed in Chapter V 
devolves around the postulate that evolutionary motions in the 
informational space-time manifold are geodesic curves. As shown 
in that Chapter, it follows from this postulate that evolutionary 
motions satisfy the 65 ordinary differential equations (i,j,k =
0»1>2,•••,64)
d^x* „i dx^ dx^r tz— ~n—  ...6.1ds2 ds ds
which we have termed the evolutionary equations-of-motion. The con­
tent of Eqs.(6.1) must be stressed: given any two DNA molecules and
their respective evolutionary times,* the evolutionary path joining 
these two molecules is prescribed by the integrals of Eqs.(6.1).
This result, of course, presupposes knowledge of the r* . , and 
the object of this Chapter is to investigate our ability to obtain 
such knowledge.
We have seen previously (cf. Eqs.(5.56) and (5.58)) that the 
derive totally from the fundamental tensor, g ^ . Hence, if the 
g ^  are known, the intrinsic structure of the informational space­
time manifold is known (cf. Eqs.(5.88-5.89)); Eqs.(6.1) may then be
2integrated to give the evolutionary motions. In this sense, then, 
the imposition of a specific intrinsic structure on the informational 
space-time manifold defines a specific genetical-cosmology. Thus, 
the solution to those evolutionary questions which are formulated at 
the DNA level resides, in principle, in the knowledge of the biolog­
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ically-correct genetlcal-cosmology.
One very useful means of obtaining insight into the nature of 
the correct genetlcal-cosmology is through the study of model 
genetical-cosmologies. A comparison of the results derivable from 
such models with analogous empirical results will then allow a 
critical assessment of how accurately the models represent reality.
We shall discuss two particularly simple models: (i), the case in
which no biological evolution is occurring; and (ii), the case in 
which biological evolution manifests itself through permutations of 
the DNA codon order only. The importance of the second model lies 
in its ability to specify a non-trivial, non-zero distance between 
two evolutionarily connected DNA molecules which differ only in 
codon order. Thus, we shall find that the information loss which was 
inherent in the Euclidean vector space formulation of §IV.l is allevi­
ated, with respect to evolution, in a curved informational space-time 
manifold. In a final formulation (cf. §VI.l(iii)), we join the two 
models by treating the first model as an asymptotic limit to the second.
The final answer to the question of the biologically-correct
genetical-cosmology must come from empirical studies. Comparisons
of actual DNA sequences from species which have been homologically
3ordered by classical phylogenetic methods will lead directly to 
information concerning the intrinsic structure of the informational 
space-time manifold. Such data form the basis for detailed tests 
of model genetical-cosmologies, but they may also be used to generate 
empirical genetical-cosmologies. We shall briefly return to a method 
for pursuing such studies in §VI.2.
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1. MODEL GENETICAL-COSMOLOGIES
We wish to consider (i), the case in which no biological evolu­
tion is occurring (cf. §VI.l(i)); and (ii), the case in which biolog­
ical evolution proceeds through codon permutations (cf. §VI.l(ii)).
In both cases, we must have
v ^ ^ . O  ...6.2ds
where y = 1,2,•••,64. (In what follows, we shall make the convention 
that Greek indices are over the index set {1,2,••*,64}, while Roman 
indices are over the index set {0,1,2,•••,64}.) Eqs. (6.2) state 
that the informational space coordinates of a DNA molecule do not 
change along an evolutionary motion. For case (i), this simply 
means that no biological evolution is occurring, while, for case (ii), 
this means that codon permutations are occurring. Mathematically, 
we shall find that we may differentiate between these two cases by 
ascertaining whether or not the arc length of the evolutionary motion 
between two points is a linear (case (i)) or non-linear (case (ii)) 
function of the evolutionary time coordinates of the points.
Cases (i) and (ii) will be joined in §VI.l(iii), and we will 
subsequently remove the restriction (6.2).
(i) Absence of an evolutionary field
The rectilinear propagation, in evolutionary time, of a DNA 
molecule which is not evolving is specified by the following two 
conditions:
Cl. The g ^  are constant for all i,j.
C2. v^ = 0 for all y.
From SV.8, we know that the first condition ensures that the manifold 
be rectilinear (flat), and, since we are considering only Riemannian 
metrics, the manifold must be Euclidean. The second condition 
ensures that all of the informational space coordinates be constant.
For an evolutionary motion, application of C2 to (5.60) yields
n2g00v ° 1 ...6.3
or
’00
Thus, the evolutionary equation-of-motion is
A A
dv» d(gM >  „ , ,
55 Ts 0 •••6-5
where the last equality follows from Cl.
Now, from (6.3), we have
ds " 8oodx°  ̂80° dt ...6.6
Because of Cl, however, we may choose gQ0 => 1. The arc length of 
the evolutionary motion from the point to the point P2 is then 
given by
C2
s = / dt = At .. .6.7
C1
Thus, a DNA molecule which is not evolving is characterized by 64
coordinates tlv which are constant and one coordinate x® = t which is
propagating in a linear manner.
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(ii) Presence of a permutational evolutionary field
We next wish to consider a DNA molecule which is evolving such 
that only the linear order of codons in the molecule changes: that
is, the Informational space coordinates are constant. Such evolution 
is specified by the following two conditions:
C'l. The gjj are functions of only the evolutionary time for
C'2. v*1 <= 0 for all y.
The first condition implies that at any instant of evolutionary time,
For an evolutionary motion, application of C'l to (5.60) yields
gooT°2 = 1  ...6.9
(The reader should note that the difference between (6.9) and (6.3) 
is that gQQ is a function of evolutionary time in (6.9), but gQQ 
is a constant in (6.3).)
Rewriting (6.9) as
all i,j.
the are constant, and so the fundamental tensor may be brought 
into diagonal form (cf. §V.8). Thus, we must have
8ij “ 0 for i ^ j 6.8
6.10





and hence we find
dv° -J*_—  = o ■*ds 00 dt
H dv° > 6.13
Substituting (6.13) into (6.11), the evolutionary equation—of—motion
Finally, from (6.12), the arc length of the evolutionary motion 
from the point to the point P2 is given by
where we have explicitly indicated the evolutionary time dependence
of 4 -
The content of (6.15) is elucidated by comparison with (6.7): 
for the case in which evolution is manifested through codon permuta­
tions only, the arc length of the evolutionary motion between two 
points in the informational space-time manifold is a non-linear 
function of the evolutionary time coordinates of the points; in 
the absence of an evolutionary field, however, the arc length of 
the evolutionary motion between two points in the informational 
space-time manifold is a linear function of the evolutionary time 
coordinates of the points.
The reader will recall that our dissatisfaction with the 
Euclidean vector space formalism of Chapter IV arose from the 
identification of two DNA vectors which represented molecules 
differing only in codon order. Adjoining an evolutionary time 




the sense that, assuming the two molecules are evolutionarily con­
nected, then they occur at different evolutionary times. However, 
in the Euclidean space of case (i), this solution is trivial since 
the distance between two points will be the same even if the DNA 
molecules which are represented by these points differ in codon 
order. When the fundamental tensor is a function of time, on the 
other hand, one derives a distance between two points in the infor­
mational space-time manifold which is distinct from the Euclidean 
case. In a phylogenetic study (cf. §IV.3(ii)), we are concerned with 
the distance between the two points and which are connected by 
an evolutionary motion. If and ? 2  represent the same DNA molecule 
at different evolutionary times, the distance is given by (6.7); if 
P^ and represent two different DNA molecules (at their respective 
evolutionary times) which differ only in codon order, the distance is 
given by (6.15). The important point is that the distance between P^ 
and J? 2 (which have identical informational space coordinates) will be 
different depending upon whether no evolutionary field is present or a 
permutational evolutionary field is present. Thus, a curved informa­
tional space-time manifold restores the information loss, with respect 
to evolution, inherent in our original Euclidean formulation.
From the foregoing discussion, we see that gQ0(t) is entirely 
determinative of the nature of permutational evolution from a phylo­
genetic point of view. The exact form of this function, however, can 
only be ascertained from empirical studies, and we shall return to 
this question in §VI.2.
(iii) Synthesis of cases (i) and (ii)
To join cases (i) and (ii) we consider the following two
conditions:
C'l. The gjj are functions of only the evolutionary time for 
all l,j.
C"2. 11m gAi * c^, where the c^  are constants, for all 1.
C"1 again Implies that (cf. the discussion before Eq.(6.8))
gjj ° 0 for 1 £ j ...6.16
In view of (6.16), we find that the only non-zero r*.. arejK
ry = J*gyyg ; r® “ —%g®®gyo yy,0 yy B yy,0
...6.17
00 ^  B00,0
Substitution of (6.17) into (6.1) yields the evolutionary equatlons- 
of-motion
dv^ yy y 0 , , _
ds“  " “8 8yy,0v v ...6.18a
and
IT  = -te00<e0o,oT°2 - epv.,ovli2j ...6.19a
Imposing the conditions Cl, C2, (6.19a) becomes (6.5). On the other
4hand, if we impose the condition C'2, (6.19a) becomes (6.11).
Finally, from C"2, we see that the equations-of-motion become
4s- - 0 ...6.20ds
in the limit of t-*».
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Eqs. (6.18a) and (6.19a) may be simplified by making the approxi­
mation that vW is a small quantity of the first order with respect to 
v°. Biologically, this corresponds to the assumption that evolution 
occurs slowly. In this approximation, then, for an evolutionary 
motion, we find (cf. Eqs.(5.60) and (6.16))
800v°2 ” 1 ...6.21
where in (6.21) we have neglected terms which are of the second order 
in smallness. Applying this approximation to (6.18a, 6.19a) and
4making use of (6.21), we find
dv11 y vi y ,~7z = -g g avk ...6.18bdt °yy,0
and
dt “ 8̂00^»0 ...6.19b
where all second order terms have^been neglected.
Eqs. (6.18b, 6.19b) are the evolutionary equations-of-motlon 
in a weak evolutionary field which is a function of only the evolu­
tionary time.
4We may rewrite (6.18b) as
( i n r t (/  ...6.22
y _ dx^Remembering that v = and integrating (6.22) twice over the 
interval [0,t], we find
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t'
= / 8q0{ / 8nn^n . n ^  dt"}dt'0 ’00 >0 dt"
+ [g-?2d2E_-i . t + [ x yl Lg00 dt t=0 L Jt=( ...6.23
Eq. (6.23) is a formal solution to the question of how the codon 
composition of a DNA molecule changes as a function of evolutionary 
time if the molecule is in the presence of a weak evolutionary field 
which is a function of only the evolutionary time.
Further investigations of (6.23) require a choice of the time 
functionality of the fundamental tensor. Only then does the theory 
presented here become a complete model genetical-cosmology. We 
refrain, at the present time, from such a choice, since the data 
necessary to test any complete model is not yet available (cf. 5VI.2).
2. EMPIRICAL GENETICAL-COSMOLOGIES
The raw data for generating empirical genetical-cosmologies, 
and for testing model genetical-cosmologies, are compilations of DNA 
sequences from a large number of different species. From such 
compilations one would proceed as follows:
 Order the species, evolutionarily, using classical phylo­
genetic methods.^
 From each species select a DNA sequence which codes for a
protein having essentially the same function in all of the species."* 
The result of the above two processes would be the construction 
of a series of homologically ordered DNA sequences with an associated
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evolutionary time scale. Such a series could be used to suggest, in 
a rough manner, the functional form of the fundamental tensor.
Clearly, this will require much trial-and-error model building.
However, the difficulty with this ansatz, as discussed in §IV.3(ii), 
is the paucity of DNA sequences available at the present time.
Detailed, empirical research in genetical-cosmology, therefore, must 
wait until such data become available.
Even though quantitative research into the nature of the 
biologically-correct genetical-cosmology is not yet feasible, there 
still exists a wealth of classical evolutionary ideas which may lead 
to qualitative statements concerning the manifold structure. For 
example, biological evolution is generally thought to be divergent.**
At the molecular level, this means that, starting from one DNA mol­
ecule, two lines of evolutionary descent never terminate, at the same 
evolutionary time, in a DNA molecule which is the same for both lines 
of descent. In terms of the mathematical theory presented here, 
divergent evolution simply means that two evolutionary motions 
emanating from the same point never cross. This implies, however, 
that the informational space-time manifold cannot be compact,̂  
which is a rather stringent requirement on the manifold structure.
Suppose, on the other hand, that the above two lines of descent 
terminate, at the same evolutionary time, in DNA molecules which differ 
only in codon order. This would represent a crossing of two evolu­
tionary motions which emanate from the same point, but in this case 
divergence has not been violated from an evolutionary point of view. 
However, if the manifold structure is such that evolution is divergent,
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then the above termination of the two lines of descent Is not possible.
As another example, we cite the dependence of mutation rater, of
Qa gene upon the nature of the particular gene in question. Such a 
dependence implies that the model which we have presented is, perhaps, 
too simple minded, since it precludes any dependence of the fundamental 
tensor upon the codon coordinates.
These brief remarks, we hope, will suffice to indicate to the 
reader the necessity of continued, qualitative research in genetical- 
cosmology. In the end, however, the crucial test of our viewpoint 
must come from detailed, empirical analyses.
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ABSTRACT
The sym m etry  p r o p e r t ie s  o f  th e  g e n e t ic  code a re  d is c u s s e d  on th e  b a s is  
o f  s u b s e t c h a r a c t e r i s t i c s .  I t  i s  a rg u e d  t h a t  th e  g e n e t ic  code i s  a r e l a t i o n  
r a t h e r  th a n  a  m a p p in g , and th e  sym m etry  o f  a r e l a t i o n  d e f in e d  on  th e  codons 
i s  in v e s t ig a t e d .  N e c e s s a ry  ( b u t  n o t  s u f f i c i e n t )  c o n d i t io n s  f o r  codon 
d e g e n e ra cy  a re  in t r o d u c e d :  These c o n d i t io n s  a re  c o n s is te n t  n o t  o n ly  w i t h
th e  s ta n d a rd  g e n e t ic  code  b u t  a ls o  w i t h  c e r t a in  i n  v i t r o  and in v iv o  
am biguous codon  a s s ig n m e n ts .
tT h ls  w o rk  was s u p p o r te d  b y  c o n t r a c t  be tw een  th e  U. S . E n e rg y  R e se a rch  and 
D eve lopm en t A d m in is t r a t io n — D iv is io n  o f  B io m e d ic a l and E n v iro n m e n ta l R e s e a rc h - 
P h y a lc s  and T e c h n o lo g ic a l  P rogram  and th e  L o u is ia n a  S ta te  U n iv e r s i t y .
1. INTRODUCTION
The g e n e t ic  code  i s  a la n g ua g e  based on th e  s e t  o f  fo u r  e le m e n ts  
[U ,C ,A ,G 1  = f l .  These e le m e n ts  (U = u r a c i l ,  C = c y to s in e ,  A = a d e n o s in e ,
G a  g u a n in e )  re p r e s e n t  th e  p y r im id in e  (U ,C ) and p u r in e  (A ,G ) n u c le ic  a c id  
bases w h ic h  d e te rm in e  th e  f u n c t io n a l i t y  o f  a r ib o n u c le ic  a c id  (RNA) m essage. 
The l i n e a r  sequence o f  th e s e  bases i n  a g iv e n  m essenger RNA (ra-RNA) te m p la te  
d e te rm in e s  th e  l i n e a r  sequence o f  am ino a c id s  in  a n a s c e n t p r o t e in  m o le c u le . 
Each t r i p l e t  (c o d o n ) o f  th e  base e le m e n ts  codes f o r  th e  in t r o d u c t io n  o f  a 
s p e c i f i c  am ino a c id  i n t o  a g ro w in g  p r o t e in ,  a p ro c e s s  w h ic h  In v o lv e s  re c o g n i­
t i o n  o f  th e  a n t ic o d o n  sequence on  a t r a n s f e r  RNA ( t-R N A ) m o le c u le , th e  am ino 
a c id  c a r r i e r .  The c o d o n -a n t ic o d o n  a s s o c ia t io n  o c c u rs  w i t h in  a r ib o s o m e , one 
o f  th e  fu n c t io n s  o f  w h ic h  i s  t o  s e t  th e  a p p r o p r ia te  phase  o f  t r a n s la t io n  
(co d e  i n t e r p r e t a t i o n ) .  A d e t a i le d  d e s c r ip t io n  o f  th e  fu n c t io n  o f  th e  g e n e t ic  
code i n  p r o t e in  s y n th e s is  i s  g iv e n  i n  W atson1 and D a v id s o n .2
The f u l l  code i s  th e  s e t  C c o n s is t in g  o f  a l l  p o s s ib le  o rd e re d  3 - tu p le s  
o f  th e  s e t  8 :  T h a t i s ,  8  and C a re  r e la te d  b y  th e  C a r te s ia n  p ro d u c t
B x f l x g "  C ....1
T h u s , c  c o n ta in s  h3 *» 6k co d o n s . The t h i r d  s e t  to  be c o n s id e re d  c o n s is ts  o f  
th e  tw e n ty  am ino a c id s  and th e  o p e r a to r  TC ( th e  te r m in a to r  codon , w h ic h  
in t e r r u p t s  th e  p ro c e s s  o f  p r o t e in  s y n th e s is ) .  We w i l l  la b e l  t h i s  s e t  CL . 
A c c o rd in g  to  c u r r e n t  b i o lo g i c a l  th e o r y ,  C and Q, a re  r e la te d  by th e  m app ing
/ :  C -  a  ------2
The m app ing  f has been d e te rm in e d 3 b y  c h e m ic a l a n d /o r  g e n e t ic  m ethods and i s  
p re s e n te d  i n  T a b le  1 . A b r i e f  in s p e c t io n  o f  T a b le  1 c h a r a c te r iz e s  f  as
Table 1
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1Each codon  i s  w r i t t e n  i n  th e  5 / to  3 '  d i r e c t i o n  fro m  l e f t  t o  r i g h t . 
The am ino a c id  ( o r  te r m in a to r  co d o n ) to  w h ic h  each codon c o rre s p o n d s  
i s  w r i t t e n  t o  th e  r i g h t  o f  th e  codon . S ta n d a rd  a b b r e v ia t io n s  f o r  th e  
am ino a c id s  a re  used (s e e  T a b le  2 ) .
m a p p in g  c  o n to  Q . The s u r j e c t l v e  (o n to )  n a tu re  o f  t h i s  m app ing  d e f in e s  
th e  d e g e n e ra cy  o f  th e  g e n e t ic  co d e . The num ber o f  e le m e n ts  o f  c w h ic h  map 
o n to  each e le m e n t o f  0  u n d e r /  I s  l i s t e d  I n  T a b le  2 .
U nder c e r t a in  c o n d i t io n s , 4 th e  g e n e t ic  code has been  shown t o  be 
am b ig u o u s : T h a t I s ,  m ore  th a n  one  am ino a c id  a p p e a rs  t o  c o rre s p o n d  t o  th e
same codon . The g r e a t  m a jo r i t y  o f  such  am biguous codon  a s s ig n m e n ts  have  
come fro m  In  v i t r o  e x p e r im e n ta l s tu d ie s  i n  w h ic h  th e  sys te m  was s tr e s s e d  by 
e x p e r im e n ta l c o n d i t io n s  d i f f e r i n g  fro m  th o s e  th o u g h t t o  e x i s t  i n  th e  i n  
v iv o  sys te m . A r e p r e s e n ta t iv e  sam p le  o f  such  a ss ig n m e n ts  i s  c o l le c t e d  i n  
T a b le  3 .  I n  a d d i t io n ,  c e r t a in  b a c t e r ia l  system s a p p e a r t o  e x h ib i t  I n  v iv o  
a m b ig u it ie s  w h ic h  a r is e  because  o f  th e  p re s e n c e  o f  s u p p re s s o r m u ta t io n s .4 ’ 6
As p o in te d  o u t  b y  G a t l i n , 8 th e  e x is te n c e  o f  am biguous codon  a ss ig n m e n ts  
s u g g e s ts  t h a t  th e  g e n e t ic  code  i s  a r e l a t i o n 9 r a t h e r  th a n  a m a p p in g . G a t l in  
h y p o th e s iz e s 8 t h a t  th e  a m b ig u ity  i n t r i n s i c  to  th e  r e l a t i o n  i s  rem oved b y  th e  
b io lo g i c a l  c o n te x t  i n  w h ic h  th e  code  i s  in t e r p r e t e d .  J u s t  such  an e x p la n a ­
t i o n ,  o f  c o u rs e , i s  g iv e n  t o  th e  p ro c e s s  o f  p r o t e in  s y n th e s is  i n i t i a t i o n .
B o th  o f  th e  codons AUG and GUG s e rv e  as i n i t i a t o r s  o f  p r o t e in  s y n th e s is ;10 
h o w e ve r, th e s e  t r i p l e t s  code  f o r  M et and V a i,  r e s p e c t iv e ly ,  when p o s t e r io r  to  
th e  i n i t i a t i o n  s i t e  on  an m-RNA te m p la te .  T hus , i n  t h i s  in s ta n c e ,  i n i t i a t i o n  
s e rv e s  as th e  b io lo g ic a l  c o n te x t .  A lth o u g h  th e  phenomenon o f  a m b ig u ity  d u r in g  
i n i t i a t i o n  has lo n g  been a c c e p te d , th e  e x is te n c e  o f  p o s t e r io r  a m b ig u ity  has 
been v ie w e d  w i t h  s k e p t ic is m .  T h u s , b i o lo g i s t s  have  a d o p te d  th e  v ie w p o in t  t h a t  
th e  g e n e t ic  code i s ,  i n  f a c t ,  a m app ing  and t h a t  a m b ig u it ie s  a r i s in g  from  
in  v iv o  and i n  v i t r o  s tu d ie s  s im p ly  in d ic a t e  t h a t  th e  t r a n s la t io n  a p p a ra tu s  
i s  n o t m is ta k e - f r e e .  W h ile  t h i s  a t t i t u d e  a p p e a rs  re a s o n a b le  f o r  i n  v i t r o  
a m b ig u it ie s ,  a rg u m e n ts8 have  been advanced a g a in s t  i t  f o r  th e  i n  v iv o  d a ta .
Table 2
D e g e ne ra cy  o f  th e  G e n e t ic  Code
E lem en ts  o f  Q O rd e r o f  D egeneracy
S e r (S e r in e ) 6
A rg ( A r g in in e ) 6
Leu (L e u c in e ) 6
A la ( A la n in e ) k
V a l ( V a l in e ) k
P ro ( P r o l in e ) k
G ly (G ly c in e ) k
T h r (T h re o n in e ) k
l i e ( la o le u c ln e ) 3
TC (T e rm in a to r  C odon) 3
Phe (P h e n y la la n in e ) 2
T y r ( T y ro s in e ) 2
Cys (C y s te in e ) 2
H is ( H is t id in e ) 2
G in (G lu ta m in e ) 2
Lys ( L y s in e ) 2
G lu (G lu ta m ic  A c id ) 2
Asp ( A s p a r t ic  A c id ) 2
Aan (A s p a ra g in e ) 2
T rp (T ry p to p h a n ) 1
M et (M e th io n in e ) 1
Table 3
Am biguous Codon A s s ig n m e n ts  C ron i n  v i t r o  S tu d ie s
[A n  am biguous codon  s p e c i f ie s  m ore  th a n  one am ino a c id .  
The l i s t i n g  g iv e n  h e re  does n o t  in c lu d e  th e  / - m a p p in g .1
£
A m ino A c id ________________  Codon A ss ig n m e n t
Asp UAG, CAG, GAG,
A rg CCG, GCG, GGC,
T rp AGG, GGG, GUG,
Cys AGU,® CGU, UGA,
Lys CUA,® UAA, AAU
G ly UGG, CGG, AGG
V a l UGU, CGU
T h r CAC, AAC
H is UCA, CCA
G in CUA, UGA
G lu UGA, GGA
Leu UUU7
l i e UUU7
A la AGC
Phe AGG
T y r CAU
M et AUA
A sn UGA
R e fe r e n c e  num bers r e f e r  t o  th e  t e x t .  A l l  d a ta ,  e x c e p t th o s e  
in d ic a t e d ,  a re  ta k e n  fro m  R e fe re n c e  5* T h is  t a b le  i s  a d a p te d  
fro m  R e fe re n c e  8 .
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I n  t h i s  p a p e r we p re s e n t a l i n e  o £  re a s o n in g  fa v o r in g  an in t e r p r e t a t i o n  
o f  th e  g e n e t ic  code as a r e l a t i o n .  We p ro p o s e  a r e l a t i o n  d e f in e d  on  th e  codons 
w h ic h  i s  c o n s is te n t  w i t h  th e  m app ing  /  and a ls o  w i t h  c e r t a in  in  v i t r o  and 
i n  v iv o  am biguous codon  a s s ig n m e n ts . The e s s e n t ia l  fo rm  o f  th e  r e l a t i o n  i s  
d e f in e d  b y  th e  b a s ic  sym m etry  o f  th e  m app ing  / ,  w h ic h  i s  p re s e n te d  i n  S e c t io n
2 .  I n  S e c t io n  3 .  t h i s  r e l a t i o n  i s  g e n e ra l iz e d  b y  re c o u rs e  t o  g r o u p - th e o r e t ic  
a rg u m e n ts . F in a l l y ,  i n  S e c t io n  U , th e  g e n e ra l fo rm  o f  th e  r e l a t i o n  i s  used to  
d is c u s s  am biguous c o d in g s .  The b a s ic  r e s u l t  i s  th e  fo r m u la t io n  o f  n e c e s s a ry  
( b u t  n o t  s u f f i c i e n t )  c o n d i t io n s  f o r  codon  d e g e n e ra c y . (We n e v e r  c o n s id e r  why 
a g iv e n  am ino a c id  i s  coded  b y  a g iv e n  co d o n . We a re  co n ce rn e d  o n ly  w i t h  th e  
r e g u l a r i t i e s  w h ic h  e x i s t  i n  th e s e  a s s ig n m e n ts .)
A  w o rd  c o n c e rn in g  g r o u p - th e o r e t ic  c o n c e p ts  i s  i n  o r d e r .  O ur a p p ro a ch  
does n o t  fo c u s  on  any  s u p p o s e d ly - in h e r e n t  g ro u p  c h a r a c te r  o f  th e  g e n e t ic  code 
b u t  seeks in s te a d  t o  use  th e  p o w e r fu l  s y s te m iz a t io n  te c h n iq u e  o f f e r e d  b y  th e  
g ro u p  th e o r y .  T h u s , a b s t r a c t  c o n c e p ts  fro m  g ro u p  th e o r y  a re  used  m e re ly  as 
t o o ls  t o  f e r r e t  o u t  and c a ta lo g u e ,  i n  a c o n c is e  m anne r, th e  s ym m e trie s  
in h e r e n t  i n  th e  co d e .
2 . BASIC SYMMETRY OF THE GENETIC CODE 
The s ym m e trie s  in h e r e n t  i n  th e  m app ing  f  have  been  d is c u s s e d  p r e v io u s ly . 11* 12 
From a p e rs u a l o f  T a b le  1 , one f in d s  a s im p le  r e la t i o n s h ip  among th e  codons 
a s s ig n e d  to  th e  same am ino  a c id :  N am e ly , i f  one  n u c le o t id e  i s  changed in t o
a n o th e r  i n  th e  t h i r d  base p o s i t i o n ,  p a r t i c u l a r l y  U to  C and A t o  G, th e  am ino 
a c id  a s s ig n m e n t re m a in s  unchanged i n  many ca s e s . T h is  s ta te m e n t i s  made m ore 
e x p l i c i t  b y  c o n s id e r in g  a p a r t i c u l a r  d e c o m p o s it io n  o f  C i n t o  fo u r  p a i r w is e -  
d i s j o i n t  s u b s e ts ,  each o f  c a r d i n a l i t y  1 6 . We d e f in e
Cfc e {cljkec|i,j«B] ; k*B ....3
w h e re  th e  in d ic e s  i ,  j ,  k  on  cijk r e f e r  to  th e  f i r s t ,  second end t h i r d  bases
i n  a codon , r e s p e c t iv e ly .  T h u s , Eq. 3 p a r t i t i o n s  C in t o  fo u r  s u b s e ts ,  w here  
each  s u b s e t c o n ta in s  o n ly  th o s e  codons w h ic h  have th e  same t h i r d  b a se . Each 
o f  th e s e  s u b s e ts  may be  mapped b y  /  i n t o  Q , and th e s e  m app ings w i l l  be 
d e n o te d  f(c.. ). T h is  C -d e c o m p o s it io n , w h ic h  we s h a l l  te rm  D , and  th e  a s s o c ia te dK O
m app ings  a re  p re s e n te d  i n  T a b le  k. From an in s p e c t io n  o f  T a b le  k, we im m e d ia te ly  
see  t h a t
The in e q u a l i t y  o f  Eq. U r e s u l t s  e n t i r e l y  fro m  th e  o d d -o rd e r  d e g e n e ra te  codons. 
We s h a l l  r e t u r n  t o  t h i s  p o in t  l a t e r .
C e r ta in  s im p le  m app ing  r e la t i o n s  e x i s t  f o r  th e  e v e n -o rd e r  d e g e n e ra te  
c o d o n s . We s h a l l  d e n o te  th e  s e t  o f  codons w h ic h  maps o n to  a g iv e n  G 
e le m e n t and w h ic h  i s  i - f o l d  d e g e n e ra te  as
w h e re  th e  o rd e re d  p a i r  ( a , i )  d e n o te s  th e  e le m e n t o f  &  i n  q u e s t io n  and th e  o r d e r  
o f  d e g e n e ra c y , r e s p e c t iv e ly ;  and w h e re  th e  s u b s c r ip t  s e rv e s  t o  d i s t i n g u is h  
i n d iv id u a l  co dons . I t  i s  o b v io u s ,  o f  c o u rs e , t h a t
/ ( C „ )  -  / ( C c > ; / ( CA ) *  / ( C G)
fd  ( a * l ) , d ( a ’ i }1 1 9 2 • • • »
6
We c o n s id e r ,  f i r s t ,  th e  o r d e r - 2  d e g e n e ra c ie s . From T a b le  1; we c o n c lu d e  th a t  
e i t h e r
/ (d i ( a ' 2 ) ) e / ( C u ) ^ s5> / (d2 ( a *2 ) ) e / (Cc ) . . . . 7 a
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T a b le  k
D e c o m p o s it io n  o f  C In d u c e d  b y  s [ c ^ fc« c | l , j e f t }
Si f(cv) CC /<cc) 9a /(cA) CG G
ucu S e r ucc S e r UCA S e r UCG S e r
AGU S e r AGC S e r AGA A rg AGG A rg
CGU A rg CGC A rg CGA A rg CGG A rg
CUU Leu cue Leu CUA Leu CUG Leu
GCU A la GCC A la UUA Leu UUG Leu
GUU V a l GUC V a l GCA A la GCG A la
ecu P ro CCC P ro GUA V a l GUG V a l
GGU G ly GGC G ly CCA P ro CCG P ro
ACU T h r ACC T h r GGA G ly GGG G ly
UUU Phe UUC Phe ACA T h r ACG T h r
UAU T y r UAC T y r CAA G in CAG G in
UGU Cys UGC Cys AAA Lys AAG L ys
CAU H is CAC H is GAA G lu GAG G lu
GAU Asp GAC Asp UAA TC UAG TC
AAU A sn AAC Asn UGA TC UGG T rp
AUU H e AUC l i e AUA l i e AUG M et
or
f(*i*’2h*f(cA ) 4 = ^ f ( 4 j ‘*’Zh*f(CG) . . . . 7 b
The d o u b le - im p l ic a t io n s  7 ( a , b )  a re  m u tu a l ly  e x c lu s iv e  f o r  a d o u b ly -d e g e n e ra te  
codon  p a i r .  The im p o r ta n c e  o f  th e  e x is te n c e  o f  th e s e  im p l ic a t io n s  i s  t h a t ,  
g iv e n  th e  lo c a t io n  o f  one  member o f  th e  codon  p a i r ,  we have  a r u l e  w h ic h  
a s s ig n s  a u n iq u e  lo c a t io n  t o  th e  o th e r  member. I n  o th e r  w o rd s , E q . 's  7 ( a ,b )  
d e f in e  a o n e - to -o n e  c o rre s p o n d e n c e  fro m  one member o f  a d o u b ly -d e g e n e ra te  
codon  p a i r  t o  th e  o th e r  member.
The a n a lo g o u s  c h a r a c t e r iz a t io n  o f  o rd e r-4 - d e g e n e ra c ie s  i s  c o m p le te d  by 
a l lo w in g  E qs. 7a  and 7 b  t o  h o ld  s im u lta n e o u s ly . H ence, as shown in  T a b le  4 , 
one and o n ly  one codon fro m  an o rd e r -4  d e g e n e ra te  codon  s e t  m us t l i s t  i n  
e v e ry  / ( C ^ )  co lum n . The e x te n s io n  t o  a d e g e n e ra cy  o f  o r d e r  6  i s  a g a in  s im p le :  
F o r fo u r  o f  th e  s i x  co d o n s , E qs. 7a and 7b h o ld ,  w h i le  f o r  th e  l a s t  tw o 
co d o n s , e i t h e r  Eq. 7a  o r  Eq. 7b  h o ld s .
The e x a c t n a tu re  o f  th e  o n e - to -o n e  c o rre s p o n d e n c e  d e f in e d  b y  E q 's .
7 ( a , b )  fo l lo w s  fro m  th e  d e c o m p o s it io n  D0 . F o r any codon  p a i r  ( f ro m  an 
e v e n -o rd e r  d e g e n e ra te  codon  s e t )  w h ic h  s a t i s f i e s  one  o f  th e  im p l ic a t io n s ,  
th e  f i r s t  tw o bases o f  one codon  o f  th e  p a i r  a re  th e  same as th o s e  o f  th e  
o th e r  codon . The t h i r d  b a s e , o n  th e  o th e r  h a n d , i s  d i f f e r e n t  f o r  th e  tw o  
codons b u t  m us t be p y r im id in e  (E q . 7 a )  o r  p u r in e  (E q . 7 b ) .  T h is ,  o f  c o u rs e , 
i s  th e  in h e r e n t  sym m etry o f  th e  m app ing  / ,  and we s h a l l  r e f e r  t o  i t  as th e  e v e n - 
o r d e r  d e g e n e ra cy  c o n s t r a in t  (EODC). T h is  sym m etry  i s  n o t  e x a c t ,  as e v id e n c e d  
by th e  o d d -o rd e r  d e g e n e ra te  codons w h ic h  we s h a l l  now d is c u s s .
C o n s id e r  th e  tw o s e ts  o f  t r ip ly - d e g e n e r a t e  co d o n s , one o f  w h ic h  maps 
o n to  H e  w h i le  th e  o th e r  maps o n to  TC. Ttoo o f  th e  codons w h ic h  c o rre s p o n d  
to  l i e  s a t i s f y  EODC and Eq. 7 a . T h u s , th e s e  tw o codons c o u ld  be  c h a ra c te r iz e d  
as d o u b ly -d e g e n e ra te . The t h i r d  codon  i s  AUA; we d e n o te  i t  / ( A l lA )  ■ l i e * .
The ease o f  TC i s  m ore u n iq u e : E i t h e r  o f  th e  p a i r s  (UAA, UAG) o r  (UGA, UAG)
s a t i s f i e s  Eq. 7 b . The f i r s t  p a i r ,  h o w e ve r, a ls o  s a t i s f i e s  EODC. H ence,
(UAA, UAG) c o u ld  be c h a r a c te r iz e d  as a d o u b ly -d e g e n e ra te  codon  p a i r .  The 
t h i r d  codon  i s  UGA; we d e n o te  i t  f(VGA) «  TC *.
C o n s id e r ,  f i n a l l y ,  th e  tw o  n o n -d e g e n e ra te  co d o n s , one o f  w h ic h  maps 
o n to  M et w h i le  th e  o th e r  maps o n to  T rp .  A c c o rd in g  t o  th e  d is c u s s io n  o f  th e  
p re v io u s  p a ra g ra p h , h o w e ve r, th e  codons c o rre s p o n d in g  to  l i e *  and TC* may a ls o  
be  c o n s id e re d  t o  be  e f f e c t i v e l y  n o n -d e g e n e ra te . L e t t in g  th e  am ino a c id  sym bols 
re p r e s e n t  th e  a c tu a l  codons i n  q u e s t io n ,  we f i n d  fro m  T a b le  U th a t  th e  codon 
p a i r s  (T C *, T rp )  and ( L ie * ,  M e t)  s a t i s f y  EODC. T h u s , one c o u ld  i n f e r  t h a t  
th e s e  codon  p a i r s  a re  d o u b ly -d e g e n e ra te . I n  f a c t ,  an  i n  v i t r o  (s e e  T a b le  3 )  
codon  a s s ig n m e n t in d ic a t e s  t h a t ,  u n d e r c e r t a in  c o n d i t io n s ,  th e  codon p a i r  ( l i e * ,  
M e t)  i s  d o u b ly -d e g e n e ra te  and maps o n to  th e  am ino  a c id  M e t. H ow ever, i f  th e  
m app ing  f i s  supposed t o  be e x a c t ,  th e  s y n m e try  d e v ia t io n s  e x h ib i t e d  b y  th e s e  
tw o  codon p a i r s  s u g g e s t t h a t  an  e v o lu t io n a r y  change o f  th e  g e n e t ic  code has 
p ro d u ce d  a s l i g h t  s y n m e try  d e v ia t io n is m .13
I n  summ ary, th e  b a s ic  sym m etry  o f  th e  m app ing  f i s  EODC as d e f in e d  f o r  th e  
d o u b ly -d e g e n e ra te  co d o n s . T hus , th e  fu n d a m e n ta l d e g e n e ra cy  i s  o f  o rd e r  2 .
U s in g  th e  r u le  d is c e rn e d  f o r  th e  o r d e r - 2  d e g e n e ra te  co d o n s , th e  o rd e r -1 ; and 
o r d e r - 6  d e g e n e ra te  codons may be c h a r a c te r iz e d .  F o r th e  o d d -o rd e r  d e g e n e ra te  
co d o n s , EODC In d ic a te s  t h a t  s l i g h t  d e v ia t io n s  fro m  s t r i c t  sym m etry  have 
o c c u r re d .  I n  th e  n e x t  s e c t io n ,  we w i l l  a m p l i f y  and g e n e r a l iz e  some o f  th e s e  
c o n c e p ts .
3 .  GROUP-THEORETIC TREATMENT
A . O p e r a t io n a l D e v e lo p m e n t:
We now in q u i r e  i n t o  th e  p o s s ib le  e x is te n c e  o f  code  d e c o m p o s it io n s  o th e r  
th a n  D0 w h ic h  a d m it th e  same im p l i c a t io n s ,  n a m e ly , 7 ( a , b ) .  T h a t i s ,  we seek
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o t h e r  C d e c o m p o s it io n s  w h ic h  may have sym m etry c h a r a c t e r i s t i c s  s i m i l a r  t o  0 o 
u n d e r th e  m app ing  f.
C o n s id e r  th e  e f f e c t  o f  d e f in in g  a g ro u p  s t r u c t u r e  f o r  B w h i le  t r e a t i n g  
th e  C a r te s ia n  p ro d u c t  s p e c i f ie d  i n  Eq. 1 as g ro u p  m u l t i p l i c a t i o n .  C becomes 
a c o l l e c t io n  o f  t r i p l e  p ro d u c ts  o f  th e  e le m e n ts  o f  th e  g ro u p  B a n d , u n d e r th e  
d e f in e d  m u l t i p l i c a t i o n  r u l e ,  becomes e q u iv a le n t  t o  B when th e  re p e a te d  e le m e n ts  
a re  rem oved so  as t o  a g a in  fo rm  a s e t .  T h a t i s ,  when B i s  a g ro u p
B x  B x  B * ' B . . . . 8
The num ber o f  e le m e n ts  o f  C w h ic h  map o n to  one  o f  th e  g ro u p  e le m e n ts  o f  0  i s  
g iv e n  b y  th e  c a r d i n a l i t y  o f  C d iv id e d  b y  th e  o rd e r  o f  th e  g ro u p  B . S in c e  th e  
s e t  B has c a r d i n a l i t y  k, any  g ro u p  fo rm ed  fro m  B h a v in g  o n ly  th o s e  e le m e n ts  i s  
o f  o r d e r  U. H ence, th e  n u n b e r o f  o rd e re d  3 - t u p le s  m app ing  o n to  any one g ro u p  
e le m e n t i s  6U /h  -  1 6 . We d e n o te  th e s e  p a i r w i s e - d i s jo i n t  s u b s e ts  o f  C as C ^, 
ke B , w h e re  th e  s u b s c r ip t  d e n o te s  th e  e le m e n t o f  B t h a t  th e  codons o f  th e  
s u b s e t map o n to  u n d e r g ro u p  m u l t i p l i c a t i o n .  T h is  n o ta t io n  i s  a n a lo g o u s  to  t h a t  
p re s e n te d  i n  S e c t io n  2  and w i l l  b e  j u s t i f i e d  i n  S e c t io n  3 *B . I t  m us t be  
rem em bered, h o w e v e r, t h a t  th e  a c tu a l  e le m e n ts  o f  a s u b s e t as d e f in e d  above 
a re  d i f f e r e n t  fro m  th o s e  o f  S e c t io n  2 .
Now, s in c e  B  m u s t be  a  g ro u p  o f  o r d e r  1+, th e r e  a re  o n ly  tw o  a b s t r a c t  f i n i t e  
p o s s i b i l i t i e s ,  b o th  a b e l ia n :  th e  K le in  fo u r -g ro u p  V and th e  c y c l i c  g ro u p  o f
o r d e r  4  C . The a b s t r a c t  p r e s e n ta t io n 14 o f  V i s
V : ( a , b ;  a2 , ! ^ ,  a b -b a )  ....9
T h u s , th e  g ro u p  e le m e n ts  a re  V s  [ l , a , b , c ( = a b ) t , w he re  1 re p re s e n ts  th e  i d e n t i t y  
e le m e n t. The a b s t r a c t  p r e s e n ta t io n  o f  C4 i s
C : < d ;d 4 >4 .10
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and  C4 a  ( l , d , e ( =  d2 ) ,  f ( =  d3 ) } .
To f i n d  th e  d e c o m p o s it io n  o f  C , we make an  o rd e r - is o m o rp h is m  fro m  0  t o  
e i t h e r  V o r  C ^. In  g e n e r a l ,  th e r e  a re  24  o rd e r - is o m o rp h is m s  f o r  each a b s t r a c t  
g ro u p , f o r  a t o t a l  o f  4 8 . H ow ever, one f in d s  t h a t  th e r e  a re  o n ly  k d i s t i n c t  
o rd e r - is o m o rp h is m s  f o r  V , and o n ly  12 f o r  C4 . These a re  shown i n  T a b le  5 .
When th e s e  o rd e r - is o m o rp h is m s  a re  used  t o  in d u c e  C -d e c o m p o s it io n s , h o w e ve r, 
one f in d s  t h a t  th e r e  a re  o n ly  7  d i s t i n c t  d e c o m p o s it io n s , D j-D ^ .  These  a re  
p re s e n te d  i n  T a b le  6 ,  i n  such  a w ay t h a t  each codon  e n t r y  re p re s e n ts  a l l  
p e rm u ta t io n s  o f  th e  th r e e  b a s e s . The f a c t  t h a t  th e s e  d e c o m p o s it io n s  may be 
w r i t t e n  i n  t h i s  m anner i s  one o f  th e  s a l ie n t  fe a tu r e s  o f  th e  g r o u p - th e o r e t ic  
m e th o d . I n  o r d e r  t o  c l a r i f y  t h i s ,  h o w e ve r, some comments c o n c e rn in g  th e  g e n e ra l 
n a tu re  o f  D1 -D?r a re  i n  o r d e r .  T h is ,  i n  t u r n ,  w i l l  a l lo w  a s p e c i f i c a t i o n  o f  th e  
r e la t i o n s h ip  be tw een  D1 ~D7 and D0 .
I n  th e  s e t  C th e r e  a re  th r e e  d i f f e r e n t  ty p e s  o f  codons w h ic h  we s h a l l  
la b e l  Types I ,  2  and 3  baaed  o n  th e  num ber o f  d i s t i n c t  bases  w i t h i n  any one 
codon  o f  a g iv e n  ty p e .  T h u s , th e re  a re  4  T ype  1 co d o n s : UUU, CCC, AAA, GGG.
T h e re  a re  36  Type 2 co d o n s , and th e s e  a re  g e n e ra te d  by  th e  3 p e rm u ta t io n s  o f  
th e  th r e e  bases o f  th e  f o l lo w in g  12 co d o n s : UCC, UAA, UGG, CUU, CGG, CAA, AGG,
AUU, ACC, GAA, GCC, GUU. We s h a l l  te rm  th e s e  12 codons th e  T ype  2 g e n e ra to rs .  
F in a l l y ,  th e re  a re  24  Type 3 co d o n s , and th e s e  a re  g e n e ra te d  b y  th e  6  
p e rm u ta t io n s  o f  th e  th r e e  bases o f  th e  f o l lo w in g  4 c o d o n s : GAG, UAG, GUC, AUG.
We s h a l l  te rm  th e s e  4  codons th e  Type 3 g e n e ra to rs .  A m a jo r  c h a r a c t e r i s t i c  o f  
D1 -D7 i s  t h a t ,  f o r  each d e c o m p o s it io n , each C ^ -s u b s e t c o n ta in s  one (a n d  o n ly  
o n e ) Type 1 codon , a l l  th e  p e rm u ta t io n s  o f  th r e e  (and  o n ly  th r e e )  Type 2 
g e n e ra to rs  and a l l  th e  p e rm u ta t io n s  o f  one (a n d  o n ly  o n e ) Type 3 g e n e ra to r .
T h e re  i s  n o t  c o m p le te  freedom  i n  th e  s e le c t io n  o f  th e s e  codons f o r  any  one 
C ^ -s u b s e t,  h o w e ve r, s in c e  c e r t a in  m app ing  r e la t i o n s  e x i s t  f o r  th e  fo u r  s u b s e ts
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Table 5
D is t i n c t  O rd e r- Is o m o rp h ls m s  B — V, CA
e «* v B ♦♦ C a .
L a b e l O rd e r- Is o m o rp h is m L a b e l O rd e r- Is o m o rp h is m
V - l {U ,A ,C ,G } C4 - I {U ,A ,C ,G }
V -2 {C ,G ,U ,A } C4-2 {C .G .U .A }
v-3 [A ,C ,G ,U ] C4-3 { a . c . g . u i
v-U {G ,U ,A ,C } C4 -U (G ,U ,A ,C f
^ ** G4  B ** C4
L a b e l O rd e r- Is o m o rp h is m L a b e l O rd e r- Is o m o rp h is m
C4 -5 fU ,A ,G ,C } C4 -9 {U ,C ,A ,G }
C4 -6 {G ,C ,U ,A } C4 - IO {A ,G ,U ,C }
C4 -7 {A .G .C .U } C4 - I I {C ,U ,G ,A }
CO1u {C ,U ,A ,G 1 C4 - I 2 {G ,A ,C ,U 1
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Table 6
G ro u p -T h e o re t ic  D e c o m p o s it io n s  o f  C
L a b e l O rd e r- is o m o rp h is m s %
S u b s e ts  o f  C 
CC CA CG
D i V -1 ,V -2 ,V -5 ,V -1 ^ CAG UAG GUC AUC
UCC CUU AGG GAA
UAA CGG AUU GCC
UGG CAA ACC GUU
UUU CCC AAA GGG
Dz C4 - l , C 4 -2 UAG CAG GUC AUC
UCC CUU GAA AGG
CGG UAA AUU GCC
CAA UGG ACC GUU
UUU CCC GGG AAA
d3 C4 -5 ,C 4 -U CAG UAG AUC GUC
CUU UCC AGG GAA
UAA CGG GCC AUU
UGG CAA GUU ACC
CCC UUU AAA GGG
D4 c 4 - 5 , c 4 -6 AUC UAG GUC CAG
GAA CUU AGG UCC
GCC CGG AUU UAA
UGG ACC CAA GUU
UUU AAA CCC GGG
Table 6 (continued)
L a b e l O rd e r- ls m o n > h is m s CU
S u b se ts
CC
o f  C 
CA CG
Ds C4 -7 ,C 4 -8 CAG GUC UAG AUC
UCC AGG CUU GAA
UAA AUU CGG GCC
GUU CAA ACC UGG
GGG CCC AAA UUU
d 6 c 4 - 9 , c 4 - i o GUC UAG CAG AUC
AGG CUU UCC GAA
UAA GCC AUU CGG
ACC CAA UGG GUU
UUU GGG AAA CCC
Dy C4 -1 1 ,C 4 -1 2 CAG AUC GUC UAG
UCC GAA AGG CUU
AUU CGG UAA GCC
UGG GUU ACC CAA
AAA CCC UUU GGG
aEach codon e n t r y  r e p re s e n ts  a l l  p e rm u ta t io n s  o f  I t s  th r e e  b a s e s . F o r 
e xa m p le , CAG re p re s e n ts  CAG, AGC, GCA, CGA, ACG and GAC.
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o f  a n y  one d e c o m p o s it io n ,  as we s h a l l  now show.
C o n s id e r  th e  o n e - to -o n e  c o rre s p o n d e n c e s  d e f in e d  b y
R (A ) -  G R (u )  -  C
R (G ) -  A f t ( c )  = U
and
R 7(A )  «  U R 7(G ) ■ C ....12
P/ ( U ) - A  f t ' ( c )  -  G
R ta k e s  one p u r in e  ( p y r im id in e )  base  in t o  th e  o th e r  p u r in e  ( p y r im id in e )  b a se . 
R7, on  th e  o th e r  h a n d , ta k e s  one o f  th e  bases o f  a W a ts o n -C r ic k  base  p a i r  i n t o  
th e  o th e r  base  o f  th e  p a i r .  The d e c o m p o s it io n s  D1 -D7  may be c la s s e d  a c c o rd in g  
t o  th e  m app ing  c h a r a c t e r i s t i c s  o f  t h e i r  C ^ -s u b s e ts  u n d e r ft and f t / .  T h is  i s  
p re s e n te d  i n  T a b le  J. By in s p e c t io n  o f  T a b le  7 . we f i n d  t h a t  th e  C ^ -s u b s e ts  
o f  Hz, D3 t r a n s fo rm  i n  th e  same m anner u n d e r ft and f t 7, as a ls o  do th e  C ^- 
s u b s e ts  o f  D4 , Dr-, and Df l t  D7 . On th e  o th e r  hand , th e  C ^ -s u b s e ts  o f  D j., D2 , D3 
t r a n s fo rm  i n  th e  same m anner u n d e r R , w h i le  th e  C ^ -s u b s e ts  o f  D j., DP|, Dy 
t r a n s fo rm  i n  th e  same m anner u n d e r R 7. F in a l l y ,  we n o te  t h a t  th e  C -d e c o m p o s i- 
t i o n  Dq tra n s fo rm s  l i k e  D i  u n d e r R and f t 7.
W ith  th e  above c h a r a c t e r iz a t io n  o f  D1 -D7 i n  m in d , we may now in v e s t ig a t e  
th e  n a tu r e  o f  th e s e  d e c o m p o s it io n s  u n d e r th e  m app ing  / .  P ro c e e d in g  i n  a m anner 
a n a lo g o u s  t o  t h a t  o f  S e c t io n  2 ,  we f i n d  t h a t  th e r e  e x i s t  th r e e  s e ts  o f  o n e - to -  
one c o rre s p o n d e n c e s , L i - I q ,  f ° r  th e  d e c o m p o s it io n s  D1 -D7 . These a re  d e f in e d  
b y  th e  d o u b ly  -d e g e n e ra te  codons i n  th e  fo l lo w in g  m anner.
L i  a p p l ic a b le  t o  D j., D&, D;’3
e i t h e r  1 .
o r  2 . / ( d x ^ a , 2 * ) « / ( C A ) ^ ^ / ( < f e ^ a , 2 * ) « f ( C G)
124
T a b le  7
T ra n a fo rm a t io n  P ro p e x t ie a  o f  th e  S u b s e t*  o f  D1 -D7  U nder f t  and f t '
S u b se t T ra n s fo rm a tio n s
D e c o m p o s it io n ft
Di cu ** cc CU ** CA
CA**rG CC - CG
Us °U “ cc CU * CG
CA** CG CC ** CA
Pa CU**CG
CA ** r G Cc** CA
d4 ^  ** CA CU ** CC
cc •* ^ CA ** CG
d5 °0 ** CA % ~ CC
<t:**cG CA ~ CG
Do Cu - C g CA
CC ~  CA CC ~ CG
Dy CU**CG C d - CA
CC **  CA CC**CG
I e  —  a p p l ic a b le  t o  D4 , 1% 
e i t h e r  1 . / ( d i ^ ^ e / f C ^ s s * / ^ - * 2 * ) * / ^ )
or 2. /(di(**2))«/(CA)«*=»/(da(a'2))«/(CG)
9L 3 -  / ( « * i ( * , 2 ) ) t / ( C D) < = > / ( c f e ( a *2 ) )« / (C A )
2£ h. f(d1(a’2))c/(cc)«s=^/(4a(**2))c/(cG)
Lg ___ a p p l ic a b le  t o  De* &7 
e i t h e r  1 .
o r  2 .  / ( d 1 ( a *2 ) )e / (c A )<== =>/ (d a ( a ' 2 ) ) e / (C G)
o r  3 .  / ( d 1 ( a »2 ) ) « / ( C u ) « = ^ / ( d 2 ( a »2 ) )e / (CG)
o r  / ( d x ^ a , 2 ^ ) « ^ ( c c ) ^ = ^ / ( d 2 ^a , 2 b e / ( C A )
L i ,  o f  c o u rs e , i s  th e  same o n e - to -o n e  c o rre s p o n d e n c e  as E qs. 7 ( a , b ) .
T h u s , th e  d is c u s s io n  and th e  r e s u l t s  o f  S e c t io n  2  f o r  th e  d e c o m p o s it io n  D0 
a re  e q u a l ly  v a l i d  f o r  th e  d e c o m p o s it io n s  D i ,  Ds, P3 . I n  f a c t ,  th e  u t i l i t y  o f  
th e s e  fo u r  d e c o m p o s it io n s  i n  d is c u s s in g  th e  s y n m e try  o f  th e  m a pp ing  f r e s id e s  
i n  th e  s i m p l i c i t y  o f  L i .  F o r th e s e  d e c o m p o s it io n s , EODC i s  r e a d i l y  a p p a re n t 
f o r  a l l  e v e n -o rd e r  d e g e n e ra te  codon  s e ts .
I t  i s  o b v io u s  t h a t  L i  i s  s t r o n g e r  th a n  I e  o r  I q ,  I n  f a c t ,  L i  i s  c o n ta in e d  
w i t h i n  I g  o r  L3 . The d i f f i c u l t y  i n  d is c u s s in g  th e  s y n m e try  o f  th e  m a pp ing  /  
u s in g  I g  o r  Ig  i s  t h a t  EODC i s  n o t  r e a d i l y  a p p a re n t f o r  e v e n -o rd e r  d e g e n e ra c ie s  
g r e a t e r  th a n  2 .  T h is  can  le a d  t o  a m b ig u it ie s  i n  th e  a p p l ic a t io n  o f  I g ,  I g  to  
th e  o r d e r -4  and o r d e r -6  d e g e n e ra te  co d o n  s e ts .  EODC i s  a p p a re n t f o r  I g  and Lq 
w hen th e  o r d e r -2  d e g e n e ra c ie s  a re  c o n s id e re d ,  h o w e v e r, and t h i s ,  o f  c o u rs e , 
i s  w h a t in d u c e s  th e s e  s e ts  o f  o n e - to -o n e  c o rre s p o n d e n c e s . T h u s , i f  EODC i s  
p o s tu la te d  f o r  th e  t r e a tm e n t  o f  o r d e r - ^  and o r d e r -6  d e g e n e ra c ie s  b y  I g ,  I g ,  
a l l  a m b ig u ity  i s  a l l e v ia t e d .  I t  th e n  fo l lo w s  t h a t  an  o r d e r - k  d e g e n e ra c y  i s
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s p e c i f ie d  u n iq u e ly  b y  a l lo w in g  tw o  o f  th e  Ie  ( o r  I q )  Im p l ic a t io n s  t o  h o ld  
s im u la tn e o u s ly .  L ik e w is e ,  an  o r d e r - 6  d e g e n e ra cy  i s  s p e c i f ie d  u n iq u e ly  b y  
a l lo w in g  th r e e  o f  th e  I g  ( o r  L3 )  im p l ic a t io n s  t o  h o ld  s im u lta n e o u s ly .
I n  summ ary, we have  used a g r o u p - th e o r e t ic  c o n s t r u c t io n  t o  g e n e ra te  
o th e r  C -d e c o m p o s it io n s  w h ic h  a re  o f  u t i l i t y  i n  i n v e s t ig a t in g  th e  s y n m e try  o f  
th e  m app ing  f. T h re e  o f  th e  d e c o m p o s it io n s , D3.-D3, a re  e n t i r e l y  a n a lo g o u s  
t o  th e  o r i g i n a l  d e c o m p o s it io n , Dq , i n  te rm s  o f  s y n m e try  c h a r a c t e r i s t i c s  u n d e r 
/ .  F o u r o f  th e  d e c o m p o s it io n s , 0 4 - 1)7 , h o w e ve r, a p p e a r n o t  to  be o p t im a l  f o r  
d is c u s s in g  th e  sym m etry  o f  f. T h a t i s ,  th e y  le a d  t o  im p l ic a t io n s  w h ic h  
o b s c u re  EODC f o r  o rd e r -U  and o r d e r -6  d e g e n e ra c ie s . I t  w i l l  be  shown i n  
S e c t io n  h t h a t  th e s e  l a t t e r  d e c o m p o s it io n s  may become o p t im a l  f o r  am biguous 
codon a s s ig n m e n ts .
B. G e n e r a l iz a t io n :
Up t o  t h i s  p o in t ,  we have  t r e a te d  th e  g e n e t ic  code as a d e f in e d  m app ing .
T h is ,  i n  t u r n ,  in d u c e s  th e  o n e - to -o n e  c o rre s p o n d e n c e  L i  f o r  D0 -I>3 . I n  o r d e r  
t o  d is c u s s  am biguous c o d in g s ,  h o w e ve r, i t  i s  n e c e s s a ry  to  t r e a t  th e  g e n e t ic  
code  as a  r e l a t i o n :  T h a t i s ,  we c o n s id e r  th e  g e n e t ic  code t o  be a s u b s e t
o f  C x  a  w h ic h  la c k s  th e  m app ing  c h a r a c t e r i s t i c .  O ur p re v io u s  l i n e  o f  
re a s o n in g  (S e c t io n s  2 and J>.h) le a d s  us  t o  p o s tu la te  t h a t ,  u n d e r c o n d i t io n s  
when th e  g e n e t ic  code  m u s t be t r e a te d  as a r e l a t i o n ,  L i  m u s t a ls o  be  t r e a te d  
as a  r e l a t i o n .  T h u s , we c o n s id e r  th e  u n d e r ly in g  sym m etry  d is c u s s e d  i n  th e  
p re c e e d in g  tw o  s e c t io n s  t o  be  fu n d a m e n ta l to  th e  b io lo g i c a l  p ro c e s s  o f  code 
i n t e r p r e t a t i o n  w i t h i n  an a p p r o p r ia te  b i o lo g i c a l  c o n te x t .  The g e n e r a l iz a t io n  
o f  t h i s  sym m etry  r e s u l t s  fro m  re m o v a l o f  th e  m app ing  c h a r a c t e r i s t i c .  T h is  le a d s  
us to  p o s tu la te  r e la t i o n s  w h ic h  s e rv e  as n e c e s s a ry  ( b u t  n o t  s u f f i c i e n t )  c o n d i t io n s  
f o r  codon  d e g e n e ra c y . T hese  r e la t i o n s  a re  d e f in e d  f o r  th e  o r d e r - 2  d e g e n e ra c ie s  
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H ie  c o n te n t  o f  t h i s  p o s tu la te  f o r  an  o r d e r -2  d e g e n e ra te  codon  s e t  i s  as 
f o l lo w s .  I f  a  codon  p a i r  i s  d o u b ly -d e g e n e ra te ,  th e n  i t  m u s t be  an  e le m e n t 
o f  e i t h e r  R i  o r  R e . T h e re  e x i s t  codon  p a i r s ,  h o w e ve r, w h ic h  a re  e le m e n ts  o f  
R i  o r  Re b u t  w h ic h  a re  n o t  d o u b ly -d e g e n e ra te . T h a t i s ,  a n e c e s s a ry  ( b u t  n o t  
s u f f i c i e n t )  c o n d i t io n  t h a t  tw o  codons be d o u b ly -d e g e n e ra te  i s  t h a t  th e  codon  
p a i r  be an  e le m e n t o f  e i t h e r  R i  o r  R e. The v a l i d i t y  o f  t h i s  s ta te m e n t ,  o f  
c o u rs e ,  r e l i e s  t o t a l l y  o n  how w e l l  i t  f i t s  know n codon  a s s ig n m e n ts .
F o r an  o r d e r - 4  d e g e n e ra te  codon  s e t ,  th e  n e c e s s a ry  ( b u t  n o t  s u f f i c i e n t )  
c o n d i t io n  t h a t  th e  f o u r  codons be 4 - f o l d  d e g e n e ra te  i s  t h a t  tw o o f  th e  codons 
fo rm  a codon  p a i r  w h ic h  i s  an  e le m e n t o f  R i  and th e  o th e r  tw o  codon  fo rm  a 
co d o n  p a i r  w h ic h  i s  an e le m e n t o f  R e. I n  a s i m i l a r  m anne r, f o r  an  o r d e r -6  
d e g e n e ra te  codon  s e t ,  th e  n e c e s s a ry  ( b u t  n o t  s u f f i c i e n t )  c o n d i t io n  t h a t  th e  
s i x  codons be  6 - f o l d  d e g e n e ra te  i s  t h a t  tw o  o f  th e  codons fo rm  a codon  p a i r  
w h ic h  i s  an e le m e n t o f  R i  and tw o  m ore  o f  th e  codons fo rm  a  codon  p a i r  w h ic h  
i s  a n  e le m e n t o f  R e; th e  l a s t  tw o  codons m u s t th e n  fo rm  a codon  p a i r  w h ic h  i s  
an  e le m e n t o f  e i t h e r  R i o r  R e.
I t  i s  o b v io u s ,  o f  c o u rs e , t h a t  R i  t:ud Re d e r iv e  fro m  L i - 1  and L i - 2 ,  
r e s p e c t iv e ly ,  b y  re m o v a l o f  th e  m app ing  c h a r a c t e r i s t i c .  The use o f  Rj_, Re, 
h o w e ve r, im p l ie s  t h a t  a  p a r t i c u l a r  C -d e c o m p o s it io n  h a s  been  ch osen . T h u s , 
th e r e  a re  a c t u a l l y  e ig h t  s e ts  o f  r e l a t i o n s ,  one each f o r  Do -0 7> I t  i s  
im p o r ta n t  t o  n o te ,  h o w e ve r, t h a t  i f  th e  s e ts  R i and Re a re  fo rm e d  fro m  a l l  
o f  th e  d e c o m p o s it io n s  D0 -I>7 > r o t  a l l  o f  th e  64s  p o s s ib le  codon  p a i r s  w i l l  be 
re p re s e n te d .  T h is ,  o b v io u s ly ,  m us t be  th e  c a s e , s in c e  o th e r w is e  th e  g e n e r a l iz a ­
t i o n  w o u ld  ha ve  no d is c r im in a t o r y  c o n te n t .  T h a t i s ,  i f  a l l  codon  p a i r s  c o u ld
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b e  a n  e le m e n t o f  some R i  o r  R e, n e c e s s i ty  w o u ld  be t r i v i a l l y  s a t i s f i e d .
A l l  o f  th e  codon  p a i r s  d is c u s s e d  I n  S e c t io n s  2  and 3 . A w h ic h  s a t i s f y  
L i  a re  a ls o  e le m e n ts  o f  R i  and Rg f o r  any  o f  th e  d e c o m p o s it io n s  Do - 0 ^ .  T h a t 
i s ,  t h e  sym m etry  o f  co d o n  d e g e n e ra c ie s  u n d e r th e  m a pp ing  f i s  c h a r a c te r is e d  
b y  th e  use  o f  th e  r e la t i o n s  d e s c r ib e d  a b o ve : T h is  m u s t be th e  ca se  because
th e  g e n e r a l iz a t io n  was p ro p o s e d  w i t h  th e s e  codon  p a i r s  i n  m in d . T h u s , th e  
n e c e s s i ty  p o s tu la te  o b ta in s  when th e  b io lo g i c a l  c o n te x t  i s  such  t h a t  th e  
m app ing  f a p p l ie s .  C e r ta in  o f  th e s e  codon  p a i r s  a re  n o t  e le m e n ts  o f  R i  o r  Rg 
w hen th e  d e c o m p o s it io n s  D ^-D y a re  u s e d : T h is ,  o b v io u s ly ,  m us t be  th e  case  s in c e
we g e n e ra l iz e d  fro m  L i  r a t h e r  th a n  fro m  o r  I ^ .
The re a s o n  f o r  b a s in g  th e  g e n e r a l iz a t io n  on  L i  i s  t w o - f o ld .  F i r s t ,  we 
d e s ir e d  t o  c o n s t r u c t  a  r e l a t i o n  fro m  w h ic h  th e  sym m etry  o f  f c o u ld  be  
re c o n s t r u c te d  as s im p ly  as  p o s s ib le .  S uch a r e s u l t  n a t u r a l l y  o b ta in s  i f  th e  
g e n e r a l iz a t io n  i s  fro m  L i  r a t h e r  th a n  fro m  I®  o r  I q ,  a s  d is c u s s e d  a t  th e  end 
o f  S e c t io n  3 * A . S econd , r e l a t i o n s  fo rm e d  fro m  I®  o r  Iq  a re  g r e a te r  i n  
c a r d i n a l i t y  th a n  th o s e  fo rm e d  fro m  L i .  An in c re a s e  i n  c a r d i n a l i t y ,  i n  t u r n ,  
w eakens th e  n e c e s s i ty  c o n d i t io n  f o r  codon  d e g e n e ra c y . I t  s h o u ld  be  n o te d  a ls o  
t h a t  i f  r e l a t i o n s  fo rm ed  fro m  I g  and Ig  a re  use d  s im u lta n e o u s ly ,  th e n  n e c e s s i ty  
i s  s a t i s f i e d  t r i v i a l l y ,  as  d is c u s s e d  a b o ve . T h u s , we have  chosen  th e  
s t r o n g e s t  s e t  o f  r e l a t i o n s  fro m  th e  th r e e  t h a t  a re  p o s s ib le ,  and a p p ly  them  
t o  a l l  d e c o m p o s it io n s  D0 -D7 . I n  th e  e n d , th e  u t i l i t y  o f  D4 -D7  i s  e v id e n c e d  
b y  th e  am biguous codon  a s s ig n m e n ts , and th e s e  c o d in g s  a ls o  p r o v id e  a t e s t  o f  
th e  n e c e s s i ty  p o s tu la te ,  R i  and R g. B e fo re  t u r n in g  to  a  d is c u s s io n  o f  th e s e  
d a ta ,  h o w e ve r, a  s y n o p s is  o f  th e  r a t io n a le  le a d in g  t o  th e  c o n c e p t io n  o f  th e  
n e c e s s i ty  p o s tu la te  i s  i n  o r d e r .
The n e c e s s i ty  p o s tu la te  r e s u l t s ,  above  a l l ,  fro m  a n  in d u c t io n  on  th e  
b a s ic  fo rm  o f  th e  sym m etry  o f  th e  m app ing  f u n d e r th e  d e c o m p o s it io n s  D0 -D3 :
T h is  s y n m e try , f i r s t  d is c e rn e d  f o r  D0 , was shown b y  c o n s t r u c t  t o  o b ta in  a ls o
f o r  D1 -Q3 . He s b s u u  C he t th e  g e n e ra l fo n a  o f  t h i s  sym m e try , as e xp re s s e d  
I n  R i  and E g , i s  s a t i s f i e d  b y  th e  g e n e t ic  code re g a r d le s s  o f  th e  b io lo g i c a l  
c o n te x t  u n d e r w h ic h  th e  code I s  I n t e r p r e t e d .  T h u s , f o r  e xa m p le , a  d o u b ly -  
d e g e n e ra te  codon  p a i r  B u s t  be  c o n ta in e d  i n  e i t h e r  R i o r  Eg f o r  a t  le a s t  one 
d e c o m p o s it io n  D0 -l>7 « F u r th e rm o re , th e  u se  o f  th e  d e c o m p o s it io n s  D ^-D ^ 
e x p l i c i t l y  Im p lie s  th e  e x is te n c e  o f  b i o lo g i c a l  c o n te x ts  o th e r  th a n  t h a t  w h ic h  
p ro d u c e s  th e  m a pp ing  /  ( t h e  f c o n te x t ) .
k. AMBIGUOUS CODON ASSIGNMENTS
A . i n  v i t r o  A s s ig n m e n ts :
A l l  o f  th e  i n  v i t r o  am biguous codon  a s s lg n n e n ts  o f  T a b le  3 ca n  be 
r a t io n a l iz e d  I n  te rm s  o f  th e  r e la t i o n s  13 ( a , b ) .
C o n s id e r ,  f i r s t ,  th o s e  am ino a c id s  o f  T a b le  3 w h ic h  a re  a s s ig n e d  t o  o n ly  
tw o  codons. Each o f  th e s e  codon  p a i r s  s a t i s f i e s  th e  o r d e r - 2  n e c e s s i ty  
p o s tu la te  u n d e r c e r t a in  d e c o m p o s it io n s , as shown i n  T a b le  8 . He c o n c lu d e , 
th e n ,  t h a t  th e s e  codon  p a i r s  may be  c o n s id e re d  as d o u b ly -d e g e n e ra te  u n d e r 
some a p p r o p r ia te  b i o lo g i c a l  c o n te x t .  A ls o ,  fro m  T a b le  8  one f in d s  t h a t  
c e r t a in  codon p a i r s  s a t i s f y  th e  o r d e r - 2  n e c e s s i ty  p o s tu la te  f o r  D4 , 1)5 o r  
Db , D7 w i t h o u t  s a t i s f y i n g  i t  f o r  D1 -D3 . T h is  v a l id a t e s  th e  v ie w p o in t  t h a t  
D4 - I V  may be a p p r o p r ia te  t o  th e  s ym m e trie s  o f  codon  d e g e n e ra c ie s  u n d e r 
b io lo g i c a l  c o n te x ts  d i f f e r i n g  fro m  th e  /  c o n te x t .
The o th e r  c o d in g s  i n  T a b le  3 may be d is c u s s e d  in  a s i m i l a r  m anner:
— C o n s id e r  th e  s i x  codons a s s ig n e d  to  A sp . These s i x  codons do n o t 
s a t i s f y  th e  o r d e r -6  n e c e s s i ty  p o s tu la te  u n d e r any  d e c o m p o s it io n . T hus, we 
c o n c lu d e  t h a t  th e s e  codons c a n n o t be 6 - f o l d  d e g e n e ra te . I t  i s  p o s s ib le ,  
h o w e ve r, t o  show t h a t  fo u r  o f  th e  codons a re  I t - - fo ld  d e g e n e ra te  u n d e r one 
d e c o m p o s it io n , w h i le  tw o  o th e r s  a re  2 - f o l d  d e g e n e ra te  u n d e r a n o th e r  
d e c o m p o s it io n  ( t h i s  may o c c u r  i n  a number o f  d i f f e r e n t  w a ys , th e  c o m p o s it io n
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T a b le  8
P o u b ly -D e g e n e ra ta  i n  v i t r o  A m biguous C o d in g s  S a t i s f y in g  th e  
N e c e s s ity  P o s tu la te
A m ino  A c id _____________ Codon P a i r __________ D e c o m p o s it io n s
G lu  UGA.GGA Dq .D,.
G in  CUA,UGA D4 ,D 5
H is  UCA.CCA Dx -D5
T h r  CAC.AAC D e.1V
V a l UGU.CGU D i-D s
o f  th e  l * - f o ld  and 2 - f o l d  d e g e n e ra te  a e ta  b e in g  de p e n d e n t on  th e  c h o ic e  o f  
d e c o m p o s it io n s ) .  C o n s e q u e n t ly , th e  p o s s ib le  e x is te n c e  o f  d i f f e r e n t  b i o lo g i c a l  
c o n te x ts  w i t h i n  one s e t  o f  am biguous codon  a s s ig n m e n ts  i s  s u g g e s te d .
— S im i l a r l y ,  th e  f o u r  codons a s s ig n e d  t o  A rg  c a n n o t be l* - £ o ld  d e g e n e ra te . 
H ow ever, th e s e  codons may be  d e s c r ib e d  as tw o  d o u b ly -d e g e n e ra te  codon  p a i r s  
i n  a  num ber o f  d i f f e r e n t  w ays .
— The fo u r  codons a s s ig n e d  t o  T rp ,  on  th e  o th e r  hand , do s a t i s f y  th e  
o rd e r-1 *  n e c e s s i ty  p o s tu la te  u n d e r b o th  De and D y. T h u s , th e s e  fo u r  codons 
may be  c o n s id e re d  as l* - £ o ld  d e g e n e ra te .
— The case  o f  Cys i s  a n a lo g o u s  t o  t h a t  o f  A rg :  The fo u r  Cys codons
c a n n o t be  h - f o ld  d e g e n e ra te  b u t  may be  d e s c r ib e d  as tw o  d o u b ly -d e g e n e ra te  
codon p a i r s .
— The case  o f  L ys  i s  r a t h e r  u n iq u e . I t  a p p e a rs , a t  f i r s t ,  t o  r e p r e s e n t  
a b reakdow n i n  sym m etry . No tw o  o f  th e  th r e e  am biguous c o d in g s  fo rm  a codon  
p a i r  w h ic h  s a t i s f i e s  th e  o r d e r - 2  n e c e s s i ty  p o s tu la te .  H ow ever, CUA does fo rm  
a s a t i s f a c t o r y  codon  p a i r  w i t h  e i t h e r  AAA o r  AAG ( d i f f e r e n t  d e c o m p o s it io n s , o f  
c o u r s e ) ,  w h ic h  a re  th e  codons a s s ig n e d  t o  L ys  u n d e r th e  m app ing  / .  T h u s , i t  
a p p e a rs  t h a t  th e  a s s ig n m e n t o f  CUA t o  L ys  i s  a s l i g h t  m o d i f i c a t io n  o f  th e  
m a pp ing  f. The o th e r  tw o  am biguous c o d in g s  a s s ig n e d  to  L ys  e i t h e r  m ust 
p o sse ss  p a i r - p a r t n e r s  w h ic h  have  n o t  y e t  been fo u n d  e x p e r im e n ta l ly ,  o r  th e y  
a re  n o n -d e g e n e ra te  (u n d e r  s e p a ra te  b io lo g i c a l  c o n te x ts )  and re p r e s e n t  a sym m etry  
d e v ia t io n .
 F o r th e  th r e e  codons a s s ig n e d  to  G ly ,  we f i n d  t h a t  i f  th e  codon GGG i s
in c lu d e d ,  th e s e  fo u r  codons s a t i s f y  th e  o rd e r-1 *  n e c e s s i ty  p o s tu la te  u n d e r De 
and D?. I n  f a c t ,  GGG i s  a s s ig n e d  t o  G ly  u n d e r th e  m app ing  f. T h u s , th e s e  
f o u r  codons may be c o n s id e re d  t o  be  l * - f o ld  d e g e n e ra te .
- — F in a l l y ,  c o n s id e r  th o s e  codons o f  T a b le  3 w h ic h  a re  l i s t e d  as n o n ­
d e g e n e ra te . U t i l i z i n g  th e  /  m a p p in g , codon  p a i r s  (b e tw e e n  an am biguous c o d in g
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and  a c o d in g  r e s u l t i n g  fro m  th e  f m a p p in g ) may be fo u n d  In  e v e ry  ca se  such th a t  
th e  o r d e r - 2  n e c e s s i ty  p o s tu la te  I s  s a t i s f i e d  u n d e r some d e c o m p o s it io n . I n  a l l  
c a s e s , th e n ,  th e s e  co d o n  p a i r s  may be  c o n s id e re d  aB d o u b ly -d e g e n e ra te .
From th e  above d is c u s s io n ,  we f i n d  t h a t  th e  c o n c e p t o f  th e  n e c e s s ity  
p o s tu la te  a l lc w s  us t o  d is c u s s  th e  am biguous c o d in g s  i n  a m anner a n a lo g o u s  to  
t h a t  o f  th e  f m a p p in g . T h is  i n  i t s e l f  i s  adva n ta g e o u s  i n  t h a t  i t  a l lo w s  a 
u n i f i c a t i o n  o f  th e  am biguous c o d in g s  w i t h  th o s e  w h ic h  d e r iv e  fro m  th e  /  m app ing . 
T h u s , i t  i s  n o t  s u p r iz in g  t h a t  i n  c e r t a in  c a s e s , codon  a ss ig n m e n ts  fro m  th e  /  
m a p p in g  seem to  r e q u i r e  I n t r o d u c t io n  i n t o  th e  above d is c u s s io n  o f  am biguous 
codon  a s s ig n m e n ts . In d e e d , th e  o v e r - a l l  a im  o f  t h i s  a rgum en t has been  to  c o n s id e r  
th e  am biguous c o d in g s  on  an e q u a l f o o t in g  w i t h  th e  f m a p p in g . The r a t io n a le  
b e h in d  t h i s ,  o f  c o u rs e , i s  th e  p o s tu la te d  e x is te n c e  o f  b i o lo g i c a l  c o n te x ts :
I n  some o f  th e s e  c o n te x ts ,  c e r t a in  o f  th e  codon  a s s ig n m e n ts  re m a in  th e  same as 
i n  th e  f m a p p in g , w h i le  o th e r s  a re  m o d i f ie d .  T h is  m o d i f i c a t io n  m u s t s a t i s f y  
th e  n e c e s s i ty  p o s tu la te ,  h o w e ve r, i f  codon  d e g e n e ra c ie s  a re  t o  r e s u l t .
I f  th e  f m app ing  i s  in t ro d u c e d  e ve ryw h e re  i n  th e  above d is c u s s io n  o f  
am biguous c o d in g s , num erous o th e r  a c c e p ta b le  d e g e n e ra c ie s  a re  fo u n d . S in c e  
t h i s  t r e a tm e n t c a n n o t a s c e r t a in  th e  a c tu a l  n a tu re  o f  a b io lo g i c a l  c o n te x t ,  
h o w e ve r, i t  seems r a t h e r  s p e c u la t iv e  t o  c a ta lo g u e  a l l  o f  th e  a c c e p ta b le  codon 
d e g e n e ra c ie s  ( t h a t  i s ,  th o s e  s a t i s f y i n g  an  a p p r o p r ia te  n e c e s s i ty  p o s tu la te ) .
T hus , we have  a p p e a le d  t o  th e  /  m app ing  o n ly  when a b s o lu t e ly  n e c e s s a ry : Such
was th e  c a s e , o f  c o u rs e , f o r  th e  d is c u s s io n  o f  L y s , G ly  and th e  (a p p a r e n t ly )  
n o n -d e g e n e ra te  am biguous codon a s s ig n m e n ts . N e v e r th e le s s ,  th e  p r e d ic t io n s  
c o n c e rn in g  codon d e g e n e ra cy  p e r m it  th e  in fe r e n c e  o f  b i o lo g i c a l  c o n te x ts  w h ic h  
d i f f e r  fro m  th e  f c o n te x t .
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B . i n  v iv o  A s s ig n m e n ts :
As p o in te d  o u t  i n  S e c t io n  1 , th e r e  e x i s t  s u p p re s s o r  m u ta t io n s  w h ic h  le a d  
t o  I n  v iv o  c o d in g  a m b ig u it ie s .  We in v e s t ig a t e  th r e e  exam p les  o f  such  m u ta t io n s  
i n  l i g h t  o f  th e  n e c e s s i ty  p o s tu la te :
— G aren and S id d iq u i15 have  fo u n d  a nonsense  s u p p re s s o r  i n  E . C o l l  i n  
w h ic h  UGA codes f o r  T rp .  UGA and UGG, th e  T rp  codon  u n d e r th e  j m a p p in g , 
s a t i s f y  th e  o r d e r - 2  n e c e s s i ty  p o s tu la te  u n d e r DQ-D5 . T h u s , th e s e  tw o  codons 
may be c o n s id e re d  to  be d o u b ly -d e g e n e ra te . I n  a d d i t io n ,  such  a T rp  c o d in g  
p a r t i a l l y  rem oves th e  sym m etry  d e v ia t io n  g e n e ra te d  b y  th e  o d d -o rd e r  co d o n s , 
as  d is c u s s e d  a t  th e  end o f  S e c t io n  2 .
— A m ia se n se  s u p p re s s o r  has been  fo u n d  b y  B e rg e r and T a n o fs fcy16 i n  
w h ic h  an  Asp codon  i s  t r a n s la t e d  as G ly .  From th e  f m a p p in g , a l l  p a i r in g s  o f  
a n  A sp codon  w i t h  a G ly  codon  p ro d u c e s  a codon p a i r  w h ic h  s a t i s f i e s  th e  o r d e r - 2  
n e c e s s i ty  p o s tu la te  u n d e r  an  a p p r o p r ia te  d e c o m p o s it io n  (a n d , h e n ce , su ch  codon 
p a i r s  may b e  c h a r a c te r iz e d  as d o u b ly -d e g e n e ra te )  e x c e p t th e  p a i r s  (GAU, GGG) and 
(GAC,GGG).
— F in a l l y ,  C a rb o n , S q u ire s  and H i l l 17 have  fo u n d  a m is s e n s e  s u p p re s s o r  
i n  w h ic h  an A rg  codon  i s  t r a n s la t e d  as G ly .  A g a in  fro m  th e  f m a pp ing  tw o 
p a i r in g s  o f  an  A rg  codon  w i t h  a G ly  codon  w h ic h  s a t i s f y  th e  o r d e r - 2  n e c e s s i ty  
p o s tu la te  a re  (AGG,GGG) and  (AGA,GGA), w h i le  o th e r  a re  a ls o  p o s s ib le .
T h is  s h o r t  l i s t ,  w h i le  h a r d ly  e x h a u s t iv e ,  In d ic a te s  th e  u t i l i t y  o f  th e s e  
c o n c e p ts  v i s - a - v i s  i n  v iv o  am biguous c o d in g s . The r d le  t h a t  th e  n e c e s s i ty  
p o s tu la te  may p la y  i n  a c t in g  as a c o n s t r a in t  f o r  th e  s e le c t io n  o f  a c c e p ta b le  
m u ta t io n s  o f  th e  above  ty p e  c l e a r l y  w a r ra n ts  f u r t h e r  in v e s t ig a t io n .
5. C0HCLQ8I0H
The p u rp o s e  o f  t h i s  w o rk  wee t o  in v e s t ig a t e  th e  sym m etry  c h a r a c t e r i s t i c s  
o f  th e  g e n e t ic  co d e  i n  a g e n e ra l and a b s t r a c t  m anner. Such an a p p ro a ch  i s  
a d va n ta g e o u s  f o r  tw o  re a s o n s . F i r s t ,  th e r e  i s  a s i g n i f i c a n t  am ount o f  d a ta ,  
th e  am biguous codon  a s s ig n m e n ts , w h ic h  a re  s a t i s f a c t o r i l y  I n t e r p r e t a b le  o n ly  
i f  th e  g e n e t ic  code i s  c o n s id e re d  t o  be  a r e l a t i o n  r a t h e r  th a n  a  m a p p in g . The 
a b s t r a c t  n a tu re  o f  th e  a rgum en t i s  such  t h a t  s ym m e trie s  may be s o u g h t a t  th e  
le v e l  o f  th e  codon  a s s ig ra a e n ts  r a t h e r  th a n  a t  th e  le v e l  o f  th e  v e ry  com p lex  
p h y s ic o -c h e m ic a l in t e r a c t io n s  w h ic h  u n d e r ly  a n y  su ch  s y m m e tr ie s . The s i m p l i c i t y  
th e re b y  a c h ie v e d  i s  s i g n i f i c a n t ,  b u t  a  c o n c o m ita n t lo s s  o f  in fo r m a t io n  a ls o  
o c c u rs .  T hus , we w e re  a b le  t o  make p r e d ic t io n s  a b o u t when d i f f e r e n t  b i o lo g ic a l  
c o n te x ts  m ig h t  b e  o p e r a t iv e ,  b u t  c o u ld  sa y  n o th in g  a b o u t th e  a c tu a l  n a tu r e  o f  
th e  c o n te x ts  th e m s e lv e s . H e re in ,  h o w e ve r, l i e s  th e  second  a d v a n ta g e : The
e x is te n c e  o f  b i o lo g i c a l  c o n te x ts  may o n ly  be  I n f e r r e d  fro m  th e  e x is te n c e  o f  
am biguous c o d in g s . The n a tu r e  o f  su ch  c o n te x ts  i s  n e i t h e r  w e11-u n d e rs to o d  
n o r  even  w e l l - s t u d ie d .  H ence , one i s  fo r c e d  t o  s e a rc h  f o r  s ym m e trie s  a t  an 
a b s t r a c t  l e v e l .  T h is ,  i n  t u r n ,  may le a d  t o  a  fo rm a l s t r u c t u r e  w h ic h  may 
f a c i l i t a t e  d i r e c t  e x p e r im e n ta l in v e s t ig a t io n s  i n t o  th e  b io lo g i c a l  c o n te x ts  
th e m s e lv e s . He do n o t  c la im  t o  h a ve  a c h ie v e d  t h i s  g o a l —  we have  done no 
m ore th a n  make a  s t a r t  a t  s k e tc h in g  such  a fo rm a l s t r u c t u r e .
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