Abstract. We consider the Cauchy problem for a scalar conservation law in one space dimension
Introduction
Consider the Cauchy problem for the system of scalar conservation laws in one space dimension
Even with C ∞ initial data, classical solutions generally break down in finite time. For finding global solutions, we need then to consider (1) in distributional sense. Nevertheless, while classical solutions lack of global existence, weak solutions lack of uniqueness: the problem is then to characterize the right one. Many conditions have been considered to single out the right solution; a particularly important one, inspired by the second law of thermodynamics, is the entropy condition.
A mathematical entropy is a function η ∈ W 1,∞ loc (R n ; R) for which there exist q ∈ W 1,∞ loc (R n ; R) such that (2) q = η f .
Classical solutions satisfy η(u) t + q(u) x = 0 for free, but for weak solutions it is a too stringent requirement. A weak solution satisfies the entropy condition if, for all convex entropy η, we have η(u) t + q(u) x ≤ 0 in the sense of distributions.
We shall call entropy dissipation measure the opposite of the non-positive distribution in (3) , which actually is a nonnegative Radon measure.
In the scalar case, when the flux is strictly convex several weaker conditions are sufficient, from the first one by Oleinik ([10] ) up to (3) required for a single convex η instead of a whole family ( [11] , [6] ). However, at the present, the one working also with non-convex fluxes and with systems is the entropy condition. In particular, existence and uniqueness have been proven in the scalar case by Kruzhkov, for L ∞ initial data ( [9] ). The generalization to system is not straightforward, since the flux
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t → u(t) is no more contractive in the L 1 distance, and here the natural setting is the space BV. By means of a new functional, the wave interaction functional, Glimm was able to control the total strength of waves, and consequently achieve key estimates for compactness ([8] ). This, in turn, allows to establish the well-posedness of the Cauchy problem for strictly hyperbolic systems in one space dimension, with small, BV initial data, when each characteristic field is either genuinely non-linear or linearly degenerate. In the subsequent research, other approximation schemes have been developed; in this paper, we will refer to the wave front-tracking algorithm ( [2] ). Each of them, nevertheless, requires a functional analogous to the Glimm's one as a basic mathematical tool for BV and stability estimates.
Aim of this paper is to suggest that the Glimm functional can actually be related to a physically meaningfull entity, namely the entropy. More precisely, we want to propose as a Glimm-type functional the time marginal of the entropy dissipation measure, w.r.t. a uniformly convex entropy. Although that functional is needed in the case of systems, here we focus only on the scalar case, since the constructions can possibly be generalized.
We introduce in Section 2 the functionals we are interested in. At first we briefly recall a classical wave interaction potential, Q, from [4] . We propose then two new functionals, D and E. D has a definition somehow similar to Q's one, but we point out that it can also be derived considering a uniformly convex entropy: it is the time marginal of the entropy dissipation measure. Unlikely, it has no semicontinuity property and it is neither monotone along entropy solutions, as Q was. Nevertheless, we can proceed as follows: inspired by the known functional V + κ 0 Q, we define
Section 3 deals mainly with E. In spite of D's bad behavior, E satisfies the Glimm estimates presented in [4] , as shown in Lemma 3.1. Moreover, it actually has the sought semicontinuity and monotonicity properties. More precisely, we give a proof of the following theorem.
Theorem. The following statements hold.
Semicontinuity. Let {u ν } ν , u be in BV(R) with total variation uniformly bounded.
Monotonicity. Consider the scalar, one dimensional conservation law
with the flux f in C 2 (R).
The functional E decreases along its entropy solutions with bounded variation.
The guidelines for demonstrating the first point are from the similar proof, for Q, in [3] . For the second point, we employ both semicontinuity and the front-tracking approximation. E's monotonicity is first shown, by direct computation, just on piecewise constant entropy solutions. After that, a suitable sequence approximating the initial data is chosen, for starting the front-tracking algorithm. Semicontinuity, finally, yields the thesis. Notation 1.1. We will be dealing with real functions, of one or two variables. When they belong to BV loc (R), they are always assumed to be right continuous. When they belong to BV loc (R + × R) and solve (1a), their restriction at every time, which is BV loc , is assumed to be right continuous.
The Functionals
In this section we recall a commonly used Glimm-type functional, Q, referring to its expression in [4] . We define then two new functionals, D and E = TV − κ −1 D. D has fewer good properties than Q; in spite of that, it is intimately related to one strictly convex entropy and, however, it can play its role: the aim of the next section will be to show that, in the scalar case, E provides a Glimm-type functional. Namely, we will see that it decreases along the BV entropy solutions of scalar conservation laws in one space dimension. In order to prepare that, at the end of this section we state some elementary properties of the above functionals.
Notation 2.1. Let X be a disjoint union of countably many intervals, not necessarily open or bounded. Let TV(·) denote the total variation and BV 1 (X) := {u ∈ BV(X) : TV(u) ≤ 1}. The functionals Q, D, E will be defined over BV(X); nevertheless, when evaluating them on a family of BV(X) functions {u(t)} t∈R + , we will rename them as functions from R + to R.
2.1. The Glimm-type functional Q. Given u ∈ BV(X), we consider the variation of the product measure on
Remark 2.2. When one considers a piecewise constant function, Q takes an easy form:
This last one was its first definition, given in [4] , and the one in (4) is just a l.s.c. extension in the weak topology.
Two fundamental properties of Q are recalled in the next theorems.
Theorem 2.3 (Semicontinuity). Let {u ν } ν , u : X → R be a sequence with uniformly bounded total variation.
The proof is an adjustment of the one in [2] , p. 203, for an analogous functional.
Consider now the scalar conservation law
The entropy-based functional D. Firstly, we now give a geometric definiton of the functional, similar to the one of Q and given by an easy formula (Def. 2.7). This is inspired by [5] , Chap. 8.5. After an example, we will show that, when evaluated along the solutions of a scalar conservation law, this functional is related to a uniformly convex entropy. By that relation, we will arrive to an equivalent, more meaningful definition of D (Eq. 12). Assume that f : [−1, 1] → R is a continuous function.
Similarly, the concave envelope of f in a subinterval [a, b] is defined as Definition 2.7. Given a function u ∈ BV(X), it has at most a countable points of discontinuity {x i } i ; denote by {u − i , u + i } i the left and right limits at that points of jump. We define (Fig. 2 )
loc (R). and let u(t, x) be an entropy solution. As well as for Q, we are interested in the behavior of the map t → D(u(t)). Given an initial dataū ∈ BV, then u(t) remains in BV for all the times ( [2] , Th. 6.1). In particular, we are actually allowed to consider D(t) := D(u(t)). Before investigating its meaning, let's observe its behavior, and compare it with Q's one, with an example.
On the left we have drawn a function u(x), on the right the shadowed area corresponds to the value D(u).
Example 2.8. Consider to have a piecewise constant function with three approaching jumps, say between u 0 , u 1 , u 2 and u 3 , which simultaneously collide. At first
, while at the end is A(u 0 , u 3 ). If the interactions are monotone, meaning that (u i+1 − u i )(u j+1 − u j ) > 0, then it increases as much as Q decreases: of the shadowed area. Otherwise it is more difficult: D can decrease, and its variation is in general different from the one of Q. Consider now the following definition, similar to the one in [5] , p. 76.
Definition 2.9. The entropy dissipation is the nonnegative Radon measure
When the initial dataū is in BV, then u(t, x) is in BV loc (R 2 ) ( [2] , almost Th. 6.1). By the entropy inequality, the distribution η(u) t + q(u) x is non-positive, thus in particular it is a Radon measure: the definition above thus is well posed. As a consequence of the BV structure, joined with the conservation law (7), we get the following, more concrete expression of µ. Lemma 2.10. Given an initial dataū ∈ BV, let u = u(t, x) be the unique entropy solution of (7). Given any locally Lipschitz entropy pair (η, q) with η(0) = q(0) = 0, we can then write
where -{Γ i } i∈N , pairwise disjoint sets in the (x, t) plane, are the images of C 1 , ||f || ∞ -Lipschitz curves (γ i (t), t) t∈Ii parametrized with time; -ν i is the unit vector field orthogonal to
where B ±ν ρ (x, t) are the half balls in which, respectively, ±ν ·
Remark 2.11. The set ∪ i Γ i cover the jump set of η(u), but it is generally larger. Nevertheless, as we are going to prove, the above expression still holds, due to the coefficients of H 1 Γi . In fact, they vanishes H 1 -a.e. outside the jump set.
Proof. We recall first of all the regularity due to u's membership in BV. In fact (see Th. 6.1 in [2] ), ∀t > 0 we have that u ∈ BV((0, t) × R; R). By the general theory of BV functions (Federer-Vol'pert Th. 3.78 in [1] ), we can then partition the domain into two Borel sets, C and J , such that: -u is approximately continuous at H 1 -a.e. every point (t, x) of C, meaning that there exists u 0 s.t. lim ρ→0 − {|t −t|+|x −x|<ρ} |u(t , x ) − u o | dt dx = 0; -every point of J is of approximate jump discontinuity, meaning that there
where B ±ν ρ (x) are the semi-balls in which, respectively, ±ν · (y − x) > 0. Moreover, J is countably H 1 -rectifiable.
By rectifiability, there exist a sequence of disjoint C 1 manifolds {Γ i } i such that
, Th. 3.1.15 p. 227 and Th. 3.2.18 p. 255). Denote by ν(x) = {ν i (x)} i be the normal fields to that manifolds and by u ± the traces of u on it ([1], Th. 3.77). It should be ν(x) =ν(x) andũ ± = u ± , for H 1 -a.e. x, since the triple (u ± , ν) for which (10) holds is unique up to a permutation of u ± and a change of sign of ν.
By Vol'pert chain rule ([1], Th. 3.99), η shares the same structure: η(u), q(u) are BV((0, t) × R; R) and
J , where the measure d c u vanishes on Hausdorff 1-dimensional sets; for q we have an analogous expression. In particular, the jump part of η's distributional derivative is supported on J and it is equal to (η(u + ) − η(u − )) ν dH n−1 (x) J . Notice now that you can see an approximate continuity point as a special jump point where u + = u − , thus in those points the coefficient η(u + ) − η(u − ) vanishes; since, moreover, u is approximately continuous at H 1 -a.e. point outside J and
, it is clear that its distributional derivative can be written also as (η(u
For q it is similar. The fact that u solves (7) carries additional properties. By the Rankine-Hugoniot condition (Eq (4.8) in [2] ), when u + = u − , then ν gives the same positive direction
, |λ| ≤ ||f || ∞ . This implies that each Γ i can be parametrized with time: it is the image of a C 1 , ||f || ∞ -Lipschitz curve (γ i (t), t) t∈Ii and, for L 1 -a.e. t, we have
By the relation q = η f and others similar to (11), we get then
Because of this, in the entropy dissipation measure survives only the jump part:
Γi .
In particular, notice that µ's t-marginal is thus absolutely continuous w.r.t. the Lebesgue measure L 1 : let's investigate more its density.
Notation 2.12. We fix, from now on, the uniformly convex entropy η, and a corresponding entropy flux q, as
As noticed in [5] , p. 221, a short computation gives the equality
By the chord condition (see (8.4.3) in [5] ), f between u − i and u + i has to stay on the right side of the chord with these two endpoints. The right hand side thus is exactly A(u
This, by the first definition of D, coincides with
Actually, we see that, in this setting, one can define D, as well, as the density of µ's t-marginal: we just found 
Definition 2.14. We define the positive functional E : BV 1 → R as
Even though we could defined E on the whole BV, we are interested in considering it just in BV 1 , since the above properties will hold in this space. Suitably changing the constant κ −1 with T κ −1 , it would be equivalent to consider BV T .
Notation 2.15. Consider a piecewise constant function u = q i=0 u i χ [xi,xi+1) , with inf X = x 0 < · · · < x q+1 = sup X . We define then E(u 0 , . . . , u q ) := E(u). We recall, moreover, that BV T denotes {u ∈ BV : TV(u) ≤ T }.
Simple properties.
In the present subsection we are going to underline simple analytic properties of D (Lemma 2.19, Remark 2.21). They are mainly based on areas' estimates, which now are presented (2.16, 2.17, 2.18).
Remark 2.16. By the trapezoidal interpolation formula ( [12] , Page 375, Eq. 9.11), the area between the graph of f and a chord on it with projection of length p, is less or equal to ||f ||∞ 12 |p| 3 . Notice moreover that f * (resp. f * ) can differ from f only on intervals and there it coincides with the chord on f between the ends of the interval. As a straightforward consequence of the inequality |x| 3 +|y| 3 ≤ (|x|+|y|) 3 , we get thus that precisely the same estimate holds for the area between f and its convex (or concave) envelope, in an interval of length p: this is to say
From that, we get also that the area between the concave and the convex envelope of f in an interval of length p is dominated by ||f ||∞ 6 |p| 3 . Moreover, we can easily estimate also the area of a triangle with vertices on the graph of f , as in the following lemma.
Lemma 2.17. The area of a triangle with vertices on the graph of f is less or equal to
where p 1 , p 2 are the length of the shorter projections of the sides.
Proof. After a suitable translation, we can assume that the vertices are (−p 1 , f (−p 1 )), (0, 0), (p 2 , f (p 2 )). The area then will be 1 2 |p 2 f (−p 1 ) + p 1 f (p 2 )|; using Mac-Laurin's expansion we get, for twice the area,
Finally, we have an estimate of the difference between the areas corresponding to different intervals in terms of the difference between their extremes:
Proof. It suffices to consider the case a < a < b. The difference between the two areas is now given on the one hand by A(a, a ), on the other hand by the area between the convex envelope f * of f in (a, b) and the curvef made of the two convex envelopes of f in the subintervals (a, a ) and (a , b) (Fig. 4) . 4 are monotone increasing, we obtain also (17).
Remark 2.20. We have the bounds (18)
A(w, z)
≤ κ|z − w|.
It follows immediately that, when restricted to {|z − w| ≤ 1}, the functionals D and A are bounded: 0 ≤ D ≤ κ and 0 ≤ E ≤ 1.
Remark 2.21. It is really important to notice that D remains constant solving a Riemann problem:
In particular, when evaluated on a piecewise constant entropy solutions of a scalar conservation law in one space variable, it is a right continuous function of the time, as well as TV and E.
E as a Glimm-Type Functional
The aim of this section is to show that E decreases along the exact solution u of a scalar conservation law, namely that E(u(t 2 )) − E(u(t 1 )) ≤ 0 when 0 ≤ t 1 ≤ t 2 (Theorem 3.6). For this purpose, at first it is useful to know its semicontinuity w.r.t. L 1 loc convergence (Theorem 3.3). Secondly, for the lack of continuity, we need to approximate a given L 1 loc function u with a sequence {u k } k such that E(u k ) converges to E(u) (Lemma 3.4). At that point the thesis will rely on showing that the functional decreases on the piecewise constant front-tracking approximations of u, as shown in Lemma 3.5. In order to do this, we have to see that, collapsing all the jumps of a piecewise constant function in one single jump, E does not increase (Lemma 3.1).
Lemma 3.1. Let J be an open real interval and u : J → R a piecewise constant function with TV(u) ≤ 1. Consider a functionû : J → R with only one jump from the first to the last value of u. Then we have that E(û) ≤ E(u).
Proof. Let u 0 , . . . , u q be the values of u, from −∞ to +∞, u 0 , u q will be the values ofû. Consider at first the three values u 0 , u q−1 , u q : let's prove E(u 0 , u q ) ≤ E(u 0 , u q−1 , u q ). All the possible cases, considering similar problems with suitably reflected flux and initial data, can be reduced to the following ones (Fig. 5 ): Figure 5 . Collapsing the jumps E does not increase.
-u 0 ≤ u q−1 < u q . By jumps' monotonicity, the total variation remains constant. Moreover, by A's superadditivity,
We gain thus E(u 0 , u q ) ≤ E(u 0 , u q−1 , u q ). -u 0 ≤ u q < u q−1 . Due to cancellation, we have that the total variation decreases of 2(u q−1 − u q ). Nevertheless, D can decrease, too. To see it, remember that D(u 0 , u q ) ≡ A(u 0 , u q ), even if we have other jumps in between. Then, by the structure of A, D's decrease is well controlled by the size of the jump cancelled:
Adding the total variations, we reach again E(u 0 , u q ) ≤ E(u 0 , u q−1 , u q ). If q = 2, we just proved the claim. If q > 2, using an induction hypothesis on the first q − 1 jumps we have E(u 0 , u q−1 ) ≤ E(u 0 , u 1 , . . . , u q−1 ). Now,
Since we proved E(u 0 , u q ) ≤ E(u 0 , u q−1 , u q ), we get E(û) ≤ E(u).
Remark 3.2. Compare (19) with the estimates in [4] and in [2] . We see that, for interactions with non-decreasing total variation, the decrease of κE is the same as the decrease of Q.
Let's show now the semicontinuity of E.
Proof. The guideline of this proof is from [3] . Let's suppose first that u ν → u in L 1 (X). Rename u ν to be a subsequence {ũ ν } ν such that lim inf ν E(u ν ) = lim ν E(ũ ν ). Up to a new subsequence, we can suppose to have pointwise convergence at every point of continuity of all u, {u ν } ν , thus outside the countable set of their jumps. Fix ε > 0. Let J := {x 1 , . . . , x N (ε) } be such that each jump of u outside J has size less than 
By condition (♦), we have pointwise convergence of u ν to u at y i , y r i : thus ∃ν i (ε, η) such that, for all ν >ν i , the ends of u's jumps at x i are close to the values of u ν at the ends of the subintervals:
From that we have also
Let's compare, in each J i , our functions u, u ν with intermediate terms given by auxiliary functions with only one jump from u ν,i to u ν,i . Recall that, as shown in Lemma 3.1, collapsing jumps E does not increase: thus E(u ν,i , u 
(23) Dividing (23) by κ and then subtracting it to (22), we find that
From this we have
Taking the liminf over ν, we get the claim.
. By construction, each jump of u in R \ ∪ i J i is less than ε/2: we can thus partition this domain into subintervals I k such that TV(u I k ) < ε and u, u ν are continuous at their extremes, neglecting the extremes of X. Superlinearity (a) yields, if {δ k,ν j } j are the size of u ν I k 's jumps,
Given a continuous, nondecreasing function g : R → R, for every real sequence {z k } k we have that g(lim inf z k ) = lim inf g(z k ); applying this to z → (1 − σ(z))z, one can see that, continuing from above,
where we used that the sequence {u ν I k } ν converges to u I k in L 1 , thus, by semicontinuity, TV(u I k ) ≤ lim inf ν TV(u ν I k ). By construction of I k , moreover, we have TV(u I k ) ≤ ε: this yields
By the continuity at the extremes of I k , summing up we find:
(a) Here it will be really a key point. Without superlinearity we can't have, generally speaking, semicontinuity. Consider, for example, A(a, b) := |b − a| and X = (0, 1); take -vn(x) := n k=1
Finally, by the continuity at y i , y r i , collecting the results we have
Take now the limit over η → 0, you get
Thanks to superlinearity, L. 2.19 j 3 ), taking the limit when ε → 0 we are done.
For every K > 0, we can consider X = X ∩ (−K, K) and there, by the poof above, having L 1 (X ) convergence we guess
If we take the limit when K → ∞, the left hand side goes to E(u), while the right hand side remains constantly lim inf ν E(u ν ), thus the thesis.
Lemma 3.4. Assume to have a real interval J, a sequence {ε ν } ν decreasing to 0 and a function u ∈ BV(J). There exists a sequence {u ν } ν such that -u ν ∈ BV(J) is piecewise constant and ||u − u ν || ∞ ≤ ε ν ; moreover, if u's limits at the endpoints of J are in ε ν Z, the ones of u ν can be taken equal to them.
Proof. Let u ∈ BV(J). Construct the sequence as follows. Put x 0 := inf J, which belongs to R ∪ {−∞}, and take u ν (x 0 ) ∈ ε ν Z such that |u(x + 0 ) − u ν (x 0 )| < ε ν -there are at most two possible choices. Take then recursively
The distance between u(x i−1 ) and u(x i+1 ) or between u(x i ) and u(x i+1 ) is more or equal to ε ν : we have thus a finite number of points, say N − 1. If u's limits at the endpoints of J are in ε ν Z, then you want the same limit for u ν : add thus two other points, x N +1 := sup J and x N :=
, and define
Finally put
If J = J, just forget u ν 's precise values at the extremes. Being ||u − u ν || ∞ ≤ ε ν , we have the L 1 loc (J) convergence. Observe that the total variation of u ν can be bigger than the one of u just because of the approximation at x 0 : if this happens, restart from the beginning taking the other possible choice for u ν (x 0 ). Now TV(u ν ) ≤ TV(u), then, by semicontinuity, TV(u ν ) → TV(u).
Let's show now that D(u ν ) → D(u). Fix ε > 0. Let y 1 , . . . , y k be such that
. For every ε ν < η, consider u ν ∈ BV(J) constructed above. Let {x i } i∈Iν be the set of points where u ν has a jump higher than η: by construction it will contain the {y i } i and |I ν | < TV(u) η
. Using A's superlinearity, we get
Moreover, for the choice of
Adding the three pieces above, we have
Taking first the limsup over ν, then the limit over η → 0, finally over ε → 0, we reach the thesis.
Lemma 3.5. E decreases along piecewise constant front-tracking solutions of
Proof. There is no loose of generality in assuming TV(u(0)) ≤ 1, up to a rescaling of the flux f , or, equivalently, of the function E. Fix a time t: E(t) is given by the sum, over the points of jump, of E(u − i , u + i ). Depending only on the right and left limits at jump's points, E(t) can vary only when interactions take place. Just to fix the ideas, look at the first instant of interaction. By the additive form, with respect to jumps, it suffices moreover to show that it does not increase when all the discontinuities lines intersect in the (x, t) plane at one point (x,t). Let's consider this case.
By the construction of the solution of a Riemann problem and the structure of D (Remark 2.21), we have that for t >t it holds E(t) = E(t). Moreover, looking at t <t we see that u(t) is built just collapsing all the jumps of u(t) in one point. Thus, as shown in Lemma 3.1, E does not increase. Theorem 3.6. Consider the scalar, one dimensional conservation law
R). (27)
Proof. Let u ∈ BV((0, t) × R), ∀t > 0, be an entropy solution of (27). There is no loose of generality in assuming TV(u(0)) ≤ 1, up to a rescaling of the flux f , or, equivalently, of the function E. The restriction of u at any time will be BV(R), with its total variation decreasing in time ( [2] , Th. 6.1): thus TV(u(t)) ≤ 1. Given r > s ≥ 0, we want to show that E(u(r)) − E(u(s)) ≤ 0.
By the semigroup property, we can suppose s = 0. Use the wave front tracking algorithm to approximate u with a sequence {u ν } ν of piecewise constant functions. For starting it, approximate u(0) as in Lemma 3.4: we have thus E(u ν (0)) → E(u(0)) and TV(u ν ) ≤ 1. By Lemma 3.5, E decreases along the approximations: E(u ν (r)) − E(u ν (0)) ≤ 0. Proof. Recall that the map t → u(t) is continuous with values in L 1 ([2], Th. 6.3). As a consequence, the maps TV(t) and E(t) are lower semicontinuous also with respect to time. TV and E are monotone, precisely not increasing, and thus, by the lower semicontinuity, right continuous w.r.t. time, for t > 0: for every h > 0 E(t + h) ≤ E(t) ≤ lim inf 
E(t + k).
Hence D, which is their difference, is both right continuous and with bounded variation.
