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Abst ract - -We study the solution branches of stable and unstable bifurcations in certain three- 
dimensional sem~iuear elliptic eigenv~lue problems with Dirichlet boundary conditions numerically 
by the continuation methods. Recent fast linear solvers for large sparse continuation problems are 
briefly reviewed. Sample numerical results on corank 3 bifurcation points with computer graphic 
output are reported. 
1. INTRODUCTION 
Consider the following semilinear elliptic eigenvalue problems of the form 
Au + Af(u) -0  in f~ - [0, I] '~, (1.1) 
u =0 on Of 2, 
where f is a smooth odd function which is normalized so that f(0) = 0, f '(0) - 1, f#(0) = 0 and 
f ' (0 )  ~ 0, aft denotes the boundary of n, and n _< 3. Since f(0) = 0, u = 0 is the trivial solution 
of (1.1). The bifurcation points of (1.1) on the trivial solution curve have the form (0, A0), where 
A0 E {(/)2 -I- q2)~.2 I P, q E N)  for n = 2, and A0 E {(p2 + q2 -k r2)~ "2 I P, q, r E N} for n = 3, are 
the eigenvalues of -A  on G. 
We first discuss the two-dimensional problems. For n = 2 nontrivial solutions of (1.1) may 
be obtained either by group theoretic methods [1], modified Lyapaaot~.Schrnidt methods [2] or 
numerical methods [3-7]. However, it has been pointed out in [4] that the first two methods do 
not immediately furnish a means of differentiating between stable and unstable solutions. To 
begin with, let p be the multiplicity of the eigenvalue ~0 of the Laplacian -A  in (1.1). Then 
(0, ~0) is called a corank p bifurcation point. One of the main results in [1,2] may be stated as 
follows: at a corank p bifurcation point (0, ~0), (1.1) has exactly (3P - 1)/2 different solution 
branches bifurcating from (0, ~0). Moreover, if f " (0 )  > 0, these solutions are stable. Conversely, 
for f"(O) < 0, these solutions are unstable. 
The multiplicity of an eigenvalue ~0 in the 2-D problem can be arbitrarily high, e.g., p = 4 for 
m 2 +n 2 - 4 2 +7 2 -- 12+8 2 - m] +h i ,  or p- -  3 for rn~ +n 2 -- 1 ~ +7 2 -- 5 2 +5 2 -- ra ]+ m 2, 
see e.g., [2]. In [1], some bifurcations of corank greater than two were treated by group theoretic 
methods. However, it can be easily checked that the high multiplicity of an eigenvalue may not be 
preserved if (1.1) is discretized, e.g., by a standard five-point central difference formula. Actually, 
most of the published literature has treated either simple or corank two bifurcation points, see, 
e.g., [2] and the references cited therein. 
Now let's go back to the 3-D problems. One may easily see that the bifurcation points on the 
trivial solution are either simple if p - q - r, or corank 3 if any two of the three integers are 
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equal, or corank 6 if p # q # r. An interesting question arises that whether or not the result of 
Allgower et al. mentioned above holds for the three-dimensional problems. 
To the authors' knowledge, it would be complicated to handle the 3-D problem by using group 
theoretic methods ince we have to deal with six surfaces instead of one. Not mentioning the 
modified Lyapunov-Schmidt methods, perhaps our numerical results will be helpful in answering 
this question. Moreover, the differences between stable and unstable bifurcations can be easily 
seen from our numerical results. 
This paper is organized as follows: In Section 2, we briefly discuss the numerical continuation 
methods and the branch switching techniques for multiple bifurcations. In Section 3, we briefly 
review the fast linear solvers for large sparse continuation problems. The recently developed QMR 
of Freund and Nachtigal [8] will also be treated. Finally, sample numerical results are reported 
in Section 4. At a corank 3 stable bifurcation point we have obtained 13 nontrivial solutions 
branching from there. The computer graphic output shows nicely how the 2-D solutions are 
extended to the 3-D solutions. 
2. NUMERICAL CONTINUATION METHODS 
2.1. Basic Theory 
In order to numerically trace the solution curves of (1.1) by the continuation method, one 
may discretize it either by a finite difference or a finite element method. The finite-dimensional 
approximation of (1.1) is then given by 
v)  = 0, 
where H : R N+I --* R N is a smooth mapping. Assume that 0 is a regular value of H. It is 
well known that H- l (0)  is a one-dimensional manifold which is the disjoint union of smooth 
curves c(s) which are diffeomorphic to some interval I C R 1 or to a circle S x. We denote c(s) by 
c = {y(s )  = I H(y (8) )  = 0, s I} .  (2.1) 
One may trace c via predictor-corrector continuation methods by solving the Davidenko initial 
value problem 
H'(y(s)) .  y(~) = 0, 
Ily(s)ll = 1, (2 .2)  
y(0) = 
where H'(y(s)) = (DxH(y(s)), DvH(y(s))) is the N x (N + 1) Ja~obian matrix of rank N. In 
this case, one solves the linear system of equations 
Az  - b, (2.3)  
whereb=[01] if a tangent vector is computed, andb=[  -H(y) ]  if the Newton corrector is 
performed, see e.g., [3-12] for details. Here, A = A(y(s)) is the augmented Jacobian matrix 
defined by 
A = [ H'(y(s)) ]
V(8)T ' 
which is nonsingular for all s E I. Note that in general A is nonsymmetric. 
IL ~. Branch-Switching Techniques 
As we mentioned in Section 1, at a corank p bifurcation point (0, A0), there are exactly (3P- I ) /2 
nontrivial solutions branches bifurcating from there. For p = 1, (0, A0) is a simple bifurcation 
point. Various numerical methods have been developed for branching-switching at a simple one,  
see e.g., [3] and the references cited therein. For p >_ 2, it follows from [3] and our numerical 
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experiments hat there are p primary states and the other nontrivial solution branches play the 
role of secondary states that bifurcating from (0, A0). It has been shown in [3-7,9,10] that the 
local perturbation techniques [13] may be used to treat multiple solution branches at a primary 
or secondary bifurcation points. However, it is difficult to choose a suitable perturbation vector d 
for branch-switching at a secondary state as the location of the bifurcation point is far away from 
the first primary one. This is because the nodal sets of the secondary states become complicated. 
By exploiting the results in [1,2] we will briefly sketch how the local perturbation techniques 
may be incorporated in the context of continuation methods to trace all of nontrivial solution 
branches. We first state the well-known (see e.g., [3,5,13]): 
THEOREM (SARD). A/most all d E R n are regular values of//. 
Now by choosing an arbitrary small d E R", one may trace the nontrivial solution curve by 
solving 
Hd(x,p) ---- H(=,p) + d = 0. (2.4) 
Here one may choose d so that the sign patterns of d are the same as those of the nontrivial 
solutions curves. Without loss of generality we consider the 2-D case. Let (0, A0) be a corank 3 
bifurcation point, and Urn,a, Un,rn, Up,p be the primary states bifurcating from there. It follows 
from [1,2] that the other nontrival solution curves are given by 
u,.,. + u.,,., urn,.-u.,rn, u,.,. + up,p, u , . , . -  Up,p 
u.,,,, + up,p, u.,rn - up,p, u,n,. + u.,, .  + up,p 
u,,,,. + u.,,,, - Up,p, u,.,. - U.,rn + up,p, U,,,,. - u.,,. - Up,p. 
Thus the sign pattern of d can be easily determined. Our numerical results given in [4,7] show 
that the above-mentioned numerical methods work for (1.1). Clearly they also work for 3-D 
problems, see the numerical report given in Section 4. 
Recently, Huitfeldt has proposed an interesting variation of (2.4) for branch-switching [14]. He 
introduces an additional parameter on the perturbation and an additional constraint to obtain 
the branch connecting equation: 
H(y) + rd ) 
B(y, =) := I lu -  ~11 = ÷ : - =2 = 0, 
where ~) is an approximation to the bifurcation point 1/,. 
Finally, we remark here that in [15] Fujii et ai. have proposed a branch-switching technique to 
handle multiple bifurcations in a structure ngineering problem. 
3. FAST SOLVERS FOR CONTINUATION METHODS 
From Section 2 and [4,9] it is obvious that one may either solve a linear system of equations 
Az = b (3.1) 
or a minimization problem 
~,(y) := 2IIL-IH(~)ll~ (3.2) 
for correctors. Here, A E R (N+I)x(N+I) is nonsymmetric and nonsingular, b E R N+I, and 
L E R N×N is a nonsingular preconditioner yet to be determined. 
In this section, we will discuss how the fast solvers given below may be implemented in the 
context of large, sparse continuation problems. 
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£I. Solee ($.1) bp Direct Methods 
Gauesian elimination without pivoting has been implemented in [3,5]. However it may be 
analyzed, e.g., by a Vax 9210 that approximately 68.2 percent of the data count in the saxpy 
operation (see [16]) of the following DO loop if the predictor-correcter continuation algorithm is 
executed sequentially: 
10 
KI=O 
DO 10 K = J , IB  
K1 = K1+1 
A( J1 ,K1)  = A( J1 ,K1)  - A ( I ,K )  * FAC 
cOFrlNJE 
Note that this DO loop represents he general elimination process, where FAC denotes the multi- 
plier. Another important step that 17.8 percent of the data count in the continuation algorithm 
is the following DO loop which is used to compute the fuction defined in (2.1) 
39 
DO 39 I= I , IN J )~Q 
H(Z)= H(X) - LAI/BDA * FCOL(Z) 
COITIIUE 
Here, FCOL(I) denotes D~H. 
Large amounts of computer time certainly can be saved if the two DO loops given above are 
vectorized. The authors are currently investigating how the parallel LU factorization may be 
performed on a parallel machine, e.g., an NCUBE in the context of large sparse continuation 
algorithm. 
£P.. Solee (£1) bll Kryloe Sebspace Methods 
It is well-known that GMRES is one of the most popular Krylov subspace methods which can be 
adapted to solve both nonlinear and linear systems of equations, ee [17,18]. The continuation- 
minimization methods proposed in [4] were based on the results given in [9,17,18]. In [10], 
GMIIES was successfully implemented in the context of continuation problems. It is very eft]- 
cient, especially when A is near singular, i.e., as the path-following is close to the bifurcation 
point. Recently, a preconditioned iterative Arnoldi's method (see [19]) was applied to slove a 
hydrodynamics] flow problem in [20]. But, our numerical experiments show that the latter may 
fail to converge near the singular point. A short survey of recent research on Kry]ov subspace 
methods with emphasis on implementation vector and parallel computers was given in [21]. 
We remark here, that in [12] some preconditioned conjugate gradient methods for curve-tracking 
problems are studied. 
However, it is well-known that the work and storage requirements of GMItES grow linearly. 
The numerical results in [10] show that on implementing GMRES(m) it is difficult o find balance 
between restarting and the desired residual norm of the approximate solution. For example, the 
residual norm in the current iterate is 10 -4 , and the accuracy tolerance is 10 -5 . In order to reach 
the requirement ofour accuracy tolerance, the restart procedure of GMRES(m) is required. But 
it is quite possible that after restarting the residual norm of the approximate solution could be, 
e.g., 10 -14 which is beyond our need. 
$.3. Solve (3.1) by Bi-Conjugate Gradient-7~pe Methods 
Recently, a variant of the bi-conjugate gradients (Bi-CG) method named Bi-CGSTAB is pro- 
posed by Van Der Vorst [22] for the solution of nonsymn~tric l near systems. An unprecondi- 
tioned Bi-CGSTAB algorithm is given as follows: 

56 E.L. ALLOOWER et eLI. 
If zl is accurate nough then quit; 
ri = s -w i t ;  
End 
In our experiments, both Algorithms 3.1 and 3.2 are implemented to solve (3.1). These experi- 
ments have been carried on in single precision floating point arithmetic on a Vax 9210 computer. 
Our results how that these two algorithms may breakdown when the path-following is approach- 
ing the bifurcation point. This is because the inner product (t,t) in Algorithm 3.1 (3.2) may 
tend to zero. This kind of breakdown could be avoided by using double precision floating point 
arithmetic. But then Algorithms 3.1 (3.2) may fail to converge; see the report given in Section 4 
for details. 
3.~. Solve (3.1) by Lanczos Type Methods 
Another type of CG methods which can be used to solve nonsymmetric linear system (3.1) is 
Lanczos process. The nonsymmetric Lanczos method was first proposed by Lanczos as a means 
to reduce an arbitrary matrix A G C n×n to tridiagonai form, see e.g., [8,24,25] and the references 
cited therein. There are two different situations in which the process may breakdown. The first 
one, referred to as regular termination, occurred when either one of the Lanczos vectors v,~ -- 0 
or w, - 0. The second case (the so-called serious breakdown) occurs when w~ v, - 0 where 
w, ~ 0 and vn ~ 0. The drawback of the Lanczos process has been revealed by our numerical 
experiments. Our numerical results showed that the classical Lanczos process mentioned above 
failed to converge as our curve tracing of (1.1) was approaching the bifurcation point. 
Recently, some progress has been made to overcome the above drawback of the classical Lanczos 
process. In particular, we will mention the quasi-minimal residual algorithm (QME) proposed 
by Preund and Nachtigal [8], which uses the look-ahead Lanczos process to obtain quasi-optimal 
approximate solution, see [8] and further references cited therein. The authors are currently 
investigating how the look-ahead Lanczos algorithm and the QMR may be installed in the context 
of large sparse continuation problems. 
4. NUMERICAL  RESULTS 
Consider the 3-D linear eigenvalue problem for the Laplace operator 
Au + ~u = 0 in f~ = [0,113, (4.1) 
u=0 on 0n.  
The eigenvalues and corresponding eigenfunctions of (4.1) are 
~-~,-,r = ( m~ + n2 + p2) ~r2, (4.2) 
wm,n,p(z, y, z) = -t-sin mxz.  sin nxy .  sinp~rz. (4.3) 
Here, m, n and p are positive integers. For m = n = p, ~m,n,p = 3m 2~r2 is a simple bifurcation. 
If any two of the three integers are equal, then ~m,n,p is a triple bifurcation. Otherwise, Am,n,p 
is at least s sixfold bifurcation. Indeed, for m 2 + n z + p2 = 86, we have solutions (m,n ,p)  = 
(1, 2, 9), (1, 6, 7). Each of them is s sixfold bifurcation. Thus, ~m,,,~ = 86 is a bifurcation of 
multiplicity twelve. 
For the central difference approximation of (4.1) using N interior mesh points on the z-,y-, 
and z-axis, the eigenvalues and corresponding eigenveetors are (see [26]) 
( '*) mr n~r - cos ~-  (4.4) /Jrn,n,p = 2N 2 3 - cos ~--  - cos -~- 
milt nflr . pk~r 
W,n,,,,p(zi, yj, z~) = 4- sin --~--. sin --if-. sm N (4.5) 
for 1 < m,n,p , i , j , k  < N. Here, zi = ih, yj = jh, zk = kh with h = 1 / (N+ 1) > 0 the uniform 
mesh size on the z-,y-, and z-axis. It is obvious from (4.4) and (4.5) that p,,,n,p is at least a 
Bifurcat ions of  cormlk $7 
sixfold eigenvalue if N ~ 3 and m ~ n ~ p. The interior mesh points W(z~,y / , z~)  are labelled 
as Wz where 1 < l < N s with l = i + N( j  - 1) + N2(k  - I). 
The numerical methods described in Sections 2 and 3 will be used to trace the solution curves 
of (1.2) and the 3-D simplified buckling problem. Throughout our numerical experiments, the 
stopping criterion for the corrector step is 5 • I0 -4. The perturbation vector d is chosen so that 
[[dHoo - 5 • 10 -4. The computations were performed on a Vax 9210 at National Chung Hsing 
University. 
EXAMPLE 4.1. Stable bifurcations. For convenience we rewrite (1.2) as follows: 
Au + A sinh u = 0 in f~ = [0, 1] 3, (4.6) 
u = 0 on a~.  
One can easily check that sinh u satisfies all of the requirements for f (u)  given in Section 1. 
Moreover, the bifurcations of (4.6) are stable and turn to the left. (4.1) is discretized by a standard 
seven-point central difference formula with uniform meshsizes h = 1/5, 1/10, respectively. The 
eigenvalues of the central difference analogue of (4.6) are given by (4.4) with corresponding 
eigenvectors, ay Um,,,p. 
We first trace the solution curves bifurcating from (0, PL1,2). It is clear that (0, Pl,L2) is a 
corank 3 bifurcation point. Table 1 lists nine nontrivial solutions bifurcating from (0, PL1,2), 
where h = 0.1 is used. The secondary states a, b, c, d, e and f we obtain here are just the 
generalization of the 2-D problem (see [7]), since there are three pair of surfaces on the unit cube 
and the nodal sets of these secondary states are the diagonal planes on each pair of the surfaces. 
Table 1. Solut ion branches bi furcat ing from p1,1,2 ~ 57.774. 
solut ion type nodal  p lane solut ion branch  
pr inutry z = 0.5 U!,1,2 
secondary A = 4- y = 1 U2,1,1 + U1,2,1 
secondary b = = y U2,1,1 - U1,2,1 
pr imary  x = 0.5 U2,1 ,I 
secondary c y + z = I UI,1,2 + U] ,2 j  
secondary d ~ = z UI,1,2 - UI,2,1 
pr imary  y = 0.5 U1,2,1 
secondary e z + z = I U I j ,~  + U2,1,1 
secondary f = ~-- z U1,1,2 - U2,1,1 
Figures 1-9 show the contours of the solution branch U1,1, 2 "I t" U1,2,1 + U2,1,1 on the z-cross 
sections of the unit cube, where the z-coordinates go from 0.1 to 0.9. One may see the nodal 
lines on each cross section changes gradually from the upper right corner to the lower left corner 
of the zy-plane. Note that at z = 0.5 the nodal line is just the diagonal. We also obtain 
the other three nontrivial solution curves UI,I,2 + UI,2,1 - U2,1,1, UI,1,~ - UI,2,1 + U~,I,I and 
UI,1,2 - UI,2,1 - U2j,I. The contours of these three solution branches on the z-cross sections of 
the unit cube may be obtained by rotating those of UI,I, 2 "~ U1,2,1 --I- U2,1,1 in the zy-plane by 
angles of ~j = j -  Ir/2, j = 1, 2, 3. 
Thus, we have obtained 13 = (3 s - 1)/2 nontrivisl solutions bifurcating from (0, PI,1,2). 
Figure 10 shows the solution curves of (4.6) bifurcating from (0, PI,I,~). 
Similarly, we also obt~dn 13 nontrivial solution curves bifurcating from (0, pi,2,2)=(0, 86.182), 
where h -- 0.1 is used. Table 2 lists nine nontrivial solutions bifurcating from (0, /~1,2,~). Fig- 
ures 11-19 show the contours of the solution branch UI,2,2 + U~,I,2 + U2,2,1 on the z-cross sections 
of the unit cube, where the z-coordinate go from 0.I to 0.9. The contours of the other three 
nontrivial solution curves U1,2,2 + U2,1,2 - U2,2,1, UI,2,~ - U~,I,2 + U2,2,1, UL2,~ - U2,1,2 - U2,2,1 
on the z-coordinate may he obtained by rotating those of UI,~,~ + ~/'2,1,2 "~ ~f2,2,1 in the zy-plane 
by angles o f~ j  = j .  ~'/2, j = 1,2,3. 
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F igure 10. f(u) = sinh, solut ic~ 
branches bi furcat ing f rom #1,1,2 
5T.TT4.  
Table 2. Solut ion branches bi furcat ing from #I,2,2 ~ 86.182. 
solution type nodal plane solutlon branch 
l~mx~7 z = 0.5, y = 0.5 U2,~,1 
secondary a = + ~ = 1, z = 0.5 U1,2,2 + U~,1,2 
secondary b : : y ,  z = 0 .5  U I ,2 ,2  - U2,1,2 
l:n'imary y + = = 1, = = 0.5 UI,:L2 
secondary c y + = = 1, = = 0.5 U2,1,2 + U2,2,1 
.econdary d y==,z=0.5  U'2,1,2 - -  []2,2,1 
= = 0 .5 ,  z = 0 .5  U2,1,~ 
xcondsry  • = + = = I,  y = 0.5 UI,2,~ + U~,2,1 
secondary f = = z, ~ : 0.5 UI,2,2 - U2,2,1 
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F igure  13. Secondary  s ta te  on  # = 
76 .04  b i fu rcat ing  f rom #1,2,2,  z = 0.3.  
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Figure 14. Secondary state on # = 
76.04 bifurcating from#l,2,2, z=0.4. 
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Figure 15. Secondary  s ta te  on  # = 
76.04 bifurcating from/=1,2,2, z = 0.5. 
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Figure 16. Secondary state on # = 
76.04 b i fu rcat ing  f rom #I ,2,2,  z -- 0.6. 
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Figure 17. Secondary state on /J = 
76.04 bifurcating from #1,2,2, z = 0.7. 
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Figure 19. Secondary state on /~ = 
76.04 bifurcating from/~1,2,2, z = 0.9. 
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Figure 18. Secondary state on /~ = 
76.04 bifurcating from Pl,2,2, z = 0.8. 
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Figure 20. Bi-CGSTAB for a nonsym- 
metric linear system. 
Finally, we trace the nontrivial solution curves which branch from (0, #1,2,3 ). Note that 
(0, #1,2,3) is a corank six bifurcation point. The six primary states are denoted by U1,2,3, U1,3,2, 
U~a,x, U2,1,n, Ua,l,~ and Us,u,1. According to the result of [1], the other nontrivial solutions may 
be obtained by the combination of these primary states. More precisely, let C(6, j)  denote the 
number of taking j out of the six primary states. By considering the possible combinations of j 
primary states, j - 1 , . . . ,  6, the total number of nontrivial solutions bifurcating from (0, #1,2,s) 
are given by 
C(6, 1) -t- 2.  C(6, 2) -I- 4.  C(6, 3) + (1 -I- C(4, 1) + C(4, 2)/2) • 67(6, 4) + (1 + C(5,1) 
+ C(5, 2)). C(6, 5) + (I + C(6, I) + C(6, 2) + C(6, 3)12) • C(6, 6) = 364 = (36 - 1) 
2 
We have obtained the six primary states and the thirty secondary states which are the com- 
binations of any two of these primary states. However, it is getting more difficult to trace all 
of the other nontrivial solutions as the number of combinations of the Uij,k's, i ~ j ~ k and 
1 _< i, j ,  k _< 3, are greater than or equal to three. This is because one has to distinguish undreds 
of different clustered tangent vectors at the bifurcation point, and sometimes it is quite possible 
that one may trace the solution curves which has been obtained. 
EXAMPLE 4.2. Unstable bifurcations. Consider the 3-D simplified buckling problem 
Au- t -~s inu- -0  in f]--[0,1] s, 
(4.7) 
u=0 on ~'L 
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Table 3. GMRES for no~ynnnet r i© l inear systems.  
Parameter  interval 56.700 ~ 57.683 57.683 ~- 53.552 53.552 N 49.110 Total  numb~ o( 
It~ratlons I terat ions I terat loas Iter&tio,~ 
m ---- 20 ,p  ---- 6 480 1720 240 2440 
m -~ 20 ,p  -~ 6, Pz 580 1540 140 2260 
m ---- 20,p ---- 9 480 1480 140 2100 
m ---- 20, p ---- 9, PI 580 1540 140 2260 
m = 20,p ---- m 480 1520 140 2140 
m -~ 20 ,p  ~ m,  P1 580 1540 140 2260 
Ccmt immtion steps 15 47 2 
Mini.  s tep lensth  0.I 0.I  3.2 
Table 4. Newton corrector at /~ = 57.208. 
Corrector step 1 2 3 4 5 6 7 
No. of  i terat ions 
for B i -CGSTAB 87 35 61 64 78 38 85 
Max. norm of 
Corrector /ncrmnestt  6.51E-3 4.82E-3 3.80E-3 7.83E-4 5.26E-3 9.18E-3 7.26E-3 
It is obvious that the bifurcations in (4.7) are unstable and turn to the right. (4.7) has been 
numerically investigated in [5]. Because of the limitation of the environments at that time, the 
dimension of the discretised problem of (4.7) used therein was not large enough. Now (4.7) is 
discretized by a standard seven-point central difference formula with uniform meshsizes h = 0.2 
and h = 0.1, respectively. 
First, we trace nontrivial solutions bifurcating from (0, p1,1,2). We only got three primary 
states branching from (0, P1,1,2), where the nodal sets of these three three primary states are the 
planes z = 0.5, y = 0.5 and z = 0.5, respectively. At each primary state there is a secondary 
bifurcation on it where/J E (161.24, 161.35). Here the meshsize h = 0.1 is used. The nodal sets 
of these secondary states are just a slight twist of those of the primary ones. The contours of 
these solution curves are not shown here. 
Table 3 exhibits the numerical results for tracing the solution branches of (4.6) which bifurcate 
from (0,p1,1,2) = (0, 57.774), where GMRES(m,p) is used to solve the nonsymmetric linear 
system (3.1), and the dimension of the matrix is 9 × 9 x 9 + 1 = 730. Here we have adopted the 
idea of incomplete orthogonalization method (IOM) to GMRES(m) so that Art is orthogonal to 
the preceding p + 1 vectors rather than all in the Krylov subspace Kin, see [10,19] for details. 
The matrix P1 in Table 3 is the preconditioner which is defined by P1-  [0Mr ~], with M the 
Laplacian matrix. We remark here m = 20 is an optimal choice for the dimension of Km in 
this case, since our numerical experiments show that if m ~ 19, then GMRES(m) may fail to 
converge after the curve-tr&cing is passed through the bifurcation point. 
Finally, we report our numerical experiments on the Bi-CGSTAB algorithm which are used to 
solve the discretized linear systems of (4.6). The experiments are carried out in double precision 
floating point arithmetic. The approximate solution of the linear systems of equations i accepted 
if Hb-Azi[[oo < 5.10 -4. Figure 20 shows the norms of the iteration vector l, where the discretized 
linear system is evaluated on the perturbed primary solution curve at/~ = 56.7. Table 4 lists 
the performance of the unpreconditioned BI-CGSTAB algorithm in Newton corrector, where the 
discretized linear system is evaluated at p = 57.208. The second line on the table shows the 
number of iterations required so that the approximate solution zi is accepted. But, since the z}s 
also represent the corrector increments, the third line in this table shows that Newton iteration 
may fall to converge. We remark here that the same corrector increments at each continuation 
step are obtained whenever either the direct method or GMKES are used as the linear solvers. 
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5. CONCLUSIONS 
Based on our numerics] experiments given above and in [7], we find that there are some similar- 
ities between 2-D and 3-D semi-linear elliptic eigenvs]ue problems. We will draw some conclusions 
concerning stable and unstable bifurcations in certain 3-D semi-linear elliptic eigenvs]ue problems. 
Moreover, we will compare the efficiency between different types of CG methods. 
(1) All of the nontrivis] solutions branching from a corank 3 stable bifurcation point can be 
numerically determined. On the other hand, we only can find primary states branching 
from an unstable corank 3 bifurcation point. However, the secondary states branching 
from an unstable primary one, also can be numerically traced since their nods] sets are 
predictable. 
(2) GMRES is one of the most efficient solvers for nonsymmetric linear systems where the 
coefficient matrix is near singular. 
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