Abstract. We establish Pontryagin principles for a Mayer's optimal control problem governed by a functional differential equation. The control functions are piecewise continuous and the state functions are piecewise continuously differentiable. To do that, we follow the method created by Philippe Michel for systems governed by ordinary differential equations, and we use properties of the resolvent of a linear functional differential equation.
Introduction
We consider the following problem of optimal control. It is called a problem of Mayer since its criterion takes into account only the final value of the state; it is governed by a functional differential equation in presence of terminal constraints.
Maximize J(x, u) := g 0 (x(T )) when x ∈ C 0 ([−r, T ], R n ),
′ (t) = f (t, x t , u(t)) x 0 = φ ∀j = 1, ..., n i , g j (x(T )) ≥ 0 ∀j = n i + 1, ..., n i + n e , g j (x(T )) = 0.
where the g j : R n → R are mappings, the state variable x is a piecewise continuously differentiable function (see Section 2), the control variable u is a piecewise continuous function (see Section 2), U is a nonempty subset of R d , F denotes a finite subset of [0, T ] (not a priori fixed), x t (θ) := x(t + θ) when θ ∈ [−r, 0], φ is fixed continuous function from [−r, 0] into R n . The only assumptions that we do on this problem are the following ones. variable, and L(E, E 1 ) is the vector space of the continuous linear mappings from E into E 1 when E and E 1 are normed vector spaces. ∀j ∈ {0, ..., n i + n e }, g j ∈ C 1 (R n , R).
( 1.2) where C 1 means continuously Fréchet differentiable.
To establish a Pontryagin principle for problem (M) under assumptions which are so light as possible, we follow the method created by Philippe Michel in [9] for systems governed by ordinary differential equations. This method is also used in [1] for Bolza problems. We can say that this work is an essay to generalize the method of Michel to the setting of systems governed by functional differential equations.
On the question of the resolvent of (nonautonomous) linear functional differential equations, the difference between the results that we use (issued from [5] ) and the results of Banks [2] is the choice of the class of solutions: we use continuously differentiable and piecewise continuously solutions with a continuous vector field and Banks uses absolutely continuous solutions without the continuity of the vector field. On the problem of optimal control, the difference between our setting and the setting of Banks [3] (except that Banks considers a Lagrange problem) is that we use piecewise continuously differentiable state variables and piecewise continuous control variables (as [9] and [1] ) and banks uses absolutely continuous state variables and bounded measurable control variables. Now we describe the contents of the paper. In Section 2 we specify the notation. In Section 3 we recall some precise properties of the resolvent of linear functional differential equations in the framework of piecewise continuous functions. In Section 4 we give the statement of a Pontryagin principle. In Section 5 we give a proof of this Pontryagin principle.
Notation
M n (R) denotes the space of the real n × n matrices. · L denotes the norm of the linear continuous operators.
When a < b are two real numbers,
) is the space of the right-continuous (respectively left-continuous) functions from [a, b] into R n , and
Let g : [a, b] → R n be a function, and t ∈ [a, b) (respectively (a, b]) when it exists the right-hand limit (respectively the left-hand limit) of g at t is g(t+) := lim s→t,s>t g(s) (respectively g(t−) := lim s→t,s<t g(s)).
Let
When it exists the right-partial derivative (respectively left-partial derivative)with respect to the first variable of f at (t, s) is denoted by
n is called piecewise continuous when it is continuous or when there exists a finite list of points, t 0 = a < t 1 < ... < t p < t p+1 = b such that g is continuous at each t ∈ [a, b] \ {t k : k ∈ {0, ..., p + 1}} and such that, for all k ∈ {0, ..., p}, g(t k +) exists, and for all k ∈ {1, ..., p + 1}, g(t k −) exists. We denote by P C 0 ([a, b], R n ) the space of the piecewise continuous functions from
] for all k ∈ {0, ..., p} and such that, for all k ∈ {0, ..., p}, g ′ (t k +) exists and, for all k ∈ {1, ..., p+1}, g
In a normed space E, when x ∈ E and r ∈ (0, +∞) we set B(x, r) := {z ∈ E : z − x ≤ r}.
Linear functional differential equations
3.1. The continuous time framework. We consider a mapping L :
From L and a function φ ∈ C 0 ([−r, 0], R n ), when σ ∈ [0, T ], we consider the following linear functional differential equation under an initial condition.
we consider the nonhomogeneous following problem. (
The following result is devoted to the resolvents of the equations of (3.2) and (3.3) . It is proven in [5] . 
We define the mapping Z :
Then the following properties hold for all σ ∈ [0, T ] and for all φ
Then the following assertions hold for all
Moreover we define the mapping V :
The proof of this theorem is contained into Section 6 of [5] . The only differences between the results of [5] and the present paper are the replacing of the condition g(b) = 0 by g(a) = 0 in the definition of N BV ([a, b], R n ) and the extension of η into η 1 with η 1 (t, θ) = 0 when θ < −r instead of η(t, θ) = 0 when θ > 0.
3.2.
The piecewise continuous time framework. Instead of the continuity of the vector field L we assume that
, and when h ∈ P C 0 ([0, T ], R n ), we consider the following problems.
We can deduce the results of the piecewise continuous time from those of the continuous time framework by proceeding in the following way. If 0 = t 0 < t 1 < ... < t p < t p+1 = T are the points of N L , for all k ∈ {0, ..., p} we denote by
When we fix σ ∈ [0, T ) we consider the index m such σ < t m < ... < t p+1 = T and we split the problem (3.5) into a finite list of problems like (3.2) as follows: first we have a solution z m of the problem (
, and inductively until to have a solution z p+1 of the problem (
, is a solution of (3.5).
Moreover using Proposition 3.1, for all k ∈ {0, ..., p}, we obtain the existence of
. And so, from Proposition 3.1 we deduce the following result. (
Now we want to obtain a result which is analogous to Theorem 3.2 for the piecewise continuous time framework. We proceed as in [5] , replacing the prop-
) and then we obtain the following result. (
and
Then the following assertions hold for all
Then the following assertions hold for all Proof. We set k(α, s) := η(α, s − α). After Theorem 5.4 in [5] , there exists R which satisfies R(t, s) = k(t, s) − t s R(t, α)k(α, s)dα. Ever after [5] we have X(t, s) := I − t s R(α, s)dα. Then we calculate
The integral equation which is present into the previous statement is called the adjoint equation of (3.5).
Pontryagin principle
First we give the qualification condition of Michel [9] , where (x, u) is an admissible process of (M).
The main result of the paper is the following statement of a Pontryagin principle. 
which satisfy the following conditions.
If moreover (QC) is fulfilled, we obtain the following additional conclusions.
In this statement, (NN) is a condition of non nullity of the multipliers, (Si) is a condition on the signs of multipliers, (Sl) is a condition of slackness on the final inequality constraints, (AE) is called the adjoint equation, (T) is the transversality condition, and (MP) is the maximum principle. The mapping η which is present into (AE) comes from Proposition 3.3 with L(t) = D 2 f (t, x t , u(t)). 
proof of the Pontryagin principle
Our proof follows the proof given by Michel in [9] ; we provide the useful changes to adapt it to the setting of systems governed by a functional differential equation. Note that we can choose u as a right-continuous function without to lost generality. We arbitrarily fix S = {(t i , v i ) : i ∈ {1, ..., N }} where 0 ≤ t 1 ≤ ... ≤ t N < T and the v i ∈ U ; we denote by S the set of all these S. When a = (a 1 , ..., a N 
Then the partial differential D a z(T, S, 0) exists and the following equality holds
where X(T, t i ) comes from Theorem 3.4 when L(t) = D 2 f (t, x t , u(t)).
Proof. We set ∆(t, S, a) := [f (t, x t , u(t, S, a))−f (t, x t , u(t))] and using Theorem 3.4 we obtain z(T, S, a) = V (T, 0, 0, ∆(·, S, a))= X(T, 0)0+
Since u(t, S, 0) = u(t) we have ∆(t, S, 0) = 0 and then z(T, S, 0) = 0. For all i ∈ {1, ..., N } we define ρ i := S × R N + → R n by setting
when a i = 0 and ̺ i (S, a) := 0 when a i = 0. Then the following formula holds.
Now to prove the result, it sufffices to prove that the following assertion holds.
∀i ∈ {1, ..., N }, lim
In the formula of ̺ i we do the change of variable S, a) , we obtain the following formula.
we arbitrarily fix θ ∈ [0, 1). Note that, for all i ∈ {1, ..., N }, we have lim a→0 a i = 0 and lim a→0 b i = 0. Since X(T, ·) is right-continuous ((vi) of Theorem 3.4) we obtain lim a→0 X(T,
is continuous and since u is right-continuous, we obtain lim a→0 ∆(
And so we obtain the following property. 
, we obtain the existence of c 1 ∈ (0, +∞) such that
Since a constant is Lebesgue integrable on [0, 1], we can use the theorem of the dominated convergence of Lebesgue to assert that lim a→0 ̺ i (S, a) = 1 0 0dθ = 0. Then (5.2) is proven, and the conclusion of the lemma follows from (5.1).
Lemma 5.2. Let S ∈ S. There exists δ 1 ∈ (0, +∞) and c 2 ∈ (0, +∞) such that, for all a ∈ R N + ∩ B(0, δ 1 ),
Proof. Note that the integrand in the formula is ∆(t, S, a) . We introduce e : Since ∆(T, S, 0) = 0 we have σ(T, 0) = 0. We set
And so defining the function ν i :
we obtain, for all a ∈ R N + ∩ B(0, δ),
Using the change of variable
In the previous proof we have yet seen that lim a→0 ( ∆(t i + b i + θa i , S, a) − Ξ i ) = 0, and that there exists c ∈ (0, +∞) such that, for all
And so we can use the theorem of the dominated convergence of Lebesgue and assert that lim a→0 ν i (S, a) = 0. And then, using (5.5) we can say that e(T, ·) is differentiable at 0 and that its partial differential is D 2 e(T, 0).a = 
To conclude it suffices to take c 2 := D 2 e(T, 0) + 1.
.. < τ ℓ < τ ℓ+1 = T and F := {τ i : i ∈ {0, ..., ℓ}}. We assume that, for all i ∈ {0, ..., ℓ}, Γ is continuous on
. Using Lemma 3.10 in [4] , we know that: ∀i ∈ {0, ..., ℓ},∀ǫ > 0, ∃β ǫ,i > 0, such that,
We arbitrarily fix ǫ > 0 and we set β ǫ := min 0≤i≤ℓ β ǫ,i > 0. Let 
≤ β ǫ ; then we have, ∀i ∈ {0, ..., ℓ}, sup t∈[τi,τi+1] Ψ(t) − Φ(t) ≤ β ǫ,i that implies: ∀i ∈ {0, ..., ℓ}, sup t∈[τi,τi+1] Γ(t, Ψ(t)) − Γ(t, Φ(t)) ≤ ǫ, and consequently we obtain that sup t∈[0,T ] Γ(t, Ψ(t)) − Γ(t, Φ(t)) ≤ ǫ.
Lemma 5.4. There exist δ 2 ∈ (0, +∞) and c 4 ∈ (0, +∞) such the following assertions hold.
Proof. Let a ∈ R N + ∩ B(0, δ 1 ) where δ 1 is provided by the previous lemma. By induction we built the sequence (x m (·, S, a)) m∈N of functions from [0, T ] into R n in the following way.
And so we have proven the followowing assertion:
And so we have proven the following assertion.
We introduce the set
Note that B is bounded since it is included into the bounded set 
For m = 0, using Lemma 5.2 and (5.6) we obtain, for all t ∈ [0, T ],
, and c 2 · a ≤ re −c3T ≤ r. Now we assume that (5.7) holds for the integer n ≤ p − 1. Then, for all t ∈ [0, T ], we have
and since x p (·, S, a) 0 = x 0 (·, S, a) 0 = φ we deduce from the previous inequality that we have
And so (t, x p (·, S, a) t , u(t, S, a)) ∈ B, and using the assumption of induction and the mean value theorem with the boundedness of D 2 f we obtain, for all t ∈ [0, T ],
Note that the set of the discontinuity points of the integrand of this last integral is included into N u(·,S,a) = N u ∪ {t i + b i : i ∈ {1, ..., N }} ∪ {t i + b i + a i : i ∈ {1, ..., N }}. And so
Since x m (·, S, a) 0 = φ for all m ∈ N, we have also x * (·, S, a) 0 = φ. Then using the uniqueness of the solution of a Cauchy problem we obtain that x * (·, S, a) = x(·, S, a).
(5.8)
We have yet seen that
for all t ∈ [0, T ]. And so setting c 4 := ke c2T and taking m → +∞ we obtain x(t, S, a) − x(t) = x * (t, S, a) − x(t) ≤ c 4 .
Lemma 5.5. For all S ∈ S, the two assertions hold.
(i) x(T, S, ·) is differentiable at 0.
(ii) For all i ∈ {1, ..., N },
Proof. After Lemma 5.1 we know that z(T, S, ·) is differentiable at 0. Then to prove (i) it suffices to prove that the mapping x(T, S, ·) − z(T, S, ·) is differentiable at 0.
We introduce ζ(t, S, a) := (x(t, S, a)−z(t, S, a)−(x(t, S, 0)−z(t, S, 0)) = x(t, S, a)−x(t)−z(t, S, a).
(5.9) and ξ(t, S, a) := ∂ζ(t, S, a) ∂t
We calculate
which implies, using (5.9) and (5.10), that
and so we obtain ξ(t, S, a) = x(·, S, a) t − x t ∞ · E(t, S, a) (5.11)
where E(t, S, a) :
x(·,S,a)t−xt x(·,S,a)t−xt if x(·, S, a) t = x t and E(t, S, a) := 0 if x(·, S, a) t = x t . Since D 2 f is bounded, there exists c 4 > 0 such that, for all t ∈ [0, T ], for all a ∈ B(0, δ 2 ), E(t, S, a) ≤ c 4 . Note that E(t, S, a) = 0 when t ∈ [0, T ] \ ∪ 1≤i≤N I i , and consequently we have
(5.12) From (5.10) we have ∂ζ(t,S,a) ∂t = D 2 f (t, x t , u(t))ζ(·, S, a) t + ξ(t, S, a), and from (5.9) we also have ζ(·, S, a) 0 = x(·, S, a) 0 − x 0 − z(·, S, a) = φ − φ − 0, and so we can use Theorem 3.4 and assert that ζ(t, S, a) = X(t, 0)0 + t 0 X(t, y)( 
which implies (using (5.12)) that the mapping x(T, S, ·) − z(T, S, ·) is differentiable at 0 and that its differential at 0 is equal to zero. Then using lemma 5.1 we obtain
The following multiplier rule comes from [9] . Lemma 5.6. Let V be a neighborhood of 0 into R N . Let n i , q e ∈ N. Let ψ j : V → R be differentiable functions at 0, for j ∈ {0, ..., n i + n e }. We assume that 0 is a solution of the following maximization problem        Maximize ψ 0 (a) when a ∈ V ∩ R n + ∀j = 1, ..., n i , ψ j (a) ≥ 0 ∀j = n i + 1, ..., n i + n e , ; ψ j (a) = 0.
Then there exists (λ 0 , ..., λ ni+ne ) ∈ R 1+ni+ne which satisfies the following conditions.
(i) (λ 0 , ..., λ ni+ne ) is non zero (ii) ∀j = 0, ..., n i , λ j ≥ 0 (iii) ∀j = 1, ..., n i , λ j ψ j (0) = 0 (iv) ∀a ∈ R N + , ni+ne j=0 λ j Dψ j (0).a ≤ 0. Now we apply this multiplier rule to our problem that permits us to obtain the following lemma.
Lemma 5.7. Let S ∈ S. Then there exists Λ(S) = (λ j ) 0≤j≤ni+ne ∈ R 1+p+q which satisfies the following properties.
(i) ni+ne j=0 |λ j | = 1 (ii) ∀j = 0, ..., n i , λ j ≥ 0 (iii) ∀j = 1, ..., n i , λ j g j (x(T )) = 0 (iv) ∀i = 1, ..., N , ni+ne j=0
Proof. Since the process (x, u) is optimal for (M), it is also optimal among the processes (x(·, S, a), u(·, S, a)) when a belongs to a neighborhood of 0 into R N + . Recall that x(·, S, 0) = x and u(·, S, 0) = u. And then 0 is an optimal solution of the following maximisation static problem        Maximize g 0 (x(T, S, a)) when a ∈ B(0, δ 2 ) ∩ R n + ∀j = 1, ..., n i , g j (x(T, S, a)) ≥ 0 ∀j = n i + 1, ..., n i + n e , ; g j (x(T, S, a)) = 0.
We use the previous lemma by setting ψ j (a) := g j (x(T, S, a)). Since the set of the lists of multipliers is a cone the non nullity of (λ j ) 0≤j≤ni +ne permits us to choose it to satisfy (i). The conclusions (ii) and (iii) are given by the previous lemma in a straightforward way. To treat the last condition, note that Dψ j (0) = Dg j (x(T ))D a x(T, S, 0), and then the last conclusion of the previous lemma is: ∀a ∈ R and we conclude by using Lemma 5.5.
Using (QC), if p(T ) = 0 since (NN), (Si) and (Sl) hold we obtain a contradiction, and so we have p(T ) = 0 under (QC). Since X(T, t) = I − T t R(ξ, t)dξ, and since R is bounded, if we choose ǫ ∈ (0, R −1 ∞ ], then, when t ∈ (T − ǫ, T ], we obtain that X(T, t) is invertible. Using (TC), we have p(t) = p(T )X(T, t), ans since p(T ) = 0, we obtain p(t) = 0. And so (A1) is proven. To prove (A2), we proceed by contradiction. We assume that there exists τ ∈ [0, T ] such that p(t) = 0 when t ∈ [τ, min{τ + r, T }]. Note that τ < T since p(T ) = 0. Using (AE) and (TC) we have, p(τ ) + min{τ +r,T } τ p(ξ)η(ξ, τ − ξ)dξ = p(T ) which implies 0 + 0 = p(T ) that is impossible. And so (A2) is proven and the proof of Theorem 4.1 is complete.
