Evaluation of weakly singular integrals via generalized Cartesian product rules based on the double exponential formula by Polimeridis, A. G. & Mosig, J. R.
1980 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 58, NO. 6, JUNE 2010
Evaluation of Weakly Singular Integrals Via
Generalized Cartesian Product Rules Based on the
Double Exponential Formula
Athanasios G. Polimeridis and Juan R. Mosig, Fellow, IEEE
Abstract—Various weakly singular integrals over triangular
and quadrangular domains, arising in the mixed potential integral
equation formulations, are computed with the help of novel gener-
alized Cartesian product rules. The proposed integration schemes
utilize the so-called double exponential quadrature rule, originally
developed for the integration of functions with singularities at the
endpoints of the associated integration interval. The final formulas
can easily be incorporated in the context of singularity subtrac-
tion, singularity cancellation and fully-numerical methods, often
used for the evaluation of multidimensional singular integrals.
The performed numerical experiments clearly reveal the superior
overall performance of the proposed method over the existing
numerical integration methods.
Index Terms—Double exponential quadrature rule, generalized
Cartesian product rules, method of moments, mixed potential in-
tegral equations, weakly singular integrals.
I. INTRODUCTION
M IXED potential integral equation formulations havebeen extensively used over the last years for solving
a wide variety of practical electromagnetic radiation and
scattering problems [1]–[3]. A typical numerical solu-
tion of the mixed potential integral equations using the
Rao-Wilton-Glisson basis functions [1] and a Galerkin method
of moments approach [2], calls for the computation of 4-D inte-
grals over surface subdomains (triangles, rectangles or general
polygons), according to the selected discretization scheme.
The aforementioned multidimensional integrals can be clas-
sified as smooth, near-singular and weakly singular (though in-
tegrable) integrals, depending on the behavior of the integrand,
which is also strongly related to the proximity of the discretized
subdomains. To be more specific, the weakly singular cases
arise when the two surface elements coincide (coincident in-
tegration), share a common edge (edge adjacent integration),
or share a common vertex (vertex adjacent integration). Corre-
spondingly, the near-singular integrals arise when the outer and
inner elements don’t share any common points but their distance
is very small, while the smooth integrals cover all the other pos-
sible cases.
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Since the very first applications of the mixed potential inte-
gral equation formulations, the weakly singular integrals over
triangular domains appeared to be the most challenging of all,
as the discretization into triangular elements is considered to be
the most flexible one, being able to model surfaces of arbitrary
shape. In general, weakly singular integrals are treated by using
mainly the singularity subtraction method [4]–[9] or the singu-
larity cancellation method [10]–[12]. Despite their widespread
usage, both singularity subtraction and singularity cancellation
methods fail to meet the requirements for an accurate and effi-
cient numerical integration of weakly singular integrals.
On the other hand, some very promising new methods have
appeared in the literature that seem to outperform the traditional
techniques. In [13], for instance, a method originated in the con-
text of mechanics, which utilizes a series of coordinate trans-
formations followed by an appropriate Duffy transform [14]
is presented. Similarly, a direct approach for the evaluation of
hyper-singular static surface integrals has been introduced in
[15]. Moreover, the later direct evaluation method was gener-
alized by the first author for the case of the weakly singular in-
tegrals over coincident triangular elements [16]. The only draw-
back of these methods is their limited applicability together with
their highly analytical complexity. Hence, it is quite difficult
to generalize them in order to deal with different types of in-
tegrands and/or integration domains.
The present work is motivated mostly by our recent results
presented in [16], where it is obvious that in both singularity
subtraction and singularity cancellation methods the accuracy as
well as the efficiency are limited by the remaining numerical in-
tegrations of smooth functions (without blow up singularities).
Moreover, in some recent publications [11], [12], [17]–[19] it
was clearly demonstrated that in many cases the near-singular
potential integration (the inner 2-D integration) is more chal-
lenging than the singular one. Therefore, a reasonable resolution
in the never ending quest for a machine precision general-pur-
pose code, not only for 4-D weakly singular integrals but also for
4-D hyper-singular and general near-singular integrals, could
be given by the combination of semi-analytical formulations to-
gether with appropriate cubature rules [20].
In this manuscript, we present generalized Cartesian product
rules based on the double exponential quadrature formulas.
These formulas are well known in the mathematical literature
since their introduction in the mid-seventies by Takahasi and
Mori [21]–[24]. In a recent paper, they have been compared
with other numerical alternatives and hailed as one of the most
promising high precision quadrature schemes [25]. However,
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they remain mostly unknown and unused by the computational
electromagnetics community. In this paper, we first briefly
recall for the sake of completeness and internal coherence the
main steps of the technique, following the excellent summary
given in [25]. Then, the double exponential formulas are in-
tegrated with classic methods for the computation of weakly
singular and near-singular 2-D and 4-D integrals. The resulting
overall scheme is compared with the most representative
alternatives based on Gauss formulas, showing a significant
improvement in almost all of the most challenging cases.
II. THE DOUBLE EXPONENTIAL QUADRATURE RULE
Standard interpolatory quadrature rules like Newton-Cotes
and Gauss formulas can normally be used for integrands that are
regular at the endpoints of the integration interval. On the other
hand, although Gauss-Jacobi formulas have been widely used
for integrands with infinite derivatives or integrable singulari-
ties at the endpoints, the type of singularity that can be treated
by such formulas is quite limited. Coming to fill this gap, the
double exponential quadrature rule is not based on ad hoc trans-
formations or very specific weight functions, but on an appro-
priate variable transformation which results in general purpose
quadrature formulas so robust and efficient that deserve a promi-
nent place in standard mathematical subroutine libraries.
As it is well known, the trapezoidal rule with an equal mesh
size gives highly accurate results for analytic functions over
. In fact, it was proved in [26] that for an integral of
an analytic function over the trapezoidal rule with an
equal mesh size is asymptotically optimal among formulas with
the same density of sampling points. The optimality of the trape-
zoidal formula turned out to play a crucial role in the process of
the discovery by Takahasi and Mori [21] of the double expo-
nential formula. We now briefly outline the main steps leading
to the development of a practical implementation of the double
exponential quadrature formula. Additional details can be found
in [25].
A. Double Exponential Transformation
Without loss of generality, we will confine ourselves to the
following integral over :
(1)
Since Takahasi and Mori had already proved the optimality of
the trapezoidal formula over , it was quite natural that
they focused on a variable transformation which maps the orig-
inal interval of integration onto [21], i.e.,
(2)
which we assume is analytic over and satisfies
(3)
Hence, the original integral is given by
(4)
which is solved with the help of the trapezoidal formula
(5)
The remaining point is now the optimal selection of the
change of variables . The main idea, based on the
Euler-Maclaurin formula [27], is to select a transformation
such as all its derivatives tend exponentially to zero for
large values (positive and negative) of . Then, even if or
its derivatives have an integrable algebraic singularity at one
or both endpoints, they will disappear within the smooth and
fast convergence of the new integrand at infinity.
In these cases, according to the Euler-Maclaurin argument, the
quadrature error should decrease faster than any power of .
As described in [25], based on the above reasoning, Takahasi




as . Due to this double exponential decay, (6) is called
the double exponential (DE) transformation. An alternate fre-
quently used name, based again on (6), is the “tanh-sinh” tech-
nique. If we truncate (5) at , we get the DE formula,
(8)
where is the number of the quadrature rule’s ab-
scissas. The key feature of the DE formula’s superior perfor-
mance compared to other quadrature rules designed to handle
endpoint singularities lies in the fact that via the DE transfor-
mation one can approach the endpoint singularity as close as
one wants, because the DE rule has an infinite number of points
in the neighborhood of the endpoints [22]. In cases where the
integrand has a blow up singularity at an endpoint, this scheme
permits one to sum terms with abscissas very close to the end-
points until the rapidly decreasing weights overwhelm the large
function values [25].
B. On the Implementation of the Double Exponential
Quadrature Rule
Although it is very easy to compute the weights and abscissas
of the DE quadrature rule, we encounter two significant prob-
lems in the actual coding process. According to [24], the prob-
lems arising from the careless coding may be one of the reasons
that prevented the spread of the DE formula. More specifically,
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TABLE I
NUMBER OF INTEGRATION POINTS    FOR THE DE RULE IN TERMS OF THE
ASSOCIATED LEVEL OF THE QUADRATURE RULE  
the first and most severe problem is the loss of significant digits:
If has a singularity at the endpoint like , where
is a small positive constant, we often encounter a large error
due to the loss of significant digits for very close to . One
way to overcome the aforementioned problem is to compute and
store the values and in addition to the ac-
tual weights and abscissas. Of course, this modification requires
the a priori identification of those binomials in the integrand, re-
ducing the overall generality of the DE scheme.
The second problem is the numerical underflow and overflow
which arises in the denominator of the weights in (8). More
specifically, the constraints that are imposed due to the double
precision format lead, after some algebraic manipulation, to the
following (safe) choice in the construction of the DE quadrature
rule:
(9)
C. Final Double Exponential Formulas
Taking into account the aforementioned constraints we pro-
ceed to the construction of the DE formula, according to the fol-
lowing parametrization, which is slightly different from the one
adopted in the numerical experiments presented in [25] (aiming
at 400 significant digits)
(10)
where is the so-called level of the quadrature rule. This
choice fulfils the constraint (9) to avoid numerical underflow
and overflow. Besides the parametrization, one could follow
different strategies in the final algorithms. The most suitable
candidate for a general purpose integration scheme, though,
is based on truncating the series of weights and abscissas at
the point for which the following inequality holds:
, where eps stands for the machine precision in
double precision arithmetic, ensuring that and are
never equal to zero. The final truncated number of points is
equal to , as shown in Table I, for each level of the
rule.
Another possible variant could be derived without the afore-
mentioned truncation together with the pre computation of
and H. In that case, the number of integration points is given
by , almost double compared to
our preferred choice. This formula guaranties much higher accu-
racy in some specific problems, but its problem oriented nature
is limiting dramatically the repertoire of possible applications
and, hence, will be excluded from our study.
D. Extension to Generalized Cartesian Product Rules
As described above, DE quadrature rule does not integrate
exactly any polynomial and therefore it doesn’t belong to the
family of the interpolatory quadrature formulas like Newton-
Cotes, Gauss, Radau, Lobatto and many others. Nevertheless,
it turns out to be highly accurate for the integration of analytic
functions with algebraic or/and logarithmic singularities at the
endpoints of the integration interval, as will be shown in the
sample test integrals following in the next section. This is ex-
actly the reason that engages us in the quest for the construc-
tion of multidimensional integration schemes based on sophis-
ticated quadrature formulas like DE rule, which are suitable for
the treatment of functions with boundary weakly singular be-
havior.
A first attempt for the generalization of the DE quadrature
rule in 2-D and 3-D integration formulas was given in [28]. More
specifically, a progressive strategy was utilized where the inte-
gration interval is divided into subdomains and, after a specific
search pattern, the optimal abscissas and weights are found. The
main drawback, though, of this method is its problem oriented
nature, since the progressive search has to be performed for each
new integrand.
On the other hand, another research group followed a dif-
ferent approach while trying to find optimal cubatures for
weakly singular, strongly (or Cauchy) singular and hyper-sin-
gular multidimensional integrals [29], [30]. In [29], a com-
bination of Gauss product rules and DE formulas for the
integration of 2-D singular integrals, arising in the context of
computational mechanics, was implemented. Later, the same
team in [30] focused on various 4-D singular integrals. The 4-D
integrals are treated in the following way: First, an analytical
integration is performed for the inner 2-D integral. Then, the
type of singularity of the aforementioned analytical results as
a function of the outer variables of integration is studied, in
order to give some indications about the integration formulas
needed for the remaining outer 2-D integral. In the end, again,
generalized 2-D Cartesian product rules for the integration
of at most boundary weakly singular functions are proposed
based on a combination of 1-D Gauss product rules and DE
quadrature rule.
As a general comment, we could add that a hybrid scheme
with analytical 2-D inner integrations and numerical 2-D outer
integrations, as in [30], clearly reduces the computation cost and
increases the accuracy. Furthermore, the study of the analytical
results as function of the outer variables helps significantly in
the suitable choice of the basic quadrature rules used for the con-
struction of optimal multidimensional integration formulas. Of
course, DE quadrature rule stands as one of the most appealing
choices due to its unmatched precision in integrating functions
with endpoint algebraic or/and logarithmic singularities.
In the computational electromagnetics community there are
generally two main families of methods for the solution of
weakly singular integrals arising in the mixed potential integral
equation formulations. Starting with the singularity subtraction
method, it is well known that the integrand of the final 4-D
integral may be non-singular, but with infinite derivatives.
Also, the subtracted function can only be evaluated for specific
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geometries, leading to limited applicability. On the other hand,
in the singularity cancellation method only the computation of
the potential (inner) integrals to machine precision has been
studied, and most of the authors imply that this is enough in
order to assure highly accurate results for the original 4-D inte-
grals. Unfortunately, this is not the case, since a simple study
reveals that the integrand of the outer integral may still have
infinite derivatives at the endpoints of the integration interval.
In this manuscript, following the basic philosophy in [30], we
utilize a DE rule as the main building block in the generalized
Cartesian product rules for the solution of the aforementioned
shortcomings.
III. NUMERICAL RESULTS
In this section, various numerical results will be presented
in order to illustrate the worthiness of incorporating the DE
quadrature rule in the construction of generalized Cartesian
product rules for the solution of multidimensional weakly sin-
gular integrals arising in the mixed potential integral equation
formulations. After some test 1-D and 2-D problems, we will
show the results of some representative numerical experiments
including different approaches, like singularity cancellation
and singularity subtraction methods.
A. Sample 1-D and 2-D Test Integrals
In the beginning, it would be intuitive to give some results for
a selection of 1-D test integrals found in [25]. The importance of
such numerical experiments is twofold: first we validate the DE
quadrature rule, as proposed in Section II, and, second, we ob-
serve its limitations for various types of endpoint singularities.
The selected groups of test integrals (keeping the same num-
bering as in [25]) are listed below:
• 5: continuous function on finite interval, but with an infinite
derivative at an endpoint;
• 7, 8, 10: functions on finite intervals with an integrable
singularity at an endpoint.
(11)
A straightforward application of the DE formulas as well as
the Gauss-Legendre formulas leads to the relative error pre-
sented in Fig. 1, in terms of the associated level of the quadra-
ture rule. For a fair comparison, we keep obviously the same
number of integration points in both Gauss and DE formulas.
Clearly, for the case of the test integral #5, function with infi-
nite derivative at an endpoint, the DE formulas converge to the
exact solution, while Gauss based formulas give very poor re-
sults. The same behavior is also observed for the test integral
#8. For the other two test integrals #7 and #10, functions with
an integrable singularity at an endpoint, the DE formulas cannot
converge to the exact solution, but in any case their performance
is by far superior to the performance of the Gauss rules.
Fig. 1. Relative error in calculating the test integrals in (11). (a) Test integral
#5. (b) Test integral #7. (c) Test integral #8. (d) Test integral #10.
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Fig. 2. Relative error in calculating the test integral (12).
Finally, we choose a 2-D test integral #2 with endpoint sin-
gularities found in [28]:
(12)
where is the level of the 1-D quadrature rules
( is also called level of the cubature) used in the construction
of the 2-D Cartesian product rule. Hence, each cubature utilizes
the same quadrature rule for each of the dimensions. As shown
clearly in Fig. 2, again, DE based cubatures succeed in giving
highly accurate results compared to the Gauss based cubatures.
To account for the incidental presence of error propagation ef-
fects, we cautiously assume a result to be numerically exact if
its relative error is lower than , as suggested in [12].
B. Weakly Singular Potential Integrals
Moving to some more challenging problems, we choose the
weakly singular potential integral
(13)
where is the unit triangle defined by the following vertices:
is the dis-
tance function and . The observation point is given by
. The singularity lies in the integration interval,
for which case is very hard to find efficient cubatures. Hence,
we split the integral into three subintegrals, isolating the singu-
larity only at one vertex of the new triangles. Next, we proceed
to the fully numerical integration of all three 2-D integrals via
generalized Cartesian product rules based on Gauss-Legendre
and DE formulas.
The reference solution of the integral (absolute error less than
) is directly copied from [12],
(14)
In Fig. 3 the relative error in calculating the real part (singular
portion) and the imaginary part (nonsingular portion) of the
weakly singular potential integral (13) using the DE quadra-
ture rule as well as basic Gauss formulas in 2-D generalized
Cartesian product rules, is shown. The level of cubature
is equal to the level of the 1-D quadrature rules , i.e.,
. By a simple inspection of the figures, it is
easy to come to the conclusion that DE cubatures converge to
the numerically exact solution for the most challenging case (the
singular real part). As it could be expected, there is no interest in
using DE rules for non-singular functions (the imaginary part)
where Gauss-Legendre is optimally suited.
C. 4-D Weakly Singular Integrals Over Triangles via
Singularity Cancellation
Next, we deal with the far more interesting 4-D weakly sin-
gular integral arising in the mixed potential integral equation
formulations solved via a Galerkin triangular discretization to-
gether with the linear Rao-Wilton-Glisson basis functions. More
specifically, the contribution due to the scalar potential is given
by
(15)
where is the unit triangle defined by the following
vertices: and
. Following the basic idea of the singularity cancellation
method, we get
(16)
where the outer integration over the triangle is numerically
computed using a generalized Cartesian product rule. On the
other hand, the inner or potential integral is reduced to a 1-D
smooth integral via an appropriate coordinate transformation
and a further analytical evaluation. The remaining 1-D inner in-
tegral is computed via a simple quadrature rule.
The reference solution of the integral (absolute error less than
) is directly copied from [13],
(17)
In Figs. 4 and 5 the relative error in calculating the real part
(singular portion) of the 4-D weakly singular integral (15) using
the singularity cancellation method together with a generalized
Cartesian quadrature rule based on the DE quadrature rule and
the Gauss-Legendre formulas, is shown. More specifically, for
the results in Fig. 4 we used a standard Gauss-Legendre quadra-
ture rule for the remaining 1-D integral, while for the results in
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Fig. 3. Relative error in calculating the weakly singular potential integral
  in (13) using a combination of triangle splitting and 2-D generalized
Cartesian product rules based on Gauss-Legendre and DE quadrature rules. (a)
Real part. (b) Imaginary part.
Fig. 5 we utilized the DE quadrature rule, again for the inner
1-D integration. The level of the outer cubature is equal to
the level of each quadrature rule employed in the construction of
the 2-D formulas, i.e., . A simple comparison
of the aforementioned figures leads to the safe conclusion that
only the 3-D generalized Cartesian product rule which is solely
based on DE quadrature rules can give numerically
exact results, as is clearly depicted in Fig. 5(b).
The performance of the scheme that is presented in this man-
uscript is of paramount importance, since it is the first time that
the singularity cancellation method can produce results close to
the machine precision with a reasonable number of integration
points. A major factor that affects crucially the accuracy of the
Fig. 4. Relative error in calculating the real part of the 4-D weakly singular
integral   in (15) via singularity cancellation and 3-D generalized Cartesian
product rules based on Gauss-Legendre and DE quadrature rules. For the inner
1-D integral a Gauss-Legendre rule is utilized. (a) Level of inner integration
rule:    . (b) Level of inner integration rule:    .
3-D numerical integration seems to be the behavior of the inner
integral as a function of outer’s integration variables. Generally,
the outer integration hasn’t been thoroughly studied in previous
publications, where it was believed that machine precision re-
sults of the inner integral would physically lead to highly ac-
curate results also for the final 4-D weakly singular integral by
a straightforward implementation of Gaussian cubatures. One
could easily jump to the conclusion that although the singularity
is canceled, numerical shortcomings are encountered in the in-
tegration of the remaining function due to the non smooth be-
havior of its higher order derivatives.
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Fig. 5. Relative error in calculating the real part of the 4-D weakly singular
integral   in (15) via singularity cancellation and 3-D generalized Cartesian
product rules based on Gauss-Legendre and DE quadrature rules. For the inner
1-D integral a DE rule is utilized. (a) Level of inner integration rule:    .
(b) Level of inner integration rule:    .
D. 4-D Weakly Singular Integrals Over Quadrangles via
Semi-Analytical Method
As a final test, we shall present sample numerical results in the
context of the 4-D weakly singular integrals over quadrangular
domains for the static kernel. More specifically, the 4-D integral
to be solved is written as follows:
(18)
where and are general quadrilaterals and is the dis-
tance function. The most common approach for treating the
aforementioned integral is the so-called semi-analytical method.
The key feature of this method is the analytical evaluation of the
potential (inner) integral,
(19)
as explained in [4] and [5]. The second and final step is the
numerical computation of the remaining 2-D integral,
(20)
Without loss of generality, we confine ourselves to the case
of square domains (with sides equal to 2). Fig. 6 depicts the
relative error in calculating the 4-D weakly singular integral
(18) utilizing the analytical expressions provided in [4] together
with a 2-D generalized Cartesian product rule based on the DE
quadrature rule and the Gauss-Legendre formulas. More specif-
ically, in Fig. 6(a), (b) and (c)–(d), we examine respectively the
self-term case (coinciding squares), the orthogonal case (orthog-
onal squares sharing one edge) and the parallel case (parallel
squares separated by distance ). The reference results are de-
rived with the help of the complete analytical formulas provided
in [9].
As with the previous examples, generalized Cartesian product
rules based on the DE formula outperform the standard Gauss-
Legendre cubatures for the solution of the most challenging
cases, i.e., the self-term case (Fig. 6(a)) and the parallel case
when the distance between the elements is very small (Fig. 6(c)).
Obviously, for non-singular cases Gauss-Legendre still remains
the optimal solution. Trying to give a fair explanation for the
poor results of the Gauss-Legendre cubatures or the superior
performance of the proposed DE based schemes, we analyze the
behavior of the analytically evaluated results of the inner 2-D in-
tegral in terms of the observation point, i.e., the point given by
the outer cubature in the final computation of the 4-D integral.
For example, the potential integral for the observation points
and , where , due to
the source square with the following vertices:
and , is pre-
sented in Fig. 7. Clearly, in the second case (encountered in
the evaluation of the self-term), the potential has infinite deriva-
tives as the observation point passes from one edge of the source
square. The aforementioned behaviors, together with the overall
discussion in previous sections, come to elucidate the actual
causes for the performance of the integration schemes used in
our numerical experiments.
IV. CONCLUSION
Novel generalized Cartesian product rules are presented for
the computation of various multidimensional weakly singular
integrals, arising in mixed potential integral equation formu-
lations. The proposed formulas utilize the double exponential
quadrature rule, ideally suited for the integration of functions
with endpoint singularities. Due to the use of such non interpo-
latory quadrature rules, the algorithms presented in this manu-
script can lead, together with common singularity subtraction
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Fig. 6. Relative error in calculating the 4-D weakly singular integral (18) (with
    ) utilizing the analytical expressions provided in [4] together with a 2-D
generalized Cartesian product rule based on DE and Gauss-Legendre quadrature
rules. (a) Self-term. (b) Orthogonal cells. (c) Parallel cells    . (d)
Parallel cells    .
Fig. 7. Behavior of the analytically derived potential integral (20) for a
square with the following vertices:             
       and        and different observation points
       and       , respectively.
and cancellation techniques, to unmatched accuracy. The supe-
rior performance of the proposed method is verified in compar-
ison with standard interpolatory cubatures through a series of
representative numerical experiments. Moreover, in many cases
the accuracy of the integration via double exponential based
formulas is close to the machine precision, working on typical
double precision arithmetic. Finally, the detailed analysis pre-
sented herein forms the backbone for the treatment of a plethora
of cumbersome integrals, like strongly singular and hyper-sin-
gular integrals arising in various integral equation formulations,
always in the context of computational electromagnetics.
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