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We study periodic review stochastic inventory control in the data-driven setting, in which the retailer
makes ordering decisions based only on historical demand observations without any knowledge of the prob-
ability distribution of the demand. Since an (s,S)-policy is optimal when the demand distribution is known,
we investigate the statistical properties of the data-driven (s,S)-policy obtained by recursively computing
the empirical cost-to-go functions. This policy is inherently challenging to analyze because the recursion
induces propagation of the estimation error backwards in time. In this work, we establish the asymptotic
properties of this data-driven policy by fully accounting for the error propagation. First, we rigorously show
the consistency of the estimated parameters by filling in some gaps (due to unaccounted error propagation)
in the existing studies. On the other hand, empirical process theory cannot be directly applied to show
asymptotic normality. To explain, the empirical cost-to-go functions for the estimated parameters are not
i.i.d. sums, again due to the error propagation. Our main methodological innovation comes from an asymp-
totic representation for multi-sample U -processes in terms of i.i.d. sums. This representation enables us to
apply empirical process theory to derive the influence functions of the estimated parameters and establish
joint asymptotic normality. Based on these results, we also propose an entirely data-driven estimator of the
optimal expected cost and we derive its asymptotic distribution. We demonstrate some useful applications
of our asymptotic results, including sample size determination, as well as interval estimation and hypothesis
testing on vital parameters of the inventory problem. The results from our numerical simulations conform
to our theoretical analysis.
Key words : inventory management; nonparametric estimation; empirical process; U -process;
History :
1. Introduction
Periodic review stochastic inventory control is fundamental in operations management. In this
problem, the retailer must review the inventory levels and then make ordering decisions. A good
ordering policy can significantly reduce operating costs and can also improve overall business
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performance. In our present paper, we are concerned with solving this problem in the data-driven
setting where only historical demand observations are available.
1.1. Related Work
Periodic review stochastic inventory control has received major attention over the last few decades
(Scarf 1960, Braden and Freimer 1991, Ding et al. 2002, Huh et al. 2009b, 2011, Levi et al. 2015, Ban
2020). Scarf (1960) demonstrated the optimality of an (s,S)-type policy. This is a classical policy
where the retailer orders up to level S whenever the current inventory level falls below a reorder
point s (both s and S must be determined to implement this policy). Since then, many studies
derive the form of the optimal inventory policy under different problem settings (e.g., Markovian
demand (Sethi and Cheng 1997); lost sales and nonzero lead time (Huh et al. 2009b, Goldberg et al.
2016), etc.). For detailed analysis of the optimality of an (s,S)-type policy in different settings, we
refer to the comprehensive review in Snyder and Shen (2019).
All of the previously mentioned works assume that the retailer knows the underlying demand
distribution. Yet, in practice, we usually only have historical demand observations. We need to be
able to make inventory ordering decisions in a data-driven way.
The Bayesian approach offers one such way to make data-driven ordering decisions (Braden
and Freimer 1991, Lariviere and Porteus 1999, Ding et al. 2002, Chen 2010, Bisi et al. 2011). In
the Bayesian approach, we start with a prior distribution over the unknown parameters of the
demand distribution. Then, we can dynamically update this distribution with each new demand
realization. However, this approach suffers from the “curse of dimensionality” (Chen and Mersereau
2015). Furthermore, one needs the demand distribution to have a parametric form in order for this
method to be practical (Braden and Freimer 1991). In particular, Bisi et al. (2011) showed that
this procedure is only scalable for the Weibull distribution. We refer to Chen and Mersereau (2015)
for a recent survey of Bayesian methods in stochastic inventory control.
Non-parametric methods (which make no assumptions on the underlying demand distribution)
have been developed for both the offline and online settings. In the offline setting, all the demand
data are collected a priori. Huh et al. (2011) used the Kaplan-Meier estimator to create a data-
driven policy with censored demand, and they prove almost sure convergence for discrete demand
distributions (but without a convergence rate). Levi et al. (2007, 2015) used sample average approx-
imation (SAA) to solve a “shadow” dynamic programming problem based on the demand data, and
then used it to produce an implementable policy. Levi et al. (2007, 2015) used the Hoeffding and
Bernstein inequalities to bound the convergence rate on the optimality gap of the estimated policy.
Ban (2020) also uses SAA to analyze a data-driven ordering policy for periodic review stochas-
tic inventory control with right-censored demand. She used the M -estimator and the Z-estimator
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theory (which is based on empirical process theory) to study the consistency and asymptotic dis-
tribution of their data-driven policy, and then constructed confidence intervals for the optimal
policy.
In the online setting, demand data are observed on the fly. Online non-parametric methods
are evaluated in terms of their “regret”, which is the difference between the expected cost of an
adaptive policy and the true optimal expected cost, see e.g. Besbes and Muharremoglu (2013).
Burnetas and Smith (2000) developed a stochastic gradient descent type algorithm to compute
the optimal policy in a perishable inventory system. Godfrey and Powell (2001) and Powell et al.
(2004) developed “concave adaptive value estimation” (CAVE) to successively approximate the
newsvendor cost function with a sequence of piece-wise linear functions. Huh and Rusmevichientong
(2009) developed another stochastic gradient descent type algorithm for lost-sales systems with
censored demand. They prove a sublinear (square-root) convergence rate for the long-run regret.
Huh et al. (2009a) studied a non-parametric adaptive algorithm for finding the optimal base-stock
policy in lost-sales inventory systems with positive replenishment lead times, and here they prove
a sublinear (cube-root) convergence rate.
1.2. Open problems
We consider the setting of Scarf (1960), where there is a retailer who makes periodic decisions on
inventory levels based only on the demand of the past n selling seasons, all with the same time
horizon T . All unmet demand is backlogged. We are interested in the data-driven policy based
on SAA as in Levi et al. (2007), Levi et al. (2015), and Ban (2020). We want to quantify our
uncertainty about how close the data-driven policy is to the true optimal policy. With this aim, we
want to demonstrate consistency and compute the asymptotic distribution of this estimator. These
are both open problem in the literature. The key challenge, as discussed in Levi et al. (2007), is that
the estimated solution for time t depends heavily on the solutions for future time periods (which
are also estimated) and thus there is backwards error propagation. The Hoeffding and Bernstein
inequalities are used in Levi et al. (2007, 2015) to provide high probability bounds on how close
the data-driven policy is to the true optimal policy. However, these concentration inequalities do
not help to compute the asymptotic distribution.
Ban (2020) is the most closely related work that uses statistical tools to analyze the data-driven
policy. Her analysis implicitly imposes the strong assumption that the number of observations in
each time period is infinitesimal compared to the number of observations in future time periods.
This is equivalent to saying that we compute the data-driven policy for time period t as if the
computations for all future time periods after t are done exactly. Under this assumption, the
statistical error in the estimated cost-to-go functions and the estimated (sτ , Sτ ) parameters in
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future periods τ > t is infinitesimal compared to the estimation error for the current period t. In
this way, the statistical error from future time periods can just be ignored when we estimate (st, St)
for time period t, and consistency and normality of the estimated (st, St) can be established by
standard arguments. Specifically, asymptotic normality of (st, St) follows from a direct application
of Theorems 5.21 and 5.23 in van der Vaart (1998), whose conditions are met only if the future
statistical error is negligible.
Practically speaking, however, the number of observations in all periods should be roughly the
same in most applications. In particular, the statistical error from future time periods has the
same order of magnitude as the estimation error for the current period. The propagation of the
future estimation error makes standard arguments for the asymptotic analysis of the estimated
parameters inapplicable, and a new theoretical paradigm is needed to give a full treatment of the
error propagation. In our upcoming development, this issue is captured by the difference between
the function Mˆt,n (that accounts for current and future estimation error, see (2.8)) and the function
Mt,n (that only accounts for current estimation error and assumes all future expectations are
computed exactly, see (4.1)). Our upcoming Lemma 2 and Lemma 3 decompose the effect of future
estimation error, and they match the analysis in Ban (2020) when the error propagation terms are
zero. However, because the number of observations is expected to be roughly the same for all time
periods, further effort needs to be made to quantify the error propagation when it is not negligible.
Overlooking the error propragation will lead to underestimates of the asymptotic variance of the
data-driven policy, as revealed in our simulations in Section 8.
1.3. Contributions
We highlight the major contributions of our present manuscript as follows:
1. We complete the analysis of the data-driven ordering policy and show that it is consistent
and asymptotically normal. In this work, we assume that the number of demand observations
is constant over time (in contrast to Ban (2020)), and we show how to fully account for the
backwards propagation of future estimation error in this setting. In order to analyze the asymptotic
distribution of the data-driven policy, we decompose the total estimation error into two parts with
the help of empirical process techniques. The first part can be understood as the estimation error,
if we know the true future demand distribution. This part can be easily treated with standard
arguments. The second part measures the accuracy of the estimates in future time periods – which
is more nuanced and is not considered in the existing literature. We analyze this part by converting
it into a multi-sample U -process.
2. The general theory of multi-sample U -processes is underdeveloped. Neumeyer (2004) has
studied weak convergence of two-sample U -processes by using an exponential inequality developed
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in Nolan and Pollard (1988) to control the conditional tail probabilities of a symmetrized empirical
process. However, as pointed out in Nolan and Pollard (1988), this technique does not extend to
kernels with more than two arguments. To the best of our knowledge, there are no general U -process
results available for more than two samples. We develop a multi-sample U -process theory, i.e.,
Lemma EC.5, for the kernel functions arising from our problem. Thanks to the special structure of
the kernel functions, we are able to show that each U -process in our problem can be decomposed
into an i.i.d. sum of their Ha´jek projections plus a uniformly negligible remainder. The resulting
i.i.d. sum can then be handled by standard empirical process theory.
3. As a consequence of asymptotic normality, we derive confidence bands for the estimates of the
parameters of the optimal policy. This analysis quantifies the uncertainty in the estimated optimal
policy by providing a confidence band around all parameters simultaneously (called a “simultaneous
confidence band”). This band gives retailers a better sense of the volatility (or the trustworthiness)
of the current data-driven policy. Conversely, we can also calculate the minimum amount of data
needed to construct confidence bands of a desired size. These confidence intervals depend on correct
computation of the asymptotic variance of our estimator, which can be decomposed into two parts.
The first part comes from the stochasticity of the current period demand, and the second comes
from the stochasticity of future demand. The existing literature accounts for the first part of this
variance, and we complete the analysis by accounting for the second part.
4. Our analysis gives general data-driven estimators for vital problem parameters, beyond just
the order-threshold and order-up-to levels. We develop two examples in detail. For the first example,
we show our estimator for the optimal expected cost is asymptotically normal, and we give a
consistent estimate of its asymptotic variance. Previous works in Levi et al. (2007, 2015) and
Ban (2020) plug the estimated optimal policy into the formula for expected cost and then bound
the difference with respect to the true optimal expected cost. However, the plug-in expected cost
involves expectation with respect to the unknown demand distribution, and thus is itself unknown.
In contrast, our point estimator and confidence intervals for the optimal expected cost can be
directly computed from the data, the retailer can construct confidence intervals for the optimal
expected cost with our result. This lets the retailer determine if the system is even profitable with
high enough confidence, and it also guides the choice of sample size. For the second example, we
do hypothesis testing on the monotonicity of the order-up-to levels, i.e., S1 ≤ S2. When this null
hypothesis is not rejected, then a greedy policy is optimal which is much easier to compute.
This paper is organized as follows. Section 2 introduces the problem setting and the data-driven
policy. Then, we review the statistical preliminaries in Section 3. Our main results on consis-
tency are in Section 4. In Section 5, we discuss the guiding idea of our analysis and demonstrate
asymptotic normality for the one period problem. In Section 6, we build on the previous idea to
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demonstrate asymptotic normality for the two period problem. The following Section 7 demon-
strates asymptotic normality for the general case, based on induction arguments matching Section
6. We report numerical experiments in Section 8 that support our theoretical analysis, and we
conclude the paper in Section 9. The details for all proofs are gathered together in the Electronic
Companion (and all references to the Electronic Companion are given the prefix “EC”).
2. The Data-Driven Inventory Problem
2.1. Problem Setting
In our setting (the same as Scarf (1960)), the retailer chooses inventory levels for an upcoming
selling season with a finite planning horizon T , {1,2, · · · , T} (we let T0 , {1,2, · · · , T − 1} denote
the set of all time periods except the terminal one). The demand is given by a random vector
(D1, · · · ,DT ) distributed on the measurable space (RT ,B) according to a probability measure P .
Consider time period t ∈ T and let xt denote the starting inventory at the beginning of period t.
If an order is placed, then a fixed setup cost of Kt ≥ 0 is charged. Let yt be the inventory level
after delivery (the order lead time is negligible), so yt = xt if no order is placed. In period t, if the
random demand Dt satisfies Dt > yt, then there is unmet demand which is backlogged. Otherwise,
if Dt ≤ yt, then excess inventory is held in storage. The unit backlogging and holding costs are bt
and ht, respectively. The one-step inventory cost function is
Ct(yt,Dt), bt(Dt− yt)+ +ht(yt−Dt)+, (2.1)
where x+ = max{x,0}. Subsequently, the expected cost in period t is KtI(yt > xt) + ct(y − xt) +
ECt(yt,Dt). Actually, the analysis for the case where ct > 0 is the same as the one where ct = 0
(see e.g. (Huh et al. 2009a, Qin et al. 2019)). So, WLOG we take ct = 0 for all t∈ T . At the end of
period t, the remaining stock (which may be negative) is carried over to the next period and the
starting inventory level for period t+ 1 is xt+1 = yt −Dt. Any remaining inventory at the end of
the selling season has zero salvage value.
The corresponding finite horizon inventory control problem is:
min
pi∈Π
Epi
T∑
t=1
{KtI (yt >xt) +Ct (yt, Dt)} , (2.2)
where Π is the set of Markov inventory policies and Epi denotes expectation with respect to pi ∈Π.
Let Vt(x) denote the period t ∈ T cost-to-go from the current inventory level x. For all t ∈ T we
define
Mt(y),E [Ct(y,Dt) +Vt+1(y−Dt)] ,
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to represent the cost-to-go from order-up-to level y ∈R. Then the Bellman equations for problem
(2.2) are:
VT+1(x) = 0, ∀x∈R,
Vt(x) = min
y≥x
{KtI(y > x) +Mt(y)}, ∀x∈R. (2.3)
In an (s,S)−policy, in period t∈ T the retailer orders up to the order-up-to level St whenever the
starting inventory level is below the recorder point st. We already know that an (s, S)−policy is
optimal for problem (2.2) and that this policy is Markov.
Scarf (1960) gives the following computational scheme to compute (st, St) for all t∈ T to obtain
the optimal policy. The optimal order-up-to level St is determined by solving
St ∈ arg min
y∈R
Mt(y). (2.4)
The optimal reorder point st is then determined by solving
st = min{s :Mt(s)−Mt(St)−Kt = 0, s≤ St} . (2.5)
If the demand distribution P were known, then the optimal policy could be computed by backward
induction using (2.4) and (2.5). The dynamic programming equations for an (s,S)−policy are:
VT+1(x) = 0, ∀x∈R,
Vt+1(x) =
{
Mt+1(St+1) +Kt+1 if x< st+1,
Mt+1(x) if x≥ st+1,
, ∀x∈R, t∈ T0. (2.6)
By combining (2.5) and (2.6), we can write the functions {Mt}t∈T recursively as MT (y) =
ECT (y,DT ), and
Mt(y) =ECt(y,Dt) +Mt+1(st+1)EI(y−Dt < st+1) +EMt+1(y−Dt)I(y−Dt ≥ st+1), (2.7)
for all t∈ T0.
We now introduce our main assumptions which are in force for the remainder of the paper.
Assumption 1. For all t ∈ T , the random demand Dt is a bounded continuous random variable
with support on [dt, dt] with CDF Ft(x) and PDF ft(x). The demand in different periods is inde-
pendent, but not necessarily identically distributed.
Assumption 1 is standard in the stochastic inventory literature (Huh and Rusmevichientong
2009, Huh et al. 2011, Besbes and Muharremoglu 2013).
Assumption 2. For each t∈ T , St is the unique solution of (2.9) and st is the unique solution of
(2.5). In addition, there is a compact set Θ⊂R such that st, St ∈Θ for all t∈ T .
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Assumption 2 corresponds to the “identifiability” of the parameters (st, St). We require that
St and st can be well separated from other points in Θ (informally, they are each “unique” solu-
tions of their corresponding optimization problems). This assumption is typical in the Z-estimator
literature van der Vaart (1998), and the same requirement is proposed in Ban (2020).
2.2. The Data-Driven Policy
We are interested in the case where the demand distribution is unknown and we only have access
to demand data from past selling seasons. In this subsection, we describe a data-driven inventory
policy based on sample average approximation (SAA) (Levi et al. 2007).
Our demand data {(di1, di2, · · · , diT )}ni=1 come from the past n selling seasons. The vector
(di1, d
i
2, · · · , diT ) corresponds to the data from season i = 1, · · · , n, and we regard these vectors as
n i.i.d. realizations of (D1, · · · ,DT ). We assume no right-censoring on the observed dit (since all
unmet demand is backlogged in our setting). In this setting, we compute estimated parameters
{(ŝt, Ŝt)}t∈T from the data.
First we characterize the estimated (a.k.a. “empirical”) cost-to-go as a function of the data.
Let Mˆt,n(y), 1n
∑n
i=1 mˆt,y(d
i
t) denote the empirical cost-to-go from order-up-to level y ∈ R where
mˆT,y(d), bT (d− y)+ +hT (y− d)+ and
mˆt,y(d), bt(d− y)+ +ht(y− d)++
Mˆt+1,n(ŝt+1)I(y− d< ŝt+1) + Mˆt+1,n(y− d)I(y− d≥ ŝt+1), (2.8)
for t∈ T0. Then, we may compute the empirical order-up-to levels and reorder points by first solving
Ŝt , argminy∈Θ Mˆt,n(y), (2.9)
and then solving
ŝt ,min
{
s : Mˆt,n(s)− Mˆt,n(Ŝt)−K = 0, s≤ Ŝt
}
. (2.10)
This recursive construction of (ŝt, Ŝt) is the same as in the classical case, except that it replaces
all exact expectations with empirical estimates. The policy produced by (2.9) - (2.10) is purely
data-driven.
Eqs. (2.9) - (2.10) give point estimates (ŝt, Ŝt) for the optimal parameters (st, St). It is important
to quantify the uncertainty in these estimators. A large variance in these estimators implies that
the estimated (ŝt, Ŝt) are not trustworthy and might be far from the true (st, St). This uncertainty
can be quantified using confidence intervals/regions, and linked to the sample size n to allow better
design of the data collection scheme. The main objective of our present study is exactly to quantify
this uncertainty through asymptotic analysis. We will establish consistency and asymptotic joint
normality of the data-driven policy represented by the estimated parameters {(ŝt, Ŝt)}t∈T .
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2.3. Challenges to the analysis
There are several challenges to analyzing the estimated parameters {(ŝt, Ŝt)}t∈T , in terms of: (i)
showing that they are consistent estimators of the true parameters {(st, St)}t∈T ; and (ii) showing
that they are asymptotically normal. To elaborate, we note that the expression Mˆt,n(y) for period
t determines Ŝt, and it is a function of the data from period t. This function is nonsmooth due to
the cost function Ct(y, d). Furthermore, the full expression of Mˆt,n(y) involves the terms Mˆt+1,n(y)
and ŝt+1, which are themselves functions of the data from the future period t+ 1. These terms
correspond to two sources of error: (i) approximation error between Mt+1(y) and Mˆt+1,n(y); and
(ii) estimation error in ŝt+1. The effects from these two sources of error propagate one period back
in time to the random criterion function y 7→ Mˆt,n(y) and contribute to the random error in the
estimation of Ŝt and ŝt. This phenomenon makes the analysis for Ŝt technically challenging, as
explained below. There are similar challenges to the analysis of ŝt.
First, traditional estimation methods rely on Taylor’s expansion (which requires smoothness) of
the random criterion functions that define the estimators ŝt and Ŝt, at the true parameter values
st and St. Such expansions fail here because the random criterion functions are nonsmooth (due to
Ct(y, d)). We will meet this challenge using modern empirical process theory. This will enable us to
perform Taylor’s expansion on the expectation, which is typically smooth, of the random criterion
function.
The second challenge is due to the backwards error propagation. In order to account for the
approximation error due to using Mˆt,n(y) in place of Mt(y), the i.i.d. sum structure is destroyed
and the random criterion function is no longer an empirical process. Instead, it is a two-sample U -
statistic in the two-period problem, and it is T -sample U -statistic in the general T -period problem.
In order to control the random error of Ŝt and ŝt involved in these U -statistics, we have to work
with multi-sample U -processes whose theory is underdeveloped. In our analysis, we will make
use of the special structure of the kernel functions in this problem to get a tractable asymptotic
representation of our multi-sample U -processes. The main tool is a uniform approximation result
presented in Lemma EC.5.
3. Technical Preliminaries
In this section, we describe the key statistical concepts that appear throughout this work. In
general, we are estimating a parameter θ0 ∈ Rp for a random variable on a set X . The (true)
parameter value is typically a zero-solution, or the maximizer of a fixed criterion function θ 7→M(θ),
where M(θ) = Emθ(X) and mθ are known functions on X indexed by θ. An estimator θˆn of θ
based on the i.i.d. random sample X1, · · · ,Xn in X is often a zero-solution, or the maximizer of
a random criterion function θ 7→Mn(θ), where Mn(θ) = 1n
∑n
i=1mθ(Xi). The influence function of
the estimator θˆn is a key component of our analysis.
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Definition 1. An estimator θˆn of θ0 is asymptotically linear if there exists a function ϕ : X 7→
Rp such that
√
n(θˆn − θ0) = n−1/2
∑n
i=1ϕ(Xi) + oP (1), and ϕ is called the (asymptotic) influence
function of θˆn.
Using empirical process notation, the empirical measure corresponding to the i.i.d. observed
sample X1, · · · ,Xn is Pn = 1n
∑n
i=1 δXi , where δx is the Dirac measure at x. Let h : X 7→ R be a
measurable function, the true mean is written as Ph and the empirical mean is written as Pnh=
1
n
∑n
i=1 h(Xi). The empirical process Gnh=
√
n(Pnh−Ph is the centered and scaled version of the
empirical measure. Our analysis often appeals to statistical properties of classes of functions, and
the behavior of the corresponding empirical means and empirical processes.
Definition 2. (van der Vaart 1998) A class H of measurable functions h : X 7→ R is called P -
Glivenko-Cantelli if suph∈F |Pnh−Ph| converges to zero in outer probability. It is called P -Donsker
if {Gnh : h∈ F} converges in distribution to a tight Gaussian process in l∞(H), the space of bounded
functionals on H. A measurable function H :X 7→R is called the envelope of H if |h(x)≤H(x)| for
every h∈H and x∈X .
Next we recall the definition of a Euclidean class of functions. For a representative example, a VC
class of functions is Euclidean. A Euclidean class is also a P -Donsker class, and we will appeal to
this class of functions when showing uniform convergence.
Definition 3. (Nolan and Pollard 1987) Let H be the envelope of H, and let N1(,Q,H,H) be
the 
∫
HdQ-covering number for H under the L1(Q) distance, i.e., the minimal number of L1(Q)-
balls of radius 
∫
HdQ needed to cover H. The class H is Euclidean relative to the envelope H if
there exist constants A and V such that N1(,Q,H,H)≤A−V for all ∈ (0,1] and all probability
measures Q satisfying 0<
∫
H dQ<∞.
As we have mentioned, we must specifically account for the backwards error propagation from
estimation in future periods. We will do this using U -processes, defined next.
Definition 4. (Neumeyer 2004) Let X1,X2, · · · ,Xn be i.i.d. random variables with a distribution
P on a set X and let Y1, Y2, · · · , Ym be i.i.d. random variables with a distribution Q on a set Y. Let
H be a class of measurable functions h :X ×Y →R on the product space.
(i) For each kernel h∈H, the corresponding two-sample U -statistic is defined by
Sn(h),
1
mn
n∑
i=1
m∑
j=1
h(Xi, Yj).
(ii) Let h(1)(x),Eh(x,Y1)−Eh(X1, Y1) and h(2)(y),Eh(X1, y)−Eh(X1, Y1). The Ha´jek projec-
tion of Sn(h)−Eh(X1, Y1) is
SHn (h),
1
n
n∑
i=1
h(1)(Xi) +
1
m
m∑
j=1
h(2)(Yj).
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(iii) {Sn(h) : h∈H} is a two-sample U -process indexed by the class H of kernels.
A general multi-sample U -process is similarly defined. We will see shortly that the random criterion
functions for our upcoming estimation problems are exactly U -processes.
4. Consistency of the Data-Driven Policy
We begin by demonstrating consistency of the estimated parameters {(ŝt, Ŝt)}t∈T using the M - and
Z-estimation framework. These tools are also used in Ban (2020) but our analysis is fundamentally
different because we account for: (i) propagation of the estimation error of ŝt+1; and (ii) the
approximation error that comes from using Mˆt+1,n(y) instead of Mt+1(y) in the random criterion
function y 7→ Mˆt,n(y). We establish consistency of (ŝT , ŜT ) first, and then show consistency of
(ŝt, Ŝt) for all t∈ T0 inductively.
Recall that Ŝt is the minimizer of Mˆt,n(y), and ŝt is the (smallest) solution of Mˆt,n(s)−Mˆt,n(Ŝt)−
Kt = 0. According to Theorems 5.7 and 5.9 of van der Vaart (1998), the estimators (ŝt, Ŝt) are
consistent if the following two conditions hold:
1. The true St is a well-separated maximizer of Mt and st is a well-separated root of (2.5).
2. Mˆt,n(y) converges to Mt(y) uniformly in y ∈Θ (i.e., supy∈Θ |Mˆt,n(y)−Mt(y)| →P 0).
The first condition holds by Assumption 2. To verify the second condition, it is convenient to define
the functions Mt,n(y), 1n
∑n
i=1mt,y(d
i
t) where mT,y(d), bT (d− y)+ +hT (y− d)+ and
mt,y(d), bt(d− y)+ +ht(y− d)+ +Mt+1(st+1)I(y− d< st+1) +Mt+1(y− d)I(y− d≥ st+1) (4.1)
for t ∈ T0. The expressions mt,y and Mt,n(y) are similar to mˆt,y and Mˆt,n(y). The difference is
that any expression that depends on data in future time periods is replaced by the corresponding
exact value (i.e., the exact reorder point and the exact expectation). We can then use the triangle
inequality to upper bound |Mˆt,n(y)−Mt(y)| by
|Mˆt,n(y)−Mt(y)| ≤ |Mt,n(y)−Mt(y)|+ |Mˆt,n(y)−Mt,n(y)|.
It remains to show that both terms on the RHS are oP (1), uniformly in y ∈Θ. For the first term,
note that Mt,n(y) and Mt(y) are the empirical average and true mean of mt,y, respectively. For
t∈ T , define the function class Mt , {d 7→mt,y(d) : y ∈Θ} indexed by y. By Lemma EC.1, Mt are
P -Donsker and are thus also P -Glivenko-Cantelli. The uniform convergence of Mt,n(y) to Mt(y)
then follows from this class property.
For the second term, the proof of the claim that supy |Mˆt,n(y)−Mt,n(y)|= oP (1) uses backward
induction based on the induction hypothesis that supy |Mˆτ,n(y)−Mτ,n(y)|= oP (1) and (ŝτ , Ŝτ )→
(sτ , Sτ ) for τ = T,T − 1, · · · , t + 1. We combine the statements of the uniform convergence of
Mˆt,n(y)−Mt,n(y) and the consistency of {(ŝt, Ŝt)}t∈T in the following theorem.
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Theorem 1 (Consistency). Suppose Assumptions 1 and 2 hold. Then, for all t ∈ T ,
supy∈Θ |Mˆt,n(y)−Mt,n(y)| →P 0, and (ŝt, Ŝt)→P (st, St) as n→∞.
Our proof of consistency accounts for the propagation of the estimation error of (ŝt+1, Ŝt+1)
into the construction of (ŝt, Ŝt). We use telescoping to properly control the effect of this error
propagation as detailed in (EC.2.1).
5. Asymptotic Normality: Guiding Idea and the Terminal Period
The joint asymptotic normality of {(ŝt, Ŝt)}t∈T is the key to quantifying the uncertainty in our
estimation. To establish asymptotic normality, it is customary to convert to near-zero estimators
and then work in the Z-estimator framework. In this section, we first show that Ŝt is a near-zero
of the right derivative of y 7→ Mˆt,n(y). We then present the guiding idea of our method for dealing
with the error propagation and completing the asymptotic analysis. As a by-product of this guiding
idea, we immediately obtain the asymptotic normality of the parameters (ŝT , ŜT ) for the terminal
period.
5.1. Convert Ŝt to a Near-Zero Estimator
The estimated order-up-to level Ŝt minimizes the random criterion function y 7→ Mˆt,n(y) in (2.9),
this is known as M -estimation. Our asymptotic analysis is based on examining the derivative of
this random criterion function and the set of zeroes of the derivative (this is exactly the first-order
optimality condition for the minimizer of Mˆt,n). However, y 7→ Mˆt,n(y) is nonsmooth because of the
nonsmooth cost function Ct(y, d) and so we cannot use the classical derivative.
To this end, let Mˆrt,n(y) and Mˆlt,n(y) denote the right and left derivatives of y→ Mˆt,n(y), respec-
tively. These derivatives are explicitly:
Mˆrt,n(y) =
1
n
n∑
i=1
[
(bt +ht)I(dit ≤ y)− bt
]
+
1
n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1), (5.1)
Mˆlt,n(y) =
1
n
n∑
i=1
[
(bt +ht)I(dit < y)− bt
]
+
1
n
n∑
i=1
Mˆlt+1,n(y− dit)I(y− dit > ŝt+1).
Also let mrt,y(d) be the right derivative of y 7→mt,y(d) in (4.1) with respect to y. For the terminal
period, it is mrT,y(d) = (bT +hT )I(d≤ y)− bT . For t∈ T0, it is
mrt,y(d) = (bt +ht)I(d≤ y)− bt +M′t+1(y− d)I(y− d≥ st+1). (5.2)
Define Mrt,n(y), 1n
∑n
i=1m
r
t,y(d
i
t) to be the right derivative of y 7→Mt,n(y). Under Assumption 1,
the dominated convergence theorem applies to show that y 7→Mt(y) is differentiable (Levi et al.
2007), and that the derivative is
M′t(y) =Emrt,y(Dt), t∈ T . (5.3)
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Since St is the global minimum of the differentiable function Mt, we must have M′t(St) = 0.
The next lemma bounds the difference between the left and right derivatives of Mˆt,n(y), and
shows that the estimator Ŝt is a near-zero of the equation Mˆrt,n(y) = 0.
Lemma 1. Suppose Assumptions 1 and 2 hold, then for all t∈ T :
(i) There exist constants ct and Bt such that |Mˆrt,n(y)− Mˆlt,n(y)| ≤ ct/n and |Mˆrt,n(y)| ≤Bt for
all y ∈Θ, P -almost surely.
(ii) The estimator Ŝt (defined as the minimizer of y 7→ Mˆt,n(y)) satisfies Mˆrt,n(Ŝt) =OP (n−1).
Based on Lemma 1, we can understand Ŝt as a “near zero” estimator in the sense that Ŝt is also a
solution of the equation Mˆrt,n(y) = 0, up to a remainder term of order oP (n−1/2).
5.2. Guiding Idea
We first consider estimation of Ŝt. As mentioned previously, two sources of error propagate back-
wards in time from period t+ 1 to the random criterion function y 7→ Mˆt,n(y) used to calculate Ŝt
via (2.9). These are the estimation error for ŝt+1 with respect to st+1, and the approximation error
for Mˆt+1,n with respect to Mt+1. At first, we will ignore these two sources of error by substituting
their true values into the random criterion function, and then we will use empirical process theory
to establish uniform convergence of this simplified random criterion function. This lets us do a
Taylor expansion of the limiting criterion function, i.e., the expectation of the random criterion
function, as summarized in Lemma 2 below. Then, we can isolate the contribution of the data
{dit}ni=1 from period t to
√
n
(
Ŝt−St) (see the first term on the RHS of the display in Lemma 2).
For the next result, recall that Mrt,n(y) is the empirical mean of mrt,y(Dt) in (5.2), and M′t(y) is
given in (5.3).
Lemma 2. Consider problem (2.2) with T periods. Suppose Assumptions 1 and 2 hold, and Mt is
twice differentiable at St for all t∈ T . Then
√
nM′′t (St)
(
Ŝt−St
)
=−√n(Mrt,n(St)−M′t(St))+√n(Mrt,n(Ŝt)− Mˆrt,n(Ŝt))+ oP (1 +√n(Ŝt−St)) .
For the terminal period with t = T , Lemma 2 immediately yields the asymptotic distribution of
ŜT because there is no error propagation to consider.
In general, the asymptotics of the second term
√
n
(
Mrt,n(Ŝt)−Mˆrt,n(Ŝt)
)
on the RHS of the above
display depend on the error propagation. With proper telescoping, the contributions from the two
sources of errors can be separated. The contribution from ŝt+1 can be analyzed through empirical
process theory by establishing uniform convergence over a neighborhood of st+1. The contribution
from Mˆrt+1,n corresponds to a U -process because the argument of Mˆrt+1,n in (5.1) depends on dt.
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In our analysis, we need uniform convergence of this U -process because it involves the estimated
parameter Ŝt.
The asymptotic analysis for ŝt is similar. Since ŝt is estimated after Ŝt, three analogous sources
of error propagate backwards as seen in (2.10): (i) the estimation error for ŝt+1 with respect to
st+1; (ii) the approximation error for Mˆt,n with respect to Mt; and (iii) the estimation error for
Ŝt with respect to St. However, the third source of error turns out to be negligible (it is oP (1))
because M′t(St) = 0, and so there are effectively only two sources of error. Similar to the analysis
for Ŝt, we first ignore these two sources of error and use empirical process theory to isolate the
contribution of the data from period t to
√
n(ŝt−st), as given in the first two terms on the RHS of
the display in the following lemma. Recall that Mt,n(y) is the empirical mean of mt,y(Dt) in (4.1).
Lemma 3. Consider problem (2.2) with setup costs Kt > 0. Suppose Assumptions 1 and 2 hold,
and
√
n(Ŝt−St) =OP (1). Then for any t∈ T ,
√
nM′t(st) (ŝt− st) =
√
n
(
Mt,n(St)−Mt(St)
)−√n(Mt,n(st)−Mt(st))+√n(Mˆt,n(Ŝt)−Mt,n(Ŝt))
−√n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
+ oP
(
1 +
√
n(ŝt− st)
)
.
The structure Mˆt,n−Mt,n appears in the third and fourth terms on the RHS of the above display.
This structure represents the error propagation. For the terminal period, this lemma automatically
gives the asymptotic distribution of ŝT because MˆT,n =MT,n. For t ∈ T0, we need to quantify the
difference between Mˆt,n and Mt,n to obtain the asymptotic distribution. Just like we analyzed
Mˆrt,n−Mt,n for Ŝt in Lemma 2, we can decompose this difference into two parts corresponding to
the two sources of error. One of them can be analyzed with empirical process theory, and the other
with U -process theory.
5.3. The Terminal Period
Our guiding idea readily yields the asymptotics for the terminal period. Equivalently, it yields the
asymptotics for the single period problem with T = 1, which has been studied extensively, see e.g.
Scarf (1960), Zipkin (2000), Huh et al. (2009b) and Levi et al. (2007, 2015).
We will use the subscript T throughout this subsection since all of the results here apply to
any terminal period. Our first step is to derive the influence functions of ŜT and ŝT , respectively.
In view of Lemmas 2 and 3, this step is straightforward. Recall that mT,ST (d) and mT,sT (d) are
defined in (4.1).
Theorem 2. Suppose Assumptions 1 and 2 hold, and fT (ST )> 0. Then
√
n(ŜT −ST ) =−
√
n
MrT,n(ST )
M′′T (ST )
+ oP (1) =
1√
n
n∑
i=1
1
fT (ST )
(
bT
bT +hT
− I(diT ≤ ST )
)
+ oP (1),
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and
√
n(ŝT − sT ) =
√
n
M′T (sT )
(
MT,n(ST )−MT (ST )
)− √n
M′T (sT )
(
MT,n(sT )−MT (sT )
)
+ oP (1)
=
1√
n
n∑
i=1
1
M′T (sT )
({
mT,ST (d
i
T )−MT (ST )
}−{mT,sT (diT )−MT (sT )})+ oP (1).
In the above display, recall that M′T (sT ) =
(
bT + hT
)
FT (sT ) − bT , MT (ST ) = EmT,ST (DT ), and
MT (sT ) =EmT,sT (DT ). The influence functions for ŜT and ŝT from the above theorem immediately
yield the joint asymptotic normality of (ŝT , ŜT ). Theorem 3 below summarizes this result, where
 denotes weak convergence.
Theorem 3. Suppose Assumptions 1 and 2 hold, and fT (ST )> 0. Then
√
n
(
ŝT − sT , ŜT −ST
)
 
N2(0,Σ2) as n→∞, where the covariance matrix Σ2 ∈R2×2 is given entry-wise by
Σ2(1,1) =
((
bT +hT
)
FT (sT )− bT
)−2
Var [mT,ST (DT )−mT,sT (DT )] ,
Σ2(2,2) = (fT (ST ))
−2
Var I(ST −DT ≥ 0) = bThT
(bT +hT )2 (fT (ST ))
2 ,
Σ2(1,2) = (fT (ST ))
−1
((
bT +hT
)
FT (sT )− bT
)−1
Cov(I(ST −DT ≥ 0),mT,ST (DT )−mT,sT (DT )) .
Furthermore, if there exists a density estimator fˆT for fT such that fˆT (ŜT )→P fT (ST ) as n→∞,
then Σ can be consistently estimated by
Σˆ2(1,1) =
((
bT +hT
)
FˆT (ŝT )− bT
)−2
× 1
n
n∑
i=1
[
mT,ŜT (d
i
T )−mT,ŝT (diT ) +KT
]2
,
Σˆ2(2,2) =bThT (bT +hT )
−2
(
fˆT (ŜT )
)−2
,
Σˆ2(1,2) =
(
fˆT (ŜT )
)−1 ((
bT +hT
)
FˆT (ŝT )− bT
)−1
×
1
n
n∑
i=1
(
I(diT ≤ ŜT )−
bT
bT +hT
)[
mT,ŜT (d
i
T )−mT,ŝT (diT ) +KT
]
,
where FˆT (y), 1n
∑n
i=1 I(diT ≤ y) is the empirical CDF of DT .
Consistency of the variance estimator requires a consistent estimator of the density fT at ST ,
which is a mild requirement. Most commonly-used density estimators, such as the kernel density
estimator (van der Vaart 1998, Chapter 24.2), satisfy this condition provided that fT is continuous
in a neighbourhood of ST .
6. Asymptotic Normality: The Two-Period Problem
This section follows the guiding idea in Section 5.2 to establish asymptotic normality for the
estimated parameters {(ŝt, Ŝt}2t=1 in the two-period problem. This is the first time we encounter
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error propagation, and the simple structure of the two-period setting is ideal for demonstrating
how we handle the two sources of error propagation in the general T -period problem. The general
problem is more complicated because the estimated policy is computed inductively with no closed-
form, but the principle for handling the error propagation is the same as for the two-period problem.
We carry this principle forward to the general T -period problem in the next section.
The optimal policy for the two-period problem is captured by four parameters: (s1, S1) and
(s2, S2). The influence functions of Ŝ2 and ŝ2 have already been derived in Theorem 2 (since these
are the terminal period order-up-to level and threshold). It remains to derive the influence functions
of Ŝ1 and ŝ1.
6.1. Influence Function of Ŝ1
We first study the asymptotics of Ŝ1, in particular we want to derive the influence function of this
estimator. By applying Lemma 2 with t= 1, we see
√
nM′′1(S1)
(
Ŝ1−S1
)
=−√n(Mr1,n(S1)−M′1(S1))+√n(Mr1,n(Ŝ1)− Mˆr1,n(Ŝ1))+ oP (1 +√n(Ŝ1−S1)).
Note that the first term on the RHS of the above display can be expressed as an i.i.d. sum
− 1√
n
∑n
i=1m
r
1,S1
(di1) with mean zero (where m
r
1,S1
is defined in (5.2)). By the CLT,
√
n
(
Mr1,n(S1)−
M′1(S1)
)
is asymptotically normal.
The second term
√
n
(
Mr1,n(Ŝ1) − Mˆr1,n(Ŝ1)
)
represents error propagation from estimation in
period t= 2 so its analysis is more involved. Recall that Ŝ1 is the minimizer of y 7→
√
nMˆ1,n(y). It
is also a near-zero of the estimation equation y 7→√nMˆr1,n(y) which is explicitly:
1√
n
n∑
i=1
(
(b1 +h1)I(y− di1 ≥ 0)− b1 + Mˆr2,n(y− di1)I(y− di1 ≥ ŝ2)
)
= 0.
The two sources of the error propagation from estimation in period t= 2 appear in the LHS of the
above display. The first comes from using the estimated ŝ2 in place of s2, and the second comes from
approximating M′2(y) with Mˆr2,n(y). If di1 did not appear in the argument inside Mˆr2,n, then Mˆr2,n
would just be an i.i.d. sum of functions of dj2 (where the dependence on d
j
2 is implicit). However,
because di1 appears inside this argument, Mˆr2,n(y− di1) is a function of both di1 and dj2.
From (2.8) and (2.10), we have
Mr1,n(Ŝ1) =
1
n
n∑
i=1
(
(b1 +h1)I(Ŝ1− di1 ≥ 0)− b1 +M′2(Ŝ1− di1)I(Ŝ1− di1 ≥ s2)
)
,
Mˆr1,n(Ŝ1) =
1
n
n∑
i=1
(
(b1 +h1)I(Ŝ1− di1 ≥ 0)− b1 + Mˆr2,n(Ŝ1− di1)I(Ŝ1− di1 ≥ ŝ2)
)
.
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Taking the difference of these two displays shows that
√
n
(
Mˆr1,n(Ŝ1)−Mr1,n(Ŝ1)
)
=
1√
n
n∑
i=1
(
Mˆr2,n(Ŝ1− di1)I(Ŝ1− di1 ≥ ŝ2)−M′2(Ŝ1− di1)I(Ŝ1− di1 ≥ s2)
)
.
The above display helps explain why the term
√
n
(
Mˆr1,n(Ŝ1)−Mr1,n(Ŝ1)
)
is non-negligible. The
RHS shows that the asymptotic distribution depends on Ŝ1, ŝ2, Mˆr2,n, and the observed demand
data in period t= 1, while Mˆr2,n is also implicitly a function of the observed demand data in period
t = 2. To decouple the contributions of these components to the asymptotic distribution of the
RHS, first define the following function
M˜r1,n(y),
1
n
n∑
i=1
(
(b1 +h1)I(y− di1 ≥ 0)− b1 + Mˆr2,n(y− di1)I(y− di1 ≥ s2)
)
, (6.1)
where we replace the estimated ŝ2 with the exact s2 in Mˆr1,n(y). Using M˜r1,n(Ŝ1) to telescope, we
can then decompose
√
n
{
Mˆr1,n(Ŝ1)−Mr1,n(Ŝ1)
}
=
√
n
{
Mˆr1,n(Ŝ1)− M˜r1,n(Ŝ1)
}
+
√
n
{
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
}
. (6.2)
The first term on the RHS of the above display represents the propagation of estimation error from
using the estimated ŝ2. Using standard empirical process theory and proper telescoping, it can be
shown that its asymptotic distribution is closely related to that of ŝ2 itself. This observation is
summarized in the following lemma.
Throughout the manuscript, we use Rn(y) to represent a generic remainder term which may
change from line to line in the presentation.
Lemma 4. Consider problem (2.2) for T = 2. Suppose Assumptions 1 and 2 hold, and f2(S2)> 0.
Then,
√
n
(
Mˆr1,n(y)− M˜r1,n(y)
)
=
1√
n
n∑
i=1
M′2(s2)
(
I(y− di1 ≥ ŝ2)− I(y− di1 ≥ s2)
)
+Rn(y),
where supy∈Θ |Rn(y)|= oP (1). Furthermore,
√
n
(
Mˆr1,n(Ŝ1)− M˜r1,n(Ŝ1)
)
=−√nM′2(s2)f1(S1− s2)(ŝ2− s2) + oP
(
1 +
√
n(Ŝ1−S1)
)
.
It is interesting to observe that in the above display, the contribution from Ŝ1 is absorbed by the
remainder term, so the only effective contribution comes from ŝ2.
Next we consider the second term on the RHS of (6.2), which captures the propagation of the
approximation error incurred by substituting M′2 with Mˆr2,n. Because Ŝ1 is random and varies
around S1, we need uniform convergence of
√
n
(
M˜r1,n(y)−Mr1,n(y)
)
for all y in some neighbourhood
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of S1 to get the asymptotics of
√
n
(
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
. Use (5.1) to write this term in a more
convenient form as Mˆr2,n(y) = 1n
∑n
j=1
(
(b2 +h2)I(y− dj2 ≥ 0)− b2
)
. Note also that M′2(y) = (b2 +
h2)F2(y)− b2 (by directly computing the expectation in (5.3)). Then, we have
√
n
(
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
=
1
n
√
n
n∑
i=1
n∑
j=1
(b2 +h2)
{
I(Ŝ1− di1− dj2 ≥ 0)−F2(Ŝ1− di1)
}
I(Ŝ1− di1 ≥ s2).
This display explicitly shows the contribution from both the demand data {di1} for period t = 1
and the demand data {dj2} for period t= 2. We see right away that the RHS of the above display
is not an i.i.d. sum, i.e., it is not a summation of g(di1, d
i
2) over i= 1,2, · · · , n for some function g,
rather it is a double summation over {di1} and {dj2}.
We cannot apply standard empirical process theory to analyze the above display, but we can
apply two-sample U -processes as follows. Define a family of functions gy :R2 7→R indexed by y via
gy(d1, d2), (b2 +h2)
{
I(y− d1− d2 ≥ 0)−F2(y− d1)
}
I(y− d1 ≥ s2), (6.3)
and define the corresponding function class
F, {(d1, d2) 7→ gy(d1, d2) : y ∈Θ} . (6.4)
This class of functions is uniformly bounded by b2 +h2. By conditioning on D1 and taking expec-
tation with respect to D2, it is readily seen that Egy(D1,D2) = 0 for all y ∈Θ.
Let g(1)y (d1),Egy(d1,D2) and
g(2)y (d2),Egy(D1, d2) = (b2 +h2)
{
F1(y− d2 ∨ s2)−EF1(y−D2 ∨ s2)
}
, (6.5)
and define the function class F(2) , {g(2)y (d2) : y ∈ Θ}. Because of the special structure of gy, we
have g(1)y (d1) = 0 for all d1 and y. Then we can define the two-sample U -process indexed by kernels
gy ∈ F via
Un(y),
1
n2
n∑
i=1
n∑
j=1
gy(d
i
1, d
j
2), (6.6)
which has mean EUn(y) = 0. Its Ha´jek projection is
UHn (y),
1
n
n∑
i=1
g(1)y (d
i
1) +
1
n
n∑
j=1
g(2)y (d
j
2) =
1
n
n∑
j=1
g(2)y (d
j
2). (6.7)
With these definitions, we can now see that
√
n
(
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
is a normalized U -statistic
with kernel gŜ1(D1,D2). Specifically, we have
√
n
(
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
=
√
nUn(Ŝ1). If y is fixed,
then
√
nUHn (y) is asymptotically normal and Un(y)−UHn (y) = oP (n−1/2) (see Chapter 12 in van der
Vaart (1998)).
To control the contribution of the variation of Ŝ1 to
√
nUn(Ŝ1), we need to strengthen the
convergence Un(y)−UHn (y) = oP (n−1/2) to be uniform over F. To this end, we will show that the
function classes defined above are Euclidean to get the necessary uniform convergence.
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Lemma 5. (i) Both F and F(2) are Euclidean relative to the envelope b2 +h2.
(ii) The sequence n1/2
(
Un(y)−UHn (y)
)
converges in probability to zero uniformly in y ∈Θ, i.e.,
supy∈Θ
∣∣Un(y)−UHn (y)∣∣= oP (n−1/2).
Based on Lemma 5, we can now rewrite:
√
n
(
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
=
1√
n
n∑
j=1
g
(2)
Ŝ1
(dj2) + oP (1). (6.8)
The RHS above is an i.i.d. sum indexed by the estimated parameter Ŝ1. The structure of this i.i.d.
sum lets us use empirical process theory to replace Ŝ1 with S1 and obtain approximation error
oP (1).
Lemma 6. Consider problem (2.2) for T = 2, suppose Assumptions 1 and 2 hold and M′′2(S2) 6= 0.
Then
√
nUHn (Ŝ1) =
√
nUHn (S1) + oP (1), i.e.,
√
n
(
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
=
1√
n
n∑
j=1
g
(2)
S1
(dj2) + oP (1).
The RHS of the above display, as an i.i.d. sum, is asymptotically normal by the CLT. With
Lemmas 2, 4, and 6 now in hand, we can obtain the influence function of Ŝ1, as given in the
following theorem. Recall that m2,s2(d) and m2,S2(d) are defined in (4.1), and m
r
1,S1
(d) is defined
in (5.2).
Theorem 4. Consider problem (2.2) for T = 2. Suppose Assumptions 1 and 2 hold, and both
M′′2(S2) and M′′1(S1) exist and are nonzero. Then Ŝ1 is asymptotically linear with
√
n(Ŝ1−S1) = 1√
n
n∑
i=1
1
M′′1(S1)
(
f1(S1− s2)
({
m2,S2(d
i
2)−M2(S2)
}−{m2,s2(di2)−M2(s2)})
−mr1,S1(di1)− g
(2)
S1
(di2)
)
+ oP (1).
The condition that M′′1(S1) 6= 0 of the above theorem is reasonable. For instance, when K2 = 0 we
know that y 7→M1(y) is strongly convex under Assumption 1, which implies M′′1(S1)> 0.
6.2. Influence Function of ŝ1
Next we turn to the asymptotics of ŝ1. This analysis is based on the decomposition in Lemma 3,
which parallels the way the analysis for Ŝ1 is based on the decomposition in Lemma 2. We apply
Lemma 3 with t= 1 to get
√
nM′1(s1) (ŝ1− s1) =
√
n
(
M1,n(S1)−M1(S1)
)−√n(M1,n(s1)−M1(s1))+√n(Mˆ1,n(Ŝ1)−M1,n(Ŝ1))
−√n
(
Mˆ1,n(ŝ1)−M1,n(ŝ1)
)
+ oP
(
1 +
√
n(ŝ1− s1)
)
.
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The first two terms on the RHS of the above display are together an i.i.d. sum
1√
n
n∑
i=1
{(
m1,S1(d
i
1)−m1,s1(di1)
)
−
(
M1(S1)−M1(s1)
)}
,
which is asymptotically normal by the CLT (recall m1,y(d) is defined in (4.1)).
The expression Mˆ1,n−M1,n appears in the third and fourth terms of the above display. We recall
Mˆ1,n(y) =
1
n
n∑
i=1
{
C1(y, d
i
1) + Mˆ2,n(ŝ2)I(y− di1 < ŝ2) + Mˆ2,n(y− di1)I(y− di1 ≥ ŝ2)
}
,
M1,n(y) =
1
n
n∑
i=1
{
C1(y, d
i
1) +M2(s2)I(y− di1 < s2) +M2(y− di1)I(y− di1 ≥ s2)
}
,
as defined in (2.8) and (4.1). It is readily seen that
√
n(Mˆ1,n(y) −M1,n(y)) is affected by the
approximation error of ŝ2 for s2 and the approximation error of Mˆ2,n for M2. In parallel to (6.1), we
decompose the contributions of these two sources of error with the help of the following intermediate
function
M˜1,n(y) =
1
n
n∑
i=1
{
C1(y, d
i
1) + Mˆ2,n(s2)I(y− di1 < s2) + Mˆ2,n(y− di1)I(y− di1 ≥ s2)
}
, (6.9)
which is obtained by replacing ŝ2 with s2 in Mˆ1,n. We can then decompose
√
n(Mˆ1,n(y)−M1,n(y))
into
√
n
{
Mˆ1,n(y)−M1,n(y)
}
=
√
n
{
Mˆ1,n(y)− M˜1,n(y)
}
+
√
n
{
M˜1,n(y)−M1,n(y)
}
. (6.10)
The first term on the RHS above represents the error propagation from using ŝ2. As we did in the
analysis for Ŝ1, we can use empirical process theory to show that it converges uniformly over y ∈Θ.
This enables us to account for the variation in Ŝ1 and ŝ1 in the asymptotics of
√
n
(
Mˆ1,n(Ŝ1)−
M˜1,n(Ŝ1)
)
and
√
n
(
Mˆ1,n(ŝ1)− M˜1,n(ŝ1)
)
.
The second term on the RHS of (6.10) represents the propagation of the approximation error
from substituting M2 with Mˆ2,n, which can itself be further decomposed into two parts. The first
part comes from the sum
∑n
i=1
{
Mˆ2,n(s2)−M2(s2)
}
I(y−di1 < s2), and the other comes from the sum∑n
i=1
{
Mˆ2,n(y − di1)−M2(y − di1)
}
I(y − di1 ≥ s2). By telescoping with
{
Mˆ2,n(s2)−M2(s2)
}
EI(y −
D1 < s2) and using the fact that empirical processes are tight, the first part can be written as the
product of EI(y−D1 < s2) and an i.i.d. sum over {di2}.
The second part is more complicated because di1 appears inside the argument of Mˆ2,n. This
structure is similar to that of
√
n
(
M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
. We will again construct an appropriate
two-sample U -process to complete the analysis. We pause to summarize our observations so far.
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Lemma 7. Consider problem (2.2) for T = 2. Suppose the conditions of Theorem 4 hold, then
√
n
{
Mˆ1,n(y)− M˜1,n(y)
}
=
√
nM′2(s2)(ŝ2− s2){1−F1(y− s2)}+Rn(y),
1√
n
n∑
i=1
{
Mˆ2,n(s2)−M2(s2)
}
I(y− di1 < s2) =
√
n (M2,n(s2)−M2(s2)){1−F1(y− s2)}+Rn(y),
where supy∈Θ |Rn(y)|= oP (1).
The RHS of the first equation above is a function of (ŝ2 − s2). This equation captures the error
propagation from the approximation of ŝ2 to s2. Similarly, the RHS of the second equation is
related to the difference M2,n(s2)−M2(s2).
We now move to discuss the second part of the decomposition of the second term on the RHS
of (6.10). We can write this quantity as
1√
n
n∑
i=1
(
Mˆ2,n(y− di1)−M2(y− di1)
)
I(y− di1 ≥ s2) =
1
n
√
n
∑
i,j
(
m2,y−di1(d
j
2)−M2(y− di1)
)
I(y− di1 ≥ s2),
since Mˆ2,n(y) = 1n
∑n
i=1m2,y(d
i
2). Let g˜y(d1, d2) , (m2,y−d1(d2)−M2(y− d1)) I(y − d1 ≥ s2) and
define the corresponding function class F˜, {g˜y : y ∈Θ}. Also let
g˜(2)y (d2),Eg˜y(D1, d2) =E (m2,y−D1(d2)−M2(y−D1)) I(y−D1 ≥ s2) (6.11)
and define the corresponding function class F˜(2) , {g˜(2)y : y ∈ Θ}. It is easy to check that
Eg˜y(D1,D2) = 0 and Eg˜(2)y (D2) = 0 for all y ∈Θ, and that Eg˜y(d1,D2) = 0 for all (d1, y).
With these definitions, we can see that the above display is a two-sample U -process {U˜n}n≥1
with kernel (d1, d2) 7→ g˜y(d1, d2) defined by:
U˜n(y),
1
n2
n∑
i=1
n∑
j=1
g˜y(d
i
1, d
j
2). (6.12)
The Ha´jek projection of U˜n(y) is
U˜Hn (y),
1
n
n∑
j=1
g˜(2)y (d
j
2). (6.13)
Our task now boils down to studying the asymptotics of U˜n(Ŝ1) and U˜n(ŝ1). To account for the
variation of Ŝ1 and ŝ1, we need to establish uniform convergence of U˜n(y) to its Ha´jek projec-
tion U˜Hn (y) over y ∈ Θ. We will show that both F˜ and F˜(2) are Euclidean, as in Lemma 5, and
uniform convergence will follow. This uniform convergence then enables the use of empirical pro-
cess theory to replace ŝ1 and Ŝ1 with their true values s1 and S1 in the i.i.d. structure of U˜
H
n (y),
as in Lemma 6. These two results, together with Lemma 7, lead to the final representation of
√
n
(
Mˆ1,n(y)−M1,n(y)
)
summarized below.
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Lemma 8. Consider problem (2.2) for T = 2. Suppose Assumptions 1 and 2 hold, and both M′′2(S2)
and M′′1(S1) exist and are nonzero. Then:
(i) Both F˜ and F˜(2) are uniformly bounded Euclidean classes.
(ii) supy∈Θ
∣∣∣U˜n(y)− U˜Hn (y)∣∣∣= oP (n−1/2).
(iii) Both n1/2
{
U˜Hn (Ŝ1)− U˜Hn (S1)
}
and n1/2
{
U˜Hn (ŝ1)− U˜Hn (s1)
}
are oP (1).
The influence function of ŝ1 can be readily obtained by combining Lemmas 7 and 8. Recall
d 7→ g˜(2)S1 (d) and d 7→ g˜(2)s1 (d) are defined in (6.11).
Theorem 5. Consider problem (2.2) for T = 2. Suppose Assumptions 1 and 2 hold, and both
M′′2(S2) and M′′1(S1) exist and are nonzero, and M′1(s1) 6= 0. Then
√
n(ŝ1− s1) = 1√
n
n∑
i=1
1
M′1(s1)
({
F1(s1− s2)−F1(S1− s2)
}{
m2,S2(d
i
2)−M2(S2)
}
+ {g˜(2)S1 (di2)− g˜(2)s1 (di2)}+
{
m1,S1(d
i
1)−m1,s1(di1)− (M1(S1)−M1(s1))
})
+ oP (1).
6.3. Joint Asymptotic Normality
We now demonstrate joint asymptotic normality of all four parameters (ŝ1, Ŝ1) and (ŝ2, Ŝ2) by
combining Theorem 4 (on Ŝ1) and Theorem 5 (on the asymptotic normality of ŝ1) with Theorem 2
(on the asymptotic normality of (ŝ2, Ŝ2)). We define the following influence functions:
ϕs1(D1,D2),
1
M′1(s1)
{(
F1(s1− s2)−F1(S1− s2)
)
(C2(S2,D2)−M2(S2)) + g˜(2)S1 (D2)− g˜(2)s1 (D2)
}
+
1
M′1(s1)
{m1,S1(D1)−m1,s1(D1) +K1} ,
ϕS1 (D1,D2),
1
M′′1(S1)
{
−mr1,S1(D1) + f1(S2− s2) (C2(S2,D2)−C2(s2,D2) +K2)− g
(2)
S1
(D2)
}
,
ϕs2(D1,D2),
1
M′2(s2)
{
m2,S2(D2)−m2,s2(D2) +K2
}
,
ϕS2 (D1,D2),
(
f2(S2)
)−1(I(S2−D2 ≥ 0)− b2
b2 +h2
)
.
Theorem 6. Consider problem (2.2) for T = 2. Suppose Assumptions 1 and 2 hold, and that
M′′2(S2), M′′1(S1), and M′1(s1) all exist and are all nonzero. Then
√
n
(
ŝ1− s1, Ŝ1−S1, ŝ2− s2, Ŝ2−S2
)
 N4(0,Σ4)
as n→∞ for covariance matrix Σ4 ∈R4×4 where Σ4(i, j) is the covariance of the ith and jth influ-
ence functions in {ϕs1,ϕS1 ,ϕs2,ϕS2 }. Under mild conditions, the covariance matrix can be consistently
estimated (see EC.3.8 and EC.3.14).
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Theorem 6, together with the consistent estimator of the covariance matrix, allows us to conduct
hypothesis testing on the structure of the optimal policy. For example, we can test the null hypoth-
esis s1 < 0 (whether or not to allow pre-orders). As another example, we can jointly test the null
hypothesis that (s1, S1) = (s2, S2), i.e., if the optimal policy should vary across periods or remain
constant. A time homogeneous (s,S)−policy could be more accessible to practitioners and easier
to implement.
The above procedure can also be used to establish the asymptotic normality of the optimal
expected cost itself. In the two-period problem with starting inventory level x1 < s1, by (2.6) the
optimal expected cost is C∗ =K1 +M1(S1). It is natural to estimate C∗ by replacing M1(S1) with
Mˆ1,n(Ŝ1) in (2.8) to obtain the estimator
Cˆ∗ =K1 +
1
n
n∑
i=1
C1(Ŝ1, d
i
1) +
1
n2
∑
i,j
[(
C2(Ŝ2, d
j
2) +K2
)
I(Ŝ1− di1 < ŝ2) +C2(Ŝ1− di1, dj2)I(Ŝ1− di1 ≥ ŝ2)
]
.
The following theorem gives the asymptotics for the estimator Cˆ∗.
Theorem 7. Consider problem (2.2) for T = 2. Suppose Assumptions 1 and 2 hold, and that
M′′2(S2), M′′1(S1), and M′1(s1) all exist and are all nonzero, and that x1 < s1. Then Cˆ∗ is a consistent
estimator of C∗. Furthermore,
√
n(Cˆ∗−C∗) is asymptotically normal with influence function
(M2(S2) +K2)I(S1− d1 < s2)−E
(
(M2(S2) +K2)I(S1−D1 < s2) +M2(S1−D1)I(S1−D1 ≥ s2)
)
+M2(S1− d1)I(S1− d1 ≥ s2) +C1(S1, d1)−EC1(S1,D1) + {1−F1(S1− s2)} (C2(S2, d2) +K2)+
EC2(S1−D1, d2)I(S1−D1 ≥ s2)−E
(
(M2(S2) +K2)I(S1−D1 < s2) +M2(S1−D1)I(S1−D1 ≥ s2)
)
.
Under mild conditions, the asymptotic variance of Cˆ∗ can be consistently estimated (see EC.3.19).
Theorem 7 can be used to construct a confidence interval (CI) for the expected optimal cost,
and the variance of the estimator Cˆ∗ determines the width of the CI. Suppose the retailer has a
maximum threshold C¯ for acceptable expected costs. The CI can be used to test the null hypothesis
that C∗ > C¯ (that the optimal expected cost exceeds the threshold). We can use the consistent
estimator of the asymptotic variance of Cˆ∗ to determine the minimum sample size needed to reach
a target width of the CI. If the null hypothesis is not rejected, then this system is not profitable
enough for the retailer at the desired confidence level.
We remark that the above theorem assumes x1 < s1, but this assumption is not compulsory since
the proof for this theorem naturally extends to settings where x1 ≥ s1. For x1 ≥ s1, the optimal
cost is M1(x1) by (2.6), which we can estimate with Mˆ1,n(x1). The analysis of the asymptotics of
√
n(Mˆ1,n(x1)−M1(x1)) is similar to the above reasoning.
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7. Asymptotic Normality: The Multi-Period Problem
In this section, we extend our analysis for the two-period problem to the general T -period problem
for T ≥ 3. We first discuss the special case without setup costs (where the asymptotic influence
functions can be obtained in closed form), and then we extend the discussion to the general case
with setup costs (where the asymptotic influence functions must be obtained recursively).
7.1. Multi-Period Problem without Setup Costs
The following assumption is in force throughout this subsection.
Assumption 3 (No setup costs). Kt = 0 for all t∈ T .
In a base-stock policy, the retailer should order up to the optimal base-stock level St whenever
the starting inventory level satisfies xt ≤ St. Under Assumption 3, a base-stock policy is optimal
for problem (2.2). In period t ∈ T , the (exact) optimal base-stock level St is found by minimizing
y 7→Mt(y) as given in (2.4). This policy is fully determined by the order-up-to stock levels {St}Tt=1,
and so we can view it as a special case of the (s,S)−policy where st = St for all t∈ T . In this light,
the statement of consistency in Theorem 1 and the asymptotic expansion in Lemma 2 still hold in
the present setting.
There are several reasons to give special attention to this case before developing the general case.
First, a base-stock policy is itself of interest in operations management since it is easy to implement
and widely used in practice (Nandakumar and Morton 1993, Zhang et al. 2018). Second, base-stock
policies have fewer parameters that need to be estimated, compared to general (s,S)-policies, and
the asymptotic influence functions for {Ŝt}Tt=1 in the base-stock policy can be written in closed
form. In contrast, the asymptotic influence functions for the general case with setup costs have to
be written recursively (see Theorem 10). Last but not least, elements of our proof of asymptotic
normality for the special case without setup costs carry over to the general case with setup costs.
In period t∈ T , the (estimated) optimal base-stock level Ŝt is found by minimizing y 7→ Mˆt,n(y),
as given in (2.9). We will find the influence functions for {Ŝt}Tt=1, and then establish the joint
asymptotic normality of these parameters. By Lemma 2, this amounts to studying the asymptotics
of
√
n
(
Mˆrt,n(Ŝt)−Mrt,n(Ŝt)
)
where y 7→ Mˆrt,n(y) is defined in (5.1), Mrt,n(y) = 1n
∑n
i=1m
r
t,y(d
i
t), and
mrt,y(·) is defined in (5.2). To account for the variation in Ŝt, we will establish uniform convergence
of
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
over y ∈Θ. We will repeatedly use arguments by induction here, based
on the intuition we developed for the two-period problem. The following lemma serves as a starting
point for induction, it is a combination of (6.2) and Lemma 4.
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Lemma 9. Suppose Assumptions 1 - 3 hold. Fix t∈ T0 and suppose that
√
n(Ŝt+1−St+1) =OP (1).
Then
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
1√
n
n∑
i=1
(
Mˆrt+1,n(y− dit)−M′t+1(y− dit)
)
I(y− dit ≥ St+1) +Rn(y),
where supy∈Θ |Rn(y)|= oP (1).
Lemma 9 shows that the asymptotic distribution of y 7→ Mˆrt,n(y) depends on the asymptotic
distribution of y 7→ Mˆrt+1,n(y). By the same reasoning, the asymptotic distribution of y 7→ Mˆrt+1,n(y)
depends on the asymptotic distribution of y 7→ Mˆrt+2,n(y), and so on. By repeating this argument, we
obtain an expansion of
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
which explicitly accounts for the error propagation
from future periods. To simplify the notation, we use two equivalent forms of the indicator function
I(x∈E)≡ IE(x). For each pair (t, τ) with 1≤ t < τ ≤ T , we define the following functions:
φt,τ,y(dt, · · · , dτ ), I(y− dt− · · ·− dτ−1 ≥ sτ )× · · ·× I(y− dt− dt+1 ≥ st+2)× I(y− dt ≥ st+1)
×
(
{M′τ+1I[sτ+1,∞)}(y− dt− · · ·− dτ )−E{M′τ+1I[sτ+1,∞)}(y− dt− · · ·− dτ−1−Dτ )
)
,
ψt,τ,y(dt, · · · , dτ ), I(y− dt− · · ·− dτ−1 ≥ sτ )× · · ·× I(y− dt− dt+1 ≥ st+2)× I(y− dt ≥ st+1)
× (bτ +hτ )
(
I (y− dt− · · ·− dτ ≥ 0)−Fτ (y− dt− · · ·− dτ−1)
)
, (7.1)
indexed by y ∈Θ. When there are no setup costs, we have st = St. However, we include st in the
above definition because these functions will appear again in the next subsection to analyze the
problem with setup costs. By default, M′T+1(y) = 0 and so we set φt,T,y = 0. It is easy to check that
Eφt,τ,y(Dτ , · · · ,Dt) = 0 and Eψt,τ,y(Dt, · · · ,Dτ ) = 0 for all τ and t, both with and without setup
costs. Using the shorthand in (7.1), the following lemma gives the asymptotic representation of
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
.
Lemma 10. Suppose Assumptions 1 - 3 hold. Fix t∈ T0 and suppose that
√
n(Ŝτ −Sτ ) =OP (1) for
all t+ 1≤ τ ≤ T . Then
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
T∑
τ=t+1
1
nτ−t+1/2
∑
it,··· ,iτ
{
ψt,τ,y(d
it
t , · · · , diττ ) +φt,τ,y(ditt , · · · , diττ )
}
+Rn(y),
where supy∈Θ |Rn(y)|= oP (1).
It follows that
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
is a summation of (2T − 2t) U -processes, including two
(τ − t + 1)-sample U -processes for each t + 1 ≤ τ ≤ T . For fixed y ∈ Θ, the convergence of the
above multi-sample U -statistics is well-studied (van der Vaart 1998). However, it is challenging
to demonstrate convergence of these multi-sample U -processes as the index y varies. Thanks to
the special structure of ψt,τ,y and φt,τ,y, we can use induction to approximate each of the (τ −
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t+ 1)-sample U -processes by an i.i.d. sum plus a remainder term that is uniformly negligible, as
summarized in Lemma EC.5. This transformation enables application of standard empirical process
theory for subsequent analysis. For the next lemma, we define the following function classes:
Ht,τ , {ψt,τ,y(dt, dt+1, · · · , dτ ) : y ∈Θ} , (7.2)
H˜t,τ , {φt,τ,y(dt, dt+1, · · · , dτ ) : y ∈Θ} . (7.3)
Lemma 11. Suppose Assumptions 1 - 3 hold. Fix t∈ T0 and suppose that
√
n(Ŝτ −Sτ ) =OP (1) for
all t+ 1≤ τ ≤ T . Then, for any t+ 1≤ τ ≤ T , both Ht,τ and H˜t,τ are uniformly bounded Euclidean
classes. In addition,
1
nτ−t+1/2
∑
it,··· ,iτ
φt,τ,y(d
it
t , d
it+1
t+1 , · · · , diττ ) =
1√
n
n∑
i=1
Eφt,τ,y(Dt, · · · ,Dτ−1, diττ ) +Rn(y), (7.4)
1
nτ−t+1/2
∑
it,··· ,iτ
ψt,τ,y(d
it
t , d
it+1
t+1 , · · · , diττ ) =
1√
n
n∑
i=1
Eψt,τ,y(Dt, · · · ,Dτ−1, diττ ) +Rn(y), (7.5)
where both remainder terms satisfy supy∈Θ |Rn(y)|= oP (1).
As a consequence of Lemma 11, we have
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
1√
n
n∑
i=1
T∑
τ=t+1
E
{
ψt,τ,y(Dt, · · · ,Dτ−1, diτ ) +φt,τ,y(Dt, · · · ,Dτ−1, diτ )
}
+Rn(y),
where supy∈Θ |Rn(y)| = oP (1). The first term on the RHS above is an empirical process. Similar
to Lemmas 6 and 8, we can establish the asymptotic continuity of this process around y = St
through routine calculation. This asymptotic continuity, together with Lemmas 2 and 11, gives the
asymptotic expansion of Ŝ1 as summarized below, where d 7→mrt,St(d) is defined in (5.2).
Theorem 8. Suppose Assumptions 1 – 3 hold. Fix t∈ T0 and suppose that Mt is twice differentiable
at St and that
√
n(Ŝτ −Sτ ) =OP (1) for all t+ 1≤ τ ≤ T . Then
√
nM′′t (St)
(
Ŝt−St
)
=− 1√
n
n∑
i=1
T∑
τ=t+1
E
{
ψt,τ,St(Dt, · · · ,Dτ−1, diτ ) +φτ,t,St(Dt, · · · ,Dτ−1, diτ )
}
− 1√
n
n∑
i=1
mrt,St(d
i
t) + oP
(
1 +
√
n(Ŝt−St)
)
.
With Theorem 8 in hand, we can now establish joint asymptotic normality of {Ŝt}t∈T . To this end,
define the following influence functions:
ϕST (d1, d2, · · · , dT ),−
1
M′′T (ST )
(
(bT +hT )I(ST − dT ≥ 0)− bT
)
, (7.6)
ϕST−1(d1, d2, · · · , dT ),−
1
M′′T−1(ST−1)
(
mrT−1,ST−1(dT−1) +EψT−1,T,ST−1(DT−1, dT )
)
, (7.7)
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and
ϕSt (d1, d2, · · · , dT ),−
1
M′′t (St)
T−1∑
τ=t+1
E
{
ψt,τ,St +φt,τ,St}(Dt, · · · , ,Dτ−1, dτ )
− 1
M′′t (St)
(
mrt,St(dt) +Eψt,T,St(Dt, · · · , ,DT−1, dT )
)
,
for t= 1,2, · · · , T − 2 (recall that mrt,St(d) is defined in (5.2) for all τ ∈ T ). Our main result on the
asymptotic joint normality of {Ŝt}t∈T for the base-stock policy without setup costs is next.
Theorem 9. Suppose Assumptions 1 – 3 hold, and that M′′t (St) exists and is nonzero for all t∈ T .
Then
√
n(Ŝt−St) =OP (1) for all t∈ T , and(√
n(Ŝ1−S1),
√
n(Ŝ2−S2), · · · ,
√
n(ŜT −ST )
)
 NT (0,ΣT ),
where the RHS is a T -dimensional normal distribution with mean zero and covariance matrix
ΣT ∈RT×T given entry-wise by
ΣT (i, j) = cov
(
ϕSi (D1,D2, · · · ,DT ),ϕSj (D1,D2, · · · ,DT )
)
, i, j ∈ {1,2, · · · , T}.
Theorem 9 has practical implications as a tool for hypothesis testing. For example, we can test
the null hypothesis that S1 ≤ S2 ≤ · · · ≤ ST . If this null hypothesis is not rejected, then the optimal
policy is myopic (Ignall and Veinott 1969) and substantially easier to compute.
7.2. Multi-Period Problem with Setup Costs
We now consider the general case of problem (2.2) with setup costs for T ≥ 3, where the data-driven
policy is determined by the estimated parameters {(ŝt, Ŝt)}t∈T defined by (2.9)-(2.10). Lemmas 2
and 3 serve as the starting point for establishing the asymptotic representations of Ŝt and ŝt in the
general case. Mirroring the insight from the two-period problem, our analysis here will depend on
the behavior of the functions Mˆrt,n(Ŝt), Mˆt,n(ŝt), and Mˆt,n(Ŝt). It is hard to derive the asymptotic
influence functions for ŝt and Ŝt in closed form when there are setup costs, but we can derive these
influence functions in recursive form.
We first consider
√
n(Ŝt − St). Analysis of its asymptotics is similar to the case without setup
costs. We leverage Lemma 2 and examine the expression
√
n
(
Mˆrt,n(Ŝt)−Mrt,n(Ŝt)
)
. Compared with
the previous section, the setup costs result in some additional terms due to the nonzero derivative
M′t(st). To capture these terms, for all 1≤ t≤ τ ≤ T we define
χt,τ,y,x(dt, · · · , dτ ), I(y− dt− · · ·− dτ ≥ x)×
τ−1∏
ι=t
I(y− dt− dt+1− · · ·− dι ≥ sι+1). (7.8)
The second term on the RHS above is defined to be equal to one when t= τ .
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The following lemma gives the asymptotic representation of
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
in terms of
the above functions. The idea of the proof is similar to Lemma 10, except that now we have an
additional term resulting from the nonzero derivative M′t(st). In the previous subsection without
setup costs, this term just is zero because st = St and the optimality condition for St is M′t(St) = 0.
Lemma 12. Suppose Assumptions 1 and 2 hold. Fix t ∈ T0 and suppose that
√
n(ŝτ+1 − sτ+1) =
OP (1) for all t≤ τ ≤ T − 1. Then
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
T−1∑
τ=t
∑
it,··· ,iτ
M′τ+1(sτ+1)
nτ−t+1/2
{
χt,τ,y,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,y,sτ+1(ditt , · · · , diττ )
}
+
T∑
τ=t+1
1
nτ−t+1/2
∑
it,··· ,iτ
{
ψt,τ,y(d
it
t , · · · , diττ ) +φt,τ,y(ditt , · · · , diττ )
}
+Rn(y),
(7.9)
where supy∈Θ |Rn(y)|= oP (1).
Lemma 12 allows us to obtain the asymptotic representation of
√
n
(
Mˆrt,n(Ŝt) −Mrt,n(Ŝt)
)
by
replacing y in the above display with Ŝt. Afterwards, Lemma 11 can be applied (it is straightforward
to verify that Lemma 11 still holds with setup costs) to the second term on the RHS of the above
display and combined with an asymptotic continuity argument.
We now examine the first term on the RHS of (7.9), which is a summation of the differ-
ences of multi-sample U -processes. Unlike φt,τ,y(Dt, · · · ,Dτ ) or ψt,τ,y(Dt, · · · ,Dτ ), the mean of
χt,τ,y,x(Dt, · · · ,Dτ ) is generally nonzero (and positive). Define the map (x, y) 7→
˜
χt,τ (x, y) where
˜
χt,τ (x, y),M′τ+1(sτ+1)Eχt,τ,y,x(Dt, · · · ,Dτ ), τ = t, · · · , T − 1, (7.10)
and denote the partial derivative ∂
∂y
˜
χt,τ (x, y) by
˜
χ˙t,τ (x, y). The lemma below decomposes each of
these multi-sample U -processes into a summation of empirical processes.
Lemma 13. Suppose Assumptions 1 and 2 hold. Then, for all (t, τ) satisfying t≤ τ ≤ T − 1,
1
nτ−t+1/2
∑
it,··· ,iτ
χt,τ,y,x(d
it
t , · · · , diττ ) =
1√
n
n∑
i=1
τ∑
ι=t
{
Eχt,τ,y,x(Dt, · · · ,Dι−1, diι,Dι+1, · · · ,Dτ )−
˜
χt,τ (x, y)
}
+
√
n
˜
χt,τ (x, y)/M′τ+1(sτ+1) +Rn(x, y),
where supx,y |Rn(x, y)|= oP (1). Further, if
√
n (ŝτ+1− sτ+1) =OP (1) for all t≤ τ ≤ T − 1, then
T−1∑
τ=t
∑
it,··· ,iτ
M′τ+1(sτ+1)
nτ−t+1/2
{
χt,τ,Ŝt,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,Ŝt,sτ+1(d
it
t , · · · , diττ )
}
=
T−1∑
τ=t ˜
χ˙t,τ (St, sτ+1) ·
√
n (ŝτ+1− sτ+1) + oP
(
1 +
√
n(Ŝt−St)
)
. (7.11)
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Lemma 13 shows that the estimation error in ŝτ for all τ = t+ 1, · · · , T will affect the asymptotic
distribution of Ŝt. By combining it with Lemmas 2 and 11, we get the asymptotic representation
of
√
n
(
Ŝt − St
)
, which is similar to the one in Theorem 8, but without the additional term from
(7.11). As a result, the influence function of Ŝt will depend on the influence functions of ŝτ for
t+ 1≤ τ ≤ T . We shall first derive the asymptotic representations of ŝτ for t+ 1≤ τ ≤ T , and then
return to write the influence functions of Ŝt recursively. According to Lemma 3, the asymptotics of
ŝt depend on
√
n
(
Mˆt,n(y)−Mt,n(y)
)
. The following lemma extends Lemma 7 from T = 2 to T ≥ 3.
Lemma 14. Suppose Assumptions 1 and 2 hold. Fix t ≤ T − 1 and suppose that ŝt+1 − st+1 =
OP (n
−1/2), then
√
n
(
Mˆt,n(y)−Mt,n(y)
)
={1−Ft(y− st+1)}
√
n
(
Mˆt+1,n(ŝt+1)−Mt+1(st+1)
)
+
1√
n
n∑
i=1
(
Mˆt+1,n(y− dit)−Mt+1(y− dit)
)
I(y− dit ≥ st+1) +Rn(y),
where supy∈Θ |Rn(y)|= oP (1).
As in the analysis of Ŝt, we can repeatedly use Lemma 14 to express
√
n
(
Mˆt,n(y)−Mt,n(y)
)
as
an i.i.d. sum plus a remainder term. For a pair (t, τ) satisfying 1≤ t≤ τ ≤ T , define
Ψt,τ,y(dt, · · · , dτ ),
{
Mτ+1(y− dt− dt+1− · · ·− dτ )× I(y− dt− dt+1− · · ·− dτ ≥ sτ+1) +Mτ+1(sτ+1)
× I (y− dt− · · ·− dτ < sτ+1) + bτ (dτ + · · ·+ dt− y)+ +hτ (y− dt− · · ·− dτ )+
}
×
τ−1∏
ι=t
I (y− dt− dt+1− · · ·− dι ≥ sι+1) , (7.12)
where we stipulate that MT+1 = 0, and that the product in the last line is defined to be one if
τ = t. The following lemma gives the final asymptotic representation of Mˆt,n(y), where we recall
that d 7→mt,st(d) is defined in (4.1).
Lemma 15. Suppose Assumptions 1 and 2 hold. Fix t ∈ T0 and suppose that(
Mˆτ+1,n(ŝτ+1)−Mτ+1(sτ+1)
)
=OP (n
−1/2) and ŝτ+1−sτ+1 =OP (n−1/2) for all t≤ τ ≤ T −1. Then
√
n
(
Mˆt,n(y)−Mt,n(y)
)
=
1√
n
n∑
i=1
T∑
τ=t+1
(
EΨt,τ,y(Dt, · · · ,Dτ−1, diτ )−EΨt,τ,y(Dt, · · · ,Dτ )
)
+
T−1∑
τ=t
[√
n
(
Mˆτ+1,n(ŝτ+1)−Mτ+1,n(ŝτ+1)
)
+Gnmτ+1,sτ+1 +
√
nM′τ+1(sτ+1)(ŝτ+1− sτ+1)
]
×
E
[
I(y−Dt− · · ·−Dτ < sτ+1)
τ−1∏
ι=t
I (y−Dt− · · ·−Dι ≥ sι+1)
]
+Rn(y), (7.13)
where supy∈Θ |Rn(y)|= oP (1).
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If the “influence functions” of
√
n(ŝτ+1 − sτ+1), and
√
n
(
Mˆτ+1,n(ŝτ+1)−Mτ+1,n(ŝτ+1)
)
for τ =
t, t + 1, · · · , T − 1 are available (we slightly abuse the notion of an influence function here),
then we can use Lemma 15 to obtain the “influence functions” of
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
and
√
n
(
Mˆt,n(Ŝt)−Mt,n(Ŝt)
)
. The asymptotic representation of
√
n(ŝt − st) is then immediate from
Lemma 3. Finally, asymptotic normality of
√
n(ŝτ − sτ ) for all τ = t+ 1, t+ 2, · · · , T also implies
asymptotic normality of
√
n(Ŝt−St) through Lemma 12 and Lemma 13.
This line of reasoning summarizes our induction argument, which is encapsulated in the following
theorem. We note that the influence functions of Ŝt and ŝt need to be written recursively because
the induction hypothesis includes
√
n
(
Mˆt,n(Ŝt)−Mt,n(Ŝt)
)
and
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
.
Theorem 10. Suppose Assumptions 1 and 2 hold, and that M′′t (St) and M′t(st) exist and are
nonzero for all t∈ T . Then for all t∈ T , there exist functions κt,st , κt,St , ϕst , ϕSt :RT−t+1 7→R such
that
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
=Gnκt,st + oP (1),
√
n
(
Mˆt,n(Ŝt)−Mt,n(Ŝt)
)
=Gnκt,St + oP (1),
√
n(ŝt− st) =Gnϕst + oP (1),
√
n(Ŝt−St) =GnϕSt + oP (1).
The recursive expressions for κt,st, κt,St, ϕ
s
t , and ϕ
S
t are given in (EC.2.53)-(EC.2.55). Further-
more, (√
n
(
ŝ1− s1
)
,
√
n
(
Ŝ1−S1
)
, · · · ,√n(ŝT − sT ),√n(ŜT −ST )) N2T (0,Σ2T ),
where Σ2T (i, j) is the covariance of the ith and jth influence functions in {ϕs1,ϕS1 , · · · ,ϕsT ,ϕST}.
A natural estimator for the optimal total expected cost C∗ =Mt(St) +K1 is Cˆ∗ = Mˆt,n(Ŝt) +Kt.
By combining the above theorem and Lemma 3, it is readily seen that this estimator is asymptot-
ically normal.
8. Numerical experiments
Our results on the asymptotic distribution of the data-driven policy can be used to construct two-
sided equal-tailed confidence intervals using the large-sample normal approximation. This section
reports comprehensive simulations for the two-period problem to validate the accuracy of the
resulting confidence intervals for the data-driven policy and the expected optimal cost.
Following Ban (2020), we consider truncated normal demand distributions D1 ∼ N(20,202) ∩
[0,40] and D2 ∼ N(10,102) ∩ [0,20]. The unit backorder costs are b1 = 1.5 and b2 = 20, the unit
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holding costs are h1 = 0.5 and h2 = 20, and the setup costs are K1 =K2 = 2. We consider several
different sample sizes n∈ {20,30,50,100,300,500,1000} to get a sense of how the coverage accuracy
improves with increasing n. To ensure small Monte Carlo simulation error, we do 10,000 replications
for each sample size. That is, for each sample size n, we generate a sample {di1, di2}ni=1, construct
confidence intervals based on this sample, and then we repeat the procedure 10,000 times to
compute the empirical coverage probabilities of the confidence intervals. We also do hypothesis
tests by converting the testing problem into an interval estimation problem, and then we evaluate
the Type-I error rates and power of the tests.
8.1. Confidence Intervals
We first evaluate the performance of the 95% confidence intervals for (s1, S1, s2, S2), in terms of the
empirical coverage probabilities. Our confidence intervals are constructed based on the asymptotic
normality results in Theorem 6 (including the consistent covariance estimator given in (EC.3.8)
and (EC.3.14)). For comparison, we also construct confidence intervals for (s1, S1, s2, S2) based on
Theorem 4 in Ban (2020), which is referred to as the “existing method” in the following discussion.
These results are shown in Figure 1. Additionally, we give the empirical coverage probabilities
of the 90% and the 95% confidence intervals for the optimal expected cost for sample sizes n ∈
{15,30,50,100,150} based on Theorem 7, as shown in Figure 2.
It is apparent from Figure 1 that the empirical coverage probabilities of our confidence intervals
for (s1, S1, s2, S2) tend to converge to the nominal value (95%) as the sample size n increases. As
explained in Section 5.2, the error propagation for the final period is negligible, so the two curves
representing the coverage probabilities of S2 and s2 in the first two plots of Figure 1 coincide.
On the other hand, the empirical coverage probabilities of the existing method for s1 and S1
are systematically smaller than the nominal value. This is because the existing method overlooks
the error propagation (which is not negligible), resulting in underestimation of the asymptotic
variance. Specifically, the asymptotic variances of ŝ1 and Ŝ1 based on Theorem 6 are 86.7 and 116.9,
respectively. In contrast, the corresponding asymptotic variances computed by the existing method
are 54.6 and 75.8. This observation suggests that the error propagation accounts for a significant
portion of the asymptotic variance of ŝ1 (approximately 37%) and the asymptotic variance of Ŝ1
(approximately 35%).
We also consider confidence intervals for the optimal expected cost. Figure 2 shows that the
empirical coverage probabilities of both the 90% and the 95% data-driven confidence intervals for
the optimal expected cost quickly converge to the nominal values as the sample size increases. The
coverage probability is generally satisfactory when n ≥ 30. In contrast, the marginal analysis in
Ban (2020) does not lend itself to interval estimation of this important parameter.
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Figure 1 Empirical coverage probabilities of the 95% confidence intervals for the optimal order-up-to levels and
the reorder points using our results and the existing method.
We can construct a prediction interval for the relative error of the estimated expected optimal
cost, denoted εRE(Cˆ
∗,C∗), (Cˆ∗−C∗)/C∗. The relative error is much more meaningful compared to
the absolute error from an operational standpoint (i.e., the absolute error is really only useful when
we also know the true optimal expected cost). Based on Theorem 7, we know that
√
nεRE(Cˆ
∗,C∗) 
N(0, σ2C/(C
∗)2), where σ2C is the asymptotic variance of Cˆ
∗ which can be consistently estimated by
σˆ2C , as given in (EC.3.19). With a simple continuous mapping argument, it is readily seen that
P
{∣∣εRE(Cˆ∗,C∗)∣∣≤ zα/2σˆC/(√nCˆ∗)}→ 1−α, (8.1)
where zα is the α-upper quantile of the standard normal distribution. In other words,
zα/2σˆC/(
√
nCˆ∗) is a 1−α upper bound on the prediction interval for |εRE(Cˆ∗,C∗)|.
Xun Zhang, Zhisheng, Ye, and William Haskell: Data-driven inventory policies
Manuscript 33
0.
80
0.
85
0.
90
0.
95
1.
00
 
Co
ve
ra
ge
 p
ro
ba
bi
lity
α = 0.05
α = 0.10
n
25 50 75 100 125 150
0.
80
0.
85
0.
90
0.
95
1.
00
Figure 2 Empirical coverage probabilities of the 90% and 95% confidence intervals for the optimal expected cost.
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Figure 3 The relative errors εRE(Cˆ
∗,C∗) (left panel), and the 95% quantiles of
∣∣εRE(Cˆ∗,C∗)∣∣ (right panel):
The asymptotic 95% quantile is an average of the 10,000 realizations of z0.025σˆC/(
√
nCˆ∗), and the true
quantile is the empirical 95% quantile of the 10,000 realizations of
∣∣εRE(Cˆ∗,C∗)∣∣.
The first plot of Figure 3 presents the box plots for εRE(Cˆ
∗,C∗) for each n. We can see that
the 0.25-quantile, 0.50-quantile (median), and 0.75-quantile of the relative error all converge to
zero as n increases. For n= 150, even the upper and lower whiskers fall within ±20%. The second
plot of Figure 3 shows the average of the 10,000 realizations of z0.025σˆC/(
√
nCˆ∗) as well as the
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true 0.95-quantile for
∣∣εRE(Cˆ∗,C∗)∣∣ as estimated by the 0.95-quantile of the 10,000 realizations of
(Cˆ∗,C∗). The two curves almost overlap, which implies that our asymptotic bound is accurate.
This figure shows that the relative error is about 10% when n= 100. For comparison, the analysis
of Levi et al. (2007) and Levi et al. (2015) requires sample sizes greater than n = 20,000 to do
estimation of similar quality.
8.2. Hypothesis Tests
Our asymptotic results allow us to conduct hypothesis tests on the optimal expected cost. Before
implementing the data-driven policy, the retailer normally has a target expected cost C∗0 in mind.
The retailer will only actually go into business if it is confident that the true expected cost of the
data-driven policy is not higher than C∗0 . This question can be formulated as the hypothesis test:
H0 :C
∗ >C∗0 , H1 :C
∗ ≤C∗0 .
Under the null hypothesis, the retailer should not go into business because it is not profitable
enough. If the information from the data is strong enough to reject the null hypothesis, then the
retailer can have high confidence that the alternative hypothesis H1 is true (i.e., that the inventory
system is sufficiently profitable). Testing the above one-sided hypothesis can be done with the help
of Theorem 7. We know from Theorem 7 that
√
n{Cˆ∗ − C∗0 − (C∗ − C∗0 )}/σC  N(0,1). Then,
under the null hypothesis (i.e., C∗ −C∗0 > 0) we can use the continuous mapping theorem to see
that
P
(√
n(Cˆ∗−C∗0 )
σˆC
≤−zα
)
<P
(√
n(Cˆ∗−C∗0 )−
√
n(C∗−C∗0 )
σˆC
≤−zα
)
→ α.
Therefore, the test with rejection region (−∞,C∗0 − σˆCzα/
√
n] is asymptotically of level α.
For the parameter settings used in our experiments, the optimal expected cost is C∗ =
103.3. We fix α = 0.05 and examine the Type-I error as well as the test power for C∗0 ∈
{0.85C∗,0.95C∗,1.15C∗,1.35C∗}. The first two values correspond to the case where the true opti-
mal expected cost is larger than the target, and a small Type-I error implies good performance.
The last two values correspond to the case where the true optimal expected cost is smaller than the
true target, and a high power is desired. Figure 4 gives the Type-I error curves and power curves
as a function of the sample size n. The left panel shows that the Type-I error rates are well below
0.05 and vanish quickly. This is expected because both values of C∗0 are smaller than C
∗. The right
panel shows that the power is good enough even when C∗0 is only slightly larger than C
∗.
Next, we do hypothesis testing for the optimality of a myopic policy. According to Ignall and
Veinott (1969) and under Assumption 3 (no setup costs), nondecreasing optimal order-up-to levels
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Figure 4 Type-I error curves for C∗0 = 0.8×C∗ and C∗0 = 0.9×C∗ (left panel), and power curves for C∗0 = 1.15×C∗
and C∗0 = 1.35×C∗ (right panel).
S1 ≤ S2 ≤ · · · ≤ ST are a sufficient condition for optimality of a myopic policy. We set K1 =K2 = 0
for this part, and keep all other parameter settings the same. For computational considerations,
this question can be formulated as a one-sided hypothesis test:
H0 : S1 ≤ S2, H1 : S1 >S2.
We prefer to use a myopic policy unless there is strong evidence that S1 > S2 (in which case a
myopic policy is not optimal).
We need the following result on the asymptotics of Ŝ1 − Ŝ2, which is a direct consequence of
Theorem 9. Recall that the influence functions ϕS1 and ϕ
S
2 for S1 and S2 in the base-stock policy
are defined in (7.6)-(7.7).
Corollary 1. Consider problem (2.2) for T = 2. Suppose Assumptions 1 and 2 hold, and that
M′′t (St) exists and is nonzero for t= 1,2. Then,
√
n
{
Ŝ1− Ŝ2− (S1−S2)
}
is asymptotically normal
with influence function ϕS1 −ϕS2 . Under mild conditions, the variance can be consistently estimated
by (EC.3.25).
The asymptotic variance of Ŝ1 − Ŝ2, which we denote as σ2S1−S2 , can be consistently estimated
by σˆ2S1−S2 , as given in (EC.3.25). Thus, under the null hypothesis that S1 − S2 ≤ 0, we can use
Corollary 1 and the continuous mapping theorem to see
P
(√
n(Ŝ1− Ŝ2)
σˆS1−S2
≥ zα
)
≤ P
(√
n(Ŝ1− Ŝ2)−
√
n(S1−S2)
σˆS1−S2
≥ zα
)
→ α.
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Figure 5 The power curves for testing the myopic policy under α= 0.05 and α= 0.10.
As a result, the test with rejection region [zασˆS1−S2/
√
n,+∞) is asymptotically of level α.
For our parameter settings, we have S1 = 14.67 and S2 = 10. Thus the alternative hypothesis
is true and a high power implies good performance of the test. The power curves of the test for
significance levels α= 0.05 and α= 0.10 are shown in Figure 5. For both α= 0.05 and α= 0.10,
the power of the test quickly increases to one.
9. Conclusion
Solving the empirical cost-to-go functions to compute the data-driven (s,S)-policy is a simple and
practical way to solve real inventory problems. In this work, we have established consistency and
asymptotic normality of this canonical data-driven policy for the general multi-period inventory
control problem. The main challenge in this analysis comes from the backwards error propagation
of ŝt+1 and Mˆt+1,n into the estimation of St and st. From a high-level viewpoint, ŝt+1 and Mˆt+1,n
can be regarded as estimated nuisance parameters when we derive the influence functions of Ŝt and
ŝt. There is some existing work on the problem of how to handle nuisance parameters, most of it
is in the literature on semiparametric inference, e.g. (Kosorok 2007, Theorem 21.1). Nevertheless,
the existing work requires a convergence rate of the estimated nuisance parameters. It is hard to
establish a convergence rate in our inventory problem because: (i) Mˆt+1,n is infinite-dimensional;
and (ii) ŝt+1 appears in the argument of Mˆt+1,n (and this leads to the hard problem of bundled
parameters in statistical inference, see e.g. Zhao et al. (2017)). Since these results require conditions
that are hard to verify, we take a different approach and explicitly express the estimated nuisance
parameters as U -statistics. Then, we develop a multi-sample U -process theory to capture their
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contribution to the influence functions of Ŝt and ŝt. In this way, our methodological innovation
sheds light on the larger problem of handling nuisance parameters.
From the standpoint of operations management, our work is the first to derive the joint asymp-
totic distribution of a data-driven policy, while taking into account the transmission of estimation
error from future time periods. The problem of backwards error propagation is ubiquitous in data-
driven stochastic DP. Essentially, any data-driven DP method will have to deal with this issue.
As we have shown for the multi-period inventory problem, failing to account for this backwards
error propagation will lead to incorrect conclusions about the statistical properties of data-driven
policies (in our experiments we saw that it leads to underestimation of the asymptotic variance
of the data-driven policy). The techniques we have developed in this work are general and widely
relevant to other stochastic DP problems for exactly this reason. In future work, we will extend
our methods to more general classes of data-driven DP problems.
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Electronic Companion to “Re-assesing Confidence intervals
for data-driven inventory policies”
This e-companion consists of three parts. Section EC.1 collects the statements of some technical
lemmas that will be used repeatedly, all of the proofs of these lemmas are deferred to Section
EC.3. Section EC.2 contains the proofs of all the results from the main body of the paper. We
have assumed that for every t ∈ T , st, St ∈Θ and Dt has bounded support [dt, dt]. For notational
convenience in this e-companion, we enlarge Θ to be the convex closure of the union of the original
Θ and all [dt, dt]. This Θ contains the support of Dt and the parameter space of (st, St), for all
t∈ T . It is slightly larger than the original spaces, but this does not affect the theoretical analysis.
EC.1. Technical Lemmas
EC.1.1. P -Donsker class
We single out two P -Donsker classes of functions that play an important role. First recall the
function classes Mt = {d 7→mt,y(d) : y ∈Θ} in (4.1) where mT,y(d), bT (d− y)+ +hT (y− d)+ and
mt,y(d), bt(d− y)+ +ht(y− d)+ +Mt+1(st+1)I(y− d< st+1) +Mt+1(y− d)I(y− d≥ st+1),
for t∈ T0. This class of functions is P -Donsker, as summarized in the following lemma.
Lemma EC.1. (See Section EC.3.1 for the proof) Suppose Assumptions 1 and 2 hold, then for all
t∈ T :
(i) There exists Lt such that |mt,y1(d)−mt,y2(d)| ≤Lt|y1− y2| for all d, y1, y2 ∈Θ.
(ii) The class Mt is P -Donsker.
Recall the right derivative mrt,y of mt,y, defined in (5.2). For t= T it is m
r
T,y(d) = (bT +hT )I(d≤
y)− bT ; and for t∈ T0 it is mrt,y(d) = (bt+ht)I(d≤ y)− bt+M′t+1(y−d)I(y−d≥ st+1). For all t∈ T ,
we define the function classes:
Mrt , {d 7→mrt,y(d) : y ∈Θ}. (EC.1.1)
The mapping d 7→ mrt,y(d) involves the function d 7→M′t+1(y − d). In order to show that Mrt is
P -Donsker, we need y 7→M′t+1(y− d) to be Lipschitz for each fixed d. The P -Donsker property of
Mrt can then be shown with some more effort based on the stability properties of Donsker classes
(van der Vaart and Wellner 1996). These results are summarized below.
Lemma EC.2. (See Section EC.3.3 for the proof) Suppose Assumptions 1 and 2 hold. Then, for
all t∈ T :
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(i) There exist constants B′t and L
′
t that only depend on t such that |M′t(y)| ≤B′t and |M′t(y1)−
M′t(y2)| ≤L′t|y1− y2|, for all y ∈Θ.
(ii) For any mrt,y1 , m
r
t,y2
∈Mrt , there exist constants ct,1, ct,2 that only depend on t, such that
E(mrt,y1 −mrt,y2)2 ≤ ct,1|y1− y2|+ ct,2|y1− y2|2, for all y1, y2 ∈Θ.
(iii) All functions in Mrt are uniformly bounded by (bt ∨ht) +B′t+1, and Mrt is P -Donsker.
(iv) supy∈Θ
∣∣Mrt,n(y)−M′t(y)∣∣= oP (1).
The following lemma from van der Vaart (1998) on P -Donsker classes is used frequently in the
sequel to account for the estimated parameters.
Lemma EC.3 (Lemma 19.24 of van der Vaart (1998)). Suppose that F is a P -Donsker class
of measurable functions and fθˆn is a sequence of random functions that take their values in F such
that
∫
(fθˆn(x)− fθ0(x))2dP (x)→P 0 for some f0 ∈L2(P ). Then Gnfθˆn −Gfθ0→P 0.
The L2(P )−convergence condition above is usually shown by using Lipschitz continuity of the
class of functions (with respect to θ for every fixed x). In the proof of several results in this
e-companion, e.g. Lemma EC.2, we need the following lemma to establish Lipschitz continuity.
Specifically, consider a continuous random variable D with support Θ, and two functions g : Θ 7→R
and h : Θ×Θ 7→R. We have the following lemma.
Lemma EC.4. (See Section EC.3.2 for the proof) Suppose there exist positive constants h¯ and f¯
such that supy,d∈Θ |h(y, d)| ≤ h¯ and the PDF of D is upper bounded by f¯ . Further suppose that there
exist positive constants Lh and Lg such that for any y1, y2 ∈Θ, E|h(y1,D)−h(y2,D)| ≤Lh|y1− y2|
and |g(y1)− g(y2)| ≤Lg|y1− y2|. Then
E |h(y1,D)I{D≤ g(y1)}−h(y2,D)I{D≤ g(y2)}| ≤Lh|y1− y2|+ h¯f¯Lg|y1− y2|.
If we additionally assume E|h(y1,D)−h(y2,D)|2 ≤L2h|y1− y2|2, then
E |h(y1,D)I{D≤ g(y1)}−h(y2,D)I{D≤ g(y2)}|2 ≤L2h|y1− y2|2 + h¯2f¯Lg|y1− y2|.
EC.1.2. Multi-sample U-process
For each j ∈ T , let dijj for ij = 1,2, · · · , n be i.i.d. realizations of Dj. As argued in Sections 5.2, 6.1,
and 6.2, the terms related to the error propagation of our estimators are multi-sample U -statistics
of the form:
Un,θˆn =
1
nT
∑
i1,i2,··· ,iT
fθˆn(d
i1
1 , · · · , diTT ), (EC.1.2)
where θˆn is an estimated parameter and fθˆn belongs to F = {fθ : θ ∈ Θ}. For fixed θ ∈ Θ, Un,θ
normalized by its mean Efθ is asymptotically normal. It is asymptotically equivalent to its Ha´jek
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projection UHn,θ =
∑T
j=1
1
n
∑n
ij=1
(
Efθ(D1, · · · ,Dj−1, dijj ,Dj+1, · · · ,DT )−Efθ
)
(see van der Vaart
(1998)). In order to control the effect from the changing kernels, we need uniform convergence over
θ ∈Θ:
sup
θ∈Θ
∣∣√n (Un,θ−Efθ)−√nUHn,θ∣∣→P 0. (EC.1.3)
If (EC.1.3) holds, then we can reduce
√
n(Un,θˆn −Efθˆn) to
√
nUH
n,θˆn
, which can be analyzed with
empirical process theory. Neumeyer (2004) has established (EC.1.3) for T = 2 using an exponential
inequality developed in Nolan and Pollard (1988) to control the conditional tail probabilities of a
symmetrized empirical process. However, as pointed out in Nolan and Pollard (1988), this technique
does not extend to kernels with more than two arguments. To the best of our knowledge, there are
no general results available for T ≥ 3.
In this study, we establish (EC.1.3) for T ≥ 3 for the class of kernels that appears in our inven-
tory problem. For a fixed τ with τ ≤ T , We start with Kτ−1,τ = {kτ−1,τ,y,x(·) : y,x ∈ Θ}, and
then recursively define Kt,τ = {kt,τ,y,x(·) : y,x ∈ Θ} for each t ≤ τ − 2, where kt,τ,y,x(dt, · · · , dτ ) =
kt+1,τ,y−dt,x(dt+1, · · · , dτ ). The classes of kernels of interest are Ft,τ with elements
ft,τ,y,x(dt, · · · , dτ ) = kt,τ,y,x(dt, · · · , dτ )×
τ−1∏
ι=t
I(y− dt− dt+1− · · ·− dι ≥ sι+1), (EC.1.4)
where kt,τ,y,x(·) is in Kτ,t. The following lemma is the building block for our theoretical analysis.
Lemma EC.5. (See Section EC.3.4) For each (t, τ) with 1≤ t < τ ≤ T , suppose Ft,τ defined above
is a uniformly bounded Euclidean class. Then, all elements of Ft,τ satisfy
1
nτ−t+1/2
∑
it,··· ,iτ
{
ft,τ,y,x(d
it
t , · · · , diττ )−Eft,τ,y,x
}
=
1√
n
n∑
i=1
τ∑
ι=t
{
Eft,τ,y,x(Dt, · · · ,Dι−1, diι,Dι+1, · · · ,Dτ )−Eft,τ,y,x
}
+Rn(x, y), (EC.1.5)
where supx,y∈Θ |Rn(x, y)|= oP (1).
EC.2. Proof of main results
EC.2.1. Consistency of the data-driven policy
Proof of Theorem 1 We prove Theorem 1 by backward induction starting with t= T . By
definition, MˆT,n(y) = MT,n(y) which converges to MT (y) in probability uniformly in y ∈ Θ by
Lemma EC.1. Since ŜT minimizes MˆT,n and ST is well separated by Assumption 2, we can use
Theorem 5.7 of van der Vaart (1998) to conclude that ŜT →P ST . Theorem 5.9 of van der Vaart
(1998) gives the consistency of sˆT , if
MˆT,n(y)− MˆT,n(ŜT )−KT →P MT (y)−MT (ST )−KT uniformly in y ∈Θ.
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Since MˆT,n(y)→P MT (y) uniformly in y, the above display holds if MˆT,n(ŜT )→P MT (ST ). To show
this, we apply the triangle inequality to bound the difference
|MˆT,n(ŜT )−MT (ST )| ≤ |MˆT,n(ŜT )−MT (ŜT )|+ |MT (ŜT )−MT (ST )|.
The first term on the RHS is oP (1) because MˆT,n(y)→P MT (y) uniformly in y. The second is also
oP (1) because y 7→MT is continuous, and the continuous mapping theorem applies. Thus the LHS
of the above display is also oP (1) as desired.
Next, suppose that the statement of the theorem holds for periods T,T − 1, · · · , t+ 1, we will
show that it holds for period t. To this end, we first show supy∈Θ |Mˆt,n(y)−Mt,n(y)| →P 0. Define
an(y) ,
Mˆt+1,n(ŝt+1)
n
n∑
i=1
I(y− dit ≤ ŝt+1) +
1
n
n∑
i=1
Mˆt+1,n(y− dit)I(y− dit ≥ ŝt+1),
bn(y) ,
Mt+1(st+1)
n
n∑
i=1
I(y− dit ≤ st+1) +
1
n
n∑
i=1
Mt+1(y− dit)I(y− dit ≥ st+1),
and
cn(y),
Mt+1(st+1)
n
n∑
i=1
I(y− dit ≤ ŝt+1) +
1
n
n∑
i=1
Mt+1(y− dit)I(y− dit ≥ ŝt+1).
Then Mˆt,n(y)−Mt,n(y) = an(y)− bn(y) and
sup
y∈Θ
|Mˆt,n(y)−Mt,n(y)| ≤ sup
y∈Θ
|an(y)− cn(y)|+ sup
y∈Θ
|cn(y)− bn(y)|.
Next, we show that the two terms on the RHS are both oP (1). For the first term, we have
an(y)− cn(y) =Mˆt+1,n(ŝt+1)−Mt+1(st+1)
n
n∑
i=1
I(y− dit ≤ ŝt+1)
+
1
n
n∑
i=1
(
Mˆt+1,n(t− dit)−Mt+1(y− dit)
)
I(y− dit ≥ ŝt+1)
≤ sup
y˜∈Θ
|Mˆt+1,n(y˜)−Mt+1(y˜)| × 1
n
n∑
i=1
I(y− dit ≤ ŝt+1)
+ sup
y˜∈Θ
|Mˆt+1,n(y˜)−Mt+1(y˜)| × 1
n
n∑
i=1
I(y− dit ≥ ŝt+1),
to see that |an(y)− cn(y)| ≤ 2 supy˜∈Θ |Mˆt+1,n(y˜)−Mt+1(y˜)|. The RHS does not depend on y, and
so it is oP (1) by the induction hypothesis. Therefore, an(y)− cn(y)→P 0 uniformly in y. For the
second term, we have
cn(y)− bn(y) =Mt+1(st+1)× 1n
∑n
i=1 (I(y− dit < ŝt+1)− I(y− dit < st+1)) +
1
n
∑n
i=1Mt+1(y− dit) (I(y− dit ≥ ŝt+1)− I(y− dit ≥ st+1)) .
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Define M t+1 , supy∈ΘMt+1(y), which is finite because y 7→Mt+1(y) is continuous on Θ. Note that
I(y− dit ≥ ŝt+1)− I(y− dit ≥ st+1) = I(y− dit < ŝt+1)− I(y− dit < st+1),
and this expression is nonzero only when y− ŝt+1 ∨ st+1 <dit ≤ y− ŝt+1 ∧ st+1. We can then bound
cn− bn by
|cn(y)− bn(y)| ≤ 2M t+1× 1
n
n∑
i=1
I(y− ŝt+1 ∨ st+1 ≤ dit ≤ y− ŝt+1 ∧ st+1) (EC.2.1)
= 2M t+1× 1
n
n∑
i=1
[
I(dit ≤ y− ŝt+1 ∧ st+1)− I(dit ≤ y− ŝt+1 ∨ st+1)
]
.
We can decompose the second term of the above display into
Ft(y− ŝt+1 ∧ st+1)−Ft(y− ŝt+1 ∨ st+1) + 1
n
n∑
i=1
[
I(dit ≤ y− ŝt+1 ∧ st+1)−Ft(y− ŝt+1 ∧ st+1)
]
+
1
n
n∑
i=1
[
I(dit ≤ y− ŝt+1 ∨ st+1)−Ft(y− ŝt+1 ∨ st+1)
]
.
The second and third terms of the above display are oP (1) because the indicator functions {I(Dt ≤
s) : s ∈ R} indexed by s are P -Donsker. The first term is also oP (1) uniformly in y because Ft
is uniformly continuous, and
(
y − ŝt+1 ∧ st+1
)− (y − ŝt+1 ∨ st+1)→P 0 due to the consistency of
ŝt+1. The above results show that an(y)− bn(y)→P 0 uniformly in y. Then Mˆt,n(y)−Mt,n(y)→P 0
uniformly in y and so Mˆt,n(y)→P MT (y) uniformly in y by Lemma 1. Since Ŝt is defined as
the minimizer of Mˆt,n(y), and St is well-separated by Assumption 2, we can use Theorem 5.7 of
van der Vaart (1998) to conclude that Ŝt→P St. Since Mˆt,n(y)→P Mt(y) and st is well separated
by Assumption 2, the consistency of ŝt follows from Theorem 5.9 of van der Vaart (1998).
EC.2.2. Asymptotic normality of the data-driven policy in the single period problem
Proof of Lemma 1 Proof of (i). First consider period T . The right and left derivatives of
MˆT,n(y) in (2.8) are:
MˆrT,n(y) =
1
n
n∑
i=1
CrT (y, d
i
T ) =
1
n
n∑
i=1
(
(bT +hT )I(diT ≤ y)− bT
)
,
MˆlT,n(y) =
1
n
n∑
i=1
C lT (y, d
i
T ) =
1
n
n∑
i=1
(
(bT +hT )I(diT < y)− bT
)
.
Every summand on the LHS is bounded by hT ∨bT , and thus both MˆrT,n and MˆlT,n(y) are bounded by
hT ∨bT . For y /∈ {diT}ni=1, we have MˆrT,n(y) = MˆlT,n(y). For y ∈ {diT}ni=1, we have MˆrT,n(y)−MˆlT,n(y) =
(hT + bT )/n. Thus, the statement is true for cT = hT + bT and BT = hT ∨ bT .
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Now suppose the statement holds for periods T,T − 1, · · · , t+ 1. The right and left derivatives
of Mˆt,n(y) in (2.8) are
Mˆrt,n(y) =
1
n
n∑
i=1
Crt (y, d
i
t) +
1
n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1),
Mˆlt,n(y) =
1
n
n∑
i=1
C lt(y, d
i
t) +
1
n
n∑
i=1
Mˆlt+1,n(y− dit)I(y− dit > ŝt+1).
We see that |Mˆrt,n(y)| ≤ bt +ht +Bt+1, and∣∣∣∣∣ 1n
n∑
i=1
Crt (y, d
i
t)−
1
n
n∑
i=1
C lt(y, d
i
t)
∣∣∣∣∣≤ (ht + bt)/n
by the same argument as for period t= T . It then suffices to bound:∣∣∣∣∣ 1n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
Mˆlt+1,n(y− dit)I(y− dit > ŝt+1)
∣∣∣∣∣ . (EC.2.2)
For y /∈ {ŝt+1 + dit}ni=1, we have I(y− dit ≥ ŝt+1) = I(y− dit > ŝt+1) for all i, and so:∣∣∣∣∣ 1n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
Mˆlt+1,n(y− dit)I(y− dit > ŝt+1)
∣∣∣∣∣
=
∣∣∣∣∣ 1n
n∑
i=1
(
Mˆrt+1,n(y− dit)− Mˆlt+1,n(y− dit)
)
I(y− dit ≥ ŝt+1)
∣∣∣∣∣≤ ct+1/n,
by the induction hypothesis. For y= ŝt+1 +d
k
t for some k ∈ {1,2, · · · , n}, we have I(y−dit ≥ ŝt+1) =
I(y− dit > ŝt+1) for i 6= k. Then, (EC.2.2) can be bounded by∣∣∣∣∣ 1n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
Mˆlt+1,n(y− dit)I(y− dit > ŝt+1)
∣∣∣∣∣
≤
∣∣∣∣∣ 1n∑
i 6=k
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
∑
i 6=k
Mˆlt+1,n(y− dit)I(y− dit > ŝt+1)
∣∣∣∣∣+ Mˆrt+1,n(ŝt+1)n
≤ (n− 1)ct+1
n2
+
Bt+1
n
≤ ct+1 +Bt+1
n
,
where the first inequality is by the triangle inequality, and the second is by the induction hypothesis
that |Mˆlt+1,n(y˜) − Mˆrt+1,n(y˜)| ≤ ct+1/n. We conclude that the statement holds for period t with
Bt = bt +ht +Bt+1 and ct = bt +ht + ct+1 +Bt+1.
Proof of (ii). Since Ŝt is a minimizer, we must have Mˆrt,n(Ŝt)≥ 0 and Mˆlt,n(Ŝt)≤ 0. From Lemma
1, we know that Mˆrt,n(Ŝt)≤ Mˆlt,n(Ŝt) + ct/n≤ ct/n almost surely. This implies Mˆrt,n(Ŝt) =OP ( 1n),
whence Mˆrt,n(Ŝt) = oP ( 1√n).
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Proof of Lemma 2 By Lemma EC.2, the class Mrt of functions m
r
t,y(d) (see (5.2)) is P -
Donsker. Define the empirical process Gnmrt,y = 1√n
∑n
i=1
(
mrt,y(d
i
t)−Emrt,y(Dt)
)
indexed by mrt,y ∈
Mrt , or equivalently, indexed by y ∈ Θ. Then Gnmrt,y converges weakly to a Gaussian process
in `∞(Θ) (the space of bounded functionals on Θ) which is continuous under the semi-metric
ρ(y1, y2) =
[
E
(
mt,y1(D1)−mt,y2(D1)
)2]1/2
. Since Ŝt→P St by Theorem 1, by Lemma EC.2 there are
ct,1, ct,2 > 0 such that ρ
2(Ŝt, St)≤ ct,1|Ŝt − St|+ ct,2|Ŝt − St|2→P 0. By Lemma EC.3, we conclude
that Gnmrt,Ŝt −Gnm
r
t,S1
= oP (1), i.e.,
1√
n
n∑
i=1
(
mr
t,Ŝt
(di1)−Emrt,Ŝt(D1)
)− 1√
n
n∑
i=1
(
mrt,St(d
i
t)−Emrt,St(Dt)
)→P 0,
which is equivalent to
√
n
(
Mrt,n(Ŝt)−Mrt,n(St)
)
− √n(M′t(Ŝt) −M′t(St)) →P 0. We then apply
Taylor’s expansion to M′t at St and rewrite the above display as
√
nM′′t (St)
(
Ŝt−St
)
=−√nMrt,n(S1) +
√
nMrt,n(Ŝt) + oP (
√
n(Ŝt−St)) + oP (1).
Proof of Lemma 3 By Lemma EC.1, the class Mt = {d 7→ mt,y(d) : y ∈ Θ} is P -Donsker.
Since y 7→mt,y is Lipschitz, both E[mt,ŝ1 −mt,s1 |ŝt]2→P 0 and E[mt,Ŝt −mt,St |Ŝ1]2→P 0. Applying
Lemma EC.3 to the empirical process Gnmt,y gives:
√
n (Mt,n(ŝt)−Mt,n(st))−
√
n (Mt(ŝt)−Mt(st)) = oP (1), (EC.2.3)
√
n
(
Mt,n(Ŝt)−Mt,n(St)
)
−√n
(
Mt(Ŝt)−Mt(St)
)
= oP (1), (EC.2.4)
where Mt,n(y) = 1n
∑n
i=1mt,y(d
i
t) and Mt(y) = Emt,y(Dt). Apply Taylor’s expansion to the second
term on the LHS of (EC.2.3) to see that
√
nM′t(st) (ŝt− st) =
√
n (Mt,n(ŝt)−Mt,n(st)) + oP
(
1 +
√
n(ŝt− st)
)
. (EC.2.5)
As given in (2.10), ŝt is the solution of Mˆt,n(s)−Mˆt,n(Ŝt)−Kt = 0, where Mˆt,n(y) = 1n
∑n
i=1 Mˆt,y(dit)
is defined in (2.8). This means that
√
n
(−Mˆt,n(ŝt)+Mˆt,n(Ŝt)+Kt)= 0, and so we can add zero to
the RHS of the above display. By further telescoping with Mt,n(Ŝt), the RHS of the above display
can be augmented as
√
n
(
−Mt,n(st) +Mt,n(Ŝt) +Kt
)
−√n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
+
√
n
(
Mˆt,n(Ŝt)−Mt,n(Ŝ1)
)
+ oP
(
1 +
√
n(ŝt− st)
)
. (EC.2.6)
Let us look at the first term of the above display. We have M′t(St) = 0 by definition of St, so we
can apply Taylor’s expansion to the second term on the LHS of (EC.2.4) to get
√
n
(
Mt,n(Ŝt)−Mt,n(St)
)
=
√
nM′t(St)
(
Ŝt−St
)
+ oP
(
1 +
√
n(Ŝt−St)
)
,
which is oP (1) because Ŝt−St =OP (n−1/2) by assumption. We conclude by replacing Mt,n(Ŝt) with
Mt,n(St) in the first term of (EC.2.6), and noting that the oP (1) term is absorbed by the last term
in the above display.
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Proof of Theorem 2 Proof of (i): We apply Lemma 2 here. For the terminal period, we
know M′′T (ST ) = (bT + hT )fT (ST ) and MT,n(y) = MˆT,n(y). Because ŜT is a near-zero solution of
MˆrT,n(y) = 0 by Lemma 1, MrT,n(ŜT ) = oP (n−1/2), and so the second term on the RHS of Lemma 2
is oP (1). Substitute mT,y = (bT +hT )I(y− diT ≥ 0)− bT into Lemma 2 to get
− 1√
n
n∑
i=1
[
(bT +hT )I(ST − diT ≥ 0)− bT
]
=
(
bT +hT
)√
nfT (ST )(ŜT −ST ) + oP
(
1 +
√
n(ŜT −ST )
)
.
The LHS is OP (1) by the CLT, which implies
√
n(ŜT − ST ) = OP (1). Thus, the remainder term
in the above display can be replaced by oP (1). Divide both sides of the above display by (bT +
hT )fT (ST ) to see that ŜT is asymptotically linear with influence function
d 7→ 1
fT (ST )
(
I(ST − d≥ 0)− bT
bT +hT
)
.
Proof of (ii): We apply Lemma 3 here. First, we note that MT,n(y) = MˆT,n(y). Then, the third
and fourth terms on the RHS of the expansion in Lemma 3 are zero. Since MT is convex, we
know M′T (sT ) =
(
bT + hT
)
FT (sT )− bT 6= 0, otherwise sT is a global minimizer of MT , which is a
contradiction. Use Lemma 3 to get
√
n(ŝT − sT ) =
√
n
M′T (sT )
(
MT,n(ST )−MT (ST )
)− √n
M′T (sT )
(
MT,n(sT )−MT (sT )
)
+ oP (1 +
√
n(ŝT − sT )).
Then,
√
n(ŝT − sT ) =OP (1) by the CLT and the last term of the above display is negligible.
Proof of Theorem 3 By Theorem 2, we have(√
n (ŝT − sT ) ,
√
n
(
ŜT −ST
))
= (GnϕsT ,GnϕST ) + oP (1), (EC.2.7)
where
ϕsT (DT ) =
1
(bT +hT )FT (sT )− bT (mT,ST (DT )−mT,sT (DT ) +KT ) ,
ϕST (DT ) =
(
I(ST −DT ≥ 0)− bTbT+hT
)
fT (ST )
.
By the CLT, the RHS of (EC.2.7) converges to a two-dimensional normal distribution with covari-
ance matrix Σ2. We then use Slutsky’s lemma to conclude normality.
Next, we show Σˆ2(i, j)→P Σ2(i, j) for i, j = 1,2 as n→+∞. First look at Σˆ11. The class of func-
tions {dT 7→ I(dT ≤ y) : y ∈Θ} is P -Donsker and so FˆT (y) = 1n
∑n
i=1 I(diT ≤ y)→P FT (y) uniformly
in y. As a result, (
bT +hT
)
FˆT (ŝT )− bT =
(
bT +hT
)
FT (ŝT )− bT + oP (1).
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Then, the continuous mapping theorem gives:
(
bT +hT
)
FˆT (ŝT )− bT →P
(
bT +hT
)
FT (sT )− bT . (EC.2.8)
On the other hand, the class of functions {d 7→ (mT,y1(DT ) −mT,y2(DT ) + KT )2 : y1, y2 ∈ Θ} is
P -Donsker by Lemma EC.1, and so
1
n
n∑
i=1
[
mT,ŜT (d
i
T )−mT,ŝT (diT ) +KT
]2
=E
[
mT,ŜT (DT )−mT,ŝT (DT ) +KT
∣∣ŜT , ŝT ]2 + oP (1).
Apply the continuous mapping theorem to the RHS of the above display to see
1
n
n∑
i=1
[
mT,ŜT (d
i
T )−mT,ŝT (diT ) +KT
]2
→P E [mT,ST (DT )−mT,sT (DT ) +KT ]2
= var(mT,ST (DT )−mT,sT (DT )). (EC.2.9)
Combine (EC.2.8) and (EC.2.9) to see Σˆ2(1,1)→P Σ2(1,1). The consistency of Σˆ2(2,2) is due to
our assumption on fˆT . We then consider Σˆ2(1,2) = Σˆ2(2,1). By Lemma EC.1, the class
{d 7→
(
I(d≤ y1)− bT
bT +hT
)
[mT,y1(DT )−mT,y2(DT ) +KT ] : y1, y2 ∈Θ}
is P -Donsker, and so
1
n
n∑
i=1
(
I(diT ≤ ŜT )−
bT
bT +hT
)[
mT,ŜT (d
i
T )−mT,ŝT (diT ) +KT
]
=E
[(
I(DT ≤ ŜT )− bT
bT +hT
)[
mT,ŜT (DT )−mT,ŝT (DT ) +KT
]
|ŜT , ŝT
]
+ oP (1).
By the continuous mapping theorem, the above display is equal to
E
[(
I(DT ≤ ST )− bT
bT +hT
)
[mT,ST (DT )−mT,sT (DT ) +KT ]
]
+ oP (1)
= cov (I(ST −DT ≥ 0),mT,ST (DT )−mT,sT (DT )) + oP (1). (EC.2.10)
Combine the above display, (EC.2.8), and the condition fˆT (ŜT ) →P fT (ST ) to conclude that
Σˆ2(1,2) = Σˆ2(2,1)→P Σ2(1,2) = Σ2(2,1).
EC.2.3. Asymptotic normality of the data-driven policy in the two-period problem
Proof of Lemma 4 For the first part, recall
Mˆr1,n(y) =
1
n
n∑
i=1
(
(b1 +h1)I(y− di1 ≥ 0)− b1 + Mˆr2,n(y− di1)I(y− di1 ≥ ŝ2)
)
,
M˜r1,n(y) =
1
n
n∑
i=1
(
(b1 +h1)I(y− di1 ≥ 0)− b+ Mˆr2,n(y− di1)I(y− di1 ≥ s2)
)
.
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Take the difference to see
√
n
(
Mˆr1,n(y)− M˜r1,n(y)
)
=
1√
n
n∑
i=1
Mˆr2,n(y− di1)
{
I(y− di1 ≥ ŝ2)− I(y− di1 ≥ s2)
}
.
To decouple the sources of variation in the above display, we define:
In(y),
1√
n
n∑
i=1
M′2(y− di1)
(
I(y− di1 ≥ ŝ2)− I(y− di1 ≥ s2)
)
,
IIn(y),
1√
n
n∑
i=1
M′2(s2)
{
I(y− di1 ≥ ŝ2)− I(y− di1 ≥ s2)
}
.
We will show
√
n{Mˆr1,n(y)− M˜r1,n(y)}− In(y) = oP (1) and In(y)− IIn(y) = oP (1), uniformly in y.
It will follow that
√
n
(
Mˆr1,n(y)− M˜r1,n(y)
)
is asymptotically equal to IIn(y) (the first part of this
lemma). Consider the difference between
√
n{Mˆr1,n(y)− M˜r1,n(y)} and In(y):∣∣∣√n(Mˆr1,n(y)− M˜r1,n(y))− In(y)∣∣∣
=
1√
n
∣∣∣ n∑
i=1
{
Mr2,n(y− di1)−M′2(y− di1)
}{I(y− di1 ≥ ŝ2)− I(y− di1 ≥ s2)}∣∣∣
≤ 1√
n
n∑
i=1
∣∣Mr2,n(y− di1)−M′2(y− di1)∣∣ I(y− ŝ2 ∨ s2)<di1 ≤ y− ŝ2 ∧ s2)
≤ sup
u
∣∣∣Mˆr2,n(u)−M′2(u)∣∣∣× 1√n
n∑
i=1
I(y− ŝ2 ∨ s2)<di1 ≤ y− ŝ2 ∧ s2).
The first term on the last line is oP (1) by Lemma EC.2. If the second term is OP (1), then the
entirety of the last line is oP (1). The second term can be rewritten as
1√
n
n∑
i=1
I(y− ŝ2 ∨ s2 <di1 ≤ y− ŝ2 ∧ s2)
=
1√
n
n∑
i=1
I(di1 ≤ y− ŝ2 ∧ s2)−
1√
n
n∑
i=1
I(di1 ≤ y− ŝ2 ∨ s2)
=
1√
n
n∑
i=1
(
I(di1 ≤ y− ŝ2 ∧ s2)−F1(y− ŝ2 ∧ s2)
)− 1√
n
n∑
i=1
(
I(di1 ≤ y− ŝ2 ∨ s2)−F1(y− ŝ2 ∨ s2)
)
+
√
n{F1(y− ŝ2 ∧ s2)−F1(y− ŝ2 ∨ s2)}.
The first two terms in the last equality are equal to 1√
n
∑n
i=1 (I(di1 ≤ y− s2)−F1(y− s2)) + oP (1)
by Lemma EC.3, and thus their difference is oP (1). On the other hand,
√
n(F1(y− ŝ2∧s2)−F1(y−
ŝ2 ∨ s2)) ≤
√
nf1|ŝ2 − s2| is of order OP (1) due to Theorem 3. Then, the above display is OP (1)
and
∣∣∣√n(Mˆr1,n(y)− M˜r1,n(y))− In(y)∣∣∣→P 0, uniformly in y. Next, we show In(y)− IIn(y) is oP (1),
starting with:
|In(y)− IIn(y)|
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=
∣∣∣∣∣ 1√n
n∑
i=1
(
M′2(y− di1)−M′2(s2)
) (
I(y− di1 ≥ ŝ2)− I(y− di1 ≥ s2)
)∣∣∣∣∣
≤ 1√
n
n∑
i=1
∣∣M′2(y− di1)−M′2(s2)∣∣ I(y− ŝ2 ∨ s2)<di1 ≤ y− ŝ2 ∧ s2)
≤ sup
ŝ2∧s2≤u<ŝ2∨s2
|M′2(u)−M′2(s2)| ×
1√
n
n∑
i=1
I(y− ŝt+1 ∨ st+1 <di1 ≤ y− ŝ2 ∧ s2), (EC.2.11)
where the last inequality follows because the summand is nonzero only when ŝt+1 ∨ st+1 > y −
di1 ≥ ŝ2 ∧ s2. The analysis for In above shows that 1√n
∑n
i=1 I(y − ŝ2 ∨ s2 ≤ di1 ≤ y − ŝ2 ∧ s2) is
asymptomatically tight and so it is OP (1), uniformly in y. On the other hand, since M′2 is Lipschitz
with constant L′2 by Lemma EC.2, we can bound the first term of the last line by
sup
ŝ2∧s2≤y<ŝ2∨s2
|M′2(y)−M′2(s2)| ≤L′2 |ŝ2− s2| ,
which is oP (1) because ŝ2 is a consistent estimator by Theorem 1. Thus, In(y)− IIn(y) = oP (1),
uniformly in y. With these results in hand, the triangle inequality yields∣∣∣√n(Mˆr1,n(y)− M˜r1,n(y))− IIn(y)∣∣∣≤ ∣∣∣√n(Mˆr1,n(y)− M˜r1,n(y))− In(y)∣∣∣+ |In(y)− IIn(y)| ,
and both terms on the right are oP (1), uniformly in y, concluding the first part of the lemma.
To prove the second part, it suffices to consider IIn(Ŝ1). By Example 19.6 of van der Vaart
(1998), the class G= {d 7→ I(d≤ y)|y ∈R} is P -Donsker, and ρ2(y, y˜),E[I(D1 ≤ y)− I(D1 ≤ y˜)]2 =
F1(y∨ y˜)−F1(y∧ y˜). By the consistency of Ŝ1 and ŝ2, both ρ(Ŝ1− ŝ2, S1−s2) and ρ(Ŝ1−s2, S1−s2)
converge to zero in probability due to the continuity of F1 in Assumption 1. Lemma EC.3 gives
1√
n
n∑
i=1
(
I(Ŝ1− di1 ≥ ŝ2)− I(Ŝ1− di1 ≥ s2)
)
=
1√
n
n∑
i=1
(
I(Ŝ1− di1 ≥ ŝ2)− I(S1− di1 ≥ s2)
)
− 1√
n
n∑
i=1
(
I(Ŝ1− di1 ≥ s2)− I(S1− di1 ≥ s2)
)
=
√
n
(
F1(Ŝ1− ŝ2)−F1(S1− s2)
)
−√n
(
F1(Ŝ1− s2)−F1(S1− s2)
)
+ oP (1)
=
√
nf1(S1− s2)
(
Ŝ1− ŝ2−S1 + s2
)
−√nf1(S1− s2)
(
Ŝ1−S1
)
+ oP
(
1 +
√
n(Ŝ1−S1)
)
=−√nf1(S1− s2) (ŝ2− s2) + oP
(
1 +
√
n(Ŝ1−S1)
)
,
where the third equality uses Taylor’s expansion and
√
n(ŝ2− s2) =OP (1) by Theorem 3. Then
√
n
(
Mˆr1,n(Ŝ1)− M˜r1,n(Ŝ1)
)
=−√nM′2(s2)f1(S1− s2) (ŝ2− s2) + oP
(
1 +
√
n(Ŝ1−S1)
)
,
where M′2(s2) = (b2 +h2)F2(s2)− b2, as in (5.3), concluding the lemma.
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Proof of Lemma 5. Proof of (i). This is a special case of Lemma (11) for the multi-period
setting which is proved later.
Proof of (ii). By definition of Un(y) and U
H
n (y) in (6.6) and (6.7), we have
√
n
(
Un(y)−UHn (y)
)
=
1
n
√
n
n∑
i=1
n∑
j=1
(
gy(d
i
1, d
j
2)− g(2)y (dj2)
)
.
Consider the function class F(3) , {(d1, d2) 7→ gy(d1, d2) − g(2)y (d2) : y ∈ Θ}. Since F and F(2) are
both Euclidean by the first part of this lemma, F(3) is also Euclidean. Furthermore, we have
E
[
gy(D1, d2)− g(2)y (d2)
]
= g(2)y (d2)− g(2)y (d2) = 0 and E
[
gy(d1,D2)− g(2)y (D2)
]
= g(1)y (d1) = 0 for all
d1, d2, and y. It follows that F
(3) is a degenerate Euclidean class with envelope 2(h2 + b2). We then
apply Theorem 2.5 of Neumeyer (2004) to conclude that
sup
y∈Θ
√
n
(
Un(y)−UHn (y)
)
=OP
(
n−1/2
)
= oP (1).
Proof of Lemma 6 Define x 7→ `θ(x) by `θ(x),E [(I(θ−D1−x≥ 0)−F2(θ−D1)) I(θ−D1 ≥ s2)],
and define the function class G , {x 7→ `θ(x) : θ ∈ Θ}. Every `θ ∈ G is uniformly bounded by 1.
Then, by Lemma EC.4, the mapping θ 7→ `θ(x) is Lipschitz for each fixed x. All the conditions of
Lemma EC.3 hold and so
b2 +h2√
n
n∑
j=1
E
[(
I(Ŝ1−D1− dj2 ≥ 0)−F2(Ŝ1−D1)
)
I(Ŝ1−D1 ≥ s2)
]
=
b2 +h2√
n
n∑
j=1
E
[(
I(S1−D1− dj2 ≥ 0)−F2(S1−D1)
)
I(S1−D1 ≥ s2)
]
+ oP (1).
Proof of Theorem 4 Combining Lemmas 4 and 6 shows that
√
nMr1,n(Ŝ1) =−
√
n
(
Mˆr1,n(Ŝ1)−Mr1,n(Ŝ1)
)
+ oP (1)
=−√n
(
Mˆr1,n(Ŝ1)− M˜r1,n(Ŝ1) + M˜r1,n(Ŝ1)−Mr1,n(Ŝ1)
)
+ oP (1)
=
√
nM′2(s2)f1(S1− s2)(ŝ2− s2)−
√
nUHn (S1) + oP
(
1 +
√
n(Ŝ1−S1)
)
.
By the above display and Lemma 2, we have
√
nM′′1(S1)
(
Ŝ1−S1
)
=− 1√
n
n∑
i=1
(
(b1 +h1)I(S1− di1 ≥ 0)− b+M′2(S1− di1)I(S1− di1 ≥ s2)
)
−√n
(
Mˆr1,n(Ŝ1)−Mr1,n(Ŝ1)
)
+ oP
(
1 +
√
n(Ŝ1−S1)
)
=− 1√
n
n∑
i=1
mr1,S1(d
i
1) +
√
nM′2(s2)f1(S1− s2)(ŝ2− s2)−
√
nUHn (S1)
+ oP
(
1 +
√
n(Ŝ1−S1)
)
. (EC.2.12)
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By Theorem 2 (on the asymptotics of ŝ2) and the fact that M′2(s2) = (b2 +h2)F2(s2)− b2,
((b2 +h2)F2(s2)− b2)
√
n(ŝ2− s2) = 1√
n
n∑
i=1
[
C2(S2, d
i
2)−C2(s2, di2) +K2
]
+ oP (1).
We then obtain the equality
√
nM′′1(S1)
(
Ŝ1−S1
)
=OP (1)+oP
(
1 +
√
n(Ŝ1−S1)
)
by plugging the
above display into (EC.2.12). We can divide both sides by M′′1(S1) 6= 0 to conclude
√
n(Ŝ1−S1) =
OP (1), and replace oP
(
1 +
√
n(Ŝ1−S1)
)
in (EC.2.12) by oP (1) to conclude the theorem.
Proof of Lemma 7 Proof of (i). Recall
M˜1,n(y) =
1
n
n∑
i=1
{
C1(y, d
i
1) + Mˆ2,n(s2)I(y− di1 < s2) + Mˆ2,n(y− di1)I(y− di1 ≥ s2)
}
, (EC.2.13)
from (6.9). We can then decompose Mˆ1,n(y)−M˜1,n(y) by writing
√
n
(
Mˆ1,n(y)− M˜1,n(y)
)
= In(y)+
IIn(y) + IIIn(y), where
In(y) =
Mˆ2,n(ŝ2)√
n
n∑
i=1
I(y− di1 ≤ ŝ2)−
Mˆ2,n(s2)√
n
n∑
i=1
I(y− di1 ≤ ŝ2),
IIn(y) =
Mˆ2,n(s2)√
n
n∑
i=1
I(y− di1 < ŝ2)−
Mˆ2,n(s2)√
n
n∑
i=1
I(y− di1 < s2),
IIIn(y) =
1√
n
n∑
i=1
Mˆ2,n(y− di1)I(y− di1 ≥ ŝ2)−
1√
n
n∑
i=1
Mˆ2,n(y− di1)I(y− di1 ≥ s2).
We first show that IIn(y) + IIIn(y) = oP (1). Rewrite IIn(y) as
IIn(y) =
Mˆ2,n(s2)√
n
n∑
i=1
I(y− di1 ≥ s2)−
Mˆ2,n(s2)√
n
n∑
i=1
I(y− di1 ≥ ŝ2),
to see that
|IIn(y) + IIIn(y)|=
∣∣∣∣∣ 1√n
n∑
i=1
(
Mˆ2,n(y− di1)− Mˆ2,n(s2)
)(
I(y− di1 ≥ ŝ2)− I(y− di1 ≥ s2)
)∣∣∣∣∣ .
Each summand on the right is only nonzero when ŝ2 ∧ s2 ≤ y− di1 ≤ ŝ2 ∨ s2. Therefore, the above
display is upper bounded by
sup
ŝ2∧s2≤u≤ŝ2∨s2
∣∣∣Mˆ2,n(u)− Mˆ2,n(s2)∣∣∣ 1√
n
n∑
i=1
I(y− ŝ2 ∨ s2 ≤ di1 ≤ y− ŝ2 ∧ s2).
Similar to the analysis of (EC.2.11), the above display is oP (1), and so supy∈Θ |IIn(y) + IIIn(y)|=
oP (1). We then decompose In(y) into
In(y) =
√
n{1−F1(y− ŝ2)}
(
Mˆ2,n(ŝ2)− Mˆ2,n(s2)
)
+
(
Mˆ2,n(ŝ2)− Mˆ2,n(s2)
)( 1√
n
n∑
i=1
(
I(y− di1 ≤ ŝ2)− 1 +F1(y− ŝ2)
))
.
EC14 e-companion to Xun Zhang, Zhisheng, Ye, and William Haskell: Data-driven inventory policies
Because {Iu−(x) = I(x < u) : u ∈ R} is P -Donsker, the second term on the second line of the
above display is OP (1), uniformly in y ∈Θ, and so the second line of the above display is oP (1).
Then Lemma EC.3 shows
√
n(Mˆ2,n(ŝ2)− Mˆ2,n(s2)) =
√
nM′2(s2)(ŝ2 − s2) + oP (1), and so In(y) =√
n{1−F1(y− ŝ2)}M′2(s2)(ŝ2− s2) + oP (1). Since |ŝ2− s2| → 0 in probability and F1 is uniformly
continuous, F1(y− ŝ2) can be replaced by F1(y−s2) in the above display with error oP (1), which is
absorbed by the remainder term. Combine the analysis for In(y) and IIn(y)+ IIIn(y) to conclude.
Proof of (ii). Since Mˆ2,n =M2,n, we have the decomposition
1√
n
n∑
i=1
{
Mˆ2,n(s2)−M2(s2)
}
I(y− di1 < s2) =
√
n (M2,n(s2)−M2(s2)){1−F1(y− s2)}
+ (M2,n(s2)−M2(s2)) 1√
n
n∑
i=1
{
I(y− di1 < s2)−{1−F1(y− s2)}
}
.
Because {Iu−(x) = I(x< u) : u∈R} is P -Donsker, the term of the second line of the above display
is OP (1), uniformly in y ∈ Θ, which implies that the second line of the above display is oP (1),
uniformly in y ∈Θ.
Proof of Lemma 8 The first and second parts are a special case of Lemma 15 which is proved
later. For the third part, F˜(2) is P -Donsker by the first part. Since ŝ1 →P s1 and Ŝ1 →P S1, by
Lemma EC.4 we have
E
[(
g˜
(2)
ŝ1
(D2)− g˜(2)s1 (D2)
)2 ∣∣∣ŝ1]→P 0, E[(g˜(2)Ŝ1 (D2)− g˜(2)S1 (D2))2 ∣∣∣Ŝ1
]
→P 0. (EC.2.14)
Apply Lemma EC.3 to conclude
n1/2U˜Hn (ŝ1) =
1√
n
n∑
j=1
g˜
(2)
ŝ1
(dj2)→P
1√
n
n∑
j=1
g˜(2)s1 (d
j
2) = n
1/2U˜Hn (s1),
n1/2U˜Hn (Ŝ1) =
1√
n
n∑
j=1
g˜
(2)
Ŝ1
(dj2)→P
1√
n
n∑
j=1
g˜
(2)
S1
(dj2) = n
1/2U˜Hn (S1).
Proof of Theorem 5 Rewrite the first equation of Lemma 7 using
√
n(M2,n(ŝ2)−M2,n(s2)) =√
nM′2(s2)(ŝ2− s2) + oP (1) by (EC.2.5). Then combine (6.10) and Lemmas 7 and 8 to see:
√
n
(
Mˆ1,n(y)−M1,n(y)
)
=
√
nU˜Hn (y)−
√
n{1−F1(y− s2)}{M2,n(ŝ2)−M2(s2)}+Rn(y),
(EC.2.15)
where supy∈Θ |Rn(y)|= oP (1). On the other hand, ŝ2 is the solution of y 7→M2,n(y)−M2,n(Ŝ2)−
K2 = 0 using the fact that Mˆ2,n =M2,n. Also, s2 is the solution of y 7→M2(y)−M2(S2)−K2 = 0, and
so
√
n (M2,n(ŝ2)−M2(s2)) =
√
n
(
M2,n(Ŝ2)−M2(S2)
)
. Then apply Lemma EC.3 using M′2(S2) = 0
to see
√
nM2,n(Ŝ2) =
√
nM2,n(S2) + oP (1). This reasoning gives the following representation of
Mˆ1,n(y):
√
n
(
Mˆ1,n(y)−M1,n(y)
)
=
√
nU˜Hn (y)−
√
n{1−F1(y− s2)}{M2,n(S2)−M2(S2)}+Rn(y),
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where supy∈Θ |Rn(y)|= oP (1). Substitute the above result into Lemma 3 to see:
√
nM′1(s1) (ŝ1− s1) =−
1√
n
n∑
i=1
(
m1,S1(d
i
1)−m1,s1(di1) +K1
)
+
1√
n
n∑
i=1
(
g˜
(2)
S1
(di2)− g˜(2)s1 (di2)
)
,
−√n
(
F1(Ŝ1− s2)−F1(ŝ1− s2)
)
(M2,n(S2)−M2(S2)) + oP
(
1 +
√
n(ŝ1− s1)
)
.
Since |Ŝ1−S1| →P 0 and |ŝ1−s1| →P 0, and F1 is uniformly continuous, we can replace F1(Ŝ1−s2)
and F1(ŝ1 − s2) in the above display by F1(S1 − s2) and F1(s1 − s2), with error oP (1) absorbed
into the remainder term. Afterwards, the first three terms on the RHS are all OP (1) by the CLT,
and so
√
n(ŝ1− s1) is also OP (1). Subsequently, the remainder term in the above display is oP (1),
concluding the theorem.
Proof of Theorem 6 This follows from the multivariate CLT, together with Slutsky’s lemma.
The variance estimates are given explicitly in Section EC.3.5.
EC.2.4. Asymptotic Normality: Multi-Period without Setup Cost
Proof of Lemma 9 Write
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
√
n
(
Mˆrt,n(y)− M˜rt,n(y)
)
+
√
n
(
M˜rt,n(y)−
Mrt,n(y)
)
, where M˜rt,n(y) extends the definition of M˜r1,n(y) in (6.1) to:
M˜rt,n(y),
1
n
n∑
i=1
(
(bt +ht)I(y− dit ≥ 0)− bt + Mˆrt+1,n(y− dit)I(y− dit ≥ st+1)
)
. (EC.2.16)
By Lemma EC.2, the observation that st+1 = St+1 and M′t+1(St+1) = 0, and the assumption that√
n(Ŝt+1−St+1) =OP (1), we can repeat the proof for the first part of Lemma 4 to show that
√
n
(
Mˆrt,n(y)− M˜rt,n(y)
)
=
1√
n
n∑
i=1
M′t+1(St+1)
(
I(y− dit ≥ Ŝt+1)− I(y− dit ≥ St+1)
)
+Rn(y),
where Rn(y) is uniformly oP (1). Since M′t+1(St+1) = 0, the RHS above is uniformly oP (1), and thus√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
√
n
(
M˜rt,n(y)−Mrt,n(y)
)
+Rn(y) where supy |Rn(y)|= oP (1). Substitute
(EC.2.16) and Mrt,n(y) = 1n
∑n
i=1m
r
t,y(d
i
t) with dt 7→mrt,y(dt) defined in (EC.1.1) to conclude.
Proof of Lemma 10 By using Lemma 9 and telescoping with Mrt+1,n(y− dit), we can write
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
1√
n
n∑
i=1
{
Mˆrt+1,n(y− dit)−Mrt+1,n(y− dit)
}
I(y− dit ≥ St+1)+
1√
n
n∑
i=1
{
Mrt+1,n(y− dit)−M′t+1(y− dit)
}
I(y− dit ≥ St+1) + oP (1),
(EC.2.17)
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where the remainder is uniformly small over y. Recall that Mrt+1,n(y) = 1n
∑n
i=1m
r
t+1,y(d
i
t+1) and
M′t+1(y) =Emrt+1,y(Dt+1), where mrt+1,y(d) = (bt+1 +ht+1)I(y− d≥ 0) +M′t+2(y− d)I(y− d≥ St+2).
We can then rewrite the second term of the RHS of (EC.2.17) as
1
n
√
n
∑
i1,i2
{
M′t+2I[St+2,∞)(y− ditt − dit+1t+1 )−EM′t+2I[St+2,∞)(y− ditt −Dt+1)
}
I(y− ditt ≥ St+1)
+
bt+1 +ht+1
n
√
n
∑
it,it+1
{
I(y− ditt − dit+1t+1 ≥ 0)−Ft+1(y− ditt )
}
I(y− ditt ≥ St+1), (EC.2.18)
which is equal to 1
n
√
n
∑
it,it+1
{ψt,t+1,y(ditt , dit+1t+1 ) + φt,t+1,y(ditt , dit+1t+1 )}. To get the full expansion of
(EC.2.17), we use backward induction. First we verify the lemma holds when t = T − 1. Since
MˆT,n ≡MT,n by definition, the first term on the RHS of (EC.2.17) is zero when t= T −1. Combine
this with (EC.2.18) to see the lemma holds for period T − 1. Next, suppose the lemma holds for
period t˜= t+ 1, t+ 2, · · · , T −1. Then for period t˜= t, the second term on the RHS of (EC.2.17) is
given by (EC.2.18), and so we only need to consider the first term. By the induction hypothesis,
every summand of the first term, after multiplying by
√
n, can be factorized as
√
n
(
Mˆrt+1,n(y)−Mrt+1,n(y)
)
=
T∑
τ=t+2
1
nτ−t−1/2
∑
it+1,··· ,iτ
{ψt+1,τ,y(dit+1t+1 , · · · , diττ ) +φt+1,τ,y(dit+1t+1 , · · · , diττ )},
up to a remainder term that is bounded above by supy |Rn(y)| (since I(t−ditt ≥ St+1)≤ 1). We plug
the above display into (EC.2.17), and rewrite the first term on the RHS of (EC.2.17) as
T∑
τ=t+2
1
nτ−t+1/2
∑
it,··· ,iτ
{ψ
t+1,τ,y−ditt
(d
it+1
t+1 , · · · , diττ ) +φt+1,τ,y−di2t (d
it+1
t+1 , · · · , diττ )}I(y− ditt ≥ St+1) +Rn(y)
(EC.2.19)
where supy |Rn(y)|= oP (1). By definition, we readily find the relations
ψt+1,τ,y−dt(dt+1, · · · , dτ )I(y− dt ≥ St+1) =ψt,τ,y(dt, · · · , dτ ),
φt+1,τ,y−dt(dt+1, · · · , dτ )I(y− dt ≥ St+1) = φt,τ,y(dt, · · · , dτ ),
for all τ ≥ t+ 2. Use these relations to simplify (EC.2.19), and combine the simplified (EC.2.19)
with (EC.2.18) and (EC.2.17) to see that the lemma holds for period t.
Proof of Lemma 11 Here, we show the classes H˜t,τ are Euclidean and the conditions in
Lemma EC.5 hold. Showing that Ht,τ is Euclidean follows similarly, so we omit it here. Note that
|M′τ+1| ≤ B˜τ+1 and M′τ+1 is Lipschitz by Lemma EC.2. We can decompose M′τ+1 into M′+τ+1−M′−τ+1,
where M′+τ+1 =M′τ+1 ∨ 0 and M′−τ+1 = (−M′τ+1) ∧ 0. Both M′+τ+1 and M′−τ+1 are bounded, Lipschitz,
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and of bounded variation. Consider the functions ψ
(1)
t,τ,y : Rτ−t+1 7→ R, ψ(2)t,τ,y : Rτ−t+1 7→ R, and
ψ
(3)
t,y :Rτ−t 7→R given by
ψ
(1)
t,τ,y(dt, · · · , dτ ) = {M′+τ+1I[Sτ+1,+∞)}(y− dt− · · ·− dτ )× I(y− dt− · · ·− dτ−1 ≥ Sτ ) · · · I(y− dt ≥ St+1),
ψ
(1)
t,τ,y(dt, · · · , dτ ) = {M′−τ+1I[Sτ+1,+∞)}(y− dt− · · ·− dτ )× I(y− dt− · · ·− dτ−1 ≥ Sτ ) · · · I(y− dt ≥ St+1),
ψ
(3)
t,τ,y(dt, · · · , dτ−1) =Eψ(1)t,τ,y(dt, · · · , dτ−1,Dτ )−Eψ(2)t,τ,y(dt, · · · , dτ−1,Dτ ).
Based on ψ
(1)
t,τ,y, ψ
(2)
t,τ,y, and ψ
(3)
t,τ,y, define the following three function classes
H˜
(1)
t,τ ,
{
ψ
(1)
t,τ,y : y ∈Θ
}
, H˜
(2)
t,τ ,
{
ψ
(2)
t,τ,y : y ∈Θ
}
H˜
(3)
t,τ ,
{
ψ
(3)
t,τ,y : y ∈Θ
}
.
To show H˜
(1)
t,τ is Euclidean, we observe that ψ
(1)
t,τ,y(dt, · · · , dτ ) is the minimum ofM′+τ+1(y−dt−· · ·−dτ )
and the product of τ − t+1 indicator functions multiplied by B˜τ+1. The product of these indicator
functions, as indexed by y, is a VC class. By Lemma 22 of Nolan and Pollard (1987), the class
of functions (dt, · · · , dτ ) 7→M′+τ+1(y− dt− · · · − dτ ) indexed by y ∈Θ, as a horizontal translation of
M′+τ+1(−dt − · · · − dτ ), is Euclidean. Therefore, H˜(1)t,τ is Euclidean with constant envelope B˜τ+1 by
Lemma 5.3 of Pollard (1990). By the same argument, we can show that H˜
(2)
t,τ is Euclidean with
constant envelope B˜τ+1. As a result, H˜
(3)
t is Euclidean by Corollary 21 of Nolan and Pollard (1987).
Finally, observe that H˜t,τ is a subset of H˜
(1)
t,τ − H˜(2)t,τ − H˜(3)t,τ , and thus is Euclidean. By definition
of ψt,τ,y in (7.1), ψt,τ,y(d
it
t , · · · , diττ ) = ψt+1,τ,y−ditt (d
it+1
t+1 , · · · , diττ )I(y− ditt ≥ St+1) for every τ ≥ t+ 2.
Therefore, all the conditions of Lemma EC.5 are met and the desired result follows.
Proof of Theorem 8 To establish the theorem, we first present the following lemma.
Lemma EC.6. Suppose Assumptions 1 and 2 hold, and fix t ∈ T . Then there exist constants Lˇτ
for t < τ ≤ T such that for all dτ and y1, y2 ∈Θ, we have:
|Eψt,τ,y1(Dt, · · · ,Dτ−1, dτ )−Eψt,τ,y2(Dt, · · · ,Dτ−1, dτ ))| ≤ Lˇτ |y1− y2|,
|Eφt,τ,y1(Dt, · · · ,Dτ−1, dτ )−Eψt,τ,y2(Dt, · · · ,Dτ−1, dτ ))| ≤ Lˇτ |y1− y2|.
Proof. The proof is based on Lemma EC.4. Recall from (7.1) that
ψt,τ,y1(dt, , · · · , dτ ) = (bτ +hτ )(I(y− dt− · · ·− dτ )−Fτ (y− dt− · · ·− dτ−1))gy,dt+1,··· ,dτ (dt),
where gy,dt+1,··· ,dτ (dt) =
∏τ−1
ι=t I(y − d1 − dτ+1 − · · · − dι ≥ Sι+1). It is not difficult to see that
gy,dt+1,··· ,dτ (dt) = I
(
dt ≤ g˜dt+1,··· ,dτ (y)
)
, where g˜dt+1,··· ,dτ (y) = min{y− St+1, y− dt+1 − St+2, · · · , y−
dt+1− · · ·− dτ−1−Sτ}. For any functions x 7→ f(x) and x 7→ g(x), we have∣∣∣min
x
f(x)−min
x
g(x)
∣∣∣≤max
x
|f(x)− g(x)|. (EC.2.20)
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See for instance Remark 2.1 in Haskell et al. (2016). By this fact, for all fixed dt+1, · · · , dτ we have
|g˜dt+1,··· ,dτ (y1)− g˜dt+1,··· ,dτ (y2)| ≤ |y1− y2|, (EC.2.21)
for all y1, y2. On the other hand, I(y− dt− · · ·− dτ )−Fτ (y− dt− · · ·− dτ−1) is bounded by 2 and
E |I(y1−Dt− dt+1− · · ·− dτ )− I(y2−Dt− dt+1− · · ·− dτ )| ≤ f1|y1− y2|,
E |Fτ (y1−Dt− dt+1− · · ·− dτ−1)−Fτ (y2−Dt− dt+1− · · ·− dτ−1)| ≤ f1|y1− y2|,
by Assumption 1. The conditions in Lemma EC.4 hold and so there exists Lˇτ such that
E|ψt,τ,y1(Dt, dt+1, · · · , dτ )−ψt,τ,y2(Dt, dt+1, · · · , dτ ))| ≤ Lˇτ |y1− y2|.
The above inequality is valid for all dt+1 · · · , dτ , it still holds if we replace dτ+1, · · · , dτ by
Dt+1, · · · ,Dτ . Now take expectation of the LHS over Dt+1, · · · ,Dτ , and use Jensen’s inequality to
conclude the first inequality of the lemma, the second follows by the same reasoning. 
Returning to the proof of Theorem 8, we combine Lemmas 10 and 11 to see that
√
n
(
Mˆrt,n(Ŝt)−Mrt,n(Ŝt)
)
=
1√
n
n∑
i=1
T∑
τ=t+1
E
{
ψt,τ,Ŝt(Dt, · · · ,Dτ−1, diτ )+
ψt,τ,Ŝt(Dt, · · · ,Dτ−1, diτ )
}
+ oP (1). (EC.2.22)
Consider the function classes {dτ 7→ φ(τ)t,τ,y(dτ ) : y ∈ Θ} and {dτ 7→ ψ(τ)t,τ,y(dτ ) : y ∈ Θ}, where
φ
(τ)
t,τ,y(dτ ) , Eφt,τ,y(Dt, · · · ,Dτ−1, dτ ) and ψ(τ)t,τ,y(dτ ) , Eφt,τ,y(Dt, · · · ,Dτ−1, dτ ). In view of Lemma
EC.6, we use Example 19.7 of van der Vaart (1998) to see that both classes are P -Donsker. Lemma
EC.6 also implies ρ2(y1, y2)≤ supdτ
(
ψ
(τ)
t,τ,y1
−ψ(τ)t,τ,y2
)2 ≤ Lˇ2τ (y1−y2)2 for ρ2(y1, y2),E(ψ(τ)t,τ,y1(Dτ )−
ψ
(τ)
t,τ,y2
(Dτ )
)2
. Since Ŝt→P St by Theorem 1, the above display implies ρ2(Ŝt, St)→P 0. Repeat this
argument for {dt 7→ψ(τ)t,τ,y(dτ ) : y ∈Θ}, then apply Lemma EC.3 to the RHS of (EC.2.22) to see
√
n
(
Mˆrt,n(Ŝt)−Mrt,n(Ŝt)
)
=
1√
n
n∑
i=1
T∑
τ=t+1
E
{
ψt,τ,St(Dt, · · · ,Dτ−1, diτ )+
φt,τ,St(Dt, · · · ,Dτ−1, diτ )
}
+ oP (1).
Finally, plug the above display back into the RHS of Lemma 2 to conclude.
Proof of Theorem 9 When there is no setup cost, we have st = St and so Theorem 4 applies
to periods T and T − 1. By assumption, M′′T−1(ST−1) 6= 0 and M′′T (ST ) 6= 0. The asymptotic joint
normality of
√
n(ŜT−1 − ST−1) and
√
n(ŜT − ST ) has been shown in Theorem 4 for influence
functions ϕST−1 and ϕ
S
T , respectively, which implies
√
n(Ŝt−St) =OP (1) for t= T − 1 and t= T .
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Next, suppose
√
n(Ŝτ −Sτ ) is asymptotically normal with influence functions ϕSτ for τ = t+1, t+
2, · · · , T . We have √n(Ŝτ −Sτ ) =OP (1) for τ = t+ 1, t+ 2, · · · , T , and so we can apply Theorem 8
to see that
√
nM′′t (St)
(
Ŝt−St
)
=
1√
n
n∑
i=1
M′′t (St)ϕSt (dit, dit+1, · · · , diT ) + oP
(
1 +
√
n(Ŝt−St)
)
=M′′t (St)GnϕSt + oP
(
1 +
√
n(Ŝt−St)
)
.
Since M′′t (St) 6= 0 by assumption, we can apply the CLT to conclude that
√
n(Ŝt − St) = OP (1).
Plug this to the above to see
√
n(Ŝt−St) is asymptotically normal with influence function ϕSt . The
function class {ϕS1 ,ϕS2 , · · · ,ϕST} is trivially P -Donsker, and thus the theorem holds.
EC.2.5. Asymptotic Normality: Multi-Period with Setup Cost
Proof of Lemma 12 We begin with the following preliminary result.
Lemma EC.7. Suppose Assumptions 1 and 2 hold, and
√
n(ŝt+1− st+1) =OP (1). Then
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
1√
n
n∑
i=1
(
Mˆrt+1,n(y− dit)−M′t+1(y− dit)
)
I(y− dit ≥ st+1)
+
M′t+1(st+1)√
n
n∑
i=1
(
I(y− dit ≥ ŝt+1)− I(y− dit ≥ st+1)
)
+Rn(y),
where supy∈Θ |Rn(y)|= oP (1).
Proof. Telescope using M˜rt,n(y) in (EC.2.16) to see
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
=
√
n
{
Mˆrt,n(y)− M˜rt,n(y)
}
+
√
n
{
M˜rt,n(y)−Mrt,n(y)
}
. (EC.2.23)
Since
√
n(ŝt+1− st+1) =OP (1), we can repeat the proof for the first part of Lemma 4 to get
√
n
(
Mˆrt,n(y)− M˜rt,n(y)
)
−M
′
t+1(st+1)√
n
n∑
i=1
(
I(y− dit ≥ ŝt+1)− I(y− dit ≥ st+1)
)→P 0,
uniformly in y. On the other hand, we have
√
n
(
M˜rt,n(y)−Mrt,n(y)
)
=
1√
n
n∑
i=1
(
Mˆrt+1(y− dit)−M′t+1(y− dit)
)
I(y− dit ≥ st+1)
by using the expressions of M˜rt,n(y) in (EC.2.16) andmrt,y(dt) in (EC.1.1), and the equalityMrt,n(y) =
1
n
∑n
i=1m
r
t,y(d
i
t). This concludes the lemma. 
Returning to the proof of Lemma 12, we see the RHS of the above lemma has an additional term
M′t+1(st+1)√
n
n∑
i=1
(
I(y− dit ≥ ŝt+1)− I(y− dit ≥ st+1)
)
, (EC.2.24)
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compared to Lemma 9. This is because the derivative M′t+1(st+1) is zero without setup costs, but
is generally nonzero with setup costs. As with Lemma EC.7, we recursively expand
√
n
(
Mˆrt,n(y)−
Mrt,n(y)
)
as a sum of U -processes. Now, an additional term similar to (EC.2.24) surfaces in every
recursion of the expansion. For the functions χt,τ,y,x defined in (7.8), we define the following function
which captures the additional error from the nonzero derivatives:
∆t,T (y),
T−1∑
τ=t
∑
it,··· ,iτ
M′τ+1(sτ+1)
nτ−t+1/2
{
χt,τ,y,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,y,tsτ+1(ditt , · · · , diττ )
}
. (EC.2.25)
Compared to Lemma 10, there is one additional term ∆t,T (y) in the representation of√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
with setup costs. The proof of this lemma is similar to the proof of Lemma
10. First, use Lemma EC.7 and telescope with Mrt+1,n to see
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
= In,t(y) + IIn,t(y) + IIIn,t(y) +Rn(y),
where supy∈Θ |Rn(y)|= oP (1), and
In,t(y) =
1√
n
n∑
i=1
{
Mˆrt+1,n(y− dit)−Mrt+1,n(y− dit)
}
I(y− dit ≥ st+1),
IIn,t(y) =
1√
n
n∑
i=1
{
Mrt+1,n(y− dit)−M′t+1(y− dit)
}
I(y− dit ≥ st+1),
IIIn,t(y) =
1√
n
n∑
i=1
M′t+1(st+1)
{
I(y− dit ≥ ŝt+1)− I(y− dit ≥ st+1)
}
.
Using the definition of Mrt+1,n(y) = 1n
∑n
it+1=1
mrt+1,y(d
it+1
t+1 ) with m
r
t+1,y in (EC.1.1) as well as the
definition of M′t+1 in (5.3), we can rewrite IIn,t(y) above as
1
n
√
n
∑
it,it+1
(
M′t+2I[st+2,+∞)(y− ditt − dit+1t+1 )−EM′t+2I[st+2,+∞)(y− ditt −Dt+1)
)
I(y− ditt ≥ st+1)
+
bt+1 +ht+1
n
√
n
∑
it,it+1
{
I(y− ditt − dit+1t+1 ≥ 0)−Ft+1(y− ditt )
}
I(y− ditt ≥ st+1), (EC.2.26)
which is equal to 1
n
√
n
∑
it,it+1
{ψt,t+1,y(ditt , dit+1t+1 ) +φt,t+1,y(ditt , dit+1t+1 )}. Next, induction is used. First
consider period t˜ = T − 1. Since MˆT,n ≡ MT,n by definition, In,t(y) is zero when t = T − 1. In
addition, IIIn,t(y) is equal to the first term on the RHS of (7.9) by definition when t = T − 1.
Combine this with (EC.2.26) to see the lemma holds for period T − 1. Next, suppose the lemma
holds for period t˜ = t + 1, t + 2, · · · , T − 1, and consider period t˜ = t. For period t ≤ T − 2, the
computations in (EC.2.26) still hold. Then we use (EC.2.26) to rewrite
√
n
(
Mˆrt,n(y)−Mrt,n(y)
)
as
In,t(y) +
1
n
√
n
∑
it,it+1
(
ψt,t+1,y(d
it
t , d
it+1
t+1 ) +φt,t+1,y(d
it
t , d
it+1
t+1 )
)
+ IIIn,t(y) +Rn(y). (EC.2.27)
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The term In,t(y) can be further expanded by induction (the procedure is similar to the Lemma
(10), see e.g. (EC.2.19)). We then arrive at the following result:
In,t(y) =
T−1∑
τ=t+1
1
nτ−t+1/2
∑
it,··· ,iτ
M′τ+1(sτ+1)
(
χt,τ,y,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,y,sτ+1(ditt , · · · , diττ )
)
+
T∑
τ=t+2
1
nτ−t+1/2
∑
it,··· ,iτ
(
ψt,τ,y(d
it
t , · · · , diττ +φt,τ,y(ditt , · · · , diττ )
)
+Rn(y),
where supy∈Θ |Rn(y)|= oP (1). The sum of the first term on the RHS above and IIIn,t(y) is equal
to ∆t,T in (EC.2.25). We plug the above display into the first term of (EC.2.27) to see (7.9) holds.
Proof of Lemma 13 We apply Lemma EC.5 here. Recall from (7.8) that:
χt,τ,y,x(dt, · · · , dτ ) = I(y− dt− · · ·− dτ ≥ x)×
τ−1∏
ι=t
I(y− dt− dt+1− · · ·− dι ≥ sι+1).
The function class {I(y−dt−· · ·−dτ ≥ x) : y,x∈Θ } is a bounded Euclidean class for all (t, τ) pairs.
In addition, I(y−dt−· · ·−dτ ≥ x) = I{(y− dt)− dt+1− · · ·− dτ ≥ x)}. Therefore, the conditions of
Lemma EC.5 are satisfied and the first part holds. For the second part, recall from (EC.2.25) that:
∆t,T (Ŝt) =
T−1∑
τ=t
∑
it,··· ,iτ
M′τ+1(sτ+1)
nτ−t+1/2
{
χt,τ,Ŝt,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,Ŝt,sτ+1(d
it
t , · · · , diττ )
}
. (EC.2.28)
There are T − τ summands on the RHS. Consider the first summand which corresponds to t= τ .
By definition of χt,τ,y,x in (7.8), it is
M′t+1(st+1)√
n
n∑
it=1
(
I(Ŝt− ditt ≥ ŝt+1)− I(Ŝt− ditt ≥ st+1)
)
.
Under the condition
√
n (ŝτ − sτ ) = OP (1) for all t+ 1 ≤ τ ≤ T , we can repeat the proof of the
second part of Lemma 4 to see the above display equals −√nM′t+1(st+1)ft(St−st+1)(ŝt+1−st+1) +
oP (1+
√
n(Ŝt−St)). Using
˜
χt,τ (x, y) =M′τ+1(sτ+1)Eχt,τ,y,x defined in (7.10), the above display also
equals
˜
χ˙t,t(St, st+1)
√
n(ŝt+1 − st+1) where we recall
˜
χ˙t,t(x, y) =
∂
∂y
˜
χt,t(x, y). The other T − τ − 1
summands on the RHS of (EC.2.28) correspond to t+ 1≤ τ ≤ T − 1. For each t+ 1≤ τ ≤ T − 1,
the summand is
M′τ+1(sτ+1)
nτ−t+1/2
∑
it,··· ,iτ
{
χt,τ,Ŝt,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,Ŝt,sτ+1(d
it
t , · · · , diττ )
}
. (EC.2.29)
For all t≤ j ≤ τ , define the function class {dj 7→ χ¯(j)x,y(dj) : x, y ∈Θ} where
χ¯(j)x,y(dj),M′τ+1(sτ+1)Eχt,τ,y,x(Dt,Dt+1, · · · ,Dj−1, dj,Dj+1, · · · ,Dτ ). (EC.2.30)
EC22 e-companion to Xun Zhang, Zhisheng, Ye, and William Haskell: Data-driven inventory policies
In view of the first part of Lemma 13, (EC.2.29) can be expressed as
M′τ+1(sτ+1)
nτ−t+1/2
∑
it,··· ,iτ
{
χt,τ,Ŝt,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,Ŝt,sτ+1(d
it
t , · · · , diττ )
}
=
τ∑
j=t
(
Gnχ¯(j)Ŝt,ŝτ+1 −Gnχ¯
(j)
Ŝt,sτ+1
)
+
√
n
(
˜
χt,τ (Ŝt, ŝτ+1)−
˜
χt,τ (Ŝt, sτ+1)
)
+ oP (1), (EC.2.31)
where
˜
χt,τ (x, y) =M′τ+1(sτ+1)Eχt,τ,y,x is defined in (7.10). By telescoping with
˜
χt,τ (St, sτ+1), the
last term of the RHS of (EC.2.31) can be expressed as
√
n
(
˜
χt,τ (Ŝt, ŝτ+1)−
˜
χt,τ (St, sτ+1)
)
−√n
(
˜
χt,τ (Ŝt, sτ+1)−
˜
χt,τ (St, sτ+1)
)
. (EC.2.32)
Using Taylor’s expansion for the first term in the above display gives:
√
n
(
˜
χt,τ (Ŝt, ŝτ+1)−
˜
χt,τ (St, sτ+1)
)
=
√
n
(
∂
∂x˜
χt,τ (St, sτ+1),
˜
χ˙t,τ (St, sτ+1)
)(
Ŝt−St
ŝτ+1− sτ+1
)
+ oP (
√
n|Ŝt−St|+
√
n|sτ+1− sτ+1|),
where we recall
˜
χ˙t,τ (x, y) =
∂
∂y
˜
χt,τ (x, y). Similarly, we can perform Taylor’s expansion on the second
term of (EC.2.32). Take the difference of these two expansions and use
√
n(ŝτ+1 − sτ+1) =OP (1)
to write (EC.2.32) as
√
n
˜
χ˙t,τ (St, sτ+1)(ŝτ+1− sτ+1) + oP (1 +
√
n(Ŝt−St)). (EC.2.33)
Next, we show that the first τ − t+1 summands on the RHS of (EC.2.31) are of order oP (1). Recall
{χ¯(j)x,y(dj) =M′τ+1(sτ+1)Eχt,τ,y,x(Dt, · · · ,Dj−1, dj,Dj+1, · · · ,Dτ ) : x, y ∈Θ},
is defined in (EC.2.30) for t≤ j ≤ τ . Since {χt,τ,y,x : y,x ∈Θ} is Euclidean by the first part of this
lemma, this class is Euclidean and bounded by |M′τ+1(sτ+1)| by Corollary 21 of Nolan and Pollard
(1987). Thus, it is also P -Donsker (bounded by |M′τ+1(sτ+1)|). By (7.8), we have
χt,τ,y,x(dt, · · · , dτ ) = I(y− dt− · · ·− dτ ≥ x)gy,dt+1,··· ,dτ (dt), (EC.2.34)
where gy,dt+1,··· ,dτ (dt) =
∏τ−1
ι=t I(y − dt − · · · − dι ≥ sι+1). Similar to (EC.2.21), we know
gy,dt+1,··· ,dτ (dt) = I
(
dt ≤ g˜dt+1,··· ,dτ (y)
)
where g˜dt+1,··· ,dτ (y) = min{y − st+1, y − dt+1 − st+2, · · · , y −
dt+1− · · ·− dτ−1− sτ} and |g˜dt+1,··· ,dτ (y1)− g˜dt+1,··· ,dτ (y2)| ≤ |y1− y2|. On the other hand, Assump-
tion 1 implies E|I(y1−Dt−dt+1−· · ·−dτ ≥ x1)− I(y2−Dt−dt+1−· · ·−dt ≥ x2)|2 ≤ f1(|y1− y2|+
|x1− x2|) where f1 is an upper bound of the PDF of D1. In view of (EC.2.34) and arguing as in
Lemma EC.4, there exists a constant Lχ such that
E|χt,τ,y1,x1(Dt, dt+1, · · · , dτ )−χt,τ,y2,x2(Dt, dt+1, · · · , dτ )|2 ≤Lχ (|y1− y2|+ |x1−x2|) .
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The above inequality is valid for all dt+1, · · · , dτ , and still holds if we replace dt+1, · · · , dτ
by Dt+1, · · · ,Dτ . Recall χ¯(j)x,y(dj) = M′τ+1(sτ+1)Eχt,τ,y,x(Dt, · · · ,Dj−1, dj,Dj+1, · · · ,Dτ ) and use
Jensen’s inequality to get{
χ¯(j)x1,y1(dj)− χ¯(j)x2,y2(dj)
}2
/|Mτ+1(sτ+1)|2
= |E (χt,τ,y1,x1(Dt, · · · ,Dj−1, dj,Dj+1, · · · ,Dτ )−χt,τ,y2,x2(Dt, · · · ,Dj−1, dj,Dj+1, · · · ,Dτ ))|2
≤E|χt,τ,y1,x1(Dt, · · · ,Dj−1, dj,Dj+1, · · · ,Dτ )−χt,τ,y2,x2(Dt, · · · ,Dj−1, dj,Dj+1, · · · ,Dτ )|2,
for all t≤ j ≤ τ. Take expectation over Dj on the LHS to see
E
(
χ¯(j)x1,y1(Dj)− χ¯(j)x2,y2(Dj)
)2 ≤ |Mτ+1(sτ+1)|2E|χt,τ,y1,x1(Dt, · · · ,Dτ )−χt,τ,y2,x2(Dt, · · · ,Dτ )|2
≤ |Mτ+1(sτ+1)|2Lχ (|y1− y2|+ |x1−x2|) .
Since Ŝt →P St and ŝτ+1 →P sτ+1, the above display implies that both ρ2j(Ŝt, ŝτ+1, St, sτ+1)
and ρ2j(Ŝt, sτ+1, St, sτ+1) converge to zero in probability where ρ
2
j(x1, y1, x2, y2) ,
E
(
χ¯(j)x1,y1(Dj)− χ¯(j)x2,y2(Dj)
)2
for all t≤ j ≤ τ . Telescope with Gnχ¯(j)St,sτ+1 and use Lemma EC.3 to
see
Gnχ¯(j)Ŝt,ŝτ+1 −Gnχ¯
(j)
Ŝt,sτ+1
=Gnχ¯(j)Ŝt,ŝτ+1 −Gnχ¯
(j)
St,sτ+1
+Gnχ¯(j)St,sτ+1 −Gnχ¯
(j)
Ŝt,sτ+1
→P 0,
for all 1≤ j ≤ t. Combining (EC.2.31) and (EC.2.33), for arbitrary t+ 1≤ τ ≤ T − 1 we have
M′τ+1(sτ+1)
nτ−t+1/2
∑
it,··· ,iτ
{
χt,τ,Ŝt,ŝτ+1(d
it
t , · · · , diττ )−χt,τ,Ŝt,sτ+1(d
it
t , · · · , diττ )
}
=
√
n
˜
χ˙t,τ (St, sτ+1)(ŝτ+1− sτ+1) + oP
(
1 +
√
n
(
Ŝt−St)
))
.
We conclude by plugging the above display into the summands on the RHS of (EC.2.28).
Proof of Lemma 14 We define M˜t,n which extends the definition of M˜1,n in (6.9):
M˜t,n(y) =
1
n
n∑
i=1
{
Ct(y, d
i
t) + Mˆt+1,n(st+1)I(y− dit < st+1) + Mˆt+1,n(y− dit)I(y− dit ≥ st+1)
}
,
and we decompose
√
n
(
Mˆt,n(y)−Mt,n(y)
)
as
√
n
(
Mˆt,n(y)−Mt,n(y)
)
=
√
n
(
Mˆt,n(y)− M˜t,n(y)
)
+
√
n
(
M˜t,n(y)−Mt,n(y)
)
.
Under the assumption that
√
n(ŝt+1− st+1) =OP (1), the proof of Lemma 7 extends here and it is
only necessary to replace ŝ2 with ŝt+1. Use
√
n(Mt+1,n(ŝt+1)−Mt+1,n(st+1)) =
√
nM′t+1(st+1)(ŝt+1−
st+1)+oP (1) in (EC.2.5) to rewrite the first equation of Lemma 7. Then, combine the two equations
of Lemma 7 and use the explicit expression of M˜t,n(y) above and Mt,n in (4.1) to see
√
n
(
Mˆt,n(y)−Mt,n(y)
)
= {1−Ft(y− st+1)}
√
n
(
Mˆt+1(ŝt+1)−Mt+1(st+1)
)
+
1√
n
n∑
i=1
(
Mˆt+1,n(y− dit)−Mt+1(y− dit)
)
I(y− dit ≥ st+1) +Rn(y).
where supy∈Θ |Rn(y)|= oP (1).
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Proof of Lemma 15 Define the following functions:
Φt,τ,y(dt, · · · , dτ ),Mτ+1(sτ+1)I (y− dt− dτ+1− · · ·− dτ < sτ+1)× I(y− dt− · · ·− dτ−1 ≥ sτ )× · · ·
× I(y− dt− dt+1 ≥ st+2)× I(y− dt ≥ st+1), (EC.2.35)
Λt,τ,y(dt, · · · , dτ ),Mτ+1(y− dt− dt+1− · · ·− dτ )× I(y− dt− · · ·− dτ−1 ≥ sτ )× · · ·
× I(y− dt− dt+1 ≥ st+2)× I(y− dt ≥ st+1), (EC.2.36)
Πt,τ,y(dt, · · · , dτ ),
(
bτ (dτ + · · ·+ dt− y)+ +hτ (y− dt− · · ·− dτ )+
)× I(y− dt− · · ·− dτ−1 ≥ sτ )× · · ·
× I(y− dt− dt+1 ≥ st+2)× I(y− dt ≥ st+1), (EC.2.37)
δt,T (y), {1−Ft(y− st+1)}
√
n
(
Mˆt+1,n(ŝt+1)−Mt+1(st+1)
)
+
EΦt,t+1,y(Dt,Dt+1)
Mt+2(st+2)
√
n
(
Mˆt+2,n(ŝt+2)−Mt+2(st+2)
)
+ · · ·
+
EΦt,T−1,y(Dt,, · · · ,DT−1)
MT (sT )
√
n
(
MˆT,n(ŝT )−MT (sT )
)
. (EC.2.38)
By definition, we have Ψt,τ,y = Φt,τ,y + Πt,τ,y + Λt,τ,y, where Ψt,τ,y is defined in (7.12). In view of
the definition of Φt,τ above, δt,T (y) also satisfies:
δt,T (y) =
T−1∑
τ=t
{√
n
(
Mˆτ+1,n(ŝτ+1)−Mt+1(st+1)
)
EI(y−Dt− · · ·−Dτ < st+1)
×
τ−1∏
ι=t
I (y−Dt− · · ·−Dι ≥ sι+1)
}
. (EC.2.39)
The product in the last line is defined to be one if t= τ . Returning to the proof the lemma, the
proof is decomposed into three steps.
Step one. In this step, we establish the following equality for all t∈ T0:
T∑
τ=t+1
1
nτ−t+1/2
∑
it,··· ,iτ
(
Ψt,τ,y(d
it
t , · · · , diττ )−EΨt,τ,y(ditt , · · · , diτ−1τ−1 ,Dτ )
)
=
1√
n
n∑
i=1
T∑
τ=t+1
(
EΨt,τ,y(Dt, · · · ,Dτ−1, diτ )−EΨt,τ,y(Dt, · · · ,Dτ )
)
+Rn(y).
It suffices to show that the three function classes Fˇ
(1)
t,τ , {Πt,τ,y(ditt , dit+1t+1 , · · · , dττ ) : y ∈ Θ}, Fˇ(2)t,τ ,
{Φt,τ,y(ditt , dit+1t+1 , · · · , dττ ) : y ∈ Θ}, and Fˇ(3)t,τ , {Λt,τ,y(ditt , dit+1t+1 , · · · , dττ ) : y ∈ Θ} are Euclidean. Take
Fˇ
(3)
t,τ for example, and recall
Λt,τ,y(dt, · · · , dτ ) =Mτ+1(y− dt− · · ·− dτ )× I(y− dt− · · ·− dτ ≥ sτ+1)× · · ·× I(y− dt ≥ st+1)
from (EC.2.36). Both the parameter y and the demand d lie within a compact set by Assumption
1, and thus there exists a constant M τ+1 such that 0≤Mτ (·)≤M τ+1. To show Fˇ(3)t,τ is Euclidean,
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by definition Λt,τ,y(dt, · · · , dτ ) is the minimum of Mτ+1(y−dt−· · ·−dτ ) and the product of τ − t+1
indicator functions multiplied by M τ+1. The product of these indicator functions, as indexed by
y, is a VC class. By Lemma 22 of Nolan and Pollard (1987), the class of functions (dt, · · · , dτ ) 7→
Mτ+1(y − dt − · · · − dτ ) indexed by y ∈ Θ, as a horizontal translation of Mτ+1(−dt − · · · − dτ ), is
Euclidean. Therefore, Fˇ
(3)
t,τ is Euclidean with envelope M τ+1 by Lemma 5.3 of Pollard (1990). The
analysis for Fˇ
(2)
t,τ and Fˇ
(1)
t,τ is similar and is omitted, and the rest of the argument follows Lemma 11.
Step two. Next, we establish the following equality for all t∈ T0.
√
n
(
Mˆt,n(y)−Mt,n(y)
)
=
T∑
τ=t+1
1
nτ−t+1/2
∑
it,··· ,iτ
(
Ψt,τ,y(d
it
t , · · · , diττ )−EΨt,τ,y(ditt , · · · , diτ−1τ−1 ,Dτ )
)
+ δt,T +Rn(y). (EC.2.40)
The first term on the RHS has been analyzed in the first step and the second term is δt,T in
(EC.2.39). Use Lemma 14 and telescope with Mt+1,n to write
√
n
(
Mˆt,n(y)−Mt,n(y)
)
=In,t(y) + IIn,t(y) + IIIn,t(y) +Rn(y), (EC.2.41)
where supy∈Θ |Rn(y)|= oP (1), and
In,t(y) =
1√
n
n∑
i=1
(
Mˆt+1,n(y− dit)−Mt+1,n(y− dit)
)
I(y− dit ≥ st+1),
IIn,t(y) =
1√
n
n∑
i=1
(
Mt+1,n(y− dit)−Mt+1(y− dit)
)
I(y− dit ≥ st+1),
IIIn,t(y) ={1−Ft(y− st+1)}
√
n
(
Mˆt+1(ŝt+1)−Mt+1(st+1)
)
.
Using the expression of Ψt,t+1 in (7.12) and the expressions of Mt+1,n and Mt+1 given in (4.1) and
(2.7), IIn,t(y) satisfies
IIn,t(y) =
1
n
√
n
∑
it,it+1
(
Ψt,t+1,y(d
it
t , d
it+1
t+1 )−EΨt,t+1,y(ditt ,Dt+1)
)
. (EC.2.42)
To get the full expansion of
√
n
(
Mˆt,n(y)−Mt,n(y)
)
, we use backward induction and first establish
(EC.2.40) for period t˜ = T − 1. Since MˆT,n ≡MT,n by definition, In,t(y) is zero when t = T − 1.
In addition, IIIn,t(y) is equal to δt,T when t = T − 1. Combine this with (EC.2.42) to see that
(EC.2.40) holds for period T − 1.
Next, suppose (EC.2.40) holds for period t˜ = t+ 1, · · · , T − 1 and consider period t˜ = t. When
t ≤ T − 2, IIn,t(y) can be replaced by the RHS of (EC.2.42). On the other hand, In,t(y) can be
expanded by induction (similar to Lemma 10, see e.g. (EC.2.19)). We arrive at:
In,t(y) =
T∑
τ=t+2
1
nτ−t+1/2
∑
it,··· ,iτ
(
Ψt,τ,y(d
it
t , · · · , diττ )−EΨt,τ,y(ditt , · · · , diτ−1τ−1 ,Dτ
)
+
1
n
n∑
it=1
δt+1,T (y− ditt )I(y− ditt ≥ st+1) +Rn(y), (EC.2.43)
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where supy |Rn(y)| = oP (1). Combining (EC.2.42) and (EC.2.43), we can rewrite the RHS of
(EC.2.41) as
T∑
τ=t+1
1
nτ−t+1/2
∑
it,··· ,iτ
(
Ψt,τ,y(d
it
t , · · · , diττ )−EΨt,τ,y(ditt , · · · , diτ−1τ−1 ,Dτ
)
+
1
n
n∑
it=1
δt+1,T (y− ditt )I(y− ditt ≥ st+1) + IIIn,t(y) +Rn(y). (EC.2.44)
To conclude this part, we show the sum of the second and third terms above is δt,T (y) in (EC.2.39).
Recall from (EC.2.38) that δt+1,T (y) is equal to
{1−Ft+1(y− st+2)}
√
n
(
Mˆt+2,n(ŝt+2)−Mt+2(st+2)
)
+
T−1∑
τ=t+2
EΦt+1,τ,y(Dt+1, · · · ,Dτ )
Mτ (sτ )
√
n
(
Mˆτ+1,n(ŝτ+1)−Mτ+1(sτ+1)
)
,
and thus 1
n
∑n
it=1
δt+1,T (y− di1t )I(y− ditt ≥ st+1) is equal to[
1
n
n∑
it=1
{1−Ft+1(y− ditt − st+2)}I(y− ditt ≥ st+1)
]
√
n
(
Mˆt+2,n(ŝt+2)−Mt+2(st+2)
)
+
T−1∑
τ=t+2
[
1
n
n∑
it=1
EΦ
t+1,τ,y−ditt
(Dt+1, · · · ,Dτ )I(y− ditt ≥ st+1)
]
√
n
(
Mˆτ+1,n(ŝτ+1)−Mτ+1(sτ+1)
)
Mτ+1(sτ+1)
.
(EC.2.45)
By step one of the proof, the function class {dt 7→EΦt,τ,y(dt,Dt+1, · · · ,Dτ ), y ∈Θ} is Euclidean by
Corollary 21 of Nolan and Pollard (1987), and so it is also P -Donsker. It follows that
1
n
n∑
it=1
EΦ
t+1,τ,y−ditt
(Dt+1, · · · ,Dτ )I(y− ditt ≥ st+1) =
1
n
n∑
it=1
EΦt,τ,y(ditt ,Dt+1, · · · ,Dτ )
→P EΦt,τ,y(Dt, · · · ,Dτ ), (EC.2.46)
uniformly in y. The first equality is by definition of Φt,τ,y in (EC.2.35). On the other hand, by
definition of Φt,t+1,y in (EC.2.35), we have
1
n
n∑
it=1
{1−Ft+1(y− ditt − st+2)}I(y− ditt ≥ st+1) =
1
n
n∑
it=1
EΦt,t+1,y(ditt ,Dt+1)
Mt+2(st+2)
→P EΦt,t+1,y(Dt,Dt+1)Mt+2(st+2)
(EC.2.47)
uniformly in y. Combine the above display and (EC.2.46), and then use
√
n
(
Mˆτ,n(ŝτ )−Mτ (sτ )
)
=
OP (1) for all τ ≥ t+ 2 to express the RHS of (EC.2.45) as
T−1∑
τ=t+1
EΦt,τ,y(Dt, · · · ,Dτ )
Mτ+1(sτ+1)
√
n
(
Mˆτ+1,n(ŝτ+1)−Mτ+1(sτ+1)
)
+Rn(y),
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where supy |Rn(y)| = oP (1). The sum of the above display and IIIn,t(y) is equal to δt,T (y) in
(EC.2.39) by definition. In view of (EC.2.44), this establishes (EC.2.40).
Step three. In this step, we establish the following equality for all t∈ T0:
√
n
(
Mˆt,n(ŝt)−Mt(st)
)
=
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
+Gnmt,st+
√
nM′t(st)(ŝt− st) + oP
(
1 +
√
n(ŝt− st)
)
.
We can add and subtract Mt,n(ŝt) and Mt(ŝt) to see
√
n
(
Mˆt,n(ŝt)−Mt(st)
)
=
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
+
√
n (Mt,n(ŝt)−Mt(ŝt)) +
√
n (Mt(ŝt)−Mt(st))
=
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
+Gnmt,ŝt +
√
nM′t(st)(ŝt− st) + oP (
√
n(ŝt− st).
The second term in the second line is due to the definitions of Mt,n and Mt in (2.7) and (4.1), and
the third term is a Taylor expansion. Use (EC.2.3) to replace the second term of the above display
with Gnmt,st , and then combine the above display with the previous two steps to conclude.
Proof of Theorem 10 The proof is by backwards induction. For period T and T − 1, we use
Theorems 5 and 6 as well as (EC.2.15). To begin, suppose the theorem holds for periods t+1, · · · , T
and consider period t. Then, the conditions in Lemma 15 are met and so
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
=G`ŝt + δt,T (ŝt) + oP (1), (EC.2.48)
√
n
(
Mˆt,n(Ŝt)−Mt,n(Ŝt)
)
=G`Ŝt + δt,T (Ŝt) + oP (1), (EC.2.49)
where δt,T is defined in (EC.2.39) and
`y(dt, · · · , dT ) =
T∑
τ=t+1
EΨt,τ,y(Dt, · · · ,Dτ−1, dτ ). (EC.2.50)
We define constants
cτ,st ,
EΦt,τ,st(Dt, · · · ,Dτ )
Mτ+1(sτ+1)
, cτ,St ,
EΦt,τ,St(Dt, · · · ,Dτ )
Mτ+1(sτ+1)
,
for t≤ τ ≤ T − 1. By definition of δt,T in (EC.2.39), (7.13), and the induction hypothesis we have
δt,T (ŝt) =
T−1∑
τ=t
cτ,st
(
Gnκτ+1,sτ+1 +Gnmτ+1,sτ+1 +M
′
τ (sτ+1)Gnϕsτ+1
)
+ oP (1).
Similarly,
δt,T (Ŝt) =
T−1∑
τ=t
cτ,St
(
Gnκτ+1,sτ+1 +Gnmτ+1,sτ+1 +M
′
τ (sτ+1)Gnϕsτ+1
)
+ oP (1).
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As a result, (EC.2.48) and (EC.2.49) become
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
=G`ŝt +
T−1∑
τ=t
cτ,st
(
Gnκτ+1,sτ+1 +Gnmτ+1,sτ+1 +M
′
τ (sτ+1)Gnϕsτ+1
)
+ oP (1),
(EC.2.51)
√
n
(
Mˆt,n(Ŝt)−Mt,n(Ŝt)
)
=G`Ŝt +
T−1∑
τ=t
cτ,St
(
Gnκτ+1,sτ+1 +Gnmτ+1,sτ+1 +M
′
τ (sτ+1)Gnϕsτ+1
)
+ oP (1).
(EC.2.52)
Next, we show that y 7→ `y is Lipschitz in y. By definition of Ψt,τ,y in (7.12), the form of Ψt,τ,y
is similar to ψt,τ,y in Lemma EC.6. As in Lemma EC.6, we can show Lipschitz continuity of y 7→
Ψt,τ,y(Dt, · · · ,Dτ−1, dτ ). Then, Lipschitz continuity of y 7→ `y follows from (EC.2.50). By Lipschitz
continuity, we can use Lemma EC.3 to replaceG`ŝt andG`Ŝt above withG`st andG`St , respectively.
Define
κt,st , `st +
T−1∑
τ=t
cτ,sτ
(
κτ+1,sτ+1 +mτ+1,sτ+1 +M
′
τ+1(sτ+1)ϕ
s
τ+1
)
, (EC.2.53)
κt,St , `St +
T−1∑
τ=t
cτ,Sτ
(
κτ+1,sτ+1 +mτ+1,sτ+1 +M
′
τ+1(sτ+1)ϕ
s
τ+1
)
, (EC.2.54)
then (EC.2.51) becomes
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
= Gnκt,st + oP (1) and (EC.2.52) becomes√
n
(
Mˆt,n(Ŝt)−Mt,n(Ŝt)
)
= Gnκt,St + oP (1). We now consider
√
n(Ŝt − St). Define functions
(dt, · · · , dT ) 7→ ˜`y(dt, · · · , dT ) via
˜`
y(dt, · · · , dT ),
T∑
τ=t
E (ψt,τ,y(Dt, · · · ,Dτ−1, dτ ) +φt,τ,y(Dt, · · · ,Dτ−1, dτ )) .
Apply Lemma 11 to the second term on the RHS of (7.9) and substitute (7.11) into the first term
on the RHS of (7.9) to see
√
n
(
Mˆrt,n(Ŝt)−Mrt,n(Ŝt)
)
=
T−1∑
τ=t ˜
χ˙t,τ (St, sτ+1) ·
√
n(ŝτ+1− sτ+1) +Gn ˜`Ŝt + oP (1 +
√
n(Ŝt−St)),
where
˜
χt,τ is defined in (7.10). By the proof of Theorem 8, Gn ˜`Ŝt →P Gn ˜`St . By the induction
hypothesis,
√
n(ŝτ − sτ ) =Gnϕsτ + oP (1) for τ = t+ 1, · · · , T. So, the above display implies
√
n
(
Mˆrt,n(Ŝt)−Mrt,n(Ŝt)
)
=Gn
(
T−1∑
τ=t ˜
χ˙t,τ (St, sτ+1)ϕ
s
τ+1 +
˜`
St
)
+ oP (1 +
√
n(Ŝt−St)).
The above display, together with Lemma 2, implies that
√
nM′′t (St)(Ŝt−St) =−Gnmrt,St +
√
n
(
Mˆrt (Ŝt)−Mrt,n(Ŝt)
)
+ oP (1 +
√
n(Ŝt−St))
=Gn
(
−mrt,St +
T−1∑
τ=t ˜
χ˙t,τ (St, sτ+1)ϕ
s
τ+1 +
˜`
St
)
+ oP (1 +
√
n(Ŝt−St)).
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Use the CLT and compare the order of both sides to see
√
n(Ŝt − St) = OP (1). Therefore, the
asymptotic influence function of Ŝt is
ϕSt ,−mrt,St +
T−1∑
τ=t ˜
χ˙t,τ (St, sτ+1)ϕ
s
τ+1 +
˜`
St . (EC.2.55)
Next, since
√
n(Ŝt−St) =OP (1), Lemma 3 implies
√
nM′t(st)(ŝt− st) =Gn (−mt,st +mt,St +Kt)−
√
n
(
Mˆt,n(ŝt)−Mt,n(ŝt)
)
+
√
n
(
Mˆt(Ŝt)−Mt,n(Ŝt)
)
+ oP (
√
n(ŝt− st))
=Gn (−mt,st +mt,St +Kt−κt,st +κt,St) + oP (
√
n(ŝt− st)).
Use the CLT and compare the order of both sides to see that
√
n(ŝt− st) =OP (1). Substitute this
into the above display to conclude that
ϕst , (−mt,st +mt,St +Kt−κt,st +κt,St)/M′t(st) (EC.2.56)
is the asymptotic influence function of ŝt.
Based on (EC.2.53)-(EC.2.55) and the induction hypothesis, we have(√
n (ŝt− st) ,
√
n
(
Ŝt−St
)
, · · · ,√n (ŝT − sT ) ,
√
n
(
ŜT −ST
))
=
(
Gnϕst ,GnϕSt , · · · ,GnϕsT ,GnϕST
)
+ oP (1).
Repeating the above induction argument establishes that(√
n (ŝ1− s1) ,
√
n
(
Ŝ1−S1
)
, · · · ,√n (ŝT − sT ) ,
√
n
(
ŜT −ST
))
=
(
Gnϕs1,GnϕS1 , · · · ,GnϕsT ,GnϕST
)
+ oP (1).
With the above influence functions, the joint normality is a direct application of the multivariate
CLT, together with Slutsky’s lemma.
EC.3. Additional technical proofs
EC.3.1. Proof of Lemma EC.1
Proof of (i). Induction is used to show that there exists a constant Lt such that for all d, y1, y2 ∈Θ,
|mt,y1(d)−mt,y2(d)| ≤Lt|y1− y2|. (EC.3.1)
First, consider t= T with mT,y(d) = bT (d−y)+ +hT (y−d)+. It is obvious that (EC.3.1) holds with
LT = bT ∨hT . Next, suppose (EC.3.1) holds for periods t+ 1, t+ 2, · · · , T . In period t, we have
mt,y1(d)−mt,y2(d) =Ct(y1, d)−Ct(y2, d) +Mt+1(st+1) [I(y1− d< st+1)− I(y2− d< st+1)]
+Mt+1(y1− d)I(y1− d≥ st+1)−Mt+1(y2− d)I(y2− d≥ st+1).
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By the induction hypothesis, mt+1,y(d) is Lt+1-Lipschitz in y, and so Mt+1(y) = Emt+1,y(Dt+1) is
Lt+1-Lipschitz by Jensen’s inequality. WLOG, assume y1 < y2 and consider the following cases:
• Case 1: y1 − d ≤ y2 − d < st+1. In this case |mt,y1(d) − mt,y2(d)| = |Ct(y1, d) − Ct(y2, d)| ≤
(bt ∨ht)|y1− y2|.
• Case 2: y1− d< st+1 ≤ y2− d. In this case,
|mt,y1(d)−mt,y2(d)|= |Ct(y1, d)−Ct(y2, d) +Mt+1(st+1)−Mt+1(y2− d)|
≤ (bt ∨ht)|y1− y2|+Lt+1(y2− d− st+1)
≤ (bt ∨ht)|y1− y2|+Lt+1(y2− d− y1 + d)
= (bt ∨ht +Lt+1)|y1− y2|,
where the first inequality is by Lipschitz continuity of Mt+1, and the second is due to y1−d≤ st+1.
• Case 3: st+1 ≤ y1 − d ≤ y2 − d. In this case, |mt,y1(d) − mt,y2(d)| = |Ct(y1, d) − Ct(y2, d) +
Mt+1(y1− d)−Mt+1(y2− d)| ≤ (bt ∨ht +Lt+1)|y1− y2|.
By combining all three cases, we see the desired result holds for period t with Lt = bt∨ht+Lt+1.
Proof of (ii). Based on the first part, y 7→mt,y(d) is Lt-Lipschitz for every d, and y has compact
support Θ by Assumption 1. So Mt is P -Donsker by Example 19.7 of van der Vaart (1998).
EC.3.2. Proof of Lemma EC.4
Start with the first inequality and WLOG assume g(y1)< g(y2). By definition we have
|h(y1,D)I{D≤ g(y1)}−h(y2,D)I{D≤ g(y2)}|
= |(h(y1,D)−h(y2,D)) I{D≤ g(y1)}−h(y2,D)I{g(y1)<D≤ g(y2)}| . (EC.3.2)
Apply the inequality |a − b| ≤ |a| + |b| to the RHS, use the assumption that y 7→ h(y, d) is Lh-
Lipschitz continuous and bounded by h¯, and then take expectation on both sides to see
E |h(y1,D)I{D≤ g(y1)}−h(y2,D)I{D≤ g(y2)}| ≤Lh|y1− y2|+ h¯EI{g(y1)<D≤ g(y2)}.
Therefore, the first inequality holds because the density of D is bounded by f¯ , and g is Lg-Lipschitz.
Next consider the second inequality. Square both sides of (EC.3.2), take expectation on both
sides, and then use the fact that I{g(y1)<D≤ g(y2)}I{D≤ g(y1)}= 0 to see that
E|h(y1,D)I{D≤ g(y1)}−h(y2,D)I{D≤ g(y2)}|2
≤E|h(y1,D)−h(y2,D)|2I{D≤ g(y1)}+Eh2(y2,D)I{g(y1)<D≤ g(y2)}
≤L2h|y1− y2|2 + h¯2EI{g(y1)<D≤ g(y2)},
where the second inequality is by the assumption of h¯-boundedness of y 7→ h(y, d) and the assump-
tions of this lemma. The expectation of the last line is bounded by f¯Lg by assumption on D, hence
the lemma holds.
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EC.3.3. Proof of Lemma EC.2
Proof of (i). The proof is by induction starting with t= T . The definition of M′T in (5.3) implies
that M′T (y) = (bT + hT )FT (y) − bT . We know FT is Lipschitz with constant fT , supy fT (y) by
Assumption 1. Thus, the lemma holds for B˜T = (bT ∨hT ) and L˜T = (bT +hT )fT .
Next, suppose the lemma holds for periods T,T − 1, · · · , t+ 1 and consider period t. From (5.3),
M′t(y) = (bt +ht)Ft(y)− bt +EM′t+1(y−Dt)I(y−Dt ≥ st+1).
It is readily seen that |M′t(y)| ≤ bt ∨ ht + B˜t+1 by the induction hypothesis and the fact Ft(y)≤ 1.
By the induction hypothesis that M′t+1 is bounded and L˜t+1-Lipschitz and the fact that Ft is f t-
Lipschitz, we can use Lemma EC.4 to see that the second term of the above display is Lipschitz
with constant L˜t+1 + B˜t+1f t. Since y 7→ (bt+ht)Ft(y)− bt is Lipschitz with constant (bt+ht)f t, the
lemma holds for period t with B˜t = bt ∨ht + B˜t+1 and L˜t = L˜t+1 +
(
B˜t+1 + bt +ht
)
f t.
Proof of (ii). The proof is again based on Lemma EC.4. By the Cauchy-Schwartz inequality,
E(mrt,y1 −mrt,y2)2 ≤ 2(bt +ht)2E(I(Dt ≤ y1)− I(Dt ≤ y2))2
+ 2E
(
M′t+1(y1−Dt)I(y1−Dt ≥ st+1)−M′t+1(y2−Dt)I(y2−Dt ≥ st+1)
)2
= 2(bt +ht)
2EI(y1 ∧ y2 ≤Dt ≤ y1 ∨ y2) + 2E
{
M′t+1(y1−Dt)I(y1−Dt ≥ st+1)
−M′t+1(y2−Dt)I(y2−Dt ≥ st+1)
}2
. (EC.3.3)
The first term on the RHS above is bounded by 2(bt + ht)
2f t|y1 − y2| because Ft is f t-Lipchitz.
The second term is bounded by L˜2t+1|y1− y2|2 + B˜2t+1f t|y1− y2| by Lemma EC.4. Thus,
E(mrt,y1 −mrt,y2)2 ≤ 2(bt +ht)2f t|y1− y2|+ L˜2t+1|y1− y2|2 + B˜2t+1f t|y1− y2|
=
(
2(bt +ht)
2 + B˜2t+1f t
)
|y1− y2|+ L˜2t+1|y1− y2|2. (EC.3.4)
The lemma holds for period t by choosing ct,1 = 2(bt +ht)
2 + B˜2t+1f t and ct,2 = L˜
2
t+1.
Proof of (iii). Since y 7→M′t(y) is L′t-Lipschitz, the class F1t = {d 7→M′t+1(y − d) : y ∈ Θ} is P -
Donsker by Example 19.7 of van der Vaart (1998). Since M′t is bounded by Bt from Part (i), the
class F2t = {d 7→M′t+1(y− d)I(y− d≥ st+1) : y ∈Θ} is also P -Donsker by Example 19.20 of van der
Vaart (1998). Next, the class F3t = {d 7→ (bt+ht)I(d≤ y) : y ∈R} is trivially P -Donsker. By Example
19.20 of van der Vaart (1998) again, Mrt as a subset of F
2
t +F
3
t is P -Donsker.
Proof of (iv). We know Mrt is P -Donsker for all t∈ T . Thus
∣∣Mrt,n(y)−M′t(y)∣∣→P 0, uniformly in
y. It suffices to show
∣∣∣Mˆrt,n(y)−Mrt,n(y)∣∣∣→P 0 uniformly to conclude, which we will do by induction.
When t= T , Mˆrt,n(y) =Mrt,n(y) and the statement holds trivially.
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Next, suppose
∣∣∣Mˆrτ,n(y)−Mrτ,n(y)∣∣∣→P 0 uniformly holds for period τ = T,T − 1, · · · , t+ 1, then
it suffices to prove that∣∣∣Mˆrt,n(y)−Mrt,n(y)∣∣∣=
∣∣∣∣∣ 1n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
M′t+1,n(y− dit)I(y− dit ≥ st+1)
∣∣∣∣∣→P 0,
uniformly in y. Since the result holds for t+ 1, we know Mˆrt+1,n(y) converges to M′t+1(y) in proba-
bility, uniformly in y. Therefore,∣∣∣∣∣ 1n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
M′t+1(y− dit)I(y− dit ≥ ŝt+1)
∣∣∣∣∣≤ supy
∣∣∣Mˆrt+1,n(y)−M′t+1(y)∣∣∣ ,
which is oP (1). On the other hand, since M′t+1(y) is bounded by Bt+1, we have∣∣∣∣∣ 1n
n∑
i=1
M′t+1(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
M′t+1(y− dit)I(y− dit ≥ st+1)
∣∣∣∣∣
≤B˜t+1
n
n∑
i=1
I(y− ŝt+1 ∨ st+1 ≤ dit ≤ y− ŝt+1 ∧ st+1).
The RHS of the above display can be bounded in the same way as (EC.2.1), which converges to
zero in probability uniformly. Combine all results above and use the triangle inequality to see∣∣∣∣∣ 1n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
M′t+1(y− dit)I(y− dit ≥ st+1)
∣∣∣∣∣
≤
∣∣∣∣∣ 1n
n∑
i=1
Mˆrt+1,n(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
M′t+1(y− dit)I(y− dit ≥ ŝt+1)
∣∣∣∣∣
+
∣∣∣∣∣ 1n
n∑
i=1
M′t+1(y− dit)I(y− dit ≥ ŝt+1)−
1
n
n∑
i=1
M′t+1(y− dit)I(y− dit ≥ st+1)
∣∣∣∣∣→P 0,
uniformly in y. Thus,
∣∣∣Mˆrt,n(y)−M′t(y)∣∣∣→P 0, uniformly in y, which concludes the lemma.
EC.3.4. Proof of Lemma EC.5
The proof is by induction. Recall the definition of ft,τ,y,x in (EC.1.4). It is immediate that if (EC.1.5)
holds for a pair (t, τ), then it also holds for a pair (t′, τ ′) such that τ ′− t′ = τ − t. In this view, it
suffices to do induction based on τ − t. First consider τ − t= 1. According to the assumptions of the
lemma, {ft,τ,y,x(dt, dτ ) : y,x ∈Θ} is a uniformly bounded Euclidean class. On the other hand, the
class of constants {Eft,τ,y,x : x, y ∈Θ} is trivially a VC-subgraph and thus is Euclidean. According
to Corollary 17 of Nolan and Pollard (1987), {ft,τ,y,x(dt, dτ )−Eft,τ,y,x : x, y ∈Θ} as a subset of the
difference of two uniformly bounded Euclidean classes are also Euclidean with bounded envelope.
Then we can apply Corollary 21 in Nolan and Pollard (1987) to see that the following two classes
of functions are Euclidean:
{Eft,τ,y,x(Dt, dτ )−Eft,τ,y,x : x, y ∈Θ} and {Eft,τ,y,x(dt,Dτ )−Eft,τ,y,x : x, y ∈Θ}.
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Consider the function class F˜, {(dt, dτ ) 7→ f˜y,x(dt, dτ ) : x, y ∈Θ} where f˜y,x(dt, dτ ), ft,τ,y,x(dt, dτ )−
Eft,τ,y,x− (Eft,τ,y,x(dt,Dτ )−Eft,τ,y,x)− (Eft,τ,y,x(Dt, dτ )−Eft,τ,y,x). Then F˜ as a subset of the sum-
mation of three uniformly bounded Euclidean classes is a Euclidean class by Corollary 17 of
Nolan and Pollard (1987). By routine calculations, we can show Ef˜(Dt, dτ ) =Ef˜(dt,Dτ ) = 0 for all
dt, dτ ∈Θ. In other words, F˜ is a degenerate Euclidean class. This allows us to use Theorem 2.5 of
Neumeyer (2004) to conclude
1
n
√
n
∑
it,iτ
(
ft,τ,y,x(d
it
t , d
iτ
τ )−Eft,τ,y,x
)
=
1√
n
n∑
i=1
(
Eft,τ,y,x(dit,Dτ )−Eft,τ,y,x
)
+
1√
n
n∑
i=1
(
Eft,τ,y,x(Dt, diτ )−Eft,τ,y,x
)
+Rn(x, y),
where supx,y |Rn(x, y)|= oP (1). Thus, the lemma holds for τ − t= 1.
Next, for a fixed t˜ such that 2 ≤ t˜ < T − 1, suppose the lemma holds for τ − t =
1,2, · · · , t˜− 1. Then for τ − t = t˜, (EC.1.5) holds for ft+1,τ,y,x by the induction hypothesis. Since
kt+1,τ,y−dt,x(dt+1, · · · , dτ ) = kt,τ,y,x(dt, · · · , dτ ) by the way that Kt,τ is constructed, we have
ft,τ,y,x(dt, · · · , dτ ) = ft+1,τ,y−dt,x(dt+1, · · · , dτ )I(y− dt ≥ st+1) (EC.3.5)
by checking the definition of ft,τ,y,x in (EC.1.4). Define two multi-sample U -processes indexed by
x, y ∈Θ as
Ut,τ (x, y),
1
nτ−t+1/2
∑
it,··· ,iτ
ft,τ,y,x(d
it
t , · · · , diττ ), Ut+1,τ (x, y),
1
nτ−t−1/2
∑
it+1,··· ,iτ
ft+1,τ,y,x(d
it+1
t+1 , · · · , diττ ).
Because of (EC.3.5), these two processes are connected by the following relation:
Ut,τ (x, y) =
1
n
n∑
it=1
Ut+1,τ (x, y− ditt )I(y− ditt ≥ st+1). (EC.3.6)
The summand is zero when y− ditt < st+1. So, we can focus on the summands with y− ditt ≥ st+1,
i.e., st+1 ≤ y − ditt ≤ y, because the demand ditt is non-negative. Because st+1, y ∈ Θ and Θ is a
convex closed set by construction, we have the inclusion y − ditt ∈ Θ. This allows us to use the
induction hypothesis and write
Ut+1,τ (x, y− ditt ) =
1√
n
n∑
i=1
τ∑
ι=t+1
{
Ef
t+1,τ,y−ditt ,x
(Dt+1, · · · ,Dι−1, diι,Dι+1, · · · ,Dτ )−Eft+1,τ,y−ditt ,x(Dt+1, · · · ,Dτ )
}
+
√
nEf
t+1,τ,y−ditt ,x
(Dt+1, · · · ,Dτ ) +Rn(x, y− ditt ),
where supx,y∈Θ |Rn(x, y)|= oP (1). Plug the above display into (EC.3.6) and use (EC.3.5) to see
Ut,τ (x, y) =
1
n
√
n
τ∑
ι=t+1
∑
it,iι
(
Eft,τ,y,x(ditt ,Dt+1, · · · ,Dι−1, diιι ,Dι+1, · · · ,Dt)−Eft,τ,y,x(ditt ,Dt+1, · · · ,Dτ )
)
+
1√
n
n∑
it=1
(
Eft,τ,y,x(ditt ,Dt+1, · · · ,Dτ )−Eft,τ,y,x
)
+
√
nEft,τ,y,x + R˜n(x, y), (EC.3.7)
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where we add and subtract
√
nEft,τ,y,x above, and supx,y |R˜n(x, y)|= oP (1) because
R˜n(x, y) =
1
n
n∑
i=1
Rn(x, y−ditt )I(y−ditt ≥ st+1)≤ sup
u,v∈Θ
|R˜n(u, v)|· 1
n
n∑
i=1
I(y−ditt ≥ st+1)≤ sup
u,v∈Θ
|Rn(u, v)|.
Comparing (EC.3.7) with (EC.1.5), we need to further decompose the first term on the
RHS of (EC.3.7). For a given ι satisfying t + 1 ≤ ι ≤ τ , consider the function class Gι ,{
(dt, dι) 7→ ψ˜x,y(dt, dι) : x, y ∈ Θ
}
where ψ˜x,y(dt, dι) , Eft,τ,y,x(dt, · · · ,Dι−1, dι,Dι+1, · · · ,Dτ ) −
Eft,τ,y,x(dt,Dt+1, · · · ,Dτ ). Since {ft,τ,y,x(ditt , · · · , diττ ) : x, y ∈Θ} is Euclidean by assumption, Corol-
lary 21 of Nolan and Pollard (1987) implies that both {Eft,τ,y,x(dt,Dt+1, · · · ,Dι−1, dι,Dι+1, · · · ,Dτ ) :
x, y ∈Θ} and {Eft,τ,y,x(dt,Dt+1, · · · ,Dτ ) : x, y ∈Θ} are also Euclidean. Since Gι is the difference of
two Euclidean classes, it is Euclidean by Corollary 17 of Nolan and Pollard (1987). Then Corollary
21 of Nolan and Pollard (1987) implies {Eψ˜x,y(Dt, dι) : x, y ∈ Θ} is a Euclidean class. It is then
readily seen that
{ψ˜x,y(dt, dι)−Eψ˜x,y(Dt, dι) : x, y ∈Θ}
is a Euclidean class from Corollary 17 of Nolan and Pollard (1987). Since Eψ˜x,y(dt,Dι) =
ψ˜x,y(Dt,Dι) = 0 for all dt ∈Θ, the above class is also degenerate. This enables us to invoke Theorem
2.5 of Neumeyer (2004) to arrive at the following decomposition:
1
n
√
n
∑
it,iι
Eft,τ,y,x(ditt ,Dt+1, · · · ,Dι−1, diιι ,Dι+1, · · · ,Dτ )−Eft,τ,y,x(ditt ,Dt+1, · · · ,Dτ )
=
1√
n
n∑
i=1
(
Eft,τ,y,x(Dt, · · · ,Dι−1, diι,Dι+1, · · · ,Dτ )−Eft,τ,y,x
)
+ Rˇn(x, y),
where supx,y |Rˇn(x, y)|= oP (1), uniformly in x, y. Combine the above display with (EC.3.7) to see
Ut,τ (x, y) =
1√
n
n∑
i=1
τ∑
ι=t+1
{
Eft,τ,y,x(Dt, · · · ,Dι−1, diι,Dι+1, · · · ,Dt)−Eft,τ,y,x(Dt, · · · ,Dτ )
}
+
1√
n
n∑
i=1
{
Eft,τ,y,x(dit,Dt+1, · · · ,Dτ )−Eft,τ,y,x
}
+
√
nEft,τ,y,x + R˜n(x, y) + (τ − t)Rˇn(x, y),
where both R˜n(x, y) and (τ − t)Rˇn(x, y) and oP (1), uniformly in x, y ∈Θ. Move
√
nEft,τ,y,x to the
LHS to conclude.
EC.3.5. Variance estimators in Theorem 6
We first show that Eˆ{ϕˆS1 (D1,D2)}2 converges to E{ϕS1 (D1,D2)}2 in probability, where
Eˆ
(
ϕˆS1 (D1,D2)
)2 , 1
n
n∑
i=1
1
(Mˆ′′1(Ŝ1))2
{(
mˆr
1,Ŝ1
(di1)
)2 [
fˆ1(Ŝ2− ŝ2)×
+
(
C2(Ŝ2, d
i
2)−C2(ŝ2, di2) +K2
)
− 1
n
∑
l
gˆŜ1(d
l
1, d
i
2)
]2}
, (EC.3.8)
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Mˆ′′1(Ŝ1) = (b1 +h1)fˆ1(Ŝ1) +Mr2,n(ŝ2)fˆ1(Ŝ1− ŝ2) +
1
n
n∑
i=1
(b2 +h2)fˆ2(Ŝ1− di1)I(Ŝ1− di1 ≥ ŝ2),
gˆŜ1(d1, d2) = (b2 +h2)
{
I(Ŝ1− d1− d2 ≥ 0)− Fˆ2(Ŝ1− d1)
}
I(Ŝ1− d1 ≥ ŝ2),
Fˆ2(y) =
1
n
∑n
i=1 I(di2 ≤ y), mˆr1,y is the right derivative of mˆ1,y defined in (2.8), and fˆ1 and fˆ2 are some
kernel estimators specified later. Here, Mˆ′′1(Ŝ1) and gˆŜ1 are estimators of M
′′
1(S1) and gS1 in (6.3). By
Silverman (1978), we can choose kernel estimators fˆ1 and fˆ2 such that supy |fˆ1(y)− f1(y)|= oP (1)
and supy |fˆ2(y)− f2(y)|= oP (1). By Lemma EC.2, we know Mr2,n(ŝ2) =M′2(ŝ2) + oP (1). Combine
these facts with the continuous mapping theorem to see f1(Ŝ1− ŝ2) = f1(S1− s2) + oP (1), fˆ1(Ŝ1) =
f(S1) + oP (1), and Mr2,n(ŝ2) =M′2(s2) + oP (1). So, we can rewrite Mˆ′′1(Ŝ1) as
Mˆ′′1(Ŝ1) = (b1 +h1)f1(S1) +M′2(s2)f1(S1− s2) +
1
n
n∑
i=1
(b2 +h2)f2(S1− di1)I(Ŝ1− di1 ≥ ŝ2) + oP (1).
Now that f2 is bounded, we can use similar arguments as in (EC.2.1) to replace the last term of the
above with 1
n
∑n
i=1(b2 +h2)f2(S1−di1)I(S1−di1 ≥ s2) +oP (1), which converges to E(b2 +h2)f2(S1−
D1)I(S1−D1 ≥ s2) in probability by the weak law of large numbers. As a result,
Mˆ′′1(Ŝ1)→P (b1 +h1)f1(S1) +M′2(s2)f1(S1− s2) +E(b2 +h2)f2(S1−D1)I(S1−D1 ≥ s2). (EC.3.9)
Some routine calculations based on (5.3) show that the RHS is M′′1(S1). Now look at the numerator
of (EC.3.8). We first use fˆ1(Ŝ1− ŝ2)→P f1(S1− s2) to see that
fˆ1(Ŝ2− ŝ2)
(
C2(Ŝ2, d
i
2)−C2(ŝ2, di2) +K2
)
= f1(S2− s2)
(
C2(Ŝ2, d
i
2)−C2(ŝ2, di2) +K2
)
+ oP (1).
(EC.3.10)
In addition, we can argue as in Lemma EC.2 to see that {d1 7→ (b2 + h2)
{
I(y1 − d1 − d2 ≥ 0)−
F2(y1 − d1)
}
I(y1 − d1 ≥ y2) : d2 ∈ R, y1 ∈ Θ, y2 ∈ Θ} is P -Donsker and thus P -Glivenko-Cantelli.
Subsequently, we have
1
n
∑
l
gˆŜ1(d
l
1, d2) =
1
n
∑
l
(b2 +h2)
{
I(Ŝ1− dl1− d2 ≥ 0)−F2(Ŝ1− dl1)
}
I(Ŝ1− dl1 ≥ ŝ2) + oP (1)
=E(b2 +h2)
{
I(Ŝ1−D1− d2 ≥ 0)−F2(Ŝ1−D1)
}
I(Ŝ1−D1 ≥ ŝ2) +Rn(d2)
=EgŜ1(D1, d2) +Rn(d2), (EC.3.11)
where supd2 |Rn(d2)|= oP (1). The first line uses supy |Fˆ2(y)−F2(y)|= oP (1), and the second line
uses the property of P -Glivenko-Cantelli classes. Combine (EC.3.9)-(EC.3.11) to see
Eˆ
(
ϕˆS1 (D1,D2)
)2
=
1
n
n∑
i=1
1
(M′′1(S1))
2
{(
mˆr
1,Ŝ1
(di1)
)2
+[
f1(S2− s2)
(
C2(Ŝ2, d
i
2)−C2(ŝ2, di2) +K2
)
− g(2)
Ŝ1
(di2)
]2}
+ oP (1). (EC.3.12)
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For the first term inside the curly bracket above, we can expand the square and argue as in Theorem
1 (see (EC.2.1)) to conclude
1
n
n∑
i=1
(
mˆr
1,Ŝ1
(di1)
)2
=
1
n
n∑
i=1
(
mr
1,Ŝ1
(di1)
)2
+ oP (1). (EC.3.13)
By Lemma 5, Lemma EC.1, and Lemma EC.2, {d 7→ mr1,y(d) : y ∈ Θ}, {d 7→ C2(y, d) :
y ∈ Θ} and {d 7→ g(2)y (d) : y ∈ Θ} are all bounded and P -Donsker. Then {d 7→ f1(S1 −
s2) (C2(y1, d)−C2(y2, d) +K2) − g(2)y1 (d) : y1, y2 ∈ Θ} is bounded and P -Donsker by Exam-
ple 19.20 of van der Vaart (1998). Therefore, {d 7→ (mr1,y(d))2 : y ∈ Θ} and {d 7→[
f1(S1− s2) (C2(y1, d)−C2(y2, d) +K2)− g(2)y1 (d)
]2
: y1, y2 ∈ Θ} are also P -Donsker by Example
19.20 of van der Vaart (1998). Then we write (EC.3.12) as
Eˆ
(
ϕˆS1 (D1,D2)
)2
=
1
M′′1(S1)2
(
E
(
mr
1,Ŝ1
(D1)
)2
+E
[
f1(S1− s2)
(
C2(Ŝ2,D2)−C2(ŝ2,D2) +K2
)
− g(2)
Ŝ1
(D2)
]2)
+ oP (1)
=
1
M′′1(S1)2
(
E
(
mr1,S1(D1)
)2
+E
[
f1(S1− s2) (C2(S2,D2)−C2(s2,D2) +K2)− g(2)S1 (d)
]2)
+ oP (1)
=Eϕ22(D1,D2) + oP (1).
The first equality is by the property of P -Donsker classes, the second uses consistency of Ŝ1, Ŝ2, ŝ1,
and ŝ2, and the last uses independence of D1 and D2. Similar to the analysis of Eˆ (ϕˆS1 (D1,D2))
2
,
we can show that Eˆ (ϕˆs1(D1,D2))
2
converges to E (ϕs1(D1,D2))
2
in probability, where
Eˆ
{
ϕˆs1(D1,D2)
}2
=
1
n
n∑
i=1
{
1
(Mˆr1,n(ŝ1))2
((
Fˆ1(ŝ1− ŝ2)− Fˆ1(Ŝ1− ŝ2)
)(
C2(Ŝ2, d
i
2)−M2(Ŝ2)
)
+
1
n
∑
l
ˆ˜gŜ1(d
l
1, d
i
2)−
1
n
∑
l
ˆ˜gŝ1(d
l
1, d
i
2)
)2
+
(
mˆ1,Ŝ1(d
i
1)− mˆ1,ŝ1(di1) +K1
)2}
. (EC.3.14)
Here, ˆ˜gŜ1(d1, d2) =
{
h2(y− d1− d2)+ + b2(d1 + d2− y)+− Mˆ2,n(y− d1)
}
I(y − d1 ≥ ŝ2) is an esti-
mate of g˜S1 in (6.12), Mˆ2,n is defined in (2.8), Mˆr1,n is the right derivative of Mˆ1,n(y) =
1
n
∑n
i=1 mˆ1,y(d
i
1) with mˆ1,y(d) defined in (2.8), and Fˆ1(y) =
1
n
∑n
i=1 I(di1 ≤ y). As with the analysis
for Eˆ (ϕˆS1 (D1,D2))
2
, we can first show the convergence of the denominator on the RHS of the above
display, and then the numerator. The details are similar to those of (EC.3.8), which we omit.
EC.3.6. Proof of Theorem 7
The optimal expected cost is C∗ =M1(S1)+K1 by (2.6), which is estimated by Cˆ∗ = Mˆ1,n(Ŝ1)+K1.
By adding and subtracting M1,n(Ŝ1) and M1(Ŝ1),
√
n(Cˆ∗−C∗) equals
√
n
(
Mˆ1,n(Ŝ1)−M1(S1)
)
=
√
n
(
Mˆ1,n(Ŝ1)−M1,n(Ŝ1)
)
+
√
n
(
M1,n(Ŝ1)−M1(Ŝ1)
)
+
√
n
(
M1(Ŝ1)−M1(S1)
)
. (EC.3.15)
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The last term is oP (1) by Taylor’s expansion and the fact that M′1(S1) = 0. The second term is
Gnm1,S1 which is an i.i.d. sum from the analysis in Lemma 3 (see (EC.2.4)). The first term has
been analyzed in Theorem 5 and is also known to have an i.i.d. structure (see (EC.2.15)). This
shows that M1,n(Ŝ1)+K1 is asymptotically normal. Recall Mˆ1,n in (2.8) and M1 in (2.7). Explicitly
write the optimal cost C∗ =M1(S1) +K1 and the estimator Cˆ∗ = Mˆ1,n(Ŝ1) +K1 as follows:
C∗ =K1 +EC1(S1,D1) +E [(C2(S2,D2) +K2) I(S1−D1 < s2) +C2(S1−D1,D2)I(S1−D1 ≥ s2)] ,
Cˆ∗ =K1 +
1
n
n∑
i=1
C1(Ŝ1, d
i
1)+
1
n2
n∑
i=1
n∑
j=1
[(
C2(Ŝ2, d
j
2) +K2
)
I(Ŝ1− di1 < ŝ2) +C2(Ŝ1− di1, dj2)I(Ŝ1− di1 ≥ ŝ2)
]
. (EC.3.16)
From the definition of m1,y in (4.1) and the formulation in (EC.2.15) as well as the analysis above,
we can rewrite
√
n(Cˆ∗−C∗) =Gn(ρ(1)S2,S1,s2 + ρ
(2)
S2,S1,s2
) from (EC.3.15) with
ρ
(1)
S2,S1,s2
(d1) = (M2(S2) +K2)I(S1− d1 < s2) +M2(S1− d1)I(S1− d1 ≥ s2)
−E
(
(M2(S2) +K2)I(S1−D1 < s2) +M2(S1−D1)I(S1−D1 ≥ s2)
)
+C1(S1, d1)−EC1(S1,D1), (EC.3.17)
ρ
(2)
S2,S1,s2
(d2) = {1−F1(S1− s2)} (C2(S2, d2) +K2) +EC2(S1−D1, d2)I(S1−D1 ≥ s2)
−E
(
(M2(S2) +K2)I(S1−D1 < s2) +M2(S1−D1)I(S1−D1 ≥ s2)
)
. (EC.3.18)
The above two functions capture the respective influence from D1 and D2 on the asymptotic
distribution of Cˆ∗. By the independence of D1 and D2, var(ρ
(1)
S2,S1,s2
+ρ
(2)
S2,S1,s2
) equals E(ρ(1)S2,S1,s2)
2 +
E(ρ(2)S2,S1,s2)
2, and can be estimated as
1
n
n∑
i=1
[
ρˆ21(d
i
1) + ρˆ
2
2(d
i
2)
]
, (EC.3.19)
where
ρˆ(1)(d1) =(Mˆ2,n(Ŝ2) +K2)I(Ŝ1− d1 < ŝ2) + Mˆ2,n(Ŝ1− d1)I(Ŝ1− d1 ≥ ŝ2)
− 1
n
n∑
l=1
(
(Mˆ2,n(Ŝ2) +K2)I(Ŝ1− dl1 < ŝ2) + Mˆ2,n(Ŝ1− dl1)I(Ŝ1− dl1 ≥ ŝ2)
)
+C1(Ŝ1, d1)− 1
n
n∑
l=1
C1(S1, d
l
1),
ρˆ(2)(d2) ={1− Fˆ1(Ŝ1− ŝ2)}
(
C2(Ŝ2, d2) +K2
)
+
1
n
n∑
l=1
C2(Ŝ1− dl1, d2)I(Ŝ1− dl1 ≥ ŝ2)
− 1
n
n∑
l=1
(
(Mˆ2,n(Ŝ2) +K2)I(Ŝ1− dl1 < ŝ2) + Mˆ2,n(Ŝ1− dl1)I(Ŝ1− dl1 ≥ ŝ2)
)
.
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Here, Mˆ2,n is defined in (2.8), Mˆr2,n is the right derivative of Mˆ2,n, gˆŜ1(d1, d2) and Mˆ
′′
1(Ŝ1) are
defined the same as in the proof of Theorem 6 (see (EC.3.8)), mˆr1,y(d) is defined in (5.2), and
Fˆ1(y) =
1
n
∑n
i=1 I(di1 ≤ y). The above ρˆ(1) and ρˆ(2) are used to approximate ρ(1)S2,S1,s2 and ρ
(2)
S2,S1,s2
,
respectively. To establish consistency of the variance estimator given in (EC.3.19), we first consider
the second term 1
n
∑n
i=1 ρˆ
2
2(d
i
2). Since {d 7→ I(d ≤ y) : y ∈ R} is P -Donsker, Fˆ1(Ŝ1 − ŝ2) = F1(Ŝ1 −
ŝ2) + oP (1) = F1(S1− s2) + oP (1). The continuous mapping theorem further implies Fˆ1(Ŝ1− ŝ2) =
F1(Ŝ1 − ŝ2) + oP (1) = F1(S1 − s2) + oP (1). On the other hand, the function class {d1 7→ C2(y2 −
d1, d2)I(y2− d1 ≥ y3) : y2 ∈Θ, y3 ∈Θ, d2 ∈Θ} is P -Donsker by Lemma EC.1 and Example 19.20 of
van der Vaart (1998). This allows us to simplify the second term of ρˆ(2)(d2) as
1
n
n∑
l=1
C2(Ŝ1− dl1, d2)I(Ŝ1− dl1 ≥ ŝ2) =EC2(Ŝ1−D1, d2)I(Ŝ1−D1 ≥ ŝ2) +Rn(d2), (EC.3.20)
where supd2 |Rn(d2)|= oP (1). For the third term of ρˆ(2), use supy∈Θ |Mˆ2,n(y)−M2(y)| →P 0 from
Theorem 1 to simplify it as
1
n
n∑
l=1
(
(Mˆ2,n(Ŝ2) +K2)I(Ŝ1− dl1 < ŝ2) + Mˆ2,n(Ŝ1− dl1)I(Ŝ1− dl1 ≥ ŝ2)
)
=
1
n
n∑
l=1
(
(M2(Ŝ2) +K2)I(Ŝ1− dl1 < ŝ2) +M2(Ŝ1− dl1)I(Ŝ1− dl1 ≥ ŝ2)
)
+ oP (1). (EC.3.21)
Since M2 is Lipschitz by Lemma EC.1, we have
{d1 7→ (M2(y1) +K2)I(y2− d1 < y3) +M2(y2− d1)I(y2− d1 ≥ y3) : y1 ∈Θ, y2 ∈Θ, y3 ∈Θ}
is P -Donsker from Example 19.7 and 19.20 of van der Vaart (1998). Subsequently
1
n
n∑
l=1
(
(M2(Ŝ2) +K2)I(Ŝ1− dl1 < ŝ2) +M2(Ŝ1− dl1)I(Ŝ1− dl1 ≥ ŝ2)
)
=E
(
(M2(Ŝ2) +K2)I(Ŝ1−D1 < ŝ2) +M2(Ŝ1−D1)I(Ŝ1−D1 ≥ ŝ2)
)
+ oP (1)
=E
(
(M2(S2) +K2)I(S1−D1 < s2) +M2(S1−D1)I(S1−D1 ≥ s2)
)
+ oP (1), (EC.3.22)
where the last step is by the continuous mapping theorem. Combining (EC.3.20)-(EC.3.22) shows
ρˆ(2)(d2) ={1−F1(S1− s2)}
(
C2(Ŝ2, d2) +K2
)
+EC2(Ŝ1−D1, d2)I(Ŝ1−D1 ≥ ŝ2)
−E
(
(M2(S2) +K2)I(S1−D1 < s2) +M2(S1−D1)I(S1−D1 ≥ s2)
)
+Rn(d2),
(EC.3.23)
where supd2 |Rn(d2)|= oP (1). The function classes
{d 7→C2(y1, d), y1 ∈Θ} and {d 7→EC2(y2−D1, d)I(y2−D1 ≥ y3) : y2 ∈Θ, y3 ∈Θ}
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are P -Donsker by Lemma EC.1 and Lemma EC.4, respectively. As a result, {d 7→ ρ(2)y1,y2,y3(d) : y1 ∈
Θ, y2 ∈ Θ, y3 ∈ Θ} is also P -Donsker by Example 19.20 of van der Vaart (1998) where ρ(2)y1,y2,y3
is defined in (EC.3.18). Since ρ(2)y1,y2,y3(d) is uniformly bounded, {d 7→ (ρ(2)y1,y2,y3(d))2 : y1 ∈ Θ, y2 ∈
Θ, y3 ∈Θ} is also P -Donsker by Example 19.20 of van der Vaart (1998). Then (EC.3.23) implies
1
n
n∑
i=1
(
ρˆ(2)(di2)
)2
=
1
n
n∑
i=1
(
ρ
(2)
Ŝ2,Ŝ1,ŝ2
(di2)
)2
+ oP (1)
=E
(
ρ
(2)
Ŝ2,Ŝ1,ŝ2
(D2)
)2
+ oP (1)
=E
(
ρ
(2)
S2,S1,s2
(D2)
)2
+ oP (1),
where the third line is by the continuous mapping theorem.
Repeat the above argument to show 1
n
∑n
i=1
(
ρˆ(1)(di1)
)2
= E
(
ρ
(1)
S2,S1,s2
(D1)
)2
+ oP (1). Combine
the results to see that 1
n
∑n
i=1 [ρˆ
2
1(d
i
1) + ρˆ
2
2(d
i
2)] converges to var(ρ
(1)
S2,S1,s2
+ ρ
(2)
S2,S1,s2
) in probability.
EC.3.7. Proof of Corollary 1
By Theorem 9,
√
n(Ŝ1−S1) =GnϕS1 + oP (1) and
√
n(Ŝ2−S2) =GnϕS2 + oP (1). Combine these two
results to see
√
n
(
Ŝ1− Ŝ2− (ϕS1 −ϕS2 )
)
=Gn(ϕS1 −ϕS2 ) + oP (1). From Theorem 9, we have
ϕS2 (d1, d2) =−
1
f2(S2)
(
I(d2 ≤ S2)− b2
b2 +h2
)
, ϕS1 (d1, d2) =−
1
M′′1(S1)
(
mr1,S1(d1) + g
(2)
S1
(d2)
)
,
where
mr1,y(d1) = (b1 +h1)I(d1 ≤ y)− b1 +M′2(y− d)I(y− d≥ S2),
g
(2)
S1
(d2) =E(b2 +h2)
{
I(S1−D1− d2 ≥ 0)−F2(S1−D1)
}
I(S1−D1 ≥ S2). (EC.3.24)
Then the asymptotic variance of
√
n(Ŝ1− Ŝ2) can be computed as
E
(
ϕS1 −ϕS2
)2
=E
(
mr1,S1(D1)
M′′1(S1)
)2
+E
(
−g
(2)
S1
(D2)
M′′1(S1)
+
I(D2 ≤ S2)− b2b2+h2
f2(S2)
)2
.
The remaining task is to show that Eˆ(ϕˆS1 − ϕˆS2 )2 converges to E (ϕS1 −ϕS2 )2 in probability, where
Eˆ(ϕˆS1 − ϕˆS2 )2 =
1
n
n∑
i=1
(
mˆr
1,Ŝ1
(di1)
Mˆ′′1(Ŝ1)
)2
+
1
n
n∑
i=1
− gˆ(2)Ŝ1 (di2)
Mˆ′′1(Ŝ1)
+
I(di2 ≤ Ŝ2)− b2b2+h2
fˆ2(Ŝ2)
2 , (EC.3.25)
mˆr1,y(d1) = (b1 + h1)I(d1 ≤ y) − b1 + Mˆr2,n(y − d1)I(y − d1 ≥ Ŝ2), Mˆ′′1(Ŝ1) = (b1 + h1)fˆ1(Ŝ1) +
1
n
∑n
i=1(b2 + h2)fˆ2(Ŝ1 − di1 ≥ Ŝ2), and gˆ(2)Ŝ1 (d2) =
1
n
∑n
l=1(b2 + h2)
{
I(Ŝ1 − dl1 − d2 ≥ 0) − Fˆ2(Ŝ1 −
dl1)
}
I(Ŝ1− dl1 ≥ Ŝ2), with Fˆ2(y) = 1n
∑n
i=1 I(di2 ≤ y). Here, gˆ(2)Ŝ1 is an estimator of g
(2)
S1
in (EC.3.24).
To show the consistency of this variance estimator, we first consider the second sum of (EC.3.25).
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By (EC.3.9), Mˆ′′1(Ŝ1) converges to M′′1(S1). On the other hand, we can choose kernel estimators fˆ1
and fˆ2 such that supy |fˆ1(y)−f1(y)|= oP (1) and supy |fˆ2(y)−f2(y)|= oP (1). Use this condition and
the continuous mapping theorem to see that fˆ2(Ŝ2)→P f2(S2). Since Fˆ2→P F2 uniformly, argue as
in (EC.3.11) to see
gˆ
(2)
Ŝ1
(d2) =
1
n
n∑
l=1
(b2 +h2)
{
I(Ŝ1− dl1− d2 ≥ 0)−F2(Ŝ1− dl1)
}
I(Ŝ1− dl1 ≥ Ŝ2) +Rn(d2)
=EgŜ(D1, d2) +Rn(d2) = g
(2)
Ŝ1
(d2) +Rn(d2),
where supd2 |Rn(d2)|= oP (1) and g
(2)
Ŝ1
is defined in (EC.3.24). Use the above result, the fact that
Mˆ′′1(Ŝ1)→P M′′1(S1), and the fact that fˆ2(Ŝ2)→P f2(S2) to see
{fˆ2(Ŝ2)}−1
{
I(d2 ≤ Ŝ2)− b2
b2 +h2
}
−
gˆ
(2)
Ŝ1
(d2)
Mˆ′′1(Ŝ1)
= {f2(S2)}−1
{
I(d2 ≤ Ŝ2)− b2
b2 +h2
}
−
g
(2)
Ŝ1
(d2)
M′′1(S1)
+Rn(d2),
where supd2 |Rn(d2)| = oP (1). By the equality a2 − b2 = (a + b)(a − b) and the fact that
{f2(S2)}−1
{
I(d2 ≤ Ŝ2)− b2b2+h2
}
−{M′′1(S1)}−1g(2)Ŝ1 (d2) is uniformly bounded, we have
1
n
n∑
i=1
I(di2 ≤ Ŝ2)− b2b2+h2
fˆ2(Ŝ2)
−
gˆ
(2)
Ŝ1
(di2)
Mˆ′′1(Ŝ1)
2 = 1
n
n∑
i=1
I(di2 ≤ Ŝ2)− b2b2+h2
f2(S2)
−
g
(2)
Ŝ1
(di2)
M′′1(S1)
2 + oP (1).
(EC.3.26)
The function class {d1 7→ − g
(2)
y (d2)
M′′1 (S1)
+
I(d2≤y)− b2b2+h2
f2(S2)
: y ∈Θ} is P -Donsker by Lemma 5 and Example
19.20 of van der Vaart (1998). Since it is also bounded, we know {d1 7→
(
− g
(2)
y (d2)
M′′1 (S1)
+
I(d2≤y)− b2b2+h2
f2(S2)
)2
:
y ∈Θ} is also P -Donsker by Example 19.20 of van der Vaart (1998). Then we write (EC.3.26) as
1
n
n∑
i=1
[
−
gˆ
(2)
Ŝ1
(di2)
Mˆ′′1(Ŝ1)
+
I(di2 ≤ Ŝ2)− b2b2+h2
fˆ2(Ŝ2)
]2
=
1
n
n∑
i=1
−g(2)Ŝ1 (di2)
M′′1(S1)
+
I(di2 ≤ Ŝ2)− b2b2+h2
f2(S2)
2 + oP (1)
=E
−g(2)Ŝ1 (D2)
M′′1(S1)
+
I(D2 ≤ Ŝ2)− b2b2+h2
f2(S2)
2 + oP (1)
=E
(
−g
(2)
S1
(D2)
M′′1(S1)
+
I(D2 ≤ S2)− b2b2+h2
f2(S2)
)2
+ oP (1), (EC.3.27)
where the second equality is by the property of P -Donsker classes and the last equality is by the
continuous mapping theorem. Next, consider the first term on RHS of (EC.3.25) and observe that
1
n
n∑
i=1
(
mˆr
1,Ŝ1
(di1)
Mˆ′′1(Ŝ1)
)2
=
1
n
n∑
i=1
(
mˆr
1,Ŝ1
(di1)
M′′1(S1)
)2
+ oP (1),
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because Mˆ′′1(Ŝ1)→P M′′1(S1) and mˆ1,y is uniformly bounded. Similar to (EC.3.13), the first term
on the RHS above can be simplified as
1
n
n∑
i=1
(
mˆr
1,Ŝ1
(di1)
M′′1(S1)
)2
=
1
n
n∑
i=1
(
mr
1,Ŝ1
(di1)
M′′1(S1)
)2
+ oP (1).
Because the function class {d 7→mr1,y(d) : y ∈Θ} is a uniformly bounded P -Donsker class by Lemma
EC.2, {d 7→ (mr1,y(d))2 : y ∈Θ} is also P -Donsker by Example 19.20 of van der Vaart (1998). Use
this fact, and combine the above two displays to see
1
n
n∑
i=1
(
mˆr
1,Ŝ1
(di1)
Mˆ′′1(S1)
)2
=E
(
mr
1,Ŝ1
(D1)
M′′1(S1)
)2
+ oP (1) =E
(
mr1,S1(D1)
M′′1(S1)
)2
+ oP (1). (EC.3.28)
Here, the second equality is by the property of P -Donsker classes and the last equality is by the
continuous mapping theorem. Finally, combine (EC.3.27) and (EC.3.28) to see
Eˆ(ϕˆS1 − ϕˆS2 )2 =
1
n
n∑
i=1
(
mˆr
1,Ŝ1
(di1)
Mˆ′′1(Ŝ1)
)2
+
1
n
n∑
i=1
− gˆ(2)Ŝ1 (di2)
Mˆ′′1(Ŝ1)
+
I(di2 ≤ Ŝ2)− b2b2+h2
fˆ2(Ŝ2)
2
=E
(
mr1,S1(D1)
M′′1(S1)
)2
+E
(
−g
(2)
S1
(D2)
M′′1(S1)
+
I(D2 ≤ S2)− b2b2+h2
f2(S2)
)2
+ oP (1)
=E(ϕS1 −ϕS2 )2 + oP (1).
