ABSTRACT: This paper investigates the application of proposed neural MIMO
INTRODUCTION
Rehabilitation robots up to now begin to be applied for treatment of patients suffering from trauma or stroke. Since the number of patients is large and the treatment is time consuming, it is a big advantage if rehabilitation robots can assist in performing treatment. Noritsugu et al. [1] designed an arm-like robot for treating patients with trauma, and developed four modes of linear motion with impedance control to control the force during the movement.
Krebs et al. [2] designed a planar robot with impedance control for guiding patients to make movements along the specified trajectories. Ju et al. [3] Approaches to PAM modeling and control have included PID control, adaptive control (Lilly, 2003) [7] , nonlinear optimal predictive control [8] , variable structure control [9] In Fig.1, w Consider an ARX model with noisy input, which can be described as
where e(t) is the white noise sequence with zero mean and unit variance; u(t) and y(t) are input and output of system respectively; q is the shift operator and T is the time delay. 
We will design the proposed inverse MIMO Neural NARX11 model (n a = 1, n b = 1, n k =1) with 6 inputs (including u 11 (t) and u 12 (t) identical to input value u 1 
(t), u 21 (t) and u 22 (t) identical to input value u 2 (t), and recurrent delayed values y 1 (t-1), y 2 (t-1)), 2 output values (y 1hat (t), y 2hat (t)).
Its structure is shown in Fig. 2 . 
The weights are the adjustable parameters of the network, and they are determined from a set of examples through the process called training. The examples, or the training data as they are usually called, are a set of inputs, u(t),
and corresponding desired outputs, y(t).
Specify the training set by: 
Trang 17
Based on the conventional error BackPropagation (BP) training algorithms, the weighting value is calculated as follows:
with k is k th iterative step of calculation and   is learning rate which is often chosen as a small constant value.
Concretely, the weights W ij and w jl of neural NARX structure are then updated as: (9) in which j  is search direction value of j th neuron of hidden layer (j= [ 
These results of equations (8) and (9) 
Replace (12), (13), (14) to (11) and then put all to (7), the following equation is derived.
Equation (8) Replace (17), (18), (19) to (16) and then put all to (7), the following equation is derived.
Equation (9) has been demonstrated. 
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