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Diego das Neves de Souza




UNIVERSIDADE FEDERAL DO PARANÁ
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der a noção da distância que percorremos, mas, se nos deti-
vermos em nossa imagem, quando a iniciamos e ao término,
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Resumo
Sejam K um corpo, A uma K-álgebra unitária e H uma K-álgebra de Hopf.
Neste trabalho estenderemos, para o contexto de álgebras com unidades locais,
os Teoremas de Dualidade de Blattner-Montgomery para produtos cruzados de
A por H , quando a dimensão de H é finita, e para produtos smash de A por
H , quando H tem dimensão infinita. Em outra parte abordamos a álgebra de
multiplicadores M(A) de uma álgebra A. Dependendo de como se comporta o
produto de A, M(A) será extensão maximal de A dentre aquelas que a contém
como ideal essencial. No caso em que A é algebra com unidades locais e que H
age sobre Amediante algumas condições, nos é possı́vel incluir o produto smash
de M(A) por H na álgebra de multiplicadores do produto smash de A por H .
Além disso, conseguimos explicitar condições sob as quais estas álgebras são
isomorfas.
Palavras-chave: Álgebras com unidades locais; Álgebra de Multiplicadores;
Produto Cruzado; Produto Smash; Dualidade.
Abstract
Let be K be a field, A be a unital K-algebra and H be a Hopf K-algebra. In
this work we will extend, in the context of algebras with local units, the Duality
Theorems of Blattner-Montgomery for crossed products of A by H , when H is a
finite-dimensional Hopf algebra, and for smash products ofA byH , whenH has
infinite dimension. In another part we address the algebra of multipliers M(A)
of an algebra A. Depending on how the product of A behaves, M(A) will be an
extension of A which is maximal among those which contain A as an essential
ideal. In the case where A is an algebra with local units and that H acts on A
complying with some conditions, we can embed the smash product of M(A) by
H in the algebra of multipliers of the smash product of A by H . Moreover, we
determine conditions under which these algebras are isomorphic.
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Os Teoremas de Dualidade de Blattner-Montgomery, bem como os Teoremas de Du-
alidade de Cohen-Montgomery que os precederam, são resultados fundamentais da teoria de
álgebras de Hopf obtidos ao longo da década de 1980. Desde então várias extensões destes
resultados foram obtidas em diferentes contextos, como ações de álgebras de Hopf fracas [19],
ações e coações de grupoides [20], ações parciais de grupos e de álgebras de Hopf [2, 17], e
mais recentemente para ações de álgebras de Hopf em K-categorias [23].
Nesta tese, estendemos ambos os Teoremas de Dualidade de Blattner-Montgomery
para ações de álgebras de Hopf em álgebras com unidades locais. A motivação vem da teoria de
ações e coações de álgebras de Hopf em K-categorias desenvolvida a partir do inı́cio dos anos
2000, que inclui tópicos em extensões de Hopf-Galois [9, 15, 22, 23], recobrimentos de Galois
de K-categorias [8, 9] e ações parciais em K-categorias [1]. A passagem de K-categorias para
álgebras com unidades locais é sugerida por um resultado de [9] que mostra como associar a
cada K-categoria com um número finito de objetos C uma K-álgebra com unidade a(C ). Se
esta mesma construção é aplicada a uma K-categoria C arbitrária então a(C ) torna-se uma
álgebra com unidades locais a(C ), e uma (co)ação de H em C determina uma (co)ação de
H em a(C ). Com isso, em [18] a autora introduz uma nova construção de produto cruzado
para álgebras com unidades locais que estende o produto cruzado de uma K-categoria por H
apresentado em [23], e é com relação a esta construção que este trabalho será desenvolvido.
Um produto cruzado A#σH entre uma álgebra unitária A e uma álgebra de Hopf H é
um U -módulo álgebra, sendo U uma subálgebra de Hopf de H◦, via
f · (a#h) =
∑
a#f(h2)h1, ∀a ∈ A, h ∈ H e f ∈ U
sendo assim podemos formar o produto smash (A#σH)#U . Quando σ é trivial, veremos
que A#σH = A#H , neste caso, é provado sob certas hipóteses em [5], que (A#H)#U 
A ⊗ (H#U). Este resultado é conhecido como Teorema de Dualidade. Outra versão do Te-
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orema de Dualidade é provada em [6] para o caso em que σ é invertı́vel por convolução e
H é arbitrário de dimensão finita, tal prova passa por conceitos de H-extensões e resulta em
(A#σH)#H
∗  A ⊗ EndK(H)  Mn(A). Ambos Teoremas de Dualidade, resultados de
trabalho de Blattner e Montgomery, terão como foco nos capı́tulos 4 e 5 deste trabalho as suas
abordagens e respectivas generalizações para o contexto de álgebras com unidades locais.
O presente trabalho está descrito como segue abaixo.
No primeiro capı́tulo apresentamos a definição de produto cruzado entre uma álgebra
e uma álgebra de Hopf. Exibimos algumas considerações bem como resultados envolvendo
produtos cruzados, sem demonstração, mas que podem ser encontrados em [11]. Abordaremos
também resultados apresentados em [6] a respeito de produtos cruzados e H-extensões. Ve-
remos juntamente com resultados Doi e Takeuchi em [14] e [13] que produtos cruzados com
cociclo invertı́vel por convolução podem ser caracterizados como certas classes deH-extensões.
No segundo capı́tulo provaremos o Teorema de Dualidade de Blattner-Montgomery
apresentada em [6].
No terceiro capı́tulo fazemos algumas considerações sobre sistemas e limites diretos e
K-álgebra com unidades locais, bem como definimos produto cruzado entre uma álgebra desse
tipo com uma álgebra de Hopf. Definiremos o conceito de extensão H-Galois para álgebras
com unidades locais e veremos a generalização de um resultado válido para álgebras unitárias
dentro desse contexto. O que será abordado nesse capı́tulo é baseado no trabalho [18], de onde
se pode encontrar maiores detalhes do que será nesse capı́tulo mencionado.
No quarto capı́tulo generalizamos para o contexto de álgebras com unidades locais o
Teorema de Dualidade de Blattner-Montgomery apresentado em [6] e abordado no capı́tulo 2.
Todas as considerações feitas e resultados apresentados nos capı́tulos anteriores são de funda-
mental importância para o que será feito nesse capı́tulo.
O quinto capı́tulo é baseado em [5] onde é apresentada uma versão do Teorema de
Dualidade para o caso em que a álgebra de Hopf envolvida é de dimensão infinita. Mediante
algumas modificações em que em [4] era utilizada a unidade de uma álgebra A, para uma res-
pectiva álgebra com unidades locais adaptaremos expressões similares, onde valham resultados
análogos para unidades locais adequadas, e com isso mostraremos a respectiva generalização
dessa segunda versão do Teorema de Dualidade. Veremos ainda que segundo uma caracterização
topológica apresentada em [11] para conjunto de funções, tal generalização generaliza o Teo-
rema de Dualidade apresentada em [6] - para o caso em que o cociclo é trivial - e que é abordada
no capı́tulo 2, e ainda, coincidem no caso em que a álgebra de Hopf subjacente tiver dimensão
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finita.
No sexto e último capı́tulo, associado a uma álgebra A, veremos o conceito de álgebra
de multiplicadores desta, sendo esta denotada por M(A) e abordada em [10]. Veremos no caso
em que A for um H-módulo álgebra com unidades locais e H possuir antı́poda bijetiva que
M(A) admitirá estrutura de H-módulo álgebra, o que nos permitirá formar o produto smash
M(A)#H . Em [9] é construı́do a partir de uma ação de H sobre uma K-categoria C a K-
categoria smash C#H . No caso em que C tem um número finito de objetos, a(C ) é um
H-módulo álgebra, o que permite formar o produto smash a(C )#H . Nesse contexto, as K-
álgebras a(C )#H e a(C#H) são canonicamente isomorfas como mostra o referido trabalho.
Em analogia com a álgebra de multiplicadores, onde temos as álgebras M(A)#H e M(A#H),
nos questionamos se estas são isomorfas, ou então, qual a relação entre ambas. Veremos que há
uma imersão de M(A)#H em M(A#H) e que em um caso particular, tal imersão é ou não um
isomorfismo dependendo da finitude da dimensão de H . Tal exemplo nos faz questionar se no
caso geral a sobrejetividade de tal imersão é um fato exclusivamente peculiar à dimensão de H .
A última subseção deste capı́tulo trata de caracterizar no caso geral a imagem de tal imersão e




Neste trabalho H denotará uma álgebra de Hopf sobre K. Referente a comultiplicação
Δ associada a estrutura de coálgebra de H , usaremos a notação simplificada de Sweedler dada
por: Δ(h) = h1 ⊗ h2, para cada h ∈ H . Igualmente, para um H-comódulo à direita B via
ρ : B −→ B ⊗H , usaremos a notação simplificada: ρ(b) = b0 ⊗ b1, para cada b ∈ B.
Este primeiro capı́tulo é composto de duas seções. Na primeira seção abordaremos a
definição de produto cruzado, bem como citaremos alguns exemplos e resultados pertinentes.
Quase toda a totalidade dessa seção foi extraı́da de [11]. Na segunda seção definiremos o
conceito de H-extensões, analisaremos sua relação com produtos cruzados e explicitaremos
alguns resultados nesse contexto. As definições, considerações e resultados dessa segunda seção
foram extraı́dos de [6].
1.1 Definição e resultados
Definição 1.1 Seja H uma álgebra de Hopf com uma ação fraca sobre a K-álgebra A, isto é,
A é um H-módulo álgebra com exceção da associatividade da multiplicação por escalar de H
(não necessariamente vale que h · (l · a) = (hl) · a). Seja σ : H × H −→ A um morfismo
K-bilinear. Denotamos por A#σH o K-espaço vetorial A⊗H com produto:
(a#σh)(b#σk) = a(h1 · b)σ(h2, k1)#h3k2
A#σH é dito produto cruzado se o produto é associativo e 1A#σ1H é a unidade em A#σH ,
isto é, se A#σH for uma K-álgebra.
Notação 1.2 Para não carregar a notação denotaremos um elemento a#σh ∈ A#σH simples-
mente por a#h quando σ ficar subentendido.
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Exemplo 1.3 O produto smash é um produto cruzado onde o cociclo é trivial, isto é,
σ(h, k) = ε(h)ε(k)1A
para cada h, k ∈ H . Nesse caso
(a#h)(b#k) = a(h1 · b)σ(h2, k1)#h3k2 = a(h1 · b)#h2k
Exemplo 1.4 O produto torcido é um produto cruzado onde a ação de H em A é trivial, isto é,
h · b = ε(h)b
para cada h ∈ H e b ∈ A, porém o coclico não. Nesse caso
(a#h)(b#k) = a(h1 · b)σ(h2, k1)#h3k2 = abσ(h1, k1)#h2k2
Proposição 1.5 Valem as seguintes afirmações:
1. A#σH é um produto cruzado se, e só se, valem:
(a) A condição de normalidade:
σ(1H , h) = σ(h, 1H) = ε(h)1A, ∀h ∈ H
(b) A condição de cociclo:
(h1 · σ(l1,m1))σ(h2, l2m2) = σ(h1, l1)σ(h2l2,m), ∀h, l,m ∈ H
(c) A condição de módulo torcido:
(h1 · (l1 · a))σ(h2, l2) = σ(h1, l1)((h2l2) · a), ∀h, l ∈ H e a ∈ A
Assumindo que A#σH seja um produto cruzado, temos que:
2. A função
iA : A −→ A#σH
a −→ a#1H
é um morfismo injetivo de K-álgebras;
3. A#σH  A ⊗ H como A-módulos à esquerda. Em particular, A#σH é livre como
A-módulo à esquerda.
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Teorema 1.6 Se A#σH é um produto cruzado com σ invertı́vel com respeito a convolução e a
antı́poda S de H for bijetiva, então A#σH  H ⊗A como A-módulo à direita. Em particular,
A#σH é livre como A-módulo à direita.
Observação 1.7 Nas condições do teorema acima, o isomorfismo citado bem como sua inversa
são dadas pelas seguintes expressões:
ϕ : A#σH −→ H ⊗ A
a#h −→ h4 ⊗ (S−1(h3) · a)σ(S−1(h2), h1)
e
ϕ−1 : H ⊗ A −→ A#σH
h⊗ a −→ σ−1(h2, S−1(h1))(h3 · a)#h4
1.2 Caracterização de produtos cruzados como uma classe
de H - extensões
Recordamos que um H-comódulo à direita é um K-espaço vetorial M , com uma
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comutam. O subespaço dos coinvariantes é
M coH = {m ∈M | ρ(m) = m⊗ 1H}.
Uma álgebra B é um H-comódulo álgebra à direita se (B, ρ) é um H-comódulo e
ρ : B −→ B ⊗H é um morfismo de álgebras; dizemos também que ρ é uma coação de H em
B. É fácil verificar que BcoH é uma subálgebra de B, e portanto toda estrutura de H-comódulo
álgebra em B dá origem a uma extensão de álgebras BcoH ⊆ B.
Seja B = A#σH um produto cruzado e definamos
ρ : B −→ B ⊗H
a#h −→ (a#h1)⊗ h2
Dessa forma temos
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Lema 1.8 ρ torna B um H-comódulo álgebra à direita e BcoH := {b ∈ B | ρ(b) = b⊗ 1H} =
A#σ1H . Além disso,
ν : H −→ B
h −→ 1A#h
é um morfismo de H-comódulos à direita.
Proposição 1.9 Seja B = A#σH um produto cruzado. Então ν é invertı́vel por convolução
em HomK(H,B) se e só se σ é invertı́vel por convolução em HomK(H ⊗H,A).
Definição 1.10 Sejam A e B K-álgebras e H uma álgebra de Hopf. Suponhamos que:
1. B é H-comódulo álgebra à direita com morfismo ρ : B −→ B ⊗H;
2. Temos morfismo injetivo de álgebras i : A −→ B tal que i(A) = BcoH .
Dizemos então que 0  A i  B é uma H-extensão à direita de A.
Teorema 1.11 Sendo B = A#σH um produto cruzado e
iA : A −→ B
a −→ a#1H
temos que 0  A
iA  B é uma H-extensão à direita de A.
Definição 1.12 DuasH-extensões 0  A i  B e 0  A i
′
 B′ deA são ditas equi-









comuta e ψ é um morfismo de H-comódulos à direita e de álgebras.
Vale observar ainda que se 0  A i  B é uma H-extensão de A, então B torna-
se um A-bimódulo por restrições de escalares, isto é, com ações dada por:
a · b := i(a)b e b · a := bi(a), ∀b ∈ B e ∀a ∈ A
Definição 1.13 Uma H-extensão à direita 0  A i  B :
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1. é H-Galois à direita se o morfismo
γ : B ⊗A B −→ B ⊗H
b⊗A c −→ (b⊗ 1H)ρ(c)
é bijetivo;
2. é fendida à direita se existe um morfismo de H-comódulos à direita ν : H −→ B que é
invertı́vel na álgebra de convolução HomK(H,B);
3. tem a propriedade de base normal à direita se existe um isomorfismoK-linear deA⊗KH
para B que é um morfismo de A-módulos à esquerda e de H-comódulos à direita.
Teorema 1.14 A H-extensão 0  A iA  A#σH , tem a propriedade de base normal e é
fendida se σ for invertı́vel por convolução.
O seguinte teorema combina resultados de Doi e Takeuchi com o que temos visto até
o momento:
Teorema 1.15 Seja 0  A i  B uma H-extensão à direita. São equivalentes:
1. 0  A i  B é equivalente à 0  A
iA  A#σH para alguma ação fraca de
H sobre A e algum cociclo normal invertı́vel satisfazendo a condição de módulo torcido;
2. 0  A i  B é fendida;
3. 0  A i  B é H-Galois e tem a propriedade de base normal.
Além disso se a antı́poda de H for bijetiva, então qualquer uma das condições acima implicam
que B  H ⊗ A como A-módulos à direita.
Capı́tulo 2
O Teorema de Dualidade de
Blattner-Montgomery
O objetivo desse capı́tulo é exibir e demonstrar o Teorema de Dualidade presente em
[6]. Apresentamos inicialmente alguns resultados necessários para tal demonstração. O se-
guinte resultado pode ser encontrado em [16] na Proposição 1.2.
Proposição 2.1 SejamB umH-comódulo álgebra com respeito à ρ : B −→ B⊗H ,A = BcoH ,
sejam γ e γ′ as aplicações
γ : B ⊗A B −→ B ⊗H
b⊗A c −→ (b⊗ 1H)ρ(c)
e
γ′ : B ⊗A B −→ B ⊗H
b⊗A c −→ ρ(b)(c⊗ 1H)
Então o homomorfismo de B-módulos à esquerda γ é injetor, sobrejetor ou bijetor se e só se o
homomorfismo de B-módulos à direita γ′ é injetor, sobrejetor ou bijetor respectivamente.
O seguinte resultado é abordado em [16] no Lema 1.3.
Lema 2.2 A imagem de γ′ : B ⊗A B −→ B ⊗ H pelo funtor HomB( , BB) determina um
homomorfismo de B-módulos à esquerda de B ⊗ H∗ em EndA(BA) que é um homomorfismo
de álgebras do produto smash B#H∗ na álgebra EndA(BA).
Observação 2.3 A ação de H∗ sobre B que permite formar o produto smash mencionado no
lema é dada do seguinte modo: sendo B um H-comódulo álgebra com
ρ : B −→ B ⊗H
b −→ b0 ⊗ b1
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então B torna-se um H∗-módulo álgebra via: f · b = b0f(b1), para cada f ∈ H∗ e b ∈ B.
Demonstração. Fazendo composições de alguns isomorfismos canônicos é possı́vel encontrar
um morfismo θ : B ⊗H∗ −→ EndA(BA) da forma
θ : B ⊗H∗ ϕ  HomB((B ⊗H)B, BB)
(γ′)∗
 HomB((B ⊗A B)B, BB) ψ  EndA(BA)
onde a expressão final é dada por:
θ(b⊗ f)(c) = (bf(c1))c0
de onde se pode verificar que θ satisfaz as condições do enunciado.
Para efeito de esclarecimento, vale informar que o isomorfismoK-linear ϕ é dado pela
composição dos seguintes isomorfismos K-lineares:
ϕ1 : B ⊗H∗ −→ HomK(H,B ⊗K)
b⊗ f −→ ϕ1(b⊗ f)
onde ϕ1(b⊗ f)(h) = b⊗ f(h), ∀h ∈ H;
(ϕ2)∗ : HomK(H,B ⊗K) −→ HomK(H,B)
que é a imagem do isomorfismo K-linear
ϕ2 : B ⊗K −→ B
b⊗ k −→ bk
pelo funtor HomK(H, );
(ϕ3)∗ : HomK(H,B) −→ HomK(H,HomB(BB, BB))
que é imagem do isomorfismo K-linear
ϕ3 : B −→ HomB(BB, BB)
b −→ ϕ3,b
dado por ϕ3,b(c) = bc, ∀c ∈ B, pelo funtor HomK(H, );
ϕ4 : HomK(H,HomB(BB, BB)) −→ HomB((H ⊗ B)B, BB)
f −→ ϕ4(f)
onde ϕ4(f)(h⊗ b) = f(h)(b), ∀h⊗ b ∈ H ⊗B;
e
(ϕ5)
∗ : HomB((H ⊗ B)B, BB) −→ HomB((B ⊗H)B, BB)
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que é a imagem do isomorfismo K-linear
ϕ5 : B ⊗H −→ H ⊗ B
b⊗ h −→ h⊗ b
pelo funtor HomB( , BB).
Quanto ao isomorfismo K-linear ψ, este é dado pelas composições de
ψ1 : HomB((B ⊗A B)B, BB) −→ HomA(BA,HomB(BB, BB)A)
f −→ ψ1(f)
onde ψ1(f)(b)(c) = f(b⊗ c), ∀b, c ∈ B, e
(ψ2)∗ : HomA(BA,HomB(BB, BB)A) −→ EndA(BA)
que é a imagem do isomorfismo K-linear
ψ2 : HomB(BB, BB) −→ B
f −→ f(1B)
pelo funtor HomA(BA, ).
Vale ainda ressaltar que os isomorfismos ϕ1, ϕ4 e ψ1 podem ser encontrados em [3]
para maiores detalhes. 
No caso em que tivermos uma extensão H-Galois 0  A i  B , isto é, quando
γ : B ⊗A B −→ B ⊗H for bijetivo, teremos de acordo com a proposição vista anteriormente
que γ′ : B ⊗A B −→ B ⊗ H será bijetivo, e por consequência do lema anterior, θ será
um isomorfismo de álgebras, pois será composta de três isomorfismos. Resumindo, temos o
seguinte resultado:
Teorema 2.4 Seja 0  A i  B uma extensãoH-Galois deA. EntãoB#H∗  EndA(BA)
como álgebra.
Finalmente anunciamos o teorema principal, encontrado em [6] no Teorema 2.2.
Teorema 2.5 (Dualidade de Blattner-Montgomery) Sejam H uma K-álgebra de Hopf com
n = dimK H < ∞ e A#σH um produto cruzado com σ invertı́vel por convolução. Então
temos os isomorfismos de álgebras:
(A#σH)#H
∗  A⊗ EndK(H) Mn(A)
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Demonstração. Sendo σ invertı́vel por convolução temos pelo Teorema 1.14 que a H-extensão
0  A
iA  A#σH é fendida, e consequentemente pelo Teorema 1.15 esta H-extensão é
H-Galois. Sendo assim, pelo teorema anterior temos que
(A#σH)#H
∗  EndA((A#σH)A)
Como n = dimK H < ∞, temos que a antı́poda de H é bijetiva, e juntamente com o fato de σ
ser invertı́vel por convolução temos de acordo com o Teorema 1.6 que
A#σH  H ⊗ A
comoA-módulo à direita. TambémH⊗A é livre comoA-módulo à direita, pois se {h1, · · · , hn}
é base de H como K-espaço vetorial então o conjunto {h1 ⊗ 1A, · · · , hn ⊗ 1A} é uma base de
H ⊗ A como A-módulo à direita. Assim,
A#σH  H ⊗ A  An
como A-módulo à direita, e disso segue que
(A#σH)#H
∗  EndA((A#σH)A)  EndA(An) Mn(A)
como álgebras. Por fim, o conjunto {Ep,q | 1 ≤ p, q ≤ n} de K-endomorfismos de H definidos
por
Ep,q : H −→ H
hi −→ δiqhp
forma uma K-base para EndK H . Consequentemente definimos
θ : A⊗ EndK H −→ Mn(A)
n∑
i,j=1




sendo Eij a matriz elementar com 1A na linha i e coluna j e 0 nas demais. A aplicação θ assim
definida é um isomorfismo de álgebras. 
Capı́tulo 3
K-Álgebras com unidades locais:
Produtos cruzados e extensões de
Hopf-Galois
Neste capı́tulo abordaremos o conceito de K-álgebras com unidades locais, o qual
generaliza o conceito de álgebras unitárias, e é o objeto sobre o qual iremos trabalhar nos
próximos capı́tulos. Trataremos do conceito de limites diretos, sendo esta uma ferramenta útil
para obtenção de resultados envolvendo álgebras desse tipo. Por fim, dentro desse contexto de
álgebras com unidades locais, veremos a definição de produto cruzado e extensão H-Galois,
bem como alguns resultados envolvendo tais estruturas.
Grande parte das definições, considerações e resultados mencionadas neste capı́tulo,
foram obtidos de [18], de onde pode obter maiores informações.
3.1 Limites diretos
Definição 3.1 Seja I um conjunto parcialmente ordenado. Um sistema direto sobre I em uma
categoria C é um par ((Ai)i∈I , ( jαi)i≤j) sendo Ai um objeto em C para cada i ∈ I e
jαi : Ai −→ Aj morfismo em C para cada i, j ∈ I , i ≤ j, tais que:
1. iαi = 1Ai , ∀i ∈ I;
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Definição 3.2 Seja I um conjunto parcialmente ordenado e ((Ai)i∈I , ( jαi)i≤j) um sistema di-
reto em C . O limite direto (ou colimite) do sistema em questão, quando existe, é um par
(A, (αi)i∈I) onde A é um objeto em C e αi : Ai −→ A morfismo em C para cada i ∈ I tais
que:











2. SeX é um objeto em C e fi : Ai −→ X são morfismos em C tais que fj◦ jαi = fi ∀i ≤ j,


















Notação 3.3 Quando não houver risco de confusão denotaremos o limite direto (A, (αi)i∈I) do
sistema direto ((Ai)i∈I , ( jαi)i≤j) por lim−→ ((Ai)i∈I , ( jαi)i≤j) = (A, (αi)i∈I) ou simplesmente
por lim−→Ai = A.
Observação 3.4 O limite direto, quando existe, é único a menos de isomorfismo. Com efeito,
supondo que lim−→ ((Ai)i∈I , ( jαi)i≤j) = (A, (αi)i∈I) e lim−→ ((Ai)i∈I , ( jαi)i≤j) = (B, (βi)i∈I)















como lim−→Ai = A, então ∃! θ
′ : A −→ B tal que
θ′ ◦ αi = βi ∀i ∈ I (3.1)
também como lim−→Ai = B, então ∃! θ : B −→ A tal que
θ ◦ βi = αi ∀i ∈ I (3.2)

















ou seja, 1A : A −→ A é o único morfismo que torna verdadeira a equação 1A ◦ αi = αi ∀i ∈ I .
De 3.1 e 3.2 temos que
(θ ◦ θ′) ◦ αi = θ ◦ (θ′ ◦ αi) = θ ◦ βi = αi ∀i ∈ I
e da unicidade de 1A tal que 1A ◦ αi = αi ∀i ∈ I , temos que θ ◦ θ′ = 1A. De maneira análoga,
temos do fato de que lim−→Ai = B que θ
′ ◦ θ = 1B, e consequentemente A  B.
3.2 K-Álgebras com unidades locais
Nesta seção definiremos o conceito de umaK-álgebra com unidades locais de maneira
análoga a encontrada em [7]. Além disso, boa parte dos demais resultados abordados nesta
seção encontram-se de maneira implı́cita no Lema 4.1 da mesma referência.
Definição 3.5 Uma K-álgebra A é dita ser uma K-álgebra com unidades locais se possui um
subconjunto u = {ei | i ∈ I} tal que:
1. ei · ei = ei, ∀i ∈ I , ou seja, cada ei ∈ A é idempotente;
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2. Para todo subconjunto finito F ⊆ A, ∃ ei ∈ u tal que ei · a = a · ei = a, ∀a ∈ F .
O conjunto u satisfazendo as condições da definição precedente, é dito ser um sistema de uni-
dades locais para A. Também dizemos que cada elemento ei ∈ u é uma unidade local de A. O
resultado a seguir é de fácil verificação.
Proposição 3.6 Se A é uma K-álgebra com um sistema de unidades locais u = {ei | i ∈ I},
então os subconjuntos Ai definidos por Ai = eiAei são K-subálgebras unitárias de A com
1Ai = ei.
Definição 3.7 Dizemos que um conjunto parcialmente ordenado I é direcionado se para cada
subconjunto finito F ⊆ I, ∃ i ∈ I tal que f ≤ i ∀f ∈ F .
Se A é uma K-álgebra com um sistema de unidades locais u = {ei | i ∈ I} e ∀i, j ∈ I
com i = j tivermos ei = ej , então podemos definir uma ordem parcial em I dada por:
i ≤ j ⇐⇒ ei · ej = ej · ei = ei
Com efeito, a relação acima é:
1. reflexiva, pois ei · ei = ei o que implica em i ≤ i;
2. antissimétrica, pois se i ≤ j, isto é, ei · ej = ej · ei = ei e também se j ≤ i, isto é,
ej · ei = ei · ej = ej , então ei = ei · ej = ej o que implica que i = j, pois estamos
assumindo que ∀i, j ∈ I com i = j vale ei = ej;
3. transitiva, pois sendo i ≤ j, isto é, ei ·ej = ej ·ei = ei e j ≤ k, isto é, ej ·ek = ek ·ej = ej ,
então ek · ei = ek · (ej · ei) = (ek · ej) · ei = ej · ei = ei. Analogamente ei · ek = ei, o que
implica em i ≤ k.
Ademais, com essa relação de ordem I se torna um conjunto parcialmente ordenado
direcionado. De fato, sendo F = {i1, . . . , in} ∈ I , consideramos o subconjunto das respectivas
unidades locais {ei1 , . . . , ein} ⊆ A, logo, das propriedades de álgebra com unidades locais
existe et ∈ A tal que
eik · et = et · eik = eik ∀k = 1, · · · , n. ⇐⇒ ik ≤ t ∀k = 1, · · · , n.
Vale também ressaltar que com essa relação de ordem, temos que Ai ⊆ Aj sempre que i ≤ j.
Com efeito, i ≤ j significa que ei·ej = ej ·ei = ei, desse modo,Ai = eiAei = (ej ·ei)A(ei·ej) ⊆
ejAej = Aj .
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Proposição 3.8 Sejam A uma K-álgebra com um sistema de unidades locais u = {ei | i ∈ I},
{Ai}i∈I a famı́lia de K-subálgebras unitárias de A dada por Ai = eiAei para cada i ∈ I .
Então lim−→Ai = A na categoria das K-álgebras.
Demonstração. Considerando que Ai ⊆ Aj , ∀i ≤ j e tomando jαi : Ai −→ Aj sendo o
morfismo inclusão, temos que tais morfismo são morfismos de álgebras e além disso satisfazem
as condições
iαi = 1Ai para todo i ∈ I e kαj ◦ jαi = kαi sempre que i ≤ j ≤ k.
Assim, ((Ai)i∈I , ( jαi)i≤j) é um sistema direto sobre I na categoria das K-álgebras.
Considerando αi : Ai −→ A também como morfismo inclusão para todo i ∈ I , o que
acarreta novamente em morfismos de álgebras, X uma K-álgebra e fi : Ai → X morfismos de















θ : A −→ X
a −→ fi(a)
considerando a ∈ Ai. Desse modo temos que
• θ está bem definido:
de fato, sendo a ∈ A de modo que a ∈ Ai ∩ Ak, tomamos j ∈ I tal que i, k ≤ j, com
isso a ∈ Aj . Assim
fj(a) = fj( jαi(a)) = (fj ◦ jαi)(a) = fi(a)
e analogamente
fj(a) = fj( jαk(a)) = (fj ◦ jαk)(a) = fk(a)
• θ é morfismo de álgebras:
dados a, b ∈ A podemos tomar j ∈ I de modo que a, b ∈ Aj , pois considerando a ∈ Ai
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e b ∈ Ak, basta tomarmos j ∈ I tal que i, k ≤ j para que Ai ⊆ Aj bem como Ak ⊆ Aj ,
em particular a, b ∈ Aj . Como Aj é K-álgebra a+ kb ∈ Aj para todo k ∈ K, então
θ(a+ kb) = fj(a+ kb) = fj(a) + kfj(b) = θ(a) + kθ(b)
o que verifica a K-linearidade de θ. Vale rassaltar que na segunda igualdade da equação
usamos o fato que fj é morfismo K-linear, pois é morfismo de álgebras. Novamente, do
fato de fj ser morfismo de álgebras temos
θ(ab) = fj(ab) = fj(a)fj(b) = θ(a)θ(b)
• θ ◦ αi = fi para todo i ∈ I:
dado a ∈ Ai por definição θ(a) = fi(a), como αi : Ai −→ A se trata de inclusão então
αi(a) = a. Logo θ(αi(a)) = fi(a).

















o que conclui a demonstração. 
A seguir definimos o conceito de parte unitária de um módulo sobre uma álgebra.
Logo após daremos sua caracterização para o caso em que tal álgebra for uma K-álgebra com
unidades locais.
Definição 3.9 Seja A uma K-álgebra possivelmente sem unidade.
1. Um A-módulo à esquerda sobre A é um K-espaço vetorial com uma aplicação K-linear







2. Se M é um A-módulo à esquerda mediante a ação A⊗M −→M , definimos AM como
sendo o conjunto imagem da ação A ⊗ M −→ M , assim, m ∈ AM se, e somente
se, m =
∑n
i=1 aimi com ai ∈ A e mi ∈ M . Diremos que AM é a parte unitária do
A-módulo M .
Observação 3.10 De maneira análoga, podemos definir a parte unitária de um A-módulo à
direita M , isto é, o conjunto MA.
Se A é uma K-álgebra com unidade, a definição usual de A-módulo à esquerda é
equivalente a dizer que (i) M é um A-módulo segundo a Definição 3.9, (ii) 1A · m = m para
cada m ∈ M . Podemos ainda ver que, no caso de uma K-álgebra A com unidade, a definição
usual de A-módulo corresponde à definição de A-módulo unitário. De fato, se vale (ii) então
claramente M = AM ; reciprocamente, se M = AM então cada m ∈ M pode ser escrito na
forma m =
∑n














No caso de A ser uma álgebra com um sistema de unidades locais u = {ei | i ∈ I}
temos que m ∈ AM se, e só se, existe unidade local ej ∈ u tal que ejm = m. Com efeito,
se existe tal ej ∈ u ⊆ A, então m = ejm ∈ AM . Reciprocamente, se m ∈ AM temos que
m =
∑n
i=1 aimi, e considerando o subconjunto finito {ai}ni=1 ⊆ A podemos considerar unidade














De maneira análoga, MA, no caso em que A é uma álgebra com unidades locais,
é o conjunto dos elementos m ∈ M tais que existe ej ∈ u com mej = m. Por fim, no
caso em que M é um A-bimódulo e estivermos considerando as partes unitárias à direita e à
esquerda de M ao mesmo tempo, isto é: AMA, podemos inferir que m ∈ AMA se existe uma
mesma unidade local ej que age trivialmente em ambos os lados, ou seja, existe ej ∈ u tal que
ejm = mej = m. Pois caso isso não seja imediato no sentido de que a ação trivial se dê por
unidades locais diferentes em cada lado, isto é, m = eim = mek com ei, ek ∈ u, então bastaria
tomar j ∈ I tal que i, k ≤ j para que ejm = ej(eim) = (ejei)m = eim = m e analogamente
mej = (mek)ej = m(ekej) = mek = m.
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3.3 Produtos cruzados para uma álgebra com unidades lo-
cais
Definição 3.11 SejamH uma álgebra de Hopf eA umaK-álgebra com um sistema de unidades
locais u = {ei | i ∈ I}. Dizemos que H age fracamente sobre A pela aplicação K-linear
 : H ⊗ A −→ A
h⊗ a −→ h  a
se:
1. h  (ab) = (h1  a)(h2  b);
2. h  ei = ε(h)ei.
∀a, b ∈ A, h ∈ H e i ∈ I .
Observe que nessas condições é possı́vel afirmar que H  Ai ⊆ Ai, com efeito, dados h ∈ H e
ai ∈ Ai temos
h  ai = h  (eiaiei) = (h1  ei)(h2  ai)(h3  ei)
= (ε(h1)ei)(h2  ai)(ε(h3)ei) = ei(h  ai)ei ∈ Ai
Agora, para cada K-álgebra unitária Ai vamos considerar uma aplicação K-linear
σi : H ⊗H −→ Ai
que satisfaz as condições:
1. de normalidade, isto é,
σi(1H , h) = σi(h, 1H) = ε(h)ei, ∀h ∈ H
2. de cociclo, isto é,
(h1  σi(l1,m1))σi(h2, l2m2) = σi(h1, l1)σi(h2l2,m), ∀h, l,m ∈ H
3. de módulo torcido, isto é,
(h1  (l1  a))σi(h2, l2) = σi(h1, l1)((h2l2)  a), ∀h, l ∈ H e a ∈ Ai
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Destas condições segue que cada σi induz um produto cruzado Ai#σiH que tem como unidade
o elemento ei#σi1H .
Definição 3.12 Diremos que a famı́lia σ = (σi)i∈I de morfismos K-lineares é um 2-cociclo
normalizado que satisfaz a condição de módulo torcido para uma K-álgebra A com unidades
locais, se cada σi desta famı́lia satisfizer as condições de normalidade, cociclo e módulo torcido
mencionado anteriormente e além disso, houver a seguinte compatibilidade:
eiσj = σi ∀i ≤ j
Suponhamos então que temos um 2-cociclo normalizado que safisfaça a condição de módulo
torcido. Como bem sabemos, como conjunto Ai#σiH = Ai ⊗ H , podemos então considerar
as inclusões jβi : Ai#σiH −→ Aj#σjH , que sob as hipóteses que estamos admitindo são
morfismos de álgebras. De fato,
jβi(a#σih) jβi(b#σik) = (a#σjh)(b#σjk)
= a(h1  b)σj(h2, k1)#σjh3k2
= a(h1  b)eiσj(h2, k1)#σjh3k2
= a(h1  b)σi(h2, k1)#σjh3k2
= jβi(a(h1  b)σi(h2, k1)#σih3k2)
= jβi((a#σih)(b#σik))
Vamos agora definir o produto cruzado entre uma álgebra com unidades locais e uma álgebra
de Hopf.
Definição 3.13 Seja A uma K-álgebra com unidades locais tal que H age fracamente sobre A
por , e σ = (σi)i∈I um 2-cociclo normalizado que satisfaz a condição de módulo torcido. O
produto cruzado A#σH é o K-espaço vetorial A ⊗ H com a multiplicação dada por: dados
a#h e b#k emA#σH , existe ı́ndice i ∈ I tal que a#h, b#k ∈ Ai⊗H . Sendo assim, o produto
fica determinado pelo respectivo produto cruzado Ai#σiH que contém esses elementos, isto é,
(a#h)(b#k) := a(h1  b)σi(h2, k1)#h3k2
Podemos observar que o produto da definição está bem definido devido a compatibili-
dade dos σ′is. Com efeito, se existe i = j tal que a#h, b#k ∈ Aj ⊗H , então devido a relação
de ordem em I , existe t ∈ I com i, j ≤ t tal que a#h, b#k ∈ At ⊗H . Assim,
(a#h)(b#k) = a(h1  b)σi(h2, k1)#h3k2
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= a(h1  b)eiσt(h2, k1)#h3k2
= a(h1  b)σt(h2, k1)#h3k2
e analogamente
(a#h)(b#k) = a(h1  b)σj(h2, k1)#h3k2
= a(h1  b)ejσt(h2, k1)#h3k2
= a(h1  b)σt(h2, k1)#h3k2
Ademais, o produto é associativo, pois, dados a#h, b#k e c#l ∈ A#σH , podemos escolher
i ∈ I de modo que a#h, b#k, c#l ∈ Ai ⊗ H , onde o produto destes é associativo devido ao
fato de estar definido em Ai#σiH . Finalmente, o subconjunto u
′ = {ei#1H | i ∈ I} de A#σH
forma um sistema de unidades locais para A#σH , e as K-subálgebras unitárias induzidas por
este sistema são dadas por
(A#σH)i = Ai#σiH
de fato, dado a#h ∈ (A#σH)i e assumindo que a#h ∈ At ⊗H para algum i ≤ t, temos:
a#h = (ei#1H)(a#h)(ei#1H)
= (ei(1H  a)σt(1H , h1)#1H · h2)(ei#1H)
= (eia#h)(ei#1H)
= (eia)(h1  ei)σt(h2, 1H)#h3 · 1H
= eiaei#h ∈ Ai#σiH
de onde temos (A#σH)i ⊆ Ai#σiH . Quanto à inclusão contrária, basta tomarmos a#h ∈
Ai#σiH e levar em consideração que ei#1H = 1Ai#σiH , pois disso segue que:
a#h = (ei#1H)(a#h)(ei#1H) ∈ (ei#1H)(A#σH)(ei#1H) := (A#σH)i
segue da Proposição 3.8 o seguinte resultado:
Proposição 3.14 Seja A#σH um produto cruzado com A sendo uma K-álgebra com unidades
locais. Então ((Ai#σiH)i∈I , ( jβi)i≤j) forma um sistema direto sobre I e
lim−→ ((Ai#σiH)i∈I , ( jβi)i≤j) = (A#σH, (βi)i∈I)
na categoria das K-álgebras sendo βi : Ai#σiH −→ A#σH inclusão para todo i ∈ I .
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Exemplo 3.15 Em [23] é definido um produto cruzado D#σH onde D é uma K-categoria, H
é uma álgebra de Hopf, · = ( y·x : H ⊗ yDx −→ yDx)y,x∈Do é uma famı́lia de morfismos
K-lineares satisfazendo as condições
h x·z(f ◦ f ′) = (h1 x·yf) ◦ (h2 y·zf ′)
h x·x1x = ε(h)1x
1H x·yf = f
para cada x, y, z ∈ Do, f ∈ xDy, f ′ ∈ yDz, h ∈ H , e σ = (σx : H ×H −→ xDx)x∈Do é uma
famı́lia de morfismos K-bilineares com a qual definimos morfismos K-lineares
x◦yz : ( xDy ⊗H)⊗ ( yDz ⊗H) −→ xDz ⊗H
(f ⊗ h)⊗ (f ′ ⊗ h′) −→ f ◦ (h1 y·zf ′) ◦ σz(h2, h′1)⊗ h3h′2
para cada x, y, z ∈ Do, f ∈ xDy, f ′ ∈ yDz e h, h′ ∈ H . Se forem verificados as condições
σx(1H , h) = σx(h, 1H) = ε(h)1x
(h1 x·xσx(l1,m1)) ◦ σx(h2, l2m2) = σx(h1, l1) ◦ σx(h2l2,m)
(h1 x·y(l1 x·yf)) ◦ σy(h2, l2) = σx(h1, l1) ◦ ((h2l2) x·yf)
para cada x, y ∈ Do, f ∈ xDy e h, l,m ∈ H , teremos de acordo com o Teorema 3.3 em [23]
que D#σH será uma K-categoria onde (D#σH)o = Do, para cada x, y ∈ Do, y(D#σH)x =
yDx ⊗ H e com respeito aos morfismos composição {x◦yz}x,y,z∈Do e morfismos identidades
{1x ⊗ 1H}x∈Do .
Associada à K-categoria D , podemos definir a(D) =
⊕
y,x∈Do yDx que é uma K-
álgebra com produto dado por: (yax)(ybx) = (
∑
z yaz◦ zbx). No caso em que Do é um conjunto
infinito, ao considerarmos Pfin(Do) como sendo o conjunto dos subconjuntos finitos de Do,
definimos para cada i = {x1, . . . , xn} ∈ Pfin(Do) a soma Ei =
∑n
j=1Exj , sendo Exj ∈ a(D)
o elemento com a identidade de xj na posição (xj, xj) e zero nas demais. Desse modo, a(D) é
uma K-álgebra com sistema de unidades locais dado por u = {Ei | i ∈ Pfin(Do)}.
Mediante a famı́lia de morfismos · = ( y·x)y,x∈Do definimos a aplicação K-linear
• : H ⊗ a(D) −→ a(D)
h⊗ f −→ h • f
dada por: h • f = (h y·x yfx), para cada h ∈ H e f = (yfx) ∈ a(D). Temos que H age
fracamente sobre a(D) pela aplicação •. Ademais, a famı́lia de morfismos
σ = (σx : H ×H −→ xDx)x∈Do
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induz outra famı́lia de morfismos K-bilineares σ = (σi : H × H −→ a(D)i)i∈Pfin(Do)
onde σi(h1, h2) =
∑
xj ∈ i σxj(h1, h2) para cada h1, h2 ∈ H e a(D)i = Eia(D)Ei para cada
i ∈ Pfin(Do). Dessa forma σ é um 2-cociclo normalizado que satisfaz a condição de módulo
torcido para a(D) o que juntamente com a aplicação • nos permite formar o produto cruzado
a(D)#σH . Segue então que a partir do produto cruzado entre uma K-categoria D e uma
álgebra de Hopf H induz-se um produto cruzado entre uma K-álgebra com unidades locais
a(D) e H .
Observação 3.16 Observemos que a condição 2 da Definição 3.11, referente a ação • de H
sobre a(D), ocorre naturalmente no exemplo anterior.
3.4 Extensões H-Galois
Definição 3.17 Seja H uma álgebra de Hopf. Dizemos que B é um H-comódulo álgebra com
unidades locais se B é uma K-álgebra com unidades locais e um H-comódulo à direita via
ρ : B −→ B ⊗H tal que, para todo a, b ∈ B vale:
1. ρ(ab) = ρ(a)ρ(b);
2. ρ(ei) = ei ⊗ 1H ∀i ∈ I, onde u = {ei | i ∈ I} é um sistema de unidades locais para B.
Vale observar que segundo essa definição podemos concluir que ρ(Bi) ⊆ Bi ⊗H . De fato,
ρ(Bi) = ρ(eiBei) = ρ(ei)ρ(B)ρ(ei) ⊆ (ei ⊗ 1H)(B ⊗H)(ei ⊗ 1H) = eiBei ⊗H = Bi ⊗H
Também, sendo BcoH = {b ∈ B | ρ(b) = b ⊗ 1H} a subálgebra de coinvariantes de B e sendo
ρ(ei) = ei⊗1H , isto mostra que ei ∈ BcoH e portanto u = {ei | i ∈ I} é um sistema de unidades
locais para BcoH o que sugere que tenhamos as K-subálgebras (BcoH)i de B
coH . Podemos
concluir que (BcoH)i = (Bi)
coH , com efeito, afim de verificar a inclusão (BcoH)i ⊆ (Bi)coH
tomemos b ∈ (BcoH)i, dessa forma b = eib′ei para algum b ∈ BcoH , logo
b ∈ Bi e ρ(b) = ρ(ei)ρ(b′)ρ(ei) = (ei ⊗ 1H)(b′ ⊗ 1H)(ei ⊗ 1H) = eibei ⊗ 1H = b⊗ 1H
o que mostra que b ∈ (Bi)coH .
Por outro lado, tomando b ∈ (Bi)coH temos:
b ∈ (Bi)coH =⇒ b ∈ Bi e ρ(b) = b⊗ 1H
⇐⇒ b ∈ Bi e b ∈ BcoH
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⇐⇒ b = eibei e b ∈ BcoH
⇐⇒ b = eibei ∈ eiBcoHei = (BcoH)i
o que mostra a inclusão contrária. Podemos então denotar BcoHi = (Bi)
coH = (BcoH)i.
Sendo B um H-comódulo álgebra com unidades locais e usando a notação: A = BcoH
e Ai = (B
coH)i = (Bi)
coH = BcoHi temos a seguinte definição:
Definição 3.18 A H-extensão A ⊆ B é dita extensão H-Galois com unidades locais se cada
extensão Ai ⊆ Bi é H-Galois, isto é, se os morfismos
γi : Bi ⊗Ai Bi −→ Bi ⊗H
b⊗Ai c −→ (b⊗ 1H)ρ(c)
são isomorfismos.
Para finalizar essa subseção, enunciamos um caso de extensão H-Galois envolvendo
produto cruzado e que será usado no próximo capı́tulo. A saber:
Teorema 3.19 Sejam A uma K-álgebra com unidades locais e A#σH um produto cruzado
com σ = (σi)i∈I invertı́vel por convolução (isto é, cada σi é invertı́vel por convolução). Temos
então que A ⊆ A#σH é uma extensão H-Galois com unidades locais.
Demonstração. A#σH é um H-comódulo álgebra com unidades locais via
ρ : A#σH −→ A#σH ⊗H
a#h −→ a#h1 ⊗ h2
sendo A ≡ A#1H = (A#σH)coH ⊆ A#σH segue o resultado, pois para qualquer i ∈ I ,
(A#σH)i = Ai#σiH e do caso clássico para álgebras unitárias sabı́amos que Ai ⊆ Ai#σiH é
H-Galois já que σi é invertı́vel por convolução. 
Capı́tulo 4
O Teorema de Dualidade de
Blattner-Montgomery para álgebras com
unidades locais: Primeiro caso
Neste capı́tulo iremos generalizar o Teorema de Dualidade de Blattner-Montgomery,
que é abordado no capı́tulo 2 e proveniente de [6], para o contexto de álgebras com unidades
locais. A ideia que envolve a demonstração nesse caso seguirá basicamente os mesmos passos
do caso original, que como mencionado, pode ser consultado no capı́tulo 2.
O texto deste capı́tulo foi organizado de modo que as duas primeiras seções tratam
de verificar dois isomorfismos. O primeiro deles, abordado na primeira seção, trata-se de um
isomorfismo de A-módulos à direita entre A#σH e H ⊗ A, onde A#σH é um produto cru-
zado como estudado no capı́tulo anterior para o caso em que A é uma K-álgebra com unidades
locais. Nessa ocasião, o limite direto é a ferramenta utilizada para obter tal isomorfismo. O se-
gundo isomorfismo, abordado na segunda seção, trata-se de um isomorfismo de álgebras entre
B#H∗ e AEndA(BA)A, sendo B um H-comódulo álgebra com unidades locais. Entretanto,
nessa ocasião, além do limite direto que garantirá a existência de tal morfismo bem como sua
injetividade, será necessário trabalhar um método à parte, que por sua vez nos garantirá a so-
brejetividade.
Na terceira e última seção reuniremos esses dois isomorfismos citados considerando
B = A#σH . Além disso, juntamente com o estudo das partes unitárias de A-módulos à es-
querda e à direita, iremos através de isomorfismos de A-bimódulos e álgebras passar de uma
álgebra envolvendo produto cruzado e smash para uma álgebra de matrizes. Isso em sı́ntese
esboça a demonstração do teorema.
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4.1 O isomorfismo de A-módulos à direita:
A#σH  H ⊗ A
O objetivo dessa seção é exibir, sob algumas hipóteses, a relação entreA#σH eH⊗A.
Para tanto, ao longo do texto, além da Proposição 3.14 faremos uso do seguinte resultado:
Lema 4.1 Sejam A uma K-álgebra com unidades locais e H uma K-álgebra de Hopf. Então
((H ⊗ Ai)i∈I , ( jαi)i≤j) forma um sistema direto na categoria das K-álgebras e
lim−→ ((H ⊗ Ai)i∈I , ( jαi)i≤j) = (H ⊗ A, (αi)i∈I) onde jαi e αi são inclusões.
Demonstração. Sendo u = {ei | i ∈ I} um sistema de unidades locais para A então H ⊗ A
torna-se umaK-álgebra com sistema de unidades locais u′ = {1H ⊗ ei | i ∈ I}. De fato, H⊗A
é K-álgebra com o produto (h⊗ a)(l ⊗ b) = hl ⊗ ab, além disso:
1. (1⊗ ei)(1⊗ ei) = 1⊗ e2i = 1⊗ ei, ou seja, 1⊗ ei é idempotente ∀i ∈ I
2. Seja {hi⊗ai}ni=1 um subconjunto finito de elementos de H⊗A. Considerando o subcon-
junto finito {ai}ni=1 de A, temos pelo fato de u ser um sistema de unidades locais para A,
que existe indice j ∈ I tal que ejai = aiej = ai ∀i = i. · · ·n. Assim 1⊗ ej ∈ u′ é tal que
(1⊗ ej)(hi ⊗ ai) = hi ⊗ ejai = hi ⊗ ai ∀i = 1 · · ·n.
e analogamente
(hi ⊗ ai)(1⊗ ej) = hi ⊗ aiej = hi ⊗ ai ∀i = 1 · · ·n.
o que conclui a afirmação de que u′ forma um sistema de unidades locais paraH⊗A. Ademais,
as K-subálgebras (H ⊗ A)i de H ⊗ A induzidas por u′ são dadas por:
(H ⊗ A)i := (1⊗ ei)(H ⊗ A)(1⊗ ei) = H ⊗ eiAei = H ⊗ Ai
dessa forma, de acordo com a Proposição 3.8, temos o sistema direto
(((H ⊗ A)i)i∈I , ( jαi)i≤j) = ((H ⊗ Ai)i∈I , ( jαi)i≤j)
sendo jαi : H ⊗ Ai −→ H ⊗ Aj inclusões tais que
lim−→ ((H ⊗ Ai)i∈I , ( jαi)i≤j) = (H ⊗ A, (αi)i∈I)
sendo também αi : H ⊗ Ai −→ H ⊗ A inclusão.

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Teorema 4.2 Sejam H uma K-álgebra de Hopf com antı́poda S bijetiva, A uma K-álgebra
com unidades locais e σ = (σi)i∈I invertı́vel por convolução (isto é, cada σi é invertı́vel por
convolução) que é um 2-cociclo normalizado e tal que A é um H-módulo torcido com respeito
à σ. Então existe um isomorfismo de A-módulos à direita entre A#σH e H ⊗ A.
Demonstração. Do Teorema 1.6 para álgebras unitárias, segue a existência do isomorfismo
ϕi : Ai#σiH −→ H ⊗ Ai
a#h −→ h4 ⊗ (S−1(h3)  a)σi(S−1(h2), h1)
de Ai-módulos à direita, que tem como inversa
ϕ−1i : H ⊗ Ai −→ Ai#σiH
h⊗ a −→ σ−1i (h2, S−1(h1))(h3  a)#h4
∀i ∈ I .
Considerando jβi : Ai#σiH −→ Aj#σjH e jαi : H ⊗ Ai −→ H ⊗ Aj inclusões,











  H ⊗ Aj
comuta, ∀i, j ∈ I sempre que i ≤ j. Com efeito, dado a#h ∈ Ai#σiH temos
jαi ◦ ϕi(a#h) = jαi(ϕi(a#h))
= jαi
(
h4 ⊗ (S−1(h3)  a)σi(S−1(h2), h1)
)
= h4 ⊗ (S−1(h3)  a)σi(S−1(h2), h1)
por outro lado, como a ∈ Ai então S−1(h3)  a ∈ Ai, assim, S−1(h3)  a = (S−1(h3)  a)ei e
consequentemente:
ϕj ◦ jβi(a#h) = ϕj(a#h)
= h4 ⊗ (S−1(h3)  a)σj(S−1(h2), h1)
= h4 ⊗ (S−1(h3)  a)eiσj(S−1(h2), h1)
eiσj=σi
= h4 ⊗ (S−1(h3)  a)σi(S−1(h2), h1)
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sendo válido que jαi ◦ ϕi = ϕj ◦ jβi. Usando as funções inversas ϕ−1i e ϕ−1j temos que









Aj#σjH H ⊗ Aj
ϕ−1j

∀i, j ∈ I sempre que i ≤ j.
Consideremos agora o seguinte diagrama na categoria dos K-espaços vetoriais:

















  H ⊗ Aj
αj

vimos que o quadrado comuta bem como o triângulo da direita, devido ao fato de termos o
sistema direto ((H ⊗ Ai)i∈I , ( jαi)i≤j). Assim temos:
(αj ◦ ϕj) ◦ jβi = αj ◦ (ϕj ◦ jβi) = αj ◦ ( jαi ◦ ϕi) = (αj ◦ jαi) ◦ ϕi = αi ◦ ϕi
e disso segue que temos o seguinte diagrama comutativo:













Como lim−→ ((Ai#σiH)i∈I , ( jβi)i≤j) = (A#σH, (βi)i∈I) em VecK , então garantimos a
existência de um único morfismo K-linear ϕ : A#σH −→ H ⊗ A que torna o diagrama
A#σH
ϕ














comutativo, isto é, ϕ é único morfismo K-linear que torna válido a igualdade:
ϕ ◦ βi = αi ◦ ϕi, ∀i ∈ I (4.1)
De maneira similar, do fato de termos os quadrados comutativos com os morfismos
ϕ−1i ’s e o limite direto lim−→ ((H ⊗ Ai)i∈I , ( jαi)i≤j) = (H ⊗ A, (αi)i∈I) em VecK , garantimos a
existência de único morfismo K-linear ϕ′ : H ⊗ A −→ A#σH que torna o seguinte diagrama













comutativo, isto é, ϕ′ é único morfismo K-linear que torna válido a igualdade:
ϕ′ ◦ αi = βi ◦ ϕ−1i , ∀i ∈ I (4.2)
De 4.1 e 4.2 temos:
(ϕ ◦ ϕ′) ◦ (αi ◦ ϕi) = ϕ ◦ (ϕ′ ◦ αi ◦ ϕi) = ϕ ◦ βi = αi ◦ ϕi, ∀i ∈ I
vale ainda ressaltar que sendo ϕi bijetor para todo i ∈ I , então
(ϕ ◦ ϕ′) ◦ (αi ◦ ϕi) ◦ ϕ−1i = αi ◦ ϕi ◦ ϕ−1i ⇒ (ϕ ◦ ϕ′) ◦ αi = αi, ∀i ∈ I

















e novamente do fato que lim−→ ((H ⊗ Ai)i∈I , ( jαi)i≤j) = (H ⊗ A, (αi)i∈I) em VecK , segue a
unicidade do morfismo 1H⊗A, isto é, único tal que 1H⊗A ◦ αi = αi, ∀i ∈ I . Porém, vimos
que ϕ ◦ ϕ′ também safisfaz essa condição, logo
ϕ ◦ ϕ′ = 1H⊗A
Analogamente, do fato de
(ϕ′ ◦ ϕ) ◦ (βi ◦ ϕ−1i ) = ϕ′ ◦ (ϕ ◦ βi ◦ ϕ−1i ) = ϕ′ ◦ αi = βi ◦ ϕ−1i , ∀i ∈ I
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e consequentemente


















e de lim−→ ((Ai#σH)i∈I , ( jβi)i≤j) = (A#σH, (βi)i∈I) em VecK , que garante a unicidade do
morfismo K-linear 1A#σH tal que 1A#σH ◦ βi = βi, ∀i ∈ I , temos que
ϕ′ ◦ ϕ = 1A#σH
Portanto ϕ : A#σH −→ H ⊗ A é isomorfismo K-linear. Resta verificar que ϕ é
A-linear à direita. Seja então a#h ∈ A#σH e a′ ∈ A, existem ı́ndices i, j ∈ I tais que a#h ∈
Ai#σiH e a
′ ∈ Aj , dessa forma tomamos ı́ndice t ∈ I com i, j ≤ t, então a#h ∈ At#σtH e













4.2 O isomorfismo de álgebras: B#H∗  AEndA(BA)A
Nesta seção vamos considerar H de dimensão finita. Com isso, H∗ possui uma estru-
tura canônica de álgebra de Hopf. Consideremos B um H-comódulo álgebra com um sistema
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de unidades locais u = {ei | i ∈ I} e A = BcoH ⊆ B H-Galois com unidades locais, isto é,
Ai ⊆ Bi H-Galois ∀i ∈ I . Sendo B um H-comódulo álgebra com unidades locais via
ρ : B −→ B ⊗H
b −→ b0 ⊗ b1
então temos definida a ação de H∗ sobre B dada por
f · b = b0f(b1)
para cada f ∈ H∗ e b ∈ B, que nos permite formar o produto smash B#H∗. De modo análogo
as K-subálgebras B′is possuem estruturas de H
∗-módulo álgebra com essa ação. Ademais,
decorrente do Teorema 2.4 para álgebras unitárias, sendo Ai ⊆ Bi H-Galois para todo i ∈ I ,
temos isomorfismos de K-álgebras:
θi : Bi#H
∗ → EndAi(BiAi), ∀i ∈ I
onde θi(bi#f)(c) = bif(c1)c0, ∀bi, c ∈ Bi e f ∈ H∗. Usando expressão análoga para o




θ′i(bi#f)(c) = bif(c1)c0 ∈ eiB, ∀bi ∈ Bi, c ∈ B e f ∈ H∗
Vejamos de fato que θ′i(bi#f) pertence a EndA(BA). Dado a ∈ A = BcoH e c ∈ B,
ρ(ca) = ρ(c)ρ(a) = c0a⊗ c1
com isso:
θ′i(bi#f)(ca) = bif(c1)c0a = (θ
′
i(bi#f)(c))a
Sendo B um A-bimódulo, então EndA(BA) possui estruturas de:
• A-módulo à direita por (f · a)(b) := f(ab);
• A-módulo à esquerda por (a · f)(b) := af(b).
Sendo u um sistema de unidades locais paraB é também paraA já que ρ(ei) = ei⊗1H ,
isto é, ei ∈ A, ∀i ∈ I . Considerando EndA(BA) com a estrutura de bimódulo exibida anterior-
mente, temos de acordo com a Definição 3.9 e a Observação 3.10 que f ∈ AEndA(BA)A se, e
só se, existe ej ∈ u tal que ej · f = f · ej = f , ou seja,
(ej · f)(b) = ejf(b) = f(b)
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(f · ej)(b) = f(ejb) = f(b)
∀b ∈ B. Observe que o fato de B não ter unidade implica que o morfismo identidade IB /∈
AEndA(BA)A. De fato, se IB ∈ AEndA(BA)A então ei · IB = IB · ei = IB para alguma
unidade local ei. Segue disso que para todo b ∈ B,
b = IB(b) = ((ei · IB) · ei)(b) = (ei · IB)(eib) = ei(eib) = e2i b = eib
com isso ei se torna unidade à esquerda em B. E ainda nessas condições, para b, c ∈ B ar-
bitrários temos
(bei)c = b(eic) = bc.
Segue que (bei−b)c = 0. Como c é arbitrário eB é álgebra com unidades locais, conclui-se que
bei − b = 0, ou seja, bei = b para todo b ∈ B. Segue então que ei é também unidade à direita
para B. O que não é verdade, pois estamos supondo que B não possui unidade. Afirmamos
que:
Im(θ′i) ⊆ AEndA(BA)A, ∀i ∈ I
Com efeito, dados bi#f ∈ Bi#H∗ e b ∈ B mostraremos que:
(ei · θ′i(bi#f))(b) = (θ′i(bi#f) · ei)(b) = θ′i(bi#f)(b), ∀b ∈ B.
Vejamos:
(ei · θ′i(bi#f))(b) = ei θ′i(bi#f)(b)︸ ︷︷ ︸
∈ eiB
= θ′i(bi#f)(b) ∀b ∈ B
e com isto
ei · θ′i(bi#f) = θ′i(bi#f).
Por outro lado, como ρ(eib) = ρ(ei)ρ(b) = eib0 ⊗ b1, temos:





∀b ∈ B. Logo
θ′i(bi#f) · ei = θ′i(bi#f)
Queremos relacionar as álgebras B#H∗ e AEndA(BA)A. Começamos observando o
seguinte lema:
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Lema 4.3 Sejam H uma K-álgebra de Hopf de dimensão finita e B um H-comódulo álgebra
com um sistema de unidades locais u = {ei | i ∈ I}. Então ((Bi#H∗)i∈I , ( jβi)i≤j) forma um
sistema direto na categoria das K-álgebras e lim−→ ((Bi#H
∗)i∈I , ( jβi)i≤j) = (B#H∗, (βi)i∈I),
sendo jβi e βi inclusões.
Esse resultado segue da Proposição 3.8, já que Bi#H
∗ = (ei#1H∗)(B#H∗)(ei#1H∗)
















do lema anterior temos que o triângulo da esquerda comuta, vejamos que o mesmo vale para o
triângulo da direita. Para isso, sejam bi#f ∈ Bi#H∗ e b ∈ B, assim:
(θ′j ◦ jβi(bi#f))(b) = θ′j( jβi(bi#f)(b)) = θ′j(bi#f)(b) = bif(b1)b0 = θ′i(bi#f)(b) ∀b ∈ B
como lim−→ ((Bi#H
∗)i∈I , ( jβi)i≤j) = (B#H∗, (βi)i∈I), garantimos a existência de único mor-



















comutativo, isto é, θ : B#H∗ −→ AEndA(BA)A é único morfismo de álgebras tal que
θ ◦ βi = θ′i, ∀i ∈ I .
Afirmamos agora que θ é uma bijeção. De fato,
Injetividade: Seja
∑k
j=1 blj#flj ∈ (B#H∗) ∩ Ker θ. Podemos supor blj#flj ∈
Blj#H
∗, ∀lj ∈ I, j = i, · · · , k. Consideramos então t ∈ I tal que lj ≤ t, ∀j = 1, · · · , k. Com
isso Blj ⊆ Bt ∀lj e consequentemente
∑k































j=1 blj#flj = 0 e portanto, θ é injetor.
Antes de tratarmos da sobrejetividade em si, façamos duas observações:
1. Os morfismos θi : Bi#H
∗ −→ EndAi(BiAi) são Ai-lineares à direita. De fato, dados
ai ∈ Ai = BcoHi , bi ∈ Bi e f ∈ H∗, temos que
(bi#f) · ai = (bi#f) · (ai#1H∗) = bi(f1 · ai)#f21H∗
ai ∈BcoHi= bi(aif1(1H))#f2 = bi(aiεH∗(f1))#f2
= biai#εH∗(f1)f2 = biai#f
e consequentemente
θi((bi#f) · ai)(b) = θi(biai#f)(b) = biaif(b1)b0, ∀b ∈ Bi.
Por outro lado, sendo ρ(aib) = ρ(ai)ρ(b) = aib0 ⊗ b1, temos que
(θi(bi#f) · ai)(b) = θi(bi#f)(aib) = bif(b1)aib0, ∀b ∈ Bi
Logo, θi((bi#f) · ai) = θi(bi#f) · ai.
2. Se λ ∈ AEndA(BA)A com ei · λ = λ · ei = λ então λ|Bt ∈ EndAt(BtAt) sempre que
i ≤ t. De fato,
λ(Bi) = (ei · λ)(Bi) = eiλ(Bi) = eiλ(Biei) = eiλ(Bi)ei ∈ Bi
Ademais, como λ é A-linear à direita é em particular Ai-linear à direita, logo
λ|Bi : Bi −→ Bi é Ai-linear à direita, isto é, λ|Bi ∈ EndAi(BiAi). Se i ≤ t,
et · λ = et · (ei · λ) = (etei) · λ i≤t= ei · λ = λ
e de maneira análoga temos que λ · et = λ. Dessa forma, reproduzindo os cálculos
anteriores para mostrar que λ|Bi ∈ EndAi(BiAi), concluı́mos que λ|Bt ∈ EndAt(BtAt).
Sobrejetividade: Sejam λ ∈ AEndA(BA)A com ei ·λ = λ · ei = λ, t ∈ I tal que i ≤ t
e b ∈ Bt. Assim:










como i ≤ t, da observação feita há pouco temos que λ|Bt ∈ EndAt(BtAt) = θt(Bt#H∗),
sendo θt isomorfismo de álgebras, logo existe único elemento
∑





. Além disso, lembrando também de outra observação vista anterior-





























































































Mas por outro lado, λ|Bi ∈ EndAi(BiAi) = θi(Bi#H∗) sendo θi um isomorfismo de álgebras,
consequentemente, existe único elemento
∑

























, ∀t ∈ I tal que i ≤ t
Se k ∈ I não é maior ou igual a i, podemos tomar t ∈ I tal que i, k ≤ t e com issoBi, Bk ⊆ Bt,
logo











































Para concluir esta seção enunciamos o seguinte teorema que resume todas as considera-
ções feitas na mesma:
Teorema 4.4 Sejam H uma álgebra de Hopf de dimensão finita, B um H-comódulo álgebra
com unidades locais e A = BcoH ⊆ B uma extensão H-Galois com unidades locais, então
B#H∗  AEndA(BA)A como K-álgebras.
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4.3 O Teorema de Dualidade
Nesta seção, iremos supor H uma K-álgebra de Hopf de dimensão finita n, que, por
consequência, possui antı́poda bijetiva, e A#σH um produto cruzado com σ invertı́vel por
convolução. Nessas condições, temos que A ⊆ A#σH é uma extensão H-Galois com unidades
locais.
Vimos na seção anterior que dado umaK-álgebra com unidades locais, seA = BcoH ⊆
B é H-Galois com unidades locais então B#H∗  AEndA(BA)A como álgebras.




Nas condições que estamos trabalhando, isto é, onde σ é invertı́vel por convolução e S
bijetiva, vimos que existe um isomorfismo ϕ : A#σH −→ H ⊗ A de A-módulos à direita. A
partir de ϕ, dado f ∈ EndA((A#σH)A) definimos
ϕ′(f) : H ⊗ A ϕ−1  A#σH f  A#σH ϕ  H ⊗ A
como ϕ é um morfismo deA-módulos à direita bem como ϕ−1, então ϕ′(f) ∈ EndA((H⊗A)A).
Fica então definido
ϕ′ : EndA((A#σH)A) −→ EndA((H ⊗ A)A)
f −→ ϕ ◦ f ◦ ϕ−1
que é bijeção, pois tem como inversa (ϕ′)−1(g) = ϕ−1 ◦ g ◦ ϕ.
Com o intuito de obter um isomorfismo de álgebras entre as partes unitárias à esquerda
e à direita de EndA((A#σH)A) e EndA((H ⊗ A)A) é necessário definir uma nova ação de A
sobre H ⊗ A, que por sua vez induzirá outra sobre EndA((H ⊗ A)A), e sobre a qual ϕ′ será
morfismo deA-módulos à esquerda e à direita. De fato, considerando a ação original deA sobre
H ⊗ A, para que ϕ′ sequer fosse morfismo de A-módulos à esquerda, ou seja, para que fosse
válida a condição ϕ′(b · f) = b · ϕ′(f), ∀ b ∈ A e f ∈ EndA((A#σH)A) seria necessário que
ϕ′(b · f)(h⊗ a) = (b · ϕ′(f))(h⊗ a)
ϕ((b · f)(ϕ−1(h⊗ a))) = b(ϕ′(f)(h⊗ a))
ϕ(bf(ϕ−1(h⊗ a))) = bϕ(f(ϕ−1(h⊗ a)))
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∀h ⊗ a ∈ H ⊗ A. Tal condição não necessariamente ocorre uma vez que ϕ é morfismo de
A-módulos à direita e não de A-módulos à esquerda. Buscando então obter igualdades
b ϕ′(f) = ϕ′(b · f) e ϕ′(f) b = ϕ′(f · b)
∀ b ∈ A, f ∈ EndA((A#σH)A) e para uma nova ação  de A sobre EndA((H ⊗ A)A),
deveremos em particular ter
b ϕ′(IA#H) = ϕ′(b · IA#H)
como ϕ′(IA#H) = ϕ ◦ IA#H ◦ ϕ−1 = ϕ ◦ ϕ−1 = IH⊗A, segue que
(b IH⊗A)(h⊗ a) = ϕ′(b · IA#H)(h⊗ a)
b (IH⊗A(h⊗ a)) = ϕ((b · IA#H)(ϕ−1(h⊗ a)))
b (h⊗ a) = ϕ(bϕ−1(h⊗ a))
∀h⊗ a ∈ H ⊗ A. Definamos então tal ação de A sobre H ⊗ A:
 : A× (H ⊗ A) −→ H ⊗ A
(b, h⊗ a) −→ b (h⊗ a) = ϕ(bϕ−1(h⊗ a))
Nos próximos passos veremos que ϕ′ é morfismo de A-módulos à direita e à es-
querda com relação a ação , bem como morfismo de álgebras, o que nos garantirá obter um
isomorfismo de álgebras: AEndA((A#σH)A)A  A  EndA((H ⊗ A)A)  A. E ainda,
detalhando a ação  através das expressões de ϕ e ϕ−1 verificaremos que  se relaciona
com a ação original de A sobre H ⊗ A de tal modo que é possı́vel obtermos a igualdade:
A EndA((H ⊗A)A)A = AEndA((H ⊗A)A)A. Com isso obteremos um isomorfismo de
álgebras AEndA((A#σH)A)A  AEndA((H ⊗ A)A)A.
A ação  torna H ⊗ A um A-módulo à esquerda. Com efeito, dados b, c ∈ A e
h⊗ a ∈ H ⊗ A, temos por exemplo que
b (c (h⊗ a)) = b (ϕ(cϕ−1(h⊗ a)))
= ϕ(bϕ−1(ϕ(cϕ−1(h⊗ a))))
= ϕ(bc(ϕ−1(h⊗ a))
= (bc) (h⊗ a)
as demais propriedades se verificam de maneira análoga e direta da definição da ação.
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Agora ressaltaremos algumas propriedades que relacionam a ação  com o isomor-
fismo K-linear
ϕ′ : EndA((A#σH)A) −→ EndA((H ⊗ A)A)
f −→ ϕ ◦ f ◦ ϕ−1
1. ϕ′ é um morfismo de A-módulos à esquerda com relação a ação  de A em H ⊗ A. De
fato, dados b ∈ A e f ∈ EndA((A#σH)A), temos
ϕ′(b · f)(h⊗ a) = (ϕ ◦ (b · f) ◦ ϕ−1)(h⊗ a) = ϕ(bf(ϕ−1(h⊗ a))), ∀h⊗ a ∈ H ⊗A
por outro lado,
(b ϕ′(f))(h⊗ a) = b (ϕ′(f)(h⊗ a))
= b (ϕ(f(ϕ−1(h⊗ a))))
= ϕ(bϕ−1(ϕ(f(ϕ−1(h⊗ a)))))
= ϕ(bf(ϕ−1(h⊗ a))), ∀a⊗ h ∈ A⊗H
portanto,
ϕ′(b · f) = b ϕ′(f)
2. ϕ′ é morfismo de A-módulos à direita com respeito a ação  de A em H ⊗ A. De fato,
ϕ′(f · b)(h⊗ a) = (ϕ ◦ (f · b) ◦ ϕ−1)(h⊗ a) = ϕ(f(bϕ−1(h⊗ a))), ∀h⊗ a ∈ H ⊗ A
por outro lado,
(ϕ′(f) b)(h⊗ a) = ϕ′(f)(b (h⊗ a))
= ϕ′(f)(ϕ(bϕ−1(h⊗ a)))
= ϕ(f(ϕ−1(ϕ(bϕ−1(h⊗ a)))))
= ϕ(f(bϕ−1(h⊗ a))), ∀h⊗ a ∈ H ⊗ A
portanto,
ϕ′(f · b) = ϕ′(f) b
Por fim, ϕ′ é também morfismo de álgebras, pois dados f, g ∈ EndA((A#σH)A)
ϕ′(f ◦ g) = ϕ ◦ (f ◦ g) ◦ ϕ−1
= ϕ ◦ (f ◦ 1A#σH ◦ g) ◦ ϕ−1
= ϕ ◦ (f ◦ ϕ−1 ◦ ϕ ◦ g) ◦ ϕ−1
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= (ϕ ◦ f ◦ ϕ−1) ◦ (ϕ ◦ g ◦ ϕ−1)
= ϕ′(f) ◦ ϕ′(g)
logo, EndA((A#σH)A)  EndA((H ⊗ A)A) como A-bimódulo e álgebra. Em particular,
sendo esse isomorfismo de A-bimódulos, são também isomorfos as partes unitárias à esquerda
e à direita de EndA((A#σH)A) e EndA((H ⊗ A)A), isto é, temos o seguinte isomorfismo de
álgebras:
AEndA((A#σH)A)A  A EndA((H ⊗ A)A) A
Supondo que h ⊗ a ∈ H ⊗ Ai e b ∈ Aj , podemos tomar t ∈ I tal que i, j ≤ t, desse
modo h⊗ a ∈ H ⊗ At e b ∈ At. Logo,
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= h7 ⊗ (S−1(h6)  b)(S−1(h5)  σ−1t (h2, S−1(h1)))σt(S−1(h4), h3)a
= .
Da condição de cociclo, temos que para quaisquer h′, l′ e m′ ∈ H ,

















e como h′  σt(l′,m′) tem inverso convolutivo dado por h′  σ−1t (l
′,m′), segue que
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Substituindo esta expressão em  para o caso em que h′ = S−1(h5), l′ = h2, e m′ = S−1(h1),
temos
 = h12 ⊗ (S−1(h11)  b)[σt(S−1(h10), h3S−1(h2))
σ−1t (S
−1(h9)h4, S−1(h1)) σ−1t (S
−1(h8), h5)]σt(S−1(h7), h6)︸ ︷︷ ︸
ε(S−1(h6))ε(h5)1A
a






= h4 ⊗ (S−1(h3)  b)σt(S−1(h2), 1H)σ−1t (1H , S−1(h1))a
= h4 ⊗ (S−1(h3)  b)ε(S−1(h2))ε(S−1(h1))1Aa
= h4 ⊗ (S−1(h3)  b)ε(h2)ε(h1)a
= h2 ⊗ (S−1(h1)  b)a
Dessa forma, tomando-se unidade local ei ∈ u, temos que
ei  (h⊗ a) = h2 ⊗ (S−1(h1)  ei)a






Com base nisso, dados x ∈ H ⊗ A e f ∈ EndA((H ⊗ A)A) arbitrários, temos que
(f  ei)(x) = f(ei  x) = f(ei · x) = (f · ei)(x)
logo f  ei = f se, e só se f · ei = f e assim EndA((H ⊗A)A)A = EndA((H ⊗A)A)A. De
modo análogo podemos concluir que A EndA((H ⊗ A)A) = AEndA((H ⊗ A)A). Portanto
AEndA((A#σH)A)A  A EndA((H ⊗ A)A) A = AEndA((H ⊗ A)A)A
Como estamos supondo dimK H = n <∞, temos
H  Kn
e consequentemente














em que essa composta de isomorfismos K-lineares é dada por
φ : H ⊗ A −→ ⊕ni=1A
(
∑n
i=1 kihi)⊗ a −→
∑n
i=1 kia
onde βH = {h1, · · · , hn} é uma base para H e h =
∑n
i=1 kihi ∈ H . Pela expressão de φ
podemos inferir que este é um morfismo de A-bimódulos. Definamos agora






f −→ φ ◦ f ◦ φ−1
Deste modo, da maneira como foi definido, podemos concluir que φ′ é um isomorfismo de
álgebras. Também, φ′ é morfismo de A-bimódulos. Com efeito, dados f ∈ EndA((H ⊗ A)A),
b ∈ A e x ∈⊕ni=1A árbitrários, temos
φ′(b · f)(x) = (φ ◦ (b · f) ◦ φ−1)(x) = φ((b · f)(φ−1(x))) = φ(bf(φ−1(x)))
= bφ(f(φ−1(x))) = b(φ ◦ f ◦ φ−1)(x) = (b · (φ ◦ f ◦ φ−1))(x)
= (b · φ′(f))(x)
observe que na quarta igualdade usamos o fato de que φ é um morfismo de A-módulos à es-
querda. Concluı́mos que φ′(b ·f) = b·φ′(f), isto é, φ′ é um morfismo deA-módulos à esquerda.
Vejamos também que φ′ é um morfismo de A-módulos à direita:
φ′(f · b)(x) = (φ ◦ (f · b) ◦ φ−1)(x) = φ((f · b)(φ−1(x))) = φ(f(bφ−1(x)))
= φ(f(φ−1(bx))) = (φ ◦ f ◦ φ−1)(bx) = ((φ ◦ f ◦ φ−1) · b)(x)
= (φ′(f) · b)(x).
Na quarta igualdade, usamos o fato de que φ−1 é um morfismo de A-módulos à esquerda, o que
é verdade já que sua inversa φ o é. Portanto, φ′(f · b) = φ′(f) · b como querı́amos. Segue que













Considerando qj : A −→
⊕n
k=1A e pi :
⊕n
k=1A −→ A as inclusões e projeções
associadas à soma direta e produto direto da famı́lia {A}nk=1 respectivamente, temos um iso-






f −→ (pi ◦ f ◦ qj)ni,j=1
Façamos agora algumas observações a respeito de ψ:
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1. Segue das propriedades universais de soma e produto direto queψ é uma bijeção canônica.
Tal resultado pode ser encontrado com detalhes em [3].




(a) ψ é morfismo de A-módulos à esquerda, pois sendo pi morfismo de A-módulos à
esquerda, temos
(pi ◦ (a · f) ◦ qj)(b) = pi(a · f(qj(b))) = pi(af(qj(b)))
= api(f(qj(b))) = (a · (pi ◦ f ◦ qj))(b)
∀b ∈ A, ∀i, j = 1 · · · , n. Dessa forma
ψ(a · f) = (pi ◦ (a · f) ◦ qj)i,j = (a · (pi ◦ f ◦ qj))i,j = a(pi ◦ f ◦ qj)i,j = aψ(f)
(b) ψ é morfismo de A-módulos à direita, pois sendo qj morfismo de A-módulos à
esquerda, temos
(pi ◦ (f · a) ◦ qj)(b) = pi(f · a(qj(b))) = pi(f(aqj(b)))
= pi(f(qj(ab))) = ((pi ◦ f ◦ qj) · a)(b)
∀b ∈ A, ∀i, j = 1 · · · , n. Dessa forma
ψ(f · a) = (pi ◦ (f · a) ◦ qj)i,j = ((pi ◦ f ◦ qj) · a)i,j = (pi ◦ f ◦ qj)i,ja = ψ(f)a
3. ψ é morfismo de álgebras, pois dados f, g ∈ EndA((
⊕n
i=1A)A) temos











◦ g ◦ qj.
= pi ◦ f ◦ (I⊕ni=1 A) ◦ g ◦ qj = pi ◦ f ◦ g ◦ qj
Assim,
 = (pi ◦ (f ◦ g) ◦ qj)i,j = ψ(f ◦ g).
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Com relação a este morfismo temos:
1. ψ′ é um isomorfismo K-linear. De fato, da própria expressão da função como definida
podemos concluir que ψ′ é uma bijeção, bem como preserva a estrutura K-linear de⊕n
i,j=1 EndA(AA).




(a) ψ′ é morfismo de A-módulos à esquerda, pois
ψ′(a(gij)i,j) = ψ′((a · gij)i,j) = [a · gij]i,j = a[gij]i,j = aψ′((gij)i,j);
(b) ψ′ é morfismo de A-módulos à direita, pois
ψ′((gij)i,ja) = ψ′((gij · a)i,j) = [gij · a]i,j = [gij]i,ja = ψ′((gij)i,j)a.
3. ψ′ é morfismo de álgebras. Com efeito, dados (gil)i,l, (qtj)t,j ∈
⊕n
i,j=1 EndA(AA), temos







 = [tij]i,j = [gil]i,l[qtj]t,j = ψ
′((gil)i,l)ψ′((qtj)t,j).
















e por consequência disso, são isomorfas como álgebras EndA((
⊕n
i=1A)A) e Mn(EndA(AA)),











e além disso, AMn(EndA(AA))A = Mn(AEndA(AA)A). De fato, vejamos isto através de
inclusões.
⊆: Seja f ∈ AMn(EndA(AA))A, então f = [fij]i,j e existe ek ∈ u tal que ekf =
fek = f , ou seja,
[fij]i,j = f = ekf = ek[fij]i,j = [ek · fij]i,j
portanto fij = ek · fij, ∀i, j = 1, · · · , n. De maneira análoga, partindo do fato que f = fek,
verifica-se que fij = fij · ek, ∀i, j = 1, · · ·n. Portanto, fij ∈ AEndA(AA)A, ∀i, j = 1, · · · , n.
Isto mostra que f ∈Mn(AEndA(AA)A).
⊇: Seja f ∈ Mn(AEndA(AA)A), então f = [fij]i,j e para cada par i, j ∈ {1, · · · , n}
existe ı́ndice k(i, j) ∈ I e respectiva unidade local ek(i,j) ∈ u tal que ek(i,j) · fij = fij · ek(i,j) =
fij . Consideramos então ı́ndice t ∈ I tal que k(i, j) ≤ t ∀i, j = 1, · · · , n, e a respectiva unidade
local et ∈ u, com isso
etf = et[fij]i,j = [et · fij]i,j
= [et · (ek(i,j) · fij)]i,j = [(etek(i,j)) · fij]i,j
k(i,j)≤t
= [ek(i,j) · fij]i,j = [fij]i,j
= f.










A  AMn(EndA(AA))A =Mn(AEndA(AA)A)
Vejamos agora que AEndA(AA)A é isomorfo à A como álgebra. Para isso, primei-
ramente vamos definir um isomorfismo de A-módulos à esquerda e de K-álgebras entre A e
EndA(AA)A. Seja então
ρ : A −→ EndA(AA)A
a −→ ρ(a)
onde
ρ(a) : A −→ A
b −→ ab
Vale observar que de fato Im(ρ) ⊆ EndA(AA)A, pois dados a, b, c ∈ A arbitrários, temos
ρ(a)(bc) = a(bc) = (ab)c = (ρ(a)(b))c
ρ(a)(b+ c) = a(b+ c) = ab+ ac = ρ(a)(b) + ρ(a)(c)
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Com isso Im(ρ) ⊆ EndA(AA). E, para verificar que Im(ρ) está na parte unitária à direita de
EndA(AA), tomamos para a ∈ A, um elemento i(a) ∈ I e a respectiva unidade local ei(a) ∈ u
tais que ei(a)a = aei(a) = a. Assim,
(ρ(a) · ei(a))(b) = ρ(a)(ei(a)b) = a(ei(a)b) = (aei(a))b = ab = ρ(a)(b),
∀b ∈ A. Portanto, ρ(a) · ei(a) = ρ(a), ou seja, ρ(a) ∈ EndA(AA)A.
Definamos também
ε : EndA(AA)A −→ A
f −→ f(eif )
onde if ∈ I é tal que a respectiva unidade local eif satisfaz: f · eif = f . Vale observar que ε
está bem definido. De fato, se além de if ∈ I tivermos jf ∈ I tal que f · ejf = f , podemos
tomar t ∈ I com if , jf ≤ t e com isso
ε(f) = f(eif )
if≤t
= f(eif et) = (f · eif )(et) = f(et)
assim como
ε(f) = f(ejf )
jf≤t
= f(ejf et) = (f · ejf )(et) = f(et)
Afirmamos agora que ε é a inversa de ρ. De fato, dado f ∈ EndA(AA)A com f · eif =
f , temos
(ρ ◦ ε)(f)(a) = ρ(ε(f))(a) = ρ(f(eif ))(a)
= f(eif )a = f(eifa) = (f · eif )(a) = f(a)
∀a ∈ A. Portanto (ρ ◦ ε)(f) = f , como f arbitrário, concluı́mos que ρ ◦ ε = 1EndA(AA)A.
Afim de verificar que a outra composição também resulta na identidade, tomamos
a ∈ A arbitrário e ei(a) ∈ u tal que aei(a) = a, com isso primeiro observamos que
(ρ(a) · ei(a))(b) = ρ(a)(ei(a)b) = a(ei(a)b) = (aei(a))b = ab = ρ(a)(b)
∀b ∈ A. Assim ρ(a) · ei(a) = ρ(a), logo
(ε ◦ ρ)(a) = ε(ρ(a)) = ρ(a)(ei(a)) = aei(a) = a, ∀a ∈ A
e portanto ε ◦ ρ = 1A.
Por fim, façamos algumas observações à respeito do morfismo ε, a saber:
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1. ε é morfismo de A-módulos à esquerda. Com efeito, sejam f, g ∈ EndA(AA)A com
f · eif = f, g · eig = g e a ∈ A. Assim:
(a) como
(a · f) · eif = a · (f · eif ) = a · f
então
ε(a · f) = (a · f)(eif ) = af(eif ) = aε(f)
(b) tomando t ∈ I com if , ig ≤ t, temos que
(f + g) · et = f · et + g · et
= (f · eif ) · et + (g · eig) · et
= f · (eif et) + g · (eiget)
if ,ig≤t
= f · eif + g · eig
= f + g.
Sendo assim,
ε(f + g) = (f + g)(et)
= f(et) + g(et)
= (f · eif )(et) + (g · eig)(et)
= f(eif et) + g(eiget)
if ,ig≤t
= f(eif ) + g(eig)
= ε(f) + ε(g).
2. ε é morfismo de K-álgebras. Com efeito, sejam f, g ∈ EndA(AA)A com g · eig = g e
k ∈ K. Assim:
(a) já vimos que ε(f + g) = ε(f) + ε(g);
(b) como (kf) · eif = k(f · eif ) = kf , então
ε(kf) = (kf)(eif ) = kf(eif ) = kε(f)
(c) como
((f ◦ g) · eig)(a) = (f ◦ g)(eiga) = f(g(eiga)) = f((g · eig)(a)) = f(g(a))
Capı́tulo quatro 59
∀a ∈ A, então (f ◦ g) · eig = f ◦ g, e decorrente disso
ε(f)ε(g) = f(eif ) g(eig)︸ ︷︷ ︸
∈A
= f(eif g(eig))
= (f · eif )(g(eig)) = f(g(eig))
= (f ◦ g)(eig) = ε(f ◦ g).
Sendo então ε isomorfismo de A-módulos à esquerda e de álgebras, são isomorfas
como álgebras as partes unitárias à esquerda de EndA(AA)A e A, isto é,
AEndA(AA)A  AA
e além disso AA = A, pois, como conjunto AA ⊆ A e dado a ∈ A é sabido que existe unidade
local ei ∈ u tal que eia = a, ou seja, a ∈ AA. Portanto,
AEndA(AA)A  AA = A
como A-módulos à esquerda e álgebras. Deste modo, concluı́mos que temos um isomorfismo
de K-álgebras
Mn(AEndA(AA)A) Mn(A)
induzido por ε. Para finalizar o resultado principal, vale relembrar que passamos por diversos
isomorfismos de álgebras, a saber:
(A#σH)#H
∗  AEndA((A#σH)A)A  A EndA((H ⊗ A)A) A











Logo, todas as considerações feitas nesta seção levam-nos a enunciar o seguinte teorema:
Teorema 4.5 (Dualidade para álgebras com unidades locais) Sejam H uma K-álgebra de
Hopf com dimK H = n < ∞, A uma K-álgebra com unidades locais e A#σH um produto





O Teorema de Dualidade de
Blattner-Montgomery para álgebras com
unidades locais: Segundo caso
Neste capı́tulo vamos considerar H uma K-álgebra de Hopf não necessariamente de
dimensão finita, e com isso temos associada a esta seu dual finito H◦ ⊆ H∗. A saber, conside-
rando a estrutura de álgebra deH dada pelo produtom : H⊗H −→ H e unidade μ : K −→ H ,
podemos definir o dual finito, como apresentado na Proposição 2.5.1. em [21], do seguinte
modo
H◦ = (m∗)−1(i(H∗ ⊗H∗))
onde i : H∗⊗H∗ −→ (H⊗H)∗ é o morfismo injetivo dado por i(a∗⊗b∗)(x⊗y) = a∗(x)b∗(y),
para todo a∗ ⊗ b∗ ∈ H∗ ⊗ H∗ e x ⊗ y ∈ H ⊗ H . Desse modo, é possı́vel verificar que H◦
é um K-subespaço de H∗, e que decorrente da injetividade de i, fica bem definida a aplicação
K-linear
Δ : H◦ −→ H◦ ⊗H◦
a∗ −→ a∗j ⊗ b∗j
para todo a∗ ∈ H◦, onde m∗(a∗) = i (a∗j ⊗ b∗j). Ademais, considerando
φ : K∗ −→ K
α∗ −→ α∗(1K)
e ε = φ ◦ η∗, o que resulta em
ε(a∗) = (φ ◦ μ∗)(a∗) = μ∗(a∗)(1K) = a∗(μ(1K)) = a∗(1H)
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para todo a∗ ∈ H◦, é possı́vel verificar que H◦ com Δ e ε tem estrutura de coálgebra. Com a
multiplicação e unidade induzida de H∗ temos também que H◦ tem estrutura de álgebra bem
como de álgebra de Hopf. Maiores detalhes sobre H◦ podem ser encontrados em [11] e [21].
A generalização do Teorema de Dualidade proveniente de [5], onde a álgebra de Hopf
envolvida é de dimensão infinita, para o contexto de álgebras com unidades locais, é o objetivo
principal desse capı́tulo. As definições e resultados envolvendo a K-álgebra com unidades
locais A aqui consideradas, serão análogas as obtidas de [5], a menos de haver a necessidade de
ajustá-las às unidades locais quando necessário, o que será feito. A sequência de passos para a
obtenção do resultado final será basicamente a mesma no caso original. Por fim, na última seção
veremos uma interpretação topológica para espaços de funções. Por meio de tal interpretação
teremos oportunidade de reinterpretar o presente Teorema de Dualidade e compará-lo com a
Dualidade abordada no capı́tulo 2, onde H era de dimensão finita e A uma álgebra unitária.
Começamos tomando A um H-módulo álgebra à esquerda com unidades locais, isto é,
A é uma K-álgebra com sistema de unidades locais u = {ei | i ∈ I}, bem como um H-módulo
à esquerda com ação
· : H ⊗ A −→ A
h⊗ a −→ h · a
e onde são satisfeitas as condições:
1. h · (ab) = (h1 · a)(h2 · b);
2. h · ei = ε(h)ei;
∀a, b ∈ A, h ∈ H e i ∈ I . Vale observar que nessas condições podemos formar o produto
smash A#H . Temos que H é H◦-módulo álgebra à esquerda e à direita via
f ⇀ h = f(h2)h1 e h ↼ f = f(h1)h2 onde Δ(h) = h1 ⊗ h2.
O seguinte resultado pode ser encontrado em [5], no Lema 1.1.
Lema 5.1 Sejam f ∈ H◦ e h ∈ H . Então
Δ(f ⇀ h) = h1 ⊗ (f ⇀ h2) e Δ(h ↼ f) = (h1 ↼ f)⊗ h2
Demonstração.
Δ(f ⇀ h) = Δ (f(h2)h1) = f(h2)Δ(h1)
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= f(h3)(h1 ⊗ h2) = h1 ⊗ f(h3)h2
= h1 ⊗ (f ⇀ h2).
O outro caso é similar. 
O produto smash A#H é um H◦-módulo álgebra à esquerda com unidades locais via
f · (a#h) = a#(f ⇀ h).
Segue disso que podemos formar o produto smash (A#H)#H◦, que terá relação com o que será
enunciado no teorema principal. Antes de enunciar tal teorema, vejamos algumas definições
auxiliares.
Definição 5.2 Para qualquer álgebra de Hopf H e qualquer H-módulo álgebra com unidades
locais B, temos definido o morfismo de álgebra
λB,H : B#H −→ EndK(B)
dado por λB,H(b#h)(c) = b(h · c), ∀b, c ∈ B e h ∈ H .
Segue da definição acima que de fato λB,H é um morfismo de álgebra, pois para qual-
quer c ∈ B,
(λB#H(b#h) ◦ λB,H(d#k))(c) = λB,H(b#h)(d(k · c)) = b(h · (d(k · c)))
= b(h1 · d)(h2 · (k · c)) = b(h1 · d)((h2k) · c)
= λB,H(b(h1 · d)#h2k)(c) = λB,H((b#h)(d#k))(c).
Em alguns casos temos que o morfismo λB,H é injetivo, mas isso nem sempre é ver-
dade. Veremos no final deste capı́tulo por exemplo, que no caso de H ser uma álgebra de Hopf
com antı́poda bijetiva e U uma subálgebra de Hopf de H◦ então λH,U será injetivo.
Definição 5.3 Dados uma álgebra de Hopf H e uma subálgebra de Hopf U de H◦, definimos o
antimorfismo de álgebras
ρH,U : U −→ EndK(H)
dado por ρH,U(f)(h) = h ↼ f, ∀f ∈ U e h ∈ H .
Na definição acima a referida estrutura de álgebra deU é dada pelo produto de convolu-
ção. Com essa estrutura, de fato, ρH,U é um antimorfismo de álgebras, pois, para qualquer
h ∈ H , temos
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(ρH,U(g) ◦ ρH,U(f))(h) = ρH,U(g)(h ↼ f) = ρH,U(g) (f(h1)h2)
= f(h1)ρH,U(g)(h2) = f(h1)g(h2)h3
= (f ∗ g)(h1)h2 = h ↼ (f ∗ g)
= ρH,U(f ∗ g)(h).
A próxima definição é encontrada em [5] na Definição 1.2.
Definição 5.4 Sejam H uma álgebra de Hopf e U uma subálgebra de Hopf de H◦. Dizemos
que U satisfaz a condição RL com respeito a H se
ρH,U(U) ⊆ λH,U(H#U)
Definição 5.5 SejamA umH-módulo álgebra à esquerda com unidades locais eU uma subálge-
bra de Hopf de H◦. Dizemos que A é U -localmente finito se, para qualquer a ∈ A, existirem





· a = 0
Com relação a essa definição temos o seguinte resultado
Lema 5.6 Seja A um H-módulo álgebra à esquerda com unidades locais. A é U -localmente
finito se, e só se, para cada a ∈ A existirem f1, · · · , fr ∈ U e a1, · · · , ar ∈ A tais que
h · a =
r∑
j=1
fj(h)aj, ∀h ∈ H
Demonstração. (=⇒) Suponha que A seja U -localmente finito. Sejam a ∈ A e f1, · · · , fr ∈ U
como na definição e assumamos que estes sejam L.I.′s. Escolha h1, · · · , hr ∈ H tais que


















fazendo hj · a = aj temos a relação desejada.




j=1 0aj = 0. 
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5.1 O Teorema de Dualidade
Começamos esta seção enunciando o principal teorema deste capı́tulo, a saber:
Teorema 5.7 Sejam H uma K-álgebra de Hopf com antı́poda bijetiva, U uma subálgebra de
Hopf deH◦ também com antı́poda bijetiva eA umH-módulo álgebra à esquerda com unidades
locais U -localmente finito. Assumamos que U satisfaz a condição RL com respeito à H . Então
(A#H)#U  A⊗ (H#U)
como K-álgebras.
A demonstração desse teorema é um tanto extensa e baseia-se na ideia de mostrar
que as subálgebras (A#H)#U e A ⊗ (H#U) podem ser identificadas com subálgebras de
EndK(A#H), onde estas serão conjugadas via um morfismo invertı́vel em EndK(A#H). Ex-
plicitaremos então primeiramente resultados nessa direção, e posteriormente os reuniremos para
concluir tal prova.
Considerando o morfismo da Definição 5.2, definimos morfismos α e β como segue
α := λA#H,U : (A#H)#U EndK(A#H)
com isso
α((a#h)#f)(b#k) = (a#h)(f · (b#k)) = (a#h)(b#(f ⇀ k))
∀ a, b ∈ A, h, k ∈ H e f ∈ U .
β := l ⊗ λH,U : A⊗ (H#U) EndK(A)⊗ EndK(H) EndK(A#H)
onde l : A −→ EndK(A) é a representação regular, isto é, l(a)(b) = ab, ∀a, b ∈ A, com isso
β(a⊗ (h#f))(b#k) = l(a)(b)#λH,U(h#f)(k) = ab#h(f ⇀ k)
∀ a, b ∈ A, h, k ∈ H e f ∈ U .
Proposição 5.8 Sejam H uma K-álgebra de Hopf com antı́poda bijetiva, U uma subálgebra
de Hopf deH◦ e A umH-módulo álgebra à esquerda com unidades locais. Então os morfismos
α e β são morfismos injetivos de álgebras.
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Demonstração. Como α = λA#H,U já podemos concluir que α é morfismo de álgebras. No
caso de β = l ⊗ λH,U , como λH,U é morfismo de álgebras, é suficiente ver que l é morfismo de
álgebras para concluir que β também o é. Vejamos:
(l(a) ◦ l(b))(c) = l(a)(l(b)(c)) = a(bc) = (ab)c = l(ab)(c), ∀c ∈ A
logo, l(a) ◦ l(b) = l(ab) ∀a, b ∈ A, como desejado. Quanto à injetividade de α e β, vamos
verificar isso construindo morfismos lineares injetivos α′, β′ e φ tais que α = φ◦α′ e β = φ◦β′.
A saber,
α′ : (A#H)#U EndK(A#H)
onde
α′((a#h)#f)(b#k) = f(k)(a#h)(b#1H)
∀ a, b ∈ A, h, k ∈ H e f ∈ U .
β′ : A⊗ (H#U) EndK(A#H)
onde
β′(a⊗ (h#f))(b#k) = f(k)ab#h
∀ a, b ∈ A, h, k ∈ H e f ∈ U .
φ : EndK(A#H) EndK(A#H)
onde
φ(ζ)(b#k) = ζ(b#k2)k1 (5.1)
∀ b ∈ A, k ∈ H e ζ ∈ EndK(A#H). Na definição de φ a expressão 5.1 se refere a estrutura de
H-módulo à direita de A#H dada por: (a#h)k = a#hk, ∀a ∈ A e h, k ∈ H . Vejamos agora
as injetividades dos morfismos.
α′ é injetivo: Seja u ∈ Kerα′. Podemos assumir que u = ∑rj=1 vj#fj , onde os
elementos v′js ∈ Ai#H para algum i ∈ I e tal que {fj}rj=1 é L.I. em U . Sejam k1, · · · , kr ∈ H
tais que fi(kj) = δij, ∀i, j = 1, · · · , r. Assim,







∀l = 1, · · · , r. Portanto, u = 0.
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β′ é injetivo: Seja u ∈ Ker β′. Podemos assumir que u = ∑rj=1 vj#fj , onde os
elementos v′js são da forma vj =
∑
l alj ⊗ hlj com alj ⊗ hlj ∈ Ai ⊗H ∀j, l e para algum i ∈ I .
Consideremos as famı́lias {fj}rj=1 e {kj}rj=1 como antes. Dessa forma,

















∀t = 1, · · · , r. Portanto, u = 0.
φ é injetivo: Para ver que φ é injetivo construı́mos uma inversa à esquerda para φ. A
saber,




∀ b ∈ A, k ∈ H e ζ ∈ EndK(A#H). Vejamos que de fato ϕ é a inversa à esquerda de φ:
(ϕ ◦ φ)(ζ)(b#k) = (φ(ζ)(b#k2))S−1(k1) = (ζ(b#k3)k2)S−1(k1)
= ζ(b#k3)(k2S
−1(k1)) = ζ(b#k2)ε(k1)1H = ζ(b#k)
∀b#k ∈ A#H e ζ ∈ EndK(A#H), o que conclui a afirmação. Por fim, vejamos as composições
anteriormente mencionadas
φ(α′((a#h)#f))(b#k) = (α′((a#h)#f)(b#k2))k1 = f(k2)(a#h)(b#1H)k1
= f(k2)(a#h)(b#k1) = (a#h)(b#(f(k2)k1))
= (a#h)(b#(f ⇀ k)) = α((a#h)#f)(b#k)
∀ a, b ∈ A, h, k ∈ H e f ∈ U . Portanto, φ ◦ α′ = α. Finalmente,
φ(β′(a⊗ h#f))(b#k) = (β′(a⊗ h#f)(b#k2))k1 = (f(k2)ab#h)k1
= f(k2)ab#hk1 = ab#h(f(k2)k1)
= ab#h(f ⇀ k) = β(a⊗ h#f)(b#k)
∀ a, b ∈ A, h, k ∈ H e f ∈ U . Portanto, φ ◦ β′ = β. 
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Consideremos agora o seguinte morfismo
γ : A#H −→ A#H
b#k −→ S−1(k1) · b#k2
Temos que γ é invertı́vel com inversa v dada por
v : A#H −→ A#H
b#k −→ k1 · b#k2
Com efeito,
γ(v(b#k)) = γ (k1 · b#k2) = S−1(k2) · (k1 · b)#k3
= (S−1(k2)k1) · b#k3 = ε(k1)1H · b#k2
= b#ε(k1)k2 = b#k





= k2 · (S−1(k1) · b)#k3
= (k2S
−1(k1)) · b#k3 = (ε(k1)1H) · b#k2
= b#ε(k1)k2 = b#k
portanto v ◦ γ = IA#H , concluindo assim que v = γ−1. O próximo passo é usar os morfismos
γ e γ−1 para mostrar que valem as inclusões
γ−1 ◦ β(A⊗ (H#U)) ◦ γ ⊆ α((A#H)#U) (5.2)
γ ◦ α((A#H)#U) ◦ γ−1 ⊆ β(A⊗ (H#U)). (5.3)
Os próximos dois lemas irão nos auxiliar a concluir isso. Vejamos:
Lema 5.9 Para todo h ∈ H, f ∈ U e i ∈ I vale a igualdade
γ−1 ◦ β(ei ⊗ (h#f)) ◦ γ = α((ei#h)#f)
Demonstração. Para qualquer b#k ∈ A#H , temos
(γ−1 ◦ β(ei ⊗ (h#f)) ◦ γ)(b#k) = (γ−1 ◦ β(ei ⊗ (h#f)))(S−1(k1) · b#k2)
= γ−1(ei(S−1(k1) · b)#h(f ⇀ k2))
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= (h(f ⇀ k2))1 · (ei(S−1(k1) · b))#(h(f ⇀ k2))2
= h1(f ⇀ k2)1 · (ei(S−1(k1) · b))#h2(f ⇀ k2)2
lema 5.1
= (h1k2) · (ei(S−1(k1) · b))#h2(f ⇀ k3)
= ((h1k2)1 · ei)((h1k2)2 · (S−1(k1) · b))#h2(f ⇀ k3)
= (ε((h1k2)1)ei)((h1k2)2 · (S−1(k1) · b))#h2(f ⇀ k3)
= ei(ε((h1k2)1)(h1k2)2 · (S−1(k1) · b))#h2(f ⇀ k3)
= ei((h1k2) · (S−1(k1) · b))#h2(f ⇀ k3)
= ei((h1k2S
−1(k1)) · b)#h2(f ⇀ k3)
= ei((h1ε(k1)1H) · b)#h2(f ⇀ k2)
= ei(h1 · b)#h2(f ⇀ ε(k1)k2)
= ei(h1 · b)#h2(f ⇀ k)
= (ei#h)(b#(f ⇀ k))
= α((ei#h)#f)(b#k)

Observe que o presente lema mostra que
γ−1 ◦ β(ei ⊗ (H#U)) ◦ γ = α((ei#H)#U), ∀i ∈ I.
Para o próximo lema consideramos que A é U -localmente finito e fixamos elementos
f1, · · · , fr ∈ U e a, a1, · · · , ar ∈ A como no Lema 5.6. Com isso teremos:
Lema 5.10 Valem as igualdades
1. γ−1 ◦ β(a⊗ (1H#1U)) ◦ γ =
∑r
j=1 α((aj#1H)#1U) ◦ γ−1 ◦ (IA ⊗ ρH,U(fj)) ◦ γ
2. γ ◦ α((a#1H)#1U) ◦ γ−1 =
∑r
j=1 β(aj ⊗ (1H#1U)) ◦ (IA ⊗ ρH,U(S−1U (fj)))
Demonstração.
1.
(γ−1 ◦ β(a⊗ (1H#1U)) ◦ γ)(b#k) = (γ−1 ◦ β(a⊗ (1H#1U)))(S−1(k1) · b#k2)
= γ−1(a(S−1(k1) · b)#1H(1U ⇀ k2))
= γ−1(a(S−1(k1) · b)#k2)
= k2 · (a(S−1(k1) · b))#k3
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fj(k2)aj(k3 · (S−1(k1) · b))#k4
= 
Observemos que
fj(k2)aj(k3 · (S−1(k1) · b))#k4 = aj(fj(k2)k3 · (S−1(k1) · b))#k4
= aj(1H · (fj(k2)k3 · (S−1(k1) · b)))#1H(1U ⇀ k4)
= (aj#1H)(fj(k2)k3 · (S−1(k1) · b)#(1U ⇀ k4))
= α((aj#1H)#1U)(fj(k2)k3 · (S−1(k1) · b)#k4)




α((aj#1H)#1U)(fj(k2)k3 · (S−1(k1) · b)#k4)
e com isso, para chegar a expressão desejada é suficiente verificar que
fj(k2)k3 · (S−1(k1) · b)#k4 = (γ−1 ◦ (IA ⊗ ρH,U(fj)) ◦ γ)(b#k).
Vejamos:
fj(k2)k3 · (S−1(k1) · b)#k4 = (k2 ↼ fj) · (S−1(k1) · b)#k3
= (k2 ↼ fj)1 · (S−1(k1) · b)#(k2 ↼ fj)2
= γ−1(S−1(k1) · b#(k2 ↼ fj))
= γ−1((IA ⊗ ρH,U(fj))(S−1(k1) · b#k2))
= γ−1((IA ⊗ ρH,U(fj))(γ(b#k)))
= (γ−1 ◦ (IA ⊗ ρH,U(fj)) ◦ γ)(b#k)
como desejado.
2. Nesse item é o único lugar no qual usamos a bijetividade da antı́poda de U . Vejamos,
(γ ◦ α((a#1H)#1U) ◦ γ−1)(b#k) = (γ ◦ α((a#1H)#1U))(k1 · b#k2)
= γ((a#1H)(k1 · b#(1U ⇀ k2)))
= γ((a#1H)(k1 · b#k2))
= γ(a(1H · (k1 · b))#1Hk2)
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= γ(a(k1 · b)#k2)
= S−1(k2) · (a(k1 · b))#k3
= (S−1(k3) · a)(S−1(k2) · (k1 · b))#k4























































−1(k1))k2 =   
vale observar que substituı́mos a expressão S−1U (fj)(k1) na quarta igualdade da equação
anterior por fj(S





onde S−1H◦ = (S
−1)∗,
assim
S−1U (fj)(k1) = (S
−1)∗(fj)(k1) = (fj ◦ S−1)(k1) = fj(S−1(k1)).
Por fim, como  =   , chegamos a expressão requerida.
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
Valendo-nos da condição RL estamos em condição de exibir as inclusões 5.2 e 5.3.
Para verificar 5.2 vamos tomar fj ∈ U e sem perda de generalidade considerar pela condição
RL que ρH,U(fj) = λH,U(hj#gj) para algum hj#gj ∈ H#U . Observando que para c#t ∈
A#H qualquer, e considerando que c#t ∈ Ai#H para algum i ∈ I , temos
(IA ⊗ ρH,U(fj))(c#t) = c⊗ ρH,U(fj)(t) = eic⊗ λH,U(hj#gj)(t) = β(ei ⊗ (hj#gj))(c#t).
Em particular,
(IA ⊗ ρH,U(fj))(γ(c#t)) = β(ei ⊗ (hj#gj))(γ(c#t))
pois pela própria expressão de γ podemos concluir que γ(Ai#H) ⊆ Ai#H ∀i ∈ I . Com isso,
segue do Lema 5.10 que






























































(c#t), ∀c#t ∈ A#H
isto é, γ−1 ◦ β(A ⊗ (1H#1U)) ◦ γ ⊆ α((A#H)#U). Logo, dado a ⊗ (h#f) ∈ A ⊗ (H#U)
com a ∈ Ai e sendo β morfismo de álgebras, temos
γ−1 ◦ β(a⊗ (h#f)) ◦ γ = γ−1 ◦ β((a⊗ (1H#1U))(ei ⊗ (h#f))) ◦ γ
= γ−1 ◦ β(a⊗ (1H#1U)) ◦ β(ei ⊗ (h#f)) ◦ γ
= γ−1 ◦ β(a⊗ (1H#1U)) ◦ γ︸ ︷︷ ︸
∈ α((A#H)#U)
◦ γ−1 ◦ β(ei ⊗ (h#f)) ◦ γ︸ ︷︷ ︸
∈ α((A#H)#U)
e portanto, como α é morfismo de álgebra
γ−1 ◦ β(a⊗ (h#f)) ◦ γ ∈ α((A#H)#U), ∀a⊗ (h#f) ∈ A⊗ (H#U)
o que finalmente verifica a inclusão 5.2.
Analogamente podemos verificar a inclusão 5.3 mostrando primeiramente que
γ ◦ α((A#1H)#1U) ◦ γ−1 ⊆ β(A⊗ (H#U)). Com efeito, dados a, b ∈ A e k ∈ H quaisquer,
e assumindo que b ∈ Ai para algum i ∈ I , temos do Lema 5.10 que








β(aj ⊗ (1H#1U))(b⊗ ρH,U(S−1U (fj))(k)) = .
Novamente, da condiçãoRL podemos assumir sem perda de generalidade que ρH,U(S
−1
U (fj)) =











































de onde segue que γ ◦ α((a#1H)#1U) ◦ γ−1 = β
(∑r
j=1 aj ⊗ (hj#gj)
)
. Por fim, para um
elemento (a#h)#f ∈ (A#H)#U qualquer, podemos assumir que a ∈ Ai para algum i ∈ I e
com isso
γ ◦ α((a#h)#f) ◦ γ−1 = γ ◦ α(((a#1H)#1U)((ei#h)#f)) ◦ γ−1
= γ ◦ α((a#1H)#1U) ◦ α((ei#h)#f) ◦ γ−1
= γ ◦ α((a#1H)#1U) ◦ γ−1︸ ︷︷ ︸
∈ β(A⊗(H#U))
◦ γ ◦ α((ei#h)#f) ◦ γ−1︸ ︷︷ ︸
∈ β(A⊗(H#U))
sendo β um morfismo de álgebras temos γ ◦ α((a#h)#f) ◦ γ−1 ∈ β(A ⊗ (H#U)) como
querı́amos.
5.1.1 A demonstração do Teorema
Com as inclusões 5.2 e 5.3 podemos concluir que
γ−1 ◦ β(A⊗ (H#U)) ◦ γ = α((A#H)#U).
De fato,
γ ◦ α((A#H)#U) ◦ γ−1 ⊆ β(A⊗ (H#U))
=⇒ γ−1 ◦ γ ◦ α((A#H)#U) ◦ γ−1 ◦ γ ⊆ γ−1 ◦ β(A⊗ (H#U)) ◦ γ
=⇒ α((A#H)#U) ⊆ γ−1 ◦ β(A⊗ (H#U)) ◦ γ ⊆ α((A#H)#U)
=⇒ γ−1 ◦ β(A⊗ (H#U)) ◦ γ = α((A#H)#U).
Definamos
θ : β(A⊗ (H#U)) −→ α((A#H)#U)
f −→ γ−1 ◦ f ◦ γ
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Obviamente θ é morfismo de álgebras e é bijetivo com inversa θ−1(g) = γ ◦ g ◦ γ−1. São
portanto isomorfos como álgebras β(A⊗(H#U)) e α((A#H)#U). Como α e β são morfismos
injetivos de álgebras concluı́mos que
A⊗ (H#U)  β(A⊗ (H#U))  α((A#H)#U)  (A#H)#U
como álgebras.
5.2 A Dualidade em um contexto topológico
Veremos nesta seção como reinterpretar o Teorema de Dualidade da seção anterior
dentro de um contexto topológico, para tanto, vamos nos valer do conceito de topologia finita
encontrada em [11].
Sejam X e Y conjuntos não vazios e Y X o conjunto de todas as funções de X para Y .








A topologia finita de Y X é obtida tomando o espaço produto em
∏
x∈X Y onde cada Yx
é visto como espaço topológico discreto. Uma base para o conjunto de abertos nesta topologia
é dada pelos conjuntos
βf = {g ∈ Y X | g(xi) = f(xi) com i = 1, · · · , n}
onde {xi | i = 1, · · · , n} é um conjunto finito de elementos de X e f é um elemento fixado de
Y X . Portanto, cada aberto em Y X trata-se de uma união de conjuntos deste tipo. O conjunto
βf é na verdade uma vizinhança para f ∈ Y X . Se considerarmos X e Y K-espaços vetoriais,
podemos tomar sobre o espaço vetorial HomK(X, Y ) ⊆ Y X a topologia induzida da topologia
finita de Y X . Esta topologia sobre HomK(X, Y ) é também dita topologia finita.
A próxima definição e teorema são extraı́dos de [5], de onde se pode obter mais
informações. Aqui simplesmente os enunciaremos e os usaremos com o simples propósito
de reinterpretar o Teorema de Dualidade, bem como de verificar sua generalização e analogia
com o caso clássico apresentada no capı́tulo 2, em que trabalhamos com uma álgebra unitária e
uma álgebra de Hopf de dimensão finita.
Definição 5.11 Uma álgebra B é dita residualmente de dimensão finita sobre K se existir uma
famı́lia {πα} de K-representações de dimensão finita de B tal que
⋂
α Ker πα = 0.
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Teorema 5.12 Sejam H uma álgebra de Hopf residualmente de dimensão finita com antı́poda
bijetiva S e U uma subálgebra de Hopf densa em H◦. Então λH,U(H#U) é densa no anel de
endomorfismos K-lineares de H .
Observemos que a definição e teorema expostos são feitas basicamente sobre uma
álgebra de Hopf H ou derivados desta, sem envolver uma outra álgebra A com ou sem uni-
dades. Vamos então buscar juntar esse último teorema com o resultado da Dualidade obtida
anteriormente.
Provamos antes que (A#H)#U  A⊗(H#U) usando morfismos injetivos de álgebras
α e β. Na demonstração de tal isomorfismo passamos pelo isomorfismo
(A#H)#U  β(A⊗ (H#U))
onde
(A#H)#U  β(A⊗ (H#U)) = (l ⊗ λH,U)(A⊗ (H#U)) = l(A)⊗ λH,U(H#U) = 
com l : A −→ EndK(A) sendo a representação regular, que é morfismo de álgebras e é injetivo.
Com efeito, já vimos que l é morfismo de álgebras e quanto à sua injetividade basta tomarmos
a ∈ Ker l e verificar que a = 0, isso segue do fato que
l(a)(b) = 0 ∀b ∈ A ⇐⇒ ab = 0 ∀b ∈ A.
Em particular, se a ∈ Ai para algum i ∈ I , temos que a = aei = l(a)(ei) = 0. Temos então
que A  l(A) como álgebras e com isso
 = l(A)⊗ λH,U(H#U)  A⊗ λH,U(H#U).
Sendo assim, temos o seguinte resultado:
Teorema 5.13 SejamH umaK-álgebra de Hopf residualmente de dimensão finita com antı́poda
bijetiva S, U uma subálgebra de Hopf densa em H◦ com antı́poda bijetiva e A um H-módulo
álgebra à esquerda com unidades locais U -localmente finito. Assumamos que U satisfaz a
condição RL com respeito à H . Então,
(A#H)#U  A⊗ λH,U(H#U)
onde λH,U(H#U) é uma subálgebra densa em EndK(H).
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Vale relembrar que no teorema clássico da Dualidade de Blattner-Montgomery para H
Hopf com n = dimK H < ∞, A uma álgebra unitária e A#σH um produto cruzado com σ
invertı́vel por convolução, tı́nhamos
(A#σH)#H
∗  A⊗ EndK(H).
Para σ trivial, que em particular é invertı́vel por convolução, tal expressão é análoga ao enun-
ciado no último teorema, a menos que devido a infinitude da dimensão de H , λH,U(H#U)
é uma subálgebra densa em EndK(H) e não necessariamente todo EndK(H). Entretanto, se
n = dimK H < ∞ no último teorema e considerarmos U = H◦ = H∗, temos a devida
igualdade entre ambas expressões como mostrará o segundo item do próximo resultado. Tal
resultado pode ser encontrado em [5] no Corolário 2.3.
Proposição 5.14 São válidos:
1. Se H é uma K-álgebra de Hopf com antı́poda bijetiva e U uma subálgebra de Hopf de
H◦, então λH,U : H#U −→ EndK(H) é injetivo;
2. Se H é uma K-álgebra de Hopf de dimensão finita n, então
λH,H∗ : H#H
∗ −→ EndK(H)
é bijetivo e H#H∗  EndK(H).
Demonstração.
1. Consideremos a ação trivial de H sobre K, isto é, h · k := ε(h)k. Com essa ação K
torna-se um H-módulo álgebra. Temos nessas condições um isomorfismo de álgebras
η : K#H −→ H
k#h −→ kh
Com efeito, já sabemos que K ⊗ H = K ⊗K H é isomorfo como K-espaço vetorial à
H mediante identificação k ⊗ h ≡ kh, resta verificar que η é um morfismo de álgebras.
Vejamos:
η((k#h)(r#t)) = η(k(h1 · r)#h2t) = η(kε(h1)r#h2t)
= kε(h1)rh2t = kr(ε(h1)h2)t = krht
= (kh)(rt) = η(k#h)η(r#t).
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Tomemos
β : K ⊗ (H#U) −→ EndK(K#H)
como antes, ou seja,
β(k ⊗ (h#f))(r#t) = kr#h(f ⇀ t), ∀ k, r ∈ K, h, t ∈ H e f ∈ U
que é injetivo como vimos anteriormente. Agora, para qualquer t ∈ H temos
λH,U(h#f)(t) := h(f ⇀ t) = η(1K#h(f ⇀ t))
= η(β(1K ⊗ (h#f))(1K#t))
= η(β(1K ⊗ (h#f))η−1(t))
= (η ◦ β(1K ⊗ (h#f)) ◦ η−1)(t).
Portanto,
λH,U(h#f) = η ◦ β(1K ⊗ (h#f)) ◦ η−1
e, com isso, decorrente da injetividade de η e β, segue a injetividade de λH,U .
2. Como n = dimK H <∞ temos que a antı́poda de H é bijetiva. Tomando U = H◦ = H∗
temos pelo item anterior que λH,H∗ é injetivo. Ademais,
dimK(H#H
∗) = dimK(H) dimK(H∗) = n2 = dimK(EndK(H)).




Neste capı́tulo iremos estudar a álgebra de multiplicadores M(A) de uma álgebra A.
Sendo A arbitrária, M(A) será uma álgebra unitária, indiferente se A é ou não dessa forma. E
ainda, se o produto de A satisfizer certa propriedade, teremos como consequência que M(A)
será extensão de A. Além disso, tal extensão será maximal dentre as extensões que contém A
como ideal essencial, ou seja, qualquer outra extensão deste tipo resulta em uma subálgebra de
M(A). Veremos que se a álgebra original A for um H-módulo álgebra com unidades locais,
então a álgebra de multiplicadores associada será um H-módulo álgebra com ação induzida de
H sobre A. Nesse contexto, referente ao produto smash abordada no Exemplo 1.3 no capı́tulo
1 e presente nos demais através dos Teoremas de Dualidade, o produto smash irá se relacionar
com a álgebra de multiplicadores no sentido de que poderemos formar as álgebras M(A#H) e
M(A)#H . Para cada subálgebra unitária Aj ⊆ A induzida do sistema de unidades locais u =
{ei | i ∈ I} de A, teremos um isomorfismo entre M(Aj#H) e M(Aj)#H . Tais isormofismos
indicarão um modo de como definir um morfismo injetivo de M(A)#H em M(A#H). A
verificação de que M(A)#H é uma subálgebra de M(A#H), bem como a análise de quando
haverá um isomorfismo entre ambas as álgebras serão os objetivos principais deste capı́tulo.
Nesta primeira seção deste capı́tulo faremos considerações a respeito da álgebra de
multiplicadores de uma K-álgebra arbitrária, e posteriormente em outra seção, estudaremos
tais conceitos para um H-módulo álgebra à esquerda com unidades locais.
6.1 Multiplicadores de uma álgebra
As principais referências em que se baseia esta seção são [10] e [12].
Definição 6.1 Seja A uma K-álgebra. Um multiplicador à esquerda de A é um morfismo
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ρ1 ∈ EndK(A) que satisfaz
ρ1(ab) = ρ1(a)b, ∀a, b ∈ A.
Um multiplicador à direita de A é um morfismo ρ2 ∈ EndK(A) que satisfaz
ρ2(ab) = aρ2(b), ∀a, b ∈ A.
Um multiplicador de A é um par (ρ1, ρ2) tal que ρ1 é um multiplicador à esquerda de A, ρ2 é
um multiplicador à direita de A e vale a condição de compatibilidade
aρ1(b) = ρ2(a)b, ∀a, b ∈ A.
Notação 6.2 Denotaremos por L(A) o conjunto de multiplicadores à esquerda de A, R(A) o
conjunto de multiplicadores à direita de A e por M(A) o conjunto de multiplicadores de A.
Os conjuntos L(A), R(A) e M(A) possuem estrutura de K-espaço vetorial, os dois
primeiros com estrutura induzida de EndK(A) e M(A) com estrutura dada coordenada a coor-
denada e induzida de L(A) e R(A). Ademais, com a composição de funções, L(A), R(A) e
M(A) tornam-se K-álgebras, porém, no caso de M(A) a multiplicação deve ter a composição
invertida na segunda coordenada, isto é, para (ρ1, ρ2), (θ1, θ2) ∈M(A)
(ρ1, ρ2) · (θ1, θ2) = (ρ1 ◦ θ1, θ2 ◦ ρ2).
Isso é necessário para que tenhamos a condição de compatibilidade. De fato, dados a, b ∈ A,
a((ρ1 ◦ θ1)(b)) = aρ1(θ1(b)) = ρ2(a)θ1(b).
Observe que na segunda igualdade acima usamos a compatibilidade de (ρ1, ρ2) ∈ M(A). De
maneira análoga, tendo em vista que (θ1, θ2) ∈ M(A) e usando a compatibilidade deste, tere-
mos
((θ2 ◦ ρ2)(a))b = θ2(ρ2(a))b = ρ2(a)θ1(b)
logo, (ρ1 ◦ θ1, θ2 ◦ ρ2) ∈ M(A). Vale observar que mesmo A sendo uma álgebra qualquer, em
particular, podendo ser álgebra sem unidade, M(A) é álgebra unitária com 1M(A) = (IA, IA).
Definição 6.3 O produto em uma K-álgebra A é não degenerado se ab = 0, ∀a ∈ A, então
b = 0 e se ab = 0, ∀b ∈ A, então a = 0.
Proposição 6.4 Seja o produto em A não degenerado e (ρ1, ρ2) ∈ M(A). Então (ρ1, ρ2) está
unicamente determinado no sentido que ρ1 define ρ2 e ρ2 define ρ1.
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Demonstração. Suponhamos que existam (ρ1, ρ2), (ρ′1, ρ2) ∈ M(A). Então da condição da
compatibilidade para esses pares temos que
aρ1(b) = ρ2(a)b = aρ
′
1(b) ∀a, b ∈ A
logo
aρ1(b)− aρ′1(b) = 0 ∀a, b ∈ A ⇐⇒ a(ρ1(b)− ρ′1(b)) = 0 ∀a, b ∈ A
Como o produto em A é não degenerado devemos ter
ρ1(b)− ρ′1(b) = 0 ∀b ∈ A ⇐⇒ ρ1(b) = ρ′1(b) ∀b ∈ A
Com isso ρ1 = ρ
′
1. De modo análogo podemos verificar que se (ρ1, ρ2), (ρ1, ρ
′




Observação 6.5 Segundo a proposição anterior, dado um par (q1, q2) ∈M(A), se q1 = 0 então
q2 = 0. De fato, se (0, q2) ∈ M(A), como (0, 0) ∈ M(A), então q2 = 0. De modo análogo,
verifica-se que, se q2 = 0 então q1 = 0.
Proposição 6.6 Se o produto em A é não degenerado, então existem morfismos injetivos de
álgebras l : A −→ L(A), i : A −→M(A) e um antimorfismo injetivo de álgebras
r : A −→ R(A).
Demonstração. Fixado a ∈ A, temos que o morfismo
la : A −→ A
b −→ ab
é K-linear por se tratar da multiplicação à esquerda por a, e ainda la ∈ L(A), pois
la(bc) = a(bc) = (ab)c = la(b)c, ∀b, c ∈ A
Analogamente,
ra : A −→ A
b −→ ba
é K-linear por se tratar da multiplicação à direita por a, e ra ∈ R(A) já que
ra(bc) = (bc)a = b(ca) = bra(c), ∀b, c ∈ A
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Além do mais, o par (la, ra) ∈M(A). De fato,
bla(c) = b(ac) = (ba)c = ra(b)c, ∀b, c ∈ A
Temos então
l : A −→ L(A)
a −→ la
que é uma função K-linear, já que dados a, b ∈ A e k ∈ K
l(a+ kb)(c) = (a+ kb)c = ac+ k(bc) = l(a)(c) + kl(b)(c) = (l(a) + kl(b))(c), ∀c ∈ A
é também morfismo de álgebras, pois para a, b ∈ A
(l(a) ◦ l(b))(c) = l(a)(l(b)(c)) = a(bc) = (ab)c = l(ab)(c), ∀c ∈ A
e é injetivo devido o produto em A ser não degenerado. De fato, sendo a ∈ Ker(l),
l(a)(b) = 0, ∀b ∈ A ⇐⇒ ab = 0, ∀b ∈ A =⇒ a = 0
De modo análogo, verifica-se que
r : A −→ R(A)
a −→ ra
é K-linear e injetivo. Porém, trata-se de um antimorfismo de álgebras já que dados a, b ∈ A
(r(a) ◦ r(b))(c) = (cb)a = c(ba) = r(ba)(c), ∀c ∈ A
Por fim,
i : A −→ M(A)
a −→ (la, ra)
é K-linear e injetivo já que suas funções coordenadas o são, e ainda, é morfismo de álgebras.
De fato, dados a, b ∈ A
i(a) ·i(b) = (la, ra) ·(lb, rb) = (la◦lb, rb◦ra) = (l(a)◦l(b), r(b)◦r(a)) = (l(ab), r(ab)) = i(ab)

No caso de A possuir unidade, automaticamente o produto em A é não degenerado,
pois, se ab = 0 ∀a ∈ A, em particular b = 1Ab = 0. Analogamente, se ab = 0 ∀b ∈ A, em
particular a = a1A = 0. Ademais, nessas condições temos o seguinte resultado:
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Proposição 6.7 Se existe 1A ∈ A, os morfismos l, r e i da proposição anterior são bijetores.
Assim L(A) M(A)  A  R(A).
Demonstração. É suficiente verificar que l, r e i são sobrejetores. Dado f ∈ L(A),
f(a) = f(1Aa) = f(1A)a = lf(1A)(a), ∀a ∈ A
logo, f = lf(1A) e com isso l é sobrejetor e consequentemente um isomorfismo de álgebras.
Analogamente, dado g ∈ R(A)
g(a) = g(a1A) = ag(1A) = rg(1A)(a), ∀a ∈ A
logo g = rg(1A) e com isso r é sobrejetor e consequentemente um anti-isomorfismo de álgebras.
Por fim, dado (f, g) ∈M(A)
(f, g) = (lf(1A), rg(1A)) = .
Como (f, g) ∈M(A), vale 1Af(1A) = g(1A)1A, isto é, f(1A) = g(1A). Logo,
 = (lf(1A), rf(1A)) = i(f(1A))
o que mostra que i é sobrejetor, e então um isomorfismo de álgebras. 
Consideremos agora a seguinte definição:
Definição 6.8 Um ideal D de um anel R é dito essencial se para qualquer outro ideal Q = {0}
de R tivermos Q ∩D = {0}.
No caso em que o produto de A é não degenerado, temos que A é um ideal essencial
de M(A) no seguinte sentido:
Lema 6.9 Se o produto em A é não degenerado, ao considerar o morfismo injetivo
i : A −→M(A), temos que a álgebra i(A)  A é um ideal essencial de M(A).
Demonstração. Primeiramente vejamos que i(A) é um ideal de M(A). Para tanto, tomemos
i(a) = (la, ra) ∈ i(A) e (f, g) ∈ M(A) arbitrários. Assim, (f, g) · (la, ra) = (f ◦ la, ra ◦ g) e
disso
(f ◦ la)(b) = f(la(b)) = f(ab) = f(a)b = lf(a)(b)
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e por outro lado,
(ra ◦ g)(b) = ra(g(b)) = g(b)a (f,g)∈M(A)= bf(a) = rf(a)(b)
para cada b ∈ A. Segue que (f, g) · (la, ra) = (f ◦ la, ra ◦ g) = (lf(a), rf(a)) ∈ i(A), e com isso
M(A) · i(A) ⊆ i(A). Analogamente verifica-se que i(A) ·M(A) ⊆ i(A). Portanto i(A) é um
ideal deM(A). Para verificar que é essencial, consideramos um idealQ = {0} deM(A). Como
Q = {0}, tomamos 0 = (q1, q2) ∈ Q, em particular segue da Observação 6.5 que q1 = 0, dessa
forma existe a ∈ A tal que q1(a) = 0. Sendo assim, do produto (q1, q2) · (la, ra) = (lq1(a), rq1(a))
temos que lq1(a) = 0. De fato, se lq1(a) = 0 então
lq1(a)(b) = 0 ∀b ∈ B ⇐⇒ q1(a)b = 0 ∀b ∈ B
o que implicaria devido ao produto em A ser não degenerado que q1(a) = 0, o que é absurdo.
Portanto (lq1(a), rq1(a)) = 0 e consequentemente Q ∩ i(A) = {0}. 
Para encerrar esta seção vejamos o resultado que diz que dentre todas as extensões de
A que o tem como ideal essencial, a extensão i : A −→M(A) é a maximal.
Teorema 6.10 Considere que o produto em A é não degenerado. Se qA : A −→ B é um mor-
fismo injetivo de álgebras tal que qA(A) é um ideal essencial de B, então existe um morfismo
injetivo de álgebras qB : B −→M(A) tal que qB ◦ qA = i.
Demonstração. Sendo qA um morfismo injetivo, podemos para efeitos práticos considerar este
como sendo a inclusão. Desse modo A é ideal essencial de B, e disso fica bem definido o
morfismo
qB : B −→ M(A)
b −→ (lb, rb)
pois dado a ∈ A: lb(a) = ba ∈ BA ⊆ A e rb(a) = ab ∈ AB ⊆ A. Pela expressão de qB é facil








Por fim afirmamos que qB é injetivo. De fato, se supusermos que Ker qB = {0}, segue do fato
de Ker qB ser um ideal deB que Ker qB∩A = {0}, poisA é um ideal essencial deB. Tomando
0 = x ∈ Ker qB ∩ A temos de acordo com a comutatividade do diagrama que
qB(x) = 0
x∈A⇐⇒ i(x) = 0
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e como i é injetor então x = 0, o que é absurdo. Desse modo qB é injetivo como querı́amos. 
6.2 Álgebra de multiplicadores e produto smash
Nesta seção vamos considerar A um H-módulo álgebra à esquerda com unidades lo-
cais, sendo H uma álgebra de Hopf com antı́poda bijetiva S. Sendo em particular A uma
K-álgebra com sistema de unidades locais u = {ei | i ∈ I}, temos que o produto em A é não
degenerado. Com efeito, se ab = 0 ∀a ∈ A, então supondo que b ∈ Ai teremos b = eib = 0.
Analogamente, se a ∈ Aj e tivermos ab = 0 ∀b ∈ A, então em particular a = aej = 0. Se-
gue do que vimos na seção anterior que dentre outros, temos um morfismo injetivo de álgebras
i : A −→ M(A). Como A não necessariamente tem unidade, não podemos garantir que
i seja isomorfismo, porém, para as subálgebras unitárias Aj ⊆ A teremos sim isomorfismo
ij : Aj −→ M(Aj) ∀j ∈ I , onde nesse caso, para (f, g) ∈ M(Aj) qualquer, vale a relação:
ij(f(ej)) = (f, g).
6.2.1 A estrutura de H-módulo álgebra nos multiplicadores
Definimos a seguinte ação de H em M(A): dados h ∈ H e (f, g) ∈M(A)
h · (f, g) := (h · f, h · g)
onde
(h · f)(a) = h1 · f(S(h2) · a) e (h · g)(a) = h2 · g(S−1(h1) · a), ∀a ∈ A.
Vejamos que a ação está bem definida, isto é, que h · (f, g) = (h · f, h · g) ∈ M(A). Primeiro
vejamos que h · f ∈ L(A). Para isso tomemos a, b ∈ A, assim
(h · f)(ab) = h1 · f(S(h2) · (ab)) = h1 · f((S(h3) · a)(S(h2) · b))
f∈L(A)
= h1 · [f(S(h3) · a)(S(h2) · b)] = [h1 · f(S(h4) · a)][h2 · (S(h3) · b)]
= [h1 · f(S(h3) · a)][ε(h2)1H · b] = [(h1ε(h2)) · f(S(h3) · a)]b
= [h1 · f(S(h2) · a)]b = [(h · f)(a)]b.
Agora vejamos que h · g ∈ R(A). Tomando-se, então, a, b ∈ A
(h · g)(ab) = h2 · g(S−1(h1) · (ab)) = h3 · [g((S−1(h2) · a)(S−1(h1) · b))]
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g∈R(A)
= h3 · [(S−1(h2) · a)g(S−1(h1) · b)]
= [h3 · (S−1(h2) · a)][h4 · g(S−1(h1) · b)]
= [ε(h2)1H · a][h3 · g(S−1(h1) · b)] = a[ε(h2)h3 · g(S−1(h1) · b)]
= a[h2 · g(S−1(h1) · b)] = a[(h · g)(b)].
Por fim, vejamos a condição de compatibilidade que garantirá (h · f, h · g) ∈ M(A). Dados
a, b ∈ A temos que
a((h · f)(b)) = a(h1 · f(S(h2) · b)) e ((h · g)(a))b = (h2 · g(S−1(h1) · a))b. (6.1)
Assumamos que a ∈ As, b ∈ Ar, f(S(h2) · b) ∈ Ak e g(S−1(h1) · a) ∈ At para ı́ndices r, s, k e
t ∈ I . Tomemos m ∈ I tal que m ≥ r, s, k, t. Assim podemos reescrever 6.1 como
a((h · f)(b)) f(S(h2)·b)∈Ak⊆Am= a[h1 · (em(f(S(h2) · b)))] (f,g)∈M(A)= a[h1 · (g(em)(S(h2) · b))]
= a[(h1 · g(em))(h2 · (S(h3) · b))] = a[(h1 · g(em))(ε(h2)1H · b)]
= a[(h1ε(h2) · g(em))b] = a(h · g(em))b (6.2)
e
((h · g)(a))b = (h2 · g(S−1(h1) · a))b g(S
−1(h1)·a)∈At⊆Am
= (h2 · (g(S−1(h1) · a)em))b
(f,g)∈M(A)
= (h2 · ((S−1(h1) · a)f(em)))b = [h2 · (S−1(h1) · a)][h3 · f(em)]b
= [ε(h1)1H · a][h2 · f(em)]b = a[ε(h1)h2 · f(em)]b
= a(h · f(em))b. (6.3)
Como (f, g) ∈ M(A) temos que emf(em) = g(em)em, e decorrente disso h · (emf(em)) =
h · (g(em)em). Sendo que
h · (emf(em)) = (h1 · em)(h2 · f(em))
= (ε(h1)em)(h2 · f(em))
= em(ε(h1)h2 · f(em))
= em(h · f(em))
e
h · (g(em)em) = (h1 · g(em))(h2 · em)
= (h1 · g(em))(ε(h2)em)
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= (h1ε(h2) · g(em))em
= (h · g(em))em.
Então, em(h · f(em)) = (h · g(em))em. Com essa condição, temos a partir de 6.2 e 6.3 que
a((h · f)(b)) = a(h · g(em))b b∈Ar⊆Am= a(h · g(em))(emb)
= a[(h · g(em))em]b = a[em(h · f(em))]b
= (aem)(h · f(em))b a∈As⊆Am= a(h · f(em))b
= ((h · g)(a))b
e portanto h · (f, g) ∈M(A).
Nosso próximo passo é verificar que com essa ação M(A) torna-se um H-módulo
álgebra à esquerda. Para tanto vejamos primeiro que L(A) tem estrutura de H-módulo à es-
querda. Temos que ∀f, f ′ ∈ L(A), h, l ∈ H e a ∈ A,
(1H · f)(a) = 1H · f(S(1H) · a) = 1H · f(1H · a) = f(a),
logo 1H · f = f ;
(h · (f + f ′))(a) = h1 · ((f + f ′)(S(h2) · a)) = h1 · [f(S(h2) · a) + f ′(S(h2) · a)]
= h1 · f(S(h2) · a) + h1 · f ′(S(h2) · a) = (h · f)(a) + (h · f ′)(a)
= (h · f + h · f ′)(a),
logo h · (f + f ′) = h · f + h · f ′. Para a próxima propriedade lembramos que Δ é K-linear,
disso
Δ(h+ l) = Δ(h) + Δ(l) = h1 ⊗ h2 + l1 ⊗ l2
e assim,
((h+ l) · f)(a) = (h+ l)1 · f(S((h+ l)2) · a) = h1 · f(S(h2) · a) + l1 · f(S(l2) · a)
= (h · f)(a) + (l · f)(a) = (h · f + l · f)(a),
logo (h+ l) · f = h · f + l · f . Por fim,
[(hl) · f ](a) = (hl)1 · f(S((hl)2) · a) = (h1l1) · f((S(l2)S(h2)) · a)
= h1 · (l1 · f(S(l2) · (S(h2) · a))) = h1 · ((l · f)(S(h2) · a))
= (h · (l · f))(a)
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de onde segue que (hl) · f = h · (l · f).
Vejamos agora que R(A) é igualmente um H-módulo à esquerda com a ação definida
anteriormente. Tomando-se g, g′ ∈ R(A), h, l ∈ H e a ∈ A arbitrários, teremos que
(1H · g)(a) = 1H · g(S−1(1H) · a) = 1H · g(1H · a) = g(a),
logo 1H · g = g;
(h · (g + g′))(a) = h2 · ((g + g′)(S−1(h1) · a)) = h2 · [g(S−1(h1) · a) + g′(S−1(h1) · a)]
= h2 · g(S−1(h1) · a) + h2 · g′(S−1(h1) · a) = (h · g)(a) + (h · g′)(a)
= (h · g + h · g′)(a),
logo h · (g + g′) = h · g + h · g′. Novamente do fato de Δ ser K-linear teremos
((h+ l) · g)(a) = (h+ l)2 · g(S−1((h+ l)1) · a) = h2 · g(S−1(h1) · a) + l2 · g(S−1(l1) · a)
= (h · g)(a) + (l · g)(a) = (h · g + l · g)(a),
logo (h+ l) · g = h · g + l · g. Por fim,
[(hl) · g](a) = (hl)2 · g(S−1((hl)1) · a) = (h2l2) · g((S−1(l1)S−1(h1)) · a)
= h2 · (l2 · g(S−1(l1) · (S−1(h1) · a))) = h2((l · g)(S−1(h1) · a))
= (h · (l · g))(a)
de onde segue que (hl) · g = h · (l · g).
Sendo L(A) e R(A) H-módulos à esquerda e a ação de H em M(A) induzida de
R(A) e L(A) coordenada a coordenada, então M(A) torna-se H-módulo à esquerda. Também
sabemos que M(A) é álgebra unitária, nos resta então verificar mais duas propriedades para
concluir que M(A) é um H-módulo álgebra à esquerda, a saber:
h · [(ρ1, ρ2) · (θ1, θ2)] = [h1 · (ρ1, ρ2)] · [h2 · (θ1, θ2)] (6.4)
para cada (ρ1, ρ2), (θ1, θ2) ∈M(A), h ∈ H , e
h · 1M(A) = ε(h)1M(A) isto é, h · (IA, IA) = ε(h)(IA, IA) (6.5)
para cada h ∈ H . Quanto à igualdade 6.4, vale observar que ao desenvolver ambas expressões
na ação de H e no produto em M(A), ela equivale à
(h · (ρ1 ◦ θ1), h · (θ2 ◦ ρ2)) = ((h1 · ρ1) ◦ (h2 · θ1), (h2 · θ2) ◦ (h1 · ρ2))
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e isso segue de
((h1 · ρ1) ◦ (h2 · θ1))(a) = (h1 · ρ1)(h2 · θ1(S(h3) · a))
= h1 · ρ1(S(h2) · (h3 · θ1(S(h4) · a)))
= h1 · ρ1((S(h2)h3) · θ1(S(h4) · a))
= h1 · ρ1(ε(h2)θ1(S(h3) · a))
= h1ε(h2) · ρ1(θ1(S(h3) · a))
= h1 · ρ1(θ1(S(h2) · a))
= (h · (ρ1 ◦ θ1))(a)
e de,
((h2 · θ2) ◦ (h1 · ρ2))(a) = (h3 · θ2)(h2 · ρ2(S−1(h1) · a))
= h4 · θ2(S−1(h3) · (h2 · ρ2(S−1(h1) · a)))
= h4 · θ2((S−1(h3)h2) · ρ2(S−1(h1) · a))
= h3 · θ2(ε(h2)ρ2(S−1(h1) · a))
= ε(h2)h3 · θ2(ρ2(S−1(h1) · a))
= h2 · θ2(ρ2(S−1(h1) · a))
= (h · (θ2 ◦ ρ2))(a)
∀a ∈ A. Já 6.5 segue de
h · IA(a) = h1 · IA(S(h2) · a) = h1 · (S(h2) · a) = (h1S(h2)) · a = ε(h)a = ε(h)IA(a)
e
h · IA(a) = h2 · IA(S−1(h1) · a) = h2 · (S−1(h1) · a) = (h2S−1(h1)) · a = ε(h)IA(a)
∀a ∈ A. O que conclui que M(A) é H-módulo álgebra à esquerda. Podemos assim formar o
produto smash M(A)#H . Antes de finalizar esta subseção, observemos que das condições
h · (ρ1 ◦ θ1) = (h1 · ρ1) ◦ (h2 · θ1) e h · IA = ε(h)IA
para ρ1, θ1 ∈ L(A) e h ∈ H o H-módulo à esquerda L(A) torna-se um H-módulo álgebra,
porém, o mesmo não pode ser afirmado para R(A) devido ao fato dos ı́ndices tomarem a ordem
contrária em
h · (θ2 ◦ ρ2) = (h2 · θ2) ◦ (h1 · ρ2) (6.6)
para ρ2, θ2 ∈ R(A) e h ∈ H .
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6.2.2 A inclusão de M(A)#H em M(A#H)
Para cada ı́ndice j ∈ I temos as subálgebras unitáriasAj eAj#H , e consequentemente






Observação 6.11 É possı́vel verificar que o isomorfismo acima é também isomorfismo de
álgebras. Isso segue do fato que i é isomorfismo de álgebras, já que Aj#H é álgebra unitária,
bem como i−1j ⊗ 1H . Quanto esse segundo, segue do fato que i−1j é isomorfismo de álgebras já
que Aj é álgebra unitária e é também morfismo de H-módulos à esquerda.
Dado (f, g)#h ∈M(Aj)#H temos
φj((f, g)#h) = [i ◦ (i−1j ⊗ IH)]((f, g)#h) = i(f(ej)#h) = (lf(ej)#h, rf(ej)#h)
onde dado um elemento a#k ∈ Aj#H
lf(ej)#h(a#k) = (f(ej)#h)(a#k) = f(ej)(h1 · a)#h2k
= f(ej(h1 · a))#h2k = f(h1 · a)#h2k.
Vale observar que na terceira igualdade acima usamos o fato de que f ∈ L(Aj) e que h1·a ∈ Aj .
Também temos que
rf(ej)#h(a#k) = (a#k)(f(ej)#h) = a(k1 · f(ej))#k2h
= a(k1 · f(ε(k2)ej))#k3h = a(k1 · f(ε(S(k2))ej))#k3h
= a(k1 · f(S(k2) · ej))#k3h = a((k1 · f)(ej))#k2h
= (k1 · g)(a)ej#k2h = (k1 · g)(a)#k2h
onde na penúltima igualdade acima usamos a compatibilidade de k1 · (f, g) = (k1 · f, k1 · g) ∈
M(Aj). Devido expressão de tais equações nos é sugerido pensar em um morfismo da forma
φ : M(A)#H −→ M(A#H)
(f, g)#h −→ (lφ((f,g)#h), rφ((f,g)#h))
onde
lφ((f,g)#h)(a#k) = f(h1 · a)#h2k e rφ((f,g)#h)(a#k) = (k1 · g)(a)#k2h
∀(f, g)#h ∈ M(A)#H e ∀a#k ∈ A#H , já que ambas expressões fazem sentido nesse con-
texto mais geral. Vejamos então que de fato
φ((f, g)#h) := (lφ((f,g)#h), rφ((f,g)#h)) ∈M(A#H)
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o que mostra que φ como ilustrado há pouco é uma função bem definida. Logo após, verifica-
remos que φ é um morfismo injetivo de álgebras, encerrando assim essa subseção.
Vejamos que lφ((f,g)#h) ∈ L(A#H). Para tanto vamos considerar a#k, c#l ∈ A#H
e mostrar através do desenvolvimento das expressões
lφ((f,g)#h)((a#k)(c#l)) e [lφ((f,g)#h)(a#k)](c#l)
que ambas coincidem. A saber,
lφ((f,g)#h)((a#k)(c#l)) = lφ((f,g)#h)(a(k1 · c)#k2l)
= f(h1 · (a(k1 · c)))#h2(k2l)
= f((h1 · a)(h2 · (k1 · c)))#h3(k2l)
f ∈L(A)
= f(h1 · a)(h2 · (k1 · c))#h3(k2l)
e por outro lado
[lφ((f,g)#h)(a#k)](c#l) = (f(h1 · a)#h2k)(c#l)
= f(h1 · a)((h2k)1 · c)#(h2k)2l
= f(h1 · a)((h2k1) · c)#(h3k2)l
= f(h1 · a)(h2 · (k1 · c))#(h3k2)l.
De modo análogo temos que rφ((f,g)#h) ∈ R(A#H), pois
(a#k)rφ((f,g)#h)(c#l) = (a#k)((l1 · g)(c)#l2h)
= a(k1 · ((l1 · g)(c)))#k2(l2h)
= a(k1 · (l2 · g(S−1(l1) · c)))#k2(l3h)
= a((k1l2) · g(S−1(l1) · c))#k2(l3h)
e por outro lado
rφ((f,g)#h)((a#k)(c#l)) = rφ((f,g)#h)(a(k1 · c)#k2l)
= ((k2l)1 · g)(a(k1 · c))#(k2l)2h
= (k2l)2 · g(S−1((k2l)1) · (a(k1 · c)))#(k2l)3h
= (k2l)3 · g((S−1((k2l)2) · a)(S−1((k2l)1) · (k1 · c)))#(k2l)4h
g ∈R(A)
= (k2l)3 · [(S−1((k2l)2) · a)g(S−1((k2l)1) · (k1 · c))]#(k2l)4h
= [(k2l)3 · (S−1((k2l)2) · a)][(k2l)4 · g(S−1((k2l)1) · (k1 · c))]#(k2l)5h
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= [ε((k2l)2)a][(k2l)3 · g(S−1((k2l)1) · (k1 · c))]#(k2l)4h
= a((k2l)2 · g(S−1((k2l)1) · (k1 · c)))#(k2l)3h
= a((k3l2) · g(S−1(k2l1) · (k1 · c)))#(k4l3)h
= a((k3l2) · g((S−1(l1)S−1(k2)) · (k1 · c)))#(k4l3)h
= a((k3l2) · g((S−1(l1)(S−1(k2)k1)) · c))#(k4l3)h
= a((k2l2) · g((S−1(l1)ε(k1)) · c))#(k3l3)h
= a((ε(k1)k2l2) · g(S−1(l1) · c))#(k3l3)h
= a((k1l2) · g(S−1(l1) · c))#(k2l3)h.
Agora tratemos de verificar a compatibilidade do par (lφ((f,g)#h), rφ((f,g)#h)). Temos
(c#l)lφ((f,g)#h)(a#k) = (c#l)(f(h1 · a)#h2k) = c(l1 · f(h1 · a))#l2(h2k)
e finalmente
(rφ((f,g)#h)(c#l))(a#k) = ((l1 · g)(c)#l2h)(a#k)
= (l1 · g)(c)((l2h)1 · a)#(l2h)2k
h1·(f,g)∈M(A)
= c((l1 · f)((l2h)1 · a))#(l2h)2k
= c(l1 · f(S(l2) · ((l3h)1 · a)))#(l3h)2k
= c(l1 · f(S(l2) · ((l3h1) · a)))#(l4h2)k
= c(l1 · f(((S(l2)l3)h1) · a))#(l4h2)k
= c(l1 · f(ε(l2)h1 · a))#(l3h2)k
= c(l1 · f(h1 · a))#(ε(l2)l3h2)k
= c(l1 · f(h1 · a))#(l2h2)k
logo, (lφ((f,g)#h), rφ((f,g)#h)) ∈ M(A#H) como querı́amos. Quanto à injetividade de φ, verifi-
quemos isto a partir de Kerφ. Seja então
∑
j∈J(fj, gj)#hj ∈ Kerφ com {hj | j ∈ J} sendo
um subconjunto L.I. em H , disso segue que
0 = lφ(∑j∈J (fj ,gj)#hj)(ei#1H) =
∑
j







fj(ε(hj,1) · ei)#hj,2 =
∑
j
fj(hj,1 · ei)#hj,21H = 0 (6.7)
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e tomando {h∗t | t ∈ J} ⊆ H∗ tal que h∗t (hj) = δt,j , ao aplicar IA ⊗ h∗t em ambos os lados da
equação 6.7, teremos que ft(ei) = 0 ∀t ∈ J, i ∈ I . Assim ft = 0 ∀t ∈ J , pois dado a ∈ A
arbitrário, podemos supor que a = eia para algum i ∈ I e disso
ft(a) = ft(eia) = ft(ei)a = 0a = 0.





j∈J(0, 0)#hj = 0, com isso Kerφ = {0} e segue então a
injetividade do morfismo K-linear φ.
Para mostrar que φ é morfismo de álgebras, tomamos (f, g)#h, (m,n)#t ∈M(A)#H
arbitrários e verificaremos que
φ(((f, g)#h)((m,n)#t)) = φ((f, g)#h) · φ((m,n)#t) (6.8)
mostrando que suas respectivas funções coordenadas coincidem. A expressão da esquerda em
6.8 é dada por
φ(((f, g)#h)((m,n)#t)) = φ((f, g)(h1 · (m,n))#h2t)
= φ((f, g)(h1 ·m,h1 · n)#h2t)
= φ((f ◦ (h1 ·m), (h1 · n) ◦ g)#h2t)
= (lφ((f◦(h1·m),(h1·n)◦g)#h2t), rφ((f◦(h1·m),(h1·n)◦g)#h2t))
e a expressão do lado direito em 6.8 é dada por
φ((f, g)#h) · φ((m,n)#t) = (lφ((f,g)#h), rφ((f,g)#h)) · (lφ((m,n)#t), rφ((m,n)#t))
= (lφ((f,g)#h) ◦ lφ((m,n)#t), rφ((m,n)#t) ◦ rφ((f,g)#h)).
Tomando então a#k ∈ A#H arbitrário, temos
lφ((f◦(h1·m),(h1·n)◦g)#h2t)(a#k) = (f ◦ (h1 ·m))((h2t)1 · a)#(h2t)2k
= f((h1 ·m)((h2t1) · a))#(h3t2)k
= f(h1 ·m(S(h2) · ((h3t1) · a)))#(h4t2)k
= f(h1 ·m((S(h2)h3)t1 · a))#(h4t2)k
= f(h1 ·m((ε(h2)t1 · a)))#(h3t2)k
= f(h1 ·m(t1 · a))#(ε(h2)h3t2)k
= f(h1 ·m(t1 · a))#(h2t2)k
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e por outro lado
(lφ((f,g)#h) ◦ lφ((m,n)#t))(a#k) = lφ((f,g)#h)(lφ((m,n)#t)(a#k))
= lφ((f,g)#h)(m(t1 · a)#t2k)
= f(h1 ·m(t1 · a))#h2(t2k)
logo os multiplicadores à esquerda em ambas expressões de 6.8 coincidem. Quanto aos multi-
plicadores à direita temos
rφ((f◦(h1·m),(h1·n)◦g)#h2t)(a#k) = (k1 · ((h1 · n) ◦ g))(a)#k2(h2t)
= ((k2 · (h1 · n)) ◦ (k1 · g))(a)#k3(h2t)
= (k2 · (h1 · n))((k1 · g)(a))#k3(h2t).
Vale destacar que na segunda igualdade acima consideramos a mesma propriedade que em 6.6
uma vez que h1 · n, g ∈ R(A). Por fim,
(rφ((m,n)#t) ◦ rφ((f,g)#h))(a#k) = rφ((m,n)#t)(rφ((f,g)#h)(a#k))
= rφ((m,n)#t)((k1 · g)(a)#k2h)
= ((k2h)1 · n)((k1 · g)(a))#(k2h)2t
= ((k2h1) · n)((k1 · g)(a))#(k3h2)t
= (k2 · (h1 · n))((k1 · g)(a))#(k3h2)t.
Com isso concluı́mos que φ :M(A)#H −→M(A#H) é um morfismo injetivo de álgebras.
6.2.3 Exemplo
Consideremos A um H-módulo álgebra com base {ui}i∈I K-como espaço vetorial,
sendo |I| = ∞, e tal que
uiuj = δi,jui =
⎧⎨
⎩ ui se i = j0 se i = j








é um sistema de unidades locais paraA. ConsideremosM(A) nesse caso. Sejam (f, g) ∈M(A)
























Ademais, da compatibilidade do par (f, g) temos
uif(ui) = g(ui)ui ⇐⇒ ui(kiui) = (riui)ui
⇐⇒ kiu2i = riu2i
⇐⇒ kiui = riui
logo f = g, pois coincidem na base. Portanto, se (f, g) ∈ M(A), então f = g e f(ui) = kiui,
∀i ∈ I com ki ∈ K.
Observação 6.12 Através da caracterização obtida acima temos que a aplicação K-linear dada
por
ω : M(A) −→ KI
(f, g) −→ (ki)i∈I
onde f(ui) = kiui para cada i ∈ I é uma bijeção. Ademais, dados (f, g), (f ′, g′) ∈M(A) com
f(ui) = kiui e f
′(ui) = k′iui para cada i ∈ I , temos que
(f ◦ f ′)(ui) = f(f ′(ui)) = f(k′iui) = k′if(ui) = k′ikiui = kik′iui
para cada i ∈ I . Segue disso que ω é morfismo de álgebras, pois
ω((f, g))ω((f ′, g′)) = (ki)i∈I(k′i)i∈I = (kik
′
i)i∈I = ω((f ◦ f ′, g′ ◦ g)) = ω((f, g)(f ′, g′)).
Assim, M(K(I))  KI como K-álgebras.




uj#hj com hj ∈ H.
Segue disso que

















us#ts com ts ∈ H
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então












E ainda, da compatibilidade do par (F,G) temos que
ui#1HF (ui#1H) = G(ui#1H)ui#1H ⇐⇒ (ui#1H)(ui#hi) = (ui#ti)(ui#1H)
⇐⇒ u2i#hi = u2i#ti
⇐⇒ ui#hi = ui#ti
e aplicando u∗i ⊗IH em ambos os lados da última equação teremos hi = ti. Portanto, temos que
F (ui#1H) = G(ui#1H) = ui#hi para algum hi ∈ H, ∀i ∈ I.
Porém, vale ressaltar que essa condição não nos permite dizer que F = G, pois o conjunto
{ui#1H}i∈I não é uma K-base para A#H . Entretanto, tal condição permite explicitar F e G
na K-base de A#H . Com efeito, considerando {gl}l∈L como uma K-base para H e sendo
{ui}i∈I uma K-base para A, temos que {ui#gl}(i,l)∈I×L é uma K-base para A#H . Assim
F (ui#gl) = F ((ui#1H)(ui#gl)) = F (ui#1H)ui#gl = (ui#hi)(ui#gl) = ui#higl
e
G(ui#gl) = G((ui#gl)(ui#1H)) = ui#glG(ui#1H) = (ui#gl)(ui#hi) = ui#glhi
ou seja, F e G ficam definidos na K-base através da famı́lia {hi}i∈I .
Reciprocamente, dadas K-bases {gl}l∈L, {ui}i∈I de H e A respectivamente, e uma
famı́lia {hi}i∈I ⊆ H , ficam definidos os morfismos K-lineares F e G definidos sobre a K-base
de A#H
F (ui#gl) := ui#higl e G(ui#gl) := ui#glhi.
Com isso F ∈ L(A#H), pois dados i, r ∈ I e l, s ∈ L temos
F ((ui#gl)(ur#gs)) = F (uiur#glgs) = F (δi,rui#glgs) = δi,rF (ui#glgs) = 
























e por outro lado
F (ui#gl)ur#gs = (ui#higl)(ur#gs) = uiur#(higl)gs = δi,rui#(higl)gs.
De maneira análoga podemos concluir que G ∈ R(A#H). Com efeito,
G((ui#gl)(ur#gs)) = G(uiur#glgs) = G(δi,rui#glgs) = δi,rG(ui#glgs) = 























e por outro lado
ui#glG(ur#gs) = (ui#gl)(ur#gshr) = uiur#gl(gshr) = δi,rui#gl(gshr)
e onde ambas equações se equiparam para i = r e se anulam caso contrário. Ademais, o par
(F,G) ∈M(A#H), pois
ui#glF (ur#gs) = (ui#gl)(ur#hrgs) = uiur#gl(hrgs) = δi,rui#gl(hrgs)
e
G(ui#gl)ur#gs = (ui#glhi)(ur#gs) = uiur#(glhi)gs = δi,rui#(glhi)gs
de onde ambas expressões coincidem, pois se equiparam para i = r e se anulam caso contrário,
garantindo assim a compatibilidade do par (F,G).
Resumindo, mostramos que (F,G) ∈M(A#H) se, e só se, existe uma famı́lia {hi}i∈I ⊆
H que define F e G na K-base de A#H por
F (ui#gl) = ui#higl e G(ui#gl) = ui#glhi, ∀i ∈ I, l ∈ L
e em particular, F (ui#1H) = G(ui#1H) = ui#hi, ∀i ∈ I .
Com relação ao morfismo injetivo
φ : M(A)#H −→ M(A#H)
(f, f)#h −→ (lφ((f,f)#h), rφ((f,f)#h))
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consideramos {gl}l∈L como uma K-base de H , e com isso podemos representar um elemento
qualquer de M(A)#H por
∑n




































considerando que fij é dado por fij(ur) = k
r








Segue disso as seguintes afirmações:
1. Se dimK H = ∞, φ não é sobrejetora e temos somente uma imersão de M(A)#H em
M(A#H);
2. Se dimK H = n < ∞, φ é sobrejetora e temos então um isomorfismo de álgebras entre
M(A)#H e M(A#H).
De fato:





















seja, hr ∈ 〈gi1 , · · · , gin〉 ∀r ∈ I de onde temos um absurdo no caso de dimK H =
∞, pois nesse caso é possı́vel considerar uma famı́lia {hr}r∈I ⊆ H de tal forma que
dimK(〈hr〉r∈I) = ∞.
2. Sendo dimK H = n <∞, fixemos βH = {g1, · · · , gn} como sendo uma K-base para H .
Dado (F,G) ∈M(A#H) com as relações
F (ui#1H) = G(ui#1H) = ui#hi ∀i ∈ I
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e definimos morfismos K-lineares fj : A −→ A, ∀j = 1, · · · , n por
fj(ui) = k
i
jui ∀i ∈ I.














= ui#hi = F (ui#1H)




(ui#1H) = F (ui#1H)
por ui#gr e considerando que lφ(
∑n
j=1(fj ,fj)#gj)






















= ui#hi = G(ui#1H)





por ui#gr e considerando que rφ(
∑n
j=1(fj ,fj)#gj)




(ui#gr) = G(ui#gr) ∀i ∈ I, ∀r = 1, · · · , n.



















logo φ :M(A)#H −→M(A#H) é sobrejetor e consequentemente um isomorfismo.
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6.2.4 Caracterização da imagem de φ : M(A)#H −→ M(A#H)
Fixemos βH = {gj}j∈J como uma K-base para H . Dados (F,G) ∈ M(A#H) e








onde L(a) = {j ∈ J | aj(a) = 0 } e R(a) = {j ∈ J | bj(a) = 0 }. Vale ressaltar que consi-
deramos a soma sobre o conjunto vazio como sendo identicamente nula. Dessas considerações
temos que ficam definidos morfismos aj, bj : A −→ A ∀j ∈ J através das expressões bem
definidas de F e G.
Temos que ∀l ∈ J, bl ∈ R(A). De fato, dados a, b ∈ A e k ∈ K




















pois caso algum ı́ndice l ∈ T seja de tal forma que l /∈ R(a + kb), l /∈ R(a) ou l /∈ R(b),
então estarı́amos simplesmente somando em 6.10 parcelas nulas, o que não alteraria a igualdade
explicitada. Dado l ∈ J se tivermos que l /∈ T , então por definição bl(a+kb) = bl(a) = bl(b) =
0 e com isso
bl(a+ kb) = bl(a) + kbl(b)
Caso l ∈ T ao aplicar IA ⊗ g∗l em ambos os lados de 6.11 teremos que
bl(a+ kb) = bl(a) + kbl(b)
ou seja, de qualquer forma
bl(a+ kb) = bl(a) + kbl(b) ∀a, b ∈ A ∀l ∈ J





























bl(ab) = abl(b) ∀a, b ∈ A ∀l ∈ J
pois a igualdade é nula quando l /∈ T ou válida decorrente da aplicação IA ⊗ g∗l em 6.12 para
l ∈ T . Segue então a A-linearidade à esquerda de bl e com isso bl ∈ R(A) ∀l ∈ J .
Para cada l ∈ J , definimos
fl : A −→ A
a −→ al(er)a
para a = era e onde al vem de 6.9. Com relação a essa definição podemos afirmar que fl está
bem definida. De fato,






⎠ a#1H = 






















































cjk,laj(er)(gk · a) ∀l ∈ J ∀a ∈ A com a = era (6.14)
pois a igualdade é nula quando l /∈ T ou válida decorrente da aplicação IA ⊗ g∗l em 6.13 para
l ∈ T . Assim, se a = era = esa, tomamos m ∈ I tal que r, s ≤ m e com isso er = emer e




cjk,laj(em)(gk · er) =
∑
j∈L(em), k∈AK
cjk,laj(em)ε(gk)er ∀l ∈ J




cjk,laj(em)(gk · es) =
∑
j∈L(em), k∈AK










Logo, fl está bem definida para cada l ∈ J . Temos também que fl é K-linear ∀l ∈ J . Com
efeito, dados a, b ∈ A e k ∈ K podemos considerar ei de tal forma que eia = a e eib = b, disso
segue que ei(a+ kb) = (eia) + k(eib) = a+ kb e consequentemente
fl(a+ kb) = al(ei)(a+ kb) = al(ei)a+ kal(ei)b = fl(a) + kfl(b)
e ainda fl é A-linear à direita ∀l ∈ J . Com efeito, dados a, b ∈ A e sendo a = era então
ab = (era)b = er(ab), assim
fl(ab) = al(er)(ab) = (al(er)a)b = fl(a)b
portanto, fl ∈ L(A) ∀l ∈ J .
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Para cada l ∈ J , (fl, bl) ∈ M(A). De fato, tomando a, b ∈ A podemos considerar
t ∈ I de tal modo que a = aet e b = etb. Assim,
afl(b) = bl(a)b ∀l ∈ J ⇐⇒ aal(et)b = abl(et)b ∀l ∈ J.
Na equivalência acima usamos o fato de que b = etb e com isso fl(b) = al(et)b e também que
bl é A-linear à esquerda para que bl(a) = bl(aet) = abl(et). Vejamos então que tal condição
é válida. Para isso consideramos a compatibilidade do multiplicador (F,G) ∈ M(A#H) para
obter




























etal(et) = bl(et)et ∀l ∈ J
pois a igualdade é nula quando l /∈ T ou válida decorrente da aplicação IA ⊗ g∗l em 6.15 para




∀l ∈ J , como gostarı́amos.
Para cada (F,G) ∈M(A#H) definimos o conjunto J = {j ∈ J | bj = 0}. Disso vale
a seguinte afirmação:
Para cada j ∈ J existe l(j) ∈ I tal que j ∈ R (el(j)).
De fato, se j ∈ J então bj = 0, assim existe a = ael(j) ∈ A tal que
bj(a) = 0 ⇐⇒ bj(ael(j)) = abj(el(j)) = 0
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com isso, em particular bj(el(j)) = 0.
Considerando o morfismo injetivo φ : M(A)#H −→ M(A#H). Se (F,G) ∈ Im(φ)



























































o que é absurdo se |J | = ∞. Portanto, se (F,G) está na imagem de φ então |J | <∞.
Reciprocamente, se |J | <∞, podemos considerar só os finitos ı́ndices j1, · · · , jn ∈ J




bjk(a)#gjk ∀a ∈ A













(a#h) ∀a#h ∈ A#H
De fato, para a#h = ael#h = (a#h)(el#1H), é suficiente multiplicar à esquerda em ambos









Analisando agora F , tomamos a ∈ A com a = era = aer e disso

















fj(gj,1 · a)#gj,2 = 
como bj = 0 para j = j1, · · · , jn então o mesmo vale para os respectivos f ′js, isto é, fj = 0





fjk(gjk,1 · a)#gjk,2 = lφ(∑nk=1(fjk ,bjk )#gjk)(a#1H)
e disso segue que
F (a#h) = lφ(
∑n
k=1(fjk ,bjk )#gjk)
(a#h) ∀a#h ∈ A#H
pois basta multiplicar à direita em ambos os lados de




por er#h e considerar que F e lφ(
∑n
k=1(fjk ,bjk )#gjk)
























bj(a)#gj e J = {j ∈ J | bj = 0}
se |J | = ∞ então (F,G) /∈ Im(φ) e se |J | <∞ então (F,G) ∈ Im(φ).
Com tais considerações vale ressaltar que se H tiver dimensão finita, então para qual-
quer multiplicador (F,G) ∈ M(A#H) teremos J associado à G com |J | < ∞ e dessa forma
segue o seguinte resultado
Teorema 6.13 Se dimH < ∞, então φ : M(A)#H −→ M(A#H) é um isomorfismo de
álgebras.
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Apêndice
Álgebras de Hopf
Neste apêndice veremos alguns resultados e definições que podem ser encontrados em
[11]. Buscaremos de maneira simplificada definir o que é uma álgebra de Hopf, bem como
abordar algumas estruturas relacionadas a esta.
Definição Uma K-álgebra com unidade é uma tripla (A,M, u), onde A é um K-espaço veto-
rial, M : A ⊗ A −→ A e u : K −→ A são transformações lineares que fazem os diagramas
abaixo comutarem



















A⊗ A M  A A
Os morfismos M e u da definição anterior são ditos multiplicação e unidade, respectivamente.
Definição Uma K-coálgebra é uma tripla (C,Δ, ε) onde C é um K-espaço vetorial,
















K ⊗ C C ⊗K
C ⊗ C
I⊗Δ





Os morfismos Δ e ε da definição anterior são ditos comultiplicação e counidade, respectiva-
mente.
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Tal notação é dita notação de Sweedler. Também há a notação simplicada de Sweedler dada
por:
Δ(c) = c1 ⊗ c2.
Vale observar que com tal notação, segue do diagrama comutativo envolvendo ε que:
ε(c1)c2 = c1ε(c2) = c.
Considerando agora a transformação linear
T : B ⊗ A −→ A⊗ B
b⊗ a −→ a⊗ b
e o isomorfismo canônico
φ : K ⊗K −→ K
r ⊗ s −→ rs
Temos a partir destes os seguintes exemplos:
Exemplo Sejam (A,MA, uA) e (B,MB, uB) duas K-álgebras. Então A ⊗ B possui estrutura
de K-álgebra com multiplicação e unidade dadas por:
M : (A⊗ B)⊗ (A⊗ B) → A⊗ B e u : K → A⊗ B,
respectivamente. Sendo M = (MA ⊗MB) ◦ (IA ⊗ T ⊗ IB) e u = (uA ⊗ uB) ◦ φ−1.
Exemplo Sejam (C,ΔC , εC) e (D,ΔD, εD) duas coálgebras. Então C ⊗D possui estrutura de
K-coálgebra com comultiplicação e counidade dadas por:
Δ : C ⊗D → (C ⊗D)⊗ (C ⊗D) e ε : C ⊗D → K,
respectivamente. Sendo Δ = (IC ⊗ T ⊗ ID) ◦ (ΔC ⊗ΔD) e ε = φ ◦ (εC ⊗ εD).
Definição Sejam (A,MA, uA) e (B,MB, uB) duas K-álgebras. Uma transformação linear
f : A→ B é dita um morfismo de K-álgebras se os seguintes diagramas são comutativos

















Observe que a comutatividade desses diagramas pode ser expressa em elementos por:
f(ab) = f(a)f(b) pois f ◦MA(a⊗ b) =MB ◦ (f ⊗ f)(a⊗ b), ∀a, b ∈ A;
f(1A) = 1B pois f ◦ uA(1K) = uB(1K).
Definição Sejam (C,ΔC , εC) e (D,ΔD, εD) duas K-coálgebras. Uma transformação linear


















 D ⊗D K
Observe que a comutatividade desses diagramas pode ser expressa em elementos por:
Δ(g(c)) = g(c1)⊗ g(c2) e εC(c) = εD(g(c)), ∀c ∈ C.
Baseado nas definições anteriores temos o seguinte resultado:
Teorema Se H é um K-espaço vetorial dotado de uma estrutura de Álgebra (H,M, u) e de
uma estrutura de coálgebra (H,Δ, ε) então as afirmações são equivalentes:
(i) M e u são morfismos de coálgebra;
(ii) Δ e ε são morfismos de álgebra.
Definição Uma biálgebra é um K-espaço vetorial com uma estrutura de álgebra (H,M, u) e
com uma estrutura de coálgebra (H,Δ, ε) tal que M e u são morfismos de coálgebra.
Definição Sejam (C,Δ, ε) K-coálgebra e (A,M, u) K-álgebra. Temos que Hom(C,A) tem
estrutura de álgebra ao definirmos:
f ∗ g(c) = f(c1)g(c2) onde Δ(c) = c1 ⊗ c2 ∀c ∈ C
Chamaremos ∗ de produto de convolução. Com respeito a esse produto, temos que u ◦ ε é a
identidade em Hom(C,A).
Definição Se H é biálgebra podemos denotar por HA a álgebra correspondente e HC a
coálgebra. Logo Hom(HC , HA) tem estrutura de álgebra com respectivo produto de convolução:
f ∗ g(h) = f(h1)g(h2) onde Δ(h) = h1 ⊗ h2 ∀h ∈ H.
Definição Se H é biálgebra. Um operador S : H → H é chamado antı́poda de H se S é
inversa de IH com respeito ao produto de convolução em Hom(HC , HA).
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Observação No caso de haver uma antı́poda na biálgebra, a condição S ∗ IH = IH ∗ S = u ◦ ε,
nos permite obter as seguintes igualdades:
S(h1)h2 = h1S(h2) = ε(h)1H , ∀h ∈ H
Definição Uma biálgebra H que possui uma antı́poda é chamada de uma Álgebra de Hopf.
Exemplo O espaço vetorial KG é uma álgebra de Hopf com estrutura de álgebra (KG,M, u)
e com estrutura de coálgebra (KG,Δ, ε) dada por:
M : KG⊗KG −→ KG u : K −→ KG
f ⊗ g −→ fg 1K −→ e
Δ : KG −→ KG⊗KG ε : KG −→ K
h −→ h⊗ h h −→ 1K
∀f, g, h ∈ G. O elemento e representa o elemento neutro em G. A antı́poda S : KG −→ KG
nesse caso é dada por S(g) = g−1, ∀g ∈ G.
Exemplo Seja G um grupo finito. Sendo (KG)∗ o K-espaço vetorial com base {δg}g∈G, onde
δg : KG −→ K
h −→ δg(h)
e
δg(h) = δg,h =
⎧⎨
⎩ 1 se g = h0 se g = h
Temos que (KG)∗ é uma álgebra de Hopf com estrutura de álgebra ((KG)∗,M, u) e de coálgebra
((KG)∗,Δ, ε) dadas por:
M : (KG)∗ ⊗ (KG)∗ −→ (KG)∗ u : K −→ (KG)∗
δh ⊗ δg −→ δg,hδg 1K −→
∑
g∈G δg
Δ : (KG)∗ −→ (KG)∗ ⊗ (KG)∗ ε : (KG)∗ −→ K
δg −→
∑
h∈G δh ⊗ δh−1g g −→ δg,e
∀g, h ∈ G. O elemento e representa o elemento neutro em G. Nesse caso, a antı́poda
S : (KG)∗ −→ (KG)∗ é dada por: S(δg) = δg−1 , ∀g ∈ G.
Exemplo Assumamos que a caracterı́stica deK seja diferente de 2. SejaH4 dado por geradores
e relações como segue: H4 é gerado como uma K-álgebra por c e x e satisfaz as relações:
c2 = 1, x2 = 0 e xc = −cx
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Deste modoH4 tem dimensão 4 como espaço vetorial e possui base {1, c, x, cx}. Definimos em
H4 uma estrutura de coálgebra por:
Δ(c) = c⊗ c, Δ(x) = c⊗ x+ x⊗ 1
e
ε(c) = 1, ε(x) = 0
Deste modo H4 torna-se uma álgebra de Hopf com antı́poda S dado por: S(c) = c
−1 e S(x) =
−cx. Esta álgebra de Hopf é dita álgebra de Hopf de Sweedler de dimensão 4.
Exemplo A álgebra de polinômios K[x] é uma álgebra de Hopf com estrutura de coálgebra
(K[x],Δ, ε) dada por:
Δ : K[x] −→ K[x]⊗K[x] ε : K[x] −→ K
x −→ x⊗ 1K + 1K ⊗ x x −→ 0
e antı́poda S : K[x] −→ K[x] definida por S(x) = −x.
Quando H é uma K-álgebra de Hopf de dimensão finita com estrutura de álgebra
(H,M, u) e de coálgebra (H,Δ, ε), temos que H∗ é uma K-álgebra de Hopf, dita álgebra de
Hopf dual deH , com estrutura de álgebra (H∗,MH∗ , uH∗) e de coálgebra (H∗,ΔH∗ , εH∗) dadas
da seguinte maneira: Segue da finitude da dimensão de H que o morfismo
i : H∗ ⊗H∗ −→ (H ⊗H)∗
dado por: i(f ⊗ g)(m⊗ n) = f(m)g(n), ∀f, g ∈ H∗, m, n ∈ H , é um isomorfismo K-linear.
Disso, podemos definir o produto
MH∗ := Δ
∗ ◦ i : H∗ ⊗H∗ → H∗
dessa forma, para h ∈ H arbitrário, temos que
MH∗(f ⊗ g)(h) = (Δ∗ ◦ i)(f ⊗ g)(h) = i(f ⊗ g)(Δ(h)) = i(f ⊗ g)(h1 ⊗ h2) = f(h1)g(h2).
O morfismo
uH∗ : K −→ H∗
é dado por: uH∗(k)(h) = kε(h), ∀h ∈ H. Com relação a estrutura de coálgebra,
ΔH∗ := i
−1 ◦M∗ : H∗ −→ H∗ ⊗H∗
Desse modo, é possı́vel verificar que se denotarmos ΔH∗(f) = f1 ⊗ f2, então





é dado por: εH∗(f) = f(u(1K)), ∀f ∈ H∗. Por fim, sendo S a antı́poda de H∗, então a
antı́poda de H∗ é dada por: SH∗ := S∗.
Exemplo Dado um grupo finito G, a álgebra de Hopf (KG)∗ é a álgebra de Hopf dual de KG.
