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Resumo 
O objetivo deste trabalho é estudar e comparar diferentes técnicas de controle pre- 
ditivas para o controle de processos com atraso de transporte utilizando-se técnicas de 
compensação e detecção do atraso na implementação de controladores. 
Inicialmente é feita uma revisão da aplicação e evolução das técnicas de controle para 
tratar processos com atraso de transporte. O termo atraso de transporte é ilustrado em um 
exemplo de um sistema físico. São apresentadas as técnicas clássicas para tratar processos 
com atraso de transporte, desde o compensador preditor de Smith até o compensador por 
alocaçao de pólos. 
As técnicas de compensação e detecção do atraso de transporte avaliadas são: po- 
linõmio estendido, compensador de Chien/Seborg/Mellichamp, mínimos quadrados recur- 
sivo com atraso variável e estimador de regressão variável. Os conceitos básicos referentes 
ao projeto dos controladores de variância mínima generalizada e preditivo generalizado 
sao também apresentados. 
Finalmente, avalia-se por simulação o desempenho das técnicas de compensação e de- 
tecção do atraso de transporte com os controladores de variância mínima e preditivo.

Abstract 
The purpose of this Work is to study and compare different techniques of predictive 
control for system with time delay by using techniques of compensation and detection of 
the time delay in the implementation of the controllers. 
Firstly, the application and evolution of the control techniques for dealing with time 
delay are reviewed. The time delay term is illustrated with an example of a physical 
system. The classical techniques for dealing with the time delay are shown, from the 
Smith predictor to the pole assignment compensator. 
The evaluated techniques of compensation and detection of the time delay are: ex- 
tended polynomial, Chien/Seborg/Mellichamp compensator, recursive least squares with 
varying delay and variable regression. The basic concepts for the design of the generalized 
minimal variance and generalized predictive controllers are also presented. 
Finally, an evaluation through simulations of the performance of the techniques of 
compensation and detection of the time delay With the mimimum variance and predicive 
controllers are realized.
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Capítulo 1 
Introdução 
Nas últimas décadas tem-se incrementado o interesse por sistemas de controle adaptativos. 
O termo sistema adaptativo tem uma variedade de significados específicos, mas habitual- 
mente implica que o sistema tem a capacidade de acomodar as mudanças imprevisíveis, 
independentemente se estas modificações acontecem dentro ou fora do sistema [45]. 
As pesquisas sobre controle adaptativo foram intensas no início dos anos 50. A mo- 
tivação estava apoiada em projetos de sistemas de controle de vôo para aeronaves de 
alto desempenho. Como as aeronaves operavam sobre um ampla faixa de velocidades e 
altitudes, então observou-se que o controle por realimentação linear com ganho constante 
não proporcionava um bom desempenho quando o vôo era prolongado para regiões su- 
persônicas. Um regulador mais sofisticado que trabalha-sse sobre uma ampla faixa de 
condições de operação era necessário. Outra motivação surge do campo emergente de 
controle de processos computarizados. Este período é referenciado como ” the brave era” 
já que foi uma trajetória curta para a concepção de uma idéia para testes de vôo com 
pouca análise teórica. Muitas idéias para o controle adaptativo foram concebidas nesta 
época, como por exemplo o esquema do modelo de referência adaptativo, o regulador 
auto-ajustável, o controle dual e redes neurais. Devido aos problemas de hardware e a 
um melhor entendimento dos conceitos associados, os sistemas de controle práticos não 
tiveram operação imediata 
O controle adaptativo foi beneficiado significativamente pelo desenvolvimento da teoria 
de controle a partir de 1950. Progressos na teoria de estabilidade e nos sistemas de 
identificação foram particularmente importantes, levando a um incremento no interesse 
do controle adaptativo no anos 70 e 80. O desenvolvimento foi estimulado pelo advento do 
microprocessador nos anos 70, que fez possível a implementação de técnicas adaptativas 
a um custo eficaz. 
O primeiro sistema de controle adaptativo comercial apareceu nos anos 80. Uma 
grande variedade de produtos que usam técnicas adaptativas tem aparecido desde essa 
época [51].
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Atualmente, a velocidade e a capacidade dos computadores associados com o seu baixo 
custo de produção estão viabilizando a implementação prática de algoritmos de controle 
complexos (adaptativo, ótimo, robusto, etc..) em situações inconcebíveis uma década 
atras. De fato, está se tendendo rapidamente para uma visão da aplicação do controle 
limitada somente pela própria teoria de controle e pela criatividade do engenheiro de 
controle [44]. 
Controladores realimentados convencionais aplicados a processos incluem sintonia de 
parâmetros que são ajustados assim que o controlador fornece a performance em malha 
fechada desejada. Os valores dos parâmetros de sintonia do controlador que fornecem a 
performance desejada são determinados pela dinâmica do processo, incluindo o ganho do 
processo, a constante de tempo e o atraso de transporte. Diferentes técnicas existem para 
obter os parâmetros de sintonia apropriados. Contudo, se a dinâmica do processo muda, o 
controlador perde a sintonização e a performance desejada não pode ser alcançada. Então, 
se um processo exibe dinâmica variante, o controlador deve ser sintonizado no pior caso 
para que forneça uma performance satisfatória em todas as condições de operação [58]. 
Junto com as variações na dinâmica do processo, a presença do atraso de transpor- 
te, uma característica presente em muitos processos químicos, limita a performance dos 
controladores realimentados convencionais. O atraso de transporte adiciona um atraso 
de fase puro e, consequentemente, reduz a estabilidade do sistema de controle em malha 
fechada. Para compensar, deve-se reduzir o ganho do controlador abaixo do valor usado 
para processos sem atraso. Então, a resposta do sistema em malha fechada com atraso 
de transporte é mais lenta quando comparada com um sistema sem atraso [22]. 
O controle de processos com atraso de transporte não é uma tarefa trivial. Os proces- 
sos que apresentam estas complexidades estão presentes em diversas áreas da indústria, 
tais como: química, metalúrgica, hidráulica, biológica e outras. Se o atraso de transporte 
é grande se comparado com a constante de tempo da planta ou é variante no tempo, 
então o controle do processo é uma tarefa difícil e os métodos de controle clássicos apre- 
sentam limitações de desempenho. Para melhorar o desempenho dos sistemas com atraso 
de transporte, tem-se desenvolvido diferentes algoritmos de controle, os quais fornecem 
compensação ou detecção do atraso [12], [25], [36]. 
Os algoritmos auto-ajustaveis apresentados por K. J. Astrom e B. Wittenmark em 
1973 e D. W. Clarke e P. J. Gawthrop em 1975 permitem ao controlador se adaptar as 
mudanças no ganho do processo e na constante de tempo, mas são projetados para um 
atraso de transporte conhecido e constante. Por conseguinte, uma variação no atraso de 
transporte do processo resulta numa deterioração da performance do sistema controlado 
l2l› l13l-
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1.1 Processos com Atraso de Transporte 
A dinâmica de um processo de primeira ordem pode ser representada pela seguinte função 
de transferência [43]: 
K -Gs Ge) = áí (1.1) 
A constante de tempo, r, é o tempo requerido medido à. partir do ponto onde o sinal 
começa a mudar, para que a saída do processo de primeira ordem atinja 63,2% do valor 
da variação total. 
O ganho de estado estável, K, é dado por: 
K _ mudança na saída (1 2) mudança na entrada ' 
O tempo morto na dinâmica de um processo é o tempo que leva para o material 
se mover ou ser transportado de um ponto a ou-tro. Esta é a razão pela qual o termo 
equivalente atraso de transporte sempre é utilizado para descrever tempo morto. O atraso 
de transporte também pode ser definido como o tempo decorrido após a ocorrência de 
uma perturbação no processo até que seja notada uma mudança na saída do mesmo [43]. 
A presença de atraso de transporte é comum na maioria de processos industriais dificul- 
tando a implementação e o desempenho de técnicas de controle. O transporte de fluidos 
sobre longas distâncias é considerado a causa mais comum de atrasos. O atraso de trans- 
porte pode ser encontrado em diferentes sistemas, especialmente sistemas com transmissão 
hidráulica, pneumatica ou mecânica. Sistemas de controle computarizado também apre- 
sentam atrasos, já que existe um tempo de processamento para o computador executar 
_. ; . - 
3.8 Op€1`8.ÇOeS l'1l1I`Il€I`1C3.S. 
A figura (1.1) ilustra o exemplo de um sistema físico com atraso de transporte. Dois 
fluidos, quente e frio, são misturados num sistema de bombeamento [43]. A temperatura 
das vazões combinadas é medida em um ponto à jusante do ponto de mistura. A tempera- 
tura das vazões combinadas no ponto de mistura se altera imediatamente após a mudança 
na vazão de fluido frio. Entretanto, a temperatura do fluido à jusante do ponto de mistura 
não muda instantaneamente, pois o fluido mais frio necessita de um certo tempo para se 
mover fisicamente através do tubo até o ponto de medição. Se a taxa do fluxo da mistura 
é v (m/ seg) e f é a distância entre o ponto de mistura e o ponto de medição (m), então 
o tempo de atraso (seg) é calculado por: 
0 = š (segundos) (1.3)
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Figura 1.1: Sistema com Atraso de 'Transporte 
Se é assumido que a concentração no ponto de mistura é x(t) e que é reproduzida sem 
mudanças 0 segundos após no ponto de monitoração, a quantidade medida é: 
d(t) = a:(t - 0) (1.4) 
Aplicando a transformada de Laplace na equação (l.4) obtém-se: 
D(s) = e`0”X(s) (1.5) 
A equação (1.5) mostra que a saída D(s) está deslocada 0 segundos com respeito à 
entrada X (s), e sendo o atraso de transporte representado pelo termo e“0°'. 
Fazendo uma comparação com um processo sem atraso de transporte, a presença do 
atraso torna complexa a análise e o projeto do sistema de controle. O sistema de controle 
em malha fechada pode ser instável se o atraso usado no modelo do sistema para 0 projeto 
do controlador não coincide com o atraso real do processo. Da perspectiva de resposta em 
frequência, um atraso de transporte adiciona um atraso de fase na malha de realimentação, 
o que afeta a estabilidade da malha fechada. Consequentemente, o ganho do controlador 
deve ser em geral reduzido e a resposta de malha fechada torna-se lenta em comparação 
com o controle de malha sem atraso.
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1.2 Controle de Sistemas com Atraso de Transporte 
1.2.1 Evolução das Técnicas de Controle 
O controle de sistemas com atraso de transporte tem motivado o interesse de pesquisas nas 
últimas décadas. As técnicas de controle propostas na literatura, vão desde os algoritmos 
que supõem o atraso de transporte conhecido à. priori [2], [3], [13], até algoritmos que 
consideram o atraso desconhecido, sendo necessário estimá-lo ou compensa-lo [25], [36], 
[58], [60]. A seguir, apresentam-se algumas estratégias de controle propostas na literatura 
e que tratam de processos com atraso de transporte. 
Uma técnica de compensação do atraso de transporte que utiliza um modelo ma- 
temático do processo na malha interna em série com o controlador é apresentada em [54]. 
Esta técnica divide o modelo do processo em duas partes: a da dinâmica do modelo e a 
dozatraso. A técnica necessita do conhecimento do atraso, e a principal vantagem é que 
elimina-se o atraso da equação característica do sistema em malha fechada. Os principais 
inconvenientes são: incapacidade de estabilizar processos instáveis em malha aberta e a 
sensibilidade frente a erros de modelagem do processo. 
Um controlador que é projetado a partir do modelo do processo e da função de trans- 
ferência em malha fechada desejada é descrito em [19]. A função de transferência em 
malha fechada é especificada de primeira ordem e com atraso equivalente ao atraso do 
processo. Este controlador é conhecido na literatura como controlador de Dahlin. 
Uma modificação adequada do modelo do processo em um algoritmo adaptativo basea- 
do na técnica de alocação de pólos, permite ao controlador se adaptar a atrasos desconhe- 
cidos ou variantes sem uma estimação direta do atraso. Como é uma técnica de controle 
indireta, cargas computacionais extras são causadas, devido ao número de parâmetros no 
modelo do processo a serem estimados aumentar linearmente com o aumento do atraso 
de transporte [60]. 
Outro algoritmo para identificar o atraso de transporte de um sistema, modifica o 
modelo do processo para incluir o atraso no polinômio estendido do numerador [27], [36]. 
Então, o polinômio do numerador contém os termos do atraso, isto é, os possíveis atrasos 
são tratados como um operador deslocamento. Junto com a identificação dos coeficientes 
do polinômio do numerador, o atraso pode ser obtido por respostas impulsivas apropriadas 
de cada modelo possível do atraso, com o conhecimento da ordem dos modelos entrada- 
saída. Entretanto, o esforço computacional é uma desvantagem da técnica. 
Um algoritmo para identificar o atraso de transporte em um modelo entrada-saída 
discreto foi apresentado em [64]. O procedimento é baseado no cálculo do erro quadrado 
mínimo para diferentes valores do atraso. Um valor é fixado para testar o primeiro 
parâmetro não-nulo no polinômio do numerador e, se um dos coeficientes no polinômio 
do numerador excede este valor, então este coeficiente é considerado como o primeiro
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parâmetro não-nulo. O atraso é determinado por um limite inferior do atraso dado a 
priori e pela determinação do primeiro parâmetro não-nulo. Porém, a escolha do valor 
fixado afeta a estimação do atraso e nenhuma regra geral para escolha deste valor tem 
sido dada para aplicações práticas. 
Um compensador de atraso de transporte para uma versão adaptativa do controlador 
de Dahlin foi desenvolvida para tratar atrasos de transporte desconhecidos ou varian- 
tes no tempo [58]. Esta compensação é baseada num modelo do processo sem atraso 
onde o conhecimento explícito do valor do atraso não é necessário. Entretanto, o contro- 
lador utilizado é projetado para uma especificação servo, apresentando uma resposta a 
perturbações insatisfátoria se comparada com algoritmos projetados para otimizar tanto 
comportamentos servo quanto de regulação. 
Um método muito utilizado em controle adaptativo para tratar com o atraso de trans- 
porte desconhecido é a utilização de um modelo matemático discreto com um polinômio 
estendido no numerador (zeros de malha aberta) [8], [10], [12], [18], [31], [36], [37] e [58]. O número de parâmetros no polinômio estendido no numerador varia linearmente com 
o atraso de transporte. Assim, a quantidade de parâmetros a estimar no polinômio es- 
tendido do numerador é grande quando o atraso de transporte é de magnitude elevada. 
Isto torna lenta a convergência dos parâmetros aumentando o tempo para o atraso ser 
identificado e, consequentemente, o tempo de processamento do algoritmo de controle. 
Chien et al. propuseram a utilização do controlador de variância mínima generalizada 
ao esquema de compensação de Vogel e Edgar, com o objetivo de melhorar o desempenho 
de regulação [12]. 
Outro algoritmo similar considera uma estrutura provisória no modelo estimado e, 
computando a taxa entre o primeiro e o último coeficiente do polinômio do numerador, 
decide sobre regras empíricas se modifica ou não a estimação do atraso [20]. 
Com base na definição de um novo esquema de identificação recursiva de parâmetros, 
onde os coeficientes da função de transferência e o atraso de transporte são estimados 
simultaneamente tem-se uma outra abordagem proposta em O principal inconveniente 
do método é que o modelo estimado é não-linear nos parâmetros. 
Em [25] e [26] é sugerido adotar dois passos para estimar o atraso de transporte. No 
primeiro passo o estimador dos mínimos quadrados recursivo é usado para estimar os 
parâmetros assumindo que a última estimativa do atraso está correta. No passo seguinte 
estima-se o atraso assumindo que a última estimativa dos parâmetros é correta. 
Outras abordagens consideram uma aproximação racional do atraso, para obter um 
modelo de baixa frequência da planta. Esta idéia não é nova e tem uma longa historia na 
literatura. Por exemplo, em [21], [28], [50] são propostas aproximações de Padé. Em [30] 
é introduzido uma aproximação de todos os pólos para identificar o atraso de transporte. 
Porém, o modelo identificado torna-se de fase não-mínima e não produz explicitamente a 
estimação do atraso de transporte da planta.
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Em [32] é proposto um controlador preditivo, denominado de PIP, que consiste em um 
controlador PI com compensação de atraso. O PIP pode ser considerado como um caso 
especial do Preditor de Smith ou do IMC (”Internal Model Controller” ), com a vantagem 
de possuir apenas três parâmetros ajustáveis. Desta forma, os parametros podem ser 
adequadamente ajustados usando-se regras empíricas similares às utilizadas para o ajuste 
dos parâmetros do PID. 
A tabela 1.1 apresenta de forma resumida algumas características das técnicas citadas 
anteriormente. 
Autor Proposta Vantagens Desvantagens 
smith, o. J. [54] 
Esta técnica divide o 
modelo do processo 
em duas partes: a da 
dinâmica do proces- 
so e a do atraso 
Elimina-se o atra- 
so de transporte da 
equação característi- 
ca do sistema 
Precisa-se do conhe- 
cimento a priori do 
atraso de transporte 
Wellstead, P. E., 
Prager, D. and 
Zanker, P. [60] 
Algoritmo adaptati- 
vo baseado na técni- 
ca de alocação de 
pólos 
Permite ao contro- 
lador se adatar a 
atrasos de transpor- 
te desconhecidos ou 
variantes sem a es- 
timaçao direta do 
atraso 
Cargas computacio- 
nais adicionais são 
causadas 
Kurz, H. 
and Goedecke, W. 
[36] 
Esta técnica modifi- 
ca o estimador dos 
mínimos quadrados 
recursivo para esti- 
mar simultaneamen- 
te os parâmetros do 
processo e o atraso 
de transporte 
Não precisa do co- 
nhecimento a priori 
do atraso. Só 0 valor 
maximo e mínimo do 
atraso devem ser es- 
pecificados 
O esforço computa- 
cional é elevado 
Hagglund, T. [32] 
Controlador prediti- 
vo PI com compen- 
sação de atraso de 
transporte 
Apresenta somente 3 
parâmetros de sinto- 
nia auto-ajustáveis 
Aplicado para siste- 
mas com atraso do- 
minante 0 > 5'r 
Chien, I. L., Se- 
borg, D. E. and 
Mellinchamp, D. 
A. [12] 
Utiliza o controlador 
de variância mínima 
generalizada associa- 
da ao esquema de 
compensação de Vo- 
gel 
Trata processos está- 
veis em malha aber- 
ta com atraso de 
transporte desconhe- 
cido ou variante no 
tempo 
Aplicável somente a 
processos cujos pólos 
encontram-se es- 
tritamente dentro do 
círculo unitário
8 
Autor Proposta Vantagens Desvantagens 
Vogel, E. F. [58] 
Um compensador de 
atraso de transpor- 
te para uma versão 
adaptativa do con- 
trolador de Dahlin 
foi desenvolvido para 
tratar atrasos desco- 
nhecidos ou varian- 
tes 
Não precisa a esti- 
mação explícita do 
atraso de transporte 
do processo. O con- 
trolador é simples de 
se implementar e é 
aplicado a processos 
de fase não-mínima 
O controlador é pro- 
jetado para uma 
especificação servo, 
apresentando uma 
resposta a pertur- 
bação insatisfatória 
Biswas, K. K 
and Singh, G. [8], 
Chandra, P. [10], 
Seborg, D. E. and 
Mellinchamp, D. 
A. [53], Kurz, H. 
and Goedecke, W. 
[36], Vogel, E. F. 
[53] 
Utiliza um modelo 
do processo com um 
polinômio estendido 
no numerador 
Simplicidade na im- 
plementação do algo- 
ritmo 
Convergência lenta 
dos parâmetros, au- 
mento no tempo de 
identificação do atra- 
so e, consequente- 
mente, do tempo de 
processamento 
Banyasz, C. and 
Kevisczky, L. [7] 
Esta técnica é basea- 
da na definição de 
um novo esquema de 
identificação recursi- 
va de parâmetros 
Os coeficientes da 
função.de transferên- 
cia e o atraso de 
transporte são es- 
timados simultanea- 
mente 
O modelo do proces- 
so estimado é não- 
linear nos parâme- 
tros 
Elnaggar, A., Du- 
mont, G. A. and 
Elshafei, A. L. 
[25] 
A estimação recursi- 
va dos parâmetros do 
processo e do atraso 
de transporte são fei- 
tas sem nenhum co- 
nhecimento a priori 
do atraso 
Não requer o conhe- 
cimento à. priori do 
atraso. 
As equações requeri- 
das para a estimação 
do atraso são fa- 
cilmente implemen- 
tadas com mínimo 
tempo computacio- 
nal e memória 
Lenta convergência 
na estimação dos 
parãmetros do pro- 
cesso e do atraso de 
transporte 
Tbl1.:E l 'd a e a 1 vo uçao as técnicas para tratar processos com atraso de transporte
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1.3 Motivação e Objetivo do Trabalho 
O conhecimento adequado do atraso de transporte de processos é essencial para garantir 
um bom projeto e desempenho dos controladores, desde que uma indefinição (não exa- 
tidão) do atraso introduz erros de modelagem em altas frequências [33]. Neste trabalho 
pretende-se estudar e comparar diferentes estratégias de controle adaptativas e preditivas 
para o controle de processos com atraso de transporte utilizando-se técnicas de compen- 
sação e detecção (rastreamento ”on-1ine”) do atraso na implementação de controladores. 
A teoria de controle de processos vem apresentando estratégias de controle alternativas 
(avançadas) e com aplicação cada vez mais com sucesso em plantas com características 
complexas (não-linearidades, atraso de transporte e parâmetros variantes no tempo). As 
metodologias de controle clássicas (controladores com parâmetros fixos), apesar de ainda 
serem as mais utilizadas na indústria por apresentarem um baixo custo e na maioria 
dos casos um desempenho adequado, são ineficientes ou inviáveis e não proporcionam 
uma dinâmica adequada em malha fechada. Nestes casos os denominados controladores 
adaptativos e preditivos são mais apropriados em virtude de aprenderem sobre a dinâmica 
do processo [33]. 
nv au 1.4 Organizaçao da Dissertaçao 
A definição de um sistema com atraso de transporte e algumas generalidades sobre este 
tipo de processos, além da evolução das técnicas de controle são apresentadas no capítulo 
1. 
O capítulo 2 apresenta algumas técnicas clássicas de controle para processos com atraso 
de transporte, entre as quais o popular compensador Preditor de Smith, o compensador 
de Vogel, o compensador de Dahlin e o compensador por alocação de pólos. 
No capítulo 3 são mostradas técnicas para a compensação e a detecção do atraso de 
transporte. As técnicas apresentadas para a compensação do atraso de transporte são: 
i) Técnica do polinõmio estendido: Modifica o modelo do processo para incluir o atraso 
de transporte no polinõmio estendido do numerador. 
ii) Compensador de Chien/Seborg/Mellichamp: Implementa a combinação do contro- 
lador de variância mínima generalizada e o compensador de Vogel. 
As técnicas para a detecção do atraso de transporte são: 
i) Técnica dos mínimos quadrados recursivo com atraso variável: A estimação si- 
multânea dos parãmetros do processo e do atraso é realizada modificando o estima- 
dor dos mínimos quadrados recursivo.
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ii) Técnica do estimador de regressão variável: A estimação recursiva dos parâmetros 
do processo e do atraso de transporte são feitas sem nenhum conhecimento a priori 
do atraso de transporte. 
No capítulo 4 são apresentadas duas abordagens de controle preditivo, controlador de 
variancia minima generalizada e o controlador preditivo generalizado . 
No capítulo 5 avalia-se o desempenho das técnicas apresentadas nos capítulos 3 e 4 
em processos simulados com características variadas. 
Finalmente, o capítulo 6 mostra as conclusões e sugestões para futuros trabalhos. 
1.5 Conclusão 
Neste capítulo apresentou-se uma breve introdução sobre a aplicação de técnicas de con- 
trole adaptativo em processos com atraso de transporte. 
A definição do termo atraso de transporte foi ilustrada em um exemplo de um sistema 
físico onde mistura-se fluidos quente e frio. 
Também foi feita uma revisão da evolução das técnicas de controle de processos com 
atraso de transporte e foi apresentada uma tabela que resume as características mais 
importantes das técnicas citadas. 
Finalmente, foi apresentada a motivação e o objetivo para a realização do presente 
trabalho, e a forma em que está organizado.
Capítulo 2 
Técnicas de Controle Clássicas para 
Processos com Atraso de Transporte 
1 Introdução 
Os compensadores de atraso de transporte são aplicados para melhorar o desempenho de 
sistemas com atraso de transporte e a qualidade do desempenho depende da precisão do 
modelo do processo. Para reduzir a perda de desempenho do compensador devido a erros 
demodelagem resultante de variações nos parâmetros do processo, o algoritmo de controle 
pode ser implementado de forma adaptativa para estimar continuamente os parâmetros 
do modelo do processo e atualizar o modelo do compensador de atraso. 
Neste capítulo apresentam-se as técnicas de controle clássicas para processos com 
atraso de transporte. Os algoritmos de controle tratados são o Compensador Preditor de 
Smith, Compensador de Vogel, Compensador de Dahlin e Compensador por alocação de 
pólos. 
2.2 Compensador Preditor de Smith 
Em 1959, O. J. Smith [54], desenvolveu uma técnica de compensação de atraso de trans- 
porte que utiliza um modelo do processo sem atraso de transporte na malha interna em 
série com o controlador. Esta técnica divide o modelo do processo em duas partes: a da 
dinâmica do modelo e a do atraso. Esta técnica é denominada na literatura como Preditor 
de Smith. 
A versão discreta do Preditor de Smith é mostrada na figura (2.l) ([49]). Gc(z"1) é a 
função de transferência do controlador e G¡,(z`1) é a função de transferência do processo 
real com atraso de transporte, dada por:
12
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G¡,,(z"1) z`d ` .
+
+ 
Figura 2.1: Diagrama de Blocos do Preditor de Smith 
G,,(z-1) = L/Íššl (2.1) 
onde d 2 0 representa o atraso de transporte discreto do processo e G,,,(z“1) a função de 
transferência do modelo do processo sem atraso de transporte dada pela equação (2.2): 
Gp,‹z-1) =- <2.2› 
e sendo 
A(z`1) = 1+ a1z`1+ a2z`2 + + am,Z'"“ 
(2.3) 
B(z-1) = blz* + bzz-2 + + b,,,,z""° 
De acordo com a figura (2.1) obtém-se a seguinte função de transferência em malha 
fechada 
_1 _ G‹:(z_1)Gz›(z_1) GW l 1 + G,,(z-1)[c;,,,(z-1)(1 _ z-d) + G,,(z~1)1 (24) 
No caso de uma modelagem exata, isto é, G',,,(z 1)z d -_ G,,(z 1), a funçao de trans 
ferência em malha fechada é: 
GW`1> = (25)
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Da equação (2.5) observa-se que o atraso de transporte é eliminado da equação ca- 
racterística. Assim, o controlador atua sobre o processo que comporta-se como se não 
existisse o atraso de transporte. Então o problema de projeto para um processo com 
atraso de transporte pode se converter em um problema de controle sem atraso. 
A figura (2.2) mostra a estrutura equivalente da equação (2.5). 
yrmii: G',,(z`1) l-->l G',,r(Z'1) fd yu) 
Figura 2.2: Representação Equivalente da Equação (2.5) 
Neste esquema de compensação é necessário o conhecimento do atraso de transporte 
do sistema. Os principais inconvenientes deste método são: a incapacidade de estabilizar 
processos instáveis em malha aberta e a sensibilidade frente a erros de modelagem do 
processo. Em particular, tem sido mostrado em [34], [46] e [65] que pequenos erros de 
modelagem podem conduzir à instabilidade. 
Na figura (2.3) ilustra-se o diagrama de blocos equivalente do preditor de Smith dis- 
creto. 
_'_`I
I I I I I I I I I I l I I I I I I I I I I I I I I I I I I I 
..-J 
( ) 
COTL'É'r'Ol0.d0'r' P'r0Cg350 
( ) ,- É É y Í y 
¡r_Cí_"""""" 
I 
Tó 
GPf(Z-1)(1_ fd) 
8z›(z_1) 
Figura 2.3: Diagrama de Blocos Equivalente do Preditor de Smith 
O bloco do compensador indicado por linhas tracejadas tem a seguinte função de 
transferência: 
G'sP(z-1) = 
1 +GpT(z_1G)‹:Gc;;ä1)[1 __ Z-d] 
/ÉN
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Adaptando o Preditor de Smith a variações nos parâmetros do processo, então a estimação dos parâmetros als e b§s do modelo do processo e do atraso d também são 
requeridas. Uma técnica para realizar a estimação dos parâmetros é reescrever o modelo 
G,,(z`1), dado na equação (2.1), sem atraso de transporte com um número suficiente de termos no numerador da função de transferência do processo para incluir o atraso. Com 
esta aproximação, a função de transferência do modelo torna-se: 
b1z`1+ bzz`2 + + b z'T G `1 = T
_ p(Z ) 1+ a1z“1 + a2z“2 + + a,,,,z“"‹= (2 7) 
onde 1" = na + dmx, com na sendo a ordem do modelo e dmax o máximo atraso esperado. 
Esta aproximação para modelar atrasos de transporte desconhecidos ou variantes é 
equivalente à sugerida em [60]. Com o modelo do processo dado na equação (2.7), os 
parâmetros a§.s e bgs são estimados ”on-line”e o atraso, d, é determinado de modo que 
idealmente para um atraso de transporte de d períodos de amostragem ovalor estimado 
para os primeiros d parâmetros do numerador, b1,b2, ...bd, são zero ou próximos de zero 
[58]. 
Para aplicar este método com o Preditor de Smith G',,,.(z"1) é selecionado como: 
_1 b¿+1Z_1 'l' bd+2Z_2 `l" ... + bd+naZ_na G f(Z ) = (2-3) P 1+ a1z'1+ a2z“2 + + a,,az""‹= 
White [62] avaliou esta aproximação para estimar atrasos de transporte e observou 
que na presença de ruído, torna-se difícil fazer a distinção entre termos nulos e não- 
nulos no numerador do modelo. Como resultado, o método não é atrativo para estimar 
atrasos ”on-line”. Assim, um novo compensador de atrasos que supera estes problemas 
foi desenvolvido por Vogel, [58], e é apresentado a seguir. 
2.3 Compensador de Vogel 
Em 1982, Vogel e Edgar [58], propuseram uma modificação no projeto do Preditor de 
Smith. A principal vantagem é que não requer uma estimação explícita do atraso de 
transporte do processo. Além disso, o compensador é simples de implementar e pode 
também ser aplicado em processos de fase não-mínima. 
A informação requerida a priori é a ordem do modelo e os limites mínimo e máximo do 
atraso. Esta segunda condição faz o compensador menos restrito que o Preditor de Smith 
o qual necessita do conhecimento exato do atraso. O compensador de Vogel também 
compensa atrasos de transporte variantes.
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Processos de fase não-mínima são considerações importantes já que a modelagem no 
tempo discreto de processos contínuos podem levar a modelos de fase não-mínima ainda 
se o processo contínuo é de fase mínima [14], [60] e [61]. Isto deve-se a ocorrência de 
atrasos fracionários diferentes de um múltiplo inteiro do período de amostragem [58] e 
[60]. 
Na figura (2.4) ilustra-se a estrutura do compensador de Vogel. 
__`¬ 
I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 
___.._J 
on ro a or Proces 0 
Í 
T-I L<z-1›‹1-M<z-1)) 
r___.____._ 
:Q I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 
L__.___ 
ve(Z_1) 
Figura 2.4: Diagrama de Blocos Equivalente do Compensador de Vogel 
O bloco do compensador, marcado com linhas tracejadas, é dado pela seguinte função 
de transferência: 
-1 _ G¢(z_1) GW I"1+L‹z~1›G¢<z~1›i1-M<z-1>1 (29) 
Esta estrutura corresponde ao preditor de Smith quando L(z“1) = G,,,(z”1) e M (z"1) = z'd. Com a seleção apropriada de L(z"1) e M (z"1), o problema da estimação 
”on-line” do atraso pode ser evitado. A função de transferência do modelo G',,(z”1), 
equação (2.7), é selecionada para o modelo do processo e os parâmetros são estimados 
” on-line” . 
O polinômio L(z“1) é definido por: 
Z_1 bi 
L 'I = I=1 2.10 (z ) 1 + a1z'1+ a2z“2 + + a,,az“"¢ ( ) 
onde r = na + dflm. 
Com L(z'1) selecionado pela equação (2.10) elimina-se qualquer atraso de transporte 
no modelo do processo, G,,(z`1), sem nenhum conhecimento necessário do atraso.
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O polinômio M (z'1) é selecionado de tal forma que o produto de L(z'“1) e M (z`1)
1 produz o modelo do processo original G',,(z“ ), que inclui o atraso de transporte do pro- 
cesso. 
-1 -r 1 
M(Z_1) : b1+ b2Z 'l' + b,-Z + 
Z`1_Ê bz' 
1.=1 
Sirnilar ao preditor de Smith, L(z'1) definida na equação (2.lO) fornece uma previsão 
do efeito da açao de controle atual sobre a saída do processo e M (z`1) definida na equação 
(2.11) atrasa a saída preditiva para comparar com a saída real do processo. 
A função de transferência de malha fechada é dada por: 
G¢(z"1)G' (z'1) GW” = (W) 
e sendo a equação característica 
1 + Gc(z-1)L(z-1) = 0 (2.13) 
que inclui somente o modelo do processo sem atraso, L(z'1). Então para o caso de nenhum 
erro de modelagem o compensador remove o atraso da equação característica. A versão 
multivariável deste compensador pode ser encontrada em [58], [59]. 
2.4 Compensador de Dahlin 
O compensador de Dalhin é projetado a partir do modelo do processo e da funçao de 
transferência em malha fechada desejada [19]. A função de transferência em malha fechada 
desejada, Gy,(z`1), é especificada de primeira ordem com atraso equivalente ao atraso do 
processo e um ganho estático unitário. 
A função de transferência em malha fechada é dada por 
G1/f(Z~1) = yy1_((zz___11)) : (l1__e;_ :1_d (2-14) 
"l 
asi'
N
N 
P-¡ 
onde À é a constante de tempo da resposta em malha fechada, T, é o período de amos- 
tragem.
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A função de transferência em malha fechada, Gy,(z'1), em termos do controlador de 
Dahlin, GDC(z"1), e do modelo do processo, G,,(z'1), é: 
A equação (2.15) pode ser representada pelo seguinte diagrama de blocos 
yrmdl: GDC(Z_1)|'_')l Gz›(Z_1) 
yu) 
Figura 2.5: Diagrama de Blocos do Controlador de Dahlin 
onde o modelo do proceso, G',,(z'1), é definido na equação (2.1). 
Rearrumando a equação (2.15) obtém-se 
GDCW W) 
Substituindo Gy,.(z"1) da equação (2.14) na equação (2.16) resulta o controlador de 
Dahlin, isto é: 
Gz›¢‹z'*› = 1 ` e'L^L)Z+d (217) Gp(Z-1) [1 - e' “ - (1 - e' )z"1'd] vir*
A
N 
I-4 
>-4 
›|:1 
Para o caso particular onde z\ = 0, o controlador de Dahlin corresponde ao controlador 
de tempo mínimo (”dead-beat”). 
O controlador de Dahlin é instável para processos de fase não-mínima e quando apli- 
cado a processos com zeros mal amortecidos, o controlador apresenta o fenômeno deno- 
minado de ”ringing” [53]. O termo ”ringing” é usado para descrever oscilações excessivas 
na saída do controlador. 
Este método quando aplicado a processos de primeira ordem não produz dificuldades 
de sintonia, projeto, aplicação e implementação. Ordens superiores podem introduzir 
duas complicações: processos com características de fase não-mínima e controlador com 
comportamento ” ringíng” .
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A constante de tempo da resposta em malha fechada, z\, serve como um parâmetro de 
sintonia para ajustar a velocidade de resposta do controlador. O procedimento de sintonia 
é baseado sobre os parâmetros da dinâmica do processo. Conhecendo os parâmetros do 
processo, deve-se selecionar ×\ para calcular os coeficientes do algoritmo de controle. Um 
ponto inicial para a seleção de z\ é o pólo dominante. Aumentando gradualmente À e 
observando a resposta para pequenas mudanças na referência obtém-se o valor ótimo [19]. 
2.5 Compensador por Alocação de Pólos 
Mover os pólos do sistema em malha fechada de suas localizações em malha aberta para 
valores especificados por um polinômio PMz‹¬(Z`1) onde as raízes são pré-estabelecidas 
pelo operador é o objetivo do controlador por alocação de pólos. Esta técnica tem sido 
popularizada em [4] e [60]. 
Seja um modelo CARMA (”Controlled Auto-Regresive Moving Average”) do tipo: 
A(2`1)i/(É) = Z`dB(Z`1)U(f) + 0(Z`1)€(f) (2-13) 
onde y(t) é a variável controlada, u(t) é a variável de controle, §(t) é a perturbação 
estocástica normal de média nula, A(z"1) e B (z'1) definidos como na equação (2.3). 
gt 
A(z"1) 
zz.‹é›r ., em zz‹›f› _. + zzm 
_ . > 
Figura 2.6: Diagrama de Blocos do Controlador por Alocação de Pólos 
O controlador é caracterizado pela seguinte equação: 
R(2`1)U(t) = T(2`1)yf(f) - 5`(2`1)y(t) (2-19)
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onde 
R(z`1) = 1+ rlz* + r2z"2 + + r,,,z`"' 
S(z`1) = so + s1z'1+ s2z`2 + + s,,sz`"” 
T(z`1) = to + t1z"1 + t2z`2 + + tn¿z`"t 
Com o modelo do processo caracterizado pela equação (2.18), a função de transferência 
em malha fechada é: 
W) = A(z-1)Rl¬.íí)1?zíís)(Í:Í)B(z-1)W) + A(z-1)R(zf-ii-;).£€Ís(1;-1)B(z-1)W) 
(220) 
Os polinômios R(z"1) e S (z"1) são selecionados de acordo à identidade polinomial: 
A(z”1)R(z`1)+ z`dS(z`1)B(z'1) = PMp(z`1)C(z"1) (221) 
onde PM¡.¬(z“1) define os pólos de malha fechada, previamente estabelecido pelo usúario. 
Os parâmetros de R(z`1) e S(z"1) são obtidos diretamente, fazendo uma comparação 
dos coeficientes de mesma potência em z"1 na equação (2.21). 
O polinômio T(z`1) é especificado a partir da equação (2.2()) de modo a assegurar erro 
nulo em regime, isto é, y(t) -› y,(t). 
O controlador por alocação de pólos pode tratar com atrasos de transporte desconhe- 
cidos ou variante no tempo, adaptando sua configuração, por exemplo pela técnica do 
polinômio estendido. O atraso de transporte pode ser modelado inicialmente como zero 
e o polinômio do numerador aumentado por dm, termos [60]. 
2.5.1 Compensador Adaptativo de Dumont 
Em 1982, G. A. Dumont, desenvolveu um compensador adaptativo para tratar processos 
com atraso de transporte, baseado no controlador por alocação de pólos [23]. 
O modelo do processo é: 
B(z”1) 
com 
B(z`1) = b1z`1 + + b,z`T
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e A(z`1) definido como na equação (2.3), É é o limite inferior do atraso de transporte e T 
e a taxa de possíveis variações do atraso. Os parâmetros de (2.22) são estimados usando 
o estimador dos mínimos quadrados recursivo. 
O algoritmo por alocação de pólos é utilizado para projetar o controlador e é projetado 
tal que o sistema de malha fechada comporta-se como: 
y(t) = ~y,(t - Z) (2.23) 
onde y, é a referência. Duas condições essenciais para o projeto por alocação de pólos 
seja estável é que o atraso de transporte utilizado no modelo do processo seja ao menos 
igual ao atraso real e que os zeros instáveis do processo não sejam cancelados. Estas duas 
condições são satisfeitas escolhendo Ê (z"1) como o numerador da função de transferência 
desejada em malha fechada. Porém apresenta o inconveniente que 0 comportamento em 
malha fechada depende dos zeros do processo. A lei de controle para alcançar isto é: 
W) = R(2`1)lyf(t) - 1/(¢)l (2-24) 
COIIIZ 
R(Z_1) = ~ (225) 
Uma limitação adicional é que o ganho estático da malha fechada é um, então isto 
requer: 
P(1) = Ê(1) 
e definindo 
P(z_1) : pojl -j-1912-1 + +p¿Z_dj 
então a condição (2.24) é satisfeita se: 
poll + _Ê<z›,~›l = _Ê‹15i› 
z=1 1.=1
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2.6 Conclusão 
Neste capítulo apresentou-se quatro técnicas de controle clássicas para tratar processos 
com atraso de transporte. 
O compensador Preditor de Smith e 0 compensador de Dahlín têm a desvantagem 
de precisar do conhecimento a priori do atraso de transporte e não superam atraso de 
transporte variante. Já o compensador de Vogel e o compensador por alocação de pólos 
têm uma estrutura especial para tratar atraso de transporte variante. 
O preditor de Smith divide o modelo do processo em duas partes: a da dinâmica do 
processo e a do atraso, tendo como vantagen a eliminação do atraso de transporte da 
equação característica e sendo necessário 0 conhecimento a priori do atraso de transporte. 
O compensador de Vogel é um compensador de atraso de transporte para uma versão 
adaptativa do controlador de Dahlín para tratar atraso de transporte desconhecido ou 
variante e não requer uma estimação explícita do atraso de transporte do processo. O 
compensador é simples de se implementar e é aplicado a processos de fase não-mínima, 
mostrando o inconveniente de que é projetado para uma especificação servo, apresentando 
uma resposta a perturbação insatisfatória. 
O compensador de Dalhin é projetado a partir do modelo do processo e da função 
de transferência em malha fechada desejada. O controlador é aplicado a processos de 
primeira ordem. Para processos de ordens superiores, o compensador de Dalhin pode 
tornar o processo de fase não-mínima e instabilizá-lo. 
A técnica de alocação de pólos permite ao controlador se adaptar ao atraso de trans- 
porte desconhecido ou variante sem a estimação direta do atraso. Porém apresenta carga 
computacional excessiva.
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Capítulo 3 
Técnicas para Compensação e 
Detecção do Atraso de Transporte 
3. 1 Introdução 
O conhecimento adequado do atraso de transporte de um processo é essencial para me- 
lhorar o desempenho do sistema controlado. A incerteza no atraso de transporte introduz 
erros de modelagem em altas frequências e, portanto, é um parâmetro sensível no projeto 
e sintonia de uma malha de controle. Geralmente é possível estimar o atraso de transporte 
ou pela resposta ao degrau ou por técnicas de identificação de processos. 
Muitos processos possuem dinâmica e atraso de transporte variantes no tempo. Um 
bom algoritmo de estimação ”on-line” é exigido para seguir as mudanças nos parâmetros 
e no atraso em sistemas de controle adaptativo. Além disso, os projetos de controle são 
sensíveis à suposição ou estimação errada do atraso e podem tornar-se instáveis [12] e 
[361 
Neste capítulo são apresentadas as técnicas para compensação e detecção ”on-line” do 
atraso de transporte desconhecido ou variante no tempo. 
3.2 Técnicas para Compensação do Atraso de Trans- 
porte 
3.2.1 Polinômio Estendido 
Um método frenquentemente utilizado para tratar processos com atraso de transporte é 
o polinômio estendido no numerador da função de transferência do modelo do processo
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com um número suficiente de termos para incluir o atraso. 
Considere-se o modelo do processo dado por: 
A(Z`1)1/(f)= B*(Z`1)U(1f) (3.1) 
O polinômio B*(z`1) é tal que inclue o atraso de transporte, isto é: 
B*(Z-1) = b1Z_1 + b2Z_2 + + b,-Z_T 
onde r = na + dm”. 
Com o polinômio B*(z"1) dado na equação (3.2), o modelo do processo é: 
b1Z_1 + b2Z_2 + + Õ,-Z_T 
É =
_ y( ) 1+ a1z'1 + + a,,az""fl uu) (3 3) 
Sob condições ideais de estimação, alguns dos primeiros coeficientes do polinômio do 
numerador convergem a zero e o atraso pode ser detectado. O número de parâmetros 
no polinômio estendido do numerador aumenta linearmente com o aumento do atraso de 
transporte. 
Embora a técnica do polinômio estendido seja simples, apresenta várias desvantagens. 
O aumento no número de parâmetros a estimar faz a condição de excitação persistente 
mais severa e, adicionalmente, a convergência dos parâmetros é lenta [24]. 
Na literatura existem várias referências evidenciando a implementação da técnica do 
polinômio estendido [8], [12], [18], [23], [24],[31], [36], [58]. 
Uma versão adaptativa de um algoritmo de controle que implementa a técnica do po- 
linômio estendido para um processo com parâmetros e atraso de transporte desconhecidos 
é dado a seguir. 
(i) Obter as medidas do processo: y(t) e u(t) 
(ii) Atualizar os parâmetros do modelo, A(z'1) e B*(z“1) por um estimador 
(iii) Calcular e aplicar a lei de controle 
(iv) Repetir os passos acima para cada período de amostragem
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3.2.2 Compensador de Chien/Seborg/Mellichamp 
Esta técnica combina o controlador de variância mínima generaliza de D. W. Clarke e P. 
J. Gawthrop, com 0 compensador de Vogel e Edgar, conforme apresentado nas seções 2.3 e 
4.2. Os detalhes de análise, projeto, sintonia e implementação relacionados ao controlador 
de Clarke e Gawthrop podem ser obtidos nas referências [13] e [14]. 
O controlador de variância mínima generalizada utiliza um preditor d passos a frente 
para compensar o atraso de transporte no processo. No entanto, uma suposição impor- 
tante inerente ao controlador é que o atraso deve ser conhecido com precisão a priori para 
proporcionar uma adequada previsão da saída do processo [13] e [14]. Neste caso, o atraso 
de transporte é considerado como d 2 1. 
O algoritmo usa um tipo de preditor de Smith para compensar o atraso de transporte 
que substitui a previsão no controlador auto-ajustável padrão. A informação requerida a 
priori do atraso de transporte é o valor máximo e mínimo esperado, isto é : 
dmin S d É dmax 
Considere o preditor de Smith para compensação do atraso [54] e [58]. A figura 
3.1 ilustra o diagrama de blocos do Preditor de Smith. O modelo do processo é dado na 
equação (2.1). Os pólos do polinômio A(z"1) são assumidos no interior do circulo unitário 
no plano complexo z e o polinômio B(z'1) é definido por: 
B(z`1) = bu + b1z`1 + + b,,,,z`"" 
¬I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I J 
Controlador Pmcesso 
,- É É y ( 
T 
y( )+ 
Gz›f(z_1)(1 "' fd) 
r-___ 
IQ I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 
L-__.. 
s1›(Z_1l 
Figura 3.1: Diagrama de Blocos Equivalente do Preditor de Smith 
O modelo do processo sem atraso de transporte (d = 1) é:
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Gprcz-1) = (34) 
Adaptando o Preditor de Smith para acomodar variações nos parâmetros é necessário a estimaçao de a,- e b,~ do modelo do processo, assim como o atraso de transporte d. 
P-ara realizar a estimação dos parâmetros, reescreve-se a equação (2.1) com um número 
suficiente de termos no numerador da funçao de transferencia do modelo do processo para 
1nclu1r lmphcitamente qualquer atraso extra acima de dm,-,,. Com esta aproximação o modelo do processo torna-se: 
Gz›(z'1) = %š$ (3.5) 
onde 
BE(Z_1) = bz, + b'1z`1 + + blz"
G 
T : dmax _ dmin 'l' 'nb 
O modelo do processo sem atraso de transporte é redefinido como: 
G,,,(z-1) = ~Í (as) 
COITI 
Z(BE) = É bi 
i=0 
G,,,(z`1) é selecionado deste modo para eliminar o atraso de transporte no modelo do 
processo sem o conhecimento explícito de d, contendo o mesmo denominador de G,,(z“1) 
e o mesmo ganho estático. Com G,,(z"1) e G',,,(z`1) dados pelas equações (3.5) e (3.6), o 
problema de identifição ”on-line” do atraso é completamente evitado. 
A razão de utilizar 2(BE) em lugar de BE em G',,,(z"1) é porque BE contém implíci- 
tamente qualquer atraso de transporte extra em excesso sobre dm,‹,, [12]. 
A seguir, apresenta-se a síntese do controlador. O controlador Gc(z“1) da figura (3.1) 
pode ser projetado baseado no modelo do processo sem atraso, G,,,(z“1), já que o atraso 
de transporte é eliminado da equação característica. 
A lei de controle que combina o controlador de variância mínima generalizada (a 
ser desenvolvido no capítulo 4) com o compensador de atraso de transporte pode ser 
expressada como:
U - 
(3 7 e 
_
1 + F (2(?É)z)_.l _ §E¿€`d-rvšin)
. 
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1 
E :(BE)+Q 
Z(BE)+Q A z"1 A z'¡ 
De acordo com a identidade polinomial 
P(z'1) = E(z`1)A(z`1) + z`1F(z`1) (3.8 
a lei de controle pode ser simplificada: 
onde
U
6 
A 
(3 9 P2(BE) + QA - FBEz"dmffl ' 
e = Ry, - Fy 
O diagrama de blocos deste controlador é apresentada na figura (3.2). 
Í' _ - ` _ _ - “ ` _ “ ' ` ' “ ' _ ” ' " ` “ __'1
| 
+
1 
yr ae 
'__
« 
_ _ _ _ _ _ _ . _ _ _ _ _ _ _ _ _ _ _ _ _ __.J 
'11 
2(BE)Z_l __ QE-z`dmin 
A(z-1) A(z-1) 
Figura 3.2: Diagrama de Blocos do Compensador de Chien/Seborg/Mellichamp 
. É eu fl 
A(z'¡)
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A ordem do polinomio F(z"1) é (na. -^ 1)' e a do polinômío E(z'1) é (d _ 1), Neste 
caso como d = 1, entao ne = 1. Os pohnomios de projeto R(z”1), P(z"1) e Q(z"1) são 
discutidos no capítulo 4 (procedimentos de seleção). 
Substituindo a lei de controle da equação (3.9) na equação do modelo do processo 
dada em (2.18) e con C'(z"1) = 1, a equação do sistema em malha fechada é dada por: 
_ AR , - FA Age) z Bz dP2(BE)y+(gA _ F1]/Bƒgdmin + ge) (s.1o) 
Rearrumando a equação (3.10), tem-se 
z"d ._ Z- mm ye)=~y.‹ú›+PÊ(fifè;fâ)+F§§) 
d 
ge) (311) 
Fazendo R(1) = P(1) e Q(1) = 0, elimina-se o offset para mudanças na referência. Da 
equação (3.11) observa-se que nenhum termo explícito ou implícito do atraso de trans- 
porte aparece na equação característica P 2(BE) + QA = 0, então uma grande região de 
estabilidade é obtida. 
A seguir, apresenta-se o procedimento de projeto do compensador de Chien/ Seborg/ 
Mellichamp para um processo com parâmetros e atraso desconhecidos. 
(i) Obter as medidas do processo: y(t) e u(t) 
(ii) Atualizar os parâmetros do modelo Â(z"1), ÊE(z'1) e tl 
(iii) Calcular Ê de acordo com a equação (3.8) 
(iv) Calcular e aplicar a lei de controle dada pela equação (3.9) 
(v) Repetir os passos acima para cada período de amostragem 
3.3 Técnicas para Detecção do Atraso de Transporte 
3.3.1 Mínimos Quadrados Recursivo com Atraso Variável 
Nesta seçao a estimaçao simultânea dos parâmetros do processo e do atraso de transporte 
é realizada modificando o estimador dos mínimos quadrados recursivo. Para um modelo 
do processo estendido a ordem do polinômío do numerador é aumentada até o limite 
superior do atraso.
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O modelo aumentado do processo é dado por: 
y(t) = ~u(t) (3.12) 
COIII 
B*(z~1) = ó;z-1 + + ógfidmz-<"fl+dm«=> 
O limite superior do atraso de transporte dm, deve ser assumido a priori. 
Para rastrear as variações no atraso de transporte o algoritmo de estimação de 
parâmetros recursivo é implementado com os seguintes vetores: 
Ê = [á`1,...,0z;¡a,l)^1*,...,Í)ãa+dm”lT 
<I>(t) = [-y(t - 1), ..., -y(t - na), u(t - 1), ..., u(t - na - d,,m)] 
onde Ô é o vetor de parâmetros e <I>(t) é o vetor de medidas. 
.O algoritmo utilizado para a detecção dos parâmetros e do atraso pode ser dividido 
em 8 passos, conforme apresentado a seguir [27] e [36]: 
(i) Obter as medidas do processo: y(t) e u(t) 
(ii) Utilizar o modelo aumentado do processo: 
yu) z %((:-_Í1Í)lu(z) (sia) 
COIII 
B*(z-1) = ózz-1 + + b* z-<"«+dm«=> 7l‹a+dma.:z: 
(iii) Determinar o máximo parâmetro bâmu de B*(z'1), onde: 
z Ay 
bzflm = max {b,~ , z'= 1, ..., (na + dma,,)} 
0S¿S(dmax_1)
30 
(iv) Calcular a função erro: 
F<‹1› = 1B*<1> - Êd‹1›| <3.14> 
onde A 
B(1) = zbi para z' = 1, ..., (na + dmaz) 
B¿(1)= Ê1Õ,~+,¿ para d = 0, ..., (dmax - 1) 
1: 
(v) Calcular o mínimo valor de F (d) por: 
F(d) = min {F(d), d = 0, ..., (dmax - 1)} (3.15) 
e o atraso de transporte é obtido para F (d) mínimo. 
(vi) Estimar os parâmetros A(z'1) e B (z'1) com o atraso identificado no passo (v) 
(vii) Calcular e aplicar a lei de controle 
(viii) Repetir os passos acima para cada período de amostragem 
Os passos (i)-(v) são realizados com baixo^ esforço computacional. A estimação dos 
parâmetros A e B* e do atraso de transporte d são feitas a cada iteração. 
O método descrito pode ser aplicado se o atraso de transporte do processo é desconhe- 
cido mas constante, ou se a frequência nas mudanças do atraso é lenta quando comparada 
com o período de amostragem [36]. 
3.3.2 Estimador de Regressão Variável 
Neste algoritmo a estimação recursiva dos parâmetros do processo e do atraso de trans- 
porte são feitas sem nenhum conhecimento a priori do atraso de transporte [25] e [26]. 
Seja o sistema descrito pela seguinte equação ”CARMA”: 
y(t) = <I>(t)9 + w(t) (3.16) 
onde 
<I>(t) = [-y(t - 1), ..., -y(t - na), u(t - d -1),..., u(t - d - n¡,)] 
9 = [ala 0/2, --"›a1Lqablab`2s "'abn¡,]T
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O vetor de parâmetros (9 é função dos parâmetros enquanto o vetor de medidas <I>(t) 
é função do atraso de transporte. 
A seguir, apresenta-se o conjunto de equações requeridas para a estimação dos 
parâmetros e do atraso. No primeiro passo 0 estimador dos mínimos quadrados recursivo 
é usado para estimar os parâmetros assumindo que o último atraso estimado é correto. 
O passo seguinte é estimar o atraso de transporte assumindo que os últimos parâmetros 
estimados são corretos. Os dois passos são realizados a cada iteraçäo. 
A versão modificada do estimador dos mínimos quadrados recursivo para detecção dos 
parâmetros e do atraso de transporte é dado a seguir: 
(i) Obter as medidas do processo: y(t) e u(t) 
(ii) Inicializar 
Ô = 69 
d^ = dmin 
(iii) Gerar o vetor de regressão correspondente, <Í>(t) 
(iv) Atualizar o vetor de parâmetros estimados, Ô, pelo estimador dos mínimos quadra- 
dos recursivo, isto é: 
Ô(t +1) = Ô(ú) + K(ú)[y(t + 1) - ‹Í›(t)(¿)] (3.17) 
Ke) = P(z:)‹i›T(z: +1)[À + <Í>(ú + 1)P(1)<Í›T(ú +1)]-1 (sis) 
Pa) : [I 
- K(ú)<Í›(t/\+ 1)]P(t - 1) (319) 
(v) Atualizar o índice de desempenho, J, sobre a taxa [d,,,,~,,, dmax] usando as estimativas 
recentes dos parâmetros: 
J(t +1,‹1.~›= ›J(t,d.> +1y<›f + 1) - @Í>(t + 1)®12 (3-20) 
(vi) Estimar o atraso d que corresponde ao mínimo índice de desempenho: 
.I(ú + 1, zi) = mmJ(z + 1, di), va, e [z1,,,,,,, dm] (321) 
(vii) Utilizar o atraso de transporte estimado, d, e os parâmetros estimados, Â(z"1) e 
B (z'1) para calcular a lei de controle. 
(viii) Repetir os passos acima para cada período de amostragem.
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As equações (3.17), (3.18) e (3.19) são as equações do estimador dos mínimos quadra- 
dos recursivo para um atraso de transporte constante. As equações (320) e (3.21) são as 
equações para estimação do atraso de transporte. O vetor de regressão <I>(t) tem estrutura 
variável dependendo do atraso estimado, d, é por isto que é denominado de Estimador de 
Regressão Variável (VRE). A implementação das equações (320) e (3.21) requer memória 
e tempo computacional mínimo. 
As principais características deste método são: 
i) Já que nenhum parâmetro extra é adicionado ao modelo do processo, o esforço 
computacional baseia-se na implementação do estimador dos mínimos quadrados 
recursivo (de forma diferente da técnica do estimador dos mínimos quadrados re- 
cursivo com atraso variável, a qual utiliza dois estimadores) e nenhuma condição 
forte é requerida para o sinal de entrada. 
ii) A estimação do atraso é robusta para mudanças ou erros na estimação dos 
parâmetros. 
iii) Qualquer método de identificação pode ser modificado para incluir a estimação do 
atraso. 
3.4 Conclusão 
A estimação direta do atraso de transporte é uma tarefa complexa e existem na literatura 
diferentes técnicas baseadas na compensação e detecção do atraso de transporte. 
As técnicas apresentadas neste capítulo para a compensação do atraso de transporte 
foram: 
i) Técnica do polinômio estendido: modifica o modelo do processo para incluir 0 atra- 
so de transporte no polinômio estendido do numerador, porém é uma técnica com 
convergência lenta dos parâmetros, aumenta o tempo de identificação do atraso e, 
consequentemente, o tempo de processamento é uma desvantagem de implemen- 
tação. 
ii) Compensador de Chien/Seborg/Mellichamp: utiliza a síntese do controlador de va- 
riãncia mínima generalizada com o compensador de Vogel, apresentando a vantagem 
de tratar com processos estáveis em malha aberta com atraso desconhecido ou va- 
riante no tempo. É necessária a estimação de um número maior de parâmetros que 
é tão maior quanto maior é a faixa de variação do atraso, deteriorando a qualidade 
das estimativas. Devido a isto, a aplicação a processos com uma larga faixa de 
variação do atraso pode acarretar numa carga computacional excessiva.
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As técnicas para a detecção do atraso de transporte apresentadas neste capítulo foram: 
Técnica dos mínimos quadrados recursivo com atraso variável: a estimação si- 
multânea dos parâmetros do processo e do atraso de transporte são realizadas 
modificando o estimador dos mínimos quadrados recursivo, não precisando do co- 
nhecimento a priori do atraso de transporte. São projetados dois estimadores em 
paralelo, no primeiro estima-se o valor do atraso de transporte que logo é utilizado 
no segundo estimador para a estimação dos parâmetros do processo. Esta é uma 
técnica onde o esforço computacional é elevado. 
Técnica do estimador de regressão variável: a estimação recursiva dos parâmetros 
do processo e do atraso de transporte são feitas sem nenhum conhecimento a priori 
do atraso de transporte. O algoritmo divide-se em duas etapas. Na primeira etapa 
são estimados os parâmetros do processo assumindo que o último atraso estimado é 
correto e na segunda etapa é estimado o atraso assumindo que as últimas estimativas 
dos parâmetros são corretas. 
A seguir, discute-se a síntese de duas abordagens de controle avançadas destacando o 
controlador de variância mínima generalizada e o controlador preditivo generalizado, com 
0 objetivo de avaliar-se por simulação as técnicas de compensação e detecção de atraso 
de transporte estudadas neste capítulo.

Capítulo 4 
Abordagens de Controle Preditivo 
4.1 Introdução 
Muitos algoritmos de controle adaptativos ou auto-ajustáveis apresentam limitações de 
robustez quando aplicados a sistemas onde o atraso de transporte ou a ordem do modelo 
são incorretamente modelados. Com uma escolha apropriada dos parâmetros de projeto 
o controlador de variância mínima generalizada é robusto com a suposição da ordem do 
modelo. Porém, pode ter um desempenho pobre se o atraso de transporte é variante. 
O controlador preditivo generalizado é uma extensão do controlador de variância 
mínima, mais robusto que os controladores adaptativos convencionais e trata com proces- 
sos com atraso variante ou dinâmicas mal modeladas [40]. 
Neste capítulo são resumidos alguns resultados referentes ao controlador de variância 
mínima generalizada (GMV) e ao controlador preditivo generalizado (GPC). 
4.2 Controlador de Variância Mínima Generalizada 
Nesta seção apresenta-se as principais características de projeto do controlador de va- 
riância mínima generalizada. 
Considere o modelo discreto para o sistema controlado dado a seguir: 
A(2`1)2/(É) = 2`dB(Z“1)U(f) + C(2`1)€(t) (4-1) 
onde 5 (t) é a perturbação estocástica normal de média nula e o polinômio C(z”1) é definido 
por:
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C'(z`1) = 1+ c1z`1 + + c,,cz`"° 
A estratégia de controle minimiza a variância da saída auxiliar, ‹ƒ>, definida por: 
¢(t + d) = P(Z`1)1/(15 + fi) + Q(2`1)U(1f) ~ R(Z`1)yf(1f) (4-2) 
que pode ser interpretada como uma saída auxiliar (generalizada) do sistema e baseia-se 
no sistema original com uma ação filtrada na saída, menos a referência (filtrada por R), 
como mostrado na figura 4.1. 
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Figura 4.1: Saída generalizada do sistema 
A variável ¢(t) é introduzida no projeto da lei de controle para transferir os zeros de 
malha aberta do sistema de B(z'1) para P(z"1)B(z`l) + Q(z'1)A(z"1). 
Por questão de simplicidade o termo (z"1) é omitido no desenvolvimento da lei de 
controle do GMV. 
Substituindo a equação do sistema (4.1) na equação (4.2) tem-se: 
PB + A PC 
‹z>‹t + d) = -/_1iz»<¢› + Tai + d) - RW) ‹4.3› 
A função custo a ser minimizada é a variância da variável auxiliar: 
J = â[¢2(z: + d)] (4.4)
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O procedimento de derivação envolve a separação de q5(t + d) em duas parcelas, uma 
que pode ser fixada em zero pela ação de controle, u(t), e a segunda parcela que é função 
de §(t+ 1), §(t+2), ..., §(t+d) e não pode ser modificada pela ação de controle no tempo t. 
Considere os polinômios E e G calculados a partir da seguinte identidade: 
PC = AE + z-dc: (4.5) 
onde E e G sao definidos por: 
E = 1 + e1z_1 + + ed_1zd`1 (4.6) 
G = go + g1z'1 + + g,,_,,z'"g (4.7) 
e com ng = ma.x(na - 1,n,, + nc - d) 
Multiplicando a equação do sistema (4.1) por E, tem-se: 
EAy(t + d) = BEu(t) + EC§(t + d) (4.8) 
Substituindo EA da equação (4.5) na equação (4.8) obtém-se 
PCy(t + d) = BEu(t) + Gy(t) + CE§(t + d) (4.9) 
Agora, adicionando o termo [QC'u(t) - C'Ry,(t)] em ambos os lados da equação (4.9) 
C[Py(t + d) + Qu(t) - Ry,(t)] = (BE + QC)u(t) + Gy(t) - CR;/,(t) + C'E§(t + d) (4.10) 
e que pode ser escrita da seguinte forma: 
¢(ú + 4) = ÊKBE + Qc)zl(ú) + GW) - cz-zy,(z)] + Em + zé) (411) 
Portanto, a função custo é minimizada fixando o primeiro termo do lado direito da 
equação (4.11) para zero. Assim, o controlador de variância mínima generalizada é dado 
por:
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(BE + QC)u(t) = -G'y(t) + C'Ry,(t) (4.l2) 
ou 
FW) + G1/(É) + H 1/f(t) = 0 (413) 
onde 
F = BE + QC (414) 
H z -CR (415) 
A equação (4.13) permite calcular a variável de controle, u(t), em cada instante de 
tempo de modo a minimizar a função custo dada pela equação (4.4). Esta equação mostra 
que o controle em cada instante é obtido como uma função das medidas da saída, do 
controle e da referência em instantes anteriores. A lei de controle depende dos parâmetros 
do sistema a controlar, que em geral, são desconhecidos. Neste caso, torna-se necessário 
uma estimação on-line. 
Obtém-se o diagrama de blocos do sistema controlado (figura 4.2) a partir da lei de 
controle dada pela equação (413) e o modelo do sistema descrito pela equação (4.1). 
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§(t) I Clz'1z I 
A(z'¡) 
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Figura 4.2: Diagrama de blocos do GMV
| 
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Substituindo a equação (4.13) na equação do modelo do processo (4.1), obtém-se a 
equação de malha fechada do sistema dado por:
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-ú 
yu) = %y,(ú) + ~¿(ú) (4.1ô) 
Da equação (4.16) observa-se que: 
i) Se Q = 0, as funções de transferência têm um fator comum, B (271), no numerador 
e no denominador, e os zeros de malha aberta são cancelados 
ii) Para erro em regime nulo, da equação (4.16) tem-se a seguinte condição: 
BR 
PB + QA =1 (an) z=1 
e isto é satisfeito selecionando-se: 
R(1)=P(1) e Q(1)=o 
A condição sobre o polinômio Q(z'1) é satisfeita adotando-se Q(z"1) da seguinte 
forma: 
Q®*)=ÀU-Z“) 
O polinômio R(z"1) é especificado de forma a garantir erro em regime nulo para uma 
referência em degrau. Esta condição é satisfeita selecionando-se R(z'1) na forma mais 
simples, ou seja, a de um escalar. 
R(z`1) = T0 = P(1) 
É interessante observar que, supondo o atraso conhecido e exato, este é completa- 
mente eliminado da equação característica em malha fechada (PB + QA). Esta é uma 
característica do controle preditivo de variância mínima generalizada cuja previsão é feita 
exatamente sobre o valor do atraso. 
Diferentes polinômios de P(z"1) e Q(z`1) levam a diferentes equações características. 
Logo, um dos critérios para a escolha de tais polinômios é o de se obter um determinado 
conjunto de pólos em malha fechada. Tal escolha é uma forma de se especificar deter- 
minados comportamentos do sistema tais como: sobreelevação, tempo de estabilização 
etc. [42], [61]. 
A versão adaptativa de um algoritmo de controle indireto que implementa o controla- 
dor de variância mínima generalizada é:
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(i) Obter as medidas do processo: y(t) e u(t) 
(ii) Estimar os parâmetros do sistema 
(iii) Calcular E e G pela identidade polinomial 
P0 = AE + z¬fG 
(iv) Calcular e aplicar a lei de controle dada na equação (4.13) 
(v) Repetir os passos acima para cada período de amostragem 
O projeto deste controlador é baseado no conhecimento a priori do valor do atraso de 
transporte do sistema. É necessário que o atraso de transporte seja corretamente selecio- 
nado. Valores incorretos de d podem instabilizar o controle ou causar erros de regulação. 
A lei de controle depende dos parâmetros do sistema a controlar, sendo necessária uma 
estimação ”on-line” para sistemas com parâmetros variantes [13], [61]. 
4.3 Controlador Preditivo Generalizado 
O controlador preditivo generalizado é uma técnica com horizonte estendido e que realiza 
a previsao da saída da planta sobre um horizonte de tempo maior que o máximo atraso 
de transporte da planta. A previsão depende tanto de sinais de controle passados quanto 
dos futuros. 
Para o projeto da lei de controle admite-se o processo representado por um modelo 
discreto CARIMA (”Controlled Auto-Regressive Integrated Moving-Average”): 
A<z*›zz‹f› = B<z-me - 1) + Êlz-"1)é‹f› (418) 
onde os polinômios A(z"1), B(z"1) e C(z"1) são definidos por: 
A(z`1) = 1 + a1z`1 + azz`2 + + a,,,,z`"“ 
B(Z_1) = bg -l- b1Z_1 + + bnbZ_nb 
C(z`1) = 1 + c1'z`1 + + cncz`"° 
Se a planta tem um atraso de transporte diferente de zero, os primeiros elementos do 
polinômio B(z“1) são zero. Na equação (4.18), y(t) é a variável mensurável, u(t) é o sinal 
de controle, 5 (t) é uma sequência ruído branco com média zero e A é (1 -z'1). O operador
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A garante ação integral no controlador de modo a cancelar o efeito da perturbação e 
garantir erro em regime nulo. 
O controlador preditivo generalizado utiliza um algoritmo explícito no qual os 
parâmetros do processo são primeiro estimados e então utilizados para calcular os 
parâmetros do controlador. Para permitir atrasos de transporte desconhecidos, a ordem 
do polinômio B (z”1) é incrementada. 
A lei de controle minimiza a seguinte função custo: 
N2 Nu 
Je, 1:) = â {jš1)y‹¢ +1) - na +â)12 + Àjg1)Au‹›f +1-1)12} 
sujeito a: (419) 
Au(t+j) = 0 para j = Nu, ...,Nz 
onde N1 é horizonte mínimo de previsão, N2 é horizonte máximo de previsão, Nu é hori- 
zonte de controle e z\ é a sequência de ponderação da ação de controle. 
Para resolver o problema da minimização da equação (419), deve-se calcular um con- 
junto de saídas preditivas j passos a frente, 3,/(t + j) para j = N1, ...,N2, baseado nas 
informações conhecidas no tempo t e nos valores futuros do controle incremental. Esta 
previsão envolve o uso da seguinte equação: 
C'(z`1) = E,~(z`1)A(z`1)A + z`jF,~(z'1) (4.20) 
onde os polinômios EJ- e Fj são definidos a partir do conhecimento de A(z“1), C(z'1) e o 
intervalo de previsão j. 
O sistema descrito pela equação (4.18) pode ser equivalentemente representado por: 
A(z`l)Ay(t) = B(z`1)Au(t - 1) + C(z`1)§(t) (4.21) 
e, utilizando a equaçao (4.20), tem-se: 
ye +1) = -É-§j%Í§zz<t +1 - 1) + Em: +1) + ¶1Íf,,-A-ê‹t) (422) 
Subtituindo §(t) da equação (4.2l) na equação (4.22) obtém-se: 
ye +1) = ¡äT)y(ú) + ÊÉ'/,I-:(3/:f_Í;)1-)Az)(z: +1 - 1) + E,~¿(ú + j) (423)
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O último termo da equação (4.23) contém informação que é independente dos sinais mensuráveis em t. A previsão de 3/(t + j) emprega medidas conhecidos em t. Portanto, 
tem-se: 
ga +1) = ¡(%)y(z) + ~Au(ú +1' _ 1) (424) 
Na equação (4.24), z)(t + j) é função dos valores dos sinais conhecidos em t e também 
das entradas de controle futuras que devem ser calculados. Então, utiliza-se uma segunda 
identidade polinomial para separar os valores passados e futuros do controle, isto é: 
E¡(z`1)B(z`1) = G,~(z`1)C'(z`1) + z`jl"¡(z`1) (4.25) 
que produz a seguinte expressão de previsão 
Ú(É = ~y(Ê) + G'¡'A'U(É +_Í _ 1) + - 1) (426) 
ou equivalentemente 
z7(t +j) = G,~(z-1)Au(t + j - 1) + z)(t + j/t) (4.27) 
onde z](t + j/t) é a previsão da resposta livre de y(t + j), assumindo que os controles 
incrementais futuros depois de (t - 1) são zero. 
;j(t + j/t) = 6553?)-Au(t - 1) + ~y(t) (4.28) 
Por questão de simplicidade o termo (z`1) é omitido no desenvolvimento do GPC. 
Manipulando-se as equações (4.20) e (4.25) obtém-se: 
B(AA)-1 = GJ. + z-1`1¬,zc-1 + z'fBF,~(AAC)'1 (429) 
Assim, observa-se que Gj contém os primeiros j parâmetros, g,-, da função de trans- 
ferência do modelo da planta B /AA. 
Seja o vetor f composto pelas previsões da resposta livre, isto é: 
f = l22(f+1/t),1)(f+2/É),---,z?(f+Nz/t)lT (4-30)
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onde obtém-se as previsões de g)(t + lc), para k = 1, ..., N2, assumindo que u(t + k) = O 
para ls = 0, ...,Nz - 1. 
Definindo o vetor de controle incremental futuro, ü, por: 
ú = [Au(ú), Au(zf + 1), Au(z + Nu _ 1)]T (431) 
onde Au(t + j) = O para j 2 Nu, e o vetor de saídas preditivas da planta controlada 
Z? 
= lÚ(t + 1), l?(t + 2), ---› ?3(f + N2)lT (4-32) 
pode-se reescrever a equação (4.27) de acordo com a equação (4.33): 
gy = Gú + f (433) 
onde a matriz G' é composta dos parâmetros da resposta impulsiva, gi, do modelo da 
planta B /AA. 
go 0 ' O 
91 90 ' 0 
G: . . . 
QN..-1 9N.;-2 90 
9Nz-1 9Nz-2 9Nz-N.. 
A matriz G é triangular inferior, de dimensão (N2 × Nu), leva em conta a suposição 
sobre Au(t + j) = O para j 2 Nu e considera N1 igual a 1. O efeito de alterar o valor de 
N¡ é apagar as linhas superiores da matriz G. Também o primeiro parâmetro atrasado 
da resposta impulsiva é go, desde a suposição do atraso de transporte da plante igual a 1. 
Se o atraso é maior que 1, as primeiras d - 1 filas de G serão nulas, mas se N1 é assumido 
a ser igual a d os primeiros elementos são não-nulos [16]. 
A minimização de J resulta no seguinte vetor de controle incremental: 
ú = (GTG + ÀI)-1GT(y,. _ f) (434) 
onde yr é o vetor do sinal de referência definido por: 
yr : [Í/'r(t+1-)›Ê/r(t+2)›---›yr(t+N2)]T
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O primeiro elemento de ú é Au(t), e o controle atual, u(t), é dado por: 
HU) = u(t - 1) + gT(z/T - f) (4.3ô) 
onde gT é'a primeira fila de (GTG + /\I)"1G'T. A ação de controle apresenta ação integral 
e proporciona erro em regime nulo para uma referência constante, y,.(t + = y,. 
A equação (4.34) produz um controle incremental futuro de t até (t + Nu - 1) como uma estratégia em malha aberta baseada na informação disponível no instante t. O 
mecanismo utilizado para fechar a malha e forçar um controle realimentado no GPO para 
implementar somente o primeiro elemento de 11, isto é, Au(t), e então recalcular a solução 
do problema de controle ótimo para o próximo passo utilizando medidas disponíveis em 
(t + 1) na especificação de f. Este procedimento é denominado como ”Receding Horizon 
Control” 
Para aplicar o controlador preditivo generalizado, é adotado o seguinte algoritmo, onde 
a cada iteração os seguintes passos são realizados [17]: 
(i) Obter as medidas do processo: y(t) e u(t) 
(ii) Utilizar um algoritmo de estimação para encontrar os parâmetros do modelo 
”CARIMA” 
(iii) Calcular o vetor y, . 
(iv) Avaliar os parâmetros gi do modelo, como elementos da matriz G 
(v) Calcular a equação (4.34), de acordo com a seleção do usuário para [N1, N2, Nu, z\], 
para fornecer o vetor de controle incremental futuro, 21 
(vi) Aplicar a planta o primeiro elemento de controle de ú 
W) = v›(t - 1) + 9T(1/T - f) 
(vii) Repetir os passos acima para cada período de amostragem 
O GPC pode ser utilizado ou para o controle de plantas ”simples” (por exemplo, 
estáveis em malha aberta) com pouco conhecimento a priori ou em plantas complexas tais 
como fase não-mínima, instáveis em malha aberta e com atraso de transporte variante no 
tempo [16]. A 
Simulações realizadas sobre uma variedade de modelos de plantas, incluindo processos 
estáveis, instáveis, fase não-mínima e com atraso de transporte variante no tempo, têm 
mostrado a importância na seleção de N1, N2 e Nu no comportamento dinâmico do pro~ 
cesso controlado. A seguir, apresenta-se os procedimentos para seleção dos parâmetros de 
projeto do GPC [16], [66].
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(i) N11 Horizonte mínimo de previsão 
Se 0 atraso de transporte é exatamente conhecido, o valor de N1 pode assumir este 
valor, ou maior, para minimizar o tempo de computação. Se d não é conhecido ou 
variante, N1 pode ser fixado em 1, sem perda de estabilidade e o grau do polinômio 
B(z“1) é aumentado para abranger todos os possíveis valores de d. 
(ii) N2: Horizonte máximo de previsão 
Nz é selecionado de forma a englobar toda a resposta afetada significativamente 
pela entrada atual, devendo ser maior que o grau de B(z"1). Usualmente, utiliza-se 
valores próximos ao tempo de subida da planta. 
(iii) Nu: Horizonte de controle 
Para uma planta simples (estável em malha aberta porém com possível atraso de 
transporte e fase não-mínima), um valor de Nu igual a 1 proporciona um controle 
adequado. O incremento de Nu torna o controle e a correspondente resposta da saída 
mais ativa até o ponto onde qualquer incremento adicional faz pouca diferença. Um 
L 
incremento em Nu é mais apropriado para sistemas complexos e sendo igual ao 
O' número de pólos instáveis. 
nr 4.4 Conclusao 
Neste capítulo apresentou-se 0 desenvolvimento matemático, os algoritmos adaptativos e 
as principais características dos controladores de variância mínima generalizada e preditivo 
generalizado. 
Algumas das características discutidas foram: 
(i) O GMV proposto em [13] para uma planta com atraso de transporte conhecido 
pode ser visto como um caso especial do GPO no qual os horizontes mínimos e 
máximos de previsão, N1 e N2, são fixados para d e somente o sinal de controle u(t) 
é avaliado. Este método é sempre robusto para uma sobre-parametrização na ordem 
do modelo, mas estabiliza uma certa classe de plantas de fase não-mínima para o 
qual a ponderação de controle, À, deve ser selecionada com cuidado. Além disso, 
o GMV é sensível para atrasos de transporte variantes a menos que À seja grande, 
com correspondente controle inadequado. O GPO compartilha as propriedades de 
robustez do GMV sem suas limitações [17]. 
(ii) O GPO pode tratar diferentes problemas de controle, sobre uma ampla faixa de 
plantas, com um número viável de variáveis de projeto no critério. Estas variáveis 
devem ser especificadas pelo usuário dependendo do conhecimento da planta, dos 
objetivos de controle e das limitações. O GPC tem sido utilizado em várias apli- 
cações industrias e tem mostrado um adequado comportamento e um certo grau 
de robustez com respeito à sobre-parametrização e o conhecimento inadequado do 
atraso
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No capítulo 5 são realizadas algumas simulações com o GMV e o GPC, com e sem a 
utilização das técnicas de deteção e compensação do atraso de transporte.
Capítulo 5 
Resultados de Simulação 
5. 1 Introdução 
Neste capítulo são apresentados os resultados de simulação com dois processos diferentes: 
um processo de primeira ordem estável e um processo de segunda ordem estável e de fase 
mínima. Os processos são considerados com parâmetros fixos, desconhecidos e com atraso 
de transporte variante. 
Inicialmente, para cada um dos processos, simula-se as técnicas de compensação e 
detecção do atraso de transporte vistas no capítulo 3. A seguir, são simulados os con- 
troladores de variância mínima generalizada e preditivo generalizado aplicados a cada 
processo. Por último, avalia-se os controladores com as técnicas de compensação e de- 
tecção do atraso de transporte. 
Para todas as simulações é utilizado como sinal de entrada uma onda quadrada de 
amplitude um (1) e período 120 segundos. 
O desempenho transitório e em regime apresentado por cada técnica é muito sensível 
ao ajuste dos parâmetros de projeto do controlador e ao tipo de processo controlado. 
Portanto, deve-se salientar que é dada mais ênfase ao comportamento dos algoritmos em 
relação à incerteza no valor do atraso do transporte do sistema que é o principal objetivo 
do trabalho. 
5.2 Processo de Primeira Ordem 
Considera-se a unidade de laboratório de controle de processos da Bytronic, utilizada para 
simular processos de controle de fiuxo [56]. O modelo do sistema de controle de fluxo é
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dado pela função de transferência em tempo contínuo [56]: 
1.4e"9” G = (8) 1.15 + 1 
A função de transferência discretizada com período de amostragem de um segundo 
(T8 = 1 seg), incluindo o segurador de ordem zero, é dada por: 
-(‹i+1) 
G(z_1) Z 
1 - 0.4030z 
e a equação a diferenças que representa um sistema estável é dada por: 
y(k) = 0.4030y(k - 1) + 0.8360u(I<: - d - 1) 
Para as simulações o atraso de transporte comporta-se de acordo com: 
d_ 2 para0§l<:§200 
3 parak>200 
Nas simulações projeta-se o controlador de variância mínima generalizada para um 
atraso de transporte fixo d = 2. O controlador preditivo generalizado é sintonizado 
considerando o horizonte mínimo de previsão, N1, unitário. As tabelas (5.1) e (5.2) 
mostram os parâmetros de projeto dos controladores. 
5.2.1 Avaliação das Técnicas de Compensação e Detecção 
A figura (5.1) mostra o desempenho da técnica do polinômio estendido. Quando o atra- 
so de transporte é 2, o parâmetro estimado bz converge para o valor real, enquanto os 
parâmetros estimados bl e bg convergem para zero. Portanto, dado que o parâmetro esti- 
mado b2 é diferente de zero e os demais parâmetros estimados em B (z"1) tendem a zero, 
tem-se que o atraso de transporte estimado é 2. Quando o atraso de transporte varia para 
3, o parâmetro estimado bg converge para o valor real, enquanto os parâmetros estimados 
bl e bz convergem para zero. Assim, dado que o parâmetro estimado bg é diferente de 
zero e os demais parâmetros estimados em B(z`1) tendem a zero, tem-se que o atraso 
de transporte estimado é 3. Assim, o atraso de transporte é devidamente compensado 
através desta técnica, porém a convergência dos parâmetros estimados do processo é lenta.
Té°“i°a P‹z-1) Q‹z~1› R‹z-1› A 
Padrão 
1 M1 _ Z-1) 1 3 
Polinômio estendido 
1 M1 __ z-1) 
W 
1 3 
Compensador de 
Chien/Seborg/ 
1 M1 _ z-1) 1 1.5 Mellichamp 
Mínimos quadrados 
recnrsivo com atraso 
1 M1 _ Z-1) 1 0_5 variavel 
Estimador de _1 
regressão variável 1 ›*(1 _ Z ) 1 O-5 
Tabela 5.1: Parâmetros de projeto do GMV 
Técnica NI N2 Nu À 
Pa.d1'ã.0 
1 5 1 0_ 5 
Polinômio estendido 
1 8 1 0_ 5 
Mínimos quadrados 
recnrsivo com atraso 
1 10 1 0_8 variavel 
Estimador de 
regressão variável 1 8 2 0-6 
Tabela 5.2: Parâmetros de projeto do GPO
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Figura 5.1: Técnica do Polinômio Estendido 
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As figuras (5.2) e (5.3) mostram o desempenho da técnica dos mínimos quadrados 
recursivo com atraso variável. Através desta técnica, os parâmetros do processo e 0 
atraso de transporte são estimados corretamente, mas apresenta uma convergência lenta. 
Além disto, o atraso de transporte começa a ser estimado corretamente quando o sinal de 
entrada muda em amplitude. 
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A figura 5.4 mostra o desempenho da técnica do estimador de regressão variável 
Através desta técnica, os parâmetros do processo e o atraso de transporte são estimados 
corretamente, mas também apresenta uma convergência lenta. Além disto, o atraso de 
transporte é estimado quando o sinal de entrada muda em amplitude. 
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5.2.2 Controlador de Variância Mínima Generalizada 
A figura (5.5) mostra o desempenho do GMV padrão. Quando a ponderação de controle 
é ajustada em 3, a saída do sistema é sub-amortecida tanto para atraso de transporte 2 quanto para 3. O sistema apresenta um maior overshoot e oscilação quando o atraso de 
transporte é 3. Neste caso o controlador mostra-se robusto para a mudança do atraso de 
transporte. 
Observou-se em outras simulações que diminuindo-se a ponderação do controle, 0 
controlador não estabiliza o sistema após a mudança no atraso. 
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As figuras (5.6) e (5.7) mostram o desempenho do GMV com a técnica do polinômio 
estendido. A saída do processo é sub-amortecida quando o atraso de transporte é 2, valor 
para o qual é projetado 0 controlador GMV. Quando o atraso de transporte varia para 3, 
a saída do sistema torna-se oscilatória. 
O atraso de transporte é compensado corretamente. A convergência dos parâmetros 
é lenta, o que compromete o desempenho do controlador. Isto pode ser verificado se o 
desempenho obtido neste caso é comparado com o desempenho do controlador GMV sem 
nenhuma técnica de compensação. 
Foi observado em outras simulações que diminuindo-se a ponderação do controle, o 
controlador não estabiliza o sistema após a mudança no atraso. 
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A figura (5.8) mostra o desempenho do GMV com a técnica do compensador de 
Chien/Seborg/Mellichamp. Neste caso, o controlador é projetado para um atraso unitário 
e todas as variações no atraso são absorvidas (compensadas) pelo polinômio B (z'1) es- 
tendido. 
A saída do processo é sobre-amortecida quando o atraso de transporte é 2, apresen- 
tando um overshoot nas primeiras amostras. Quando o atraso de transporte varia para 3, 
a saída do sistema torna-se sub-amortecida. O controlador mostra-se robusto à variação 
no atraso de transporte. 
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A figuras (5.9) e (5.10) mostram o desempenho do GMV com a técnica dos ' ' minimos quadrados recursivo com atraso variável. A saída do sistema é sub-amortecida, apre- 
sentando maior overshoot e oscilação quando o atraso de transporte é 3. O controla- 
dor mostra-se robusto à variação no atraso de transporte. O atraso de transporte e os 
a ^ t " p rame ros do processo sao devidamente estimados. 
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A figura (5.11) mostra o desempenho do GMV com a técnica do estimador de regressão 
variável. A saída do sistema é sub-amortecida, apresentando maior overshoot e oscila ãoÇ quando o atraso de transporte é 3. O controlador mostra-se robusto à variação no atraso d ' ` e transporte. O atraso de transporte não e estimado corretamente. 
Ao diminuir a ponderação do controle há uma queda no desempenho do controlador, 
aparecendo na saída do sistema oscilações indesejáveis, como mostrado na figura (5.12). Neste caso o atraso de transporte é estimado corretamente. 
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5.2.3 Controlador Preditivo Generalizado 
A figura (5.13) mostra o desempenho do GPC padrão. A saída do sistema é amortecida quando o atraso de transporte é 2, apresentando um overshoot nas primeiras amostras O sistema torna-se oscilatório quando o atraso de transporte varia para 3, isto devido a que o horizonte mínimo de previsão, N1, é fixado em 1. 
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As figuras (5.14) e (5.15) mostram o desempenho do GPO com a técnica do polinõmio 
estendido. A saída do sistema é amortecida quando o atraso de transporte é 2, tornando- 
se sub-amortecida quando o atraso de transporte varia para 3. O controlador mostra-se 
robusto à variação no atraso de transporte. Os parâmetros do processo e o atraso de 
transporte são devidamente estimados. 
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As figuras (5.16) e (5.17) mostram o desempenho do GPC com a técnica dos mínimos 
quadrados recursivo com atraso variável. A saída do sistema é amortecida quando o atraso 
de transporte é 2, tornando-se oscilatória e instável quando o atraso de transporte varia 
ara 3. O controlador não estabiliza o sistema a ós a mudan a no atraso de trans orte. P P 
Os arâmetros do rocesso e o atraso de transporte são devidamente estimados.P 
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A figura (5.18) mostra o desempenho do GPC com a técnica do estimador de regressão 
variável. A saída do sistema é sub-amortecida quando o atraso de transporte é 2, tornando- 
se oscilatória e instável quando o atraso de transporte varia para 3. O controlador não 
estabiliza o sistema após a mudança no atraso de transporte. O atraso de transporte é 
estimado corretamente. 
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5.3 Processo de Segunda Ordem 
Considera-se o processo de segunda ordem dado pela função de transferência em tempo 
continuo [12], [58]: 
6-Gs 
Gt” = zT+Wz~1T› 
A função de transferência discretizada com período de amostragem de um segundo 
(T, = 1 seg), incluindo o segurador de ordem zero, é dada por: 
(0.o279 + o.o234z-1) z-<d+1> G -1 = (Z ) 1-1.õ35oz-1+o.5sõõz-2 
e a equação a diferenças que representa um sistema estável e de fase mínima, é dada por: 
y(k) = 1.5350y(k - 1) - 0.5866y(k - 2) + 0.02797u(k - d - 1) + 0.0234u(k - d - 2) 
Para as simulações o atraso de transporte comporta-se de acordo com: 
d_ 1 para0§k5200 
2 parak>20O 
Para as simulações projeta-se o controlador de variância mínima generalizada para um 
atraso de transporte d = 1. O controlador preditivo generalizado é sintonízado conside- 
rando o horizonte mínimo de previsão, N1, unitário. As tabelas (5.3) e (5.4) mostram os 
parâmetros de projeto dos controladores. 
5.3.1 Avaliação das Técnicas de Compensação e Detecção 
A figura (5.19) mostra o desempenho da técnica do polinômio estendido. O atraso de 
transporte é devidamente compensado, porém a convergência dos parâmetros estimados 
do processo é lenta.
Té°“Í°a P‹z~1› Q‹z-1› R<z~1› À 
Padrão 
1 À(1- z'1) 1 0.1 
Polinômio estendido 
1 M1 _ z-1) 1 3_5 
Compensador de 
Chien/Seborg/ 
1 ›\(1 
__ Z-1) 1 2 
Mellichamp 
Mínimos quadrados 
recnrsivo com atraso 
1 ›\(1 
_ Z-1) 1 0_5 
variavel 
Estimador de _1 
regressão variável 1 ›\(1 ” Z ) 1 0'5 
Tabela 5.3: Parâmetros de projeto do GMV 
Tecnica NI N2 Nu À 
Padfã° 
1 10 1 0.1 
Polinômio estendido 
1 10 1 (15 
Mínimos quadrados 
recursivo com atraso 
1 5 1 0_5 variável 
Estimador de 
regressão variável 1 5 1 0'5 
Tabela 5.4: Parâmetros de projeto do GPC
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As figuras (5.20) e (5.21) mostram o desempenho da técnica dos mínimos quadrados 
recursivo com o atraso variável. Através desta técnica os parâmetros do processo e o 
atraso de transporte são estimados corretamente, mas apresenta uma convergência lenta. 
Além disto, o atraso de transporte começa a ser estimado corretamente quando o sinal de 
entrada muda em amplitude. 
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72 
1 
I I
/ 
a2-
O 
-_1- a1 
I I I
I ______ _.__.____._________
I I I 
Vl _2 I 
O 50 100 
(103 I . 
150 200 250 
| 
amostfagem
I 
300
| 
350 400 
0.02 -
E 
0.01 -
L
I 
O I 0 50 100 
0.06 I | 
150 200 250 300
I 
350 400 
0.04 -N 
.ca 
amOSÍfaQem 
I I I I 
0.02 ~
f 
O 1 | 0 50 100 
' 
I I 
1 50 200 250 
amostragem 
300 350 400 
0.02 - 
co .cz 
0.01 - 
O ' LP* 
| I I 
O 50 1 OO I I 1 50 200 250 amostragem
1 300 r 350 400 
..I"L 
I I I I I I I
I 
I I V I I O 50 1 OO 1 50 200 250 amostragem
v 30° v 350 400 
Figura 5.21: Técnica dos Mínimos Quadrados Recursivo com o Atraso Variável
73 
A figura (522) mostra o desempenho da técnica do estimador de regressão variável. 
Através desta técnica, os parâmetros do processo e o atraso de transporte são estimados 
corretamente, mas apresenta uma convergência lenta. Além disto, o atraso de transporte 
é estimado quando o sinal de entrada muda em amplitude. 
sa'da 
en 
ada 
100 
1 I I f: 
l O KI _-¡ I I O 50 fl ¬. 1 50 200 250 amostragem (4)OO 350 400 
I . I 
.Ia UIW 
dealdes 
-i~›`:› 
._ 
"""`] 
9.° om 
I I 
I
I
A
1 so 100 
0 I I 
I I I 
1 50 200 250 amostragem 300 350 
$-1- 
\ I I I I
I I I I I _2 I 
0 50 1 00 
0.04 I | 
1 50 200 250 
amostragem 
300 350 400 
E 0.02 I-
| 
I I 
" 
'I 
I I I 
I
I O I 0 50 100 150 200 .250 300 350 400 
0.06 I | 
0.04 - 
GI 'Q -i\ 
amostragem 
I I I 
0.02 -
I I I I O I 0 50 1 O0 150 200 250 
amostragem 
300 350 
Figura 5.22: Técnica do Estimador de Regressão Variável 
400
74 
5.3.2 Controlador de Variância Mínima Generalizada 
A figura (5.23) mostra o desempenho do GMV padrão. A saída do processo é sub- 
amortecida quando o atraso de transporte é 1, valor para o qual é projetado o controlador GMV. O controlador não estabiliza o sistema após uma mudança no valor do atraso para 
este tlpo de processo. 
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As figuras (5.24) e (5.25) mostram o desempenho do GMV com a técnica do polinômio 
estendido. A saída do processo é sub-amortecida quando o atraso de transporte é 1. O 
controlador não estabiliza o sistema após uma mudança no valor do atraso para este tipo 
de processo. O atraso de transporte é compensado corretamente mas a convergência dos 
parâmetros é lenta. 
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A figura (526) mostra o desempenho do GMV com a técnica do compensador de 
Chien/Seborg/Mellichamp. Neste caso, o controlador é projetado para um atraso unitário 
e todas as variações no atraso são absorvidas (compensadas) pelo polinômio B(z`1) es- 
tendido. A saída do processo é arnortecida quando 0 atraso de transporte é 1. Quando o 
atraso de transporte varia para 2, a saída do sistema torna-se sub-amortecida. Assim, o 
controlador é robusto para mudanças do atraso de transporte. 
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As figuras (5.27) e (5.28) mostram o desempenho do GMV com a técnica dos mínimos quadrados recursivo com atraso variável. A saída do sistema é sub-amortecida quando o 
atraso de transporte é 1. O controlador não estabiliza o sistema após uma mudança no 
valor do atraso para este tipo de processo O at d . raso e transporte e os parâmetros do 
processo são devidamente estimados. 
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A figura (5.29) mostra o desempenho do GMV com a técnica do estimador de regressão 
variável. A saída do sistema é sub-amortecida quando o atraso de transporte é 1 O 
controlador não estabiliza o sistema após uma mudança no valor do atraso para este tipo 
de processo. O atraso de transporte é devidamente estimado.
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5.3.3 Controlador Preditivo Generalizado 
A figura (5.30) mostra o desempenho do GPC padrão. A saída do proceso é amortecida 
quando o atraso de transporte é 1, apresentando um overshoot nas primeiras amostras O 
controlador é robusto ante as mudanças do atraso de transporte para este tipo de processo 
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t 
Aãfâgurís (5.31) e (5.32) mostram o desempenho do GPC com a técnica do polinômio 
es . ' ' ' ' en 1 o saida do sistema e amortecida tanto para o atraso de transporte de 1 quanto 
de 2, apresentando um overshoot no momento da variação do atraso O control d . a or 
mostra-se robusto ante as mudanças no atraso de transporte. A variação do atraso de 
transporte é absorvida pelo polinômio estendido B(z"1). 
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AS figuras (503) e (5.34) mostram o desempenho do GPC com a técnica dos mínimos 
quadrados recursivo com atraso variável. A saída do sistema é sub'-amortecida tanto para 
o atraso de transporte de 1 quanto de 2. O controlador é robusto ante as muda d nças o 
atraso de transporte. Quando o atraso de transporte é 2, a saída apresenta um maior 
overshoot. Os parâmetros do processo e o atraso de transporte são devidamente estimados. 
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A figura (5.35) mostra o desempenho do GPC com a técnica do estimador de regressão 
variável. A saída do sistema é sub-amortecida tanto para o atraso de transporte de 1 
quanto de 2. O controlador é robusto ante as mudanças do atraso de transporte. Quando 
o atra d t ' ' ` ' so e ransporte e 2, a saida apresenta um maior overshoot e oscilação. O atraso 
de transporte é estimado corretamente. 
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5.4 Conclusão 
Neste capítulo foram apresentados os resultados de simulação sobre dois processos dife- 
rentes: um processo de primeira ordem e outro de segunda ordem. Os processos foram 
considerados com parâmetros fixos, desconhecidos e com atraso de transporte variável. 
Inicialmente avaliou-se o desempenho das técnicas de compensação e detecção de atra- 
so de transporte: polinômio estendido, estimador de regressão variável e mínimos quadra- 
dos recursivo com atraso variável. 
Os controladores de variância mínima generalizada e preditivo generalizado foram 
implementados com e sem a utilização das técnicas de compensação e detecção do atraso. 
Os parâmetros do processo e o atraso de transporte foram estimados corretamente uti- 
lizando a técnica do polinômio estendido, mas apresentaram convergência lenta. Quando 
0 atraso de transporte mudou, o controlador de variância mínima generalizada com esta 
técnica tornou o sistema de primeira ordem oscilatório e o sistema de segunda ordem 
instável. Por outro lado, o controlador preditivo generalizado utilizando esta técnica 
superou as variações no atraso de transporte (maior robustez). 
O atraso de transporte e os parâmetros do processo foram estimados devidamente 
através da técnica dos mínimos quadrados recursivos com atraso variavel. A convergência 
do atraso e dos parâmetros foi lenta. O controlador de variância mínima generalizada 
utilizando esta técnica tornou o processo de segunda ordem instável, e o controlador 
preditivo generalizado tornou o sistema de primeira ordem instável, quando o atraso de 
transporte variou. 
A técnica de compensação de Chien/Seborg/Mellichamp foi implementada com o con- 
trolador de variância mínima generalizada. O controlador superou adequadamente as 
variações no atraso de transporte. Neste caso, foi projetado o controlador com atraso 
unitário, e todas as variações no atraso foram absorvidas (compensadas) pelo polinômio 
B(z'1) estendido. 
Através da técnica da regressão variável foram estimados adequadamente o atraso de 
transporte e os parâmetros do processo. Porém, apresentou uma lenta convergência. No 
caso do controladores de variância mínima generalizada, a estimação correta do atraso 
de transporte através da técnica da regressão variável compromete o desempenho do 
controlador.

Capítulo 6 
Conclusões 
Os processos que apresentam atraso de transporte estão presentes em diversas areas da 
indústria, tais como: química, metalúrgica, hidráulica, biológica e outras. Se o atraso é 
grande se comparado com a constante de tempo da planta ou é variante no tempo, então 
o controle do processo é uma tarefa difícil e os métodos de controle clássicos apresentam 
limitações de desempenho. 
Neste trabalho foi realizada uma breve revisão da aplicação e evolução das técnicas 
de controle para tratar processos com atraso de transporte. A definição do termo atraso 
de transporte foi ilustrada em um exemplo de um sistema físico. Foram apresentadas as 
técnicas clássicas para tratar processos com atraso de transporte. Também foram mostra- 
das as técnicas para compensação e detecção do atraso, e os conceitos básicos referentes 
ao projeto dos controladores de variância mínima generalizada e preditivo generalizado. 
O desempenho destas técnicas foi verificado através de simulações. 
O compensador preditor de Smith e o compensador de Dahlin são técnicas clássicas 
de controle ue tratam rocessos com atraso de trans orte mas têm a desvanta em de P › 
precisar conhecer a priori o atraso de transporte e não superam este quando é variante. 
O com ensador de Vo el e o com ensador or aloca ão de ólos ossuem uma estruturaP 
especial para tratar processos com atraso de transporte variante. 
A técnica do polinômio estendido é uma técnica de compensação do atraso de trans- 
porte. É simples de implementar mas apresenta um aumento nos parâmetros a estimar 
conforme a variação no atraso de transporte aumenta. Portanto, proporciona um aumen- 
to no tempo de processamento, sendo uma técnica não atrativa para processos onde o 
atraso de transporte apresenta grandes mudanças. Nas simulações realizadas neste tra- 
balho, o atraso de transporte foi devidamente compensado através desta técnica, porém 
apresentou uma convergência lenta na estimação dos parâmetros. 
O compensador de Chien/Seborg/Mellichamp é outra técnica de compensação do atra- 
so. Utiliza a síntese do controlador de variância mínima generalizada com o compensador
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de Vogel. E necessária a estimação de um número maior de parâmetros, que é tanto maior 
quanto maior é a faixa de variação do atraso, deteriorando a qualidade das estimativas. 
A técnica dos mínimos quadrados recursivo com atraso variável estima simultanea- 
mente os parâmetros do processo e o atraso de transporte. As estimações são realizadas 
modificando o estimador dos mínimos quadrados recursivo, não precisando do conheci- 
mento a priori do atraso de transporte. São projetados dois estimadores em paralelo, 
um para estimar o valor do atraso de transporte, e outro para estimar os parâmetros do 
processo utilizando o atraso estimado no primeiro. O esforço computacional desta técnica 
é elevado. 
O estimador de regressão variável estima recursivamente os parâmetros do processo e o 
atraso de transporte sem nenhum conhecimento a priori deste último. O algoritmo divide- 
se em duas etapas. Inicialmente são estimados os parâmetros do processo assumindo que 
o último atraso estimado é correto. A seguir, é estimado o atraso de transporte assumindo 
que as últimas estimativas dos parâmetros são corretas. 
Nas simulações realizadas com a técnica dos mínimos quadrados recursivo com atraso 
variável e o estimador de regressão variável, os parâmetros do processo e o atraso de 
transporte foram estimados corretamente, mas a convergência foi lenta. O atraso de 
transporte começou a ser corretamente estimado quando o sinal de entrada mudou em 
amplitude. 
O controlador de variância mínima generalizada (GMV) é uma estratégia de controle 
que minimiza a variância de uma saída auxiliar do sistema. O controle em cada instante 
é obtido como uma função das medidas da saída, do controle e da referência em instan- 
tes anteriores. A lei de controle depende dos parâmetros do sistema a controlar, sendo 
necessária uma estimação ”on-line” para sistemas com parâmetros variantes. Embora o 
controlador permita atualizações em seus parâmetros de forma a acomodar mudanças no 
ganho e nas constantes de tempo do processo, é projetado para um atraso de transporte 
fixo e conhecido. O sistema em malha fechada pode tornar-se instável se o atraso de 
transporte apresentar variações durante a operação do sistema ou se não coincidir com o 
atraso real. A complexidade do controlador aumenta com o aumento no valor do atraso. 
O GMV pode ser adaptado para acomodar mudanças no atraso de transporte do siste- 
ma, acrescentando-se ao algoritmo original estratégias para a compensação ou detecção 
(estimação) do valor do atraso. 
Nas simulaçoes com o processo de primeira e segunda ordem, o GMV com a técnica 
do polinômio estendido não estabilizou o sistema após uma mudança no valor do atraso. 
Com a técnica do compensador de Chien/Seborg/Mellichamp, o GMV mostrou-se robusto 
ante variações do atraso de transporte para ambos os processos simulados. O GMV 
com a técnica dos mínimos quadrados recursivo com atraso variável mostrou-se robusto 
para o sistema de primeira ordem. O controlador não estabilizou o sistema de segunda 
ordem. Com o estimador de regressão variável, a estimação correta do atraso de transporte 
comprometeu o desempenho do controlador GMV, para o processo de primeira ordem. 
Quando o atraso foi corretamente estimado, o controlador não estabilizou o sistema após
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a mudança no atraso, para ambos os processos. 
O controlador preditivo generalizado (GPO) é uma extensão do GMV com filosofia de 
horizonte estendido. O controlador prediz mudanças na variável controlada que podem 
acontecer no futuro, usando o conhecimento presente do sistema. Utiliza um algorit- 
mo explícito no qual os parâmetros do processo são estimados, para depois calcular os 
parâmetros do controlador. Para permitir atrasos de transporte desconhecidos, o hori- 
zonte mínimo de previsão, N1, pode ser fixado em 1, sem perda da estabilidade e a ordem 
do polinômio estimado B (z'1) incrementada para abranger todos os possíveis valores do 
atraso. 
O GPO com a técnica do polinômio estendido mostrou-se robusto ante as variações 
no atraso de transporte, para os dois processos simulados. Com a técnica dos mínimos 
quadrados recursivo com atraso variável, o GPO não estabilizou o processo de primeira 
ordem. Para o processo de segunda ordem, mostrou-se robusto ante as mudanças no atraso 
de transporte. O GPC com o estimador de regressão variável não estabilizou o processo 
de primeira ordem. O controlador mostrou-se robusto ante as variações no atraso de 
transporte, para o processo de segunda ordem. 
Nas simulações o controlador de variância mínima generalizada apresentou o melhor 
desempenho com a técnica de regressão variável para o sistema de primeira ordem. Para 
o sistema de segunda ordem, o GMV mostrou melhor desempenho com a técnica do com- 
pensador de Chien/Seborg/Mellichamp. O controlador preditivo generalizado apresentou 
o melhor desempenho com a técncia do polinômio estendido, para ambos os processos. 
As alternativas de controle dadas pelo esquema de compensação, embora de desem- 
penho satisfatório, apresentam a desvantagem de necessitarem sempre de um modelo de 
estimação com um número maior de parâmetros. Isto implica num aumento da comple- 
xidade de processamento e uma maior variância das estimativas. Portanto, a aplicação a 
processos com uma larga faixa de variação do atraso pode acarretar numa carga compu- 
tacional excessiva e, assim, inviabilizar a implementação. 
Como sugestões para trabalhos futuros tem-se: 
0 Utilizar um estimador diferente aos mínimos quadrados recursivo, para implementar 
as técnicas de compensação e detecção de atraso de transporte apresentadas neste 
trabalho. 
0 Estudar o projeto de controladores digitais robustos para sistemas com atraso de 
transporte [39]. 
o Melhorar o desempenho dos controladores GMV e GPC com as técnicas apresentas 
neste trabalho. 
0 Fazer uma análise do GPO projetado com N1 = d.
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