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SOME EXAMPLES OF FORMS OF HIGH RANK
JAROS LAW BUCZYN´SKI AND ZACH TEITLER
Abstract. We describe some forms with greater Waring rank than previous examples.
In 3 variables we give forms of odd degree with strictly greater rank than the ranks of
monomials, the previously highest known rank. This narrows the possible range of values
of the maximum Waring rank of forms in 3 variables. In 4 variables we give forms of odd
degree with strictly greater than generic rank. In degrees greater than or equal to 5 these
are the first examples showing that there exist forms with Waring rank strictly greater than
the generic value.
1. Introduction
For a complex homogeneous form F of degree d, theWaring rank r(F ) is the least r such
that there exist linear forms ℓ1, . . . , ℓr and scalars c1, . . . , cr satisfying F = c1ℓ
d
1 + · · ·+ crℓ
d
r .
For example,
xyz =
1
24
{
(x+ y + z)3 − (x+ y − z)3 − (x− y + z)3 − (−x+ y + z)3
}
which shows r(xyz) ≤ 4; and one can show in fact r(xyz) = 4. For extensive introductions
to Waring rank, including several different proofs that r(xyz) = 4, and including discussions
of the history and applications of Waring rank, see for example [17, 20, 25, 10, 15, 23].
By the Alexander–Hirschowitz theorem [1] a general form F of degree d > 1 in n variables
has rank r(F ) equal to ⌈
1
n
(
n + d− 1
n− 1
)⌉
,
except if d = 2 (then r(F ) = n) or (n, d) = (3, 4), (4, 4), (5, 4), (5, 3) (then r(F ) is 1 more
than the above expression). This value is called the generic rank. We denote it rgen(n, d).
It is an open question what is the maximum Waring rank of forms of degree d in n variables
for each (n, d), known only in some small cases. We write rmax(n, d) for the maximum
Waring rank. Of course the maximum rank must be greater than or equal to the rank of a
general form: rmax(n, d) ≥ rgen(n, d). Several upper bounds are known, such as rmax(n, d) ≤
2rgen(n, d) [5] (see also [4], [18], [2]). For d = 2 it is known that rmax(n, d) = rgen(n, d) = n.
For n = 2, d ≥ 3, it is known that rmax(n, d) = d > rgen(n, d) = ⌊
d+2
2
⌋. For larger values
n, d ≥ 3 much less is known. One might ask whether the difference between the maximum
Waring rank and the generic rank is unbounded. But it is not even known whether this
difference is positive, i.e., the maximum Waring rank is strictly greater than the generic
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rank. We focus on the latter question: for each n, d ≥ 3 does there exist a form with rank
strictly greater than the generic rank?
The answer is known for some small cases. For plane cubics rmax(3, 3) = 5 and rgen(3, 3) =
4, see for example [24, §96], [11], [21, §8]. For plane quartics rmax(3, 4) = 7 and rgen(3, 4) = 6,
see [19, 12]. For cubic surfaces rmax(4, 3) = 7 while rgen(4, 3) = 5, see [24, §97]. (See [16]
for the form F = x1x
2
2 + x3x
2
4 of degree d = 3 in n = 4 variables which has rank 6.) To our
knowledge, the maximum Waring rank is not known up to now for any other values of (n, d).
For n = 3 and d ≥ 5, while the maximum Waring rank is not yet known, it is known that
there exist forms with strictly greater than the generic rank. The greatest Waring rank of
a form in 3 variables previously known is attained by monomials, see [9]. Explicitly, if d is
odd, the monomial xy(d−1)/2z(d−1)/2 has rank r(xy(d−1)/2z(d−1)/2) = ((d+ 1)/2)2; if d is even,
the monomial xy(d−2)/2zd/2 has rank r(xy(d−2)/2zd/2) = d(d + 2)/4. For d ≥ 5 these are the
greatest known ranks of forms in 3 variables, until now. In particular, for d ≥ 5 their ranks
are strictly greater than generic ranks. See Table 1.
As far as we know, these monomials in 3 variables are the only forms in n ≥ 3 variables
known to have greater than the generic rank, except in the cases (n, d) = (3, 3), (3, 4), (4, 3)
discussed above, and one more example with (n, d) = (5, 3), see [6].
We give a lower bound for Waring rank and some new examples of forms whose Waring
ranks are strictly greater than previously known examples.
Forms in 3 variables
degree 3 4 5 6 7 8 9 10 11 12
Generic rank 4 6 7 10 12 15 19 22 26 31
Greatest rank of monomial 4 6 9 12 16 20 25 30 36 42
Maximum rank
lower bound
5 7 10
12 17 20 26 30 37 42
upper bound 19 24 30 40 44 60 62
Table 1. Generic, maximum, and monomial ranks in n = 3 variables. The
upper bound on maximum rank is provided by [2, 5, 13]. The lower bound on
maximum rank is mostly provided by monomials (even degrees d ≥ 6), and
Theorem 1 (odd degrees d ≥ 5).
Theorem 1. Let d ≥ 3 be odd. There exist forms of degree d in n = 3 variables of rank
strictly greater than ((d+1)/2)2, the maximum rank of a monomial: rmax(3, d) > ((d+1)/2)
2.
In particular, De Paris had previously shown that for forms of degree d = 5 in n =
3 variables the maximum Waring rank is either 9 or 10, see [13]. The monomial xy2z2
has r(xy2z2) = 9, and De Paris shows the upper bound rmax(3, 5) ≤ 10. We show that
rmax(3, 5) > 9, i.e., there exists a form of rank 10, so the maximum rank is 10. Explicitly we
show that F = xyz3 + y4z has r(F ) = 10.
And we show the following:
Theorem 2. Let d ≥ 3 be odd. There exist forms of degree d in n = 4 variables of rank
strictly greater than the generic rank: rmax(4, d) > rgen(4, d).
These are the first cases with n ≥ 4, except for (n, d) = (4, 3) or (5, 3) mentioned previ-
ously.
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Forms in 4 variables
degree 3 4 5 6 7 8 9 10
Generic rank 5 10 14 21 30 42 55 72
Greatest rank of monomial 4 8 12 18 27 36 48 64
Maximum rank
lower bound
7
10 15 21 31 42 56 72
upper bound 17 28 42 60 84 110 144
Table 2. Generic, maximum, and monomial ranks in n = 4 variables. The
upper bound on maximum rank is provided by [2, 5]. The lower bound on
maximum rank is provided by generic rank (even degrees), and Theorem 2
(odd degrees).
The key idea for the lower bound that we use has been observed independently by Carlini,
Catalisano, Chiantini, Geramita, and Woo, and applied by them to show new cases of the
Strassen Additivity Conjecture [8].
Acknowledgements
We are grateful to Enrico Carlini, Luca Chiantini, and Alessandro De Paris for helpful
comments. The authors would like to thank Simons Institute for the Theory of Computing
and the organizers of the thematic semester “Algorithms and Complexity in Algebraic Geom-
etry” for providing an excellent environment for scientific activity. The article is written as a
part of “Computational complexity, generalised Waring type problems and tensor decompo-
sitions”, a project within “Canaletto”, the executive program for scientific and technological
cooperation between Italy and Poland, 2013-2015. The paper is also a part of the activities
of the AGATES research group.
2. Preliminaries
We work over the complex numbers C. Fix S = C[x1, . . . , xn] and the dual ring T =
C[α1, . . . , αn] acting on S by letting each αi act as ∂/∂xi; this is called the apolarity action.
We denote it by the symbol , as in αi x
k
i = kx
k−1
i . In small dimensions we may take
variables x, y, z and dual variables α, β, γ. In any case, elements of S are denoted by Roman
letters and elements of T are denoted by Greek letters. For example, α2β3 x4y5 = 240x2y3.
For a vector space V we denote by PV the projective space of lines in V . For a nonzero
vector v ∈ V we write [v] ∈ PV for the line in V spanned by v. For an ideal I ⊂ T or form
Θ ∈ T we write V (I) or V (Θ) for the affine scheme or variety in S1 = T
∗
1 defined by I or
Θ. When I or Θ is homogeneous we write PV (I) or PV (Θ) for the corresponding projective
scheme or variety.
For F ∈ S let F⊥ = {Θ ∈ T | Θ F = 0}, the apolar or annihilating ideal of F . Recall
the Apolarity Lemma, that for a scheme Z ⊂ Pn−1 = PS1 with saturated homogeneous ideal
I, [F ] lies in the linear span of the Veronese image vd(Z) if and only if I ⊂ F
⊥; see for example
[17, Lemma 1.15]. When Z = {[ℓ1], . . . , [ℓr]} is reduced, this says there are scalars ci such
that F =
∑
ciℓ
d
i if and only if I ⊂ F
⊥. We may replace each ℓi by c
1/d
i ℓi and write simply
F =
∑
ℓdi ; so F =
∑
ℓdi , up to scaling, if and only if I = I({[ℓ1], . . . , [ℓr]}) ⊂ F
⊥. Hence the
Waring rank r(F ) is the least length of a reduced saturated homogeneous one-dimensional
ideal I ⊂ F⊥. A scheme Z or ideal I is called apolar to F if I ⊂ F⊥, equivalently if [F ]
4 J. BUCZYN´SKI AND Z. TEITLER
lies in the span of the d’th Veronese image of Z; so the Waring rank of F is equal to the
least length of a zero-dimensional reduced apolar scheme to F . A typical approach to giving
lower bounds for r(F ) is to analyze reduced apolar schemes to F . This is the approach we
take here.
Some related notions are worth mentioning. The cactus rank cr(F ), or scheme length,
of F is the least length of a saturated homogeneous one-dimensional ideal I ⊂ F⊥ (not
necessarily reduced). The smoothable rank sr(F ) is the least length of a smoothable
zero-dimensional apolar scheme (recall that a scheme is smoothable if it lies in an irreducible
family whose general member is smooth). The r’th secant variety of the Veronese variety
is the Zariski closure of the locus of forms of Waring rank r. The border rank br(F ) is
the least r such that [F ] lies in the r’th secant variety, that is, F is a limit of forms of rank
r. Evidently cr(F ) ≤ sr(F ) ≤ r(F ) and br(F ) ≤ r(F ). In fact br(F ) ≤ sr(F ). All these
inequalities may be strict, or may be equalities. For examples with cr(F ) < br(F ), see for
instance [3]. For examples with cr(F ) > br(F ), see [6].
Let AF = T/F⊥, the apolar algebra of F . Let Diff(F ) = T F = {Θ F | Θ ∈ T} ⊂ S;
note Diff(F ) ∼= AF as C-vector spaces. Recall (see for example [14]) that for any F ∈ S,
Θ ∈ T we have
(1) F⊥ : Θ = (Θ F )⊥
and we have the short exact sequence
0→ T/(F⊥ : Θ)
Θ
−→ T/F⊥ → T/(F⊥ +Θ)→ 0.
In particular length(T/(F⊥+Θ)) = dimDiff(F )−dimDiff(Θ F ). Let al(F ) = length(AF ) =
dimDiff(F ), the apolar length of F , so
length(T/(F⊥ +Θ)) = al(F )− al(Θ F ) = length(AF/ΘAF ).
The following was essentially observed in [14].
Proposition 3. Let F ∈ S be a homogeneous form of degree d, let α ∈ T1 be a linear
form, and let I ⊆ F⊥ be a saturated homogeneous one-dimensional apolar ideal. Suppose
that the zero-dimensional scheme PV (I) has no point of support on the hyperplane PV (α);
equivalently, I = I : α. Then deg I ≥ al(F )− al(α F ).
Proof. From I +α ⊆ F⊥+α we get Spec(T/(F⊥+α)) ⊆ V (I)∩V (α), a proper intersection
by hypothesis, having length equal to deg I. Thus deg I ≥ length(T/(F⊥ + α)) = al(F ) −
al(α F ). 
This does not require I to be reduced, so it leads to a bound for cactus rank cr(F ). The
hypothesis that PV (I) has no point of support on PV (α) can be realized by, for example,
taking α general: for α general, cr(F ) ≥ al(F )− al(α F ); this is Theorem 3.1 of [14].
Here are the new observations which form the starting point for this paper.
Proposition 4. Let F ∈ S be a homogeneous form of degree d, let α ∈ T1 be a linear form,
and let I ⊆ F⊥ be a reduced saturated homogeneous one-dimensional apolar ideal. Then
deg(I : α) ≥ al(α F )−al(α2 F ). In particular Z = PV (I) has at least al(α F )−al(α2 F )
points of support off of the hyperplane PV (α).
Proof. Note I : α is a saturated homogeneous ideal and I : α ⊂ F⊥ : α = (α F )⊥. And
PV (I : α) has no point of support on PV (α). The result follows by Proposition 3. 
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Remark 5. If Z is a zero-dimensional scheme with multiplicity at most k at each support
point in PV (α) then Z − (Z ∩ PV (α)) has length at least al(αk F )− al(αk+1 F ).
Remark 6. In particular this ignores multiplicities (or reducedness) of Z outside of PV (α).
At this time we do not know how to exploit reducedness of Z outside of PV (α) to give an
improved bound.
A somewhat more general version of the next statement was observed independently by
Carlini, Catalisano, Chiantini, Geramita, and Woo [8].
Theorem 7. Let F ∈ S be a homogeneous form of degree d and let α ∈ T1 be a linear form.
Then r(F ) ≥ al(α F )− al(α2 F ).
Proof. Let I ⊂ F⊥ be a reduced apolar ideal of degree deg I = r(F ). Then r(F ) = deg I ≥
deg(I : α) ≥ al(α F )− al(α2 F ) by Proposition 4. 
The next statement does not seem to have been previously observed, to our knowledge.
Corollary 8. If al(F )−al(α F ) > al(α F )−al(α2 F ) then r(F ) > al(α F )−al(α2 F ).
Proof. Let I ⊂ F⊥ be a reduced apolar ideal of degree deg I = r(F ). By Proposition 4 PV (I)
has at least al(α F )−al(α2 F ) points off of PV (α). If r(F ) = al(α F )−al(α2 F ) = deg(I)
then PV (I) has no support on PV (α). In this case Proposition 3 yields r(F ) = deg I ≥
al(F )− al(α F ), as claimed. 
Example 9. Let F = G(x)H(y)+K(y), where x and y denote tuples of independent variables,
and suppose α ∈ T1 is differentiation by one of the x variables, so that α H = α K = 0.
Then α F = (α G)H and Diff(α F ) ∼= Diff(α G)⊗Diff(H). Here ⊗ denotes the usual
tensor product of complex vector spaces, and the isomorphism follows since α G and H
are polynomials in independent variables. Similarly α2 F = (α2 G)H and Diff(α2 F ) ∼=
Diff(α2 G)⊗Diff(H). Then
r(F ) ≥ (dimDiff(α G)− dimDiff(α2 G))(dimDiff(H)) = (al(α G)− al(α2 G)) al(H).
In particular r(xaH(y) +K(y)) ≥ al(H).
Especially, let F = xa11 · · ·x
an
n , 1 ≤ a1 ≤ · · · ≤ an, α = α1. Then we obtain r(F ) ≥
al(xa22 · · ·x
an
n ) = (a2 + 1) · · · (an + 1). This recovers the theorem of Carlini–Catalisano–
Geramita on Waring ranks of monomials [9], see also [22, 7]. (In fact the proof given by
Carlini–Catalisano–Geramita is quite close to the idea of Theorem 7.)
Example 10. It is shown in [22] that if F⊥ is a complete intersection generated in degrees
d1 ≤ · · · ≤ dn then cr(F ) = d1 · · ·dn−1 ≤ r(F ) ≤ d2 · · · dn.
Suppose F⊥ = (φ1, . . . , φn) is a complete intersection with deg φi = di for each i, where
d1 ≤ · · · ≤ dn, and suppose α ∈ T1 is such that α
2 | φ1. Note that F
⊥ : α = (φ1/α, φ2, . . . , φn)
and F⊥ : α2 = (φ1/α
2, φ2, . . . , φn). Hence r(F ) ≥ al(α F )− al(α
2 F ) = d2 · · · dn ≥ r(F ).
This generalizes the example of monomials. Compare Theorem 4.14 of [8].
3. Forms with higher than general rank
We adopt a slightly modified form of notation of [17]:
Definition 11. Fix integers n, d, s. Recall that T = C[α1, . . . , αn]. Let H(n, d) be the
functionH(n, d)(i) = min{dimC Ti, dimC Td−i}. LetH(n, d, s) be the function H(n, d, s)(i) =
min{dimC Ti, dimC Td−i, s}.
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(In [17] these are written H(d, n) and H(s, d, n) respectively, although [17] uses j in place
of d and r in place of n.) As usual we may write these functions by writing their sequences of
values for i = 0, 1, . . . : thus, for example, H(3, 6, 8) = 1, 3, 6, 8, 6, 3, 1, all subsequent values
being zero.
Recall the following well-known facts.
Proposition 12. The Hilbert functions of apolar algebras behave as follows.
(1) ([17, Prop. 3.12]) Fix integers n and d. Let G ∈ Sd be general. Then the Hilbert
function of AG is H(n, d).
(2) ([17, Lemma 1.17]) Fix integers n, d, s. Let ℓ1, . . . , ℓs ∈ S1 be general linear forms
and G = ℓd1 + · · ·+ ℓ
d
s. Then the Hilbert function of A
G is H(n, d, s).
In the first case the algebra AG is called compressed (see [17] for a more general notion
of compressed algebras which are not necessarily Gorenstein or graded). These statements
hold also in positive characteristic by taking G to be a DP-form, see [17].
Lemma 13. (1) Fix integers n and d. Let G ∈ Sd be any form such that A
G has Hilbert
function H(n, d). Then the apolar length of G is al(G) =
(
n+⌊(d−1)/2⌋
n
)
+
(
n+⌈(d−1)/2⌉
n
)
.
(2) Fix integers n, d, s. Let G ∈ Sd be any form such that A
G has Hilbert function
H(n, d, s). Suppose dimTi ≤ s < dim Ti+1, where i < d/2. Then the apolar length of
G is al(G) = 2
(
n+i
i
)
+ s(d− 2i− 1).
The proof is an easy computation which we leave to the reader.
We write algen(n, d) for the apolar length of a general form in n variables of degree d; that
is, algen(n, d) =
(
n+⌊(d−1)/2⌋
n
)
+
(
n+⌈(d−1)/2⌉
n
)
.
Before we produce forms with strictly greater rank than previously known examples, we
carry out some preliminary computations that involve producing new forms with rank at
least as great as previously known examples.
By Theorem 7 (or Example 9), r(x1H(x2, . . . , xn) +K(x2, . . . , xn)) ≥ al(H), independent
of the choice of K. In particular if H is general this shows that
(2) rmax(n, d) ≥ algen(n− 1, d− 1).
An easy computation by hand shows for d odd,
(3) algen(3, d− 1) = rgen(4, d)
(the left hand side is a binomial formula in Lemma 13.(1); the right hand side is given by the
Alexander-Hirschowitz Theorem). It is also easy to see that algen(3, d− 1) < rgen(4, d) for d
even; algen(n− 1, d− 1) < rgen(n, d) for n ≥ 5 and d≫ 0; on the other hand algen(2, d− 1) >
rgen(3, d) for d ≥ 5.
Example 14. Let H(y, z) be a general binary form of degree d − 1 and let K(y, z) be an
arbitrary binary form of degree d. Then r(xH+K) ≥ al(H). Since H is general we compute
al(H) = (d2 + 2d)/4 if d is even, (d + 1)2/4 if d is odd. In any case al(H) ≈ d2/4. By the
Alexander–Hirschowitz theorem the general rank of a form of degree d in 3 variables is⌈
1
3
(
d+ 2
2
)⌉
=
⌈
(d+ 2)(d+ 1)
6
⌉
≈
d2
6
,
or one more than this if d = 4. Thus the forms xH +K have higher than general rank for d
large enough; d ≥ 5 will do. Note that this is independent of the choice of K! The ternary
monomials considered in [9] are given by H = y⌊(d−1)/2⌋z⌈(d−1)/2⌉, K = 0.
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Example 15. In n = 4 variables, with d ≥ 3 odd, for H(x2, x3, x4) general of degree d−1 and
K(x2, x3, x4) arbitrary of degree d, F = x1H +K has rank r(F ) ≥ al(H) = algen(3, d− 1) =
rgen(4, d). So these forms have rank at least as great as general rank.
So taking H general, and K arbitrary, shows explicitly that F realizes the obvious inequal-
ity rmax(4, d) ≥ rgen(4, d) for d odd; and rmax(3, d) is greater than or equal to the maximum
rank of a ternary monomial. Now the idea is that we can improve (2) by choosing H to be
not general, and K meeting certain conditions.
Lemma 16. For any a ≥ 0 and any nonzero Ψ ∈ Tb the linear map D = DΨ,a : Sa+b → Sa,
F 7→ Ψ F , is surjective.
Proof. Fix a monomial order <, such as lexicographic order. Let αm0 be the <-last monomial
in Ψ. For any monomial xm of degree a, xm is the leading monomial of Ψ xm+m0 . This
gives a triangular system of linear equations whose solution expresses each monomial xm as
an element of the image of DΨ,a. 
Theorem 17. Let n ≥ 3 and d = 2k+1 ≥ 3. There exists a form of degree d in n variables
of rank strictly greater than the apolar length of a general form of degree d − 1 in n − 1
variables: rmax(n, d) > algen(n− 1, d− 1).
Proof. We use the n variables x1, x2, . . . , xn; for convenience we write x = x1 and α = α1.
Let s =
(
n+k−2
k
)
− 1 and let G(x2, . . . , xn) be a general sum of s (d − 1)st powers of linear
forms in variables x2, . . . , xn. Let F = xG + K(x2, . . . , xn), with K a form of degree d to
be determined later. Eventually, K will be a general form of degree d in n − 1 variables,
however, for the sake of argument, we do not assume anything on K yet. Since α F = G
and α2 F = 0 we get r(F ) ≥ al(G). By construction and Proposition 12 (2) AG has Hilbert
function H(n− 1, d− 1, s) and al(G) = algen(n− 1, d− 1)− 1. That is,
r(F ) ≥ al(G) =
(
n− 1 + ⌊(d− 2)/2⌋
n− 1
)
+
(
n− 1 + ⌈(d− 2)/2⌉
n− 1
)
− 1
=
(
n+ k − 2
n− 1
)
+
(
n + k − 1
n− 1
)
− 1.
This holds regardless of the choice of K.
We have G⊥ = F⊥ : α by (1), so F⊥ ⊆ G⊥. From the Hilbert function of AG we
see that G⊥ has the minimal generator α, a single minimal generator in degree k, and all
other minimal generators must be in degrees k + 1 or higher. It follows that for degrees
2 ≤ i ≤ k − 1 we have (F⊥)i ⊆ (G
⊥)i = (α)i. But if αΘ ∈ F
⊥ for some Θ ∈ Ti−1 then
Θ ∈ (G⊥)i−1 = (α)i−1, so αΘ ∈ (α
2). This shows (F⊥)i = (α
2)i for 2 ≤ i ≤ k − 1.
Now, let K be chosen so that (F⊥)k = (α
2)k. We will show later that there exists an open
dense subset of such K, in fact satisfying an additional constraint that we will describe.
From this we can compute the apolar length of F :
al(F ) = 2
{
1 + n +
((
n+1
2
)
− 1
)
+
((
n+2
3
)
− n
)
+ · · ·+
((
n+k−1
k
)
−
(
n+k−3
k−2
))}
= 2
{(
n + k − 2
k − 1
)
+
(
n+ k − 1
k
)}
= 2 al(G) + 2
= 2 algen(n− 1, d− 1).
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By Corollary 8 we get
r(F ) ≥
(
n + k − 2
n− 1
)
+
(
n + k − 1
n− 1
)
= al(G) + 1 = algen(n− 1, d− 1).
So far, this is the same value we would get by taking G to be general. Now we will show
that we can increase the bound on r(F ) by 1.
We claim that r(F ) ≥ al(G) + 2. So, suppose to the contrary that r(F ) = r =
(
n+k−2
n−1
)
+(
n+k−1
n−1
)
= al(G) + 1. Let F = ℓd1 + · · ·+ ℓ
d
r and let I = I({[ℓ1], . . . , [ℓr]}). By Proposition 4,
there must be at least al(G) points off of the hyperplane PV (α). If all of the points [ℓi] are off
of PV (α) then by Proposition 3 we have in fact r(F ) ≥ al(F )− al(α F ) = al(F )− al(G) =
al(G)+2, giving the claimed improvement. (Here the fact al(G) is 1 less than generic means
al(F )−al(G) is 1 more than we would have if G were generic; this is where the non-genericity
of G gives an improvement in the bound for r(F ).) Otherwise there is exactly one [ℓi] lying
on PV (α). Without loss of generality [ℓr] lies on PV (α) and the others lie off of it. That is,
ℓr = ℓr(x2, . . . , xn) does not depend on x. Let F
′ = F − ℓdr = ℓ
d
1+ · · ·+ ℓ
d
r−1 = xG+(K− ℓ
d
r).
We will choose K in such a way that (F⊥)k = (F
′⊥)k = (α
2)k. Then the above arguments
will apply to F ′ and give us r(F ′) ≥ al(G) + 1. That is, r − 1 ≥ r(F ′) ≥ al(G) + 1. Thus
r(F ) ≥ al(G) + 2, as claimed.
What is left is to show that there exists some K such that (F⊥)k = (α
2)k and for any
linear form ℓ = ℓ(x2, . . . , xn), ((F − ℓ
d)⊥)k = (α
2)k.
Let Ψ ∈ (G⊥)k be the minimal generator of G
⊥ of degree k. Since α ∈ G⊥ we can take
Ψ to only involve α2, . . . , αn. Recall that Tk−1 G ⊆ Sk+1 is the subspace consisting of
(k − 1)st derivatives of G; we have dimTk−1 G =
(
n+k−3
n−2
)
by the Hilbert function of AG.
Let S ′ ⊂ S be the subring C[x2, . . . , xn]. Since G ∈ S ′, its derivatives also do not involve x1,
in particular Tk−1 G ⊆ S
′
k+1. But dimS
′
k+1 =
(
n+k−1
n−2
)
. So Tk−1 G $ S ′k+1.
Let K ∈ C[x2, . . . , xn]d be any form so that Ψ K /∈ Tk−1 G. There exist a plethora of
such forms by Lemma 16.
With such a choice we claim (F⊥)k = (α
2)k. Suppose Θ = Θ(α, α2, . . . , αn) ∈ (F
⊥)k.
We may discard all terms containing α2, so we may write Θ = αφ + ψ where φ, ψ only
involve α2, . . . , αn, and φ ∈ Tk−1, ψ ∈ Tk. Then 0 = ΘF = x(ψ G) + φ G + ψ K, so
ψ G = φ G + ψ K = 0. Thus ψ ∈ (G⊥)k. Since ψ only involves α2, . . . , αn, ψ = cΨ for
some c ∈ C. So 0 = φ G + ψ K = φ G + cΨ K. Since Ψ K /∈ Tk−1 G it must be
c = 0 and φ G = 0, so Θ = αφ where φ ∈ (G⊥)k−1 = (α)k−1. Then Θ ∈ (α
2)k.
Now the idea is to chooseK ∈ C[x2, . . . , xn]d a form so that not only Ψ K /∈ Tk−1 G, but in
fact Ψ (K−ℓd) /∈ Tk−1 G for all ℓ = ℓ(x2, . . . , xn). The linear map D = DΨ,k+1 : S
′
d → S
′
k+1
is surjective, so D−1(Tk−1 G) has codimension equal to the codimension of Tk−1 G, which is(
n+k−1
n−2
)
−
(
n+k−3
n−2
)
. The projective Veronese variety {[ℓd] : ℓ = ℓ(x2, . . . , xn)} has dimension
n − 2. We have
(
n+k−1
n−2
)
−
(
n+k−3
n−2
)
=
(
n+k−3
n−3
)
+
(
n+k−2
n−3
)
≥
(
n−2
n−3
)
+
(
n−1
n−3
)
> n − 2. So a
general translate of the Veronese variety is disjoint from P(D−1(Tk−1 G)). This shows that
for general K, Ψ (K − ℓd) /∈ Tk−1 G as claimed.
By the above calculation, ((F − ℓd)⊥)k = (α
2)k so r(F − ℓ
d) ≥ al(G) + 1 for all ℓ =
ℓ(x2, . . . , xn). As discussed above, then r(F ) ≥ al(G) + 2. 
Proof of Theorem 1. The apolar length of a general binary form of degree d − 1 = 2k is
(k + 1)2 = ((d + 1)/2)2. So there exists a form of degree d in 3 variables of rank strictly
greater than ((d+ 1)/2)2, as claimed. 
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Proof of Theorem 2. There exists a form in 4 variables of degree d of rank strictly greater
than the apolar length of a general form in 3 variables of degree d − 1 = 2k, which is(
k+2
3
)
+
(
k+3
3
)
, which is equal to the generic rank of a form in 4 variables of degree d. 
The genericity conditions in the proof of Theorem 17 are very explicit and can be easily
applied in practice. We illustrate this in the case of ternary quintics.
De Paris has shown that every ternary quintic (form of degree d = 5 in n = 3 variables)
has Waring rank at most 10, see [13]. It is well known r(xy2z2) = 9. But it is left open by
De Paris whether the maximum rank of a ternary quintic is 9 or 10.
Theorem 18. There exists a ternary quintic form of rank 10. Explicitly, F = xyz3 + y4z
has r(F ) = 10.
Proof. Here is an explicit expression showing r(F ) ≤ 10: F = (xyz3 − 2y2z3 − (1/5)z5) +
(y4z + 2y2z3 + (1/5)z5). Here (y4z + 2y2z3 + (1/5)z5)⊥ = (β2 − γ2, βγ4), and since β2 − γ2
has distinct roots, this binary form has r(y4z +2y2z3+ (1/5)z5) = 2. And compute (xyz3−
2y2z3− (1/5)z5)⊥ = (α2, 4αβ + β2, β2γ2− γ4), which is a complete intersection generated in
degrees 2, 2, 4 with the first generator divisible by (equal to) the square of a linear form; by
Example 10 r(xyz3 − 2y2z3 − (1/5)z5) = 2 · 4 = 8. Thus r(F ) ≤ 2 + 8 = 10.
However the more important point is to show r(F ) ≥ 10. We compute:
α2 F = 0, β2 F = 12y2z,
αβ F = z3, βγ F = 3xz2 + 4y3,
αγ F = 3yz2, γ2 F = 6xyz.
Observe that the nonzero derivatives listed above are linearly independent: in fact no mono-
mial appears in more than one of them. So (F⊥)2 is spanned by α
2. This shows that the
Hilbert function of AF is 1, 3, 5, 5, 3, 1. In particular al(F ) = 18.
Observe also that α F = yz3, α2 F = 0. By Theorem 7, r(F ) ≥ dimDiff(yz3) = 8.
If r(F ) = 8 then r(F ) ≥ dimDiff(F ) − dimDiff(yz3) = 18 − 8 = 10, by Corollary 8. So
r(F ) > 8.
Now we rule out the possibility r(F ) = 9. Suppose to the contrary F = ℓ51 + · · · + ℓ
5
9.
Proposition 4 shows at least 8 of the [ℓi] lie off of the hyperplane PV (α); but if all 9 lie off
of the hyperplane, then by Proposition 3 r(F ) ≥ dimDiff(F )− dimDiff(α F ) = 10. So say
ℓ1, . . . , ℓ8 lie off of V (α) and ℓ9 = ay+bz lies on V (α). Let G = F −(ay+bz)
5 = ℓ51+ · · ·+ℓ
5
8,
so that r(G) = 8. Note α G = α F = yz3. We compute again:
α2 G = 0, β2 G = 12y2z − 20a2(ay + bz)3,
αβ G = z3, βγ G = 3xz2 + 4y3 − 20ab(ay + bz)3,
αγ G = 3yz2, γ2 G = 6xyz − 20b2(ay + bz)3.
If a 6= 0 then αβ G, αγ G, β2 G are linearly independent as β2 G is the only one with
a nonzero y3 term. If a = 0 then the same three derivatives are still linearly independent
as they are distinct monomials. And βγ G, γ2 G are linearly independent modulo the
other derivatives because they involve different monomials with x. In conclusion, the nonzero
derivatives of G listed above are linearly independent, so (G⊥)2 is spanned by α
2. It follows
that AG has Hilbert function 1, 3, 5, 5, 3, 1, the same as AF .
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Now the same argument applies to G: α G = α F = yz3, α2 G = 0, so r(G) ≥
dimDiff(yz3) = 8, and if r(G) = 8 then r(G) ≥ dimDiff(G) − dimDiff(α G) = 10, hence
r(G) > 8, by Corollary 8. This contradicts the construction of G which shows r(G) = 8.
It follows that r(F ) > 9, so r(F ) = 10. 
Remark 19. The result of Theorem 1 is the best possible for degrees d = 3, 5: the result
rmax(3, d) ≥ 1 + ((d+ 1)/2)
2 is equality for these degrees. For other degrees, and for n > 3,
one may ask if this bound can be improved. Two potential routes for improvement suggest
themselves. First, Carlini, et al, show a more general and potentially stronger version of
Theorem 7, see [8, Corollary 3.4]. Second, one might try modifying the proof of Theorem 17
by taking G of apolar length 2 less than the general apolar length, and showing that in
appropriate cases P(D−1(Tk−1 G)) is disjoint from not only a general translate of the
Veronese but in fact from a general translate of the secant variety of the Veronese.
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