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The rapid expansion of the Internet requires effective information ﬁltering techniques to extract the 
most essential and relevant information for online users. Many recommendation algorithms have been 
proposed to predict the future items that a given user might be interested in. However, there is an 
important issue that has always been ignored so far in related works, namely the heterogeneous
dynamics of online users. The interest of active users changes more often than that of less active 
users, which asks for different update frequency of their recommendation lists. In this paper, we 
develop a framework to study the effect of heterogeneous dynamics of users on the recommendation 
performance. We ﬁnd that the personalized application of recommendation algorithms results in 
remarkable improvement in the recommendation accuracy and diversity. Our ﬁndings may help online 
retailers make better use of the existing recommendation methods.
1. Introduction
With the fast development of the World Wide Web, our daily 
lives depend more and more on the Internet. However, how to ﬁnd 
the information we need is not a simple problem [1]. The huge 
amount of online items such as the movies, books, bookmarks 
make it impossible for everyone to go over every item and ﬁnd 
their favorite. Many approaches such as the collaborative ﬁltering 
[2,3], matrix factorization [4–6], resource diffusion [7–9] have been 
intensively investigated recently. This so-called information ﬁlter-
ing problem attracts researchers from computer science [10,11], 
physics [12–14], psychology [15,16], management [17] and so on. 
The research issues range from the recommendation accuracy [7]
and diversity [9] to the sustainability of the whole system in evo-
lution [18]. In this context, many recommendation algorithms have 
been proposed to help online users ﬁlter out irrelevant information 
and narrow down the search space [19,20].
In the literature, the studies on recommender systems over-
whelmingly focus on the recommendation techniques while the 
effect of online users’ features on the recommendation process 
has received far less attention. Research on human dynamics 
has shown clearly that the behavior of online users is hetero-
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geneous [21]. At individual level, the inter-event time of item se-
lections exhibits the burst property, i.e. in some period users select 
items frequently while in some other period the time between two 
selections of a user can be very long [22]. At system level, the 
distribution of users activity is very broad, indicating that some 
users are very active while many other users are much less ac-
tive [23,24]. Moreover, it has been revealed that online users are 
driven by different network growth mechanism when they estab-
lish new links in the network [25]. In this paper, we focus on how 
the heterogeneous dynamics of online users affects the informa-
tion ﬁltering process.
To evaluate the accuracy and diversity of recommendation, usu-
ally the real data (i.e. links) are randomly divided into two sets: 
the training set represents the known historical information that 
can be used by the recommendation algorithm; the probe set rep-
resents the unknown future information that is used to check the 
quality of the recommendation [1]. This implies that the number 
of links that the recommendation algorithm tries to predict for 
each user is proportion the cumulative degree of the user. How-
ever, this assumption could be problematic from practical point 
of view. Since the behavior of online users is very heterogeneous, 
some users could be very active and requires the recommendation 
list to be updated very often. Some less active users, on the other 
hand, may require less frequent update of the recommendation list 
[26]. Therefore, it is necessary to take into account the heteroge-
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neous dynamics of online users in data division and examine the 
performance of recommendation algorithms when the amounts of 
links for prediction are unequal for different users.
In this paper, we propose a heterogeneous data division model 
for the recommendation process. Instead of randomly dividing the 
links into the training set and probe set, the number of links for 
each user in the probe set is determined by the user’s degree. The 
bias towards different degree is controlled by a tunable parameter. 
By implementing some representative recommendation algorithms, 
we ﬁnd that different data division indeed signiﬁcantly inﬂuences
the evaluation results of the existing recommendation algorithms. 
Interestingly, if the number of probe links for large degree users is 
smaller than that from the random division (i.e. update the recom-
mendation list more frequently for large degree users), the overall 
recommendation accuracy and diversity are improved.
2. Related work
In the literature, many researchers have considered the het-
erogeneity of online users when designing recommendation algo-
rithms. Motivated by the observed signiﬁcant difference between 
users’ structural properties in the network, Zhang et al. proposed 
to remove redundant links for each user to extract the so-called 
information backbone [19]. Guan et al. observed that large degree 
users tend to select niche objects while small degree users tend 
to select popular objects. They thus proposed a personalized hy-
brid algorithm in which each user is assigned with a parameter 
to adjust the popularity of the objects shown in his/her personal 
recommendation list [27]. Zeng et al. argued that due to users’ het-
erogeneity, they are carrying different amount of information for 
the recommendation algorithms. Accordingly, Zeng et al. identiﬁed 
some core users in the network and achieve 90% of the accuracy 
by taking only 20% of the core users’ data into account [20]. Simi-
lar ideas have been extended to the study of online search engine. 
Sugiyama et al. proposed a personalized web search engine accord-
ing to each user’s need for relevant information without any user 
effort [28]. User heterogeneity will result in different information 
needs for each user’s query. Therefore, the search results should be 
adapted to users with different information needs.
Compared to the recommendation algorithm design, user het-
erogeneity has less impact on the research on the data division. 
Most of the recommendation algorithms were validated based on 
the random data division, which obviously neglects the user het-
erogeneity in selecting items. In a recent review [1], it is men-
tioned that recommendation should be done with the data divided 
into the training set and probe set based on the time stamps on 
links. Focusing on the over-ﬁtting problems for recommendation 
algorithms, Zeng et al. proposed a triple data division model in 
which the real data is divided into a training set, a learning set 
and a probe set [13]. The basic idea is to estimate users’ parame-
ters with the learning set and then applied the learned parameters 
to actually predict users’ future objects in the probe set. Since the 
purchase behaviors which happened long time ago could not truly 
reﬂect the current interests of the target user, Guo et al. investi-
gated the impact of the time window on the training set on the 
recommender algorithms [29]. In order to improve the diversity 
and accuracy of the recommender system, Song et al presented an 
improved hybrid information ﬁltering of adopting the partial re-
cent information in terms of the face that the recent behaviors 
are more effective to capture the users’ potential interests, they 
also generated a series of training sets, each of which is treated as 
known information to predict the future links proven by the probe 
set [23].
Taken together, the research on users’ heterogeneity mainly fo-
cuses on new algorithm design and the modiﬁcation on the train-
ing set. One crucial direction has not been investigated so far, that 
is the effect of users’ heterogeneity on the probe set. In this pa-
per, we take into account the heterogeneous dynamics of online 
users and associate it with the length of the probe set (i.e. the 
number of items they will connect to in the future). We argue that 
active users and inactive users should have different amount of 
links in the probe set. This assumption not only helps us to under-
stand better the recommendation process in real system but also 
provides us with a better implementation of the recommendation 
algorithms (i.e. update users’ recommendation lists with different 
frequency).
3. Data and model
In this paper, we use two standard data sets which have been 
widely used to examine the performance of recommendation al-
gorithms [29–31]. The ﬁrst one is the Movielens data with 1682 
movies (items) and 943 users (http :/ /www.grouplens .org/). Users 
rate movies from 1 (worst) to 5 (best). Consistent with the lit-
erature, we consider the ratings higher than 2 as a link. Finally, 
82520 links remain in the network. The second one is the Net-
ﬂix data which is a random sample of the whole records of users 
ratings in Netﬂix.com (http :/ /www.netﬂixprize .com/). It consists of 
2294 users, 1891 movies, and 71074 links. Like Movielens, Netﬂix 
is also based on a 5-star rating system. With the same rating ﬁl-
tering process, we obtain 59464 links in Netﬂix data. Throughout 
this paper, we mainly present the results on Netﬂix data by ﬁgures 
and the results of both data sets are reported by tables.
In order to model the prediction process of the recommender 
systems, the above data (i.e. links) are divided into two parts: the 
training set ET represents the known information while the probe 
set E P represents the unknown information for prediction. Consid-
ering the heterogeneous dynamics of users, the division of links 
into these two sets are not completely random. As active and inac-
tive users spend different amount of time online, their recommen-
dation needs to be updated with different frequency. Some users 
are very active, their recommendation lists should be updated of-
ten. For the less active users, the generated recommendation lists 
could be used for a relatively longer time. Accordingly, we propose 
a data division model in which the amount of data in the probe 
set for each user is tunable. In each step, we randomly pick up 
a user i with the probability pi = kθi / 
∑
j k
θ
j . Then one of his/her 
links is randomly moved to the probe set. The process is termi-
nated when the total amount of links in the probe set reaches 10% 
of the links in the original network. Here, θ is a tunable parameter. 
When θ = 1, the data division process reduces to the traditional 
random data division. When θ < 1, the links connecting to small 
degree users are more likely to be moved to the probe set, and 
vice versa.
4. Recommendation algorithms
In this paper, we consider the hybrid recommendation algo-
rithm which combines the Mass diffusion and Heat conduction 
methods [9]. The user-item bipartite network is characterized by 
an adjacency matrix A where the element aiα equals to 1 if user i
has collected object α, and 0 otherwise. The number of users and 
items is denoted as N and M , respectively. Consistent with the 
literature, we use Latin and Greek letters, respectively, for user-
and item-related indices. To generate the recommendation list for 
a speciﬁc user i, the Hybrid method starts by assigning each item 
selected by user i one unit of resource. This resource assignment 
can be represented by a vector f i . The resources of these selected 
items then diffuse in the bipartite network for two steps with the 
transition matrix W . Each component in this matrix can be com-
puted as
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wαβ = 1
k1−λα kλβ
n∑
i=1
aαiaβi
ki
(1)
where kα is the degree of item α and ki is the degree of user i. The 
Hybrid method reduces to the standard Heat conduction method 
when λ = 0, and the standard Mass diffusion method when λ = 1. 
The ﬁnal recommendation score of each item can be computed 
as 
−→
f i = f W . The recommendation list for user i is obtained by 
sorting 
−→
f i in descending order.
5. Evaluation
An effective recommendation should be able to accurately ﬁnd 
the items that users like. In order to measure the recommenda-
tion accuracy, we make use of ranking score (RS). Speciﬁcally, RS
measures whether the ordering of the items in the recommenda-
tion lists matches users’ real preference. As discussed above, the 
recommender system will provide each user with a ranking list 
which contains all his uncollected items. For a target user i, we 
calculate the position for each of his links in the probe set. If one 
of his uncollected item α is ranked at the 3th place and the to-
tal number of his uncollected items is 100, the ranking score RSiα
will be 0.03. In a good recommendation, the items in the probe set 
should be ranked higher, so that RS will be smaller. Therefore, the 
mean value of the RS over all the user-item relations in the probe 
set can be used to evaluate the recommendation accuracy as
RS = 1|E P |
∑
iα∈E P
RSiα. (2)
The smaller the value of RS, the higher the recommendation accu-
racy.
Usually, online web sites only present the top part of the rec-
ommendation list to users. Therefore, a more practical recommen-
dation accuracy measurement called precision (P ) is considered. 
For each user i, the precision of recommendation is calculated as
Pi(L) = di(L)
L
, (3)
where di(L) represents the number of user i’s deleted links con-
tained in the top-L places in the recommendation list. For the 
whole system, the precision P (L) can be obtained by averaging 
the individual precisions over all users with at least one link in 
the probe set. The higher the value of P (L), the better the recom-
mendations.
Predicting what a user likes from the list of the most popu-
lar items is generally easy in recommendation, while uncovering 
users’ very personalized preference (i.e. uncovering the unpopu-
lar items in the probe set) is much more diﬃcult and important. 
Therefore, diversity should be considered as another signiﬁcant as-
pects for recommender systems besides accuracy. In this paper, we 
employ two kinds of diversity measurement: personalization (D) 
and novelty (I).
The personalization mainly considers how users’ recommenda-
tion lists are different from each other. It is usually measured by 
Hamming distance. We denote Cij(L) as the number of common 
items in the top-L place of the recommendation list of user i and 
j, their hamming distance can be calculated as
Dij(L) = 1− Cij(L)
L
. (4)
Dij(L) is between 0 and 1, which are respectively corresponding 
to the cases where i and j have the same or an entirely different 
recommendation list. By averaging Dij(L) over all pairs of users, 
we obtain the mean hamming distance D(L). The more the rec-
ommendation list differs from each other, the higher the D(L) is.
Fig. 1. (Color online.) (a) ranking score, (b) precision, (c) novelty and (d) personal-
ization in (θ , λ) plane when the heterogeneous data division is used in the Netﬂix 
data. The recommendation algorithm is the Hybrid method. The results are averaged 
over 10 times of independent realizations.
The novelty measures the average degree of the items in the 
recommendation list. For those popular items, users may already 
get them from other channels. However, it is hard for the users 
to ﬁnd the relevant but unpopular item. Therefore, a good recom-
mender system should prefer to recommend small degree items. 
The metric novelty can be expressed as
Ii(L) = 1
L
∑
α∈O i
kα (5)
where O i represents the recommendation list for user i, kα repre-
sents the degree of the item α. A low mean popularity I(L) for the 
whole system indicates a high novel and unexpected recommen-
dation of items.
6. Results
We start from investigating the dependence of the recommen-
dation performance on parameter λ and θ in Netﬂix. The results 
are shown as heatmaps in Fig. 1. In Ref. [9], it has been shown that 
the hybrid method of MD and HC algorithm can achieve a better 
RS than the pure MD and pure HC methods when the real data 
is randomly divided into training set and probe set (i.e. θ = 1). 
In Fig. 1(a), we ﬁnd that a minimum RS still exists when θ = 1
and the optimal RS under all possible value of λ and θ happens in 
the region where θ < 1. Speciﬁcally, the optimal parameters are 
θ∗ = 0.7 and λ∗ = 0.4 in Netﬂix and θ∗ = 0.1 and λ∗ = 0.5 in 
Movielens. Compared to the random data division case, RS is im-
proved by 2.66% in Netﬂix and 13.64% in Movielens. These results 
indicate that introducing the heterogeneous data division mecha-
nism can indeed enhance the general recommendation accuracy. 
As mentioned above, the heterogeneous data division is corre-
sponding to personalized update of the recommendation list. In 
this sense, our results suggest that if personalized update of the 
recommendation list is implemented in practice the recommenda-
tion accuracy could be improved.
We then report the precision P (L), novelty I(L) and hamming 
distance D(L) of the hybrid method in Fig. 1(b), (c), (d). All these 
metrics depend on the recommendation list L. In this paper, we 
set L = 10 according to the literature [9]. The results of P (L) in 
Fig. 1(b) conﬁrm our ﬁnding that the heterogeneous data division 
could result in a higher recommendation accuracy. Compared with 
the precision in the random data division case, P (L) in the hetero-
geneous data division is improved by 7.21% in Netﬂix and 9.23% in 
Movielens. The effect of θ on recommendation diversity, however, 
is minor, as shown in Fig. 1(c), (d).
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Fig. 2. (Color online.) The dependence of the (a) ranking score, (b) precision, (c) 
novelty and (d) personalization on λ when different values of θ are set. The data in 
this ﬁgure is Netﬂix and the recommendation algorithm is the Hybrid method. The 
results are averaged over 10 times of independent realizations.
Fig. 3. (Color online.) The dependence of λ∗ (with respect to ranking score and 
precision) on θ in (a) Netﬂix and (b) Movielens. The results are averaged over 10 
times of independent realizations.
In order to show the detailed effect of θ on the recommenda-
tion results, we select several θ values and plot the dependence 
of different recommendation metrics on λ in Fig. 2. We ﬁnd that 
there is indeed an optimal λ∗ for ranking score and precision un-
der each θ . The value of λ∗ changes with θ . The curves of different 
θ in novelty and personalization are highly overlapped. It conﬁrms 
that there is only slight effect of θ on recommendation diversity.
The results in Fig. 2 indicate that λ∗ depends on θ . We then 
quantitatively investigate this phenomenon in Fig. 3. We ﬁnd that 
λ∗ decreases with θ in both Netﬂix and Movielens data sets. This 
is because the number of links in probe set for large degree users 
will increase when θ is large. As large degree users tend to select 
small degree items [21]. More links connecting to the small degree 
items will be placed in the probe set when θ is large. Therefore, 
the hybrid method needs to give more weight on the heat conduc-
tion method in order to predict these links more accurately. When 
ranking score and precision metrics are used to determine λ∗ , its 
value can be a bit different. However, the decreasing trend of λ∗ is 
unchanged.
We further move to study the dependence of the optimal rec-
ommendation accuracy (when λ∗ is used) on θ in Fig. 4. We ﬁnd 
that RS∗ reaches a best value when θ is smaller than 1 (note that 
θ = 1 is corresponding to the random data division). Similarly, P∗
also reaches an optimal value when θ < 1. These results suggest 
that when more links of small degree users are put in the probe 
set, the recommendation accuracy can be better. This phenomenon 
is natural. Table 1 shows the dependence of different recommen-
dation metrics on the optimal λ∗ on several θ values. One can see 
that the results in Movielens are consistent with those in Netﬂix.
Fig. 4. (Color online.) The dependence of the optimal recommendation accuracy 
(when λ∗ is used) on θ . The data in this ﬁgure is Netﬂix. The results are averaged 
over 10 times of independent realizations.
Table 1
Comparison of the RS∗ , P∗ , D∗ and I∗ (when λ∗ is used in the hybrid method) in 
the random data division (θ = 1) and heterogeneous data division (θ = 1).
θ = 0.5 θ = 1.0 θ = 1.5 θ = θopt
Netﬂix RS∗ 0.0665 0.0676 0.0729 0.0658
P∗ 0.0635 0.0596 0.0542 0.0639
I∗ 374.7 325.2 285.9 279.2
D∗ 0.763 0.834 0.874 0.881
Movielens RS∗ 0.0728 0.0792 0.0851 0.0684
P∗ 0.1711 0.1592 0.1465 0.1739
I∗ 207.9 198.7 191.4 187.4
D∗ 0.922 0.930 0.934 0.937
In the literature, it has been pointed out that large degree 
items are more likely to be collected by small degree users [21]. 
When θ < 1, the number of links in the probe set for small degree 
users increases and small degree users tend to select large degree 
items. Therefore, the number of links connecting to the large de-
gree items will increase in the probe set. As the links connecting 
to large degree items are easier to predict, the recommendation 
accuracy is improved. From the practical point of view, this re-
sult suggests us to update large degree users’ recommendation 
list more frequently. In this way, their links for prediction in each 
round of recommendation will be reduced and the overall recom-
mendation accuracy will be improved.
Finally, we study the effect of θ on the prediction accuracy of 
items with different degree. The ranking scores on the item de-
gree under different θ are shown in Fig. 5. It can be seen that the 
ranking score decreases with item degree. This indicates that on 
average large degree items can be more accurately recommended 
than the small degree items. The insets also show the relation be-
tween ranking score and item degree, but with the x-axis set as 
log. There is a tendency that the ranking score of small degree 
items are inﬂuenced more by θ . This indicates that the improved 
observed above are mainly due to the fact that the recommenda-
tion accuracy of the small degree items is improved.
In fact, the heterogeneous data division is corresponding to 
personalized update frequency of the recommendation list. There-
fore, it can be regarded as a new method to implement the rec-
ommendation algorithm. We denote the hybrid method with the 
heterogeneous data division as HH method. We then compare its 
performance with the traditional recommendation algorithms in-
cluding the Global Rank method (GR) [1], User-based Collaborative 
Filtering (UCF) [32] and Mass Diffusion (MD) [9]. In addition, two 
more recent algorithms are compared. The ﬁrst one is called Most 
Popular Removal algorithm (MPR) which recommend items based 
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Fig. 5. (Color online.) The dependence of the ranking score on the item degree in (a) 
Netﬂix and (b) Movielens when different values of θ are set. Insets show ranking 
scores of items whose degree is no more than 100 on different θ .
Table 2
Comparisons of average RS∗ , P∗ , D∗ and I∗ between the different algorithms. In the 
table, the optimal values for the data sets by the different algorithms are empha-
sized in bold-face.
GR UCF MD MPR BHC HH
Netﬂix RS∗ 0.0875 0.0783 0.0718 0.0721 0.0714 0.0658
P∗ 0.0415 0.0490 0.0530 0.0527 0.0581 0.0639
I∗ 508.78 484.51 468.34 471.71 326.18 279.24
D∗ 0.3508 0.5193 0.5830 0.5663 0.8286 0.8813
Movielens RS∗ 0.1320 0.1024 0.1025 0.1027 0.0822 0.0684
P∗ 0.0852 0.1457 0.1375 0.1314 0.1628 0.1739
I∗ 355.40 312.98 314.32 286.54 199.63 187.40
D∗ 0.5125 0.7642 0.7408 0.7688 0.9263 0.9371
on the information backbone of the user-item network [19]. The 
popularity of a link ia is deﬁned as kui koa , where kui (koa ) is the 
degree of user ui (item oa). The method iteratively removes the 
most popular links to obtain the information backbone. In MPR, 
the recommendation is ﬁnally done with the MD algorithm after 
the network structure reduction. The second one is called Biased 
Heat Conduction method (BHC) which could greatly improves the 
accuracy of the standard Heat Conduction algorithm by consider-
ing the degree effects in the last step of the local heat conduction 
process [33]. The results of the recommendation metrics of these 
methods are shown in Table 2.
Accuracy is always the ﬁrst consideration in evaluating a rec-
ommendation algorithm’s performance. Comparing the result from 
the six methods, we can see that HH outperforms the other ﬁve 
algorithms in ranking score and precision. For example, compared 
with BHC, the RS can be reduced by 7.84% for Netﬂix, 16.79% for 
Movielens. Compared with UCF, RS can be reduced by 15.96% for 
Netﬂix, 33.20% for Movielens. The improvement is even larger if 
compared with GR, i.e. 24.80% for Netﬂix, 48.18% for Movielens. In 
this sense, HH can provide the best accuracy.
Besides accuracy, novelty and diversity are two other impor-
tant metrics. As shown in Table 2, HH outperforms GR in D(L)
by 151.23% for Netﬂix, 82.85% for Movielens. When comparing 
HH with UCF and BHC, D(L) can be improved by 69.71% and 
6.36% respectively for Netﬂix, and 22.62% and 1.17% respectively 
for Movielens. Taken together, HH achieves the best recommenda-
tion performance among all the considered methods.
7. Conclusion
In this paper, we propose a new framework to evaluate the 
performance of recommendation algorithms. Compared with the 
traditional method, the way of real links divided into the train-
ing set and probe set is different. The amount of links for each 
user to be placed in the probe set is based on his/her degree with 
a tunable parameter which controls whether small degree users or 
large degree users tend to have more links in the “future”. We con-
sider several representative recommendation algorithms and ﬁnd 
that the new evaluation framework signiﬁcantly inﬂuences the es-
timated accuracy and diversity of the recommendation methods. 
Moreover, if the number of probe set links for large degree users is 
smaller than that from the random division, the overall recommen-
dation accuracy and diversity are improved. Our new framework 
can be interpreted by the update frequency of the recommenda-
tion lists in practice. Our results show that the recommendation 
lists of the large degree users need to be updated more frequently 
to achieve higher user satisfactory. In this sense, our ﬁndings are 
meaningful in application as it helps online retailers make better 
use of the existing recommendation methods.
Our results indicate that the performance of the existing rec-
ommendation methods are only tested in a very special case in 
which each link of the large degree users and small degree users 
is equally likely to be put in the probe set. Therefore, reexamining 
the performance of all the existing methods under the new frame-
work in this paper would be an interesting extension. Moreover, a 
more general data division framework could make the probability 
of a link to be put in the probe set depends on both user degree 
and item degree. Such framework could be used to investigate also 
how often items of different popularity should be included in the 
recommendation list. This problem asks for future research.
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