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Abstract
Mobile health is gradually taking more importance in our society and the need of
new power efficient devices acquiring biosignals for long periods of time is becoming
substantial.
In this thesis, we study the power reduction we could achieve on ECG sensing
devices. Emphasis is made on reducing the number of samples both during the
sensing phase and the compression phase. To that end, a new scheme called variable
pulse width finite rate of innovation (VPW-FRI) is investigated. This new technique
relies on the classical finite rate of innovation (FRI) theory and enables the use of a sum
of asymmetric Cauchy-based pulses to model ECG signals. Research is done in order
to implement VPW in practice and its performance are carefully analysed. Among
others, we consider the potential instability of the method, we study its compression
effectiveness and compare it with compression schemes widespread in the literature.
We also evaluate the spectrum extrapolation performance of VPW when fed with
signals sampled at sub-Nyquist rates and propose a modification that improves it.
Furthermore, we introduce a method based on the similarities between different heart
beats that reduces the computational costs of VPW. The parametric nature of VPW
finally allows us to use it as a noise reduction algorithm. In parallel, we review and
test a non-uniform sensing technique that adapts the sampling rate to the slope of
the signal.
The material related to FRI and VPW is patented and proprietary of Qualcomm
Inc.
Keywords: variable pulse width, finite rate of innovation, sampling, compressed
sensing, electrocardiogram, mobile health, ECG lossy compression
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Glossary
Acronyms
ADC analog-to-digital converter
AR auto-regression
AV atrioventicular
AWGN Additive white Gaussian noise
AZTEC amplitude zone time epoch coding
CORTES coordinate reduction time encoding system
CT cosine transform
DC direct-current
DCT discrete cosine transform
DFT discrete Fourier transform
DPCM differential pulse code modulation
ECG electrocardiogram
ESPRIT estimation of signal parameters via rotational invariance
techniques
FAN fan-out oriented
FRI finite rate of innovation
FT Fourier transform
HMM hidden Markov models
KLT Karhunen-Loeve transform
LS least squares
LVQ learning vector quantization
MAP maximum a posteriori
RBFN radial basis function neural networks
SA sinoatrial
SAPA scan-along polygonal approximation
SNR signal-to-noise ratio
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List of symbols
SRR signal to residual ratio
SVD singular value decomposition
TEO Teager energy operator
TLS total least squares
TP turning point
VPW variable pulse width
VPW-FRI variable pulse width finite rate of innovation
List of symbols
[.] discrete indexing
(.) continuous indexing
a,b,c, . . . scalars
A,B ,C , . . . constant scalars
a,b,c, . . . vectors
A,B,C, . . . matrices
δ Dirac delta function
Z,R,C integer, real and complex numbers
sign(x) signum function (equal to 1 if x > 0,−1 if x < 0 and 0 if x = 0)
i imaginary unit defined such that i 2 =−1
ℜ{.} real part
ℑ{.} imaginary part
.∗ complex conjugate
6 phase or argument of a complex number
|.| absolute value or magnitude of a complex number
b.c floor function
‖.‖ L2-norm
.T transpose of a matrix or a vector
.H Hermitian transpose or conjugate transpose of a matrix
.−1 inverse of a matrix
pinv pseudo-inverse of a matrix
∗ convolution product
diag(X , y) vector containing the diagonal values of the matrix X lo-
cated y positions above the main diagonal (below if y < 0)
toeplitz(x,y) Toeplitz matrix with first column defined as the vector x and
first row as y
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1 Introduction
1.1 Context
Mobile health, also called mHealth is a recent term describing the use of mobile com-
munication technologies and networks to deliver healthcare. In the past decades, the
field of communications and mobile technologies have undergone tremendous pro-
gresses: the technology is evolving fast, devices are getting smaller, more popular and
more affordable while their computational power and functionalities keep increasing.
At the same time, people are getting more sensitive to their own health and the pop-
ulation is progressively more receptive to the use of mobile devices to record their
health and daily lives: mobile equipment can now be used to record our heart beats
while running, more and more sensors are now embedded in mobile phones, and a
huge amount of applications is available to take advantage of them.
All these factors point towards the same direction: mHealth is progressively becoming
the next big thing!
In parallel, cardiovascular diseases remain the biggest cause of death in the world.
According to the World Health Organization1, about 17.3 million people died from
a cardiovascular disease in 2008: that represents 30% of the total number of deaths
and it is expected to increase to 26.3 million by 2030! These numbers justify the
need to further develop and provide efficient, low-power and low-cost methods to
continuously monitor and carefully analyse the heart beats of sensitive persons.
1http://www.who.int
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1.1.1 Global project and thesis outline
This thesis is part of a large project, launched at Qualcomm Inc. during the Spring
2011. The aim of this project is to investigate the feasibility and development of low-
power end-to-end portable systems for acquisition of biosignals. In a first phase, the
efforts are concentrated on the design of a device to sense ECG signals, as displayed
in Figure 1.1. The system is made of a lightweight patch and a mobile unit, with more
power capabilities than the patch. On the patch, analog sensors acquire the electric
Figure 1.1: End to end system designed to acquire ECG signals
signal coming from the heart. The acquisition is followed by an analog-to-digital
converter (ADC) (possibly preceded with some analog filtering). The data is processed
on the patch and sent via a radio channel to a mobile device (cell phone or other
independent device). With more power available, the device can perform operations
that were not possible on the patch, and if necessary stores the signals or forwards
them to the cloud.
The core of this thesis is focussed on the signal processing units (on the patch
and on the mobile device) and the main objective is to investigate new and innovative
ways to sample and compress ECG data. In particular, research is done in order to
minimize the amount of information sampled by the patch and transmitted between
the patch and the mobile device but also between the mobile device and the cloud (or
some storage unit).
The thesis is organized as follows. The first chapter introduces the context, a
medical background about ECGs and the mathematical tools necessary for a good
2
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understanding of the topics covered in the next chapters, and in particular the theory
of finite rate of innovation (FRI). Chapter 2 explores the state of the art techniques in
ECG compression and introduces a new scheme: the variable pulse width finite rate of
innovation (VPW-FRI). An extensive analysis of this very recent method is proposed in
Section 4.3. Chapter 3 covers power efficient sampling, and some methods relying on
non-uniform sampling are reviewed. We also try to lower the sampling rate using some
of the methods exposed in Chapter 2. We describe an improvement that enhances
the performance of the variable pulse width (VPW) method at sub-Nyquist sampling
rates in Section 3.2.2. Practical implementation issues and in depth analysis of the
algorithms introduced in Chapters 2 and 3 are described in Chapter 4. The algorithms
are then compared and their performance is evaluated in Chapter 5. Potential future
work on the topic and the conclusion are finally exposed in Chapter 6.
Throughout the thesis, emphasis is made on FRI theory and particularly VPW. We
first elaborate on the mathematical model of VPW and investigate its properties. Next,
new applications and practical uses are proposed and analysed. A full-fledged routine
to process long ECG records is described and two main improvements to VPW-FRI are
exposed: one of them enhances its frequency spectrum interpolation accuracy and
the other one reduces its running-time.
1.2 ECG signals: physiological overview
This section (based on [24, 55]) provides the necessary background for a basic under-
standing of the heart activity and its interpretation as electrical signals.
First let us have a look at the heart anatomy (cf. Figure 1.2). The heart is composed
of two main parts, separated by the septum. These two parts are in turn subdivided
into two chambers: the atrium (upper part), and the ventricle (lower part). The role
of the left part (displayed on the right in Figure 1.2) is to pump oxygenated blood
from the lungs and send it to the body through the aorta. On its way back, the de-
oxygenated blood re-enters the heart by flowing into the right atria and is sent back to
the lungs by the right ventricle through the pulmonary arteries.
The right atrium also contains two nodes, namely the sinoatrial (SA) node located
on top of it and the atrioventicular (AV) node, situated at the bottom. The SA node
controls the atria contractions while the AV node controls the ventricles and is con-
nected to them with branches via the septum.
3
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Figure 1.2: Anatomy of the heart
The nodes are responsible to trigger and coordinate the contraction of the different
chambers by propagating an electric signal through the cells. A vector can be as-
signed to each group of cells depending on the change of polarization. A dominant
vector characterizes the global depolarization wave and is defined as the sum of all
the vectors of the individual cells and can be sensed at the surface of the skin using
electrodes. A positive voltage is sensed for a dominant vector moving towards the
location of the electrode and a negative voltage is recorded for a vector moving away
from the electrode. Therefore the shape of the captured voltage varies depending on
the locations of the electrodes on the skin.
There are 10 standard locations for the electrodes: 2 on the arms (labelled RA and
LA), 2 on the legs (RL and LL) and 6 on the chest (V1 to V6). Using these 10 locations,
we can generate 12 standard resulting signals named leads. A lead can be composed
of the difference of two electrodes (for example lead I is defined as the difference of
voltage between the right and left arm, L A−R A). Taking the difference amplifies the
signal related to the heart activity and minimizes the noise and is necessary for the
electrodes that are located away from the heart (on the limbs). For the electrodes
positioned close to the heart, a lead simply consists of the signal recorded on a single
electrode. One can see the different leads as different angles of view on the dominant
vector.
4
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Every cardiac cycle consists of two phases for both the atria and the ventricles:
the activation and the recovery, also known as repolarization and depolarization.
A full cardiac cycle with the polarization of the cells and the direction of the resulting
vector is illustrated in Figure 1.3. The ECG displayed in the middle is lead I I 2 from the
left leg to the right arm (LL−R A), meaning that a dominant vector pointing towards
the left leg is recorded with a positive voltage and a vector pointing towards the left
arms results in a negative voltage. At the beginning of the cycle, all the cells are at
rest, which is translated to the baseline of the ECG. The start is initiated by the SA
node, which plays the role of a pacemaker. The electrical signal polarizes the atria
and its dominant vector points towards the AV node, which results into a positive
voltage, called the P wave. Its size is relatively small since the atria muscles have a
small mass compared to the ventricles muscles. The depolarization phase results in
the contraction of the left and right atria, which has the effect of sending blood to
the ventricles. At the end of the P wave, when all the atria cells are depolarized, the
resulting ECG signal is back to its baseline state.
Then the AV node starts depolarizing, along with its branches. The electric wave
propagates through the septum and reaches first the right ventricle: being smaller
and having thinner walls than the left one, it depolarizes faster. As a consequence, the
dominant vector first points towards the right ventricle and gradually moves towards
the left ventricle, which results in a positive voltage that becomes negative when the
dominant vector moves away from the direction of the left leg.
The depolarization of the ventricles results in the ECG in what is called the QRS
complex, composed of the Q wave, the R wave (the large peak) and the S wave, each
of them being defined by the state of the dominant vector. During this phase, the
blood present in the ventricles is ejected and sent through the body. Observe that in
Figure 1.3, the Q wave is almost absent: that is due to the fact that the dominant vector
is perpendicular to the electrodes axis. The shape of the QRS relies on the position
of the electrodes but also on the electrical axis [24], which can be seen as the main
direction of the QRS complex and varies from person to person.
It should be noted that the repolarization of the atria occurs at the same time as the
depolarization of the ventricles, and since their muscular mass is much smaller, its
effect is completely masked by the QRS complex.
When both ventricles are completely depolarized, the heart is in a resting state for a
short period of time and the resulting vector is null before the repolarization of the
2To be exact, it is a modified lead I I , with electrodes placed at equivalent positions relative to the
heart but much closer to it than the limbs
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Figure 1.3: One cardiac cycle. Each state of the heart is mapped to its corresponding
wave on the lead I I ECG signal using the letters a to h. The direction of the dominant
vector is represented by the white arrows and the electrodes axis goes from the top
left of the heart (negative) to the bottom right (positive). The depolarized cells are
illustrated with black  and the repolarizing cells are illustrated with gray  .
ventricles occurs. The repolarization can be seen on the ECG record as a positive wave,
also named the T wave. Once the T wave ends, all of the heart cells are polarized again
and a new cycle can start. Figure 1.4 illustrates the different pulses in a period of an
ECG and their corresponding letter.
We do not discuss the diagnostic of the different pathologies and potential mal-
functions of the heart and their interpretation here. The reader interested in more
information about it should refer to [24, 19].
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P
Q
R
S
T
Figure 1.4: Name of the different waves composing the period of an ECG.
1.3 Signals with finite rate of innovation
This section provides a first contact with the theory of FRI. The classical sampling
theory pioneered by Kotel’nikov [36], Nyquist [48], Shannon [54] and Whittaker [61]
relies on the assumption that the signals to be acquired are band-limited to a max-
imum frequency: the Nyquist frequency. Even if this hypothesis does not hold, the
signals can simply be low-pass filtered before being sampled at a rate at least twice
the Nyquist frequency.
FRI theory is based on a different assumption: the signals acquired must have
finite number of parameters per unit of time. These parameters are seen as innova-
tions, hence the name FRI. FRI sampling works by using non-linear techniques to
recover these degrees of freedom. Unlike the conventional Shannon-Nyquist sampling
theory, signals sampled with FRI are not restricted to a finite support in the frequency
domain. A periodic stream of Dirac pulses is a good example of such a signal. Another
advantage of FRI is that it reuses two of the main building blocks of the conventional
sampling theory: low-pass filtering and uniform sampling.
We present here an overview of the theory behind FRI. It is based on [10, 28, 43, 58]
and introduces, through a simple example, the concepts required to understand some
of the methods presented in this report. The reader already familiar with FRI could
skip this Section. For more detailed information about FRI, please refer to [10, 58].
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1.3.1 Rate of innovation of a signal
Before diving into the mathematics and the algorithms, let us introduce the class of
signals used in the FRI framework. As stated above, FRI requires signals to have a
finite degrees of freedom per unit of time. This concept is formalized in what follows.
Let Cx (t1, t2) be a function that counts the number of degrees of freedom of a
signal x(t ) in the interval [t1, t2]. The rate of innovation ρ is defined as [58]
ρ = lim
τ→∞
1
τ
Cx
(
−τ
2
,
τ
2
)
. (1.1)
For most practical applications, another notion is introduced, the local rate of innova-
tion, defined over an interval of length τ as follow:
ρτ(t )= 1
τ
Cx
(
t − τ
2
, t + τ
2
)
. (1.2)
Example: periodic stream of Diracs FRI is not a generic method and its algorithms
need to be adapted for every different class of input signal. The best way to introduce
FRI is probably through an example. The typical signal to which FRI is applied is a
τ-periodic stream of K Diracs sampled at a rate of fs = Nτ (N > 2K ):
x(t )= ∑
n∈Z
K−1∑
k=0
ckδ(t − tk −nτ), (1.3)
where {tk }
K−1
k=0 represent the locations of the pulses and {ck }
K−1
k=0 their amplitude. An
example of a stream of Diracs is illustrated in Figure 1.5. Since Dirac pulses have an
infinite support in the Fourier domain, it is impossible to sample them and perfectly
reconstruct them using the classical Shannon-Nyquist theorem. However, as they
have a few number of parameters per unit of time (low rate of innovation), they make
a very good candidate for FRI.
The goal of FRI is to recover the different parameters (tk s and ck s) in order to perfectly
reconstruct the original signal by using a finite number of Fourier series coefficients.
As there are 2K free parameters (K positions and K amplitudes) per period, the
rate of innovation of x(t ) is
ρ = 2K
τ
. (1.4)
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Figure 1.5: Example of a stream of 5 Diracs.
We can compute its Fourier Series Coefficients as
X [m]= 1
τ
∫ τ
0
x(t )e−i 2pitm/τd t
= 1
τ
∫ τ
0
K−1∑
k=0
ckδ(t − tk −nτ)e−i 2pitm/τd t
= 1
τ
K−1∑
k=0
∫ τ
0
ckδ(t − tk )e−i 2pitm/τd t
= 1
τ
K−1∑
k=0
ck e
−i 2pitk m/τ, (1.5)
where m ∈Z. The FRI reconstruction algorithm requires to know the Fourier series
coefficients for at least 2K consecutive values. The reason why we need 2K or more
consecutive values becomes clear later (cf. equation 1.11), but intuitively it makes
sense that if we want to recover 2K parameters, we need at least 2K Fourier samples.
Since the Fourier Series coefficients are separated by a distance of 1/τ (due to the
τ-periodicity in time of the signal), the minimal bandwidth B has to be larger than 2K
τ
.
As in classical sampling theory, we can apply a low pass filter before sampling x(t ) at a
bandwidth sufficient to capture enough coefficients.
Annihilating filter and pulse location recovery An annihilating filter (as de-
fined in [58]) is a filter which, convolved with a signal, produces a resulting signal of
zero. In other words, if S[m] is a signal and A[m] is the corresponding annihilating
9
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filter, (S ∗ A)[m]= 0,∀m ∈N.
Proposition 1. The signal S[m]=∑K−1k=0 ck umk , where ck ∈R, uk ∈C, is annihilated by
the filter (assuming that A[0]= 1):
A(z)=
K∑
k=0
A[k]z−k
=
K∏
k=1
(1−uk z−1) (1.6)
Proof. Taken from [58]. We have:
A[m]∗S[m]= 1
τ
K∑
k=0
A[k]S[m−k]
= 1
τ
K∑
k=0
A[k]
K−1∑
l=0
cl u
m−k
l
= 1
τ
K−1∑
l=0
cl u
m
l
K∑
k=0
A[k]u−kl .
Using equation (1.6), we know that
∑K
k=0 A[k]u
−k
l = A(ul )= 0. Therefore
A[m]∗S[m]= 0. (1.7)
From equation (1.6), we see that the roots of the annihilating filter for the Fourier
coefficients of the stream of Diracs X [m] are
uk = e−i 2pitk /τ. (1.8)
Therefore, uk allows us to compute the parameters tk as
tk =−
τ 6 uk
2pi
, (1.9)
where 6 uk is the phase of uk . It remains to show how to find the annihilating filter
coefficients. To that end, equation (1.7) can be rewritten as (with A[0]= 1)
−X [m]= A[1]X [m−1]+ A[2]X [m−2]+·· ·+ A[K ]X [m−K ]. (1.10)
10
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Hence the annihilating filter can be used to predict the next Fourier coefficient of
the signal based on the K preceding coefficients. Thus for every entry, we can write
equation (1.10) into the following matrix form:
...
... · · · ...
X [−1] X [−2] · · · X [−K ]
X [0] X [−1] · · · X [−K +1]
...
...
. . .
...
X [K −1] X [K −2] · · · X [0]
...
... · · · ...


A[1]
A[2]
...
A[K ]
=−

...
X [0]
X [1]
...
X [K ]
...

.
The infinite matrix above has a Toeplitz form: every diagonal from left to right is made
of the same coefficients. Observe that by knowing at least 2K coefficients, we can fully
recover the annihilating filter. For example with X [m] for m =−K +1, . . . ,K , we find
the filter A by solving the linear system of equations below:
X [0] X [−1] · · · X [−K +1]
X [1] X [0] · · · X [−K +2]
...
...
. . .
...
X [K −1] X [K −2] · · · X [0]


A[1]
A[2]
...
A[K ]
=−

X [1]
X [2]
...
X [K ]
 . (1.11)
Of course if more than 2K coefficients are available, we can make the above matrix
taller and add stability to the system. It is particularly recommended to do so when
the input signal contains a high amount of noise.
Pulse amplitude recovery Now that we have the locations of the pulses, it re-
mains for us to find their amplitudes. Taking K consecutive Fourier coefficients (or
more) and letting
V =

1 1 · · · 1
u0 u1 · · · uK−1
...
...
. . .
...
uK−10 u
K−1
1 · · · uK−1K−1
 , (1.12)
x = [X [0], X [1], . . . , X [K −1]]T (1.13)
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and
c = [c0,c1, . . . ,cK−1]T ,
we can represent equation (1.5) with the following set of linear equations:
1
τ
V c = x . (1.14)
The Vandermonde matrix V is non-singular as ui 6= u j for any i 6= j . Therefore, the
amplitudes c = {ck }K−1k=0 can be recovered by
c = τV −1x . (1.15)
Note that the set of coefficients x we choose for the analysis does not necessarily need
to be located around the DC component. In fact, any set of consecutive coefficients
will work, but the most natural set of the Fourier coefficients is usually X [m] for
m =−K −1, . . . ,K , as it can minimize the frequency at which the signal is sampled.
Noisy case
In the presence of noise, it is important to first denoise the matrix of equation 1.11.
Some denoising methods are described in Section 1.4.
1.3.2 Periodic nonuniform spline
We see here how the above method can be generalized to periodic nonuniform splines
(with period τ).
A signal is a periodic nonuniform spline of degree R with knots at {tk }
K−1
k=0 ∈ [0,τ] if and
only if its (R+1)th derivative is a periodic stream of K Diracs, that is
xR+1(t )= ∑
n∈Z
K−1∑
k=0
ckδ(t − tk −nτ).
Figure 1.6 illustrates an example a part of a non-uniform spline of degree 1. As we can
see, its second derivative is a stream of Diracs. Since we are back to a stream of Diracs
like in equation (1.3), we can recover its degrees of freedom using the same approach
as in the previous Section.
12
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(a) (b) (c)
Figure 1.6: (a) Part of a non-uniform spline of degree 1, (b) its first and (c) second
derivatives.
1.4 Denoising methods for ECG
Most of the time, the signals used in practice do not perfectly match the underlying
model assumed by FRI. Indeed, they usually contain a certain amount of noise and
there might be some model mismatch as well. Some of the most common sources
of noise in ECGs include (but are not limited to) power-line interferences, electro-
magnetic interferences, muscle and motion artefacts or respiration.
Noisy signals are not likely to be modelled with a finite number of parameters
and that is the reason why the signal needs to be preprocessed before. This section
introduces some of the techniques used in the FRI framework to reduce the presence
of noise.
The methods presented below also address the problem of model mismatch: indeed,
real data almost never matches perfectly the pulse shapes expected by FRI.
One can see the denoising block as the analogue to the low-pass filtering in the case
of the Shannon-Nyquist sampling theory: a preprocessing stage in order to fit the data
into the underlying model.
1.4.1 Cadzow denoising
Cadzow denoising [13] is the most commonly used method for FRI denoising and is
also reviewed, among others, in [10, 28]. Cadzow’s method is an iterative algorithm
that directly works on the Fourier coefficients X [m] used by FRI to find the annihilat-
ing filter. Let Fˆ be the Toeplitz-shaped matrix of measurements (noisy coefficients)
13
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defined as
Fˆ =

Xˆ [L] Xˆ [L−1] · · · Xˆ [0]
Xˆ [L+1] Xˆ [L] · · · Xˆ [1]
...
...
. . .
...
Xˆ [M ] Xˆ [M −1] · · · Xˆ [M −L]
 ,
where Xˆ [m] (m = 0, . . . , M −1 and M ≥ 2K ) are the Fourier coefficients of the input
signal used for analysis and L = ⌊M2 ⌋. Note that when M > 2K , this matrix is always
square (when M is even) or almost square (when M is odd), unlike the extension of the
matrix on equation 1.11, which becomes taller. Also observe that here the coefficients
are chosen only for positive frequencies, but the technique is easily generalized to any
set of coefficients.
Similarly, let us define F as the matrix of noise-free coefficients:
F =

X [L] X [L−1] · · · X [0]
X [L+1] X [L] · · · X [1]
...
...
. . .
...
X [M ] X [M −1] · · · X [M −L]
 ,
where X [m]=∑K−1k=0 ck umk (which follows the model assumed by FRI). In the case of
the stream of Diracs, uk = e i 2pitk /τ but, as we see later, uk can take different values and
this analysis can be generalized to different classes of signals.
F can be decomposed as follows [28]:
F =

uL0 u
L
1 · · · uLK−1
uL+10 u
L+1
1 · · · uL+1K−1
...
...
. . .
...
uM0 u
M
0 · · · uMK−1

︸ ︷︷ ︸
C

c0 0 · · · 0
0 c1 · · · 0
...
...
. . .
...
0 0 · · · cK−1

︸ ︷︷ ︸
D

1 u−10 · · · u−L0
1 u−11 · · · u−L1
...
...
. . .
...
1 u−1K−1 · · · u−LK−1

︸ ︷︷ ︸
E
, (1.16)
whereC and E have Vandermonde structures andC is a diagonal matrix. Since the
uk s are all distinct (recall that we assume that we have K different pulses), the rank of
C and E is K , which implies that F is also of rank K .
However, the rank of the noisy matrix Fˆ is greater than or equal to K . Cadzow
denoising alternatively ensures that (a) the rank of Fˆ is K and (b) Fˆ is a Toeplitz matrix
as follows:
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(a) The rank of the matrix is reduced by computing the singular value decomposi-
tion (SVD) of Fˆ and keeping only its K largest singular values. In other words
FˆK = Uˆ ΣˆK Vˆ H , (1.17)
such that Uˆ ΣˆVˆ H is the SVD of Fˆ and ΣˆK (i , i ) = Σˆ(i , i ) for i = 0, . . .K −1 and 0
otherwise (assuming that the singular values are sorted in descending order). It
can be shown that FˆK minimizes the Frobenius norm of the difference between
Fˆ and FˆK under the constraint that rank(FˆK )= K . This result is known as the
Eckart-Young theorem and a proof of it can be found in [20].
(b) The Toeplitz form of FˆK is ensured by averaging the entries of each diagonal as
follows:
FˆT =

mean(diag(FˆK ,0)) mean(diag(FˆK ,1)) · · · mean(diag(Fˆ (a)K ,L))
mean(diag(FˆK ,−1)) mean(diag(FˆK ,0)) · · · mean(diag(FˆK ,L−1))
...
...
. . .
...
mean(diag(FˆK ,L−M)) mean(diag(FˆK ,L−M +1)) · · · mean(diag(FˆK ,0))
 ,
where mean(x) computes the average of the vector x and diag(X , y) extracts the
diagonal values of the matrix X located y positions above the main diagonal
(below if y < 0). We can see that FˆT also minimizes the Frobenius norm of the
difference between FˆK and FˆT under the constraint that FˆT is Toeplitz. Indeed,
minimizing the Frobenius norm is the same as minimizing the sum of the
squares of all entries of the difference-matrix. The constraint fixes a single value
for each diagonal. Therefore, we can treat every diagonal separately, and the
value that minimizes the sum of the squares of each diagonal is simply the mean
of the diagonal entries.
Stopping criterion and convergence The algorithm usually stops after the ratio of
the K th and the (K +1)th singular value falls below some fixed threshold. It has been
shown that the procedure described above always converges to a matrix satisfying
the conditions stated above [13]. The pseudo-code of this method can be found in
Algorithm 1.
Extensive research has already been made in order to make Cadzow faster and
15
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Algorithm 1 Cadzow denoising
Input: a vector of measurements xˆ of size M , a threshold t used as stopping criterion.
Output: a vector x such that Cadzow conditions are verified.
r = 1
M = length(xˆ)
L = ⌊M2 ⌋
xˆr = [xˆ[L], xˆ[L−1], . . . , xˆ[1]]
xˆc = [xˆ[L], xˆ[L+1], . . . , xˆ[M ]]
F = toeplitz(xˆc , xˆr )
while r > t do
{U ,S,V }= svd(F )
r = S[K +1,K +1]/S[K ,K ]
S[K +1 : end,K +1 : end]= 0
F =USV H
for i = 1→ L do
xˆr [i ]=mean(diag(F , i ))
end for
for i = 1→M −L do
xˆc [i ]=mean(diag(F ,−i ))
end for
F = toeplitz(xˆc , xˆr )
end while
return x = [F [1,end :−1 : 2]T ;F [:,1]]
more efficient. Among others, we can mention [6].
1.4.2 ESPRIT algorithm
Estimation of signal parameters via rotational invariance techniques (ESPRIT) is
another denoising algorithm that is based on some of the same assumptions as
Cadzow. ESPRIT directly outputs the roots of the annihilating filter and works as
follows.
Like in Cadzow, Fˆ is reduced to FˆK of rank K using equation (1.17). In the noiseless
case, we have
F =CDE
=UΣV H ,
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where matricesC , D andE are defined in equation (1.16) andUΣV H is the SVD of F .
First let us show that the subspace spanned by the matrix F is the same as the one
spanned by the first K columns ofU , denotedUK . We can prove this as follows:
colspan(F )= {Fα,∀α ∈CL}
= {UΣV Hα,∀α ∈CL}
(a)= {U ′Kβ,∀β ∈CK }
= colspan(UK ),
whereU ′K =UΣ is a linear combination of the columns ofUK . (a) is due to the fact
that since V H is orthonormal and of rank K , ∀β ∈ CK ,∃α ∈ CL such that β = V Hα.
Similarly
colspan(F )= {Fα,∀α ∈CL}
= {CDEα,∀α ∈CL}
(b)= {Cβ,∀β ∈CK }
= colspan(C ).
Let E ′ =DE be a linear combination of the rows of E . (b) comes from the fact that
since E ′ is full rank (K ), ∀β ∈CK ,∃α ∈CL such that β=C ′α. Therefore we can write
C =UKΨ, (1.18)
whereΨ is a K ×K nonsingular matrix.
Moreover, defineC (1) as the matrix formed by all but the first row ofC andC (2) as the
matrix formed by all but the last row ofC . U (1)K andU
(2)
K are defined similarly relative
toUK . Furthermore, observe that
C (1) =C (2)Φ, (1.19)
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where Φ is a K ×K diagonal matrix such that Φ(i , i ) = ui . Therefore, from equa-
tions (1.18) and (1.19), we have:
U (1)K =C (1)Ψ−1
=C (2)ΦΨ−1
=U (2)K ΨΦΨ−1
=U (2)K H , (1.20)
where H =ΨΦΨ−1. The matrices H andΦ are similar and therefore share the same
eigenvalues, namely the roots {uk }
K−1
k=0 of the annihilating filter.
Back to the noisy case, equation (1.20) becomes
Uˆ (1)K = Uˆ (2)K H . (1.21)
ESPRIT solves equation (1.21) either using a least squares (LS) or a total least squares
(TLS) approach [26]. Based on our experiments, both methods were leading to similar
results. The pseudo-code for ESPRIT with LS can be found on Algorithm 2.
Algorithm 2 ESPRIT denoising and roots finding
Input: a vector of noisy measurements xˆ of size M .
Output: the roots uk of the vector a such that a ∗ xˆ = 0.
M = length(xˆ)
L = ⌊M2 ⌋
xˆr = [xˆ[L], xˆ[L−1], . . . , xˆ[0]]
xˆc = [xˆ[L], xˆ[L+1], . . . , xˆ[M ]]
F = toeplitz(xˆc , xˆr )
{U ,S,V }= svd(F )
U =U [:,1 : K ]
H =U [2 : end, :]pinv(U [1 : end−1, :])
return eigenvalues(H)
The main advantage of ESPRIT over Cadzow is that it is a non-iterative algorithm3,
which makes its execution time significantly faster (depending on how many iterations
are needed for Cadzow).
There is a third denoising approach that can be used and that is briefly mentioned
3Note that SVD algorithms are iterative, what is meant here is that the number of SVDs is always
fixed, unlike in Cadzow.
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here. It has been invented by B. De Moor [18] and its investigation in the FRI framework
has been suggested by Frank Quick4. It finds the vector of denoised coefficients x
and the corresponding annihilating filter a = {A[m]}K−1k=0 from the vector of noisy
measurements xˆ by solving the following least squares problem:
{x ,a}= argmin
x ,a
‖x − xˆ‖2 under the constraints Txˆa = 0 and ‖a‖ = 1,
where Txˆ is the Toeplitz matrix built from the Fourier coefficients xˆ as in equation 1.11.
De Moor uses Lagrange multipliers to resolve this constrained least squares problem.
Its advantage is that, unlike ESPRIT and Cadzow, it gives the optimal L2 solution.
However, its convergence is not guaranteed and its speed is extremely slow.
4Researcher at Qualcomm Inc.
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2 ECG Compression Techniques
In this chapter, we describe different ECG compression approaches and also introduce
a new model. The focus is on their mathematical and algorithmic description, details
regarding their a practical implementation can be found in Chapter 4 and a more
precise analysis of the performance of some selected methods is provided in Chapter 5.
2.1 Review of some ECG compression methods
ECG compression has been widely studied in the literature in the past decades and
several approaches have been proposed to reduce the bit rate of ECG signals. There
are of course a lot of generic data compression (both lossless and lossy) methods
which have been developed so far. To name a few, polynomial predictors [4] and
interpolators [35], data compression by differential pulse code modulation (DPCM)
coding [50], and entropy coding (for example the well known Huffman coding [29]).
However, since this thesis is dedicated to ECG signals, the focus is on techniques
specifically targeted at ECG signals. We briefly review here the most popular lossy
compression methods (lossless compression is in not in the scope of the thesis). A
more complete overview of most of the ECG compression techniques (on which this
section is based) can be found in [31]. Other details regarding some of the most used
algorithms are in [55]. At the end of the chapter, we investigate some uses of FRI for
ECG compression and also present a new FRI-based technique.
Compression methods ECG lossy compression methods are usually classified in
two main categories:
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− Direct methods: These methods are directly applied in the time domain. am-
plitude zone time epoch coding (AZTEC), turning point (TP), fan-out oriented
(FAN) and coordinate reduction time encoding system (CORTES) algorithms
mentioned below fall into this category.
− Transform based methods: Transform based techniques try to find a sparse
representation in a different basis and compression is achieved by discarding
the zero or small coefficients.
Note that all the compression techniques presented here assume a complete input
signal (sampled at the Nyquist rate or more). In Chapter 3, we relax this assumption.
2.1.1 AZTEC
AZTEC [15] has been the method of choice for many applications due to its simplicity,
low complexity and relatively good compression ratio. AZTEC converts ECG signals
into a sequence of plateaus and slopes as follows.
Let x[n] for n = 0, . . . , N−1 be the ECG signal we want to compress. Out of the sequence
x[n], AZTEC only picks a certain number of samples denoted by x[nk ] (k = 0, . . . ,K −1).
n0 is usually chosen as 0 and nK−1 =N −1. To find the remaining values, let us define
the following variables:
xk,mi n[n]=min{x[nk−1], . . . , x[n]}
xk,max[n]=max{x[nk−1], . . . , x[n]}.
nk is defined as the first value n such that the inequality below does not hold any
more:
xk,max[n]−xk,mi n[n]≤ ²,
where ² is the error tolerance. A plateau is constructed by a straight line going from
x[nk−1] to x[nk ] and its amplitude is
xk,max [nk−1]+xk,mi n [nk ]
2 . When the slope of the signal
is too steep (or in other words, when nk −nk−1 falls below some fixed threshold), a
slope is defined in place of a plateau and in this case the value x[nk ] is kept instead of
the average of the two extreme points of the sequence.
The number of samples is controlled by ²: a larger ² leads to smaller sampling rate.
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Starting with an input signal sampled at 500 Hz (and quantized at 12 bits per sample),
a compression ratio of 10 to 1 is claimed [15]. One of the drawbacks of AZTEC is that
the compressed signal presents very visible discontinuities between the plateaus, as
it can be seen in Figure 2.1, which illustrates AZTEC compression on a signal taken
from the MIT-BIH arrhythmia database1. Moreover, since the compressed samples are
not uniformly spaced any more, one needs to keep track of their time of occurrence
(either by storing the differential time between each sample or their absolute time).
Finally, note that there is no need to differentiate the plateaus from the slopes as it
can be deducted from the distance with the previous sample.
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Figure 2.1: (a) Fragment of record 100 from the MIT-BIH database sampled at 360 Hz
and (b) its AZTEC compression with a ratio of 5 : 1.
Several modifications (for example [22] involving adaptive thresholds) have been
proposed to the original AZTEC, mainly to minimize the steep steps or discontinuities
1http://www.physionet.org/physiobank/database/mitdb/
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present in the P and T waves.
There are some other ways to get rid of the discontinuities, for example processing
the output of the AZTEC with a smoothing filter as in [16](the price to pay is that the
QRS complex is also smoothed in the process).
Another interesting technique similar to the AZTEC method is the scan-along
polygonal approximation (SAPA) [30] (see also the FAN [21] algorithm, proven to
be equivalent to SAPA [7]). Unlike AZTEC, the output of SAPA does not exhibit any
discontinuity (even though its slope is not continuous). In fact, in SAPA all portions of
the input signal are modelled with slopes. For more details regarding this algorithm,
please refer to [55, 31].
2.1.2 Turning Point method
The TP method [47] has a fixed compression ratio of 2 to 1. Out of 3 consecutive points,
it always discards the middle one, except when it is representing a turning point, in
which case it discards the third one.
As for AZTEC, the TP algorithm does not have uniformity of its samples. Another
disadvantage is its fixed and relatively low compression ration.
Some variations of this method also exist, for instance the CORTES [1], which is a
hybrid of the TP and the AZTEC method.
2.1.3 Transform based methods
In the case of transform based methods, the compression is performed in a different
domain that provides a sparser representation of the input signal. The main challenge
resides in finding such a sparse representation in an efficient manner. Having a sparse
representation means that most of the coefficients are zero or close to zero. That
allows us to discard them without harming too much the original signal. A simple
example that illustrates sparsity is the continuous signal x(t)= cos(at), that would
require an infinite number of samples for a representation in time. However, taking
the Fourier transform (FT) of x(t ) leads to X (ω)=p2pi · δ(ω−a)+δ(ω+a)2 , a spectrum that
is zero everywhere except for two single values.
Some of the most popular and efficient methods include the FT, cosine transform
(CT) or Karhunen-Loeve transform (KLT) [33, 40]. The latter is the most optimal one
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but is also the most computationally expensive one since new basis vectors needs to
be computed for every different input signal. Moreover, the computation of the KLT
basis vectors is very costly as it involves the eigendecomposition of large matrices.
Therefore, other suboptimal transforms such as FT and CT are often preferred to it in
practice.
Unlike most direct methods, transform based methods process signals by blocks.
For ECG signals, the most natural way is to defined a block as a single heart beat,
therefore QRS detection must precede every transform based method (cf. appendix A.1
for more details about QRS detection).
We recommend the reader looking for a more complete summary of the afore-
mentioned techniques as well as other state-of-the art methods to refer to [31].
2.1.4 QRS spline modelling
To the best of our knowledge, this method is the first application of the FRI theory
to ECG compression. The method is due to P. Marziliano et al. [27], based on their
previous work on shot noise [44]. The main idea behind it is to decompose each heart
beat into two different components as in Figure 2.2:
− A low frequency part, which has no frequency higher than 10 Hz.
− A high frequency part, which is almost only present in the QRS complex.
Sampling ECG signals at the Nyquist frequency would require a fair amount of
coefficients, since the bandwidth of ECG signals usually ranges up to 80-100 Hz or in
the extreme cases even 150 Hz.
The essence of this method is to parametrize the high frequency part using FRI and to
sample the residual low frequency part at a lower frequency as follows.
Assuming that only the QRS complex is present in frequencies higher than B
τ
Hz
( B
τ
is usually around 10 Hertz in practice), we can rewrite the Fourier series coefficients
of the ECG signal as
X [m]=
{
XL[m]+XH [m] if m ∈ [−B ,B ]
XH [m] if m 6∈ [−B ,B ]
,
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Figure 2.2: One period of an ECG signal separated into the lower frequency part (white
are) and the higher frequency part (gray area)
where XL is the low frequency part, XH is the spectrum that contains only the QRS
complex and τ is the period of the signal. Figure 2.3 illustrates the decomposition of
the ECG signal in both the time and the frequency domain.
In this model, the QRS complex XH [m] is approximated as a non-uniform spline
of order 1. Recall that a spline is a piecewise polynomial function, and that its order
corresponds to the highest order of its polynomials. As we have seen in Section 1.3.2,
the second derivative of XH [m], expressed as (
i 2pim
τ )
2XH [m] in the frequency domain,
can be modelled with a stream of Diracs. The number of parameters for each Dirac is 2
(time location and amplitude) and, since we model the QRS complex using 4 ‘straight
lines’, the corresponding number of Diracs is K = 5. Hence the local rate of innovation
in each heart beat is given by
ρτ(t )= 2K
τ
.
By picking Fourier coefficients from m = B +1 to B +2K (containing only frequen-
cies representing the QRS complex), we are able to efficiently parametrize the QRS
complex.
Once the locations {tk } and amplitudes {ck } of the stream of Diracs have been re-
covered, we can reconstruct an estimated (parametrized) version of the QRS complex
26
2.1. Review of some ECG compression methods
1 1.5 2 2.5−2
−1.5
−1
−0.5
0
0.5
1
1.5
time (sec)
vo
lta
ge
 (m
V)
 
 
(a)
1 1.5 2 2.5−2
−1.5
−1
−0.5
0
0.5
1
1.5
time (sec)
vo
lta
ge
 (m
V)
 
 
(b)
1 1.5 2 2.5−1
−0.5
0
0.5
1
1.5
2
2.5
time (sec)
vo
lta
ge
 (m
V)
 
 
(c)
−200 −100 0 100 200−120
−100
−80
−60
−40
−20
0
freq (Hz)
Am
pl
itu
de
 
 
(d)
−40 −20 0 20 40−50
−40
−30
−20
−10
freq (Hz)
Lo
g 
m
ag
ni
tu
de
 (d
B)
 
 
(e)
−200 −100 0 100 200−120
−100
−80
−60
−40
−20
0
freq (Hz)
Lo
g 
m
ag
ni
tu
de
 (d
B)
 
 
(f)
Figure 2.3: (a) Synthesized ECG signal decomposed into the sum of (b) a low frequency
signal containing the P and T waves and (c) a higher frequency signal containing the
QRS complex. Their respective spectrum is displayed on (d), (e) & (f). Some high
frequencies are still present out of the QRS complex, but they drop very fast.
by integrating twice the parametrized stream of Diracs:
XˆH [m]=
( τ
i 2pim
)2 1
τ
K−1∑
k=0
ck e
−i 2pitk m/τ.
The residual low frequency part is then calculated as
XˆL[m]= X [m]− XˆH [m].
As it now contains almost no high frequency any more, XˆL[m] is close to zero for
frequencies larger than around 10-15 Hz. Hence only a small number of Fourier
coefficients need to be kept. For each heart beat, the compressed signal consists of
XˆL[m] and the 10 parameters (5 amplitudes and 5 time locations) used to model the
QRS as a spline.
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The reconstruction of the signal is quite straightforward. Given the Diracs pa-
rameters, we can calculate the Fourier coefficients of the Diracs up to the sampling
frequency of our choice and integrate it twice to obtain the coefficients of the spline.
Finally, we just need to replace the low frequencies of the spline with the residual
signal and take the inverse Fourier transform to obtain a time domain representation
of the signal.
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Figure 2.4: original signals from the MIT BIH database: (a), record 101 (b) record 103
& (c) record 123 and their respective reconstructions (d), (e) & (f) with parameters
K = 5 and L = 7 (total of 24 samples per heart beat. Assuming that the period of one
beat is about 1 second, this is equivalent to a compression ratio of 15 to 1).
Our own implementation of this method gave us satisfactory results and very
high compression ratios on some selected signals, as illustrated in Figure 2.4: the QRS
complex is particularly sharp and accurate in these examples. However, the results
were unstable and we did not manage to consistently achieve a good reconstruction.
Unfortunately, we could not access to the code from the authors to compare our
implementation to theirs.
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To improve the robustness of the algorithm (which was crucial for a practical
utilization of it), we add an extra step in our implementation: the extraction of the
QRS complex by windowing it in time before being fed to the algorithm. This simple
modification forces the Diracs locations to always be within the window, which was
not always enforced with the previous implementation.
Based on our experiments and simulations, a Tukey window centered on the R peak2
and with a width of 0.1 second (approximately the average width of a QRS complex)
was leading to reasonably good and more consistent results.
Even though it makes the algorithm more polyvalent and improves the quality of
the QRS modelling, the use of a window in the time domain also comes with some
drawbacks, some of which are discussed in Section 3.2.1 and in Chapter 5.
2.2 Variable Pulse Width FRI
This section introduces a new ECG compression scheme: the VPW model. This new
method was developed at Qualcomm Inc. during the Summer 2011 and its discovery
is due to Frank Quick and Ronald Crochiere [51]. It can be seen as an extension of FRI
for streams of Diracs (cf. Section 1.3.1 for the details) in the sense that it adds two
other free parameters (damping factor and asymmetry) to the Dirac pulse model.
2.2.1 A new model
A brief look at any ECG signal shows that a heart beat can be interpreted as a sum of 5
pulses (one pulse for each of the P, Q, R, S and T waves). To stay consistent with the
FRI notation introduced in Section 1.3, we denote the number of pulses by K .
The idea of VPW is to parametrize each of these pulses with a determined shape. In
the case of ECGs, a pulse following a Cauchy-Lorentz distribution turns out to be a
very suitable shape to start with (the choice of the pulse shape becomes clear in the
next paragraphs, when the recovery of the parameters is described). With this model,
we can characterize every pulse pk (t ) by
pk (t )=
ck
pi
ak
a2k + (t − tk )2
, (2.1)
2The location of the R peak can be found using some QRS detection methods (cf. appendix A.1).
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where k is the index of the pulse, ck its amplitude, ak its width and tk its location in
time. An example of a Cauchy-Lorentz pulse can be seen in Figure 2.6(a). Every heart
beat y (1)(t ) is therefore modelled as the sum of K such pulses:
y (1)(t )=
K−1∑
k=0
pk (t )
=
K−1∑
k=0
ck
pi
ak
a2k + (t − tk )2
.
Figure 2.5 shows an example of an ECG heart beat with a possible decomposition in
5 different Cauchy-Lorentz pulses. The sum of the different pulses is represented in
Figure 2.5(c). Despite the fact that most of the pulses in Figure 2.5(c) are slightly higher
than the original ones, we can see that this model already offers a solid approximation
of the input signal. The good news is that we can do even better!
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Figure 2.5: One period of a symmetric VPW pulse from the MIT-BIH arrhythmia
database (sample 123) and its decomposition into 5 Cauchy-Lorentz pulses: (a) orig-
inal signal, (b) its decomposition into 5 symmetric pulses (c) and the sum of the 5
pulses.
The main disadvantage of the model proposed so far is that all the pulses are
perfectly symmetric, which is obviously not the case on real ECG data. To add some
asymmetry to our model3, let us introduce a second pulse shape qk (t ), which is simply
the Hilbert transform of pk (t) (again, the choice of this pulse shape becomes clear
3The idea of introducing an asymmetric part is due to John Hong, from Qualcomm Inc.
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later):
qk (t )=
dk
pi
t − tk
a2k + (t − tk )2
. (2.2)
Observe that all the parameters are the same as in pk (t), except for the amplitude,
denoted now as dk . Such an asymmetric pulse is illustrated in Figure 2.6(b).
We can also define y (2)(t ) as the sum of K asymmetric pulses:
y (2)(t )=
K−1∑
k=0
qk (t )
=
K−1∑
k=0
dk
pi
t − tk
a2k + (t − tk )2
.
The pulse shape model rk (t ) used in VPW consists of the sum of the symmetric and
asymmetric pulses defined in equations (2.1) and (2.2):
rk (t )= pk (t )+qk (t )
= 1
pi
ck ak +dk (t − tk )
a2k + (t − tk )2
.
An example of a VPW pulse is pictured in Figure 2.6c. The complete VPW model y(t )
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Figure 2.6: Example of a VPW pulse: (a) symmetric pulse (Cauchy-Lorentz distribu-
tion), (b) asymmetric pulse and (c) VPW pulse: sum of the Cauchy-Lorentz and the
asymmetric pulse.
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for every heart beat is hence given by
y(t )=
K−1∑
k=0
rk (t )
= y (1)(t )+ y (2)(t )
=
K−1∑
k=0
1
pi
ck ak +dk (t − tk )
a2k + (t − tk )2
. (2.3)
This model offers a broader range of shapes than the simpler symmetric model. As
depicted in Figure 2.7, the sum of 5 VPW pulses in Figure 2.7(c) matches very closely
the input waveform in Figure 2.7(a).
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Figure 2.7: One period of a pulse from the MIT-BIH arrhythmia database (sample 123):
(a) original signal, (b) its decomposition into 5 symmetric pulses and the sum of the 5
pulses.
At this point we have an interesting model, but it remains to show how to extract
the parameters from the waveform y(t), and that is where FRI theory comes to the
rescue!
Like in Section 1.3.1, FRI analysis is performed in the discrete frequency domain.
Since the Fourier domain is discrete, we need to consider a periodized version of the
signal y(t ), denoted by x(t )
x(t )= ∑
n∈Z
x(t −nτ)
= ∑
n∈Z
K−1∑
k=0
1
pi
ck ak +dk (t − tk −nτ)
a2k + (t − tk −nτ)2
, (2.4)
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where τ is the period of the signal. Contrary to the classical settings of FRI with a
stream of Diracs, the tails of neighboring pulses directly contribute to the value of
each period of the signal. Thus characterizing such a signal in the time domain with
very wide pulses would be equivalent to computing an infinite sum. Fortunately, as
we see in Section 2.2.3, there exists a closed form for x(t ), that eliminates the infinite
sum.
Computing the Fourier series coefficients of x(t ) leads to the following result:
X [m]= X (1)[m]+X (2)[m]
= 1
τ
K−1∑
k=0
(
ck − i dk sign(m)
)
e−2pi/τ(ak |m|+i tk m), (2.5)
for m ∈Z. Since the period of the signal is τ, the Fourier samples are taken every 1/τHz.
X (1)[m]= 1
τ
∑K−1
k=0 ck e
−2pi/τ(ak |m|+i tk m) denotes the Fourier series of the Cauchy-Lorentz
pulses and X (2)[m]=−1
τ
∑K−1
k=0 i dk sign(m)e
−2pi/τ(ak |m|+i tk m) denotes the contribution
from the asymmetric pulses. Observe that for strictly positive indices, X (1)[m] and
X (2)[m] only differ in their respective amplitudes, one being purely real while the
other one being purely complex (and negative).
The reader familiar with FRI theory will notice similarities between equation (2.5) and
the Fourier series coefficients of the stream of Diracs described on equation (1.5). In
fact, for positive frequencies, we can get from equation (2.5) to equation (1.5) simply
by setting ak = dk = 0. The same can be done in the time domain, by setting dk = 0
and taking the limit when ak goes to zero in equation (2.3):
lim
ak→0
y(t )|dk=0 = limak→0
K−1∑
k=0
ck
pi
ak
a2k + (t − tk )2
=
K−1∑
k=0
ckδ(t − tk ).
Therefore, the VPW model is truly a generalization of the FRI model for the stream of
Diracs! Its similarities with the classical FRI algorithm enable us to reuse and adapt
the techniques developed for the parameters recovery.
2.2.2 Parameters recovery
The parameters recovery is very similar to the recovery for the periodic stream of Dirac
pulses presented in Section 1.3.1, therefore we emphasize here on the differences.
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First, note that because of the absolute value |m| in the Fourier series coefficients,
we cannot choose a set of coefficients both in the positive and the negative part of
the Fourier spectrum. For example the set chosen in equation 1.11 would not work.
The most straightforward set to chose is the coefficients X [m] for m = 0, . . . , M −1
(M > 2K ), like illustrated in Figure 2.8 [51]. The size of this set is the theoretical
minimum required to recover the parameters, but of course a bigger set leads to more
stable and accurate results, especially when working with real ECG signals and in the
presence of noise.
Figure 2.8: Simulation of the Fourier spectrum of a VPW pulse with the (usual) selec-
tion of the coefficients in the case of a stream of Dirac (gray) and in the case of VPW
pulses (black).
From Proposition 1, the roots {uk }
K−1
k=0 of the annihilating filter become uk =
e−2pi/τ(ak+i tk ). Observe that now the roots are no more located on the unit circle but
can rather be anywhere in the complex plane. Of course if stability of the system is
required, they must be located inside or on the unit circle (in other words, ak must be
positive).
The locations of the pulses tk is recovered exactly as in equation (1.9), that is tk =
−τ 6 uk2pi and the width ak is computed as ak =−
τlog |uk |
2pi , where |uk | is the magnitude
of uk . The amplitudes {ck} and {dk} are found the same way as for the stream of
Diracs, by solving equation 1.14. But this time the solution gives complex values
{ek }
K−1
k=0 . The amplitude of the symmetric part is then given by the real part of it
and the amplitude of the asymmetric is given by the imaginary part. That is to say,
34
2.2. Variable Pulse Width FRI
ck =ℜ{ek } and dk =ℑ{ek }.
2.2.3 Waveform reconstruction
Once the set of parameters has been retrieved, it remains to reconstruct the original
signal. This can be done in both the frequency domain and the time domain.
The frequency domain reconstruction is straightforward, as we simply inject the
parameters we found in equation (2.5) and follow it with an inverse Fourier transform
to get a time domain representation of the signal. In the original FRI, this method does
not work as well as in VPW: since the frequency spectrum is not damped, a Fourier
spectrum limited in length will automatically generate some Gibbs phenomenon in
the time domain.
For the reconstruction in the time domain, unlike with the stream of Diracs where
the introduction of the periodicity is not an issue, the tails get folded back on the
signal up to infinity in VPW. There are different ways to cope with this problem:
− Inject the recovered parameters in equation (2.4) and restricting the sum to a
few neighboring terms. This is a simple approach, although it is not very elegant
and far from exact when the pulses are very wide.
− Find a closed form for equation (2.4). This can be done by taking the inverse
Fourier transform of equation (2.5) (the details of the following computation
are provided in appendix A.2):
x(t )=
K−1∑
k=0
∞∑
m=−∞
X [m]e i 2pimt/τ
= 1
τ
K−1∑
k=0
ck
(
1−|zk (t )|2
)+2dkℑ{zt }
(1− zk (t )) (1− zk (t )∗)
, (2.6)
where zk (t) = e2pi/τ(−ak+i (t−tk )) and ℑ{zt } is the imaginary part of zt . We can
verify that when τ goes to infinity, we indeed get back to equation (2.3) (cf.
appendix A.2 for more details):
lim
τ→∞x(t )=
K−1∑
k=0
1
pi
ck ak +dk (t − tk )
a2k + (t − tk )2
= y(t ).
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The importance of accounting for the periodicity of the signal is illustrated in
Section 4.3.3.
Reconstruction in the time domain is obviously faster than reconstruction in the
frequency domain as it avoids an inverse Fourier transform, It is also more flexible in
the sense that is provides infinite resolution of the reconstructed signal, since we can
compute it for any t . On the other hand, frequency domain reconstruction allows us
the introduction of hybrid methods (cf. Chapter 3) and permits adjustments in the
frequency domain (cf. Chapters 3 and 4).
2.2.4 Applications
There are several applications that could make use of VPW-FRI. The first that comes
to mind is compression: with only 20 parameters (for K = 5) per heart beat, VPW
could achieve very high compression rates provided that VPW signals are a good
approximation of ECG signals. Moreover, since FRI-based algorithm only need a
relatively small number of coefficients, we can think of using VPW as a compressed
sensing method that could extrapolate the spectrum of highly downsampled signals
(cf. Section 3.2.2 for more details). Finally, due to the very smooth nature of VPW
pulses, one could think of VPW-FRI as a noise removal technique. A typical example is
the 60-Hz interference noise that is present in most of real ECG signals: since VPW
preserves only the global shape of the pulses, it could potentially completely get rid of
such artefacts (more details can be found in Section 5.3.2). An in-depth analysis of
the aforementioned applications is provided in Chapter 5. Other applications such
as the use of VPW for automated ECG diagnosis or as an ECG signal synthesizer are
suggested as future work in Chapter 6.
There are still a few questions that remain to be addressed for a reliable and
practical implementation of VPW-FRI. Among others, we need to ensure the stability of
the annihilating filter (it can happen that some of its roots are outside of the unit circle,
which causes the exponentials to amplify instead of decaying at higher frequencies).
The non-periodicity in time of the input signals also needs to be studied and corrected.
A more in-depth analysis concerning these issues and other interrogations is exposed
in Section 4.3.
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Like compression, the goal of power efficient sensing is to retain the maximum infor-
mation from the input signal with the smallest number of bits. The difference is that
compression is directly achieved at the sampling stage and the compression scheme
never has access to the complete data.
3.1 Sampling is power hungry!
It is quite intuitive that a higher sampling rate requires more power when converting
a continuous-time signal to digital: among other examples, a faster and more precise
clock is needed. Furthermore, if samples are later transmitted (which is the case in
the framework presented in Section 1.1.1), a low-sampling rate is also beneficial in
reducing the transmission power required. Typically in the settings described in 1.1.1,
the patch is very low power, and almost no or very little compression can be performed
on it before the transmission of the samples.
On the other hand, the sampling rate needs to be sufficiently high so that the
signal can be well approximated even in the worst conditions: for instance a noisy
signal with a very high heart beat rate.
We discuss in this chapter the trade-offs and the limitations when working at sub-
Nyquist sampling rates. We study the ability of the FRI-based algorithms introduced
in Chapter 2 to extrapolate the spectrum that has been lost in the low-pass filtering
prior to sampling at a low rate. We also review some methods based on non-uniform
sampling, that could be used to lower down the average sampling rate of ECG signals
while preserving the quality and sharpness of the QRS peaks.
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3.2 FRI-based techniques
In Chapter 2, no assumption is made on the sampling rate of the input signals of the
FRI-based techniques. In theory and in the noiseless setting, we should be able to
fully recover the signal (if it precisely follows the underlying model) with a sampling
rate bigger or equal to the rate of innovation. In practice however (in the presence
of noise and model mismatch), our experiments show that sampling at the rate of
innovation considerably degrades the recovered signal. In this section, we investigate
the limits of the FRI-based algorithms when the input signals are sampled at rates
below the Nyquist frequency (estimated to be between 50 and 120 Hz for the ECG
signals used in this thesis). By discarding the high frequency part of the signal in the
sampling process, we assess and study the extrapolating capabilities of the algorithms.
Last, we present a way to ‘beat’ sinc interpolation with a modified version of VPW-FRI
on signals sampled at sub-Nyquist rates.
3.2.1 QRS spline modelling
At first glance, the QRS spline modelling method seems an interesting candidate
for recovery of low sampling rate signals: with a rate of innovation of only 10, the
extraction of the parameters does not require too many Fourier samples so in theory,
we could sample the signal at very low rates. However, as stated in Section 2.1.4, the
algorithm needs to be assisted in order to correctly recover the QRS. The fix proposed
in Section 2.1.4 is to window the signal in time before passing it to FRI. Unfortunately,
this operation is equivalent to a convolution in the frequency domain and the higher
frequency coefficients become ‘mixed’ with the lower frequency coefficients. When
sampling the signal at a low rate, the information contained in the high frequency
components is lost. In other words, using the low coefficients of a low-passed signal
windowed in time is not equivalent to using the low coefficients of a high frequency
rate signal windowed in time. Our experiments confirmed this issue and we did not
manage to get relevant results at reasonably low sampling rates.
3.2.2 VPW-FRI
With VPW, the global shape of the spectrum is no longer flat. It is due to the fact that
the roots of the annihilating filter are not located on the unit circle of the complex
plane but rather inside it, which makes the frequency spectrum roll off.
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One could raise the question if VPW could be used the same way as FRI on low-pass
filtered signals. In other words, can we acquire ECG signals at a very low sampling rate
and use VPW to reconstruct the higher frequency part of the spectrum that has been
destroyed in the process?
Assuming that it is the case, we could use VPW as an intermediate step between a low
sampling rate sensing and the final compressed signal: using the framework intro-
duced in Section 1.1.1, ECG signals would be sampled on the patch at a very low rate
(around 50 to 60 Hertz), and the samples would be transmitted to the mobile device,
which, having more computational power (VPW-FRI in its current state of develop-
ment still consumes a relatively large amount of computations) could reconstruct
the signal by using VPW and at the same time achieve a higher compression ratio by
extracting the parameters of the pulses from the signal.
Unfortunately our experiments (cf. Section 5.3.1 for more details) show that, while
VPW performs reasonably well in the frequency band containing the coefficients it
uses for the analysis, the accuracy of the spectrum extrapolation out of the band
is fairly limited. The poor performance of VPW is most probably due to the pres-
ence of noise in the input signal and to the model mismatch between the input and
VPW-type pulses. As depicted in Figure 3.1, the behavior of the spectrum out of the
frequency band cannot be controlled. Indeed, Figure 3.1(f) (representing an ECG
signal downsampled at 50 Hz and processed with VPW) exhibits some lobes and the
VPW approximation does not follow the original spectrum except between 0 and 25
Hz. In the time domain, that translates mostly into strong overshooting of the R peak
and a complete absence of the small S peak.
Enhancing VPW1
As mentioned in the previous section, VPW is not a good frequency extrapolating
method for ECG signals. We propose here a fix to mitigate this issue and improve the
reconstruction of signals sampled at low rates.
First let us have a closer look at the spectrum of a beat of a typical ECG signal repre-
sented in Figure 3.2. Its shape in the frequency domain is almost always the same and
consists of three main parts:
− A rather flat and ‘oscillating’ part around the DC term.
1Joint work with Ali Hormati, post-doctoral researcher at EPFL.
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Figure 3.1: (a) & (d) Original ECG signal, signal reconstructed with FRI in (b) time & (c)
frequency using frequency coefficients from 0 to 180 Hz and (e) time & (f) frequency
reconstruction using only the coefficients from 0 to 25 Hz. The dashed line is the
original signal.
− A transition part, rolling off and ranging from around 10-15 Hz to 60-70 Hz.
− The noise level (located at−65 dB and below in Figure 3.2(b))
Note that the length and parameters of each part might change from signal to sig-
nal. Based on many experiments, we noticed that it is crucial that VPW approximates
well the shapes of the first two parts if we want to have a faithful representation of the
signal. Unfortunately, when the input signal is downsampled to very low rates, only
the beginning of the transition part is used for analysis, and there is no guarantee that
the end of it will be well approximated. Figure 3.1(f) illustrates the issues we might
encounter using plain VPW-FRI on a 60 Hz signal. The spectrum mismatch is obvious
for frequencies higher than 30 Hz (which corresponds to the sampling frequency of 60
Hz). In the time domain, that translates into a strong overshooting for the R peak and
40
3.2. FRI-based techniques
a complete miss of the S peak.
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Figure 3.2: One period of a VPW pulse from the MIT-BIH arrhythmia database (sample
123) (a) in the time domain (b) and in the frequency domain.
In a nutshell, the idea behind enhanced VPW is to adjust the magnitude of the
frequency coefficients that VPW tries to extrapolate. We observed that the transition
part could be reasonably well approximated with a second order polynomial on a
logarithmic scale. The coefficients of the polynomial are found by minimizing the
following least square problem:
{α,β}= argmin
{α,β}
∥∥log X [m]−αm2−β∥∥2,
where X [m] represents the Fourier coefficients of the downsampled signal selected
between the beginning of the transition part Ft (around 15 Hz) and Fs Hz, Fs being
the sampling frequency of the input signal. Hence for the minimization, the indices
m range between bFt ·τc and bFs ·τc, where τ is the period of the input signal.
Notice the absence of a first order coefficient, since the shape of the transition part is
always symmetric around zero. The second order polynomial is then used to adjust
and update the magnitude of the coefficients Xˆ [m] output by VPW as follows:
Xˆupd ated [m]=
Xˆ [m]∣∣Xˆ [m]∣∣eαm2+β,
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for m = bFs ·τc+1,bFs ·τc+2. . . ,bFr ·τc where Fr is the frequency at which we want
to reconstruct the signal. The time domain signal is then simply found by taking
an inverse Fourier transform on the coefficients Xˆ [m]. An example of the effect of
the enhanced method is illustrated in Figure 3.3. The input signal is the same as
in Figure 3.1 and is also downsampled to 60 Hz. Nonetheless, we notice a serious
improvement in the reconstructed signal, both in the time and frequency domain
(the mismatch in the frequencies higher than 100 Hz has almost no influence on the
result) when it is enhanced: the most noticeable effect is that it solves the R peak
overshooting problem and models accurately the S peak.
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Figure 3.3: Enhanced VPW. One period of a VPW pulse from the MIT-BIH arrhythmia
database (sample 123) (a) original signal at 360 Hz, (b) reconstruction in the time
domain (b) and in the frequency domain. The input signal is downsampled to 60
Hz and enhancing is applied to the output of VPW. The dashed line represents the
original signal.
A more extensive analysis of the performance of the enhanced technique is pro-
posed in Chapter 5.
3.3 Non-uniform sampling
All the FRI-based compression methods introduced so far are based on uniform sam-
pling. However, we could reduce the number of samples acquired and transmitted by
sampling the signal in a non-uniform fashion, similar to what AZTEC does. Indeed,
ECG signals can present a lot of variations and some portions like the QRS complex
might require a relatively high sampling rate, while the transition parts containing
the P and T waves can tolerate much lower sampling frequencies and still be recon-
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structed accurately. Moreover, an increase in the heart beat rate could also lead to an
augmentation of the required sampling rate.
These observations justify a deeper investigation of non-uniform sampling techniques
in order to sense ECG signals. In this section, we describe the locally adaptive sampling
scheme.
3.3.1 Locally-adaptive sampling
There are several ways to sample a signal in a non-uniform fashion, but the basic
idea behind non-uniform sampling is often the same: a feature is extracted from the
continuous-time signal and whenever it reaches a threshold, a sample is generated.
An example is to have a sampling rate proportional to the area between some fixed
value and the signal by integrating it, like in [38, 39]2.
The technique discussed below is based and influenced from the work on level-
crossing sampling of [59] and has been developed and proposed by Ali Hormati as
part of the project presented in Section 1.1.1.
The approach is comparable to AZTEC (cf. Section 2.1.1). Let x(t ) be a continuous-
time signal and x[tn], n ∈ Z, be the nth sample. The scheme works as follows.
Having a sample at tn−1, as long as x(t) for t > tn−1 remains within the interval
{x[tn−1]−δ, x[tn−1]+δ}, no sample is generated. The next sample x[tn] is defined by
x(t) as soon as the continuous-time signal crosses the boundaries. The boundaries
are always adapted to the previous sample.
In other words, when the signal exhibits a lot of variations (for example like in the QRS
complex), more samples are created and when the signal remains flat, no sample is
output. The sampling process is illustrated in Figure 3.4.
This sampling technique can be improved by borrowing some ideas in [37]. The
value δ needs to remain relatively small in order to capture the details at moderate
slopes. Still, it has been noticed that when the slope is steeper and with a small δ,
we have more samples than needed. We can reduce the sampling rate in steep slope
regions by adjusting the value of δ and the height of the interval according to the slope.
For instance, when the slope of the signal reaches a fixed threshold, δ is multiplied
by an integer constant (usually 2,3 or 4), that increases the height of the sampling
interval. In our current practical implementation, the adjustments of the δ are done
2This choice of features is obviously not a good idea for ECG signals, as it is not guaranteed that the
sampling rate will be higher in the QRS complex, depending on its orientation
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Figure 3.4: Level-crossing sampling: whenever the continuous-time signal crosses the
interval, a new sample is generated and the interval is adjusted accordingly. The little
circles represent the samples and their time locations are displayed on the x axis.
empirically. An example illustrating this method on a real ECG signal is shown in
Figure 3.5.
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Figure 3.5: Locally adaptive sampling on record 123 from the MIT-BIH database with
an average sampling rate of 57 Hz. (b) is a close-up of (a) of the QRS complex that
illustrates the augmentation of the interval size when the slope increases. The dashed
step function represents the value of δ.
Like in AZTEC, both the locations and the amplitudes of the samples need to be
recorded and/or transmitted. However, since the amplitude is always a multiple of δ,
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the number of bits required to represent its value can be significantly smaller than the
number of bits used to represent the locations. We do not discuss the quantization
process and the circuit-level implementation further since they are not in the scope of
the thesis.
In Section 3.3.2, we discuss the use of FRI for the analog transmission of the samples.
The big advantage of this technique (and most of the non-uniform sampling
techniques) is that the narrow peaks of the QRS complex are well reconstructed since
their local sampling rate is much higher than the rest of the signal.
The code implementing this new sampling scheme used for our analysis has been
kindly provided by Ali Hormati. It contains a few improvements that are not described
above. For instance, it generates a sample when the value of the slopes varies quickly,
mimicking AZTEC’s behavior that generates a sample when the signal reaches a local
minimum or maximum. This improvement contributes to a better representation of
the QRS peaks.
3.3.2 Use of FRI for transmission of the samples
Within the framework defined in Figure 1.1, there are two ways we could transmit the
data from the patch to the mobile device. The first and most intuitive one consists of
quantizing the values and the time locations of the samples and sending all the data
digitally.
The second possibility3 is to directly transmit analog ‘samples’ as Dirac pulses (or
any other pulse shape) over the channel. It is well known that under certain conditions
(the most notable example is an independent and identically distributed Gaussian
source sent over an additive white Gaussian noise channel), analog transmission is
optimal in the sense that no coding strategy can perform better (cf. [23] for an in-depth
study on the topic). The analog signal could then be sampled on the mobile device
(at a rate high enough) and the classical FRI algorithm (for streams of Diracs) would
be used to recover the parameters of the samples, namely their amplitudes and their
locations.
One of the advantages of such a sampling scheme is that it does not require any
quantization nor any clock. Moreover, it could be implemented using pretty simple
and power efficient components. Its biggest drawback is that analog transmission
3Suggested by Ali Hormati
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does not offer the same flexibility as digital transmission: it is for example impossible
to embed error correcting codes or to encrypt the data that is sent over the channel.
Finally, note that the number of samples should be estimated and the sampling rate
on the mobile device has to be adjusted accordingly.
Hybrid method We can also combine a non-uniform sampling method and an
FRI-based method to get the best of both worlds. For example, we tried to combine
locally-adaptive sampling with VPW-FRI reconstruction, in order to achieve a low
and power efficient sampling rate (while still getting enough information about the
QRS complex) on the front end and to benefit from the denoising and smoothing
properties along with the high compression rate offered by VPW.
The implementation of this hybrid method is straightforward: the signal is simply
sensed in a non-uniform fashion using the algorithm described in Section 3.3.1,
extrapolated at a higher and uniform sampling rate and finally passed to VPW-FRI.
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We study here the details that we need to take care of for a proper practical implemen-
tation of the FRI-based algorithms described in Chapters 2 and 3.
For an efficient evaluation of the optimal settings, we introduce the signal to residual
ratio (SRR), defined as
SRR = 20log
( ∑N−1
n=0 x
2[n]∑N−1
n=0 (x[n]− xˆ[n])2
)
. (4.1)
This value represents the squared error between the original signal x[n] and its recon-
structed version xˆ[n]. Moreover, we need some test signals in order to confront the
algorithms to real data. The signals used throughout this chapter are taken from the
MIT-BIH arrhythmia database (cf. Section 5.2 for more details about it).
4.1 Batch processing and stitching
To implement the QRS spline modelling method and VPW-FRI in practice (as well
as any transform-based method), we need to segment the input signal before going
to the Fourier domain. For both methods, the most straightforward approach is to
process each heart beat separately, although for VPW-FRI, more or less any other
kind of segmentation would be suitable, as long as the number of pulses inside each
segment can be approximated.
In order to extract each beat separately, some QRS detection methods are needed. A
couple of these methods are reviewed in appendix A.1.
Once the QRS locations have been found, every beat is extracted as follows. Let
47
Chapter 4. Implementation details
x[n] be the recorded signal sampled at frequency Fs (n = 0,1, . . . , N −1, where N is
the total length of the signal) and let bi the beat at index i that we want to process.
Moreover, let ti−1, ti , ti+1 be the time of occurrence of respectively the R peak just
preceding bi , the R peak of bi and the R peak just following bi . To have proper
stitching, we need to have some overlapping between every consecutive heart beat.
We denote the overlapping time duration as OT (for our practical implementation,
OT = 0.15 sec1). bi [n] is therefore extracted from x[n] for indices n in the range⌊(
ti−1+ti−OT
2
)
Fs
⌋
, . . . ,
⌊(
ti+ti+1+OT
2
)
Fs
⌋
.
The extracted heart beat is then fed to the algorithm (in our case either the QRS spline
modelling or VPW-FRI), which outputs the reconstructed beat bˆi [n].
It remains to stitch the reconstructed beats together. To that end, let us introduce
the sequence w of size L = bOT · Fr c, where Fr is the sampling frequency of the
recovered signal. w is used to create a window for the stitching process. Note that
Fr is not equal to Fs in the compressed sensing settings (Fs being pushed to its lower
limits and therefore Fr being higher).
w[n]= cos
(
pi+ npiL
)+1
2
, (4.2)
for n = 0,1, . . . ,L−1. Here, w simply consists of half of a period of a cosine normalized
between 0 and 1, but some other transition shapes could be used. The only constraint
on the choice of the window is that the total weight on two consecutive samples is
always equal to 1 for a given location. In other words
w[m]= 1−w[L−1−m], ∀m ∈ {0,1, · · · ,L−1}.
Finally, bˆi [n] is stitched to the other reconstructed beats using a Tukey window (or
other window shapes built from a w satisfying equation (4.2)):
x[n+nL]=

(1−w[n]) ·bi [n] n ∈ {0,1, . . . ,L−1}
bi [n] n ∈ {L,L+1. . . ,n+n∆−L}
w[n−n∆+L−1] ·bi [n] n ∈ {n+n∆−L+1, . . . ,n+n∆}
,
where nL =
⌊(
ti−1+ti−OT
2
)
Fr
⌋
, nH =
⌊(
ti+ti+1+OT
2
)
Fr
⌋
and n∆ = nH −nL .
1One could make this value adaptive to the heart rate to get optimal results, but in our implemen-
tation we chose to fix it. The reconstruction does not suffer when this overlapping time is applied to
heart rates up to 180 Hz.
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This stitching process is easily adapted to live ECG processing (allowing a delay
of one heart beat for the analysis of the beat) and can provide precious information
about the overall behavior of the algorithms as it can be easily tested on a much larger
amount of data.
The attentive reader will notice that each heart beat can have a different length.
For a practical and low-power implementation, this should be fixed in order to have a
fixed-length discrete Fourier transform (DFT). It is also worth noting that no slope
analysis is performed as to where the signal should be segmented. In the technique
mentioned above, the boundaries of each heart beat are simply chosen to be exactly
between the two nearest QRS peaks. In the case of VPW-FRI, if this value appears to
be right in the middle of the P wave or T wave, it could be advisable to move it off the
wave to avoid duplicated pulses on two consecutive heart beats and therefore possibly
achieve a higher compression ratio.
4.2 QRS spline modelling: implementation details and
analysis
Even though QRS spline modelling leads to great compression ratios for a very high
SRR in some cases, the biggest issue we encountered was its lack of consistency. Even
with the QRS windowing proposed in 2.1.4, small variations in the input sometimes
generated tremendous differences in the output as it can be observed in Figure 4.1.
Another problem is that the QRS detection needs to be flawless and the QRS
width estimation needs to be pretty accurate, which is hard to guarantee in practice.
Any variation in either one of these quantities significantly impairs the quality of the
reconstructed signal. Last, this method is restricted to a small class of signals whose
QRS complex can be modelled with a non-uniform spline, which again is not always
verified on practical signals. Indeed, some ECG signals simply do not have a QRS that
is shaped like straight lines and that leads to the instability of the algorithm. Examples
of such signals are records 102, 104 or 118 from the the MIT-BIH arrhythmia database.
Therefore, we do not discuss this technique further in the analysis.
Nonetheless, the idea of parametrizing only the QRS complex still remains of great
interest, but using a first order non-uniform spline to approximate it is probably not
the best model one could use. The use of 3 overlapping VPW pulses could be part of a
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Figure 4.1: 2 different samples from record 123 from the MIT-BIH arrhythmia database:
(a) a very accurate reconstruction and (b) an imprecise reconstruction. The dashed
line is the original signal and the compression parameters are as follow: 20 Fourier
coefficients are kept for the low frequency part and 10 parameters are used to model
the QRS complex (total of 50 real-valued coefficients per beat).
solution to the problem, but different parametric models could be proposed as well.
4.3 VPW-FRI: implementation details and analysis
This section describes some details for a practical implementation of VPW. As it is a
new technique, we provide a more precise and complete analysis.
4.3.1 Periodicity of the input signal
Since the spectrum used by VPW is discrete in frequency, the corresponding input
signal is assumed to be periodic in time. We are processing the signal beat by beat, so
in most of the cases, we can expect that the input signal is pseudo-periodic. However,
it is not always verified. One of the factors that could result in the non-periodicity of
the signal is the respiratory rhythm, introducing baseline wander in the input signal.
In order to improve the accuracy and reliability of the algorithm, we present here a
few techniques that can be used to deal with the non-periodicity of the input signals:
1. Use an extra VPW pulse to model the discontinuity: if we simply input a non-
periodic signal to VPW, the algorithm considers that there is a discontinuity
at the borders of the extracted beat. Therefore a pulse is used to model this
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discontinuity. This method is very simple in the sense that it does not modify
the input signal. The only requirement is to increase the total number of pulses
by 1.
2. Correct the input signal2: another technique is to modify the extracted beat so
that the amplitude of the starting point and ending point is the same. One way
to do this is to add the sequence c[n] to the extracted beat, which consists of
half of a period of a cosine:
c[n]=
(x[N −1]−x[0])
cos
( npi
N−1
)+1
2 x[N ]≥ x[1]
(x[0]−x[N −1]) cos
( npi
N−1+pi
)+1
2 x[N ]< x[1]
,
for n = 0, . . . , N −1, where N is the length of the extracted signal and Fs is the
sampling frequency. The adjusted signal is processed with VPW-FRI and c[n]
is later subtracted from the reconstructed signal. While this technique spares
one pulse, it introduces some skewness in the signal that is proportional to the
difference between the edges of the signal. Unfortunately it does not provide any
guarantee regarding the continuity of the slope (or some higher order derivative)
at the boundaries.
3. Smooth the boundaries of the beats: a third possibility is to smooth the edges
of the signal before VPW processing. This could be done by multiplying the
signal in time with a Tukey window, so that the borders of the extracted beat
go to zero, ensuring the continuity of the signal at its boundaries. By carefully
choosing the Tukey window and by correctly extracting the individual beats
(with overlapping) such that total weight of the sum of two consecutive beats is
always 1, we are able to reconstruct a smooth and continuous flow of beats.
Like the first method described here, this approach also requires one or two
extra pulses to model the adjustments of the borders. Its advantage is that the
slope is now continuous at the boundaries.
4. Use the discrete cosine transform (DCT)3: This approach proposes to replace
the DFT by the DCT. Recall that the DCT is a DFT applied to a signal exhibiting
an even symmetry. For non-symmetric input signals, it is necessary to first
double the length of the signal and fill the second half with its symmetric part.
This ensures that the DFT coefficients are real, but more importantly for us,
2Suggested by Ronald Crochiere from Qualcomm Inc.
3Suggested by Chong Lee from Qualcomm Inc.
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it makes the edges of the input signal at the same amplitude (even though
it does not guarantee the continuity of its derivatives). This approach seems
interesting, however it requires subsequent changes in the FRI algorithm, now
that the Fourier coefficients are real.
Unfortunately, the two last methods have not been implemented in practice and are
not investigated further. A comparison concerning the first and second method is
exhibited in Table 4.1. The two methods have been tested on the first 2 minutes of all
the signals (48) of the MIT-BIH arrhythmia database.
Method
Average SRR
Fs = 60 Hz Fs = 120 Hz Fs = 360 Hz
Extra pulse (do nothing) 16.58 dB 22.06 dB 21.99 dB
Correction of the input 16.54 dB 23.03 dB 23.33 dB
Table 4.1: Comparison of two methods to make the signal input to VPW-FRI pseudo-
periodic. The test has been run at three different sampling frequencies: 60, 120 and
360 Hz.
At low sampling frequencies, it seems that the two approaches lead to very similar
results. At higher frequencies, the correction of the input with half a period of a cosine
has the edge.
4.3.2 Stability and poles outside the unit circle
While the stability of the annihilating filter is not an issue in the original version of FRI
for the stream of Diracs4, it is not guaranteed in the VPW model, and it can happen
that some of the roots uk = e−2pi/τ(ak+i tk ) of the annihilating filter are located outside
the unit circle. This effect is much more pronounced and frequent when the (noisy)
input signal has been previously downsampled, or equivalently when only the low-
frequency coefficients are used for the analysis. Here we investigate three ways to deal
with poles outside the unit circle.
− Invert the sign of ak : this approach simply inverts the sign of a negative ak :
a′k =−ak ∀ak < 0.
4The magnitude of the poles of the annihilating filter is not use in that case, and it is always assumed
to be equal to 1.
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That way, the new magnitude of the root is proportional to its previous distance
to the unit circle: the magnitude of a pole located slightly outside the unit circle
does not change too much while a pole located at an infinite distance of the unit
circle is mapped to 0 in the complex plane.
− Bring the pole back on the unit circle: another way to deal with instability is to
simply bring back the pole on the unit circle, regardless of its distance to it as
a′k = 0 ∀ak < 0. (4.3)
− Discard the pole: the last thing we can do is simply discard the poles laying
outside the unit circle.
Notice that setting ak = 0 in the second approach results in Dirac-shaped pulses
in the corresponding parametric signal whenever some poles are outside the unit
circle. However, no real ECG signal looks like a Dirac5. Therefore, we can refine this
technique by placing the poles marginally inside the unit circle at a distance eR , where
R defines an arbitrary threshold for ak . Incorporating the threshold in equation (4.3),
we get
a′k =R ∀ak <R.
R > 0 should be a relatively small value: based on our experiments, R = 1200 turns out
to be suitable. A similar modification can be applied to the second approach, in which
case we discard any pole such that ak <R.
The techniques described above have been tested on the 48 records of the MIT-BIH
arrythmia database and the results are displayed in Table 4.2. The input signals have
been downsampled to 60 Hz in order to increase the likelihood of getting unstable
filters. Note that since ak is not always strictly positive, the time reconstruction
formulas derived in Appendix A.2 do not hold any more. Therefore the reconstruction
has to be performed in the frequency domain for the two first rows of the Table6.
Even in this case, the reconstructed signal is not exact: the spectrum does not roll off
5Except when the patient is equipped with a pacemaker, in which case the signal contains very
sharp spikes.
6In fact, the time domain reconstruction formula for ak ≤ 0 gives better results (in terms of SRR)
than the frequency domain formula in practice, as the corresponding pulses still have damped spec-
trum, the only effect of the time domain reconstruction is that it inverts the amplitude sign of the
pulses for ak < 0.
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any more and we are losing all the frequencies higher than the sampling rate of the
reconstructed signal.
Method SRR
Plain (no correction) <−10 dB
Sign inversion 13.65 dB
Magnitude correction (ak < 0) 11.77 dB
Magnitude correction (ak < 1/200) 16.44 dB
Discard all poles s.t. ak < 0 11.77 dB
Discard all poles s.t. ak < 1/200 11.99 dB
Table 4.2: Test of different methods to make the annihilating filter stable. The SRR is
the average of the SRR obtained on the 48 records (only their first 30 seconds) of the
complete MIT-BIH arrhythmia database.
The first thing we observe is that it is really necessary to correct the poles that are
outside the unit circle as the outliers tremendously decrease the global SRR.
The best results are achieved when the outside poles are brought back inside at a fixed
distance to the unit circle. The role of the proposed adjustment is twofold: as men-
tioned, it makes the annihilating filter stable by bringing all the poles inside the unit
circle, but it also slightly ‘smooths’ all the Dirac-shaped pulses of the corresponding
parametric signal. We also notice that poles on the unit circle should be avoided as
they lead to very poor and unsatisfactory results. That can be explained by the shape
of the spectrum, which is not decaying any more.
4.3.3 Robustness to DC offset
In this section, we investigate the behaviour and robustness of VPW-FRI with respect
to the direct-current (DC) component of the heart beat. Recall that the DC term is
represented by the Fourier coefficient X [0]. We observed that a single pole is usually
used to adjust the DC level of the input signal. The larger the DC value of the signal,
the closer the pole to zero. In other words, the width ak of this corresponding pulse
becomes very large and its tails are no more negligible. This situation justifies the
use of the periodic formula (2.6) in place of the non-periodic formula (2.3) for the
reconstruction in time and Figures 4.2 and 4.3 illustrate well this phenomenon. The
signal in Figure 4.2 has a DC component close to 0, hence the pulses are relatively
narrow and the choice of the reconstruction formula does not make a big difference.
However, when a big artificial DC offset (100 mV in this case) is applied to the same
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Figure 4.2: ECG pulse with a DC term around 0 mV (a) non-periodic time reconstruc-
tion formula and (b) periodic time reconstruction formula. The dashed line is the
original signal.
input signal as in Figure 4.3, the use of equation (2.3) gives significantly worse results
compared to equation (2.6).
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Figure 4.3: ECG pulse with an artificial DC term of ∼ 100 mV: (a) non-periodic time
reconstruction formula and (b) periodic time reconstruction formula. The dashed
line is the original signal.
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4.3.4 Running-time improvement: Beat prediction7
This section intends to improve the total running-time of the VPW algorithm, in
particular the root finding phase. The idea8 presented here has been borrowed from
pitch prediction techniques [52] in speech processing and aims at diminishing the
power consumption and fasten the running-time of the VPW analysis phase. To that
end, it takes advantage of the similarities between two consecutive heart beats.
The computation of the annihilating filter and the denoising phase being the most
power consuming parts of the algorithm, the essence of this approach is that, instead
of optimizing the algorithms, we could also reduce the number of times the filter
is computed. Indeed, when two consecutive beats are similar, we can assume that
their annihilating filter is also looking the same. To check that this is the case, we
simply convolve the annihilating filter we found for the previous beat with the Fourier
coefficients of the current beat. If the norm of the result is smaller than some fixed
threshold κ, we can legitimately assume that the filter is adequate and reuse the
coefficients tk s and ak s from the previous beat. As for the ck s and dk s, we simply
compute them using equation (1.15) with the previous roots uk s and the new set of
coefficients. This process is described in Algorithm 3.
Algorithm 3 Extracting the parameters of VPW pulses using beat prediction
Input: the vector u = [u0,u1, . . . ,uK−1] containing the roots of the annihilating filter
of the previous beat, the set of Fourier coefficients x = [X [0], X [1], . . . , X [M −1]] of
the current beat (with period τ) and a threshold κ.
Output: the corresponding pulses parameters t = [t0, t1, . . . , tK−1], a =
[a0, a1, . . . , aK−1], c = [c0,c1, . . . ,cK−1] and d = [d0,d1, . . . ,dK−1].
h = polynomial(u)
if ‖x ∗h‖2 > κ then
u = compute annihilating roots for x
end if
t =−τ 6 u2pi
a =−τlog |u|2pi
find c and d from t and x
return t ,a,c ,d
Of course this approach trades some accuracy in the recovery in exchange for
a faster running-time. We tried this method on record 123 (30 min of data) from
7Joint work with Ali Hormati.
8Suggested by Chong Lee and Ronald Crochiere from Qualcomm Inc.
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the MIT-BIH arrhythmia database and the results we obtained are summarized in
Table 4.3. In 57% of the cases, the annihilating filter is not computed, that makes it
around 29% faster. The SRR dropped by around 3 dB but the visual aspect of the signal
can still be considered as acceptable as it can be seen in Figure 4.4.
Method Global SRR Running-time
raw VPW-FRI 22.44 dB 27.52 sec
with beat prediction 19.33 dB 19.60 sec
Table 4.3: Comparison of plain VPW with and without beat prediction on record
123 from the MIT-BIH database. The input sampling rate is 360 Hz, K = 7 and the
threshold (for beat prediction) κ is 0.06. Note that the running-time includes some
overhead for the QRS detection and the stitching process for example.
Note that to maximize the chances of having similar consecutive beats, it is impor-
tant to align them according to their pulses positions in time. We chose in this report
to align them relatively to their R peaks.
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Figure 4.4: Beat prediction: (a) extract of record 123 from the MIT-BIH database at 360
Hz, (b) waveform reconstructed signal using plain VPW & (c) waveform reconstructed
signal using beat prediction.
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5 Performance Evaluation and Results
In this chapter, we first provide some individual results for VPW-FRI. Next, we evaluate
the compression performance of the FRI-based algorithms and compare them to
the AZTEC compression algorithm, which is the one we chose to implement as it is
very popular in the literature and widely used in practice. Finally, we measure the
compressed sensing performance of non-uniform sampling compared to uniform
sampling methods (including FRI-based techniques).
5.1 Metrics
We use two main measures to evaluate the performance and compare the algorithms
introduced in Chapters 2 and 3. Most of the literature utilizes the compression ratio
PC R [55], defined as
PC R = #bits to represent x(n)
#bits to represent xˆ(n)
. (5.1)
To compute it, we would need to quantize the compressed and the input samples,
which unfortunately does not fall into the scope of this thesis. Instead, we simply
assume that the quantization of the input values and the compressed samples are the
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same. Therefore, it allows us to simplify equation (5.1) as follows:
PC R = #bits to represent x(n)
#bits to represent xˆ(n)
≈ #bits/sample ·#samples to representx(n)
#bits/sample ·#samples to represent xˆ(n)
= #samples to represent x(n)
#samples to represent xˆ(n)
.
It should be noted that the compression rate is proportional to the sampling rate of
the input signal: for instance, by upsampling it by a factor of 10, we can also increase
the compression rate by a factor of 10, which does not lead to a fair comparison.
Therefore throughout this chapter, we prefer to simply use the number of samples (or
the number of samples per second) needed for the reconstruction. We also use the
SRR introduced in equation (4.1) to evaluate the quality of the reconstructed signal
relative to the original. Although this metric gives a good idea of the accuracy of a
given algorithm, this measure is not always the best indicator of the performance of
the algorithms. Indeed, since most of the time the original signal already contains
noise, it is not always likely to perfectly approximate perfectly the input signal as it is
probably better to get rid of some of the noise.
5.2 Test signals
Several different types of signals have been used to compare and analyse the perfor-
mance of the algorithms previously described. Below is a list of the main sorts of
signals experimented in this chapter.
− The MIT-BIH database: The MIT-BIH database [25] is the main source of data
for our analysis. It is a free, very complete database and it contains close to 4
TB of recorded ECG signals. The MIT-BIH database has been used to assess the
performance of algorithms in countless publications and a complete description
of it can be found in [46]. We principally worked with the arrhythmia database,
a subset of the main database that is probably the most popular in the literature.
The arrhythmia database contains 48 different records sampled at 360 Hz.
− MIT ECG synthesizer: The MIT ECG synthesizer is open source Matlab software
implemented by P. McSharry and G. Clifford [45], which simulates noise-free
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ECG signals using Gaussian shaped pulses and models respiratory rhythm as a
low-frequency oscillating sine wave.
− Self-recorded signals: We also worked on signals we recorded ourselves by
using the Zephyr BioHarness™ recording device 1. These test signals offered
us the possibility to evaluate the algorithms under particular conditions, for
instance very high beat rates and noisier signals.
An extract of the three aforementioned signals is pictured in Figure 5.1. It should
be noted that the signals used for comparison (with the exception of the ECG synthe-
sizer) already contain noise.
5.3 VPW: individual results
This section provides an evaluation of the performance of VPW. The main aspects stud-
ied are the number of coefficients used for analysis and the noise removal capabilities
of VPW.
5.3.1 Sampling rate and number of coefficients used
In the noiseless settings and with no model mismatch, we know that the sampling
rate needed for an accurate VPW analysis has to be greater than or equal to the rate
of innovation of the signal. However, in the presence of noise and model mismatch,
sampling a signal at a frequency close to the rate of innovation is usually not sufficient
for a faithful reconstruction. Here we study the limitations of VPW when it is applied
to real ECG signals. To that end, we test it on the MIT-BIH arrhythmia database (48
records, 1 minute each) at different sampling rates, ranging from 50 Hz to 360 Hz
(the native sampling rate) and we record the resulting SRR. The number of pulses
for each beat in the VPW model has been set to 7, meaning that a minimum of 15
Fourier coefficients are necessary. Recall that the number of coefficients available N
is determined by the sampling frequency Fs and the length (period) of the beat τ (two
consecutive coefficients are 1
τ
Hz far from each other) as
N = Fs
2
τ. (5.2)
1http://www.zephyr-technology.com
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Figure 5.1: Different types of signals used: (a) ECG record from the MIT-BIH arrhyth-
mia database, (b) ECG modelled with Gaussian pulses generated from the MIT ECG
synthesizer & (c) self-recorded signal using the Zephyr BioHarness™ recording device.
For instance, 15 Fourier coefficients require a signal of period 1 second to be sampled
at 30 Hz at least. The results of the aforementioned experiment are illustrated in
Figure 5.2. As mentioned in Section 3.2.2, at low sampling frequencies the quality
of the reconstructed signal is significantly worse than at higher sampling rates. We
see in Section 5.6 how enhanced VPW (exposed in Section 3.2.2) can improve the
reconstruction in the low sampling rate regime.
We also observe that there is clearly a plateau starting at around 120-130 Hz, meaning
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Figure 5.2: Average SRR of the first minute of all records of the MIT-BIH arrhythmia
database vs. input signal sampling rate.
that a higher sampling rate does not lead to improved results and simply implies
heavier computation costs and therefore slower running times.
It is also interesting to note the peak at 120 Hz, which is probably due to the 60-Hz
interference noise we can find in most of the signals: its presence in the analysis
slightly harms the performance of the algorithm. A fix that could possibly solve this
problem is the use of a notch filter at 60 Hz for higher sampling rates.
Concerning the number of coefficients used, there is one more thing we should
take care of: from equation (5.2), we see that the number of coefficients available is
proportional to the period τ of the beat. Therefore a shorter beat means less Fourier
coefficients for a fixed sampling rate. We have to make sure that VPW is also reliable
when it is used with signals having a very high heart rate. Since we have not found
any high heart rate signal in the MIT-BIH database, we have used our own records
containing a maximal heart rate of 180 beats per minute to investigate this issue2.
The algorithm is tested with signals sampled at 250 Hz (the native sampling rate
of the recording device) and with the same signals after downsampling to 120 Hz.
On a record of 8 minutes of data, we obtained a global SRR of respectively 16.01 dB
and 14.98 dB, meaning that the downsampled signal performs almost as well as the
original version. The SRRs measured appear to be relatively low, but it is mainly due to
the fact that the original record is quite noisy, as we can see in Figure 5.3, representing
a fragment of the signal and its reconstructions. Note finally that due to the presence
of noise, K has been fixed to 9 for the analysis.
2I myself did this experiment and I am still alive!
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Figure 5.3: (a) Extract of a high heart rate signal sampled at 250 Hz, VPW reconstruction
of (b) the same signal & (c) a version of the signal downsampled to 120 Hz.
5.3.2 Noise removal with VPW
We investigate here the use of VPW as a noise reduction algorithm. Unfortunately, we
do not have access to a pure noise-free real ECG signal to analyse the noise removal
performance of VPW, so we consider here three different input signals: an ECG signal
generated from VPW pulses (hence no model mismatch), an ECG signal generated
from the MIT synthesizer (model mismatch this time) and a somewhat clean real ECG
signal from the MIT-BIH arrhythmia database. Additive white Gaussian noise (AWGN)
has been added to these signals and the output signal-to-noise ratio (SNR) has been
measured and compared with the input SNR.
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For VPW-based signals with added noise, the experiments have been run with
different noise levels and the results are illustrated in Figure 5.4. We see that VPW-FRI
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Figure 5.4: Noise reduction of VPW algorithm using a VPW-based signal as input: (a)
measured output SNR & (b) improvement of the SNR (output SSNRNR - input SNR).
improves the SNR by at least 4.5 dB for this type of signal.
Additionally, we have used the MIT synthesizer to generate noise-free Gaussian-
shaped pulses and added some noise corresponding to an input SNR of 10.0 dB.
Applying VPW on 30 minutes of such a signal, the resulting SNR went up to 15.0
dB. An extract of this experiment is displayed in Figure 5.5. Similarly, we picked a
relatively clean signal from the MIT-BIH arrhythmia database and artificially added
some AWGN with an SNR of 15.0 dB to the signal. The output SNR of the reconstructed
signal jumped to 19.4 dB in this case! Figure 5.6 illustrates the signals used. As we
can see from Figures 5.5 and 5.6, VPW-FRI preserves the relevant shapes of the signal
while removing most of the noise.
Another advantage of VPW over other conventional methods is that they usually rely
on a threshold that needs to be adapted to every input signal and the signal goes
through a normalization process. In the case of VPW, the sensitivity of the algorithm
is directly controlled by the value K (which corresponds to the number of pulses) and
no normalization is needed.
5.4 Performance comparison: Cadzow and ESPRIT
This section is devoted to an analysis of the denoising preprocessing stage used in FRI
presented in Section 1.4. Cadzow and ESPRIT have been tested on the first minute
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Figure 5.5: Denoising using VPW-FRI: (a) original signal with Gaussian pulses from
the MIT synthesizer, (b) original signal with 10-dB AWGN noise in it (b) and the output
of VPW-FRI fed with the noisy signal (K = 9). Apart from the noise, the reconstruction
also suffers from model mismatch (Gaussian vs. VPW pulses).
of every file from the MIT-BIH arrhythmia database (48 files in total, sampled at 360
Hz) and the preprocessed signals have been sent to VPW with the parameter K set to
7. For the evaluation, we consider the total running-time of the algorithms and the
reconstruction accuracy. The results of this experiment are summarized in Table 5.1.
It should be noted that all the Fourier coefficients are used for VPW analysis (i.e. we
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Figure 5.6: Denoising using VPW-FRI (a) original signal (record 123 from the MIT-BIH
arrhythmia database), (b) original signal with 15-dB AWGN noise in it (b) and the
output of VPW-FRI fed with the noisy signal (K = 7).
use frequencies up to 180 Hz (corresponding to a sampling rate of 360 Hz), while 60-65
Hz (sampling rate of 120-130 Hz) is sufficient as we have seen in Section 5.3.1), which
slows down the computations and exaggerates the differences (recall that the size of
the matrices increase linearly with the number of samples).
First we observe that the denoising process is necessary in practice as it greatly
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Method Running-time SRR
Number of iterations/beat
(if applicable)
No denoising 17.28 sec 12.11 dB -
Cadzow 83.40 sec 15.40 dB 2
Cadzow 181.10 sec 16.82 dB 5
Cadzow 342.05 sec 17.98 dB 10
Cadzow 679.31 sec 19.90 dB 20
Cadzow 1114.60 sec 21.41 dB 35
ESPRIT TLS 45.46 sec 21.98 dB -
ESPRIT LS 45.21 sec 22.14 dB -
Table 5.1: Comparison the denoising methods
improves the quality of the reconstructed signals. Additionally, it accounts for a
significant part of the overall timing: at least 60% when using ESPRIT and a lot more
when Cadzow is used.
ESPRIT is clearly the method performing the best, both in terms of SRR and running-
time. Cadzow can also lead to good results but the price to pay is a large number of
iterations (around 25 or 30 for each beat) if we want to reach the same SRR as with
ESPRIT, which makes the total running-time much slower. For a better control on the
number of Cadzow iterations, we decided to fix it instead of relying on the threshold t .
For the types of signals we studied, an average number of 35 iterations corresponds to
t = 10−5.
Finally, we see that finding the roots using total least squares or simply least squares
in ESPRIT does not change much (in fact the simple least squares method has the
edge over the total least squares in our analysis).
5.5 Performance comparison: compression
VPW-FRI has been extensively discussed in Section 4.3. Now it is compared with other
compression algorithms such as AZTEC or a simple downsampling of the input signal.
As a preliminary remark and as mentioned in Section 5.1, we do not address the
problem of quantization in this thesis, therefore we simply focus on the number of
samples per second as a compression measure. Recall that for every AZTEC-sample,
we need to store the amplitude and the location, so the corresponding number of
samples is 2 for each AZTEC-sample. The number of samples can be made variable
by playing with the parameters of the different compression algorithms: for AZTEC,
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we can increase it by lowering the error tolerance ² and for VPW, we can augment the
number of VPW pulses for each heart beat.
Again, a test is performed using the MIT-BIH arrhythmia database (all 48 samples)
and for each selection of the number of samples, the resulting signal is reconstructed
at 360 Hz (the original frequency of the input signal) and its SRR is calculated. The
results of this experiment can be seen in Figure 5.7. For the sake of comparison, we
also include in the Figure the SRR obtained by simply downsampling the signal (low-
pass filtering followed by decimation) to a given rate corresponding to the number of
samples per second3.
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Figure 5.7: SRR corresponding to the number of samples per second for VPW (contin-
uous line), sinc interpolation (dashed line) & AZTEC (dotted line).
VPW-FRI is the clear winner of this experiment: its beats AZTEC by almost 15 dB
and sinc interpolation by around 8 dB for a fixed compression rate. Moreover, it is
very good at preserving the morphological information of the signal, which makes it a
very interesting candidate for compression.
The low performance of AZTEC can be partly explained by the shape of the recon-
structed signal: it exhibits a lot of steps and discontinuities that highly decrease the
value of the SRR. It could probably be greatly improved by using different interpolation
methods for the reconstruction of the waveform.
3The resulting SRR is computed using an upsampled version (back to the original rate) of this
signal.
69
Chapter 5. Performance Evaluation and Results
Observe that QRS spline modelling has not been included in the analysis since the
inconsistency problems described in Section 4.2 were leading to non-relevant results.
5.6 Performance comparison: compressed sensing
This section is dedicated to the analysis of the compressed sensing view of the algo-
rithms. The main criterion for evaluation is to get the best possible reconstruction
with the minimum number of inputs, sampled4 from a continuous-time signal. At first,
we focus on uniform sampling and then study the spectrum extrapolation accuracy
of VPW and its enhanced version on low sampling rate input signals. The algorithms
are also compared to sinc interpolation. Later, we investigate the compression perfor-
mance of non-uniform sampling with locally-adaptive sampling.
5.6.1 Uniform sampling
VPW-FRI As we have seen in Section 5.3.1, plain VPW is not optimal for low-
frequency signals. The main problem is that it misses the very narrow peaks whose
high frequencies are destroyed in the downsampling process (see Figure 3.1). We
can compare the spectrum extrapolation performance of VPW with a simple sinc
interpolation in time. The average SRR for different input sampling rates is depicted in
Figure 5.8. VPW-FRI is clearly not performing as well as sinc interpolation: although
it allows much higher compression ratios, it still requires high sampling rates for its
input signals. And of course at high sampling rates, since the samples contain almost
all the energy of the signal, sinc interpolation is very efficient (even though it does not
achieve any compression or denoising).
Enhanced VPW As suggested in Section 3.2.2, we can improve the SRR of the
reconstructed signal by correcting the magnitude of the extrapolated part of its spec-
trum. A comparison of enhanced VPW with plain VPW and sinc interpolation is shown
in Figure 5.9. The three extrapolation techniques have been tested on the beginning
of the 48 samples of the MIT-BIH arrhythmia database. As we can see, enhanced VPW
certainly improves the performance of plain VPW. It even beats sinc interpolation
at low sampling rates (that is, between 50 & 60 Hz). The difference between them
does not seem that significant, but recall that the reconstructed signals are compared
4Since all the experiments are performed on digital signals, there is not real sampling phase.
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Figure 5.8: Continuous-line: SRR of the reconstructed signal using plain VPW-FRI
for different sampling rates. Dashed line: SRR of the reconstructed signal using sinc
interpolation.
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Figure 5.9: (a) Continuous-line: SRR of the reconstructed signal using enhanced VPW-
FRI for different sampling rates. Dashed line: SRR of the reconstructed signal using
plain VPW-FRI. (b) Continuous-line: SRR of the reconstructed signal using enhanced
VPW-FRI. Dashed line: SRR of the reconstructed signal using sinc interpolation.
with noisy input signals (typically, the removal of the 60-Hz interference noise by VPW
affects the resulting SRR). Moreover, the SRR has been computed on the average of all
the records in the database: some of the signals almost have no more energy above
25-30 Hz. By picking signals with a spectrum containing more energy in the high
frequencies, the advantage of enhanced VPW becomes more convincing. For instance,
71
Chapter 5. Performance Evaluation and Results
Figure 5.10 represents an extract of records 100 and 101 from the database, containing
sharper peaks and therefore higher frequencies. Visually, we clearly see the advantage
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Figure 5.10: Extract of records (a) 100 & (d) 103 from the MIT-BIH database at 360 Hz,
(b) & (e): reconstructed signal from enhanced VPW & (c) & (f): reconstructed signal
using sinc interpolation. The input signal to the algorithms is always downsampled to
50 Hz.
of enhanced VPW over sinc interpolation as it exhibits much less ringing effect and the
peaks amplitudes are better approximated. We can also look at the SRR for different
sampling rates, and this time enhanced VPW indubitably wins over sinc interpolation
as it can be seen in Figure 5.11. Finally, remember that sinc interpolation requires all
Fourier coefficients or time samples to be accurate, while VPW uses always only 28
samples (for K = 7) per block for its reconstruction.
Assuming that VPW has also access to the same coefficients as sinc interpolation (no
compression needed), we can even push the performance a bit further by reusing the
part of the spectrum of the input signal and use only VPW to extrapolate the unknown
coefficients. Based on our experiments, this approach allows us to gain 1-2 dB for
the low sampling frequencies when applied to the complete MIT-BIH arrhythmia
database.
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Figure 5.11: Continuous-line: SRR of the reconstructed signal using enhanced VPW-
FRI, dashed line: SRR of the reconstructed signal using sinc interpolation for records
(a) 100 & (b) 101 from the MIT-BIH database.
5.6.2 Non-uniform sampling: locally-adaptive sensing
We now turn to non-uniform sampling and study the performance of locally-adaptive
sampling as described in Section 3.3.1. The analysis presented here is very similar
to the one exposed in Section 5.6.1. We run the algorithm for several values of δ and
we compute the SRR corresponding to every different value. Recall that δ controls
the average sampling rate of the algorithm: the smaller δ, the higher the average
sampling rate. Since we are in a non-uniform sampling scheme, both the location
and the amplitude need to be recorded for a single sample. However, observe that
the amplitude is always represented by integer multiples of δ, which greatly restricts
the range of values needed. Assuming that the locations are quantized with 16 bits,
our practical implementations showed that 6 to 8 bits are enough for the amplitude.
Consequently, we multiply the average sampling rate by 1.5 to get an estimation of
the average number of values to be recorded and/or transmitted5. This experiment is
summarized in Figure 5.12. The shape of the curve is similar to the results obtained
with enhanced VPW in Figure 5.9(b).
Last thing we have tried with locally-adaptive sampling is to branch its output to
the VPW algorithm for better and smoother recovery, as described in Section 3.3.2.
The results are only marginally better in terms of SRR, but the visual appearance is
5A more thorough investigation on the quantization process would probably lead to more accurate
results.
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Figure 5.12: Continuous-line: SRR of the reconstructed signal using locally adaptive
sampling for different sampling rates. Dashed line: SRR of the reconstructed signal
using sinc interpolation.
more pleasant, as it is illustrated in Figure 5.13.
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Figure 5.13: (a) Extract of the original signal (extract of record 123 from the MIT-
BIH arrhythmia database), (b) signal sensed at an average rate of 30 Hz with locally-
adaptive sampling & (c) output of the low sampling rate signal by VPW-FRI.
5.7 Chapter Summary
Since this chapter presents several results concerning the methods studied in the
thesis and in particular VPW-FRI, we summarize here its key points main results
obtained:
− Noise removal: first of all, VPW-FRI has proven to be a very powerful noise
removal algorithm as it preserves well the shapes of ECG pulses while increasing
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the SNR by around 5 dB on average.
− Cadzow vs. ESPRIT: as a preprocessing stage for VPW-FRI, ESPRIT TLS (or LS)
algorithm is preferred to Cadzow, mainly due to its running-time that is clearly
faster.
− Compression: concerning the compression performance, signals reconstructed
with VPW-FRI beat AZTEC compression by 15 dB in terms of SRR.
− Compressed sensing: as for compressed sensing, VPW-FRI (with the correction
of its spectrum) has the edge over sinc interpolation on average and is signif-
icantly better at extrapolating the spectrum of ECG signals with high energy
in the higher frequencies. Locally-adaptive sampling is also an interesting al-
ternative over uniform sampling, but recall that it needs a different front-end
architecture than the classical uniform sampling ADCs.
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6 Conclusion and future work
We started by briefly reviewing the background necessary to study ECG signals and
the state of the art in ECG compression methods. Then we introduced VPW as a new
parametric approach based on FRI. We presented an in-depth analysis of VPW and
provided several details regarding the practical implementation of this compression
scheme. In particular, we described a routine to process long duration ECG signals
as well as methods to extract single beats and detect the R peaks in ECGs. We investi-
gated approaches to deal with the non-periodicity of the input signals: the best result
obtained being to simply add half a period of a cosine before the VPW analysis (cf.
Section 4.3.1. Moreover, we analysed the potential instability of the annihilating filter
that was more frequent when a reduced number of Fourier coefficients was used. We
proposed several ways to avoid poles outside of the unit circle of the complex plane.
We also evaluated the performance of two denoising methods used to ‘massage’ the
data before VPW analysis: Cadzow and ESPRIT. Both were comparable in terms of
accuracy of the reconstructed signal1 but ESPRIT has proven to be significantly faster
than Cadzow.
Next we compared VPW with AZTEC, an ECG compression technique broadly refer-
enced in the literature and widespread in practical implementations. VPW turned out
to have notably better reconstruction accuracy for an equivalent compression rate,
achieving 20 dB of matching for only 30 samples per second, surpassing AZTEC by
almost 15 dB. Moreover, part of the mismatch was due to the removal of the 60-Hz
interference present in the original data.
Further, as the annihilator roots-finding is a costly process in terms of power and
the bottleneck of the algorithm (along with the preprocessing phase for denoising),
1At the costs of a sufficient number of iterations for Cadzow.
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we suggested beat prediction to reduce the number of times the roots are computed
and the denoising process is done. The essence of beat prediction is to use a single
annihilating filter for similar heart beats. Our early results decreased the running-time
by almost 30% while keeping a reasonable reconstruction.
We also tested the use of VPW for other purposes such as cleaning up noisy signals: its
parametric nature generates smooth signals and allows to preserve the morphology
while getting rid of most of the interferences present in the input data. We managed to
have an average of more than 5 dB improvement compared with noisy input signals.
We also investigated compressed sensing and non-uniform sampling in this thesis.
We reviewed locally-adaptive sampling, a scheme that adapts the sampling rate to
the slope of the signal by generating more samples when the slope gets steeper and
no sample when the voltage remains flat. We studied its performance compared to
uniform sampling paired with sinc interpolation and the results obtained were slightly
in favor of locally-adaptive sampling for low sampling rates (around 50-60 Hz). Similar
research has also be done regarding VPW for different input sampling rates and in
particular low rates, where its performance were not satisfactory in the presence of
noise and model mismatch. The spectrum extrapolation by VPW was not leading to
better results than a simple sinc interpolation in terms of SRR. With enhanced VPW,
we proposed a way to correct the magnitude of the reconstructed spectrum, which
achieves much better results than plain VPW and finally beats sinc interpolation at
low sampling rates.
In conclusion, VPW has proven to be a very powerful compression scheme as well
as an interesting noise removal technique. Even though the extraction of the parame-
ters is relatively power costly, the reconstruction of the waveforms is straightforward
and has the advantage of providing a continuous-time representation.
Furthermore, the performance of VPW at low sampling rates could enable the de-
velopment of low-power sensors and decrease the transmission costs of ECG data.
The parameters and pulse shapes extracted with VPW could also lead to various new
techniques in automated ECG diagnosis.
We wish that the work done in this thesis and principally on VPW will contribute
to the success and the popularity of the FRI sampling theory. We also hope that it will
lower the power consumption barriers in the state-of-the-art ECG recording devices
and reduce the storage and transmission information needed while preserving an
accurate representation of ECG signals. Finally, we wish that the research conducted
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at Qualcomm Inc. will encourage the experimentations, enable the use of VPW on a
wider range of signals and open up new areas of research!
6.1 Future work
We expose here the work that remains to be done regarding the current state of the
project. We also suggest some potential new areas that could be investigated and
propose a new usage and a different outlook on the VPW algorithm.
The approaches described here are simply suggestions and are based on quick
reflections and discussions. They should not be taken as facts as none of them has
been tested in practice or proven to be correct.
6.1.1 Estimate the number of pulses in VPW
The number of pulses (the value K ) in VPW determines the compression ratio of the
record: the smaller the number, the higher the compression rate. However, a smaller
number of VPW pulses increases the risk of missing some important features in the
signals. In the presence of high-power noise, a small K can even lead the algorithm to
completely miss the P wave or the T wave. Hence finding the correct value K is always
a matter of trade-offs between high compression ratios and faithful reconstruction,
the ultimate goal being to always find the minimal K such that all the features are
preserved. One way to do it would be to run the algorithm for different values of K
and to look at the phase of the annihilator roots (corresponding to the locations of
the pulses). If decreasing K does not dramatically change the locations, it is probably
safe to assume that we did not miss some important features. On the contrary, if a
smaller K completely changes the roots positions in the complex plane, the value K is
probably getting too small.
6.1.2 Multi-lead processing
In this thesis, even though we experimented and evaluated VPW on various leads, we
never processed two or more leads in parallel. By doing so, apart from having a more
robust QRS detection, we could also take advantage of the fact that the pulse location
in a given heart beat does not change from lead to lead. Therefore, we could possibly
compare the tk s and if needed correct them across different leads.
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6.1.3 Quantization and A/D conversion
Even though different sampling methods have been proposed and mentioned in this
thesis, it should be noted that none of them have been implemented in practice in
the current state of the project. One of the challenges remaining is to produce an
ADC and possibly consider different converters both with uniform sampling and
non-uniform sampling architectures. Similarly, the thesis does not address the quanti-
zation question, which is a crucial part of the project and truly allows a more precise
and complete analysis of the compression rates we can achieve. Indeed, the behavior
and performance of VPW still need to be evaluated with quantized samples.
6.1.4 Diagnosis using VPW-FRI
From a different point of view, VPW-FRI can possibly enable new diagnosis tech-
niques and improve or simplify machine-learning-based ECG interpretation. There
are already some known algorithms that can automatically interpret ECG and diag-
nose potential malfunctions or heart diseases. Among others, we can mention the
VERITAS™ software2 from Mortara®.
The parameters extracted by VPW directly characterize the pulse shapes and
could be used as precious and useful features for an algorithm trained to detect
ECG failures3. In particular, the characteristics of every single wave could be directly
derived from the VPW parameters. This section provides a few thoughts and ideas
about the implementation of such a method.
First, even though it leads to a less accurate analysis, symmetric VPW pulses might
be preferred to asymmetric ones, as they provide a decomposition in pulses that is
easier to read and interpret. Figure 2.5 indeed exhibits more distinguishable pulses
than Figure 2.7, where the pulses are much more correlated with each other. We can
obtain symmetric pulses by forcing the amplitudes {ck }
K−1
k=0 s to be real, which is done
2http://www.mortara.com/products/clinical-research/veritas-algorithms/.
3This idea has been suggested by John Hong from Qualcomm Inc.
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by making the matrix defined in equation (1.12) real and by doubling its height as
V =

1 1 · · · 1
ℜ {u0} ℜ {u1} · · · ℜ {uK−1}
ℑ {u0} ℑ {u1} · · · ℑ {uK−1}
...
...
. . .
...
ℜ{uK−10 } ℜ{uK−11 } · · · ℜ{uK−1K−1}
ℑ{uK−10 } ℑ{uK−11 } · · · ℑ{uK−1K−1}

.
Similarly, we make the vector of equation (1.13) real as
x= [X [0],ℜ {X [1]} ,ℑ {X [1]} . . . ,ℜ {X [K −1]} ,ℑ {X [K −1]}]T .
whereℜ {x} and ℑ {x} are respectively the real and imaginary parts of x. Computing c
as in equation (1.15) but using the matrix and vector defined above leads to results
with no complex part.
Another thing one should pay attention to is that a different DC component can
completely change the positions of the pulses. Therefore it would be wise to set it to a
fixed value in order to have more uniformity between the different samples. The idea
of using VPW as a feature extractor for beats classification seems very promising but
again, its performance and usability remain to be proven.
6.1.5 Use of VPW to synthesize ECG signals
There are a wide range of ECG synthesizers that can be found for free on the Internet,
but unfortunately, the shape of the pulses does not look very realistic in most of them.
Since VPW has proven to be an interesting and suitable model for the analysis of ECG
signals, we could also think of using it as a tool to generate ECG waveforms. Compared
to the MIT ECG synthesizer, it could for example provide asymmetry in the pulses, a
feature that is not available in this widespread simulator.
We also think that the study of an ECG generator will lead to a better understanding
of the different parameters of VPW pulses and could probably be also beneficial for
diagnosis purposes.
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A.1 QRS detection
Most of the compression methods presented in the thesis are transform based, hence
they can only process each heart beat separately. In order to chunk down the ECG
signal into several pieces, we need to be able to detect the QRS complex with accuracy.
There are plenty of ways to detect the QRS complex, as this problem has been widely
studied in the literature over the past decades. Since QRS detection is not the main
focus of this thesis, we quickly review here the most common detection methods and
we give more details on the ones used for our implementation. More details and more
sophisticated algorithms can be found on this topic in [34] and [55].
QRS detection methods In general, the detection of the QRS complex is made of
two phases:
− preprocessing stage, where features are extracted. This is usually further decom-
posed into a linear filtering stage and a nonlinear transformation phase.
− decision stage, which consists of comparing the processed data against a thresh-
old.
The algorithms developed for QRS detection can be classified (relative to their
preprocessing stage) into the following categories:
− Signal derivative and digital filters: these techniques usually use bandpass
filter to extract the band of interest of the QRS complex (see for instance [3]).
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They also use the slope information, as the QRS is the part that exhibits the most
variations in the signal. A more detailed example is provided in Section A.1.1.
− Wavelets and filter banks-based QRS Detection: the basic idea behind such
methods is to detect singularities using local maxima of the wavelet coefficients.
See [2] for a complete example.
− Neural networks: the most used artificial neural networks for ECG detection are
the multilayer perceptron [9], radial basis function neural networks (RBFN) [12]
and learning vector quantization (LVQ) [9]. A neural network always requires a
training phase, which is either supervised or non-supervised (as in LVQ). The
latter category appears to be quite costly in terms of computational power. An
example of a use of neural networks for QRS detection can be found in [8].
− Additional approaches: other approaches have been proposed. Among others,
we can mention hidden Markov models (HMM) [14], Hilbert transform-based
QRS detection [53], maximum a posteriori (MAP) estimation [11],...
The next sections present two examples of QRS detections methods which have been
investigated more thoroughly in this report and implemented in practice.
A.1.1 Derivative-based approach
The first method implemented for the segmentation process is based on [34]. The first
step is to bandpass the signal in the frequency of interest of the QRS complex (10 to 25
Hz as in [34]). A feature vector z(n) is then created as a linear combination of the first
and second derivatives of the bandpassed signal. The first and second derivatives are
estimated as [3]:
y1[n]= x[n+1]−x[n−1],
y2[n]= x[n+2]−2x[n]+x[n−2].
In our practical implementation, the feature is defined as [3]
z[n]= y˜1[n]+
∣∣y2[n]∣∣ , (A.1)
where y˜1[n]= {0.25,0.5,0.25}∗
∣∣y1[n]∣∣ is a smoothed version of ∣∣y1[n]∣∣. In our settings,
it turned out that slightly smoothing the vector z[n] was giving better results by
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avoiding local maxima. Figure A.1(b) represents the feature vector z[n] applied to an
ECG signal.
For the detection phase, the feature vector is simply compared against a threshold
denoted byΘx . Note that the threshold is dependent on the signal as different signals
may lead to different results. For example [34] suggests a threshold of 0.3max(x)
or 0.4max(x) when the feature vector is simply the first derivative. Based on our
experiences, a threshold of 0.5max(x) is suitable for the feature vector defined in
Equation (A.1).
A.1.2 Second approach
Another method which has been implemented and experimented on the current
project is a real-time algorithm due to J. Pan and W. J. Tompkins [49]. It provides
fairly better results than the simpler method presented in Section A.1.1 although
its preprocessing stage is quite similar to it. The biggest difference resides in the
thresholding phase, in which the threshold is constantly adapted to the feature vector.
The preprocessing stage works as follows:
− First the signal is bandpass filtered between 5 and 15 Hz.
− Then the square of the derivative of the signal is computed in order to extract
the slope information.
− Finally, the feature signal is integrated over a window of a size corresponding to
the widest possible QRS width (150 ms in [49] and 120 ms according to [5]).
One of the strengths of this algorithm is that its threshold is adaptive. The way it works
is briefly described here. In a nutshell, the algorithm uses two estimates: the signal
peak SP and the noise peak N P . The two peaks are constantly updated for each new
peak encountered. The threshold T1 is defined as a combination of the two peaks:
T1 =N P +0.25(SP −N P ).
A peak is classified as a SP whenever it is higher or equal to T1 and as N P when it is
lower. Finally, a second threshold T2 = 0.5T1 is defined and used to search back the
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Figure A.1: Example of an ECG signal (a) and the QRS features described in (b) Equa-
tion (A.1) and (c) in Section A.1.2.
QRS peak when the algorithm fails to find it in a given period of time.1
1Note that the original paper uses in fact two feature vectors in parallel, the second one simply
being the bandpassed signal. We chose to use only the other feature vector in our implementation.
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We also experimented with the Teager energy operator (TEO)Ψ [32]:
Ψ [x[n]]= x[n]2−x[n+1]x[n−1],
which is a simple operation that approximates the energy of the signal x[n]. It has
already been successfully used for QRS detection [63] and its simplicity makes it easy
to be implemented in practice. The feature vector corresponding to the method
described above is illustrated in Figure A.1(c).
A.2 Periodic continuous-time formulae for VPW-FRI
This section shows the details of the computation of the periodic continuous time
domain formula of VPW-FRI using its Fourier series coefficients X [m]. It also demon-
strates its link with the Cauchy-Lorentz distribution.
First recall that the Fourier series coefficients of the symmetric part of VPW-FRI
are X (1)[m]= 1τe−ak 2pi|m|/τe−i 2pimtk /τ for m ∈Z. Therefore, the time-domain represen-
tation of this signal can be computed as the inverse Fourier transform:
x(1)(t )=
∞∑
m=−∞
X (1)[m]e i 2pimt/τ
= 1
τ
∞∑
m=−∞
e−ak 2pi|m|/τe−i 2pimtk /τe i 2pimt/τ
= 1
τ
( ∞∑
m=0
e2pi/τ(−ak+i (t−tk ))m +
∞∑
m=0
e2pi/τ(−ak−i (t−tk ))m −1
)
(a)= 1
τ
(
1
1−e2pi/τ(−ak+i (t−tk )) +
1
1−e2pi/τ(−ak−i (t−tk )) −1
)
.
Note that (a) assumes that ak > 0, which only holds when the annihilating filter is
stable. By setting zt = e2pi/τ(−ak+i (t−tk )) we get:
x(1)(t )= 1
τ
(
1
1− zt
+ 1
1− z∗t
−1
)
= 1
τ
1−|zt |2
(1− zt )(1− z∗t )
, (A.2)
where |zt | is the magnitude of zt .
Since the frequency domain is discrete, the above signal is periodic in time with period
τ. To get a formula for a non-periodic continuous-time signal, it suffices to take the
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limit of equation (A.2) for τ→∞. For simplicity, let us define βk (t )=−ak + i (t − tk ).
x(1)non−per (t )= limτ→∞
1
τ
1−|zt |2
(1− zt )(1− z∗t )
= lim
τ→∞
1
τ
1−e−4piak /τ
1−e2piβk (t )/τ−e2piβ∗k (t )/τ+e−4piak /τ
(b)= lim
τ→∞
−1− 4piakτ e−4piak /τ+e−4piak /τ
2piβk (t )e2piβk (t )/τ+2piβ∗k (t )e2piβ
∗
k (t )/τ+4piak e−4piak /τ
(c)= lim
τ→∞
2ak e
−4piak /τ− 4pia
2
k
τ e
−4piak /τ
−piβk (t )2e2piβk (t )/τ−pi(β∗k (t ))2e2piβ
∗
k (t )/τ+4pia2k e−4piak /τ
= 2ak−piβk (t )2−pi(β∗k (t ))2+4pia2k
= ak
pi
(
a2k + (t − tk )2
) , (A.3)
where (b) and (c) are derived from l’Hôpital’s rule. Observe that (A.3) is simply the
Cauchy-Lorentz distribution!
We can do the same reasoning for the asymmetric component of the signal,
X (2)[m]=−1τ i e−ak 2pi|m|/τe−i 2pimtk /τ sign(m). We have
x(2)(t )=
∞∑
m=−∞
X (2)[m]e i 2pimt/τ
=−1
τ
( ∞∑
m=0
i e2pi/τ(−ak+i (t−tk ))m +
∞∑
m=0
i e2pi/τ(−ak−i (t−tk ))m
)
(d)= −1
τ
(
i
1−e2pi/τ(−ak+i (t−tk )) +
i
1−e2pi/τ(−ak−i (t−tk ))
)
.
Again, (d) only holds for ak > 0. Setting zt = e2pi/τ(−ak+i (t−tk )) we get
x(2)(t )=−1
τ
(
i
1− zt
+ i
1− z∗t
)
= 1
τ
2ℑ{zt }
(1− zt )(1− z∗t )
. (A.4)
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Taking the limit of equation (A.4) for τ→∞ and with βk (t )=−ak + i (t − tk ), we have
x(2)non−per (t )= limτ→∞
1
τ
−i (zt − z∗t )
(1− zt )(1− z∗t )
(e)= lim
τ→∞
i e2piβk (t )/τ
(
1+ 2piβk (t )
τ
)
2piβk (t )e2pi/τ2piβk (t )+β∗k (t )e2piβ
∗
k (t )/τ+4piak e−4piak /τ
−
i e2piβ
∗
k (t )/τ
(
1+ 2piβ
∗
k (t )
τ
)
2piβk (t )e2piβk (t )/τ+2piβ∗k (t )e2piβ
∗
k (t )/τ+4piak e−4piak /τ
( f )= lim
τ→∞
−iβk (t )e2piβk (t )/τ
(
2+ 2piβk (t )
τ
)
−2piβk (t )2e2piβk (t )/τ−2pi(β∗k (t ))2e2piβ
∗
k (t )/τ+8pia2k e−4piak /τ
+
iβ∗k (t )e
2piβk (t )/τ
(
2+ 2piβk (t )τ
)
−2piβk (t )2e2piβk (t )/τ−2pi(β∗k (t ))2e2piβ
∗
k (t )/τ+8pia2k e−4piak /τ
= −2iβk (t )+2iβ
∗
k (t )
−2piβk (t )2−2pi(β∗k (t ))2+8pia2k
= t − tk
pi
(
a2k + (t − tk )2
) , (A.5)
where (e) and (f) are obtained using l’Hôpital’s rule. Note that equation (A.5) can be
computed faster by using the fact that x(2)non−per (t )) is simply the Hilbert transform of
x(1)non−per (t ) and the following property:
1
t 2+1
Hilbert transf.=⇒ t
t 2+1. (A.6)
A.3 Matlab code
The Matlab® code implementing the methods experimented in this thesis is available
on http://lcav.epfl.ch/.
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