Classifying categories for partial equational logic  by Schröder, Lutz
Electronic Notes in Theoretical Computer Science 69 (2003)
URL: http://www.elsevier.nl/locate/entcs/volume69.html 18 pages
Classifying categories
for partial equational logic
Lutz Schro¨der 1,2
BISS, Department of Computer Science
Universita¨t Bremen, Germany
Abstract
Along the lines of classical categorical type theory for total functions, we establish
correspondence results between certain classes of partial equational theories on the
one hand and suitable classes of categories having certain ﬁnite limits on the other
hand. E.g., we show that ﬁnitary partial theories with existentially conditioned
equations are essentially the same as cartesian categories with distinguished do-
mains, and that partial λ-calculi with internal equality are equivalent to a suitable
class of partial cartesian closed categories.
Introduction
Partial functions have long been recognized to play an important role in com-
puter science. E.g., functions deﬁned by general recursion may be partial,
and non-termination of programs is frequently modelled as partiality. Sev-
eral speciﬁcation languages such as RSL [12], SPECTRUM [3] or Casl [2]
feature partial functions; in fact, the work presented below forms part of the
semantical basis of the higher-order speciﬁcation languageHasCasl presently
under development [25]. There has been extensive research on formal systems
involving partiality, ranging from traditional partial algebra (see e.g. [4]) to
partial higher order logic [10,19,20]. Categorical concepts for partiality have
been used, e.g., in axiomatic domain theory [11].
The study of both the syntax and semantics of formal systems in general
beneﬁts from a close correspondence between theories and categories. The
common principle is that theories of a given formal system (i.e. essentially sig-
natures of some kind equipped with a collection of axioms) are represented by
classifying categories with certain properties in such a way that models of the
theory correspond to functors deﬁned on the classifying category. Conversely,
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one associates to each category with the said properties a theory (commonly
called the internal language), and the two processes are mutually inverse. Part
of the appeal of this concept is that models and translations become essen-
tially the same notion (namely, structure-preserving functors). These ideas
originated with Lawvere’s discovery of algebraic theories [15], later to be ex-
tended to an equivalence between categories with products and multi-sorted
algebra [16]. There is, by now, a whole list of results of this type, including
the equivalence of typed λ-calculus and cartesian closed categories [14] and
categorical representations of more complex type systems; see e.g. [29,30].
Here, we present corresponding results for various types of partial equa-
tional logic. On the categorical side, there is a basic choice to be made between
representing partial maps either as single morphisms, which leads to rather
involved deﬁnitions of categories with additional structure [8,9,22], or as spans
in categories with certain ﬁnite limits [1,7]; for the sake of simplicity, we pursue
the latter option.
We begin with a very basic logic featuring only unary operators and ex-
istentially conditioned equations, together with a suitable deduction system.
This corresponds to categories equipped with a dominion in the sense of [23],
i.e. a class of admissible domains for partial morphisms. The classifying cate-
gories are constructed from syntactic material in the spirit suggested in [21],
with contexts annotated by deﬁnedness conditions for terms as objects and
terms modulo provable equality as morphisms; the proofs are presented in de-
tail. Building on this basis, we subsequently add further features such as ﬁni-
tary operators, conditional equations, and functional abstraction to the logic
and discuss how the constructions and proofs for the basic case are adapted to
produce corresponding equivalence results for the extended systems. In par-
ticular, we show that partial theories with existentially conditioned equations
are essentially the same as cartesian categories equipped with a dominion, and
that partial λ-calculi [19] with internal equality are equivalent to a certain class
of partial cartesian closed categories.
These results are, to our knowledge, original. Partial cartesian closed cat-
egories are used in [19] as models for the partial λ-calculus; representations
of the syntax are left out of consideration. A representation of partial equa-
tional speciﬁcations as left exact categories is constructed in [7] along partly
similar lines as below; however, the deduction system given there explicitly
incorporates the intended categorical structure, and the dominional structure
is omitted. In [8], a term construction of classifying g-monoidal categories for
partial signatures is given; axioms or deduction are not considered. Similarly,
in [23], a construction of a classifying p-category with p-exponentials is outlined
for the pure partial λ-calculus, without ‘user-deﬁned’ axioms or operators.
A precursor of our representation of partial equational speciﬁcations was
successfully applied to solve the amalgamation problem in Casl [26]. The
fact that the structure of the classifying categories is given in terms of ﬁnite
limits was crucial there insofar as it made possible the use of certain pieces
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of categorical machinery, in particular the result that the functor that sends
a left exact category C to its category of ‘models’, i.e. left exact functors
A→ Set, reﬂects equivalences [18]. A similar example for the advantages of
the approach taken here is the completeness proof for the deduction system
for partial equational logic given in [7], which depends on the fact that the
relevant classifying categories have representable functors as models (which is
not the case for monoidal categories with extra structure).
The reader is referred to [1,17] for categorical terminology left unexplained
here.
1 A basic logic for partiality
We begin with practically the most rudimentary logic imaginable in this set-
ting — a logic featuring only unary partial operators and existentially condi-
tioned equations [4]. We will focus on existential equations, to be read ‘both
sides are deﬁned and equal’, since these reappear naturally as objects on the
categorical side. As stated in [6,19], such equations provide, in existentially
conditioned form, the same level of expressiveness as strong equations (‘one
side is deﬁned iﬀ the other is, and in this case, both sides are equal’).
A unary signature Σ is a pair (S,Ω) consisting of a set S of sorts and a
set Ω of operators f with given proﬁles (or arities) written f : s → t, where
s, t ∈ S. Such a signature gives rise to a notion of sorted terms in context
according to the typing rules
x : s in Γ
Γ✄ x : s
Γ✄ α : s
f : s→ t
Γ✄ f(α) : t
.
Here, a context Γ is, in this limited setting, just an assignment of a sort s
to a single variable x, written x : s (we will be fussier about contexts than
strictly necessary in order to make the notation more easily adaptable to
more complex settings). The judgement Γ✄ α : t reads ‘the term α has sort
t in the context Γ’. Conditioned terms (cf. [5,8]) are left out here, being
irrelevant w.r.t. the expressivity of the logic, but will automatically appear
lateron. Given y : t✄ β : u, the term obtained by substituting α for y is
denoted βα. A morphism between two signatures is deﬁned as a pair of maps
between the corresponding sets of sorts and operators, respectively, that is
compatible with operator proﬁles.
A unary partial theory T = (Σ,A) is a unary signature Σ together with
a set A of axioms that take the form of existentially conditioned equations:
an (existential) equation in context Γ is a pair φ = (α1, α2), where Γ✄ αi : t,
i = 1, 2, for some sort t. Such an equation is written α1
e
= α2 or α1
e
= α2 : t;
the intended reading is ‘α1 and α2 are deﬁned and equal’. α
e
= α is abbreviated
as def α; this corresponds to the existence predicate of [28]. An existentially
conditioned equation in context Γ is a sentence of the form Φ⇒Γ ψ, where Φ is
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a ﬁnite set of deﬁnedness conditions def αi, i = 1, . . . , n, and ψ is an existential
equation in context Γ. Φ will often be written as def(α1, . . . , αn); moreover,
we will freely use the conjunction symbol ∧ with the obvious meaning, and
true will denote the empty set of conditions. The result of substituting a term
α for x in Φ or ψ is denoted by Φα or ψα, respectively.
In Figure 1, we present a set of proof rules for existential equality in a
unary partial theory. The rules given in the ﬁgure are parametrized over a
ﬁxed context Γ. We write Φ Γ Ψ if a set Ψ of existential equations can be
deduced from a set Φ of existential equations in context Γ by means of these
rules. A sentence Φ⇒Γ ψ is a theorem if Φ Γ ψ.
(var)
Γ = (x : s)
x
e
= x
(sym)
α
e
= β
β
e
= α
(tr)
α
e
= β
β
e
= γ
α
e
= γ
(cong)
α
e
= β : t
f : t→ u
def f(α)
f(α)
e
= f(β)
(str)
def f(α)
def α
(ax)
Φ⇒y:t ψ ∈ A
Γ✄ α : t
Φα ∧ def α
ψα
Fig. 1. Deduction rules for existential equality in context Γ
Both the congruence rule and the strictness rule readily generalize to ar-
bitrary terms in place of basic operations (however, the generalized strictness
rule fails in higher order extensions of the logic). Thanks to the way the rule
for axiom application has been formulated, we have
Proposition 1.1 If Φ y:t ψ and Γ✄ α : t, then Φα ∧ def α Γ ψα.
Proof. Induction over the length of the derivation of Φ y:t ψ. ✷
Now a translation between theories is deﬁned in the usual way as a signa-
ture morphism which transforms axioms into theorems. Theories and trans-
lations form a category upTh.
2 Categories with Partial Morphisms
There are two essentially diﬀerent ways of incorporating the idea of partial
maps or partial morphisms as a categorical concept: one is to treat partial
morphisms as arrows in their own right, and another is to regard a partial
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morphism from A to B as a span
• f✲ B
A
m ❄
,
where m is a monomorphism (possibly of a restricted class) to be thought
of as the domain of deﬁnition. See [9,22] for in-depth comparisons of these
concepts; here, we shall follow the latter approach for the reasons outlined in
the introduction.
A partial morphism in a category is a span (f,m) as above, where m
belongs to a class M of monomorphisms. Two partial morphisms (f1, m1)
and (f2, m2) are regarded as equal if there exists an isomorphism h such that
f1h = f2 and m1h = m2. We will want to deﬁne the composite of (f,m) as
above and a partial morphism (g, n) from B to C as the outer span in
• ✲ • g✲ C
•❄
f
✲ B
n❄
A
m ❄
,
where the square is a pullback. In order for this to be possible, we have to
require thatM be closed under pullbacks (i.e. that pullbacks ofM-morphisms
exist and are in M) and closed under composition. Moreover, we want to
be able to represent all morphisms as partial morphisms; therefore, we will
require M to contain all identities. Following [23], we shall call a class M
that satisﬁes these conditions a dominion. It is easy to see that such anM is
also closed under intersections (i.e. intersections of M-morphisms exist and
are in M) and enjoys a left cancellation property: if m is a monomorphism
and mg ∈M, then g ∈M. This implies that M contains all isomorphisms.
Deﬁnition 2.1 A dominional category is a pair (C,M) consisting of a cat-
egory C and a dominion M; the elements of M are called admissible sub-
objects. A dominional functor between dominional categories (C1,M1) and
(C2,M2) is a functor C1 → C2 that preserves admissible subobjects and their
pullbacks. Such a functor is called a dominional equivalence if it is an equiv-
alence of categories (which, of course, already implies pullback preservation)
and reﬂects admissible subobjects. The category of dominional categories and
dominional functors is denoted dCat.
It will turn out that this is indeed all the structure we need in order to
model the unary partial theories introduced above. The partial morphisms in a
dominional category, with the composition introduced above, form a category
P(C,M) which contains C as a (non-full) subcategory [22].
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3 Interpreting the basic logic
We will now proceed according to the following program: we will deﬁne a
unary partial theory L(C,M), called the internal language, for each domin-
ional category (C,M), obtaining a functor
L : dCat→ upTh;
along the way, we will introduce an interpretation of L(C,M) in (C,M) and
prove a soundness theorem for this interpretation. We shall go on to construct
a classifying category Cl(T ) for each unary partial theory T . This classifying
category will be shown to be free over T w.r.t. L. Finally, dCat will turn out
to be the Kleisli category for the arising monad on upTh, which just means
that dominional categories are essentially the same as unary partial theories
with naturally generalized translations.
We begin by associating a unary signature Σ to a given dominional category
(C,M): the sorts of Σ are just the objects of C, and the operators of proﬁle
A → B are the partial morphisms from A to B in (C,M). Given such an
operator f , we denote the associated span by A ✛ ⊃ Df
f✲ B. Now
contexts, terms, and deﬁnedness conditions in this signature can be given an
interpretation [[ ]] in C: for a context Γ = x : A, [[Γ]] = A. Given a term
Γ✄ α : B, we deﬁne a partial morphism
[[Γ. def α]]
[[Γ. α]]✲ B
[[Γ]]
❄
∩
by recursion over the term structure: variables are interpreted as identities (in
particular, [[Γ. def x]] = [[Γ]]) and operator application as composition of partial
morphisms; the restriction operator is modelled by intersecting domains. We
will rather indistincly denote any existing domain-codomain restrictions of
[[Γ. α]] to subobjects of [[Γ]] and B, respectively, by [[Γ. α]] as well. Given
terms α1, . . . , αn in context Γ, the intersection [[Γ. def(α1, . . . , αn)]] of theM-
subobjects [[Γ. def αi]] exists and is in M.
This interpretation leads to a notion of satisfaction in C:
Deﬁnition 3.1 An existentially conditioned equation Φ⇒Γ β1 e= β2 in Σ
holds in C if [[Γ.Φ]] is contained in [[Γ. def βi]], i = 1, 2, and the morphisms
[[Γ. βi]] agree on [[Γ.Φ]], i.e. their respective restrictions to [[Γ.Φ]] coincide.
This allows us to complete the deﬁnition of L(C,M): the axioms of
L(C,M) are the existentially conditioned equations that hold in C. The
action of L on dominional functors is deﬁned in the obvious way.
In the next step, we show that the deduction system of Figure 1 is sound
for the interpretation of L(C,M) in C:
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Theorem 3.2 (Soundness) If Φ Γ ψ in L(C,M), then Φ⇒Γ ψ holds
in C.
The central ingredient of the proof is the following lemma:
Main Lemma Let Γ✄ α : A, and let ∆✄ β : B in L(C,M), where ∆ = (y :
A). Then [[Γ. α]] has a restriction [[Γ. def βα]] → [[∆. def β]]. In the arising
diagram
B
✟✟
✟✟
✟[[Γ. βα]] ✯
[[Γ. def βα]]
[[Γ. α]]
✲ [[∆. def β]]
[[∆. β]]
✻
[[Γ. def α]]
❄
∩
[[Γ. α]]
✲ [[∆]]
❄
∩
,
the triangle commutes and the square is a pullback.
In the present setting, this is just the statement that the partial mor-
phisms associated to α, β, and βα, respectively, form a commutative triangle
in P(C,M); versions needed in extended logics will, however, slightly deviate
from this simple form.
Proof. By induction over the term structure of β: the base case β = y is
trivial, and the case for operator application is just associativity of composition
in P(C,M). ✷
Remark 3.3 The pullback statement of the main lemma generalizes immedi-
ately to deﬁnedness conditions Φ for ﬁnitely many terms in place of β. Some
caution is required since Φ may be empty: the domain of the restriction is
[[Γ.Φα ∧ def α]]. We will refer to this generalized fact as the ‘main lemma’ as
well.
Proof. [Theorem 3.2] The base case is trivial; the only interesting cases in
the induction step are that the last proof step uses either the rule (ax) or the
rule (cong) of Figure 1.
Axiom rule: Let ψ be β1α = β2α for some Γ✄ α : A, deduced from Ξα ∧
def α by applying an axiom Ξ⇒y:A β1 e= β2. By induction, [[Γ.Φ]] is contained
in [[Γ.Ξα ∧ def α]]. Putting ∆ = (y : t), we have (for i = 1, 2)
[[Γ.Ξα ∧ def α]] [[Γ. α]] ✲ [[∆.Ξ]]







..........❥ (1)
[[Γ. def βiα]]
[[Γ. α]]✲ [[∆. def βi]]
❄
∩
(2)
[[Γ. def α]]
❄
∩
[[Γ. α]]
✲ [[∆]],
❄
∩
where the morphisms [[Γ. α]] at the top of (2) and the outer frame are courtesy
of the main lemma. Since (2) is a pullback, we obtain the required dotted ar-
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row (i.e. the subobject [[Γ.Ξα ∧ def α]] is contained in [[Γ. def βiα]]). Moreover,
the morphisms [[∆. βi]], i = 1, 2, agree on [[∆.Ξ]], so that, by commutation of
(1), the morphisms [[Γ. βiα]] = [[∆. βi]] ◦ [[Γ. α]] agree on [[Γ.Ξα ∧ def α]] and
hence on [[Γ.Φ]].
Congruence rule: Let ψ be f(α)
e
= f(β) (where f is an operator), deduced
from α
e
= β and def f(α). By induction, [[Γ.Φ]] is contained in [[Γ. def f(α)]],
and [[Γ. α]] and [[Γ. β]] agree on [[Γ.Φ]]. Then we have a commutative square
[[Γ.Φ]] ⊂ ✲ [[Γ. def f(α)]]
[[Γ. α]]✲ Df
[[Γ. def β]]
❄
∩
[[Γ. β]]
✲ •❄
∩
;
since [[Γ. def f(β)]] is the pullback of the cospan [[Γ. def β]] ✲ • ✛ ⊃ Df ,
this implies that [[Γ.Φ]] is contained in [[Γ. def f(β)]]. It is now clear that
[[Γ. f(α)]] and [[Γ. f(β)]] agree on [[Γ.Φ]]. ✷
As announced, we now construct the classifying category Cl(T ) for a given
unary partial theory T : the objects of Cl(T ) are pairs (Γ.Φ) consisting of a
context Γ and ﬁnite set Φ of deﬁnedness conditions def(α1, . . . , αn) in that
context. (Γ. true) is abbreviated as (Γ). Morphisms (Γ.Φ) → (y : t,Ψ) are
terms Γ✄ α : t such that
Φ Γ Ψα ∧ def α,
taken modulo equality deducible from Φ. The identity on (Γ.Φ) is repre-
sented by x, where Γ = (x : s). Composition is deﬁned by substitution of
representing terms. This is a well-deﬁned operation thanks to the generalized
congruence rule and Proposition 1.1, which also shows that the composite is
indeed a morphism. Finally, we deﬁne the classM of domains in Cl(T ) as the
isomorphism closure of the class of all morphisms of the form
x : (Γ.Φ) ↪→ (Γ.Ψ).
It remains to be shown thatM is a dominion. It is clear thatM contains
all identities and is stable under composition. Moreover, M is closed under
pullbacks: given x : (Γ.Φ) → (Γ.Ψ) and α : (∆.Ξ) → (Γ.Ψ) in Cl(T ), where
∆ = (y : t),
(∆.Ξ ∧ Φα) α✲ (Γ.Φ)
(∆.Ξ)
y ❄
∩
α
✲ (Γ.Ψ)
x❄
∩
(1)
is a pullback.
It is easy to see that, given a translation σ : T1 → T2 between unary partial
languages, we obtain a functor
Cl(σ) : Cl(T1)→ Cl(T2)
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which is dominional since the dominional structure has the syntactical de-
scription given above. Moreover, we have a ‘unit’ translation
η : T → L(Cl(T ));
that maps a sort s to (xs : s), where xs is a distinguished variable, and an
operator f : s→ t to the operator in L(Cl(T )) given by the partial morphism
(xs : s) ✛ ⊃ (xs : s. def f(x))
f(x)✲ (xt : t). By the soundness theorem, it
is clear that η is a conservative extension. The central step, then, consists in
obtaining the co-unit. Given a dominional category (C,M), this co-unit
E(C,M) : Cl(L(C,M))→ (C,M)
maps an object (Γ.Φ) in Cl(L(C,M)) to [[Γ.Φ]] and a morphism α : (Γ.Φ)→
(∆.Ψ) to the composite
[[Γ.Φ]] ↪→ [[Γ.Ψα ∧ def α]] [[Γ. α]]✲ [[∆.Ψ]]
of the inclusion provided by Theorem 3.2 and the restriction of [[Γ. α]] according
to the main lemma.
Proposition 3.4 E(C,M) as deﬁned above is a dominional equivalence.
Proof. By the soundness theorem, the action of E(C,M) is well-deﬁned on
morphisms. It is clear that E(C,M) preserves identities and admissible sub-
objects. Thanks to the main lemma, E(C,M) preserves composition. E(C,M)
is surjective on objects, in particular isomorphism-dense. E(C,M) is faith-
ful: if E(C,M) identiﬁes Cl(L(C,M))-morphisms α, β : (Γ.Φ) → (∆.Ψ), then
Φ⇒Γ α e= β holds in (C,M), so that α = β on (Γ.Φ).
In order to show that E(C,M) is full, let f : [[Γ.Φ]]→ [[∆.Ψ]] be a morphism
in C, where Γ = (x : A) and ∆ = (y : B). The arising partial morphism from
[[Γ]] to [[∆]] is an operator f¯ : A→ B in L(C,M). By construction, we have a
commutative square
[[Γ.Φ]]
f ✲ [[∆.Ψ]]
[[Γ. def f¯(x)]]


[[Γ. f¯(x)]]
✲ [[∆]]
❄
∩
;
since such a square is automatically a pullback, [[Γ.Φ]] is, by the main
lemma, equal to [[Γ.Ψf¯(x) ∧ def f¯(x)]] as a subobject of [[Γ]]. In particu-
lar, Φ Γ Ψf¯(x) ∧ def f¯(x), i.e. f¯(x) : (Γ.Φ) → (∆.Ψ) is a morphism in
Cl(L(C,M)), which is mapped to f under E(C,M) by the above diagram.
Fullness and faithfulness established, it is now easy to see that E(C,M) reﬂects
admissible subobjects.
In summary, E(C,M) is an equivalence that preserves and reﬂects admissible
subobjects, hence a dominional equivalence. ✷
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We are now in a position to prove the announced universality statement:
Theorem 3.5 Cl(T ) is freely generated by T in the sense that any translation
σ : T → L(C,M), where (C,M) is a dominional category, factors essentially
uniquely as L(σ#)η:
T η✲ L(Cl(T ))
❅
❅
❅σ ❘
L(C,M)
L(σ#)
❄
Here, ‘essentially’ means that σ# is unique up to a unique natural isomor-
phism. Thus, Cl(T ) is determined up to equivalence by this property.
Proof. The uniqueness statement is clear; to prove existence, just note that
σ# := E(C,M) ◦ Cl(σ) has the required properties. ✷
Thus, dCat is ‘essentially’ (in a sense made precise in higher-order cat-
egory theory) the Kleisli category of the ‘adjunction’ Cl  L. This category
consists of the same objects as upTh; its morphisms from T1 to T2 are the
translations from T1 to L(Cl(T2)). These morphisms are rather naturally gen-
eralized translations: sorts may be mapped to ‘types’, i.e. ﬁnite intersections
of domains of deﬁnition for terms, and symbols may be mapped to conditioned
terms, i.e. terms α annotated with a ﬁnite set of terms that restrict the do-
main of deﬁnition [5,8]; two morphisms of this kind are identiﬁed if they map
all symbols to provably strongly equal terms. This means that, as announced
above, the identiﬁcation of T with L(Cl(T )) implicitly introduces a restriction
operator  , where α  β denotes α with its domain restricted to that of β,
with axioms
def(α, β)⇒Γ α  β e= α and def (α  β)⇒Γ def(α, β).
This is in accordance with the central role attributed to this operator in [5,8].
We shall henceforth assume that the restriction operator is present in this
form.
4 Finitary operations
Of course, the restriction of the logic considered above to unary operations
only is rather heavy. It is, however, not terribly hard to switch to operations
of arbitrary ﬁnite arity.
On the side of the logic, this just means we go back to what would normally
be expected: we admit operators that have proﬁles s¯→ t, where s¯ is a list of
sorts. Contexts are lists of variables with assigned sort; variable introduction
may pick an arbitrary variable from the context. A multi-term is a list of
terms, with a list of sorts as ‘type’; equations between multi-terms are just
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sets of equations, with ∧ and true used as before. Notations like βα etc.,
where α is a multi-term, refer to simultaneous substitution of the components
of α for the variables in the context of β. Operators apply to multi-terms;
the relevant typing rule and the deduction rules (cong), (ax), and (str) are
correspondingly adjusted. As a slight twist, the empty multi-term () doubles
as a term of ‘sort’ (), with an additional deduction rule
(unit)
def α : ()
α
e
= ()
.
Theories of this type are called ﬁnitary partial theories. Note that we have not
included projections as operators; absent terms like fst(α, β) are represented
instead as conditioned terms, here: α  β.
On the categorical side, all we have to do is move on to dominional cate-
gories (C,M) where C is cartesian, i.e. has ﬁnite products, with functors that
preserve this additional structure. Closure ofM under products (but not un-
der pairing!) follows automatically. In order to obtain the desired equivalence
result for ﬁnitary partial theories on the one hand and cartesian dominional
categories on the other hand, we follow the same program as in the previous
section; this requires the following technical adjustments:
• The signature associated to a cartesian dominional category has an operator
of arity A1 . . . An → B for each partial morphism A1 × · · · ×An → B.
• Contexts (and strings of sorts) in the internal language are interpreted as
products and variables as projections. Multi-terms are interpreted by inter-
secting domains of deﬁnition and tupling the resulting restrictions.
• The required version of the main lemma applies, in the original notation,
to a multiterm α and a term or multi-term β. Since components may
be lost through substitution, we have to replace the object [[Γ. def βα]] by
[[Γ. def(βα, α)]] throughout. The proof is by simultaneous induction; the
induction step for multi-terms is essentially Remark 3.3.
• The proof of the soundness theorem has an easy additional case for the new
deduction rule; the other cases remain essentially unchanged.
• The classifying category has deﬁnedness conditions for multi-terms in con-
text as objects and multi-terms as morphisms. Products are given by con-
catenation of contexts (avoiding name clashes by variable renaming) and
conjunction of deﬁnedness conditions. It is shown essentially as before that
the arising co-unit E(C,M) is a dominional equivalence, in particular carte-
sian. Thus, we obtain the universality statement in the same manner as
above.
We end up with the statement that ﬁnitary partial theories are essentially the
same as cartesian dominional categories; the arising generalized translations
may map symbols to conditioned multi-terms.
Remark 4.1 Finitary partial theories come with a notion of predicates in
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the shape of terms Γ✄ α : (). For such terms, we shall occasionally write α
in place of def α. In particular, we can code def β as ()  β. Conjunction and
truth can be expressed in the obvious way.
5 Internal equality vs. conditional equations
There are two substantially diﬀerent ways of accomodating equations as
premises in axioms: one can either admit conditional equations, i.e. sentences
of the form φ⇒Γ ψ, where φ and ψ are existential equations, as axioms (cf.
[7]), or one can require the existence of an internal equality, i.e. a binary
predicate (cf. Remark 4.1) eqs on each sort s such that
eqs(x, y) x,y:s x e= y and true x:s eqs(x, x)
(see also [9,19]); this allows coding conditional equations as existentially con-
ditioned equations. Note that the requirements on eqs can themselves be
expressed as existentially conditioned equations.
Internal equality has a simple categorical correlate: a cartesian dominional
category (C,M) has internal equality ifM contains all diagonals A→ A×A.
This implies that C has equalizers (hence is ﬁnitely complete, shortly: lex)
and that M contains all regular monomorphisms. One easily proves
Theorem 5.1 A ﬁnitary partial theory has internal equality iﬀ its classifying
category does.
In other words, we have an equivalence between ﬁnitary partial theories
with internal equality on the one hand and cartesian dominional categories
with internal equality on the other hand.
Conditional equations have a somewhat diﬀerent ﬂavour: on the categori-
cal side, they require ﬁnite completeness, without additionally restricting the
dominion. In order to prove that ﬁnitary partial theories with conditional
equations (i.e. the partial equational speciﬁcations of [7]) can be represented
as lex dominional categories, we need another walk through the program of
Section 3, with the following adjustments beyond the ones discussed in Sec-
tion 4:
• Given a lex dominional category (C,M), one introduces an interpreta-
tion [[Γ. α
e
= β]] of existential equations α
e
= β in context Γ as equalizers
of [[Γ. α]], [[Γ. β]] : [[Γ. def(α, β)]]→ •.
• The axioms of the internal language of (C,M) are the conditional equations
φ⇒Γ ψ such that [[Γ. φ]] is contained in [[Γ. ψ]]. This deﬁnition is equivalent
to the obvious variation of Deﬁnition 3.1.
• The pullback statement of the main lemma needs to be generalized from
deﬁnedness conditions (in the notation of the lemma: def β) to equations,
using the fact that equalizers commute with pullbacks.
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• The objects of the classifying category are equations in context; however,
the dominion consists as before of the inclusions of deﬁnedness conditions.
The equalizer of α, β : (Γ. φ)→ • is (Γ. φ ∧ α e= β).
• The universality statement for the classifying category now requires that
the factorizing functor preserves equalizers — this is proved using the fact
that equalizers commute with intersections. It is not possible to prove
universality in precisely the same way as above, since Proposition 3.4 does
not carry over to this context (the unit E(C,M) may fail to be full). In
particular, for exactly this reason one obtains only that partial theories
with conditional equations are equivalent to some class of lex dominional
categories. It is an open problem to describe this class in categorical terms.
This may appear to be an undue eﬀort in comparison to the one required for
internal equality. However, internal equality excludes certain typical examples,
most notably the category of complete partial orders, where the admissible
subobjects are the Scott open subsets [27].
Remark 5.2 It is instructive to compare the last result to a categorical repre-
sentation by lex categories (without a distinguished dominion) as chosen in [7].
Since admissible subobjects do not generally fall into a more limited abstract
class of monomorphisms, this choice essentially means that the dominion is
required to comprise all monomorphisms (this makes sense e.g. when one is
interested only in Set-valued models). The resulting generalized translations
are rather more complicated: symbols with proﬁle s¯→ t may now be mapped
to entities of the form (Γ. φ) ✛
β
(∆. ψ)
α✲ •, where β is provably injective
under ψ.
6 The partial λ-calculus
The next step on the agenda is the addition of functional abstraction. The
overall frame for this is more or less clear from the outset: the relevant theories
are partial λ-calculi as introduced e.g. in [19], and, as suggested (but not
carried out) there, the corresponding categories are partial cartesian closed
categories. However, the distinctions discussed in the previous section come
to play an exceedingly large role in this context; the details, laid out in [24],
can only be sketched here.
A partial λ-calculus is a ﬁnitary partial theory additionally featuring a
multi-argument λ-abstraction for partial functions and partial function types
s¯ −→◦ t, where t is a type and s¯ is a string of types (as explained in [19], one
cannot resort to currying for multi-argument functions here); the types thus
generated may appear in operator proﬁles and contexts. One has an additional
typing rule for λ-terms, limited to terms rather than multi-terms. Conditioned
terms can now be expressed as actual terms: α  β is just (λx : t, y : u. x)(α, β).
Thus, λ-abstractions over multi-terms can be coded as multi-terms consisting
of λ-abstractions over the appropriately restricted components. The deduc-
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tion system (in ﬁxed context Γ) is extended by the rules shown in Figure 2;
these rules are essentially a version of the rules presented in [19], adapted
for existential (rather than strong) equations. The ξ-rule uses reasoning with
assumptions, marked by square brackets, in a locally enlarged context (e.g.,
the ﬁrst premise reads ‘α
e
= β is deducible in context Γ, y¯ : t¯ under the addi-
tional assumption def α’). Following [19], we assume application operators in
the signature, so that application does not require extra typing or deduction
rules.
(λ-def)
def λy¯ : t¯. α
(β1)
def(αβ, β)
(λy¯ : t¯. α)(β)
e
= αβ
(β2)
def(λy¯ : t¯. α)(β)
def αβ
(η)
def α : t¯ −→◦ u
λy¯ : t¯. α(y¯)
e
= α
(ξ)
[y¯ : t¯; def α] [y¯ : t¯; def β]
...
...
α
e
= β α
e
= β
λy¯ : t¯. α
e
= λy¯ : t¯. β
Fig. 2. Additional deduction rules for the partial λ-calculus
A cartesian dominional category (C,M) is called a partial cartesian closed
category (pccc) if the composite functor
C
×A✲ C ⊂ ✲ P(C,M)
is co-adjoint for each object A in C, so that we have, for each further object
B, a partial function space A −→◦ B and a (co-universal) partial evaluation
morphism from (A −→◦ B)×A to B.
The initial steps in the equivalence proof according to the usual program
are independent of the presence of either type of equality:
• The signature associated to a pccc (C,M) has the objects ofC as basic sorts
as before. Types are then interpreted by recursion over their structure, with
partial function types modelled by partial function spaces. The operators
with proﬁle s1 . . . sn → t, where t and the si are types, are the partial
morphisms from [[s1]] × · · · × [[sn]] to [[t]]. The interpretation of terms is
extended in the obvious way to cover λ-terms, exploiting the factorization
property for partial function spaces. The axioms of the internal language
are deﬁned as above (i.e., either as in Deﬁnition 3.1 or in the form required
for conditional equations).
• The proof of the main lemma has an additional case for the typing rule for λ-
terms. The pullback statement is trivial because λ-terms are always deﬁned;
the commutation statement follows by unicity of factorizations through par-
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tial function spaces.
• The soundness of the new deduction rules is established rather easily (for
the β-rules, the main lemma is needed to reduce to the case β = y¯).
The diﬃcult bit is now the construction of the classifying category Cl(T ) for
a given partial λ-calculus T . This is easiest in case T has internal equality
(in the sense that an equality predicate exists for each type):
• Cl(T ) is deﬁned as before (i.e. with objects consisting of a context and a
deﬁnedness condition).
• The presence of internal equality makes a rather extensive logic available;
in particular, we can code implications φ⇒x¯:s¯ ψ as
eqs¯−→◦ ()(λx¯ : s¯. φ ∧ ψ, λx¯ : s¯. φ).
• This implies that Cl(T ) is a pccc: for Γ = (x¯ : s¯) and ∆ = (y : t), the
partial function space (Γ. φ) −→◦ (∆. ψ) is
(z : s¯ −→◦ t, def z(x¯)⇒Γ φ ∧ ψz(x¯)).
If ∆ has several variables, then (Γ. φ) −→◦ (∆. ψ) has a corresponding num-
ber of function variables and extra conditions stating that all these functions
have the same domain.
The equivalence result we obtain states that partial λ-calculi with internal
equality are essentially the same as pcccs with internal equality.
Without internal equality, one runs into the problem that function spaces
(Γ. φ) −→◦ (∆. ψ) constitute a subobject of (Γ) −→◦ (∆) that may fail to be
admissible. The solution for this case consists in constructing the classifying
category as a subcategory of the classifying category for an extended language
that has internal equality and a ‘dominance’ in the spirit of [23]. The situtation
is similar for partial λ-calculi with conditional equations as axioms (where the
problem at the outset is even graver: (Γ. φ) −→◦ (∆. ψ) in general fails to be
even a subobject of (Γ) −→◦ (∆)); the classifying categories for such partial
λ-caculi are lex pcccs.
Conclusions and future work
We have established a number of equivalence results between certain types of
partial equational theories on the one hand and suitable classes of categories
on the other hand, in line with classical results for the total case. The basic
categorical concept is that of dominional category. In particular, we have
shown that
• unary partial theories are equivalent to dominional categories,
• ﬁnitary partial theories are equivalent to cartesian dominional categories,
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• the presence of internal equality in a theory is equivalent to the presence of
internal equality in its classifying category,
• partial theories with conditionally equational axioms can be represented as
left exact dominional categories, and
• partial λ-calculi with internal equality are equivalent to partial cartesian
closed categories with internal equality.
We have sketched a proof that partial λ-calculi have classifying partial carte-
sian closed categories, correspondingly for partial λ-calculi with conditional
equations and left exact partial cartesian closed categories; this is further
elaborated in [24].
The next topic to explore are the semantical implications of these results,
in particular concerning partial higher order logic and the connection between
generalized set-valued models in the spirit of Henkin [13] and models in ar-
bitrary partial cartesian closed categories. This latter point is of particular
interest for the semantics of HasCasl [25].
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