Efforts to determine general moment tensors (MTs) for microearthquakes in volcanic areas are often hampered by small seismic networks, which can lead to poorly constrained hypocentres and inadequate modelling of seismic velocity heterogeneity. In addition, noisy seismic signals can make it difficult to identify phase arrivals correctly for small magnitude events. However, small volcanic earthquakes can have source mechanisms that deviate from brittle double-couple shear failure due to magmatic and/or hydrothermal processes. Thus, determining reliable MTs in such conditions is a challenging but potentially rewarding pursuit. We pursued such a goal at Okmok Volcano, Alaska, which erupted recently in 1997 and in 2008. The Alaska Volcano Observatory operates a seismic network of 12 stations at Okmok and routinely catalogues recorded seismicity. Using these data, we have determined general MTs for seven microearthquakes recorded between 2004 and 2007 by inverting peak amplitude measurements of P and S phases. We computed Green's functions using precisely relocated hypocentres and a 3-D velocity model. We thoroughly assessed the quality of the solutions by computing formal uncertainty estimates, conducting a variety of synthetic and sensitivity tests, and by comparing the MTs to solutions obtained using alternative methods. The results show that MTs are sensitive to station distribution and errors in the data, velocity model and hypocentral parameters. Although each of the seven MTs contains a significant non-shear component, we judge several of the solutions to be unreliable. However, several reliable MTs are obtained for a group of previously identified repeating events, and are interpreted as compensated linear-vector dipole events.
I N T RO D U C T I O N
Earthquake source processes in volcanic and geothermal regions can deviate from pure double-couple (DC) shear faulting for a variety of reasons broadly attributable to the influence of fluid and magma migration and/or pressurization (e.g. Julian et al. 1998; Miller et al. 1998a) . Thus, determining non-DC components of earthquake source mechanisms can give significant insight into magmatic processes occurring in active volcanic and geothermal areas, including processes preceding and accompanying an eruption. However, in remote volcanic regions it is often difficult to determine accurate source mechanisms because the earthquakes are typically small in magnitude and only recorded locally by sparse seismic networks. This can result in poor coverage of the focal sphere and large uncertainties in hypocentral parameters. In addition, noisy seismic signals can make it difficult to identify accurate seismic phases and complex (and poorly known) crustal structure can hamper efforts to generate reliable Green's Functions (GFs) for inversion. In these difficult conditions, first motion polarities are often the only reliable data available in sufficient quantity for determination of source mechanisms. However, these data alone are insufficient to describe the source mechanism completely. Consequently, solutions exclusively using polarity data are typically constrained to be purely DC. This assumption, common for large tectonic earthquakes, may not always be justified for volcanic events. Tensile or volumetric components for these sources may reflect important strain changes accompanying magmatic activity. Assuming a DC source mechanism and neglecting potential non-shear source components for these events may result in valuable information about the source being missed. In addition, non-shear components as small as 5-10 per cent can significantly and adversely alter the resulting DC mechanism and its interpretation (Jechumtalova & Sileny 2005; Šílený 2009 ). For these reasons, it is often desirable to go beyond the DC assumption (and constraint) and more completely describe the source in terms of an unconstrained (also full, general, or complete) moment tensor (MT).
Many studies have sought to determine general MTs for earthquakes in volcanic or geothermal regions using different methods. For volcanic regions that are well monitored seismically and for which accurate knowledge of the location of the hypocentre and properties of the medium exists, it may be feasible to invert full waveforms to determine the MT components (Legrand et al. 2000; Lokmer et al. 2007; Sarao et al. 2010) . Unfortunately, such studies can be susceptible to noise in the data and errors in the structural model, which may produce spurious non-DC components in the MT (Panza et al. 2000) . Waveform methods also perform better on larger magnitude events, which allow accurate modelling of lower frequencies. However, microearthquakes are far more common at volcanoes and in fact larger magnitude events often saturate the short-period seismometers commonly in use on remote volcanoes. Methods that do not require using full waveforms for inversion, such as wave amplitude (Julian 1986; Šílený & Milev 2008) and amplitude ratio methods (Julian & Foulger 1996; Jechumtalova & Sileny 2005) , may be better suited for these conditions. These types of methods rely on measurements of the peak amplitudes of the Pand S-wave arrivals, which can often be predicted with reasonable accuracy even in the presence of unmodelled crustal heterogeneity. Using amplitude data provides greater information than first motion polarities alone while at the same time avoiding the difficulties inherent in modelling complete waveforms. Amplitude ratios reduce the sensitivity to unknown structural heterogeneity (Jechumtalova & Sileny 2005) but require accurate phase detection of both P and S phases at each station for each observation. Requiring S amplitudes greatly reduces the number of potential observations when working with mostly vertical component seismometers, such as at Okmok (Table 1) . Thus, for microearthquakes recorded by sparse local networks in noisy environments with mostly vertical component data, using absolute wave amplitudes is perhaps the only feasible option for determining general MTs.
In this study, we have determined source mechanisms for seven earthquakes with magnitudes 1.0-2.3 that occurred at Okmok Volcano, Alaska, using peak amplitude estimates for P and S waves recorded by the Alaska Volcano Observatory's (AVO) local seismic network. The network at Okmok consists of 12 stations that are fairly well distributed over the focal sphere for events within the caldera, with a greatest station azimuthal gap (GAP) of 66
• at the summit (Fig. 1) . Note that this type of network may be well suited for DC studies using first motions (Ohlendorf 2010 ), but for full MT studies the network might better be described as 'feasible but not optimal' (Šílený 2009). The recent eruption of Okmok in 2008 has motivated the search for non-DC source components associated with the eruption. In addition, the eruption has spurred other researchers to investigate the structure and seismicity of Okmok (Johnson et al. 2010; Ohlendorf 2010) . The results of these studies can be used directly to reduce uncertainties that might otherwise hamper efforts to obtain accurate source mechanisms. In this paper, we present full MTs for the seven Okmok earthquakes using a linear amplitude inversion; we discuss the quality and reliability of the results and we compare the results to solutions using alternative techniques. Finally, we discuss the implications of the results and the applicability of the method to other volcanoes.
S E I S M I C I T Y
Okmok Volcano, located on Umnak Island, is one of many volcanoes that form Alaska's Aleutian volcanic island arc (Fig. 1) . Okmok has been historically very active, with eruptions occurring every 10-30 yr (Miller et al. 1998c) with the most recent eruption occurring 2008 July 12. This eruption was the first at Okmok to be monitored by a local network of seismic instruments. Surprisingly, the network recorded no significant precursory seismicity until 5 hr prior to the eruption (Larsen et al. 2009) and no increase in the pre-eruptive rate of deformation, which began in January, was observed (Freymueller & Kaufman 2010) . In the two months prior, only three locatable earthquakes and no volcanic tremor were observed. Background seismicity prior to the eruption mostly concentrated SW of the caldera in a known geothermal region (Motyka et al. 1994) .
Analysis of the seismicity associated with the eruption has been performed in several studies. Pre-eruptive seismicity has been described by Johnson et al. (2010) and Ohlendorf (2010) . Johnson et al. (2010) identified a group of 25 repeating earthquakes located beneath the SW portion of the caldera. This repeating source was observed between 2004 and 2008 but could no longer be identified after the onset of eruption in 2008 July, although seismicity continued to occur near the repeating source throughout the eruption. Timing of these repeating events did not correlate with deformation or tremor events and Johnson et al. (2010) suggest that the events were volcano-tectonic (VT) in nature, caused by brittle failure. A composite DC fault plane solution for the multiplet suggests normal faulting oriented NE-SW.
Co-eruptive seismicity was distributed broadly through the caldera at a range of depths, reaching 13 km depth at the onset of eruption but more typically at 3-5 km depth, near the deformation source and inferred magma chamber (Johnson et al. 2010; Ohlendorf 2010 ). Precise relocations revealed a possible ring fault and a concentration of the shallowest co-eruptive seismicity around the active eruptive vent in the NE portion of the caldera (Johnson et al. 2010) . Fault plane solutions computed using first motion data for pre-and co-eruptive earthquakes display a variety of orientations and faulting styles (Ohlendorf 2010) . Co-eruptive very long period volcanic tremor was also observed. Haney (2010) located it NNW of the new cone formed during the eruption at 2 km depth, approximately between the magma chamber and the surface.
DATA S E L E C T I O N
The AVO maintains a catalogue of earthquake data for Okmok that includes waveforms, arrival time picks and automated locations using a one-dimensional (1-D) velocity model. For the time period of [2003] [2004] [2005] [2006] [2007] [2008] [2009] , this includes over 3000 events. However, for our analysis, we start with the more precise relocation catalogue of Ohlendorf (2010) . From this catalogue, we limited our study to those events that occurred below the caldera region and had at least 10 P-wave picks from stations at Okmok (Fig. 2) . For additional quality control, we also eliminated waveforms with signal-to-noise ratios (SNR) around the P-wave arrival of less than five (cf. Horalek et al. (2010) who used a minimum SNR of 10). Finally, we have excluded short-period vertical records whose P-wave peak amplitudes are clipped and thus cannot be measured accurately. Imposing these criteria eliminates the larger magnitude events as well as the potentially interesting (but not as well-located) seismicity from the active geothermal region SSW of the summit (see Johnson et al. 2010; Ohlendorf 2010) and reduced the number of potential events for study to just 25.
P E A K A M P L I T U D E M E A S U R E M E N T S
The AVO catalogue of Seismic Analysis Code (SAC; Goldstein & Snoke 2005) formatted waveforms is publicly available in raw form in amplitude units of digital counts. The Okmok waveform data exhibit significant high and low-frequency background noise. To address this potential problem, we tested a range of filtering parameters on the time-series data and examined the signal and noise amplitude spectra around the P arrivals of several typical Okmok earthquakes. We found that the frequency band between 2 and 10 Hz performed best at maximizing the SNR and facilitating identification of accurate phase peak amplitudes. Incorporating frequencies outside this range too often degraded the arrival quality, preventing clear identification, which resulted in fewer amplitude measurements for inversion. Thus, to make displacement measurements, we bandpass filtered the waveforms between 2 and 10 Hz, then deconvolved the instrument response using the SAC 'transfer' command and the response data provided with the AVO catalogue. Next, we visually inspected the remaining waveforms and manually picked peak amplitudes of P waves on the vertical components (Fig. 3) . However, this process did not guarantee unambiguous peak amplitudes as significant noise within the bandpass still existed at several stations, sometimes obscuring low-amplitude arrivals (e.g. Fig. 3b ). Nevertheless, due to the importance of the low-amplitude arrivals for constraining nodal planes and the paucity of data at Okmok, we did not necessarily exclude these data. Instead, we adopted a strategy of visually inspecting the filtered and unfiltered raw records in counts and the deconvolved filtered and unfiltered records in displacement, and excluding only those records whose P-wave peak amplitude picks changed polarity or varied significantly in character when filtered or deconvolved. This additional manual quality control reduced the number of earthquakes with 10 or more P-wave amplitude measurements to just seven (Fig. 2) . For these events, we also included the horizontal amplitudes of the P-wave arrivals on the four broad-band (BB) instruments (Table 1) , measured at the same time of the amplitude pick on the vertical component. In addition, for the BB instruments we included several high-quality S-wave amplitudes that could be measured unambiguously on one or both of the horizontal components (Fig. 3c ).
A M P L I T U D E I N V E R S I O N
The limited waveform quality of the Okmok data inhibits the use of full waveform inversion as a means of determining general MTs. Instead, we inverted measurements of zero-to-peak signed displacement amplitudes using the method described byŠílený & Milev (2008) . Using the complete MT description, the inversion is linear. In particular, N linear equations for six unknowns are to be solved, in matrix form
where G is the (N × 6) matrix of GFs, m is a six-component column vector with the MT components and d is an N-component column vector of data. The data vector contains the amplitudes for all available components of both P and S waves. The G matrix of GFs, which represent the spatial derivatives corresponding to the response of the medium to the elementary dipole excitations for P-and Swave amplitudes, were computed using the CRT software package (Cerveny et al. 1988 ) and a 3-D velocity model (Ohlendorf 2010 ).
To solve (1), we used the singular value decomposition (SVD) method, and applied the library routine from Numerical Recipes by Press et al. (1992) . The reliability of the solution was tested by evaluating the condition number (the ratio of the largest to smallest singular value), which should not exceed a few hundred (Table 2 ; Sílený et al. 2009 ).
D ATA U N C E RTA I N T Y
Linear inverse theory provides an explicit formula for an estimate of the uncertainty of the solution of (1) provided that the data covariance matrix C d is available, which describes the uncertainty in the data d due to noise in the amplitudes. To estimate noise levels for the data covariance C d , we measured the distance between the largest positive and negative amplitudes of the ambient noise from a 1-s window before the P-wave arrival (Fig. 3) . For the few reliable S amplitudes included, we used a smaller (0.5 s) window before the arrival (Fig. 3c) to minimize contamination by the P-wave coda. The uncertainty due to data noise is thus specified by the posterior covariance matrix of the model parameters C m
It is useful to convert the posterior covariance matrix of the MT, C m , into confidence regions. Confidence regions of the principal axes describe the uncertainty in the estimated orientation of the source mechanism, whereas the confidence region of the MT decomposition describes the uncertainty in the determination of its individual components, that of the isotropic part (ISO), DC and the compensated linear-vector dipole (CLVD). Here, we used the decomposition of resultant MTs into percentages of the ISO, DC and CLVD components introduced by Vavrycuk (2001;  Table 2 ). We defined the confidence region in a standard way as the part of (Table  2 ). This example is representative of a high quality, unambiguous amplitude measurement (−158 nm) with an imperceptible ambient noise level (12 nm) measured in the 1-s window prior to the P pick. The spectra show signal (black) and noise (grey) amplitudes for a 1.28-s window around the P arrival. (b) Raw (a), bandpass filtered (2-10 Hz) (b), deconvolved time-series (c) and raw frequency spectrum (d) at station OKSP for event 1171 (Table 2 ). This example is representative of a low quality, small amplitude measurement (8 nm) within the measured ambient noise (1-s window, grey box, 12 nm) used in the amplitude inversion. The spectra show signal (black) and noise (grey) amplitudes for a 1.28-s window around the P arrival. (c) Raw (a), bandpass filtered (2-10 Hz) (b), deconvolved time-series (c) and raw frequency spectrum (d) for the north component at station OKSO for event 238 (Table 2 ). This example is representative of the few S-wave amplitudes that were deemed of sufficient quality to be used in the amplitude inversion. The spectra show signal (black) and noise (grey) amplitudes for a 1.28-s window around the S arrival.
the model space around the estimated solution m est that contains 95 per cent of all solutions of the inverse problem taking into account the variability of the data described by the data covariance C d . For its construction, the exponential posterior probability density (PPD) corresponding to a Gaussian distribution is applied, and we search for a region of the model space around m est that satisfies where χ 2 is a quantity dependent on the number of degrees of freedom and the confidence level.
R E S U LT S : R E S O L U T I O N A N D R E L I A B I L I T Y O F N O N -D C C O M P O N E N T S
Figs 4 and 5 illustrate the results of the inversion of amplitudes for the seven Okmok earthquakes; Fig. 4 shows MTs and Riedesel-Jordan (RJ) plots (Riedesel & Jordan 1989) for solutions using only P data and for those using both P and S data. Fig. 5 shows the solutions (P and S data) plotted using k and T values, which describe the departure of the deviatoric component from a DC and the relative volumetric change, respectively (Hudson et al. 1989 ; see also Julian et al. 1998 and Foulger et al. 2004) . These figures show that all seven of the solutions appear to have significant non-DC components (Table 2) . A key question is whether the source of the non-DC components is real or artificial. Synthetic tests performed byŠílený (2009) showed that an earthquake source with a small non-DC component could be recovered satisfactorily by amplitude inversion in cases where there is sufficient coverage of the focal sphere (i.e. at least 10 well-distributed stations) and only moderate mismodelling of the medium and hypocentral parameters. In addition, he showed that constraining such a source to be purely DC might adversely affect the mechanism, producing approximate DCs that are poor representations of the true MT. At Okmok, we are using at least 10 stations (cf. Horalek et al. (2010) who required at least 12) and we are taking advantage of the high-quality 3-D velocity model and hypocentres (Fig. 2 ) that were determined jointly using waveform cross-correlation (WCC) of P-and S-wave data and double difference tomography methods (Ohlendorf 2010) . Thus, it seems that the conditions at Okmok are such that if non-DC source components exist, we may reliably retrieve them. Accordingly, we may interpret the results in Figs 4 and 5 as representing real non-DC source processes occurring at Okmok volcano. However, we first posit that the non-DC components might be artificial, and we investigate whether or not purely DC sources can be reliably recovered by amplitude inversion for the full MT at Okmok. We have performed a series of tests to address this question, described next. Johnson et al. (2010) . a GAP: greatest azimuthal gap between stations. b Decomposition from Vavrycuk (2001) . c Parameters defined by Hudson et al. (1989) 
U N C E RTA I N T Y I N G F s
The GFs for P-and S-wave amplitudes were computed from each source to each station using a 3-D velocity model (Fig. 2) . Thus, the GFs include the effects of ray bending due to 3-D crustal heterogeneity at Okmok (Fig. 6) , including through the region of low velocities beneath the summit interpreted as a magma reservoir (e.g. Masterlark et al. 2010) . To illustrate the influence of the 3-D model used (Figs 2 and 6), we also computed the MTs using a best-fitting 1-D model based on the real 3-D model (Fig. 7) . For several events, the orientations of the nodal planes and principal axes for the MTs determined using the 1-D model are consistent with those of the 3-D model, but for others, there are discrepancies and the components of the MTs can vary significantly between the two velocity models. For three events (467, 943 and 1171), the 1-D velocity model results in a lower misfit. The slightly reduced misfit using the 1-D model may be attributed to a particular noise sample in the solution, which can randomly allow a better fit using the simplified structural model.
Despite the use of the improved velocity model and hypocentres, uncertainties remain and propagate directly into the GFs and ultimately into the MT solution. To assess the uncertainty in the MTs and the reliability of the non-DC components due to errors in the structural model and hypocentral parameters, we performed a suite of synthetic simulations for each event using a synthetic DC source based on the actual MT solution (Fig. 8a) . We used the best-fitting nodal planes for each MT to define the synthetic DC, and then computed synthetic amplitudes for this DC using GFs modified to simulate the effects of the specific errors. We performed two sets of these simulations, one set to simulate the effects of what we consider realistic uncertainty in the GFs and a second set to simulate more extreme GF uncertainty.
For the first set of tests, we simulated the effects of unmodelled velocity heterogeneity by computing GFs for each source-station pair using a modified 3-D velocity model. The model was constructed by adding random uniformly distributed noise between −5 per cent and +5 per cent of each node's velocity to the nodes of the real model. The synthetic data were computed using GFs from the modified 3-D velocity model and then inverted using GFs from the real 3-D model (Fig. 8b) . To simulate the effects of hypocentre mislocation, similar tests were performed on the focal depth and the epicentre. We shifted the hypocentre, recomputed GFs for the source-station pairs, computed the synthetic amplitudes and then inverted the synthetic data using the original GFs. We obtained formal uncertainties for the best-constrained events beneath the caldera using the 3-D velocity model and the tomography algorithm SIMUL2000 (Thurber & Eberhart-Phillips 1999) ; the uncertainty estimates average ∼150 m in epicentre and ∼300 m in focal depth. Thus, the GFs for the focal depth synthetic tests (Fig. 8c) were computed with the focal depth shifted 300 m deeper. Similarly, the GFs for epicentre synthetic tests were computed with the epicentre shifted 150 m east and 150 m north (Fig. 8d) .
A second set of tests was performed to simulate greater levels of uncertainty in the GFs. For these tests, the same procedure described Figure 4 . Full moment tensor results for seven earthquakes using P data only (left-hand side) and P plus S data (right-hand side) and Riedesel-Jordan (RJ) moment tensor representations (Riedesel & Jordan 1989) . The top RJ plot is labelled as an example: MT, complete moment tensor (circle); ISO, isotropic component (diamond); DC, double couple (square); CLVD (inverted triangle). Proximity of ISO, DC and CLVD components to MT is proportional to their relative importance in the complete solution. Dashed line is the locus of pure deviatoric moment tensors (a null ISO component). Green patches around the T, N and P symbols indicate 95 per cent confidence zones of the principal axes, and red patch around the MT symbol indicates 95 per cent confidence zone of the MT decomposition (Table 2) .
earlier was repeated but with larger errors imposed. For simulating severe velocity mismodelling, the synthetic data were computed using GFs from the best-fitting 1-D velocity model, then inverted using GFs from the real 3-D model (Fig. 9b) . To simulate larger focal depth error, we shifted the focal depth 1 km deeper, recomputed GFs for the source-station pairs, computed the synthetic amplitudes and then inverted the synthetic data using the original GFs (Fig. 9c) . Similarly, for the second set of epicentre mismodelling simulations, we shifted the latitude and longitude by 500 m each (Fig. 9d) .
The results of the simulations confirm that non-DC components can arise due to errors in the velocity model and hypocentre (Figs 8, 9 and 10) . An erroneous velocity model with 5 per cent random uniform noise causes a mean non-DC component of 11 per cent whereas focal depth and epicentre shifts of 300 and ∼ 200 m cause mean non-DC components of 22 and 10 per cent, respectively. The simulations with larger errors cause mean non-DC components of 48, 47 and 17 per cent for errors imposed in the velocity model, focal depth and epicentre, respectively.
The two simulations involving errors in the velocity model may be viewed as end-member scenarios. It is quite likely that the velocity model contains a minimum level of 5 per cent error, possibly substantially higher. Unfortunately, formal estimates of uncertainty in the velocity model are unavailable, due to the approximate inversion method used (Ohlendorf 2010) . However, it is unlikely that the velocity model contains errors as severe as those imposed by the test using a 1-D velocity model (Fig. 9b) . This worst-case scenario (Hudson et al. 1989 ; see also Julian et al. 1998; Foulger et al. 2004 ) for all seven preferred moment tensor solutions. Dotted lines: contours of constant k (a measure of volume change, running left to right) and constant T (a measure of deviatoric moment release, running top to bottom). DC, double couple; ±Crack, opening/closing tensile cracks; ±Dipole, force dipoles directed outwards/inwards; ±CLVD, compensated linear-vector dipoles with dominant dipoles directed outwards/inwards. The upper half of the plot corresponds to opening of faults and the lower half corresponds to closing of faults.
simulates complete ignorance of the medium, yet ambient noise, velocity and attenuation tomography images show general agreement as to the shape and size the magma chamber beneath Okmok caldera (Masterlark et al. 2010; Ohlendorf 2010) . Thus, it is not surprising that large errors appeared in the restored DCs (Figs 9 and 10) when such severe errors were imposed (e.g. Fig. 6 ). Accordingly, if the seven earthquakes were indeed 100 per cent DC, we would expect the level of spurious non-DC in the solutions due to errors in the velocity model to be much less than those illustrated by this severe simulation. We estimate that the level of error in the MTs due to unmodelled velocity structure may be as high as ∼15 per cent.
The tests involving errors in the hypocentral parameters are more easily interpreted. The mean uncertainty estimates of the locations of the seven hypocentres are 122 m in epicentre and 187 m in depth (Table 2 ). These are comparable to the uncertainties shown by Johnson et al. (2010) The simulations discussed earlier use synthetic sources based on the real MT solutions, whose orientations may be biased due to the station geometry. Thus, to assess the effects of the imposed errors in a more general way, we repeated these simulations using three generic synthetic sources. Figs S1 and S2 show the simulation results for two DCs (vertical strike-slip and 45
• normal faulting), and Fig. S3 shows the results for a pure CLVD source. These results seem to indicate that, in addition to the resulting significant spurious components, the orientations of the nodal planes and principal axes may be slightly biased. Many of the recovered MTs, in particular for the normal fault (Fig. S2) and CLVD (Fig. S3) , show a slight but consistent shift of the principal axes in the N-S direction (see also the jackknife results discussed later). This effect is not obvious in Figs 8 and 9 because the synthetic sources, based on the real results, already include this bias.
A final concern regarding the GFs is the possibility of vanishing amplitudes for the XZ and YZ components caused by free surface vanishing traction effects for shallow sources (e.g. Julian et al. 1998). Our results all show significant M xz and M yz components within the full MTs (Table 2) , which might indicate the presence of such an effect. However, our sources are all deep (∼2-5 km; Table 2 ) relative to the station distances and our frequency range (2-10 Hz). In addition, these components in general do not become very large in the simulations with the three generic MTs (Figs S1-S3), all of which have M xz and M yz equal to zero. Thus, we can safely rule out vanishing traction effects in our solutions.
DATA E R RO R S A N D S E N S I T I V I T Y
As a final simulation using the synthetic DC sources shown in Figs 8 and 9, we evaluated the problem of noise in the amplitude measurements generating spurious non-DC components in the solutions. We computed synthetic data using the GFs and hypocentres used in the real inversions and added noise to the synthetic amplitudes based on the real level of noise in the waveforms. We used the measured noise levels (e.g. Fig. 3 ) to calculate the percentage of noise in each real amplitude measurement. We then added 20 per cent of this maximum background noise level to the synthetic amplitudes and then inverted the noisy synthetic data (Fig. 8e) . To test the effects of greater levels of noise in the amplitudes, we repeated the tests with 100 per cent of the maximum background noise level added to the synthetic amplitudes (Fig. 9e) . These simulations suggest that, in addition to uncertainty in the GFs, a significant non-DC component can occur in the solutions due to errors in the amplitude measurements that are within the measured level of background noise (Fig. 10) . The mean non-DC artefact due to 20 and 100 per cent of the real background noise level for these seven events is 6.3 and 15.7 per cent, respectively.
The simulations using synthetic data have shown that the full MTs resulting from the amplitude inversions are sensitive to errors in the data and the GFs and that these errors may produce spurious non-DC components in the solutions (Figs 8-10 ). However, we note that the orientations of the principal axes and nodal planes in the restored MTs are, with few exceptions, not greatly sensitive to the imposed GF errors (Figs 8 and 9 ). To assess the sensitivity of the orientations and non-DC components of the real MT inversions, we have performed several additional sensitivity tests designed to illustrate the effects of (1) station distribution, (2) polarity errors and (3) incorrect amplitude picks. To assess the influence of individual stations, we performed jackknife tests whereby each station's data were omitted and the inversions repeated (Fig. 11b) . To assess the sensitivity to errors in amplitude polarity, either from unknown station polarity reversals or from incorrect amplitude picks, we multiplied the amplitudes by −1 one at a time and recomputed the solutions (for each solution, only one amplitude was modified and the number of solutions computed equals the number of data for that event) (Fig. 11c) . Finally, to assess sensitivity to more egregious amplitude errors (e.g. half-cycle skips), we instead multiplied the amplitudes by -2, one at a time and recomputed the solutions (Fig. 11d) .
In general, the variation in the non-DC components (Fig. 12 ) and in the nodal planes and principal axes of the solutions for each event (Fig. 11) increases with the severity of the sensitivity test. For most events, removing a station is less problematic than imposing an amplitude error. However, the jackknife tests show that the orientation of a solution can often be significantly altered by omitting a single station (Figs 11b and 12) . Events 609 and 1171 seem most sensitive to station distribution but all MT solutions depend critically on at least one station. Finally, the polarity and amplitude error tests show that the linear inversion of amplitudes is quite sensitive to erroneous data. Thus, with a relatively small amount of data, determining the correct polarity and magnitude of each measured amplitude is important for obtaining an accurate solution. To avoid amplitude mispicks, we have adopted very stringent data selection criteria (discussed earlier). To avoid polarity reversals, the AVO regularly uses teleseisms to verify station polarities for all their networks. We repeated this test for the Okmok stations and confirmed the polarities of all components at all stations. 
S O U RC E M E C H A N I S M S F RO M A LT E R N AT I V E M E T H O D S
The results of the simulations with synthetic data bring into question the reliability of the non-DC components of the full MTs for the seven Okmok events shown in Figs 4 and 5. In addition, the accuracy of the orientations of the nodal planes and principal axes are sensitive to station distribution and erroneous amplitude measurements. Beyond the simulations and sensitivity tests, we can further assess the accuracy of the solutions by comparing our results to those obtained using different methods and/or data. To determine if the non-DC components are actually warranted by the data, we computed a best-fitting DC using the same amplitude data and GFs. For each MT, we performed a grid search for the four DC parameters (strike, dip, rake and moment) that minimized the L2 norm (Fig. 13b) . Due to the demonstrated sensitivity to data errors, we also searched for the DC that minimized the L1 norm for comparison (Fig. 13c) . In two cases (events 467 and 916), the DC solution fits the data better despite the fact that the DC has fewer parameters. However, for these two events the RJ plots (Fig. 4) show that (Fig. 8) whereas results with larger levels of imposed errors (Fig. 9) are shown in black.
the confidence interval of the MT overlaps with the DC, indicating that the two solutions are indistinguishable within the uncertainty of the MT. For the remaining events (except 238), the L1 and L2 DCs are qualitatively similar to the MTs. This may suggest either that the non-DC component is spurious, or that it is real but too small to adversely alter the solution for the best-fitting DC. Finally, the discrepancies observed between the L1 and L2 DCs may reflect the influence of erroneous data and/or the incompatibility of a DC solution and the necessity of a full MT to fit the data.
To test statistically whether the non-DC components are required by the data, we assessed the significance of the reduction of the misfit between the MT and DC (L2) solutions using the F-test. The F-test is based on the assumption that observational errors are uncorrelated and random with a normal distribution. Presumably, this is the case for the noise in the data covariance matrix C d in (2) but certainly not for errors in the GFs due to velocity and hypocentre mismodelling, which may be more significant. Despite its limitations in this regard, the F-test may be informative in some cases. Thus, we computed the probability that the MT misfit reduction is insignificant for each event (Table 2) . For the five MTs that better fit the data compared to the DC, there are large variations in the resulting F-test probabilities (32-99 per cent); for three events, the chance that the misfit reduction is random is greater than 75 per cent, indicating that data noise may be partly responsible for obtaining a lower misfit for the MT as compared to the DC solution.
Additional comparisons can be made by determining the source mechanisms using first-motion polarities directly. Although we show the polarities on the focal sphere for the solutions in Fig. 13 , these data are not used directly in the DCs obtained by grid search (Figs 13b and c) nor in the MTs obtained by linear amplitude inversions (Figs 4, 7 and 13a) (in contrast, the method of Julian (1986) uses polarities independently in addition to amplitudes as direct constraints to obtain full MTs). Thus, for these solutions, the focal sphere polarities act as a quasi-independent quality check on the results. For comparison, we also used the polarity data exclusively to compute DCs independent of the amplitude data using the HASH algorithm (Hardebeck & Shearer 2002;  Fig. 13d ). For this, we used take-off angles and azimuths computed for P waves traced through the same 3-D velocity model used in the amplitude inversions (Figs 2 and 6 ). By design, the results of this method fit the polarities as well as possible, and sometimes match the polarities better than the other methods (Fig. 13) . However, these solutions solve for only three parameters (strike, dip and rake), neglecting potentially important information contained in the amplitude data. For example, large amplitude first motions may exist on or near nodal planes without being penalized. Nevertheless, the HASH solutions provide independent results for comparison, which may be informative. The HASH results vary considerably with respect to the other MT and DC solutions (Fig. 13) and the HASH algorithm rates all seven solutions as poor in quality, indicating a poor fit to the P-wave polarities only, which are not matched perfectly by any of the solutions. This could be interpreted as supporting the existence of non-DC components in the source mechanism, or of errors in the data.
Another method that uses the polarities directly is the non-linear inequality method of Julian (1986) . This method searches for the MT that minimizes the robust L1 norm and has the advantage of allowing signed or unsigned amplitude data in addition to polarity data, allowing better use of noisy or dispersed signals. We explored the use of this method to compute full MTs at Okmok using both the P-wave amplitudes and polarities. Previous studies using this method have typically used more robust data sets with 20+ stations and often incorporate S-wave amplitudes and P/S amplitude ratios to minimize unmodelled path effects. We again used take-off angles and azimuths computed for P waves traced through the same 3-D velocity model used in the amplitude inversions, and we used the same amplitude measurements. For several events, the results agree well in terms of the orientations of the principal axes and nodal planes, but the non-DC components differ starkly compared to the results of our linear amplitude inversions. We found the results to be very sensitive to small changes in amplitude measurements and station coverage, however, and we infer that more constraints are needed to employ this method reliably.
As a final alternative method for comparison, we used the amplitude data to compute solutions for the seven Okmok earthquakes using the Shear-Tensile/Implosion (STI) source model (Dufumier & Rivera 1997; Vavrycuk 2001; Fig. 14) . This model of the source consists of a shear slip vector with an off-fault-plane component. As discussed by Julian et al. (1998) , such a model can represent a superposition of shear faulting and crack opening (or closing), analogous to the model of Hill (1977) for earthquake swarms in volcanic settings. The source is described by five unique parameters compared to six for the full MT and three or four for the pure DC. Thus, the model may be more robust than the full MT while still allowing for displacement normal to the fault. This STI model is more compatible with fracture mechanics than a CLVD, as it simulates opening or closing of a fault or crack directly.
Using the amplitude data, we performed a grid search for the best-fitting STI solutions, which are visualized by the location of the principal axes for the STI model with the lowest misfit (Fig. 14) . For assessing the uncertainty of the axes locations, we show other possible locations that have misfit values within 120 per cent of the lowest misfit value for the preferred location. From the groups of low misfit solutions, we show histograms of their decompositions, which illustrate the most likely off-plane angles (Fig. 14) . The STI solutions for the Okmok events agree well with the orientations of the principal axes compared to the full MTs (Fig. 14) . The distributions of off-plane angles of the events suggest that four have small (∼10
• or less) but discernible off-plane angles: 238, 576 and 1171 positive, and 943 negative. The distributions for the other three events suggest off-plane angles indiscernible from zero. Thus, events 238, 576 and 1171 can be considered as exhibiting an opening of the fault, and event 943 as fault closure.
R E S U LT S A N D D I S C U S S I O N
The source mechanisms presented in Figs 4, 7, 13 and 14 show significant variations both within the solutions for one event and when compared to other events. Together with the insight provided by the simulations with synthetic data and sensitivity tests, we may now attempt to interpret the results in terms of real source processes occurring at Okmok volcano. Overall, the full MTs show significant non-DC components for all events (Figs 4 and 5; Table 2 ). Given the results of the simulations, we assume conservatively that up to 20 per cent of the non-DC component of the MT may be an artefact of the modelling procedure. Applying this threshold discounts event 576 from further consideration as a potential non-DC source. The results for this event are dominated by the DC component, which is the highest of the group (Table 2; Fig. 5 ) and all of the various solutions using the amplitude data are in agreement as to the orientation of the mechanism. The STI model for this event suggests an off-plane angle of ∼10
• but the RJ plots show larger uncertainties for the MT compared to the others and the pure DC solution lies within the Figure 12 . Results of sensitivity tests, as in Fig. 11 , but displayed using Hudson source-type plots (see Fig. 5 and caption for details) to assess variations in the MT decompositions when data are omitted or modified. The preferred solution with all data for each event is shown with a red star (same as Figs 4c and 11a) . The amplitude jackknife results (Fig. 11b) are shown as open circles. The polarity error results (Fig. 11c) are shown as diamonds, and the amplitude mispick results (Fig. 11d) are shown as plus (+) symbols. Solutions where P-wave data were modified or omitted are shown in black whereas solutions where S-wave data were modified or omitted are shown in blue.
confidence region of the MT (Fig. 4) . There may be a small non-DC component for event 576, but we cannot confidently distinguish it.
Event 609 has the highest GAP and the fewest observations, and the inclusion of just one S amplitude significantly alters the solution (Fig. 4) . The F-test score of 99 per cent reflects the high probability that the misfit reduction for the full MT compared to the pure DC is not significant and the STI solution shows no discernable offplane angle (Fig. 14) . In addition, the MT is highly sensitive to the station distribution (Fig. 11b) . Thus, the overall evidence suggests that the solution may be unstable and not of high quality. However, the location (Fig. 2) and MT decomposition (Fig. 5) cluster with some of the other events, hinting at a common source process.
Event 1171 is the only earthquake we have studied that occurred near the 2008 eruptive vent. It occurred in 2007 December, which makes it temporally the closest event studied to the 2008 July eruption. It is also the deepest event (∼5 km; Fig. 2 ) and has the most observations despite a relatively large GAP ( Table 2 ). The MT solution and decomposition for this event differ most from the other events, (Fig. 5) and its F-test score of 77 per cent reflects little improvement in misfit due to the non-DC components. In addition, the MT using a 1-D velocity model has a slightly reduced misfit (Fig. 7) and the mechanism is quite sensitive to station distribution (Fig. 11b) , more so than the other events (except 609). All these factors are potential indicators of the low quality of the solution. Despite the relatively large number of observations and its significantly lower misfit than the other events, we do not have great confidence in this solution. The results of the jackknife test for this event and event 609 suggest that a GAP < 100
• is required to obtain a stable solution.
The remaining four events belong to the multiplet identified by Johnson et al. (2010) (Table 2 ). The earliest and largest (M L 2.3) event we examined (238; the second event of the multiplet) contains the largest volumetric component at 29 per cent and has the most discrepant MT of the four multiplet events studied (Table 2; Figs 4 and 5). However, this could partly reflect its discrepant location rather than its unique source mechanism. The catalogue depth for this event is 14 km, which is ∼11 km deeper than the depth determined by Ohlendorf (2010) (Table 2 ; Fig. 2) (Johnson et al. (2010) did not relocate this event). The relocated epicentre is offset to the north and isolated with respect to the other multiplet events. It is possible that this event is still mislocated and that location errors are responsible for the discrepant source mechanism. We tested this possibility by recomputing the MT using a location within the scatter of the other multiplet locations and found that the MT still differs significantly compared to the other three MTs. In addition, we attempted to relocate this event by manually correcting for a possible trade-off between origin time and depth in the initial location. However, the recomputed location still remained distinctly separate from the other multiplet locations. We also visually inspected the waveforms and identified differences that indicate that this event is dissimilar enough to be considered distinct from other events in the multiplet. We inspected the waveforms for all multiplet events and discovered waveform dissimilarity between many of the events at several stations. Although waveform similarity is high at most stations for most events of the multiplet (e.g. OKWE, OSKO; see Johnson et al. 2010) , waveforms at stations OKWR, OKCF and OKTU display distinct differences that hint at complexity within the multiplet. It is possible that there are subgroups within the multiplet with distinct source mechanisms that might have occurred on separate faults (parallel or conjugate). Multiple closely spaced faults are certainly a possibility given the uncertainty of the relocations. Another possibility is that the larger magnitude of this event caused the source-time function to differ significantly from the other events, perhaps allowing rupture directivity to alter the waveforms compared to the other smaller events. The differences in the waveforms and relative amplitudes (Fig. 15) for event 238 are discrepant enough to cause the resulting MT to be unique as compared to the other three events of the multiplet that we have studied.
The MTs for the remaining three repeating events (467, 916 and 943) show good agreement with each other in terms of location, non-DC components and orientations (Figs 2, 4, 5, 13 and 14) . These three events have the smallest GAPs (Table 2) and their solutions are relatively insensitive to the station distribution (Figs 11 and 12) . We suggest that these three events are repeating events with similar source mechanisms that contain real non-DC components. The non-DC components, dominantly CLVD, may suggest simultaneous failure on multiple fault surfaces. The small isotropic components are not reliable, but volumetric effects are not uncommon in geothermal areas, and are often interpreted as indicative of fluid migration. Such source processes are likely at work at Okmok and may partly explain the solutions for these events. Complex and/or tensile faulting is often used to explain deviations from pure DC faulting interpreted by many authors for short-period earthquakes (see Miller et al. 1998a) . The typical VT-type spectrum and lack of long-period energy in the Okmok waveforms ( Fig. 3 ; Johnson et al. 2010) rules out other possibilities, such as magma flow or expulsion through conduits, which occur on longer timescales and are often closely associated with volcanic unrest.
The non-DC components for all seven Okmok events, including the best-constrained multiplet events, are in general within the range of other non-DC mechanisms observed at other volcanoes and geothermal fields worldwide including Katmai, Alaska (Prejean et al. 2011) , The Geysers, California (Ross et al. 1999) , Hengill Volcano, Iceland (Miller et al. 1998b) and Long Valley, Fig. 4 from inversion of amplitude data and GFs computed using a 3-D velocity model. (b) L2 and (c) L1 solutions computed by grid searching for the best-fitting DC using amplitude data and 3-D GFs. Nodal planes are also shown for the best 50 other solutions within 10 per cent of the minimum that are at least 3 • different. (d) Best-fitting DC solution computed with only polarity data (squares) using HASH (Hardebeck & Shearer 2002) . Nodal planes for other acceptable HASH solutions are also shown. For (a)-(b), the solution's normalized misfit is shown at bottom right and is computed as the square root of sum of squares of deviations of synthetic amplitudes from the observed ones, divided by square root of sum of squares of observed amplitudes.
California (Foulger et al. 2004 ) among others (see Foulger et al. (2004) for a comparison). Events 238, 576 and 1171 have k and T values indicative of opening of faults whereas the remaining events have values indicative of closing of faults or cracks (Table  2 ; Fig. 5) . Results of the STI method (Dufumier & Rivera 1997; Vavrycuk 2001) suggest that events 238, 576 and 1171 also have positive off-plane angles whereas events 467, 609, 916 and 943 have either negative off-plane angles or no discernible off-plane angle.
Comparison of the STI results to the k and T values for events 467 and 916 suggests that we might expect a small negative off-plane angle for these two events, similar to event 943. The STI solutions for events 467 and 916 do not exclude negative off-plane angles Figure 14 . Illustration of STI model results (centre), off-plane angles (right-hand side) and comparison to MT solutions (left-hand side) as shown in Fig. 4 from inversion of amplitude data. The P, T and N axes for the best-fitting STI solutions are shown by triangles coloured blue, red and green, respectively. Axes for other low misfit solutions within 110, 115 and 120 per cent of the lowest are also shown by pluses with lighter colours for higher misfits. The histograms show the off-plane angles for all solutions plotted in the STI models with darker reds for lower misfit.
but such angles cannot be reliably distinguished. Further testing of this method may be required to fully explore the reliability of this method.
A potential factor that remains unaddressed but that may be influencing the solutions is the shear wave anisotropy observed by Johnson et al. (2010) , which they showed to be oriented radially outside the caldera and oriented NW-SE within it. The GFs we have computed do not account for this anisotropy, yet anisotropy has been shown to cause pure shear sources to generate non-DC components in full MTs (Kawasaki & Tanimoto 1981) . The issue of anisotropy generating non-DC components for crustal rocks was studied by Vavrycuk (2006) . He determined upper estimates for several types of transversely isotropic rocks typically representing oil/gas reservoirs. Although volcanoes are formed from different rocks, we use these estimates as a first approximation. Then, the anisotropy strength of about 5 per cent reported for Okmok by Johnson et al. (2010) would yield resultant non-DC components around 20 per cent, which is comparable with the artificial non-DC due to mislocation and isotropic velocity mismodelling described earlier. Thus, anisotropy at Okmok should not greatly hamper the estimate of the non-DC component in the mechanism. Fig. 4 ; P-wave data only) showing P-wave polarities and relative amplitudes as squares plotted on the focal sphere. Symbol size is normalized for each event by the largest amplitude for that event.
Another issue that we have considered is the influence of path attenuation and site effects on the amplitude data. We consider these effects to be minor for two reasons. First, several previous studies have shown that the influence of variations in attenuation on retrieved MTs for local earthquakes is minimal, causing effects similar only to minor mismodelling of the hypocentre or velocity model (Panza et al. 1993; Šílený et al. 1996; Dahm et al. 2000) . Secondly, in a separate study at Okmok we determined each station's site response and computed the attenuation operator t * for each P phase in a joint inversion Ohlendorf et al. in preparation) . The average P-wave t * value for the seven MT events is quite small (0.04) and the P-wave site responses are also modest over the frequency range used (2-10 Hz), typically between 0.5 and 2. Thus, we expect these effects to be minor and within the noise level of the data.
We simulated the effects of site response on the P-wave amplitude data in the following way: First, we constructed a synthetic wavelet with a predominant frequency of 6 Hz. Then, we modified the amplitudes of the wavelet over the used frequency range (2-10 Hz) by the site response determined independently over the same range. We then measured the change in the peak amplitude of the wavelet due to the addition of the site response. The resulting effect was to increase the wavelet amplitude at each station, with an average increase of ∼30 per cent. To assess how this increase would affect the MTs, we then applied the corresponding percent change to the observed amplitudes and recomputed the seven solutions. As expected, the results show very little effect on the MTs due to the site responses (Fig. S5) .
Estimation of S-wave t * values and site response at Okmok is much more difficult due to the lack of high-quality S picks. Nevertheless, we were able to estimate t * and site responses for six earthquakes (not included in this study) at Okmok using the same methods Ohlendorf et al. in preparation) . With so few data, the results are poorly constrained. However, the range of values for S-wave t * and site responses were very similar to the P waves (from 2 to 10 Hz) and when applied to the amplitude data, the effects on the MTs were similarly negligible (Fig. S5) .
A final remaining issue is the disagreement between the source mechanisms and some of the polarities plotted on the focal spheres (Figs 7, 13 and 15) . In general, the full MTs do not match the polarities as well as we would hope. This might be interpreted as indicative of poorly constrained MTs, producing spurious non-DC components. However, we have shown that DC solutions (computed using amplitude data or first motions) do not fit the polarities well either. If we assume that small (<20 per cent) volumetric components of the MTs are unresolved, as our analysis suggests, the remaining deviatoric components still do not match the polarities perfectly (Fig. S6) . Thus, there remains the possibility of significant errors in the data or modelling. However, the strategy we have employed and the tests we have conducted have fully explored the sensitivities of the solutions. Given the degree of sensitivity and uncertainty illuminated, it is perhaps not surprising that we do not match all polarities perfectly. A more informative way to judge the quality of the solutions is to plot the amplitude data on the focal sphere rather than simply polarity (Fig. 15) . The linear amplitude inversion we employed determines a best-fitting L2 solution to the weighted amplitude data in the presence of errors. Thus, it may be misleading to judge the quality of the solutions based only on polarity data because it is the size of the residual that is most meaningful, not the sign. This distinction is subtle but important: misfit of an amplitude datum is measured by the residual size, which may be positive or negative. Thus, for a small observed amplitude, the corresponding amplitude predicted by the best-fitting model may be opposite in sign and still provide a small residual. Fig. 15 shows that the MTs generally fit the large amplitudes well, often at the expense of the smaller amplitudes, for which errors in polarity are more likely to occur. The smaller amplitudes may show errors in polarity but perhaps more important is the information that the absolute magnitude of the amplitude is small. In this sense, the solution is a compromise between placing the larger amplitudes near the P and T axes and the smaller amplitudes towards the nodal planes. Thus, the amplitude information is more important than polarity alone and our solutions fit the amplitude data as well as possible, by design.
S U M M A RY A N D C O N C L U S I O N S
We have shown that determining full MTs for microearthquakes under conditions such as those at Okmok Volcano is a challenging problem with a variety of potential pitfalls that may influence accuracy of the results. Earthquakes must be large enough to reliably distinguish peak amplitudes of phases in the presence of significant background noise but not so large that they clip nearby short-period instruments, which would reduce azimuthal coverage to an unacceptable level. The conditions at Okmok and the selection criteria applied may be considered a lower bound for such studies, and it is likely not feasible to determine reliable general MTs for microearthquakes at other similar volcanoes that have smaller seismic networks. With so few data, an error in just one measurement may alter the resulting MT, invalidating interpretations of the source mechanism. Furthermore, the full MT results depend on the accuracy of the structural model and the hypocentres; the level of non-DC artefact in the solution depends on the level of error in the model of the medium and location of the source. Our results also confirm that caution should be used when applying techniques that constrain source mechanisms to be purely DC in volcanic regions where non-DC components can be expected. Significant discrepancies can occur in the resulting DC in the presence of small non-DC source components.
Despite the difficulties, we were able to weed out poor solutions and distinguish between real and spurious non-DC components using a variety of tests and comparisons with different methods and data. We were able to show that there were likely non-shear source processes associated with a group of repeating events that occurred at Okmok in the years before the 2008 eruption. However, the preferred MT solutions for these events are not able to exactly match the first motion polarities, suggesting that our 3-D structural model may not be of sufficient quality to accurately predict the ray paths, or that there are errors in the data. The success of this method for slightly larger networks (Cuenot et al. 2006; Horalek et al. 2010; Vavrycuk 2011) suggests that addition of just a few more stations to the Okmok network, or the transition to all BB instruments, would significantly improve our ability to resolve non-DC source components. Such efforts are worthy because the correct interpretation of earthquake source mechanisms is critical in evaluating volcanic unrest and the methods discussed here would provide a valuable tool that could lead us further towards the goal of improving eruption forecasting.
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