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Abstract—In this contribution, we derive the upper and lower
Frame Error Ratio (FER) performance bounds of cooperative
multiuser communications systems using network coding. Our
Monte Carlo simulation based results conﬁrm the accuracy of our
derivation.




ETWORK coding has been proved to be capable of
increasing the achievable throughput, while minimizing
both the amount of energy as well as delay of packets travelling
through the network [1]–[3].
The Dynamic Network Code (DNC) concept proposed in
[4]–[6] was extended in [7], [8] in order to introduce Gen-
eralized Dynamic Network Codes (GDNC). In GDNC aided
systems, each user is allowed to broadcast several (as opposed
to a single in [4]–[6]) information frames (IF) of its own during
the broadcast phase (BP) via orthogonal channels, as well as
to transmit several nonbinary linear combinations, which are
also considered as parity frames (PFs), during the cooperative
phase (CP) via orthogonal channels. The FER performance of
the GDNC scheme was determined in [7], [8] by calculating
the rank of the matrix characterising GDNCs. This method,
which we refer to as the Purely Rank-Based Method (PRBM),
always provides an optimistic estimate of the attainable FER
performance of GDNCs.
Basedonthisbackground,thenovelcontributionofthisletter
is that we derive both the upper and lower bounds of the outage
probability of GDNCs. We verify the accuracy of the bounds
using Monte-Carlo simulations.
II. SYSTEM MODEL
Let us initially describe a simple system having users
communicatingwithaBS[4],whereatransmissionsessioncon-
sists of 4 phases, namely the BPs and ,a sw e l la st h e
CPs and . In the transmission session, each user trans-
mits IF during the corresponding BP and PF
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(or )i sg i v e nb y
(or ). The variable
, , represents the IF transmitted by User during
the BP . For simplicity, we refer to a single transmission
phase as a time slot (TS), in which a user transmits a single
frame.
To elaborate further, let us deﬁne as the corresponding
modiﬁed transfer matrix, where the terminology modiﬁed
implies that the entries of are modiﬁed with respect to
those of the original transfer matrix of (1) according to
the success/failure of each transmission phase within an actual
transmission session. If all the frames transmitted within the
session are successfully decoded, the transmission session can
be equivalently represented by the modiﬁed transfer matrix
,w h e r e ,
represents the successful decoding of the IF at the BS.
According to [7], [8], having
(or ) means that the PF trans-
mitted by User 1 (or User 2) was successfully decoded at
the BS. Moreover, having (or
) indicates that the IF (or )
was successfully decoded by User 1 (or User 2), and that the
PF transmitted by User 1 (or User 2) was successfully decoded
at the BS.
Let us consider the following example of the actual transmis-
sion session, where ’ ’ represents the transmission direction,
while ’ ’( o r’ ’) above the arrows means that the
frame was successfully (or unsuccessfully) recovered at the
destination:
(2)
This example results in the given by
(3)
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Fig. 1. Transfer matrix illustrating a transmission session of the system having users transmitting in phases.
where the diagonal elements “1” at the left of (1) become
“0” owing to the unsuccessful and
transmissions during the BPs and
, respectively. The “0” elements in the third column of
(3) indicate the unsuccessful transmission
during the CP .
Let us now generalise this model. The transfer matrix
(or for shorthand) in Fig. 1 comprising the
identity matrix (or for shorthand) and the parity
matrix (or for shorthand) represents a transmis-
sion session of the system, where all the frames transmitted
during that session are successfully decoded. Accordingly,
the binary ﬂag seen in Fig. 1 represents the success
or failure of the IF decoding at the BS, namely the IF ,
,t r a n s m i t t e db yU s e r ,
. is set according to
if is successfully recovered
otherwise.
(4)
The PFs transmitted by each of the users contain non-
binary linear combinations of its own IFs with the successfully
decoded IFs from the set of IFs transmitted by the
other users. The variable in Fig. 1 corre-
sponds to the parity coefﬁcient of the IF contained in the
th PF transmitted by User during the CP ,
.T h ei n d e x is determined by the rule that
we get if we have , otherwise we get
.Letusdenotethecorrespondingentryof
in the modiﬁed matrix as , which is determined by
(5)
Then, for the case that we have ,t h ee n t r y is
speciﬁed by
:U s e r User
:U s e r User
(6)
The column of the parity matrix shown in
Fig. 1 contains the set of parity coefﬁcients valid for the th PF
transmitted by User during the CP . Hence,
the entire column , will be set to
zeros, if the BS could not sucessfully receive the th PF:
(7)
III. RECOVERY OF IFSA TT H EBS VERSUS THE PRBM
As the system proceeds through an actual transmission ses-
sion, the corresponding modiﬁed transfer matrix consisting
ofitsidentitymatrix and itsparity matrix isformed,where
is generated from (4), while is determined in turn by (5),
(6) and (7). The frames successfully received at the BS can be
represented as
(8)
where is a matrix repre-
senting the IFs transmitted by the users during the transmis-
sion session of the system, while the matrices of and
represent the frames successfully received at the BS during the
BPs and CPs, respectively. In line with [7], [8], we assume that
the BS is aware of how each PF was constructed, hence is
known at the BS. Since the matrix may be different from ,
the BS can certainly recover a set of IFs, which is a subset
of ,f r o m as
(9)
Substituting given by (9) into (8b) we have
(10)
Then, a set of IFs is retrieved from (10) by using the
Gaussian elimination algorithm. Ultimately, the entire set of IFs
recovered at the BS is out of the of IFs.
Let us characterise the system’s optimistic performance esti-
mated by the PRBM employed in [7], [8] by recalling the ex-
ample detailed in (1), (2) and (3). According to the prediction
of the PRBM, the BS can recover IF, where
is given in (3). However, in fact the BS cannot recover
any IF, because we cannot determine unambiguously two IFs,
i.e., both and , from a single equation, which is in-
ferred from (9) and (10) as .
IV. OUTAGE PROBABILITY
Let be a set of user indices corresponding to the spe-
ciﬁc users that succeeded in correctly recovering an IF
transmitted by User during TS . Let us denote the number of
members in the user set by . Furthermore, let the
complement set of be . We always have
, . Then, according to [4]–[8],
there exist at least frames, which con-
tain the IFs transmitted by all the users in the set . Accord-
ingly, an outage is declared for the IF , when the direct
transmission and at least out of the remainingNGUYEN et al.: PERFORMANCE BOUNDS OF NETWORK CODING 437
received frames are in outage. This
occurs with a probability of [7], [8]
(11)
where is the binomial coefﬁcient, while we have
and , provided that
is the outage probability of the single link as deﬁned in [9].
Note that there might be more than
frames [4]–[8], which contain the IFs transmitted by all users of
theset .Iftheavailabilityofthoseextraframesistakeninto
account,wewillhavetheactualoutageprobability
for the IF , which always satisﬁes
(12)
Notably, istheoutageprobabilityforagiven .
The system’s total outage probability for all possible sets of
can be calculated by
(13)
A. The Upper Bound
The ratio of two successive terms in (11), namely that of
and , may be computed as
(14)
where . Then, we can infer that
(15)
By exploiting a series expansion, we can rewrite (11) as
(16)
By exploiting (15) in (16) and substituting ,
and obtained from (11) and (14), we arrive at
(17)
(18)
where we have and .L e tu s
now consider the scenarioof .Th et erm of(17)may
be simpliﬁed to
(19)
where we have and .T h e n ,t h e
inequality (17) becomes
(20)
By combining (12), (13) and (20), we can infer that
(21)
Let us then exploit the fact that and pay more
attention to the case that we have ,i no r d e rt o
further approximate (21) as
(22)
Let us consider the ratio of and in
(22), which allows us to arrive at the following result:
(23)
Similar to the manner of formulating in (16) from
(11) and (14), the inequality of (22) can be expressed as
(24)
w h e r ew ed e ﬁne as the strict upper bound of the
system’s outage probability .
B. The Lower Bound
It may be inferred from (13) that
(25)
Note that we always have
, which can be extracted from (11)
as
(26)
By considering and in (26) as the special case of and
in (18), respectively, we can use (18) to obtain
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w h e r ew eh a v e . Upon substituting (27)
into (25), we have
(28)
w h e r ew ed e ﬁne as the strict lower bound of .
V. SYSTEM PARAMETERS AND DIVERSITY ORDER
We assume that all the links in the system are supported by
channels having the same to make our results compa-
rable to those presented in [7], [8]. For notational convenience,
we characterise the system by using the set of parameters ( ,
, , , , , ), where the system’s overall informa-
tion rate is expressed as [7], [8]
(29)
while the diversity order of the system is bounded [4]–[8]:
(30)
The authors of [4]–[8] inferred the diversity order in (30)
based on the following formula:
(31)
where is the signal to noise power ratio, while the order
of for the best and worst case value was estimated and
used instead of itself, assuming the approximate formula [9]
of .
Similarly, we may infer from the formula of (24) that
the most inﬂuential term is . Likewise, it can be seen
in the formula of (28) that the term having the most
signiﬁcant inﬂuence is . Hence, it may be seen that the
upper and lower bounds of the probability are in harmony
with the estimated diversity order given by (30).
VI. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we compare the upper and lower bounds of
the system’s outage probability with our numerical results in
Fig. 2. The results associated with -based and -based
systems in [7], [8] are also presented for direct comparison with
our results.
Accordingly, the -based system is represented by (
, , , , , ,
), and the -based one is characterized by ( ,
, , , , , ). The
two systems are comparable, since they have the same
and values. However, the more complex transfer matrix
[ 7 ] ,[ 8 ]h a sah i g h e rd i v e r s i t yo r d e ro f (as
opposed to ), hence it is associated with a higher
Fig. 2. Outage probability bounds and FER performance of the systems.
detection complexity at the BS. The differences in the diversity
order are also reﬂected by the different slope of the bounds and
the performance curves, as seen in Fig. 2.
Observe furthermore in Fig. 2 that the system’s actual FER
performance curve is always between the upper bound and
lower bound. The PRBM always suggests a superior perfor-
m a n c ei nc o m p a r i s o nt oa c t u a l one obtained by simulations,
as demonstrated by the speciﬁc example of Section III. The
PRBM-based performance estimate in fact violates in place the
strict lower bounds.
In conclusion, the FER-performance upper and lower bounds
of cooperative multiuser communications systems were de-
rived. The system’s FER-performance was also evaluated
by Monte Carlo based simulations, in order to visualise the
accuracy of those bounds.
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