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Abstract
It is now well known that standard asymptotic inference techniques for instru-
mental variable estimation may perform very poorly in the presence of weak in-
struments. In some circumstances, standard asymptotic techniques give spuriously
small standard errors, leading investigators to apparently tight conﬁdence regions
which may be very far from the true parameter of interest. While much research has
been done on inference in models with one right-hand-side endogenous variable, not
much is known about inference on individual coeﬃcients in models with multiple
right-hand-side endogenous variables. In this paper we systematically investigate
inference on individual structural coeﬃcients in instrumental variables regression
models with multiple right-hand-side endogenous variables. We focus on the cases
where instruments may be weak for all coeﬃcients or only for a subset of coeﬃcients.
We evaluate existing techniques for performing inference on individual coeﬃcients
using Staiger and Stock’s weak instrument asymptotics, and perform extensive ﬁnite
sample analyses using Monte Carlo simulations.
1I n t r o d u c t i o n
It is now well known that standard asymptotic inference techniques for instrumental
variable (IV) estimation may perform very poorly in the presence of weak instruments.
In some circumstances, the failure is of the worst kind – false results are accompanied
by reported conﬁdence intervals which lend an appearance of great precision. That point
estimates of coeﬃcients do a poor job of telling us the true values of those coeﬃcients is
probably irremediable, after all if an equation is poorly identiﬁed then the data do not tell
us much about the parameters of the system. In this paper we uncover test statistics and
related conﬁdence intervals that work quite well in the sense that they lead to reasonably
accurate inference when instruments are poor and that are essentially identical to the usual
asymptotic IV test statistics and conﬁdence intervals when the instruments are good. This
sort of performance under weak and strong identiﬁcation respectively is important as it
discourages practitioners’ natural tendency to cling to traditional methods which may
give (spuriously) tight conﬁdence bounds and erroneous inference.
Most of the previous research on inference in IV regression models with weak instru-
ments has concentrated on the simple model with a single right-hand-side, or included,
endogenous variable. Unfortunately, when we consider the more general IV regression
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1model with multiple included endogenous variables many of the results for the single in-
cluded endogenous variable model do not apply for individual structural coeﬃcients in the
more general model. The fundamental issue is that when a true null is speciﬁed for the
complete parameter vector then estimation under the null can give a consistent estimate
of the error variance, while in contrast speciﬁcation of a null on an individual coeﬃcient
does not. In this paper, we concentrate our analysis on the problem of making valid
inference on individual structural coeﬃcients in the IV regression model with multiple
included endogenous variables and weak instruments. Our approach is similar in spirit
to that taken by Choi and Phillips (1992), who considered ﬁnite sample and asymptotic
inference in partially identiﬁed structural equations. We extend the framework of Choi
and Phillips to allow for weak instruments, and we consider non-standard methods for
inference on structural coeﬃcients. We consider cases for which instruments are weak for
all structural coeﬃcients, and cases for which instruments are weak for some coeﬃcients
but not others. We also consider the case for which instruments are weak for individual
coeﬃcients but strong for a linear combination of the structural coeﬃcients. We utilize
the weak instrument asymptotic framework of Staiger and Stock (1997) to analyze the
asymptotic behavior of estimators and test statistics for individual structural coeﬃcients.
We also evaluate the ﬁnite sample performance of various estimators and test statistics
through an extensive set of Monte Carlo experiments.
The plan of the paper is as follows. After a review of the recent literature on estimation
and inference in IV regression models with weak instruments, we present the standard
IV regression model for the case of two right-hand-side endogenous variables to set nota-
t i o n .N e x tw ep r e s e n tt h es t a n d a r di d e n t i ﬁcation conditions and establish cases of partial
identiﬁcation and weak instruments. We then survey estimation and inference methods
in IV regression, paying particular attention to estimation and inference on individual
structural parameters. Following this, we summarize the asymptotic behavior of various
estimators and test statistic under a variety of weak instrument cases. We then appraise
the ﬁnite sample performance of various statistic st h r o u g ha ne x t e n s i v es e to fM o n t eC a r l o
simulations. We conclude with a brief summary, recommendations for empirical practice
and suggestions for future research.
2 A Brief Review of the Literature
A series of recent papers have examined the distribution of the instrumental variable esti-
mator under weak identiﬁcation and the related issue of the performance of the traditional
asymptotic tests. Papers include Bekker (1994), Blomquist and Dahlberg (1999), Bound,
Jaeger, and Baker (1995), Choi and Phillips (1992), Hahn and Hausman (2002), Hahn
and Inuoe (2002), Hall, Rudebusch and Wilcox (1996), Chamberlain and Imbens (2004),
Kleibergen (2000, 2002), Kleibergen and Zivot (2003), Maddala and Jeong (1992), Moreira
(2003), Nelson and Startz (1990a, b), Phillips (1989), Staiger and Stock (1997), Stock,
Wright and Yogo (2002), Stock and Yogo (2004), Wang and Zivot (1998), Wong (1999)
and Zivot, Startz and Nelson (1998). Dufour (1997) gives general results for obtaining
correct probability levels with weak identiﬁcation. In particular, Dufour shows that for
a test of nominal size α to be valid under weak identiﬁcation, the conﬁdence intervals
implied by the test statistic must be unbounded at least 1 − α percent of the time.
Half a century ago, Anderson and Rubin (1949) described the Anderson-Rubin (AR)
statistic, which under normality provides an exact small sample test of a hypothesis which
speciﬁes values for every element of the structural parameter vector, β. Zivot, Startz, and
Nelson (1998) show how to use the AR-statistic to construct conﬁdence regions in the case
of a single endogenous variable and provide improved statistics for maximum likelihood
2and generalized method of moments estimates based on degrees-of-freedom-corrected LR
and LM tests. Wang and Zivot (1998) provide an asymptotic justiﬁcation using the Staiger
and Stock (1997) local-to-zero asymptotics for these results. Recently, Kleibergen (2002)
and Moreira (2003) have proposed asymptotically similar LM tests that have better power
than the AR test and the LR and LM tests studied by Wang and Zivot (1998).
The analysis in most of the above papers is limited to inference in the case of a single
endogenous right hand side variable or to hypotheses specifying values for the entire vector
of coeﬃcients; here we deal with inference on individual coeﬃcients in a model with two-
right hand side variables extending the results of Choi and Phillips (1992) to the case of
weak instruments. We note, however, that Dufour (1997), Wang and Zivot (1998), Dufour
and Jasiak (2000) describe the use of numerical projections of joint test statistics to obtain
conﬁdence sets for individual elements of but do not study these methods in the presence
of weak instruments. As a practical matter, using the projection procedure in general
requires complicated numerical maximization. Recently, Taamouti (2001) and Dufour
and Taamouti (2003) provide a limited set of results for analytically obtaining projection-
based conﬁdence sets for individual structural coeﬃcients based on certain types of test
statistics.
Stock and Wright (2000) provides a general procedure for inference on structural pa-
rameters estimated by generalized method of moments (GMM) with weak instruments,
which for the linear single equations model is based on TSLS or LIML estimates. If some
endogenous variables are well identiﬁed, Stock and Wright suggest concentrating out the
well identiﬁed parameters and using an Anderson-Rubin type statistic for the remain-
ing weakly identiﬁed parameters. However, Stock and Wright point out that using their
method “construction of asymptotically valid conﬁdence intervals for subvectors ... is
somewhat ... diﬃcult,” but that an asymptotically conservative conﬁdence interval can
be found by projecting out parameters as suggested in Dufour (1997). Kleibergen (2000)
provides an alternative to Stock and Wright’s concentrated AR statistic in the linear
IV model, and a more general alternative in the GMM context is provided in Kleibergen
(2002). The statistics proposed by Stock and Wright and Kleibergen require partial iden-
tiﬁcation to be asymptotically valid. We evaluate these statistics in a general framework
where partial identiﬁcation is a special case.
3 The IV Regression Model
We begin with the classic statements about IV regression in an identiﬁed linear model, in
the process deﬁning notation for the paper.
3.1 Structure and Reduced Form




















where Xi is the ith column of X, X˜i is the remainder of X, and u is a random error vector.
Our focus will be on making inference on the scalar parameter βi using instrumental
1For notational brevity we omit any included exogenous variables. The model with included exogenous
variables has the same form as the model without included exogenous variables by using the Frisch-
Waugh-Lovell theorem and interpreting all data matrices as residuals from the projection on the included
exogenous variables.
3variables regression, when the variables in X are endogenous; i.e., correlated with the
error term u. The reduced form of the model consists of the population regression of y











































→ denote convergence in probability and
d → denote convergence in distribution. We
make the following high-level assumptions that impose rather weak moment conditions
on the exogenous variables and error terms:
Assumption 1
1. Z has full column rank q and is uncorrelated with u, and V.
2. E[ZtZ0
t]=M > 0, where Zt denotes the tth observation on Z
3. The error terms ut,and Vt are assumed to have mean zero, and to be serially un-



















d → (ΨZu,ΨZV), where Ψ =( Ψ0
Zu,vec(ΨZV)0)0 is distributed
as N(0,Σ ⊗ M)
3.3 IV Estimation
The vector β is commonly estimated by the method of instrumental variables (equiva-
lently the method of two stage least squares or generalized method of moments). The
instrumental variables (IV) estimator is
ˆ βIV =( X0PZX)−1X0PZy =(ˆ X
0ˆ X)−1ˆ X0y (6)
where PZ=Z(Z
0Z)
−1Z0 and ˆ X = PZX. Using standard partitioned regression techniques,
the IV estimator of βi may be expressed as




4where ˆ Xi=PZXi, ˆ X˜i=PZX˜i, and ˆ Q˜i=Iq−Pˆ X˜i.




d → N(β,σuuH)w h e r eH =( Γ0MΓ)−1. A consistent estimate of the asymptotic vari-
ance σuuH is given by nˆ σuu,IV ˆ H, where ˆ σuu,IV = n−1(y −Xˆ βIV)0(y −Xˆ βIV)a n dˆ H =
(X0PZX)−1. Similarly,
√
n(ˆ βi,IV − βi)










¢−1 is the ﬁrst diagonal element of H.
A consistent estimate of the asymptotic variance σuuHii is given by nˆ σuu,IV ˆ Hii, where
ˆ Hii =(ˆ X0
iˆ Q˜iˆ Xi)
−1 is the ﬁrst diagonal element of ˆ H.
T h ea s y m p t o t i cv a r i a n c eo fˆ βIV is ﬁnite provided the rank condition for identiﬁcation
holds (see Davidson and MacKinnon (1993), chapter 18). Equivalently, H and Hii exist
if the rank condition holds. For our purposes, βi is identiﬁed in the full model (1)-(3)
if Hii exists, unidentiﬁed if Hii does not exist, and is weakly identiﬁed if Hii is “nearly













ii =0i fΓi = 0 or if Γi = Γ˜ia for some non-zero (k − 1) × 1v e c t o ra. In
the former case, βi is not identiﬁed but β˜i is identiﬁed provided Γ˜i has full rank. In
the latter case, both βi and β˜i are not separately identiﬁed but the linear combination
α = aβi + β˜i is identiﬁed3.
The reduced form coeﬃcients are appropriately estimated by least squares, ˆ θ =
(Z0Z)−1Z0y, ˆ Γi =( Z0Z)−1Z0Xi, ˆ Γ˜i =( Z0Z)−1Z0X˜i and ˆ Γ =( Z0Z)−1Z0X. For the
construction of the S-statistic in the next section, it is useful to note that ˆ βIV and ˆ H can
be written in terms of the estimated reduced form parameters and the instruments Z :
ˆ βIV =( ˆ Γ0Z0Zˆ Γ)−1ˆ Γ0Z0Zˆ θ
ˆ H =( ˆ Γ0Z0Zˆ Γ)−1
Because we need the covariance matrix of the estimated reduced form coeﬃcients, it is
convenient to think of the reduced form as a system of seemingly unrelated regressions
vec(y,Xi,X˜i)=( I ⊗ Z)vec(θ,Γi,Γ˜i)+vec(v,Vi,V˜i)( 8 )
Deﬁne λ to be the q·(k+1)×1 column vector of reduced form parameters in (8) and ˆ λ to
be the corresponding least squares coeﬃcients. Then, under assumption 1
√
n(ˆ λ − λ) →
N(0,Σr⊗M−1)w h e r eΣr = var((vt,V it,V0
˜it)0). A consistent estimate of the asymptotic
covariance of ˆ λ is given by ˆ Σr⊗(Z




4 Tests for Individual Coeﬃcients
Several statistics have been proposed for making inference on individual structural coef-
ﬁcients in the IV regression model that are robust, in some sense, to weak instruments.
Some of these methods are based on the IV estimator and some are based on the limited
information maximum likelihood (LIML) estimator. In this section, we brieﬂyd e s c r i b e
t h e s es t a t i s t i c sa n di n t r o d u c es o m en e ws t a t i s t i c s .
2A formal characterization of weak identiﬁcation based on Staiger and Stock’s (1997) weak instrument
asymptotics is given in section 6.
3We note that H−1
ii = ˆ X0
i ˆ Q−i ˆ Xi is closely related to Shea’s partial R2 statistic for testing instrument
r e l e v a n c e( s e eS h e a( 1 9 9 7 ) ) . S p e c i ﬁcally, a little algebra, which is implicit in Shea’s paper, shows that
the numerator of Shea’s partial R2 is equal to H
−1
ii . Consequently, Shea’s partial R2 will be close to zero
whenever H−1
ii is close to zero.
54.1 Traditional IV Asymptotic t-statistic
Suppose we wish to test H0 : βi = β
0
i based on traditional IV estimation. Standard









where SE(ˆ βi,IV )=
q
ˆ σuu,IV ˆ Hii, and ˆ σuu,IV = n−1(y − Xˆ βIV)0(y − Xˆ βIV).
4.2 LIML t and LR statistics
The LIML estimator of β maximizes the log-likelihood function concentrated with respect










where Y =[ yX ]a n d
k(β)=
(y − Xβ)0(y − Xβ)
(y − Xβ)0QZ(y − Xβ)
.
The LIML estimator of β equivalently minimizes k(β) and the minimized value, k(b βLIML)=
b kLIML, can be shown to be the smallest root of the determinantal equation |Y0QXY −
kY0QZY|. The LIML estimator is usually expressed as the k−class estimator
b βLIML =
h
X0(In − b kLIMLQZ)X
i−1 h
X0(In − b kLIMLQZ)y
i
.
For testing βi = β
0
























i)) − nln(b kLIML), (12)
where e kLIML(β
0
i) is computed from the concentrated log-likelihood function imposing the
restriction βi = β
0
i, and b kLIML is computed from the unconstrained log-likelihood func-
tion (10). The restricted LIML estimator of β˜i, ˜ βLIML,˜i(β
0














4.3 The S-statistic and Modiﬁed t-statistics
Consider forming a test statistic for H0 : βi = β
0
i such that it will be close to zero either
if the estimated deviation from the truth is small or if the evidence for identiﬁcation is
weak by forming









6measures the identiﬁcation of βi. Recall, ∆i > 0 is necessary for the rank condition to
hold and for βi to be identiﬁed in the IV regression model. If βi is weakly identiﬁed then
ˆ ∆i, and therefore ˆ Ψi will be close to zero and we will be appropriately unable to reject
the hypothesized value β
0
i.
In order to derive a formal test statistic from (14), it is useful to write ˆ Ψi explicitly as
a function of Z,β
0
i and the estimated reduced form parameters ˆ Γ and ˆ θ :















In order to studentize ˆ Ψi w er e q u i r ea ne s t i m a t eo ft h ea s y m p t o t i cv a r i a n c e ,ˆ σ
2
ˆ Ψi. Since
the estimated reduced form parameters are asymptotically normal, we can compute ˆ σ
2
ˆ Ψi










The partial derivatives ∂ ˆ Ψi
∂ˆ λ used in computing ˆ σ
2
ˆ Ψi may be conveniently calculated by
the numerical delta method, and d var(ˆ λ)=ˆ Σr ⊗ (Z
0Z)−1 follows immediately from the
reduced form estimates. The S-statistic for testing H0 : βi = β
0










It is readily seen that the square of the S-statistics, S2(β
0
i), is a Wald statistic based on
a nonlinear function of the reduced form parameters λ and β
0
i.
Zivot, Startz and Nelson (1998) emphasize that a problem with the use of TSLS or
LIML t-ratios in the presence of weak instruments is that the estimate of the structural
error variance σuu is inconsistent. The S-statistic may be thought of as a t-statistic that
is more robust to the presence of weak instruments by utilizing a better estimate of σuu.















The variance estimate (16) is now seen to be an estimate of the structural error variance
σuu using the reduced form estimates ˆ λ and β
0
i.
Modiﬁed versions of the IV and LIML t-statistics that are more robust to the presence
of weak instruments may also be constructed by utilizing a better estimate of σuu as
follows. The IV and LIML t-ratio for testing βi = β
0

















ii , and ˆ ∆i,LIML =
rh
X0(In − b kLIMLQZ)X
i
ii
. Instead of computing
an estimate of σuu using the unrestricted estimate of β, we can instead utilize βi = β
0
i












4The S-statistic takes its name from its creator, Dick Startz.
7where ˜ β˜i,j(β
0
i) denotes either the IV or LIML estimate of β˜i imposing βi = β
0
i. The























4.4 Concentrated AR statistic
Stock and Wright (2000) consider a concentrated Anderson-Rubin type statistic for testing
H0 : βi = β
0

























i) denotes either the IV or LIML estimate of β˜i imposing βi = β
0
˜i. The
restricted LIML estimate minimizes (13), whereas the restricted IV estimate has the




i), we use ARIV(β
0












4.5 Concentrated K statistic
Kleibergen (2000) proposes a concentrated version of his joint K-statistic (see Kleibergen
(2002) for details) for testing the individual hypothesis H0 : βi = β
0



































































i) is the LIML estimate of Γ˜i imposing βi = β
0
i.
4.6 Projected AR statistic
Let β =( βi,β
0
˜i)0 and consider testing the hypotheses
H0 : β = β
0










8If the errors are normally distributed, Anderson and Rubin (1949) showed that (23) is
distributed Fk,n−k in ﬁnite samples under the null. This result hold regardless of the
quality of the instruments. More generally, Staiger and Stock (1997) showed that (23)
is asymptotically χ2(q) under their weak instrument framework. A conﬁdence set for β







α(q)i st h e1−α quantile of the chi-square distribution with q degrees of freedom.
If we are interested in making inference on βi or some function of β, say η = g(β),
then a Scheﬀe-type projection method as described in Dufour (1997), Wang and Zivot
(1998) and Dufour and Jasiak (2001) can be employed to make valid inference. They
show that a conﬁdence set deﬁned by
Cη(α)={η0 : η0 = g(β)f o rs o m eβ ∈ Cβ(α)}
has asymptotic coverage probability at least 1 − α. If g(β)=βi the set Cη(α)i ss i m p l y
the projection of Cβ(α)o nt h eβi axis. Taamouti (2001) and Dufour and Taamouti
(2003) give an analytic formula for computing projection-based conﬁdence sets for linear
functions g(β)=w0β based on (24).
5 Asymptotic Properties Under Weak Instruments
In this section, we evaluate the asymptotic properties under weak instruments of a subset
of the competing statistics for making inference on individual coeﬃcients in the IV regres-
sion. To simplify the asymptotic analysis, we restrict our attention to the IV regression
model (1) - (3) with two right-hand side endogenous variables so that β =( β1,β2)0.
5.1 Weak Instrument Cases
We follow Staiger and Stock (1997) and Wang and Zivot (1998) and characterize weak
instruments using a local-to-zero framework. With multiple endogenous variables, the
characterization of weak instruments becomes a bit complicated because the instruments
Z may be weak for the coeﬃcients on all of the endogenous variables, or for only a subset
of the coeﬃcients. Therefore, we consider the following weak instrument (WI) cases:
1. Weak Instrument Case I: Γ =[ Γ1,Γ2]=n−1/2G, where G is a ﬁxed q×2m a t r i xo f
full rank. This case is considered by Staiger and Stock (1997) and Wang and Zivot
(1998), and speciﬁes that instruments are weak for both structural coeﬃcients.
2. Weak Instrument Case II: Γ1 = n−1/2g1, where g1 is a ﬁxed q × 1 vector, and Γ2
is a non-zero ﬁxed q × 1 vector linearly independent of Γ1. This case speciﬁes that
instruments are weak for β1 but not for β2.
3. Weak Instrument Case III: Γ1 = aΓ2 + n−1/2g1, where a is a non-zero scalar, g1
is a ﬁxed q × 1v e c t o r ,a n dΓ2 is a non-zero ﬁxed q × 1 vector linearly independent
of g1. This case speciﬁes that instruments are weak for both structural coeﬃcients
except for the linear combination α = aβ1 + β2.
5.2 Standardized Variables
The asymptotic distributions of various estimators and test statistics under the weak
instrument cases deﬁned above depend on nuisance parameters measuring the degree
9of endogeneity of X1 and X2, standardized multivariate normal random vectors, and
standardized measures of the quality of the instruments Z. Endogeneity is measured using
t h es i m p l ec o r r e l a t i o nc o e ﬃcients
ρu1 = σu1/(σuuσ11)1/2,ρ u2 = σu2/(σuuσ22)1/2,ρ 12 = σ12/(σ11σ22)1/2
where σ11,σ12 and σ22 are the unique elements of ΣVV. The weak instrument asymptotic







































0Λ/q is related to the noncentrality parameter of the limiting chi-square dis-
tribution of the Wald statistic for testing Γ = 0 in (3), and measures the global quality of
the instruments. The scalars λ
0
iλi/q (i =1 ,2) are related to the noncentrality parameter
of the limiting chi-square distribution of the Wald statistics for testing Γi = 0 in (4), and
measure the quality of the instruments for βi.
5.3 Asymptotics Under Weak Instrument Case I
The appendix gives the convergence results for sample moments under weak instrument
case I that are used in deriving the following results. In the following, “⇒” denotes
convergence under the Staiger-Stock weak instrument asymptotics.
Theorem 1 Under Assumption 1 and weak instrument case I, the following results hold
jointly as n →∞
1.









where Qλ˜i+z˜i= Iq−Pλ˜i+z˜i is a random idempotent matrix of rank q − 1 w.p.1.
2. Under the null hypothesis H0 : βi = β
0
i (i =1 ,2)
5The correlation coeﬃcients in the matrix R are not unrestricted. An analysis of the Choleski decom-
position of R will spell out the necessary restrictions.
10˜ β˜i,IV (β
0











































Proof. The proof follows directly from the results of Lemma 1 in the Appendix.
Result 1, ﬁrst derived by Staiger and Stock (1997), shows that the IV estimate of βi is
inconsistent and converges to a random variable whose distribution depends on nuisance
parameters that cannot be consistently estimated. Result 2 shows that the restricted IV
estimate, ˜ β˜i,IV (β
0




i)t h a t
depends on unknown nuisance parameters. As a result, the restricted residual variance
estimate, ˜ σuu(β
0
i), is also inconsistent and converges to a random variable6.S i n c e t h e
denominators of the asymptotic-t, S, modiﬁed-t, AR and K statistics depend on restricted
estimates of σuu, the inconsistency of ˜ σuu(β
0




into the limiting distributions of these test statistics. For example, using Lemma 1 from










The results of Theorem 1 indicate that, if instruments are weak for all structural co-
eﬃcients, asymptotically valid inference cannot be made using any of the proposed test
statistics. However, asymptotically valid, but conservative, conﬁdence sets for individual
coeﬃcients may be computed using the Dufour-Taamouti projection-AR sets. If instru-
ments are very weak, these sets will be unbounded with probability close to the stated
coverage probability.
5.4 Asymptotics Under Weak Instrument Case II
Most of the asymptotic results for estimators and test statistics to date have been based
on WI case I. In this section we provide some asymptotic results for a subset of the
estimators and test statistics under WI case II.
Theorem 2 Under Assumption 1 and weak instrument case II, the following results hold
as n →∞
Part 1.





















(c) ˆ σuu,IV ⇒ σuu{1+ω
†
1}
where QM1/2Γ2 is an idempotent matrix with rank q−1, Qλ1+z1 is a random idempotent



















Part 2. Under the null hypothesis H0 : β1 = β
0
1
6Similar results may be shown to hold for the LIML estimates.
11(d) tIV(β
0







































where A = QM1/2Γ2(λ1+z1).









(m) ˜ β1,IV (β
0













































Proof. The proof follows directly from the results of Lemma 2 in the Appendix.
Part 1 of the theorem shows that if instruments are weak for β1 but not for β2, then
ˆ β1,IV is not consistent for β1 but ˆ β2,IV is consistent for β2. This corresponds with the
result from Choi and Phillips (1992) for the partially identiﬁed model. Due to the inconsis-
tency of ˆ β1,IV , the IV estimate of the residual error variance is inconsistent and converges
t oar a n d o mv a r i a b l e .T h ea s y m p t o t i cd i s t r i b u t i o no fˆ β1,IV is a ratio of quadratic forms
in correlated normal random vectors and is similar to the result established by Staiger
and Stock (1997). When β1 is totally unidentiﬁed, the limiting distribution reduces to
the expression given in part (b) of Corollary 3.1 of Choi and Phillips (1992). The limiting
distribution of ˆ β2,IV is not normal, but may be expressed as a mixture-normal distribu-
tion using arguments from Staiger and Stock (1997). Conditional on z1, the asymptotic






When β1 is totally unidentiﬁed the limiting distribution reduces to the expression given
in part (a) of Corollary 3.1 of Choi and Phillips (1992). As instruments become stronger,
the limiting distribution of ˆ β2,IV approaches its usual asymptotic normal distribution.
Part 2 shows Staiger and Stock’s (1997) result that standard inference based on the IV
t-statistic is not valid for β1, since its limiting distribution depends on nuisance parameters
that cannot be consistently estimated. However, valid inference may be performed on β1
using the other statistics since their limiting distributions are either pivotal or boundedly
pivotal. The main reason for this is that the residual error variance σuu may be consis-
tently estimated when β1 = β
0







1) have limiting χ2(1) distributions whereas when q>2 the limit-
ing distributions of these statistics are bounded from above by a χ2(q − 1) distribution.
These results suggest that the usual normal critical values may be used to evaluate the





1)a r eχ2(q − 1), as suggested by the results of Stock and Wright
(2000). Since the limiting distribution of Kleibergen’s K(β
0
1) statistic is χ2(1), it has an
apparent power advantage when q is large over the other statistics whose limiting distri-
butions are χ2(q −1) or are bounded by χ2(q −1). The Monte Carlo results in section 8,
however, show that no statistic dominates in terms of power.
Part 3 of the Theorem implies, surprisingly, that no method, except for the projection
AR conﬁdence sets, provides valid inference for β2. This is due to fact that, under the
null β2 = β
0
2, we cannot remove the eﬀects of weak instruments for β1 on the distri-
butions of the test statistics. For example, using straightforward calculations, it can be
shown that the denominator of ARIV(β
0








In eﬀect, since we cannot consistently estimate σuu when β2 = β
0
2 and instruments are
weak for β1, we cannot get asymptotically pivotal statistics for testing β2 = β
0
2. If ˆ σuu is
a consistent estimator of σuu, then straightforward conditioning arguments may be used
to show that tIV(β
0
2) ⇒ N(0,1) so that valid inference on β2 may be performed using
standard methods. Interestingly, the Monte Carlo results of section 8 suggest that the
χ2(q − 1) distribution is a good approximation to the distribution of ARLIML(β
0
2), and
the χ2(1) distribution is a good approximation to the distribution of K(β
0
2).
6 Asymptotics Under Weak Instrument Case III
Under WI case III, instruments are weak for β1 and β2 individually but are strong for the
linear combination α = aβ1 + β2. To determine the limiting distributions of β1,β2 and
α, we follow Choi and Phillips (1992) and consider a rotation of the IV regression model
(1) to isolate the identiﬁed and weakly identiﬁed coeﬃcients. Deﬁne
˜ X1 = X1 − aX2
Then the rotated IV regression model is
y = ˜ X1β1 + X2α + u
˜ X1 = Z˜ Γ1 + ˜ v1
X2 = ZΓ2 + v2
where ˜ Γ1 = Γ1−aΓ2 and ˜ v1 = v1−av2, and has β1 weakly identiﬁed and α well identiﬁed.
Under WI case III, the analysis of the rotated IV regression model is identical to analysis
of the unrotated model under WI case II since ˜ Γ1 = aΓ2 +n−1/2g1 −aΓ2 = n−1/2g1 and
Γ2 6=0 . In particular, the TSLS estimate of β1 is inconsistent and the TSLS estimate of
α is consistent by asymptotically biased.
7C o n ﬁdence Regions
An asymptotically valid conﬁdence set for the scalar βi with level 1−α b a s e do ni n v e r t i n g
the statistic T(β
0





i) ≤ cα} (25)
where cα is the 1 − α quantile of the limiting distribution of T(β
0
i). Computing the
set (25) requires ﬁnding the values of β
0
i such that T(β
0
i) <c α. In general, this process




























































































































Figure 1: Test statistic values as a function of β
0
i from Monte Carlo realization under
weak instrument case II.
requires a numerical search. However, utilizing the insights of Dufour (1997), Zivot, Startz
and Nelson (1998) and Dufour and Jasiak (2001), if the inequality T(β
0
i) ≤ cα may be









i + c ≤ 0, (26)
where values of a, b, and c depend on the data and cα, then the conﬁdence regions deﬁned
by (25) have convenient closed form expressions and may take one of four shapes: a familiar




i ); the union of two rays (−∞,β
L
i ) ∪ (β
H
i ,∞); the
entire real line; or the empty set. In the appendix, we show that the inequality T(β
0
i) ≤ cα
may be expressed in the form (26) for S(β
0











i). Consequently, easy to compute analytic formulas for
the conﬁdence sets based on the former set of statistics are readily available.











i) in the presence of weak and good
instruments7. The plot of ARIV(β
0
i)i sa l m o s ti d e n t i c a lt oARLIML(β
0
i) and so is omitted.
The top panel of Figure 1 shows plots of these statistics, as functions of β
0
i, for a particular
Monte Carlo realization of the IV regression model (1) - (3) with k =2a n dq =5i n
7The conﬁd e n c es e t sf o rt h em o d i ﬁed t-statistics are almost identical to those for the S-statistic and
so are omitted.
14Weak Instruments Good Instruments
β1 β2 β1 β2
t2
IV [1.52,1.80] [1.00,1.12] [1.12,1.44] [1.00,1.24]
S2
1 [1.39,1.80] [0.99,1,14] [1.08,1.42] [0.99,1.26]
S2
4 [1.00,1.87] [0.95,1.20] [0.89,1.48] [0.92,1.36]
LR1 [0.76,1.62] [1.00,1.30] [0.92,1.32] [1.00,1.32]
LR4 [−∞,1.70] [0.92,2.22] [0.68,1.40] [0.90,1.46]
K [0.76,1.62] ∪ [2.00,2.06] [1.00,1.30] [0.94,1.32] ∪ [1.84,2.18] [1.00,1.32]
ARLIML ∅∅∅∅
ARproj [1.17,1.56] [1.03,1.18] [1.07,1.27] [1.07,1.23]
Notes: S2
1 and LR1 are computed using χ2
.05(1); S2
4 and LR4 are computed using χ2
.05(4)
Table 1: 95 Percent Conﬁdence Sets from Simulated Data
which β1 = 1 is weakly identiﬁed and highly endogenous and β2 = 1 is well identiﬁed
and minimally endogenous. The bottom panel of Figure 1 shows plots of the statistics
for a Monte Carlo realization in which both β1 and β2 are well identiﬁed8. Ninety ﬁve
percent conﬁdence intervals are the values of β
0
i such that the test statistic in question lies
below the appropriate critical value. These conﬁdence intervals are summarized in Table
1, along with the projection-based conﬁdence set determined from the joint AR statistic
(23). Based on the asymptotic results in the previous section, c.05 = χ2
.05(1) = 3.84 is




1)a sw e l l .
This critical value is the lower horizontal line on the plots. The critical value c.05(4) =
χ2
.05(4) = 9.481 is appropriate for ARLIML(β
0





1). This value is upper horizontal line on the plots. There is no valid
critical value for tIV(β
0
1)2. For the statistics testing β2 =1 , t h ec h i - s q u a r ec r i t i c a lv a l u e s
are not correct9. However, for illustrative purposes, these critical values are used when
forming the conﬁdence sets.
Consider ﬁrst the plots of the statistics as functions of β1 for the weak instrument
case given in the upper left panel of Figure 1. The tIV(β
0
1)2 statistic plots as a parabola
and the incorrect 95 percent conﬁdence region is a reasonably tight closed interval around
ˆ β1,IV =1 .66, (1.52,1.80), a region which excludes the true value. The shapes of the other
statistics are generally similar to each other but display some important diﬀerences. All
statistics eventually asymptote to a ﬁnite value. ARLIML(β1) always lies above the critical
value 9.481 and so produces an empty conﬁdence set. This results from the data rejecting
the overidentifying restrictions when one imposes β1 =1 . Unlike the ARLIML(β1)s e t ,





1) follow each other very closely except for a region around β
0
1 =2 . I n
fact K(β
0
1)d r o p st oz e r oa tt h ep o i n tw h e r eARLIML(β1) attains it maximum value, a
phenomenon noted by Kleibergen (2001). As a result, the 95 percent conﬁdence set based
on K(β
0
1) consists of two disconnected intervals with the true value β1 =1c o n t a i n e d




1) behave similarly. Both statistics
produce closed conﬁdence sets using the χ2(1) critical value, with β1 =1c o v e r e db yt h e
LR set but not by the S2 set. When the conservative χ2(4) critical value is used, the
lower limit of the LR set becomes unbounded whereas the S2 remains closed. With the
χ2( 4 )c r i t i c a lv a l u e ,t h eS2 set contains β1 =1 .
8In particular, for the top panel, the design is as described in section 8 for weak instrument case II with
γ11 =0 .2236 and γ22 =1 .1180. For the bottom panel, γ11 = γ22 =1 .1180. For both panels, ρu1 =0 .99
and ρu2 =0 .1
9The Monte Carlo results in the next section indicate that the chi-square critical values often produce
reasonable results.
15Next, consider the statistics for testing β1 = 1 when instruments are good for both





closed, and the right end-points of the sets are similar. Due to the high degree of en-
dogeneity of X1, the tIV(β
0
1)2 conﬁdence set still excludes β1 =1 . However, β1 =1i s
covered by the LR and K conﬁdence sets using the χ2(1) critical value, and is covered by
the S2 conﬁdence set using the χ2(4) critical value.
Now consider the test statistics as functions of β2. For both weak and good instruments
for β1,a l lc o n ﬁdence sets, except those based on ARLIML(β
0
2), are closed. The ARLIML
set for β
0
2 is empty, and the projection AR set does not cover the value β2 =1 . The





2)u s i n gt h eχ2(1) critical value are very similar and have the




2)u s i n gt h eχ2(1) critical value are
essentially identical.
8 Finite Sample Properties Under Weak Instruments
In this section, we evaluate the ﬁnite sample properties of the competing statistics for
making inference on individual structural coeﬃcients using a comprehensive set of Monte
Carlo experiments. Several authors have considered Monte Carlo designs for IV regressions
with weak instruments. The main papers are Choi and Phillips (1992), Hall, Rudebusch
and Wilcox (1997), Shea (1997), Staiger and Stock (1997), Zivot, Startz and Nelson
(1998), Dufour and Khalaf (1998), Blomquist and Dahlberg (1999), Flores-Lagunes (2000),
Kleibergen (2000, 2002), Taamouti (2001) and Hahn and Inuoe (2002). Most of the Monte
Carlo studies that have focussed on the performance of estimation and inference methods
in the presence of weak instruments are based on designs with a single right-hand-side
endogenous variable. Choi and Phillips (1992), Flores-Lagunes (2000) and Kleibergen
(2000) have considered designs with two right-hand-side endogenous variables, and the
results from these papers indicate that it may be misleading to extrapolate the results
from the one variable case to the multiple variable case. Much more work is needed in
the multiple right-hand-side variable case and we provide the most comprehensive study
to date.
8.1 Monte Carlo Designs for Multiple Endogenous Variables
The Staiger-Stock weak instrument asymptotics show that the distributions of IV esti-
mators and test statistics depend on three key nuisance parameters: (1) the degree of
endogeneity as measured by the correlation coeﬃcients ρu1,ρ u2 and ρ12;( 2 )t h en u m b e r
of instruments, q; and (3) the relevance of the instruments as measured by Λ
0Λ/q. In-
struments are irrelevant when Λ
0Λ/q = 0. For one right-hand side endogenous variable,
Staiger and Stock’s simulation experiments reveal that instruments are essentially weak
when 0 < Λ
0Λ/q < 10. Instruments become pretty good when Λ
0Λ/q > 10. In the mul-
tiple right-hand-side endogenous variable case, Λ
0Λ/q is a matrix and weak instruments
are characterized by the minimum eigenvalue of Λ
0Λ/q. In addition, Staiger and Stock
show that with weak instruments the performance of standard inference methods is the
worst in models with many irrelevant instruments (large value of q and Γ ≈ 0)a n dv e r y
high degrees of endogeneity.
The data generating process (DGP) for our experiments is similar to the designs in
16Flores-Lagunes (2000) and has the form
y = X1β1 + X2β2 + u
X1 = Z1γ11 + Z2γ12 + Z3Γ13 + v1
X2 = Z1γ21 + Z2γ22 + Z3Γ23 + v2
where β1 = β2 =1 , Γ13 = Γ23 = 0 and the covariates are generated following10:
Zt =( Z1t,Z 2t,Z0


























The q −2 variables in Z3 are superﬂuous instruments, since their coeﬃcient values in the
reduced form equations are zero. The main diﬀerence from the Flores-Lagunes designs is
that the instruments are mutually uncorrelated with unit variances. In this design,
ΣVV = I2,Q = Iq,λ = C = Γ/
√
n
ρ = ΣVu=( ρu1,ρ u2)0
Λ
0Λ = C0C = nΓ
0Γ
We set n = 100 and consider cases for which ρ =( 0 .5,0.5)0,(0.1,0.99)0,(0.99,0.1)0. Since
ρ12 =0 , the degree of overall endogeneity is measured by ρ0ρ = ρ2
u1+ρ2
u2. In the ﬁrst two
cases, X1 and X2 are moderately endogenous; in the third case, X1 is mildly endogenous
and X2 is strongly endogenous; in the fourth case, X1 is strongly endogenous and X2 is
mildly endogenous.
We consider the following parametertizations for Weak Instrument Cases I and II:























Here instruments are weak for both β1 and β2 if α<10. The following table sum-
marizes the values of γ for q =2 ,5,20 and n =1 0 0:
q/α 00 . 2 5 1
2 0 0.0707 0.1414
5 0 0.1118 0.2236
20 0 0.2236 0.4472




























Here instruments are weak for β1 if α<10, and the instruments are always good for
β2. The following table summarizes the values of γ11 for q =2 ,5,20 and n = 100 :
10The correlation coeﬃcients must satisfy ρ2
ue1 +ρ2
ue2 < 1 for the error covariance matrix to be positive
deﬁnite.
17q/α 01 1 0
2 0 0.1414 0.4472
5 0 0.2236 0.7071
20 0 0.4472 1.4142
The values of γ22, for q =2 ,5a n d2 0 , are 0.7071, 1.1180 and 2.2361, respectively.
8.2 Results
There are 27 diﬀerent designs for each of the weak instrument cases. For each design,
10,000 simulations are performed and the Monte Carlo experiments for each design use the
same random numbers to eliminate simulation noise between experiments. We compute
the unrestricted IV and LIML estimates as well as the corresponding estimates that impose
the restriction βi =1 . We also compute the IV and LIML t-statistics, the concentrated AR
statistics using the restricted IV and LIML estimates (21), the concentrated K statistic
(22), the projection-based conﬁdence sets based on the joint AR statistic, the S statistic11
(17)for testing the individual hypothesis
H0 : βi =1 ,i =1 ,2
The results of a subset of the experiments are summarized in Tables 2 - 4 and described
below. Power results are only reported for a subset of Weak Instrument Case II designs.
8.2.1 Weak Instrument Case I
In this design, the instruments are weak for both β1 and β2 in a symmetric way so results
are only presented for tests on β1. The asymptotic results indicate that none of the
tests considered are asymptotically pivotal. The empirical sizes of the tests for individual
coeﬃcients are summarized in Table 2. For the just identiﬁed models, the IV and LIML t-
statistics for βi (i =1 ,2) have size distortions that increase with ρi. The LR,ARLIML and
K statistics for βi are well behaved and appear to be very close numerically. This result
was also noted by Kleibergen (2000). The S and ARIV statistics for βi are nearly identical
and are slightly oversized when ρ˜i is large. The tests for βi b a s e do nt h ep r o j e c t e dA R
conﬁdence sets are very conservative. Most of the conﬁdence sets are unbounded, even
for moderately strong instruments.
For the overidentiﬁed models, the IV t-statistics and the S-statistics can be severely
size distorted using standard normal critical values, especially for highly overidentiﬁed
models with very weak instruments and ρi ≈ 1. The LIML-t, LR and ARIV statistics are





i) are more sensitive to the degree of endogeneity of X˜i than the degree of
endogeneity of Xi. In contrast, there is surprisingly little size distortion in the ARLIMLand





i) are larger for higher values of ρ˜i. The tests for βi based on
the projected AR conﬁdence sets are again very conservative when instruments are very
weak, but are nearly correctly sized when instruments become stronger. For instruments
of moderate strength, roughly thirty ﬁve percent of the conﬁdence sets are closed.
8.2.2 Weak Instrument Case II: Size
In this design, the instruments are weak for β1 but not for β2. T h ea s y m p t o t i cr e s u l t s
indicate that the S2,L R , A Rand K statistics for testing β1 = β
0
1 have asymptotically
11The results for the S statistic and the modiﬁed t-statistics (20) are almost identical so we only show
the results for the S-statistic.
18Design Test Statistics for H0 : β1 =1
qα ρ 1 ρ2 IV t LIML tA R IV ARLIML ARproj KL R 1 S1
20. 5. 5.014 .013 .024 .004 .000 .004 .004 .024
21. 5. 5.013 .013 .030 .007 .000 .007 .007 .030
21 0 . 5. 5.020 .020 .046 .015 .002 .015 .015 .046
20. 1. 9 9 .036 .036 .024 .004 .000 .004 .004 .024
21. 1. 9 9 .014 .014 .269 .045 .014 .045 .045 .269
21 0 . 1. 9 9 .005 .005 .208 .048 .011 .048 .049 .208
20. 9 9 . 1.616 .616 .024 .004 .000 .004 .004 .024
21. 9 9 . 1.221 .221 .029 .006 .001 .006 .006 .029
21 0 . 9 9 . 1.110 .110 .035 .013 .001 .013 .013 .035
50. 5. 5.152 .066 .035 .003 .001 .012 .061 .069
51. 5. 5.157 .060 .046 .007 .002 .015 .075 .062
51 0 . 5. 5.125 .052 .064 .023 .008 .031 .085 .054
50. 1. 9 9 .331 .144 .033 .002 .001 .011 .060 .108
51. 1. 9 9 .138 .018 .549 .052 .027 .057 .196 .076
51 0 . 1. 9 9 .056 .011 .352 .056 .024 .054 .140 .044
50. 9 9 . 1.992 .735 .034 .002 .001 .011 .060 .326
51. 9 9 . 1.826 .183 .035 .004 .002 .012 .020 .228
51 0 . 9 9 . 1.516 .090 .042 .016 .005 .022 .030 .121
2 0 0. 5. 5.818 .226 .056 .003 .002 .038 .347 .453
2 0 1. 5. 5.716 .159 .089 .011 .005 .048 .302 .373
20 10 .5 .5 .480 .090 .115 .052 .034 .056 .172 .242
2 0 0. 1. 9 9 .996 .320 .064 .004 .003 .039 .351 .721
2 0 1. 1. 9 9 .354 .040 .882 .079 .057 .082 .412 .122
20 10 .1 .99 .122 .058 .603 .082 .058 .066 .223 .050
20 0 .99 .1 1.00 .801 .063 .004 .003 .039 .351 1.00
20 1 .99 .1 1.00 .111 .066 .008 .006 .028 .042 .981
20 10 .99 .1 .981 .063 .072 .041 .029 .038 .043 .812
Table 2: Weak Instrument Case I: Empirical Rejection Frequency of 5 Percent Tests
pivotal or boundedly pivotal distributions in this case. The empirical sizes for the indi-
vidual coeﬃcient tests are summarized in Table 3. For the just identiﬁed models, the IV
and LIML t-statistics are sized distorted for β1 when ρ1 is high. The remaining statistics
for β1 are properly sized, as predicted by theory. Interestingly, when instruments are very





slightly over-sized when ρ1 ≈ 1a n dβ1 is weakly identiﬁed.
For the overidentiﬁed models, the IV and LIML t-statistics, S-statistic and LR statistic
for β1 can be severely size distorted using the χ2(1) critical value. The S2 and LR statistics
become size controlled, although conservative, when using the χ2(q − 1) critical value as
predicted by theory. The ARLIML and K statistics for β1 have stable sizes, as predicted
by theory. However, ARIV(β
0
2)i so v e rs i z e dw h e nρ1 ≈ 1a n dβ1 is weakly identiﬁed.
The tests for βi (i =1 ,2 )b a s e do nt h ep r o j e c t e dA Rc o n ﬁdence sets are conservative,
with the tests for β2 much more conservative than the tests for β1. The empirical size of
the tests for β1 does not vary with the quality of the instruments whereas the empirical
size of the tests for β2 becomes closer to the nominal size as the instruments for β1
improve. When instruments are weak for β1, most of the conﬁdence sets for β1 and β2
are unbounded. When instruments become moderately strong for β1, the percentage of
closed conﬁdence sets approaches the nominal coverage rates.
19Design Test Statistics for H0 : β1 =1
qα ρ 1 ρ2 IV t LIML tA R IV ARLIML ARproj KL R 1 LRq−1 S1 S2
q−1
20. 5. 5.016 .016 .050 .047 .013 .047 .047 .047 .024 .050
21. 5. 5.028 .028 .050 .047 .014 .047 .047 .047 .050 .050
21 0 . 5. 5.036 .036 .050 .047 .013 .047 .047 .047 .050 .050
20. 1. 9 9 .000 .000 .057 .048 .015 .048 .048 .048 .057 .057
21. 1. 9 9 .002 .002 .057 .048 .014 .048 .048 .048 .057 .057
21 0 . 1. 9 9 .021 .021 .057 .048 .014 .048 .048 .048 .057 .057
20. 9 9 . 1.620 .620 .048 .047 .013 .047 .047 .047 .048 .048
21. 9 9 . 1.131 .131 .048 .047 .013 .047 .047 .047 .048 .048
21 0 . 9 9 . 1.064 .064 .048 .047 .012 .047 .047 .047 .048 .048
50. 5. 5.147 .087 .058 .054 .028 .058 .228 .023 .078 .004
51. 5. 5.117 .070 .058 .054 .028 .054 .124 .012 .050 .003
51 0 . 5. 5.058 .044 .058 .054 .030 .051 .056 .002 .046 .002
50. 1. 9 9 .008 .006 .072 .055 .030 .058 .232 .024 .022 .001
51. 1. 9 9 .017 .017 .072 .055 .029 .057 .143 .013 .029 .002
51 0 . 1. 9 9 .040 .043 .072 .055 .031 .051 .057 .003 .045 .002
50. 9 9 . 1.989 .740 .055 .054 .027 .059 .227 .023 .419 .052
51. 9 9 . 1.512 .098 .055 .054 .027 .048 .049 .002 .139 .011
51 0 . 9 9 . 1.107 .050 .055 .054 .029 .048 .047 .002 .055 .004
2 0 0. 5. 5.693 .272 .086 .082 .065 .085 .531 .004 .346 .000
2 0 1. 5. 5.402 .106 .086 .082 .065 .059 .179 .000 .206 .000
20 10 .5 .5 .105 .054 .086 .082 .066 .052 .058 .000 .083 .000
2 0 0. 1. 9 9 .066 .086 .103 .083 .065 .085 .533 .004 .018 .000
2 0 1. 1. 9 9 .053 .099 .103 .083 .065 .066 .221 .000 .025 .000
20 10 .1 .99 .048 .059 .103 .083 .067 .053 .062 .000 .039 .000
20 0 .99 .1 1.00 .799 .082 .082 .061 .086 .528 .004 1.00 .071
20 1 .99 .1 .981 .070 .082 .082 .066 .049 .049 .000 .812 .002
20 10 .99 .1 .228 .048 .082 .082 .066 .047 .049 .000 .203 .000
Table 3: Weak Instrument Case II: Empirical Rejection Frequency of 5 Percent Tests
8.2.3 Weak Instrument Case II: Power
Three sets of power experiments are run to evaluate the tests for individual coeﬃcients.
In the ﬁrst two sets, nominal ﬁve percent tests for the null hypothesis β1 = 1 against
the alternatives β1 =1+δ, for selected values of δ, are computed for designs in which
instruments are moderately strong for β1 and for designs for which instruments are weak
for β1. In the third set, ﬁve percent tests for the null hypothesis β2 = 1 against the
alternatives β2 =1+δ are computed in designs for which instruments are weak for β1.
In all cases size-adjusted power is computed using the ﬁnite sample critical values based
on the Monte Carlo experiments under the appropriate null hypothesis.
Figure 2 shows the power results for tests on β1 for the designs in which instruments
are good (α = 10) and endogeneity is moderate for both variables (ρ1 = ρ2 =0 .5). In
these designs all of the test statistics have size close to nominal size12.F o r q =2 , the
power of the IV and LIML t-statistics are almost identical, and the power of the LR,
12F o ra l lp l o t s ,s i z e da d j u s t e dp o w e rb a s e do nt h eχ2(1) critical value is used for the S and LR statistics
because these statistics have size close to the nominal size of 5% based on using the χ2(1) critical value.
T h ep o w e rr e s u l t sf o rt h em o d i ﬁed t statistics are almost identical to those for the S statistic and therefore
are omitted. Similarly, the power results for the ARLIML and ARIV statistics are almost identical and
so the results for ARIV are omitted.
20Design Test Statistics for H0 : β2 =1
qα ρ 1 ρ2 IV t LIML tA R IV ARLIML ARproj KL R 1 LRq−1 S1 S2
q−1
20. 5. 5.007 .007 .023 .044 .000 .004 .004 .004 .023 .023
21. 5. 5.018 .018 .046 .044 .002 .014 .014 .014 .046 .046
21 0 . 5. 5.038 .038 .056 .045 .022 .049 .049 .049 .056 .056
20. 1. 9 9 .013 .013 .025 .053 .001 .004 .004 .004 .025 .025
21. 1. 9 9 .029 .029 .030 .049 .002 .012 .012 .012 .030 .030
21 0 . 1. 9 9 .051 .051 .049 .051 .024 .047 .047 .047 .049 .049
20. 9 9 . 1.011 .011 .028 .047 .000 .004 .004 .004 .028 .028
21. 9 9 . 1.003 .003 .227 .046 .006 .054 .054 .054 .227 .227
21 0 . 9 9 . 1.022 .022 .080 .049 .028 .055 .055 .055 .080 .080
50. 5. 5.033 .014 .034 .049 .001 .009 .015 .000 .028 .001
51. 5. 5.045 .023 .063 .048 .004 .022 .030 .000 .040 .001
51 0 . 5. 5.057 .048 .063 .043 .033 .054 .057 .002 .056 .002
50. 1. 9 9 .048 .017 .034 .060 .000 .009 .015 .000 .028 .001
51. 1. 9 9 .061 .031 .039 .056 .004 .019 .025 .000 .043 .001
51 0 . 1. 9 9 .071 .051 .053 .044 .031 .052 .053 .002 .056 .002
50. 9 9 . 1.037 .017 .036 .050 .001 .009 .014 .000 .026 .003
51. 9 9 . 1.018 .008 .386 .049 .024 .055 .058 .002 .050 .005
51 0 . 9 9 . 1.043 .043 .102 .048 .037 .055 .058 .002 .060 .004
2 0 0. 5. 5.080 .019 .059 .053 .002 .023 .038 .000 .062 .000
2 0 1. 5. 5.082 .041 .111 .045 .016 .043 .050 .000 .070 .000
20 10 .5 .5 .076 .057 .089 .019 .029 .055 .057 .000 .066 .000
2 0 0. 1. 9 9 .132 .020 .062 .091 .001 .021 .036 .000 .097 .000
2 0 1. 1. 9 9 .135 .043 .069 .063 .014 .037 .044 .000 .104 .000
20 10 .1 .99 .135 .054 .076 .016 .026 .054 .055 .000 .108 .000
20 0 .99 .1 .097 .024 .061 .054 .002 .022 .038 .000 .071 .000
20 1 .99 .1 .040 .030 .657 .048 .027 .058 .061 .000 .058 .000
20 10 .99 .1 .055 .058 .149 .030 .028 .058 .061 .000 .056 .000
Table 4: Weak Instrument Case II: Empirical Rejection Frequency of 5 Percent Tests
ARLIML, K and S statistics are almost identical. The IV and LIML t-statistics have
higher power for δ>0a n dt h eLR, ARLIML, K and S statistics have slightly higher
power for δ<0. The power of the projected AR conﬁdence set is uniformly below the
power of the other test statistics. For q>2, the power of the IV and LIML t-statistics
diﬀer slightly, and the LR, K and S statistics have very similar power. Due to the larger
critical values, the ARLIML statistic loses power relative to the other statistics and is
c l o s et ot h ep o w e ro ft h ep r o j e c t e dAR conﬁdence set. Interestingly, the power of the K
statistic is not monotonic for δ<0. The IV t-statistic has the best power for δ>0a n d
the S statistic has the best overall power for δ<0.
Figure 3 gives the power results for the tests on β1 for designs in which instruments are
weak (α = 1) and endogeneity is moderate for both variables. In these designs, the IV and
LIML t-statistics and LR statistics are moderately over sized whereas the other statistics
are size controlled. In general, the size adjusted power of the IV and LIML t-statistics
dominate the power of the other statistics. However, this result is somewhat misleading
since size adjustment is not possible in empirical applications. When q =2 , the power
of the ARLIML, K, LR and S statistics is identical and never exceeds 0.4. When q>2
t h ep o w e r so ft h eARLIML, K, LR and S statistics diverge and the S statistic generally



























































































































































Figure 2: Size adjusted power of various test statistics. Weak instrument case II, moderate
instruments for X1.
curves are very similar with the ranking LR > ARLIML > projected AR. Contrary to
the results of Kleibergen (2000), the K statistic often has lower power than the ARLIML
statistic and the projected AR statistic.
Figure 4 gives the power results for the tests on β2 for designs in which instruments
are weak for β1 (α = 1) and endogeneity is moderate for both variables (ρ1 = ρ2 =0 .5).
In these designs, all of the tests for β2 are generally undersized. When q =2 , the power
of the IV and LIML t-statistics are similar and dominate the power of the other statistics.
The power curves for ARLIML, K, LR and S are similar in shape and ﬂatten out for large
values of |δ|, suggesting that they are inconsistent tests. The power of the projected AR
conﬁdence set is uniformly the lowest, and never rises above about 17%. For q>2, all
statistics exhibit higher power than when q =2 . The IV and LIML t-statistics and the S
statistic are very similar and exhibit the highest power, followed by the LR, ARLIML and
projected AR statistics. For highly overidentiﬁed models, the power of the K statistic is
non-monotonic in |δ| and is lower than the power of the projected AR conﬁdence set.
9 Conclusion
For inference on individual structural coeﬃcients in IV regression models with weak in-




































































































































































Figure 3: Size adjusted power for various test statistics. Weak instrument case II, weak
instruments for X1.
identiﬁed coeﬃcients using a variety of statistics as long as the remaining coeﬃcients are
well identiﬁed. The asymptotic results show that valid inference on well identiﬁed coeﬃ-
c i e n t si nt h ep r e s e n c eo fs o m ew e a k l yi d e n t i ﬁed coeﬃcients is problematic. However, the
Monte Carlo experiments show that tests on the well identiﬁed coeﬃcient based on all of
the statistics except the IV t-statistic are generally undersized. The only asymptotically
valid tests for individual coeﬃcients regardless of the quality of the instruments are based
on projections of asymptotically valid tests for all coeﬃcients. Most of the statistics per-
form as well IV t-statistic when instruments are good and generally much better than the
IV t-statistic when instruments are weak. The concentrated K and ARLIML statistics
have the most stable size across the Monte Carlo experiments, even in situations for which
the asymptotic theory shows the statistics to be non-pivotal. Tests based on the projected
AR conﬁdence sets are also well behaved but can be quite conservative if instruments are
moderately weak for some or all of the right-hand-side endogenous variables. Interest-
ingly, none of the statistics dominate in terms of power. The best statistic to use depends
on the characteristics of the data generating process, which are unobservable in real data.
The current practice for IV estimation in commercial software is that estimated co-
eﬃcients are accompanied by the estimated asymptotic standard error. This allows for
trivial computation of conﬁdence intervals and tests of point hypotheses. However, if
instruments are weak then these conﬁdence intervals may be highly misleading. For IV




































































































































































Figure 4: Size adjusted power for various test statistics. Weak instrument case II. Weak
instruments for X1.
of being weak for one variable but not the others, then we recommend that conﬁdence
intervals be formed by inverting either the K, AR, S or modiﬁed-t statistics. If instru-
ments are suspected of being weak for all variables the conﬁdence intervals based on the
projected joint AR statistic should be computed.
2410 Appendix A
The proofs of Theorems 1 and 2 follow from straightforward manipulations of the results
in the following lemmas.
Lemma 1. Under Assumption 1 and weak instrument case I, the following results hold








iPZXi = ˆ Γ0
iZ0Zˆ Γi ⇒ σii(λi+zi)0(λi+zi)=σiiηi
4. X0
iPZX−i = ˆ Γ0
iZ0Zˆ Γ−i ⇒ (σiiσ˜i˜i)1/2(λi+zi)0(λ−i+z−i)
5. X0
iPZu = ˆ Γ0
iZ0u ⇒ (σiiσuu)1/2(λi+zi)0zu =( σiiσuu)1/2ξi
Lemma 2. Under Assumption 1 and weak instrument case II, the following results hold















1PZX1 = ˆ Γ0
1Z0Zˆ Γ1 ⇒ σ11(λ1+z1)0(λ1+z1)
7. n−1/2X0














1PZu = ˆ Γ0
1Z0u ⇒ (σ11σuu)1/2(λ1+z1)0zu
10. n−1/2X0




Proof of Theorem 1.
Under H0 : β1 = β
0
1, y − X1β
0
1 = X2β2 + u so that
˜ β2(β
0
1) − β2 =( X0
2PZX2)−1X0
2PZu (27)
Using results 3 and 5 of Lemma 1, it follows that
˜ β2(β
0













































































Proof of Theorem 2
First consider the Part 1 results. From the formula for the partitioned IV estimate of
βi, it follows that
ˆ βi,IV − βi =(ˆ X
0
iˆ Q˜iˆ Xi)−1ˆ X0
iˆ Q˜iu,i=1 ,2
Using the results of Lemma 2,
ˆ X0



















= σ11(λ1 + z1)0QM1/2Γ2(λ1 + z1)
ˆ X0




















=( σ11σuu)1/2(λ1 + z1)0QM1/2Γ2zu
where QM1/2Γ2 = Iq−M1/2Γ2(Γ0
2MΓ2)−1Γ0
2M1/20 is an idempotent matrix of rank q−1.
Therefore,




¶1/2 (λ1 + z1)0QM1/2Γ2zu




Similarly, results of Lemma 2 imply
n−1ˆ X0
2ˆ Q1ˆ X2 = n−1ˆ Γ0











Iq − (λ1 + z1)0 [(λ1 + z1)0(λ1 + z1)]

















ˆ β2,IV − β2 ⇒ 0
and ˆ β2,IV is consistent for β2. Furthermore, using Lemma 2 again gives
n−1/2ˆ X0













Iq − (λ1 + z1)0 [(λ1 + z1)0(λ1 + z1)]


















Last, consider ˆ σuu,IV = n−1ˆ u0
IV ˆ uIV where
ˆ uIV = y − X1ˆ β1,IV − X2ˆ β2,IV
= u − X1(ˆ β1,IV − β1)+X2(ˆ β2,IV − β2)
Now, using the results of Lemma 2
n−1ˆ u0
IV ˆ uIV = n−1u0u − 2n−1u0X1(ˆ β1,IV − β1) − 2n−1u0X2(ˆ β2,IV − β2)
+n−1X0
1X1(ˆ β1,IV − β1)2 +2 n−1X0
1X2(ˆ β1,IV − β1)(ˆ β2,IV − β2)
+n−1X0
2X2(ˆ β2,IV − β2)2






















































where A = QM1/2Γ2(λ1 + z1).
Parts (e), (f) and (g) follow from standard asymptotic arguments given assumption 1
since, under H0 : β1 = β
0
1, the restricted model
y − X1β
0
1 = X2β2 + u
is a well identiﬁed IV regression model.











since QM1/2Γ2 is an idempotent matrix with rank 1. When q>2, ˆ kLIML 6= 1 but, as
shown by Wang and Zivot, n(ˆ kLIML − 1) ⇒ ξ where ξ is a random variable that only





uQM1/2Γ2zu ∼ χ2(q − 1)
since QM1/2Γ2 is an idempotent matrix with rank q − 1.




1 =( ˆ X0
1ˆ Q2ˆ X1)((ˆ X
0










From the results for part (a), it follows that
ˆ Ψ2






where A = QM1/2Γ2(λ1 + z1). Provided ˆ σ
2





















uQM1/2Γ2zu ∼ χ2(q − 1)
The proof for ˜ tIV(β
0
1)2 is identical given that ˜ σuu,IV (β
0
1) ⇒ σuu.




1) − β2 is given by (27) and ˜ u(β
0
1)i s
given by (28). The numerator of ARIV(β
0




















































u =( PZ−Pˆ X2)u
where PZ−Pˆ X2 is idempotent. Therefore, the numerator of ARIV(β
0
1)i s
u0(PZ−Pˆ X2)u = u0PZu − u0Pˆ X2u





































1)=u0(PZ−Pˆ X2)u ⇒ σuuz0
u(Iq − PM1/20Γ2)zu
where Iq − PM1/20Γ2 is an idempotent matrix of rank q − 1.







































































































































u(Iq − PM1/20Γ2)zu ∼ χ2(q − 1)
Given that ˜ β2,LIML(β
0




u(Iq − PM1/20Γ2)zu ∼ χ2(q − 1).
Part (k) follows directly from the results in Kleibergen (2001).
11 Appendix B
In this appendix, we follow Zivot, Startz and Nelson (1998) and show how to compute
ARIV and S conﬁdence regions in closed form, that are asymptotically valid under weak
instrument case II. As stated in section 7, analytic conﬁdence intervals may be obtained if
the non-rejection region of the test statistic in question may be expressed as the quadratic
inequality (26). For the statistic ARIV(βi), the (1 − α) · 100% conﬁdence region (35) is






















α(q − 1) (29)
where χ2
α(q − 1) denotes the right tail α percent quantile of the chi-square distribution












i) ≤ 0 (30)











The inequality (30) may be put in the form (26) with a= y0Dy,b= −2y0DXi and
c = X0
iDXi.
To derive analytic expressions for the S-conﬁdence region, it is more convenient to
ﬁnd those values of β
0
i that satisfy S2
i ≤ c2
α, which implies Ψ2
i ≤ ˆ σ
2
ˆ Ψic2
α. For a conservative
conﬁdence set, use c2
α = χ2
α(q − 1). However, as illustrated in section 8, the critical value
c2
α = χ2
α(1) is often appropriate. In order to compute analytic conﬁdence intervals, it is
useful to deﬁne ˆ φi ≡ ˆ ∆iˆ βi,IV a n dt h e nn o t e 13
ˆ Ψ2
i = ˆ ∆2
iβ
02
i − 2ˆ ∆iˆ φiβ
0





ˆ Ψi = var(ˆ Ψi)=β
02
i var(ˆ ∆i) − 2β
0
icov(ˆ ∆i, ˆ φi)+var(ˆ φi) (32)
From equations (31) and (32), the condition Ψ2
i < ˆ σ
2
ˆ Ψic2
α gives the conﬁdence region










−ˆ ∆iˆ φi + c2
















−ˆ ∆iˆ φi + c2
αcov(ˆ ∆i, ˆ φi)
´
and




T h en o n - r e j e c t i o nr e g i o n sb a s e do nt h eARLIML,LR and K statistics cannot be ex-
pressed as the simple quadratic inequality (26), because the restricted LIML estimate
˜ β˜i,LIML(β
0
i) is a complicated nonlinear function of β
0
i.
The S−conﬁdence region is deﬁned by the roots of equation (33). Let
R =
r³
−ˆ ∆iˆ φi + c2




















ˆ ∆iˆ φi − c2










α, then the conﬁdence region from inverting S2





i ). For higher critical values, if ˆ ∆2
i/var(ˆ ∆2
i) <c 2
α,t h eS-region is the union of two




i ,∞)i fR in (34) is real, and the entire real line otherwise.
The corresponding conﬁdence region is the entire real line when the argument to the root
in (34) is negative, which occurs for critical values above c∗, where
c∗ =
v u u t ˆ ∆2
ivar(ˆ φi)+ˆ φ
2
ivar(ˆ ∆i) − 2ˆ ∆iˆ φicov(ˆ ∆i, ˆ φi)
var(ˆ ∆i)var(ˆ φi) − cov(ˆ ∆i, ˆ φi)2
In suﬃciently well identiﬁed models the uncertainty about ˆ ∆i is negligible, so var(ˆ ∆i) <<
ˆ ∆2
i, cov(ˆ ∆i, ˆ φi) << ˆ ∆iˆ φi, and var(ˆ φi) ≈ ˆ ∆2














































i } = ˆ βi,IV ± cα/2
q
var(ˆ βi,IV )










∂ˆ λ ,w h e r e
the vector of partial derivatives are computed numerically.
30This establishes that S-regions approach the intervals based on the usual IV t-statistic as
identiﬁcation becomes certain. Evaluating the ratio of ˆ Ψ2
i to ˆ σ
2
ˆ Ψi as β
0
i → ±∞, it follows
immediately that limβ0
i→±∞ S2
i = ˆ ∆2
i/var(ˆ ∆2
i). Therefore, the S-region is unbounded iﬀ
the “Wald statistic” for identiﬁcation of βi is not signiﬁcantly diﬀerent from zero, as in
this case S2
i asymptotes to a value less than c2






α for large values of |β
0
i| so extreme value of β
0
i are not rejected. It follows that
the S-region asymptotically satisﬁes Dufour’s (1997) condition requiring, in the case of
an e a rn o n - i d e n t i ﬁcation, that a (1 − α) · 100% conﬁdence region be unbounded at least
1 − α percent of the time for the regions to attain coverage probability 1 − α.
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