Although missing data are prevalent in genetic and genomics data sets, existing implementations of Gaussian mixture models (GMMs) require complete data. Standard practice is to perform complete case analysis or imputation prior to model fitting. Both approaches have serious drawbacks, potentially resulting in biased and unstable parameter estimates. Results: Here we present MGMM, an R package for fitting GMMs in the presence of missing data. Using three case studies on real and simulated data sets, we demonstrate that MGMM is more effective at recovering true cluster assignments than standard GMM following state of the art imputation.
Introduction
Gaussian mixture models (GMMs) provide a flexible approach to multivariate density estimation and probabilistic clustering. Existing implementations of GMMs in the R computing environment, such as mclust and mixtools, require complete data. However, missing data are common in applications. Although widely applied, standard approaches for addressing missing data prior to clustering, including complete case analysis and imputation, have serious drawbacks. Complete case analysis makes inefficient use of the data, discarding information from observations that are only partially observed, which which leads to increased estimation variance. On the other hand, mean imputation introduces bias by making the incomplete observations appear less variable, and by shrinking the incomplete observations towards the complete data. This can result in inaccurate posterior membership probabilities that place excess weight on clusters with lower missingness. Although methods have been described for estimating GMMs from incomplete data (Ghahramani and Jordan, 1994) , there are no existing implementations in R. To fill this gap, we present MGMM, an computationally efficient package for maximum likelihood (ML) estimation of GMMs in the presence of missing data. In contrast to complete case analysis, our approach makes full use of the available data, and in contrast to imputation, our approach is unbiased, and correctly propagates uncertainty. We present three case studies demonstrating that ML estimation via our expectation conditional maximization (ECM) algorithm (Meng and Rubin, 1993) outperforms imputation followed by standard GMM in recovering the true cluster assignments.
Methods

Setting
Consider n independent vectors y i = vec(Y i1 , · · · , Y ip ) in R p , each arising from one of k distinct clusters. Let Z ij = 1 if the ith observation belongs to the jth cluster, and define the k × 1 indicator vector z i = vec(Z i1 , · · · , Z ik ). Conditional on membership to the jth cluster, y i follows a multivariate normal distribution, with cluster-specific mean µ j and covariance Σ j . Let π j denote the marginal membership probability of the jth cluster. The observations can be viewed as arising from the following hierarchical model:
Marginalized over the cluster assignment vector z i , each observation y i follows a k component Gaussian Mixture Model (GMM):
To perform estimation in the presence of missingness, we derive the EM objective function Q(π, θ|π (r) , θ (r) ), which is the expectation of the complete data log likelihood, given the observed data and current parameter estimates. The EM objective is optimized using a sequence of three conditional maximizations. Letγ (r) ij denote the responsibility of the jth cluster for the ith observation, which is the current conditional probability of membership to that cluster, given the observed data. In the first step, the cluster means are updated using the responsibility-weighted average of the working outcome vectorsŷ (r) ij . In the next step, the cluster covariances are updated using the responsibility-weighted average of the working residual outer products. In the final step, the cluster responsibilities and marginal membership probabilities are updated using the new means and covariances. This process iterates until the improvement in the EM objective drops below some tolerance ϵ (see supplementary notes).
Benchmarking against Imputation-based Methods
We designed a benchmarking procedure (see supplementary notes) to compare the performance of MGMM with imputation followed by standard GMM. The imputation methods included: naive mean and median imputation, k-nearest neighbors (kNN) imputation (Kowarik and Templ, 2016) , multiple imputation by chained equations (MICE) (Buuren and Groothuis-Oudshoorn, 2010) , and random forest imputation (Stekhoven and Bühlmann, 2011) . We assessed the quality of the clustering by calculating the Adjust Rand Index (ARI) between the estimated and reference clusterings. An advantage of MGMM and MICE is that both provide an indication of the uncertainty in the cluster assignment. For each, we created an additional clustering rule in which observations with high assignment uncertainty were discarded (see supplementary notes). 
Results
We applied the benchmarking procedure to three case studies: a four component mixture of bivariate Gaussians, a cancer patient RNA-seq data set, and GWAS summary statistics for cardiovascular disease risk (Julienne et al., 2019) .
Simulated Mixture of Gaussians Data
When the underlying distribution was a GMM, MGMM uniformly dominated imputation plus GMM (figure S1). Filtering out observations with elevated posterior entropy strikingly improve assignment accuracy. This suggest that MGMM correctly assess cluster assignment uncertainty, providing users with a mechanism for identifying observations with low confidence cluster assignments. Imputation by kNN and MICE performed similarly. Filtering out observations based on cluster assignment uncertainty only slightly improved the performance of MICE. Naive mean and median imputation strongly under-performed, and at elevated missingness created singularities in the data set that prevented the convergence of GMM.
Cancer Patient RNA-seq Data Set
To compare MGMM with imputation plus GMM in more realistic settings, we applied both to a Cancer RNA-Seq data set. Gene expression was measured in n = 801 patients having 1 of 5 tumor types. MGMM remained highly effective across missingness levels, especially when combined with entropy-based filtering. k-NN, MICE plus filtering, and missForest were competitive with base MGMM. MICE without filtering under-performed on these data, perhaps due to the presence of non-linear cluster boundaries. Mean and median imputation were not competitive at missingness exceeding 20%.
GWAS Summary Statistics
Finally, we considered clustering vectors of GWAS summary statistics arising when the same set of SNPs is tested for association with multiple traits. We considered a simulated data set, and three real data examples. For both simulated and real 3-trait data, the effect size heat map demonstrates clear cluster differentiation. MGMM with filtering performs competitively with the non-linear imputation strategies, kNN and missForest (see figures S3-S4). In the first 5-trait example (S5), cluster are clearly delineated and MGMM performs similarly to non linear imputation methods. The second 5-trait example exhibits poorlyseparated clusters, which caused MGMM to under-perform at elevated missingness. This deterioration is reasonable given the drastic departure of the clusters from the assumed generative model.
Conclusion
We have presented MGMM, a powerful, general purpose R package for ML-based estimation of GMMs in the presence of missing data, and demonstrated that MGMM outperforms imputation plus standard GMM on various real and simulated data sets.
