In this paper the water quality forecasting at the Nanjinguan water quality monitoring station of Yangtze River, China, is presented 
Introduction
Surface water is a primary natural resource for our daily life and economic development. Rivers and streams are the most important sources of water for irrigation, industrial and other uses and serve as the lifelines of populations living in river basins. It is also one of the most sensitive and vulnerable resources, because industrial, agricultural and other anthropogenic activities can negatively impact these areas. The river systems are most adversely affected due to their dynamic nature and easy accessibility for the disposal of waste directly or indirectly through drains. Deterioration of water quality has initiated serious management efforts in many countries. Tourism, recreation, and fishing require at least an acceptable level of water quality. Most acceptable ecological and water related decisions are difficult to make without careful modeling, prediction and analysis of river water quality for typical development scenarios. Accurate predictions of future water quality are the lifeblood of optimal water resources management in a watershed [1] [2] .
In general, two kinds of approaches have been extensively employed to simulate and predict water quality. One is based on a mechanistic approach while the other simulates water quality without considering a mechanism. As far as the former method is concerned, a variety of well-studied water quality models with a relatively clear mechanism have been widely applied [3] [4] [5] [6] . However, these water quality models often require sufficient information including simulation parameters, external sources or sinks and so on. Additionally, it is often a difficult task to simulate the water quality system with these models when only incomplete monitoring data and little background information are available. Therefore, some researchers have studied the possibility of establishing models without considering the mechanism. The latter method often focus on the time series forecasting, which is an important area of forecasting in which past observations of the same variable are collected and analyzed to develop a model describing the underlying relationship. The model is then used to extrapolate the time series into the future. This modeling approach is particularly useful when there is no satisfactory explanatory model that relates the prediction variable to other explanatory variables.
Much effort has been devoted to the development and improvement of time series forecasting models [7] [8] [9] .
One of the most important and widely used time series models is the autoregressive integrated moving average (ARIMA) model. The popularity of the ARIMA model is due to its statistical properties as well as the well-known Box-Jenkins methodology [10] . It is accepted as a standard representation of stochastic time series [11] . The most important disadvantage for the ARIMA modeling approach is that the time series under study are generated from linear process and therefore, no nonlinear patterns can be captured by the ARIMA model. They may be inappropriate if the underlying mechanism is nonlinear. In fact, real world systems are often nonlinear [12] . Over the past 20 years, artificial neural networks (ANNs) were introduced as efficient tools for time series forecasting. ANNs are nonliear and can approximate any continuous function to any desired accuracy. A significant advantage of the ANNs approach in system modeling is that one need not have a welldefined physical relationship for systematically converting an input to an output. Artificial neural networks have been used increasingly for prediction and forecasting in water resources. Dawson and Wilby discussed the development and application of artificial neural networks to flow forecasting in two flood-prone UK catchments using real hydrometric data [13] . Yan and Guo presented a BP neural network prediction model based on time series for chlorine residual to accurately reflect the variation of the Chlorine Residual Concentration of the water supply network [14] . Palani et al demonstrated the application of ANNs to model the values of selected seawater quality variables, having the dynamic and complex processes hidden in the monitored data itself [1] . Singh et al successfully developed two models based on artificial neural networks for computation of the dissolved oxygen and biochemical oxygen demand concentrations in Gomti river (India) [15] .
Most of the studies mentioned above were simple applications of using traditional time series approaches and ANNs. Many of the real-life time series are extremely complex to be modeled using simple approaches especially when high accuracy is required. Both theoretical and empirical findings have suggested that combining different models can be an effective way to improve the predictive performance of each individual model, especially when the models in the ensemble are quite different [16] [17] . Recently, many studies provide good descriptions of the hybrid ARIMA-ANN models [18] [19] [20] [21] [22] [23] . Zhang proposed a hybrid ARIMA and ANNs model to take advantage of the two techniques and applied the proposed hybrid model to three kinds of time series, and demonstrated that the combined model can be an effective way to improving forecasts achieved by either of the models used separately [7] . Khashei and Bijari proposed a new hybrid model and yielded more accurate results than Zhang's hybrid model and also both ARIMA and ANNs models used separately across two different time horizons and with both error measures [7, 24] . This hybrid ARIMA-ANN approach has recently been used for tourist arrival forecasting [19] , hydrology [25] , supply chain management [18] , freshwater phytoplankton dynamics [26] , watersheds [22] , fish catch [20] production values of the machinery industry [27] , price forecasting of electricity markets [21] , and in other areas [28] [29] , but all of them are not related to water quality. So far, only one hybrid model have been applied to water quality forecasting (Faruk, 2010) . Faruk used the hybrid model proposed by Zhang to do the water quality forecasting and provided much better accuracy over the ARIMA and neural network models [2, 7] .
The focus of this paper was to develop a hybrid model to predict water quality time series data and assess its performance relative to ARIMA and ANNs models. The rest of the paper is organized as follows. Next section presents the study area, water quality data, reviews the basic concepts and modeling approaches of ARIMA and ANNs and introduces the hybrid model. Section 3 presents comparisons of the performance for the different models. Section 4 contains the concluding remarks
Materials and methods

Study area and data
The Yangtze River, over 6,300 kilometers long, is the largest and longest river in China, and the third-longest in the world, next only to the Nile in northeast Africa and the Amazon in South America. The source of the Yangtze River lies to the west of Geladandong Mountain, the principal peak of the Tanggula Mountain chain in the Qinghai-Tibetan Plateau, southwest of China. The river flows from west to east through provinces of Qinghai, Tibet, Sichuan, Yunnan, Sichuan, Hubei, Hunan, Jiangxi, Anhui and Jiangsu as well as the city of Shanghai, finally emptying into the East China Sea. With plenty of rainfall all year round, the Yangtze River is named the golden watercourse.
In the present study, the Nanjinguan monitoring station was selected for analysis. The Nanjinguan water quality monitoring station is located about 10 km upstream of the city of Yichang. The data set from the station, is composed of two water quality parameters monitored over 5 years, measured by the China National Environmental Monitoring Center of China (CNEMC). The selected water quality parameters include dissolved oxygen (DO) and chemical oxygen demand (COD). The data for these parameters available for the analysis are on a weekly basis for the period of five years from 2006 to 2010. The former 4-year (2006-2009) records for each water quality indicator were used to obtain the best model fit for each indicator. The remaining year (2010) records were set aside for model verification and comparisons for forecasting purposes. The data compositions for the water quality indicators were given in table 1. 
The ARIMA model
The ARIMA model, introduced by Box and Jenkins [10] , has been one of the most popular models for time series forecasting analysis. In the ARIMA model the future value of an indicator is assumed to be a linear function of several past observations and random errors. It is described here briefly. The simple ARIMA model has a general form of ARIMA (p, d, q) where p is the order of the autoregressive (AR) term, q is the order of the moving average (MA) term and d is the order of the differencing. In general, an ARIMA (p, d, q), can be presented as
where, t y and e t are the actual value and random error at time period t, respectively; 
The ANNs model
The concept of artificial neurons was first introduced in 1943 [30] and applications of ANNs in research areas began with the introduction of the back propagation (BP) training algorithm for feedforward ANNs in 1986 [31] . The most significant advantages of the ANNs models over other classes of nonlinear models is that ANNs can approximate any continuous function to any desired accuracy and no prior assumption of the model form is required in the model building process [29, 32] .
Among many neural network architectures, the three layers feedforward back propagation network with the single hidden layer is the most commonly used [33] .
The relationship between the output ( t y ) and the inputs ( 
where, ij w ( i=0,1,2,…,α; j=1,2,…,β) and j w ( j=1,2,…,β) are model parameters often called connection weights; α is the number of input nodes and β is the number of hidden nodes. In the case of the studied here, the logistic function is often used as the hidden layer transfer function that are shown in Eq. (3),
Therefore, the ANNs model of Eq. (2) 
where, w is vector of all parameters and ( ) f  is a function determined by the network structure and connection weights. Thus, the neural network is equivalent to a nonlinear auto-regressive model. The back propagation is a commonly used learning algorithm in ANNs application. It uses the back propagation of the error gradient. This training algorithm is a technique that helps distribute the error in order to arrive at a best fit or minimum error. After the information has gone through the network in a forward direction and the network has predicted an output, the back propagation algorithm redistributes the error associated with this output back through the model, and weights are adjusted accordingly. Minimization of the error is achieved through several iterations. Each neuron in a layer is connected to every neuron in the next layer. These links are given a synaptic weight that represents its connection strength [34] . Although, traditional BP uses a gradient descent algorithm to determine the weights in the network, it computes rather slowly due to linear convergence. Hence, Levenberg-Marquardt algorithm (LM), which is much faster as it adopts the method of approximate second derivative was used in this study [35] .
The hybrid ARIMA-ANNs model
The underlying process of water quality time series cannot be easily determined because of the linear and nonlinear patterns in data, a hybrid model that has both linear and nonlinear modeling abilities is a good alternative for forecasting water quality. Both the ARIMA and the ANNs models have different capabilities to capture data characteristics in linear or nonlinear domains, so the hybrid model proposed, including the ARIMA component and the ANNs component, can model linear and nonlinear patterns with improved overall forecasting performance. The hybrid model can be represented as follows 
Model performance evaluation
Three different types of standard statistical performance evaluation criteria were employed to evaluate the performance of various models developed in this study. These are root mean square error (RMSE), the mean absolute percentage error (MAPE) and correlation coefficient (R). The three performance evaluation criteria used in the current study can be calculated using the following equations:
11 MAPE , 
where N is the number of forecasting periods, i y is the observed value at time i, andˆi y is the forecasted value to i y ; i y andˆi y are the mean value of the series i y andˆi y , respectively; N is the total number of data points computed. MAPE statistics measures the effectiveness of a model in terms of its ability to accurately predict data from a calibrated model and have been used in literature [36] [37] [38] . Correlation coefficient R, quantifies the efficiency of a model in capturing the complex, dynamic and non-linear nature of the physical process being modeled. RMSE is a global error statistics and overall checks the performance of the model.
Results and discussion
Two water quality parameters, DO and COD time series data, were used in this study to examine the performance of the proposed model. The water quality data (five years, total of 246 observations) were divided into two data sets. The first data set containing former 4-year (2006-2009) records was used as the training data for model development; the second data set containing the remaining year (2010) records was used as the testing data to evaluate the performance of the established model. In this study, only one-step-ahead forecasting is considered. One-step-ahead forecasting can prevent problems associated with cumulative errors from the previous period for out-of-estimation sample. All ARIMA models were obtained using the Times Series Forecasting System tool of the SAS 9.1 software while ANNs models were built using MATLAB 7.0 software.
The DO model results
Dissolved oxygen (DO) is one of the best indicators of the health of a water ecosystem. Oxygen enters the water by direct diffusion from the atmosphere or by plant photosynthesis. The oxygen is used by plants and animals for respiration and by the aerobic bacteria which consume oxygen during the process of decomposition. Decreases in the DO levels can cause changes in the types and numbers of aquatic macroinvertebrates which live in a water ecosystem. A decrease in the DO levels is usually an indication of an influx of some type of organic pollutant. The data set of DO time series were plotted in figure 1 . The natural logarithmic transformed data is used in the modeling and forecasting analysis. 
In the second step, in order to obtain the optimum network architecture, different network architectures are evaluated to compare the ANNs performance. The best fitting network selected, is composed of ten inputs, four hidden and one output neurons (in abbreviated form, N (10×4×1)), in which ten inputs are composed of six lagged differenced items and four residuals ( 1   2  3  4  5  6  1  2  3  4 , , , Table 2 gives the comparative performance of ARIMA, ANNs and hybrid model for predicting DO data. The comparison of the observed values and those estimated by the hybrid model for DO data set were plotted in figure 2. 
The COD model results
Chemical oxygen demand (COD) is a very important indicator for water quality evaluation and commonly used to indirectly measure the amount of organic compounds in water. The data set of COD time series data is plotted in figure 3 . The natural logarithmic transformed data is used in the modeling and forecasting analysis. In the first step, as the previous section, we found the best fitting model to be ARIMA(0,1,2), which is an ARIMA model without autocorrelation, with integration of order 1 and moving average of order 2, represented by Eq. (12) 
In the second step, the same to the previous section, different network architectures are evaluated to compare the ANNs performance. The best fitting network which is selected, is composed of twelve inputs, three hidden and one output neurons (in abbreviated form, N (12×3×1)), in which twelve inputs 
Comparison with other models
In order to assess the ability of the hybrid model relative to ARIMA and ANNs model, the ARIMA and ANNs models were constructed for the same time series data (DO and COD). From the ARIMA models, which were examined with the aim of describing the time series and producing a prediction, the ARIMA(2,1,0) model was found to be appropriate for the DO data and the ARIMA(0,1,2) model was found to be appropriate for the COD data. These models present good forecasting accuracy, with regards to the MAPE, RMSE and R values for the test data set: ARIMA(2,1,0) model for DO data-MAPE 18.747%, RMSE 0.0278 and R 0.3513, and ARIMA(0,1,2) model for COD data-MAPE 27.19% , RMSE 0.0950 and R 0.6670. The ANNs model for DO data consists of four inputs, two hidden and one neurons (N (4×2×1)), and for COD data consists of five inputs and three hidden and one neurons (N (5×3×1)). The ANNs used in this case showed good adaptability for the same time series. MAPE values ranging from 17.71% (DO data) to 26.32% (COD data) , RMSE values ranging from 0.0249 (DO data) to 0.0907 (COD data) and R values from 0.4805 (DO data) to 0.6938 (COD data) for the test data set. The performances of ARIMA and ANNs for DO and COD data in terms of the performance indices are presented in table 2 and table 3.  From table 2 and table 3 It appears that while assessing the performance of any model for its applicability in forecasting water quality data, it is not only important to evaluate the average prediction error but also the distribution of prediction errors. The statistical performance evaluation criteria employed so far in this study are global statistics and do not provide any information on the distribution of errors. Therefore, it is important to test the robustness of the model developed, using threshold statistics (TS) [39] . The TS gives the distribution of the prediction errors. The TS are represented as TS x and expressed as a percentage. This criterion can be expressed for different levels of absolute relative error from the model. It is computed for the threshold level x% as:
where, n x is the number of data points for which the absolute relative error is less than x% and N is the total number of data points. Figure 5 (DO data) and figure 6 (COD data) show the distribution of errors at different threshold levels for ARIMA, ANNs and the hybrid models. It can be observed from figure 5 that almost 100% of the forecasted values are within the 10% error level for all models and but the hybrid model still shows a slight improvement over both the ARIMA and ANNs. From figure 6 one can see that about 45% of the forecasted values are within the 10% error level for hybrid model as opposed to about 20% for both the ARIMA and ANNs model. Considering a larger error level, about 80% of the forecasted values are within the 25% error level for hybrid model, while about 20% for both the ARIMA and ANNs model, thus clearly demonstrating the improved performance of the hybrid model over the ARIMA and ANNs. 
Conclusions
A novel hybrid ARIMA-ANN model was developed to predict dissolved oxygen and chemical oxygen demand using continuous weekly data of water quality variables from Yangtze River at Nanjinguan water quality monitoring station. In spite of largely unknown factors controlling water quality variation, a relatively good correlation was obtained between the observed and predicted values. The hybrid modeling technique's application for dynamic water quality prediction was presented in this study. The hybrid model is capable of exploiting the strengths of traditional time series data approaches for water quality forecasting. Experimental results with dissolved oxygen and chemical oxygen demand data sets showed that the hybrid ARIMA-ANN model has better adaptability and can subsequently make better predictions compared to both the ARIMA and ANNs model independently. The good performance indicated that the hybrid model can be an effective tool to improve the forecasting accuracy obtained by either of the models used separately.
