Abstract. In this paper we introduce the categorical length, a homotopy version of Fox categorical sequence, and an extended version of relative L-S category which contains the classical notions of Berstein-Ganea and Fadell-Husseini. We then show that, for a space or a pair, the categorical length for categorical sequences is precisely the L-S category or the relative L-S category in the sense of Fadell-Husseini respectively. Higher Hopf invariants, cup length, module weights, and recent computations by Kono and the author are also studied within this unified L-S theory based on the categorical length of categorical sequences.
1. Introduction. Throughout this paper, we work in T the category of topological spaces and maps, or the category of pairs T A in which an object is a pair (X:A) with an inclusion i X : A → X and a morphism is a map of pairs f : (X:A) → (Y :A) with i Y = f •i X . A closed subset is always assumed to be a neighbourhood deformation retract, and a pair is assumed to be an NDR-pair in the sense of G. Whitehead [29] . The one-point-space is denoted by * . The (normalised) Lusternik-Schnirelmann category cat(X), L-S category for short, is introduced in [22] as the least number m such that there is a covering of X by m+1 closed subsets U j , 0 ≤ j ≤ m, where each U j is contractible in X. By modifying the idea due to R. Fox [8] , T. Ganea [9] gives the following definition of a strong version of L-S category for a space X: the strong L-S category Cat(X) is the least number m such that there is a space Y X with a covering of Y by m+1 closed subsets U j , 0 ≤ j ≤ m where each U j is contractible in itself. By Ganea [9] , it is shown that cat(X) ≤ Cat(X) ≤ cat(X) + 1. Definition 1.2. The L-S category cat(X) of X is the least number m such that the m+1 fold diagonal map ∆ m+1 : X → m+1 X is compressible into the fat wedge T m+1 X = {(x 0 , x 1 , ..., x m ) ∈ m+1 X | ∃i x i = * } ⊆ m+1 X.
Similarly to the above, one can give an alternative definition of a relative L-S category in the sense of Fadell and Husseini [7] for a pair (K:A) to fit in with Whitehead's definition of L-S category. To describe the categorical sequence in terms of a relative L-S category, we give a definition of a new extended version of relative L-S category: from now on, we work in the category T A . We remark that, if A = * the one point space, then T A is the usual category of based connected spaces and based maps. We say that (X, K:A) is a pair in T A when (X:A) and (K:A) are objects in T A and (X, K) is a pair in T , that (X, K, L:A) is a triple in T A when (X:A), (K:A), (L:A) are objects in T A and (X, K, L) is a triple in T , and that (X; K, L:A) is a triad in T A when (X:A), (K:A), (L:A) are objects in T A and (X; K, L) is a triad in T . We remark, for any pair (X,
Definition 1.7. Let (X; K, L:A) be a triad in T A . Then cat(X; K, L:A) is the least number m such that the restriction of the m+1 fold diagonal map of X to K,
Using Harper's arguments on the homotopy of maps to the total space of a fibration in [12] , Cornea [4] has given a proof of the following:
One of its direct consequences is:
is the same as the least number m such that ∆ m+1 | K : K → m+1 X is compressible to a map s : −−−→ X. Then we often denote cat(X; K, L:A) by cat(g, f ). By applying (1), we have cat(g, * ) = cat(g).
There is another classical notion of relative L-S category due to Berstein and Ganea [2] .
is compressible into the fat wedge T m+1 X.
Remark 1.12. For any map f : K → X, we may assume that f is an inclusion up to homotopy, and hence the above definition of the L-S category implies a definition of cat BG (f ) the L-S category of f in the sense of Berstein and Ganea.
Arkowitz and Lupton [1] have also defined their relative L-S category for a map h : X → Y . Since a map is up to homotopy a fibration, we may assume that h is a fibration with fibre L = h −1 ( * ) ⊂ X. Then the relative L-S category of h in the sense of Arkowitz and Lupton depends only on the pair (X, L) by its definition.
Then we prove:
Theorem 1.14. The known three relative L-S categories are special cases of our new relative L-S category:
We also introduce a new higher Hopf invariant: let (X; K, L:A) be a triad in T A , let V be a co-loop co-H-space, i.e., a one-point-union of a 1-connected co-H-space with finitely-many circles, and let α :
(see §4 for more details). The following result clarifies how a higher Hopf invariant determines whether a cone decomposition reduces to a categorical sequence or not.
From now on, we abbreviate H [14] .
The main goal of this paper is to proof: Theorem 1.16. For any X in T , we have cat(X) = catlen(X). More generally, for any object (X:A) ∈ T A , we have catlen(X:A) = cat(X:A) = cat FH (X, A).
2.
A ∞ -decomposition of a map. In [9] , Ganea introduced a so-called 'fibre-cofibre' construction for a map, which can be interpreted as the pullback construction from the view-point of Definition 1.3. We may regard this construction as an A ∞ -decomposition of a map using the pushout-pullback diagram (see [13, Lemma 2 .1] and also Sakai [24] for the detailed proof in a general context):
as the homotopy pushout in the following homotopy pushout-pullback diagram which is given by [13,
where q
: L → X is just the canonical inclusion. These constructions due to Ganea [9] yield the following ladder of fibrations which have the same fibre Ω(X), giving a generalisation of an A ∞ -structure (see Stasheff [25] ):
, where the upper horizontal arrows are null-homotopic.
, where h (X,L) is also a weak equivalence.
The ladder (2.3) is natural with respect to a map of triads in T A :
We give here another kind of naturality of the ladder (2.3) in T A induced from the structure map σ :
) with σ 0 = σ, which makes the following diagram commutative up to homotopy relative A.
Proof. We construct σ n inductively on n ≥ 1: the homotopy commutativity relative A of (2.5) without the dotted arrow induces a map of fibres in T ,σ n :
A standard argument shows that the homotopy commutativity of the left square implies the existence of σ n : P n (Ω(X, L)) → P m+n (Ω(X, L)) which makes (2.4) commutative up to homotopy relative A.
Properties of a new relative L-S category.
Here we prove Theorem 1.14 and some consequences. For that we need
Proof. Let us assume that cat(X; K, L:A) ≤ m. Then by the definition of the relative category, the diagonal map
. This implies that there exists a map σ from K to P m (Ω(X, L)), which is a compression relative A of the inclusion g : K → X. Conversely, we assume that there is a compression relative A of the inclusion g :
propositions complete the proof of Theorem 1.14.
Proof. By Lemma 3.1 with X = K and L = A, cat(X; X, A:A) ≤ m if and only if there is a right homotopy inverse of e
Proof. By Lemma 3.1 with A = * , cat(X; K) ≤ m if and only if the inclusion K → X is compressible into P m (Ω(X)), which is equivalent to cat
Proof. By Lemma 3.1 with X = K and A = * , cat(X, L) = cat(X; X, L: * ) ≤ m if and only if there is a right homotopy inverse of e
For relative L-S categories, one has:
More generally, for any maps f : (L:A) → (X:A) and g :
where 1 X : (X:A) = (X:A) denotes the identity and
More generally, for any maps f :
The following corollaries are immediate consequences of Theorem 3.5:
If we further assume that
In Definition 1.6, we have cat(X; F i , F i−1 :A) ≤ 1 for the filtration {F i }. Hence we have:
Corollary 3.7. cat(X; F i , A:A) ≤ i for every i. 
Again by Lemma 3.1 for the triad (X; K, L:L), cat(X; K, L:A) ≤ n if and only if there is a compression τ :
gives a compression relative A of the inclusion K → X, which implies that cat(X; K:A) ≤ m + n = cat(X; L:A) + cat(X; K, L:A).
To show the inequality cat(X, L:A) ≤ cat(X, K:A) + cat(X; K, L:A), we assume that cat(X; K, L:A) = m and cat(X, K:A) = n. By Lemma 3.1 for the triad (X; K, L:A), cat(X; K, L:A) ≤ m if and only if there is a compression τ :
Then by Lemma 2.2 for the triad (X; K, L:A), we have the following commutative ladder with τ 0 = τ up to homotopy relative A:
Again by Lemma 3.1 for the triad (X; X, K:A), cat(X, K:A) ≤ n if and only if there is a compression ρ : X → P n (Ω(X, K)) relative A of the identity 1 X : X → X. Then the composition τ n •ρ : X → P m+n (Ω(X, L)) gives a compression relative A of the identity 1 X : X → X, which implies that cat(X, L:A) ≤ m + n = cat(X, K:A) + cat(X; K, L:A). 
A higher Hopf invariant for a triad.
Let us consider the following exact sequences of abelian groups and algebraic loops:
Since the fibre Ω(X) of a fibration p
is an epimorphism of abelian groups and p
] is a monomorphism of algebraic loops. Thus we obtain the following proposition:
] is a monomorphism of algebraic loops.
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We give here a definition of higher Hopf invariants in a slightly different form: let (X; K, L:A) be a triad in T A , let V be a co-loop co-H-space, and let α : V → K be a map in T such that X ⊃K = K ∪ α CV ⊃ K. We assume that cat(X; K, L:A) ≤ m. Then by Lemma 3.1 for the triad (X; K, L:A), cat(X; K, L:A) ≤ m implies that the inclusion
(α) as follows:
. By Lemma 2.1 for the inclusion j : (K; K, * : * ) → (K; K, L: * ), the following ladder is commutative up to homotopy:
given by the evaluation map (see Ganea [9] or [14] ). Since V is a co-loop co-H-space, the evaluation map e V 1 : ΣΩ(V ) → V admits a right homotopy inverse, say the co-H-structure map ρ V : V → ΣΩ(V ) for V , by Ganea [10] . Then we have e
Proof of Theorem 1.15. Let (X; K, L:A) be a triad in T A , V be a co-loop co-H-space and α : V → K be a map in T such that X ⊃K = K ∪ α CV ⊃ K. Assuming cat(X; K, L:A) ≤ m and H (X;K,L:A) m (α) = 0, we show cat(X;K, L:A) ≤ m: by the assumption, there is a compression σ : 
where the subtraction is given by the co-action of ΣV under K ∪ α C 2 V =K the mapping cone of α. This implies that cat(X;K, L:A) ≤ m.
We describe here the relationship among higher Hopf invariants. The following definition is essentially due to Berstein and Hilton [3] : Definition 4.4. Let (X; K, L:A) and (X ; K , L :A) be triads in T A , V be a co-loop co-H-space, and s :
Let (X; K, L:A) and (X ; K , L :A) be triads in T A , and let cat(X; K, L:A) ≤ m and cat(X ; K , L :A) ≤ m with compressions s :
respectively. By using the lower right square of the diagram (2.2), we obtain structure maps σ, σ for cat(X; K, L:A) ≤ m and cat(X ; K , L :A) ≤ m corresponding to s and s , respectively by s ∼ q 
•σ relative A for the corresponding structure maps σ and σ .
with both sides, we obtain
relative A, and hence f is m-primitive with respect to s and s . Conversely assume that f is m-primitive with respect to s and s . Then the naturality of the lower right square of the diagram (2.2) immediately induces the homotopy σ
Theorem 4.6. Let (X; K, L:A) and (X ; K , L :A) be triads in T A , V be a co-loop co-H-space, and s : K → T m+1 (X, L) and s : K → T m+1 (X , L ) be compressions of the inclusions i : K → X and i : K → X relative A, respectively, so that cat(X; K, L:A) ≤ m and cat(X ; K , L :A) ≤ m, respectively. Let f : (X; K, L:A) → (X ; K , L :A) be a map of triads in T A and let α :
If f is m-primitive with respect to s and s , then
Proof. By Lemma 2.1 for f : (X; K, L:A) → (X ; K , L :A) a map of triads in T A , the following diagram is commutative up to homotopy relative A:
Since f is m-primitive with respect to s and s , we have the homotopy relation relative A P m (Ω(f | (X,L) ))•σ ∼ σ •f | K for the corresponding compressions σ and σ relative A of the inclusions i : K → X and i : K → X , resp. Thus we have the following homotopy relation:
Hence we obtain
is monic by Proposition 4.1 (3). Thus we have
This completes the proof of Theorem 4.6.
Theorem 4.7. Let (X, K, L:A) be a triple in T A , V be a co-loop co-H-space, and α :
where j : (K; K, L:A) → (X; K, L:A) is the inclusion.
Corollary 4.8. For the filtration {F i } in Definition 1.6, we have
for every i, where
Proof. Proof of Theorem 4.7 Let (X, K, L:A) be a triple in T A , V be a co-loop co-Hspace and α : 
From the definition of a higher Hopf invariant, we obtain p
, and hence we have the homotopy relation 
where F denotes the homotopy fibre of σ and F m is the homotopy pullback of σ and the identity of
can be compressed into F i and we have the
Then by the definition of categorical sequence, there is a compression ν
By composing ρ i and σ i , we obtain a compression of the diagonal map ∆ Fi :
This implies cat(X ; X , F Lemma 5.2. Let X be a space in T with cat(X) = m and {F i ; 0≤i≤m} be a categorical sequence for X. Then there is a map µ :
Proof. By the definition of a categorical sequence, the diagonal map ∆ : 
where q (2) cup(g, f ) = Max cup(g, f ; h) h is a multiplicative generalized cohomology theory .
Then we have cup(g, f ; h) ≤ cup(g, f ) ≤ cat(g, f ) for any multiplicative generalized cohomology h. When h is the ordinary cohomology with a coefficient ring R, we denote cup(g, f ; h) by cup(g, f ; R). This definition immediately implies the following. Let us recall that Rudyak [23] and Strom [26] introduced a homotopy theoretical version of Fadell-Husseini's category weight (see [6] ). But unfortunately, we have not been able to give a version of category weight for our new relative L-S category. In this paper, we give instead a version of module weight which is a better computable lower estimate for our relative L-S category than cup length: let f : (L:A) ⊂ (X:A) and g : (K:A) → (X:A) be maps in T A and let h be a generalized cohomology theory. if G has a categorical sequence * = F 0 ⊂ · · · ⊂ F m G with the following compatibility assumption for a positive integer n ≥ 1:
(1) the restriction of the multiplication µ : G×G → G to the subspace F j ×Q ⊆ F m ×F m G×G is compressible into F j+n ⊆ F m G, j≥0 as µ j : F j ×Q → F j+n such that µ j | Fj−1×Q = µ j−1 .
