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41
The most viable route to a reduction of the environmental costs of modern societies is an 42 increase in the efficiencies of processes used in the manufacturing and transportation of 43 products and in the production of energy [1] . Catalysis is a key phenomenon in a great 44 number of relevant industrial processes, including feedstock conversion [2, 3] , energy 45 conversion [4], tar cracking [5] , emission abatement [6, 7] and optimizations of energy use 46 [8] . At the same time, nanotechnology has emerged as a subject area with a strong potential to enhance energy efficiency in all areas of the energy sector, from energy sources to energy 48 change, distribution, storage and usage [9] . It now seems clear that the future development 49 and optimization of fields such as renewable energy production and emission abatement will 50 depend on the success of research activities related to reactive systems at the nano-scale.
52
More specifically, the current development of heterogeneous catalysis at the nano-scale is 53 particularly promising [7] . Within heterogeneous, catalytic nano-scale systems, the chemical 54 reactions are allowed to proceed at very high rates at a gas-solid interface (often the surface of 55 a precious metal). The process efficiency is limited by the acceptable cost of the particular 56 material in combination with the surface-to-bulk atom ratio obtainable, since the chemical 57 reaction only occurs at the surface and the interior atoms remain unused. As the gas 58 containing the reactants is typically brought into contact with the catalyst while being forced 59 to flow past it, optimization of the efficiencies of such systems require numerical tools that 60 take into account both the chemistry and the fluid dynamics of the system.
62
The governing processes in applications where the bounding geometry is of micro-or 63 nanometer size typically span several orders of magnitude in spatial and temporal scales [10-64 12]. Consequently, there are many inherent difficulties involved in performing non-intrusive, A scientific problem of specific interest for heterogeneous catalytic systems is that of 97 optimizing the catalyst distribution. In such an optimization process, the goal is to come up 98 with a conceptual solution for the optimal design of the catalytic system, within a given 99 design space while respecting a set of design constraints. Fine-tuning of the system with 100 respect to actual real-life performance and manufacturability can then be carried out from an 101 otherwise optimal starting point, resulting in significant reductions of the total development 102 time and cost. However, most state-of-the-art optimization methods developed for reactive 103 fluid flow systems rely on the availability of a system of partial differential equations 104 describing the system in question. Hence, when the system to be optimized is described by a 105 molecular method instead, many well-known optimization methods ( to problems involving the distribution of a catalytic material over the walls of a fixed system, 128 as the possible designs are too many and cannot easily be grouped together. The DSMC procedure has been described extensively elsewhere [19] , and will only be In the current work, the following simulated annealing heuristic is used: 1) Sample the objective function for one initial (randomly chosen) design case.
205
2) Pick another design case (using an algorithm that has to be specified separately).
206
3) If the new case is better, move to it. If it is worse, accept it anyway with a certain 207 probability, P. This probability is to be a function of the time elapsed in the optimization 208 process and it too has to be specified separately. At the heart of the simulated annealing algorithm lies the determination of the probability P.
213
The original probability function of Kirkpatrick et al. [32] is here modified slightly, so that
In this notation, f is the value of the objective function, a prime denotes the value for the 218 newer design case, and T(t) is the analogue of temperature in a physical annealing process. In The final component in the optimization routine is the algorithm for picking another design. The ability of the code to handle different molecular species and chemical reactions is occurring at a wall with a certain probability [40] . This probability can be tuned to reproduce 321 a physical reaction rate, implying that the main simplification involved is related to the loss of 322 coverage-dependence. This simplification is deemed appropriate in the light of the main goal, 323 which is to combine the DSMC simulation with an inline optimization routine.
325
As a test case for the surface reaction setup, the wall-catalyzed dissociation of oxygen is 326 simulated at a temperature of 300 K in the same geometry as the homogeneous validation 327 case. Dissociation is prescribed to occur at the walls with a reaction probability of 1%. The In conclusion, the observations from these validation tests support the inference that the code 344 can be used for the optimization processes described next. A three-dimensional nano-scale "pore" can be constructed by having two boundaries specified The aim is to design a numerical framework that can be used to determine the optimal 354 distribution of a limited amount of catalytically active material over this pore wall surface. To Consequently, in the simulations presented here, the catalytically active region is a 2 nm thin 358 section around the perimeter of a rectangular (100 x 100 x 300 nm) 3D pore. The effect of the number of computational molecules employed on the fluctuations in the 409 objective function was also investigated, for 10 3 , 10 4 and 2 . 10 4 molecules, respectively. There
410
were no significant adverse effect from employing a smaller number of computational 411 molecules, leading to the decision to use 10 3 molecules in the subsequent optimization runs.
412
For a more complicated pore structure than the current one, the requirements for the number components tend to zero as time increases, which is the result expected for a gas at rest. The statistics for the results of the simulated annealing algorithm when applied to a system Finally, it should be stressed here that the number of calls needed to find the correct optimum 500 is much dependent on the convergence criterion for the objective function (cf. Section 3.2.1).
501
If this convergence criterion is relaxed, each function call will be cheaper but more function 502 calls will be needed. Similarly, if the convergence criteria is tightened, the number of calls 503 needed will decrease further, at the expense of a higher computational cost for each call. The 
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