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We have considered the effect of different spin-orbit interaction mechanisms on the process of 
demagnetization under the influence of short-pulse lasers. All-optical magnetization reversal of 
perpendicularly magnetized thin films can occur if there are sufficient strong spin-Hall, skew 
scattering, and Rashba interactions. In the presence of spin-orbit interactions, the transient charge 
currents provide the generation of transverse-spin currents and accumulations, which eventually 
exert spin-transfer torque on the magnetization. By combining the optically excited spin-
dependent diffusive transport with the spin and charge currents due to skew scattering, spin-Hall, 
inverse spin-Hall and Rashba interactions, into a numerical model, we demonstrate a possibility 
of ultra-fast all-optical magnetization reversal. This understanding provokes intriguing, more in-
depth experimental studies on the role of spin-orbit interaction mechanisms in optimizing 
structures for all-optical magnetization reversal. 
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I. INTRODUCTION 
Optical manipulation of spins has been intensively studied for different applications. 
Coherent coupling of light with spin dynamics can be explained through relativistic quantum 
electrodynamics, and the effect is pronounced as a reservoir of angular momentum in spin 
manipulation of structures such as antiferromagnetic NiO or solid-state defects.
1-4
 However, the 
effect of light on the spin dynamics is applicable to not only coherent couplings, but also optical 
spin-transfer torque, modification of crystalline anisotropy, and demagnetization.
5-23
 The origin 
of the demagnetization in different structures itself has been subject to an ongoing debate.
8,9,11,14-
18,20,24-28
 The Elliot-Yafet mechanisms based on electron-phonon and electron-electron 
interactions, as well as magnonic dissipation and spin-dependent super-diffusive transport have 
been discussed to explain the ultra-fast demagnetization. 
Incoherent all-optical manipulation of spin and magnetization reversal in ferrimagnets, 
anti-ferromagnets, and recently transition ferromagnets has been demonstrated in several 
experiments.
20,29-34
 A magnetic field induced by circularly polarized light due to the inverse 
optical Faraday effect, non-local transfer of angular momentum via spin currents, two-magnon 
scattering, demagnetization of different sites of the ferrimagnet (anti-ferromagnet), and exchange 
of the angular momentum between them due to different rates of magnetic moment change have 
been sought as the main contributors to all-optical switching (AOS) in such structures.
21,29,32,35-38
  
 Bulk and interface intrinsic and extrinsic spin-orbit interactions (SOI) have enabled the 
generation of pure spin currents leading to spin-transfer torques in different structures such as 
multi-layers of ferromagnets and paramagnets, thin Rashba ferromagnets, impure ferromagnets 
and semi-conductors, structures with non-zero Berry curvature, and etc.
39-54
 Such spin currents 
and the torque exerted by them on the magnetization have been utilized in different 
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configurations for switching or oscillation.
55-59
 The intriguing observation of AOS in transition 
metal ferromagnets within specific structures containing paramagnets
30
 has raised a debate for 
the role of SOI in dynamics under short-pulse optical excitations.   
In this work, we discuss the effect of different spin-orbit interactions under the influence 
of short-pulse optical excitation to investigate the possibility of magnetization reversal of an out-
of-plane magnetized structure. In section II, we qualitatively study the effect of different SOI 
mechanisms in the interested system. In section III, we present a numerical method to track the 
dynamics and distribution of the non-equilibrium diffusive transport of spin-polarized electrons. 
Compared to previous works that used a similar numerical method to explain the 
demagnetization, our approach includes exchange mechanisms and SOI. SOI causes the 
generation of spin currents with transverse (with respect to the magnetization) spin polarization, 
resulting in non-collinear spin distribution at each event (space-time point), which makes the 
inclusion of exchange interactions necessary. In section IV, we use the numerical method to 
demonstrate how the combination of transient currents, spin-Hall effect, and skew scattering can 
lead to magnetization reversal. 
 
II. SPIN-ORBIT INTERACTION MECHANISMS UNDER fs-LASER 
EXCITATION 
 The intrinsic role of SOI in demagnetization has been previously included in the models 
of Elliott-Yafet mechanisms considering the mixing of the spin states, and also in relativistic 
quantum thermodynamic for extracting the coherent response.
1,2,13,16,28
 However, as the fs-laser 
excitation induces transient currents, the existence of different SOI mechanisms leads to transient 
spin currents and inversely generated charge currents.
5,7,8,14,17,18,22
 Here, we are interested in 
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structures with the out-of-plane (OOP) magnetization, and the shining laser to be propagating in 
the OOP direction. Such a structure is a major candidate for ultrafast high-density magnetic 
storage. Figure 1(a) shows the schematic of a ferromagnet (FM)/non-magnet (NM) bilayer, and 
the laser spatial absorption pattern. The absorption of fs-laser excites the electrons below the 
Fermi level. The conduction of such electrons occurs with different velocities than that of the 
electrons in the Fermi level and might be spin-dependent.
60-62
 In addition, the inhomogeneity of 
the light absorption induces the inhomogeneous carrier density in the conduction band that leads 
to diffusive charge currents (if the material is FM, the currents are spin-dependent). Since the 
material is assumed to be magnetized in the z direction, the excited electrons initially carry spins 
parallel to the z direction.  
In the absence of SOI mechanisms and magnetization chirality in the optically excited 
area and its neighboring region, the spin of the carriers remains parallel to the quantization axis, 
i.e. the z direction. It should be noted that the lack of transverse spin (spin polarization in the xy 
plane) means that even in the presence of high demagnetization and magnetic field induced by an 
inverse optical Faraday effect due to ellipticity of light polarization, there will be no 
deterministic magnetization reversal (random magnetic domains with reversed magnetization 
may form). 
We define the spatially varying tensor of  C S
s c
r, ,z
 


   , 
which relates the charge 
currents to spin currents with certain spin polarizations (  r, ,z  indicate the cylindrical 
coordination). We also define  S C
c s
r, ,z
 


    which indicates the charge currents induced 
by spin currents. The subscripts c, s, and  (  ) refer to the directions of the charge current, spin 
current and spin polarizations, respectively. We qualitatively discuss below the effect of different 
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SOI mechanisms, and one would fill up the C S  and S C  tensors accordingly. The system 
symmetries (circular shape of the light spot and the perpendicular magnetization) imply that the 
net spin or charge accumulation in the ˆ  direction will be zero. Therefore, the contribution of 
any SOI that leads to a spin current or charge current in the ˆ  direction can be ignored, and the 
respective component in C S  or S C  can be set to zero. 
The transient charge currents, parallel to the z direction with a z-polarized spin current in 
the z direction, do not induce any charge current (     0C Cz zˆ ˆS S z J J z    ) due to inverse SOI 
mechanisms, such as the inverse spin-Hall effect (ISHE) or inverse Rashba interaction at the 
interface of the FM/NM
63
, where S  is the spin polarization vector and CJ  is the charge current 
vector. In addition, the Rashba interaction (   0Cz ˆ ˆJ z n z   , where n  is the normal to the 
interface) and the impurities (skew scattering in this case gives 0Cz zˆ ˆS z J z  ) do not scatter this 
charge current, and do not give rise to any net spin current. The only possible effect of Cz ˆJ z  with 
the spin polarization of zˆS z  is an in-plane spin-current (in the radial direction) that is induced 
due to spin-Hall effect (SHE) in the bulk of the NM, where the polarization of this spin current 
will be in-plane and parallel to ˆ , giving rise to an accumulation of in-plane spins (transverse 
spins) as shown in Fig. 1(b). 
The in-plane transient charge currents flow in the radial direction C Cr ˆJ J r , initially 
spin-polarized completely in the z direction zˆS S z  (see Fig. 1(c)). If there are heavy metal 
impurities within the FM, the skew scattering will give rise to two different local spin currents. 
One of the spin currents will follow circular trajectories while being polarized in the z direction. 
The net spin-accumulation due to this spin-current will be zero because of the circular trajectory 
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(see Fig. 1(c)). The other spin-current flows parallel to the z direction, while polarized in-plane 
and in the ˆ  direction (see Fig. 1(c)). Due to this spin current, there will be a net transverse spin-
accumulation towards the top surface and the interface between the FM and NM.  
As discussed above, both the radial and OOP charge currents will acquire a transverse 
spin which are affected differently by SOI mechanisms. As can be seen in Fig. 1(d), the SzJ  (
SJ  
is the spin current) with rS  or S  will give rise to ISHE-induced charge currents parallel to ˆ  
and rˆ , respectively. 
C
zJ  with rS  or S  will induce a charge current parallel to rˆ  due to SHE in 
the NM. In addition, CrJ  with rS  or S  will go through the skew scattering in the FM and give 
rise to two different spin currents. One spin current will have the same in-plane spin-polarization 
and flow in the z direction. The other current will be polarized in the z direction, while flowing in 
circular trajectories inducing zero net spin-accumulation. 
The Rashba interaction in the interface induces direct or inverse scatterings of the in-
plane charge and spin currents. As can be seen in Fig. 1(e), CrJ  is scattered due to Rashba 
interaction and gives rise to a spin current parallel to ˆ  with spin-polarization in the ˆ  
direction. SrJ  with rS  induces a charge current parallel to ˆ  due to the inverse Rashba 
interaction. Similarly, SJ  with S  induces a charge current parallel to rˆ . As mentioned above, 
the assumptions on the symmetry of the system indicate that the net spin and charge 
accumulations in the ˆ  direction are zero. Therefore, the net contribution of Rashba interaction 
at the interface is zero. However, depending on the shape of the light spot (e.g. elliptical, 
rectangular, etc.) and the magnetization direction (e.g. unidirectional in-plane), the Rashba 
contribution can be non-zero. 
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In summary, transverse spin accumulation in a FM/NM bilayer with a perpendicularly 
magnetized FM under optical excitation is possible, and its spatiotemporal profile is in mutual 
correlation with the transient charge currents through the skew-scattering, interface Rashba, and 
bulk SHE mechanisms. In addition, the demagnetization is affected, but negligibly (see section 
IV), by the SOI mechanisms as the transient charge currents are modified by being scattered into 
spin currents with transverse spin polarization that go through different scattering types and 
rates. 
 
III. THEORETICAL MODEL 
 In order to demonstrate the possibility of optically-induced magnetization reversal, the 
study of the spin dynamics in the system under consideration is divided into two consecutive 
approaches. First, the non-equilibrium spatiotemporal spin density distribution is calculated 
through a transport model. The output of this approach is the spatiotemporal profile of moment 
sm  (the spin polarization of the electrons below the Fermi energy Ef), as well as the density 
distribution of different spin components of the thermalized electrons at and above the Fermi 
level, neqS . Second, the dynamics of the magnetization m  is calculated by using the Landau–
Lifshitz–Gilbert (LLG) equation. The torque exerted by neqS  on m , denoted by Tm, is included in 
the LLG equation, and is nonzero if m  and neqS  are non-collinear. 
In order to determine the spatiotemporal distribution of neqS  and sm , we model the 
transient spin-dependent transport of the electrons thermalized by the optical excitation in the 
presence of the SOI mechanisms. We define the carrier source terms including the ones that are 
optically excited ( opt ), and the scattered part of the transported carriers ( sc ) (all the 
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scatterings excluding SOI; SOI scatterings will be added separately in the diffusion equation) for 
all the possible energies and spin transport channels as, 
     opt , sc,E,r, ,z,t E,r, ,z,t E,r, ,z,t        ,        (1)  
where   is the spin channel which can be r,  , z , and z  (the spin-channel parallel to the 
quantization axis z is divided into up and down channels for convenience), whereas E is the 
indicator of the channel energy. In the rest of the formulations,  E,r, ,z,t  is dropped for 
simplicity, and if needed only the important parameters are mentioned.  
In Eq. (1),   opt , qax, acc, f phE E E        , where 
    qax, las ,z ,zt ,r,z    
 
      indicates the electrons optically excited from the states 
below the Fermi level with a spin polarization parallel to the quantization axis. 
       acc, f ph acc, f lasE E E t ,r,z         indicates the electrons optically excited from 
the Fermi level (therefore the excited electrons in this term are at f phE E ) which can have a 
non-collinear spin polarization with respect to the quantization axis due to the existence of SOI 
mechanism.  las t  is only a function of time which represents the power of the laser and is 
assumed to be Gaussian, whereas  ,r,z  represents the spatial functionality of the laser 
absorption.    z /d ,z ,z n e f r
 
 
   ,    z /d ,z ,z n e f r
 
 
   , and 
     z /x y ,r,z f r e     , where  d ,n    is the percentage of the up (down) spin excited 
above the Fermi level (Ef),
64
  f r  is the radial laser absorption function, and   is the absorption 
length.      sc, '
' E
E,r, ,z,t P , ',E,E ,r, ,z,t n E ,r, ,z,t E 

    

    . 
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 P , ',E,E ,r, ,z,t    indicates the scattering rate from a state with an energy E , and spin 
channel '  into a state with an energy E  and spin channel  .  n E,r, ,z,t   and 
 tot E,r, ,z,t   are the carrier density and the total scattering rate of the spin channel   and 
energy E , respectively, at a specific time and space. It is worth noting that 
   1 tot
E
/ E ,r, ,z,t P , ',E,E ,r, ,z,t

      . 
 The flux of carriers as a function of time and space, can be written as 
     
2
0 0
t
E,r, ,z,t dr d dz E,r , ,z ,t E,r, ,z,t | E,r , ,z ,t dt

      
 
 
                  ,      (2) 
where   is the propagator based on Boltzmann formalism, and its derivation includes the spin 
and energy dependent elastic and inelastic scatterings, as well as velocities.
14,18
 If we ignore the 
dependence on   which is allowed due to the symmetries, we have modified   derived in the 
literature for the case of infinite plane, to account for finite and meshed radial dimension (refer to 
Appendix for details).   depends on the total scattering rate tot  which comprises of several 
types of scattering, and can be written as 
1 1 1 1 1 1
tot d ,in d ,el sf sd ss     
     ,         (3) 
where d ,in  is the inelastic, d ,el  is the elastic, and sf  is the spin-flip scattering. sd  indicates the 
exchange interaction between the bounded spin carriers (below Ef) and the non-equilibrium 
conduction carriers (at and above Ef), whereas ss  stands for the exchange interaction among the 
non-equilibrium conduction carriers. The relation of P to different scattering terms ( d ,in , d ,el , 
sf , sd , and ss ) are shown in the Appendix.  
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 The carrier density in each energy and spin channel is derived by solving the diffusion 
equation 
   
 
        
tot
n E n E
E E E E
t E
 
    


     

,       (4) 
where  E  indicates the contribution of the SOI mechanisms, and can be defined based on 
the SOI induced currents discussed in section II, as    S SCE J S    , where SCS  is the spin 
polarization of the scattered spin/charge current. We can write CJ   and use the tensors 
C S  and S C  to calculate SJ  and SCS . To conserve the number of conducting carriers, we 
have included            
2
1S SC ,E J S n E / n E     

  

   
        
   
  in Eq. (4). 
 Knowing the spin density of the thermalized electrons above Ef ( n ) and below Ef 
(
 fE ,z
n
 
 ) allows to determine the profile of sm  and neqS . Solving Eq. (4) provides n , and 
 fE ,z
n
 

 
can be determined by  
 
          1
fE ,z z
qax,z z z z
'
n
E dE P ',z z ,E',E dE' n E dE
t 
 
   

 
   
          
   .
14,18
 
Therefore, we can write 
 2 f fs B E ,z E ,z sm n n M      ,  2neq B x y z zˆ ˆ ˆS n x n y n n z dE        ,   (5)              
where B  is the Bohr magneton, and sM  is the saturation magnetization of FM at room 
temperature. Since the torque on the non-equilibrium conduction spins are already included 
through the exchange terms in the scattering (  sd ss ), we calculate the torque on the bounded 
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magnetization sˆm m z  separately. The torque on m  can be written as 
1
m neq
sd
T m S  

. We 
can define the dynamic of m  using the LLG equation m
dm dm
m H T m
dt dt
      , where   is 
the gyromagnetic ratio,   is the Gilbert damping constant, and 
d ex IF anis extH H H H H H     . dH  is the dipolar field, exH  is the exchange field due to the 
possible non-collinear spatial functionality of m  due to both isotropic and anisotropic 
Dzyaloshinskii-Moryia interaction (DMI)
65,66
, IFH  is the field induced by the inverse optical 
Faraday effect due to ellipticity of optical excitation, anisH  is the anisotropy field, and extH  is the 
external field. 
 
IV. NUMERICAL RESULTS AND DISCUSSION 
 We utilize the SOI mechanisms in section II and the theoretical model of section III in 
order to demonstrate the possibility of AOS in a magnetic system, which does not have any 
ferrimagnetic order and its FM layer has OOP crystalline anisotropy (  
0
2 u
anis
s
K
ˆ ˆH m z z
m
  , 
where uK  is the anisotropy constant and 0  is the vacuum permeability). With assuming a 
circular symmetry of the system (circularly isotropic impurity distribution within the FM and 
circular shape of the light boundary) and zero DMI ( 2exH A m  , where A is the isotropic 
exchange constant), we need to consider the spin dynamics in the spatial variation only in the 
radial and parallel to the z directions. In most of the experimental situations, the light spot radius 
(Rlas) is much bigger than the thickness of the stack (dtot). For reliable calculations we need the 
cell sizes in the z and r directions to be comparable (Nz (Nr) is the number of mesh cells in the z 
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(radial) direction and m tot zD d / N  
( m las rR R / N ) is the respective mesh size). The 
experimental situation ( las totR d ) while keeping m mD R  requires matrix sizes and calculation 
times that are beyond the limit of our numerical method. Therefore, we focus on lasR  in the 
same order as totd . In addition, such a dimension is more relevant in the AOS application of high 
density magnetic storage. To simplify the calculations further, we approximate the tot  as a 
constant (
1 1 1 1
tot d ,in d ,el sf   
   ) while calculating  . 
For the inelastic scattering d ,in  and carrier velocity  v E,z , we use the values of Fe for 
the FM layer, and use values of Pt for the NM layer.
61,62
 We assume 4 3d ,el d ,in/  , sf  to be 
2000 fs and 20 fs for the FM and the NM (in the order of reported magnitudes for ferromagnets 
such as Co and Fe, and non-magnets such as Pt and W),
67
 respectively. sd  ( ss ) are assumed to 
be 1 fs (1 fs) for the FM and   fs (1 fs) for the NM. sd sd/   , where sd  is the exchange 
splitting and the reported value for Fe is around 2 eV,
68
 making 1 fs a reasonable choice of sd  
for the calculations not to overestimate the results. The values for ss  in FM and NM is chosen 
to account for the exchange interaction between the conduction electrons (based on the mean-
field Weiss model), and at the same time not to overestimate the results for the transverse spin. 
The thicknesses of the FM and NM layers are assumed to be tFM = 1.5 nm and tNM = 2.5 nm, 
respectively. The other parameters are assumed to be 
       222 1las lasf r exp r / aR r R     (  is a Heaviside function and a coefficient, a is 
assumed to be 2),       2 22 2las last P exp t / / t       mW/m2 (  is the full width at half 
maximum of the Gaussian-shape laser pulse, and lasP  is its peak of effectively absorbed power), 
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  = 50 fs, 1las lasE P dt


   mJ/m
2
, sh  = 0.3 is the spin-Hall angle of the NM (the values 
reported for Ta and W can be 0.3, the reported values for Pt are ~ 0.1)58,69,70, sk  = 0.1 is the 
skew scattering angle in the FM (a value as high as 0.24 is reported by skew scattering of Bi 
impurities in Cu which has negligible intrinsic spin-Hall angle)
71
,   = 15 nm, 
d ,
n

 = 0.5, 
d ,
n

 = 
0.5, 0extH  , Ku = 10
6
 J/m
3
 (based on values reported for L10 FePt as well as multilayers such as 
Ta/CoFeB/MgO),   = 2.2×10
5 
m/(As),   = 0.1, Rlas = 5 nm, Nz = 40, and Nr = 10. In the 
calculations we use the above parameters values unless otherwise specified.  
The direction of the relativistic part of the inverse optical Faraday field is determined by 
the helicity of the optical excitation, while it has a non-trivial dependence on the helicity for the 
non-relativistic part.
72-74
 However, based on experiments in systems similar to the ones studied 
here, we can assume 1IF ˆB z   T for a possible assistance of magnetization reversal (minus sign 
corresponds to a left-handed circularly polarized laser exciting a FM (Co)/NM (Ta) bilayer).
75
 As 
this amplitude for IFB  contributes to the magnetization dynamics in a larger time scale (~ 1 ps) 
than the one due to spin-transfer torque (~ 10 fs) induced by the transverse spin accumulation, it 
can be set to zero. This means that the reversal process presented here does not depend on the 
polarization of the shining light, however, it can be enhanced if IFB  is large enough and in the 
assisting direction (if switching from +z to –z, the sign of IFB  should be negative). 
We solve Eq. (4) self-consistently at 2/   (corresponding to ˆ ˆr x  and ˆ yˆ  ). 
Figure 2(a) shows the spatial average (over 0 lasr R   and NM tott z d  ) of the temporal 
evolution of neqS  and the change of sm  in the FM layer ( avgS  and zm , respectively) for up to 
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160 fs. The demagnetization (reduction of sm ) and the presence of transverse spins 
(   0neq ˆˆS r    ) are evident from Fig. 2(a). Figures 2(b-d) show the radial average (over 
0 lasr R  ) of the spatial distribution of neqS  in the rˆ , ˆ , and zˆ  directions. It should be noted 
that the irregular oscillations in the z direction of some spatiotemporal regions in Figs. 2(b-e) are 
due to finite space and time mesh dimensions. However, we have checked that for the system 
under consideration, the mesh sizes used here give reliable results and main behaviors of the 
signals are captured properly (the artifact oscillations are averaged to negligible values). The 
non-equilibrium spin texture formed in the NM is originated mainly in the radial rz-variant SHE-
induced spin currents which also diffuse along the z and r directions (going through reflections 
from the bottom boundary and diffusion into the FM). The spin texture in the FM layer is further 
affected by the OOP rz-variant skew-induced spin currents which also diffuse along the z and r 
directions (going through reflections from the top boundary and diffusion into the NM). In 
addition, the exchange interactions ( sd  and ss ) are responsible for the correlation between the 
three coordinates of the non-equilibrium spins. 
The dip of Sz in Fig. 2(a) at ~ 50 fs is the direct effect of the optical excitation in FM and 
diffusion of electrons into the NM which are initially spin-polarized along the magnetization (see 
also Fig. 2(d)). The velocities and scattering rates are different for spin-up and spin-down, 
resulting in different diffusion rates, which leads to a non-zero temporal profile of Sz in FM. The 
sd exchange interaction which turns the transverse-spins along the magnetization (z direction), 
affects Sz, however the effect is negligible due to  neq zˆˆS r S   (see also Fig. 3(b)). The 
decay in all the components of non-equilibrium spins is expected as the transient charge and spin 
currents equilibrate. The demagnetization ( zm ) becomes saturated as long as another 
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temperature bath (e.g. lattice) is not included (see Fig. 2(a)). We focus on the transient currents 
in the presented time scale, where other temperature bathes can be neglected. Figure 2(e) shows 
the radial average of the spatial distribution of zm . The demagnetization process is similar to 
the results from the models excluding the SOI mechanisms, where the spin-up and spin-down 
optically excited electrons diffuse with different velocities and scattering rates into the adjacent 
NM, causing the demagnetization.
8,14
 Here, we have non-zero  neq ˆˆS r   , but 
 neq zˆˆS r S  , therefore we expect similar demagnetization process.
8,14
  
 In Figs. 3(a-e) we present the effect of different parameters of the system on the temporal 
evolution of neqS  and zm . Figure 3(a) shows the dynamics of neqS  for three different 
thicknesses of the NM (2.5 nm (case 1), 2.0 nm (case 2), and 3.0 nm (case 3)). With increasing 
tNM the demagnetization increases (till it saturates) as the diffused electrons from FM into NM 
flow back less into FM. In addition, by increasing tNM the amount of spin accumulation due to 
SHE increases, and consequently its diffusion into the FM leads to an increase in the amplitude 
of S . Figure 3(b) shows the spin dynamics for three different strengths of the exchange 
interactions ( sd  ( ss ) = 1 (similar to case 1), 2, and 5 fs). Higher values of sd  ( ss ) mean 
less scattering of   neq ˆˆS r    into Sz or mz, resulting in higher amplitudes of S . However, as 
 neq zˆˆS r S  , change in demagnetization and Sz should be negligible as can be also seen in 
Fig. 3(b). Figure 3(c) shows the spin dynamics for four different cases of skew scattering ( sk  = 
-0.3 (case 4), -0.1 (similar to case 1), 0 (case 5), and 0.3 (case 6)). The effect of skew scattering 
dominates the initial stages of the spin dynamics where the SHE induced spins have not diffused 
into the FM yet. Therefore, the effect of the changes in the value and sign of sk  is pronounced 
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in the initial stages of the  neq ˆˆS r    (see S  in Fig. 3(c)). Again, the effect of sk  value and 
sign on zm  and Sz is negligible as  neq zˆˆS r S  .  
Figure 3(d) shows the spin dynamics for three different cases of the f(r) lineshape 
coefficient a (a = 1 (case 7), 2 (similar to case 1), 4 (case 8)). The smaller a indicates higher 
concentration of light in the center, leading to an increase of spin accumulation due to the skew 
scattering and the SHE in NM at earlier times. The larger a is, the higher light absorption 
becomes and the higher amplitude signals have. It should be noted that the amplitude of the 
signals can be tuned by changing the laser power, while the lineshapes and the relative values of 
signal components remain unchanged (as long as a conduction channel is not saturated at higher 
laser powers). Figure 3(e) shows the spin dynamics for three different values of absorption 
length (  = 5 (case 9), 15 (similar to case 1), and 25 nm (case 10)). For smaller  , the 
absorption of light is steeper in the z direction leading to higher diffusive currents, which 
consequently results in higher diffused SHE-induced spin-accumulation into FM at later times. It 
can also be noticed that for smaller values of  , the amplitude of Sz increases while the 
demagnetization decreases. 
For the cases 1 to 10 presented in Figs. 3(a) and 3(c-e), we explore the possibility of 
magnetization reversal by solving the LLG dynamics of the magnetization avgm , while assuming 
that neqS  (see Eq. (5)) keeps its coordination throughout the time. To be consistent, we assume a 
laser energy that causes     0 1s s zmin m M min m .     µB/atom (the saturation magnetization 
of FM, sM  is assumed to be 0.65 µB/atom) for each of the cases 1 to 10, and then we vary sd  
to find its upper threshold for achieving magnetization reversal (see Fig. 3(f)). The existence of 
non-equilibrium transvers spin ( rS  and S ) without longitudinal one ( zS ) brings the 
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magnetization towards in-plane but does not switch it. Therefore, both the amplitude ratio of S  
to zS  (it should be noted that the amplitudes can be scaled by laser power, therefore only ratios 
and relative profiles are important), and overlap details of their temporal lineshapes are important 
to determine the reversal possibility for a particular sd . The possibility of reversal for all the 
considered cases at a reasonable value of sd , and few other important points can be inferred 
from Fig. 3(f) as follows. The presence, sign, and amplitude of skew scattering (with respect to 
the spin-Hall angle) can modulate the reversal possibility considerably (cases 1, 4, 5, and 6, see 
also Fig. 3(c)), due to the modulations it causes in the initial temporal stages of S  and the 
overlap of S  lineshape with zS , which in turn determine the rate of reversal. From cases 1, 7, 
and 8, it can be inferred that the smaller the f(r) lineshape coefficient a is (a lower value of a 
means a higher concentration of light in the center), the easier the magnetization reversal 
becomes. In the overlap region of S  and zS  lineshapes, the relative amplitude of S  with 
respect to zS  is higher for the case 7 (a = 1) with respect to cases 1 (a = 2) and 8 (a = 4) (see Fig. 
3(d)). Similar discussion is applicable for the effect of  , where the cases 9 and 10 in Fig. 3(f) 
indicate an easier reversal for a larger  . For a smaller  , the absorption of light will be steeper 
in the z direction, resulting in higher spin-accumulation due to SHE in later times (where Sz is 
suppressed), which makes the magnetization remain in-plane up to smaller values of sd . In 
conclusion, by manipulating the SOI strengths and transient currents (determined by material 
structures as well as laser power and its spatiotemporal pattern), the non-equilibrium signal shape 
can be modified in order to manipulate the magnetization reversal for AOS applications. 
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As Figs. 3(d) and 3(f) suggest, the f(r) lineshape coefficient a modifies the signals ( neqS  
and zm ) and the reversal possibility (compare the cases 1 and 7) more significantly than the 
other parameters. Figure 4(a) shows that the amplitude of S  is enhanced at the earlier stage (0 < 
t < 40 fs) by decreasing a, and | S / zS | increases. Consequently, the reversal possibility in Fig. 
4(b) generally increases with decreasing a. Figures 4(c,d) and 4(e,f) show the spatiotemporal 
distribution of neqS  in the ˆ  direction in the NM ( 1a   and 2) and FM ( 1a   and 2), 
respectively. For smaller a, the positive S  spin accumulation in NM shifts towards the center of 
the laser spot (see Fig. 4(c,d)), which results in more diffusion of positive S  from NM into FM 
at the earlier stage (see Fig. 4(e,f)), leading the profile of S  to be more positive in FM. 
Although the above calculations are based on several approximations, the results indicate 
the possibility of magnetization reversal through the coexistence of optically excited transport 
and different SOI mechanisms. In order to achieve a more accurate model, the Elliott-Yafet 
mechanisms should be included, the dependence of   in time and all the three dimensions 
should be considered, the coefficients regarding the SOI mechanisms as well as sd , and ss  
should be derived through first-principle calculations, and the magnetization dynamics should be 
solved micromagnetically. In addition, Monte Carlo methods can be implemented to perform 
calculations for larger systems. 
    
V. CONCLUSIONS 
 We have discussed the effect of SOI mechanisms under the fs optical excitation. In 
perpendicularly magnetized ferromagnetic thin films adjacent to a non-magnetic heavy metal 
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layer, the skew scattering and spin-Hall effect give rise to the generation of transverse spins, 
which in turn exerts torques on the magnetization. Such torques can cause deterministic 
magnetization reversal, enabling all-optical switching in ferromagnetic transition metals. In order 
to optimize the structure for such a reversal mechanism, the impurity type, the bulk of the heavy 
metal, and the Rashba coefficient at the interface should be designed so as to have their effects 
superimpose constructively. In addition, the shape of the light spot and the light absorption 
coefficients, which determine the transient charge currents, should be optimized in order to 
facilitate the magnetization reversal process. 
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APPENDIX 
The propagator used to derive the  flux of carriers  E,r, ,z,t   in Eq. (2) can be 
written for the three dimensional case as 
 
            
     
2
2
2 2
exp t t / t t / t t / t t
t t
ˆˆcos / z sin / r
  
   
 
   

                      

     
, 
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where 
 
z
z
dz
v z

 

, 
   
z
z
tot
dz
z v z

 
 
, 
2r r r /
arctan
z z
 
  
   
 and 
2r r r /
arctan
z z
 
   
   
 ( r  is the radial mesh size). 
At each point of time and space, the scattering rate from a state with an energy E , and 
spin channel '  into a state with an energy E  and spin channel  , is determined by 
 P , ',E,E ,r, ,z,t    which is related to different scattering mechanisms. The parts of P that 
are related to sd  and ss  can be written as    
2
2
1
sd
sd T
m
P , ,E,E E E'
m

      

 and 
   
2
2
1
ss
ss T
n
P , ,E,E E E'
n

      

.  sd ss  are the scattering rates of the two 
aforementioned exchange interactions. 
2 2
Tm m

  and 2 2Tn n

 , where   sums over the 
spin channels, and m  is the  -component of the magnetization. Based on  sd ssP , we can 
express  sd ss  as 
 
   
1
sd ss
Esd ss
P , ,E ,E

 
  
  . sd  depends on the magnetization of the 
carriers below Ef,  1
f
z z
E E
sd
n n
  
 

, and ss  depends on the details of the density 
distribution of the different spin components of the conducting electrons. However, in our 
calculations we approximate both of them to be constant values. 
The part of P regarding the elastic and inelastic scattering is 
       
    
0 1 1
1max max
E' E ,E' , E
d ,in d ,el , ' , '
max max d ,in d ,el
E E
P P E E' E E'
E E
       
 
 
  
       
   
,
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 where maxE  is the maximum of the energy scattering for the inelastic scattering, and    
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is unity in the range indicated in brackets and zero otherwise.   is defined to account for the 
excitation from Ef, which is a mixture of equilibrium electrons spin-polarized parallel to the 
quantization axis and non-equilibrium electrons polarized according to n .   can be written as 
 
2 2
2 2
1
T T
n m
Q C Q C
n m
 
 
       
 
, where    0 5 1,z ,z ,z ,zQ .       
   
      and 
0 1C  . The parameter C accounts for the ratio of the electrons polarized transverse and 
parallel to the z axis. The value of C is a dynamic value with respect to time and depends on the 
density of states and the details of non-equilibrium spin of the thermalized electrons at the Fermi 
level. In the calculations, we use a small value of C = 0.01 not to overestimate the results for 
r ,S  . Finally, the part of P regarding the spin-flip scattering can be written as 
     1 11 1sf , ,z ,z , ,z ,z
sf sf
P             
    
            . 
References 
1 J.-Y. Bigot, M. Vomir, and E. Beaurepaire, Nature Phys. 5, 515 (2009). 
2 G. Lefkidis, G. P. Zhang, and W. Hubner, Phys. Rev. Lett. 103, 217401 (2009). 
3 L. C. Bassett, F. J. Heremans, C. G. Y. D. J. Christle, G. Burkard, B. B. Buckley, and D. D. 
Awschalom, Science 345, 1333 (2014). 
4 H. Vonesch and J.-Y. Bigot, Phys. Rev. B 85, 180407 (2012). 
5 A. J. Schellekens, K. C. Kuiper, R. R. J. C. de Wit, and B. Koopmans, Nat. Commun. 5, 4333 (2014). 
6 B. Pfau, S. Schaffert, L. Müller, C. Gutt, A. Al-Shemmary, F. Büttner, R. Delaunay, S. Düsterer, S. 
Flewett, R. Frömter, J. Geilhufe, E. Guehrs, C.M. Günther, R. Hawaldar, M. Hille, N. Jaouen, A. 
Kobs, K. Li, J. Mohanty, H. Redlin, W.F. Schlotter, D. Stickler, R. Treusch, B. Vodungbo, M. Kläui, 
H.P. Oepen, J. Lüning, G. Grübel, and S. Eisebitt, Nat. Commun. 3, 1100 (2012). 
7 D. Rudolf, C. La-O-Vorakiat, M. Battiato, R. Adam, J. M. Shaw, E. Turgut, P. Maldonado, S. 
Mathias, P. Grychtol, H. T. Nembach, T. J. Silva, M. Aeschlimann, H. C. Kapteyn, M. M. Murnane, 
C. M. Schneider, and P. M. Oppeneer, Nat. Commun. 3, 1037 (2012). 
8 A. Eschenlohr, M. Battiato, P. Maldonado, N. Pontius, T. Kachel, K. Holldack, R. Mitzner, A. 
Föhlisch, P. M. Oppeneer, and C. Stamm, Nature Mater. 12, 332 (2013). 
9 B. Koopmans, G. Malinowski, F. D. Longa, D. Steiauf, M. Fähnle, T. Roth, M. Cinchetti, and M. 
Aeschlimann, Nature Mater. 9, 259 (2010). 
10 C. Stamm, T. Kachel, N. Pontius, R. Mitzner, T. Quast, K. Holldack, S. Khan, C. Lupulescu, E. F. 
Aziz, M. Wietstruk, H. A. Durr, and W. Eberhardt, Nature Mater. 6, 740 (2007). 
22 
 
11 G. Malinowski, F. Dalla Longa, J. H. H. Rietjens, P. V. Paluskar, R. Huijink, H. J. M. Swagten, and B. 
Koopmans, Nature Phys. 4, 855 (2008). 
12 P. Nemec, E. Rozkotová, N. Tesarova, F. Trojánek, E. De Ranieri, K. Olejník, J. Zemen, V. Novák, 
M. Cukr, P. Malý, and T. Jungwirth, Nature Phys. 8, 411 (2012). 
13 K. Carva, M. Battiato, D. Legut, and P. M. Oppeneer, Phys. Rev. B 87, 184425 (2013). 
14 M. Battiato, K. Carva, and P. M. Oppeneer, Phys. Rev. B 86, 024404 (2012). 
15 M. Krauß, T. Roth, S. Alebrand, D. Steil, M. Cinchetti, M. Aeschlimann, and H. C. Schneider, Phys. 
Rev. B 80, 180407 (2009). 
16 S. Essert and H. C. Schneider, Phys. Rev. B 84, 224405 (2011). 
17 E. Turgut, C. La-o-vorakiat, J. M. Shaw, P. Grychtol, H. T. Nembach, D. Rudolf, R. Adam, M. 
Aeschlimann, C. M. Schneider, T. J. Silva, M. M. Murnane, H. C. Kapteyn, and S. Mathias, Phys. 
Rev. Lett. 110, 197201 (2013). 
18 M. Battiato, K. Carva, and P. M. Oppeneer, Phys. Rev. Lett. 105, 027203 (2010). 
19 G. P. Zhang, Phys. Rev. Lett. 101, 187203 (2008). 
20 A. Kirilyuk, A. V. Kimel, and T. Rasing, Rev. Mod. Phys. 82, 2732 (2010). 
21 J. Barker, U. Atxitia, T. A. Ostler, O. Hovorka, O. Chubykalo-Fesenko, and R. W. Chantrell, Sci. 
Rep. 3, 3262 (2013). 
22 G.-M. Choi, B.-C. Min, K.-J. Lee, and D. G. Cahill, Nat. Commun. 5, 4334 (2014). 
23 J.-Y. Bigot , M. Vomir, L. H. F. Andrade, and E. Beaurepaire, Chem. Phys. 318, 137 (2005). 
24 B. Y. Mueller, T. Roth, M. Cinchetti, M. Aeschlimann, and B. Rethfeld, New J. Phys. 13, 123010 
(2011). 
25 B. Y. Mueller and B. Rethfeld, Phys. Rev. B 87, 035139 (2013). 
26 E. Carpene, E. Mancini, C. Dallera, M. Brenna, E. Puppin, and S. D. Silvestri, Phys. Rev. B 78, 
174422 (2008). 
27 B. Y. Mueller, A. Baral, S. Vollmar, M. Cinchetti, M. Aeschlimann, H. C. Schneider, and B. 
Rethfeld, Phys. Rev. Lett. 111, 167204 (2013). 
28 K. Carva, M. Battiato, and P. M. Oppeneer, Phys. Rev. Lett. 107, 207201 (2011). 
29 K. Vahaplar, A. M. Kalashnikova, A. V. Kimel, D. Hinzke, U. Nowak, R. Chantrell, A. Tsukamoto, A. 
Itoh, A. Kirilyuk, and T. Rasing, Phys. Rev. Lett. 103, 117201 (2009). 
30 C. -H. Lambert, S. Mangin, B. S. D. Ch. S. Varaprasad, Y. K. Takahashi, M. Hehn, M. Cinchetti, G. 
Malinowski, K. Hono, Y. Fainman, M. Aeschlimann, and E. E. Fullerton, Science 345, 1337 (2014). 
31 L. Le Guyader, M. Savoini, S. El Moussaoui1, M. Buzzi, A. Tsukamoto, A. Itoh, A. Kirilyuk, T. 
Rasing, A. V. Kimel, and F. Nolting, Nat. Commun. 6, 5839 (2015). 
32 C. E. Graves, A. H. Reid, T. Wang, B. Wu, S. de Jong, K. Vahaplar, I. Radu, D. P. Bernstein, M. 
Messerschmidt, L. Müller, R. Coffee, M. Bionta, S.W. Epp, R. Hartmann, N. Kimmel, G. Hauser, A. 
Hartmann, P. Holl, H. Gorke, J. H. Mentink, A. Tsukamoto, A. Fognini, J. J. Turner, W. F. Schlotter, 
D. Rolles, H. Soltau, L. Strüder, Y. Acremann, A. V. Kimel, A. Kirilyuk, T. Rasing, J. Stöhr, A.O. 
Scherz, and H. A. Dürr, Nature Mater. 12, 293 (2013). 
33 S. Mangin, M. Gottwald, C. -H. Lambert, D. Steil, V. Uhlíř, L. Pang, M. Hehn, S. Alebrand, M. 
Cinchetti, G. Malinowski, Y. Fainman, M. Aeschlimann, and E. E. Fullerton, Nature Mater. 13, 286 
(2014). 
34 M. Deb, M. Vomir, J.-L. Rehspringer, and J.-Y. Bigot, Appl. Phys. Lett. 107, 252404 (2015). 
35 R. Chimata, L. Isaeva, K. Kadas, A. Bergman, B. Sanyal, J. H. Mentink, M. I. Katsnelson, T. Rasing, 
A. Kirilyuk, A. Kimel, O. Eriksson, and M. Pereiro, Phys. Rev. B 92, 094411 (2015). 
36 J. H. Mentink, J. Hellsvik, D. V. Afanasiev, B. A. Ivanov, A. Kirilyuk, A. V. Kimel, O. Eriksson, M. I. 
Katsnelson, and T. Rasing, Phys. Rev. Lett. 108, 057202 (2012). 
37 T. A. Ostler, J. Barker, R. F. L. Evans, R. W. Chantrell, U. Atxitia, O. Chubykalo-Fesenko, S. El 
Moussaoui, L. Le Guyader, E. Mengotti, L. J. Heyderman, F. Nolting, A. Tsukamoto, A. Itoh, D. 
23 
 
Afanasiev, B. A. Ivanov, A. M. Kalashnikova, K. Vahaplar, J. Mentink, A. Kirilyuk, T. Rasing, and A. 
V. Kimel, Nat. Commun. 3, 666 (2012). 
38 T. D. Cornelissen, R. Córdoba, and B. Koopmans, Appl. Phys. Lett. 108, 142405 (2016). 
39 X. Wang and A. Manchon, arXiv:1111.5466v1 [cond-mat.mtrl-sci] (2011). 
40 A. Manchon, arXiv:1204.4869v1 [cond-mat.mes-hall] (2012). 
41 I. M. Miron, G. Gaudin, S. Auffret, B. Rodmacq, and A. Schuhl, S. Pizzini, J. Vogel, and P. 
Gambardella, Nature Mater. 9, 230 (2010). 
42 N. Okamoto, H. Kurebayashi, P. Trypiniotis, I. Farrer, D. A. Ritchie, E. Saitoh, J. Sinova, J. Mašek, 
T. Jungwirth, and C. H. W. Barnes, Nature Mater. 13, 932 (2014). 
43 H. Kurebayashi, J. Sinova, D. Fang, A.C. Irvine, T. D. Skinner, J. Wunderlich, V. Novak, R. P. 
Campion, B. L. Gallagher, E. K. Vehstedt, L. P. Zarbo, K. Vyborny, A. J. Ferguson, and T. Jungwirth, 
Nature Nanotech. 9, 211 (2014). 
44 A. Manchon and S. Zhang, Phys. Rev. B 78, 212405 (2008). 
45 J.-H. Park, C. H. Kim, H.-W. Lee, and J. H. Han, Phys. Rev. B 87, 041301 (2013). 
46 P. M. Haney, H.-W. Lee, K.-J. Lee, A. Manchon, and M. D. Stiles, Phys. Rev. B 87, 174411 (2013). 
47 H.-A. Engel, B. I. Halperin, and E. I. Rashba, Phys. Rev. Lett. 95, 166605 (2005). 
48 J. Sinova, D. Culcer, Q. Niu, N. A. Sinitsyn, T. Jungwirth, and A. H. MacDonald, Phys. Rev. Lett. 92, 
126603 (2004). 
49 E. I. Rashba, Sov. Phys. Solid State 2, 1109 (1960). 
50 E. I. Rashba, Phys. Rev. B 68, 241315 (2003). 
51 G. Dresselhaus, Phys. Rev. 100, 580 (1955). 
52 D. A. Pesin and A. H. MacDonald, Phys. Rev. B 86, 014416 (2012). 
53 N. F. Mott and H. S. W. Massey, The theory of atomic collisions (Oxford University Press, New 
York, 1965). 
54 E. G. Mishchenko, A. V. Shytov, and B. I. Halperin, Phys. Rev. Lett. 93, 226602 (2004). 
55 I. M. Miron, K. Garello, G. Gaudin, P.-J. Zermatten, M. V. Costache, S. Auffret, S. Bandiera, B. 
Rodmacq, A. Schuhl, and P. Gambardella, Nature 476, 189 (2011). 
56 L. Liu, C.-F. Pai, D. C. Ralph, and R. A. Buhrman, Phys. Rev. Lett. 109, 186602 (2012). 
57 R. H. Liu, W. L. Lim, and S. Urazhdin, Phys. Rev. Lett. 110, 147601 (2013). 
58 L. Liu, C.-F. Pai, Y. Li, H. W. Tseng, D. C. Ralph, and R. A. Buhrman, Science 336, 555 (2012). 
59 A. Chernyshov, M. Overby, X. Liu, J. K. Furdyna, Y. Lyanda-Geller, and L. P. Rokhinson, Nature 
Phys. 5, 656 (2009). 
60 M. Bauer, A. Marienfeld, and M. Aeschlimann, Progress in Surface Science 90, 319 (2015). 
61 V. P. Zhukov, E. V. Chulkov, and P. M. Echenique, Phys. Rev. B 72, 155109 (2005). 
62 V. P. Zhukov, E. V. Chulkov, and P. M. Echenique, Phys. Rev. B 73, 125105 (2006). 
63 F. Freimuth, S. Blugel, and Y. Mokrousov, Phys. Rev. B 90, 174423 (2014). 
64 P. M. Oppeneer and A. Liebsch, J. Phys.: Condens. Matter 16, 5519 (2004). 
65 T. Moriya, Phys. Rev. 120, 91 (1960). 
66 I. Dzyaloshinskii, Phys. Chem. Solids 4, 241 (1958). 
67 J. Bass and W. P. Pratt Jr, J. Phys.: Condens. Matter 19, 183201 (2007). 
68 A. Santoni and F. J. Himpsel, Phys. Rev. B 43, 1305 (1991). 
69 Y. Wang, P. Deorani, X. Qiu, J. H. Kwon, and H. Yang, Appl. Phys. Lett. 105, 152412 (2014). 
70 C.-F. Pai, L. Liu, Y. Li, H. W. Tseng, D. C. Ralph, and R. A. Buhrman, Appl. Phys. Lett. 101, 122404 
(2012). 
71 Y. Niimi, Y. Kawanishi, D. H. Wei, C. Deranlot, H. X. Yang, M. Chshiev, T. Valet, A. Fert, and Y. 
Otani, Phys. Rev. Lett. 109, 156602 (2012). 
72 R. Mondal, M. Berritta, C. Paillard, S. Singh, B. Dkhil, P. M. Oppeneer, and L. Bellaiche, Phys. Rev. 
B 92, 100402 (2015). 
24 
 
73 R. Hertel, J. Magn. Magn. Mater. 303, L1 (2006). 
74 M. Battiato, G. Barbalinardo, and P. M. Oppeneer, Phys. Rev. B 89, 014413 (2014). 
75 T. J. Huisman, R. V. Mikhaylovskiy, J. D. Costa, F. Freimuth, E. Paz, J. Ventura, P. P. Freitas, S. 
Blügel, Y. Mokrousov, Th. Rasing, and A. V. Kimel, Nature Nanotech. 11, 455 (2016). 
  
25 
 
Figure captions 
Fig. 1. (a) The schematic of a FM/ NM bilayer and the laser spatial absorption pattern. The 
points in the FM are the impurities. (b) Top and side view of the in-plane spin-current (in the 
radial direction) with spin polarization along ˆ , induced due to SHE in NM from c,zˆJ z  with 
spin polarization of zˆS z . (c) Spin currents due to skew scattering of c,rˆJ r  with spin polarization 
of zˆS z . Panels marked by numbers 1 and 2 refer to the two possible spin currents. The most right 
panel shows the side view of the spin current shown in panel 2. (d) ISHE-induced charge 
currents due to c,zJ  with transverse spin polarizations of rS  or S . (e) Spin current parallel to ˆ  
induced by c,rJ  due to the Rashba interaction at the FM/NM interface. The green (dashed black) 
arrows indicate direct (inverse) scattering. Black, red, blue, and pink arrows indicate charge 
current, spin polarization before scattering, spin current, and spin polarization after scattering, 
respectively. Dark blue (dark green) balls are non-scattered (scattered) electrons.    
 
Fig. 2. (a) Spatial average (average over 0 lasr R   and NM tott z d  ) of the temporal 
evolution of neqS  and the change in sm  in the FM layer ( avgS  and zm , respectively) up to 160 
fs. (b-d) The radial average (average over 0 lasr R  ) of the spatiotemporal distribution of neqS  
in the rˆ , ˆ  and zˆ  directions, respectively. (e) The radial average of the spatiotemporal 
distribution of the change in sm , zm . 
 
Fig. 3. (a) S , zS  and zm  for tNM = 2.5 nm (continuous line, case 1), 2 nm (dashed line, case 2), 
and 3 nm (dotted line, case 3). (b) S , zS  and zm  for sd  ( ss ) = 1 fs (continuous line), 2 fs 
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(dashed line), and 5 fs (dotted line). (c) S , zS  and zm  for  0 3sk .    (dashed line, case 4), 
0 1sk .    (continuous line), 0sk   (dash-dotted line, case 5), and 0 3sk .   (dotted line, case 
6). (d) S , zS  and zm  for 1a   (dashed line, case 7), 2a   (continuous line), and 4a   
(dotted line, case 8). (e) S , zS  and zm  for 5   
nm (dashed line, case 9), 15 
 
nm 
(continuous line), and 25 
 
nm (dotted line, case 10). For (a-e), tFM = 1 nm, Nr = 5, and the 
continuous line represents a similar case (tNM = 2.5 nm, sd
  ( ss ) = 1 fs, 0 1sk .   , 2a  , and 
15 
 
nm). (f) The value of sd  that the magnetization reversal becomes possible while we 
keep   0 1s zM min m .    µB/atom, for the cases 1 to 10 (the error bar for sd  is ±0.01 fs and 
dot sizes reflect this error bar). 
 
Fig. 4. (a) S  and zS  for 1a  , 1.2, 1.5, and 2. (b) The value of sd  that the magnetization 
reversal becomes possible while we keep   0 1s zM min m .    µB/atom, for the cases in (a) (the 
error bar for sd  is ±0.01 fs and dot sizes reflect the error bar). (c-d) The spatiotemporal 
distribution of neqS  in the ˆ  direction in the NM (averaged over 0 NMz d  ) for 1a   and 
2a  , respectively. (e-f) The spatiotemporal distribution of neqS  in the ˆ  direction in the FM 
(average over NM totd z d  ) for 1a   and 2a  , respectively. 
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