Abstract-The wide use of the Global Positioning System (GPS) for navigation has been persistent for a long time. However, in today's scenario when technologies are advancing the accuracy of positioning systems, there are various new threats and challenges emerging. The signal receivers for positioning systems are prone to spoofing. This external interference in the system is usually done by feeding false signals to the receiver. Though the dead reckoning method is still in use, any interference with GPS can still lead to disaster. Insects and birds are known to use solar position for guidance and it is widely accepted by researchers that some birds, such as pigeons, use solar position in their homing flight. There are similar studies performed on honeybees and monarch butterflies. The use of solar position by these insects and birds brings up the question of whether a mathematical model can be used to replicate the results for aircraft navigation, and can a bio-inspired navigation algorithm like this be implemented? Solar position algorithms are already in wide use. The solar position algorithms available calculate the azimuth and zenith/incidence angles for the solar position at any given point of time when the position of the observer is known. The objective for navigation is to find an observer's position from solar position to present an alternative to GPS for navigational use. This document proposes a method for calculating the observer's position when the azimuth and zenith/incidence angles for solar position, attitude of aircraft and time are known. The approach proposed is that the position of the observer can be calculated by reversing the ENEA algorithm where instead of calculating the solar position using an observer's position, one will be calculating the position of the observer from solar position and time. The study includes the comparison of the calculated position of a UAS using the proposed method with the onboard GPS readings for both the ideal and the mimicked sensor accuracies for the position of the sun.
I. INTRODUCTION
In the navigation field, various sensors or combinations of sensors have been used for position calibration. Use of GPS and the dead reckoning method have been common practice. However, the reliability of the GPS system cannot be trusted when it is prone to spoofing. This interference happens by feeding false signals at the same frequency as that of GPS. However, even though the false frequency is known to be stronger than that of original GPS frequency, which makes it easier to differentiate between them, the question of reliability remains unanswered as modern electronic warfare advances. The use of celestial objects for navigation is not new. The use of a solar compass and the North Star (along with Ursa Minor and Ursa Major) by sailors is well known, and recent studies show the use of the solar position by many species for navigation.
Insects and birds are known to use the sun's position for guidance. Researchers widely accept that some birds, including pigeons, use the sun's position in their homing flight. However, in this case, the sun does not tell the animal its position and which direction it should fly in order to get home. The bird first calibrates its direction using other sources of information, and after that, they follow the appropriate course using the sun. Research has shown that birds use the geomagnetic field to determine compass directions, but inputs from the sun compass are preferred when the sun is visible. [1] The study performed by Menzel and Greggers [2] on the memory structure of navigation in honeybees outlines the use of ground structure in relation to the sun compass used by honeybees to get back to their hives or to reach previously explored forage. In catch-and-release experiments they found that the honeybees need to learn, identify, distinguish and localize the objects in the environment for navigation. In their study they have adopted the view that navigational memory in honeybees can be best conceptualized by a cognitive map that stores the spatial relation between multiple landscape features they use for navigation. [2] This same concept of the use of atmospherically scattered sunlight to reliably determine the absolute heading by many insects has been implemented by Ashkanazy and Humbert [3] to get the absolute heading as an alternative to the dead reckoning methods and the magnetic compass. The physical model they implemented uses the visual inputs from the structure based on Dorsal Rim Area (DRA) along with the temporal circadian rhythm and the polarization pathway where the combination of detected relative bearing from the sun and predicted sun azimuth is used to calculate absolute heading. [3] In the studies of migrating Eastern North American monarch butterflies performed by Shlizerman [4] , they present a model that integrates neuronal oscillations of the sun's horizontal position and the circadian clock to direct flight, and their model explains flight simulator tracks and proposes a space-time integration mechanism for directional flight. The monarchs use a circadian clock housed in the antennae to keep track of time-of-day and to control the sun compass timings. The solar azimuth is detected by the monarch's eyes which are shaped as half spheres separated by 180°from each other and are composed of many individual lenses. The results of their study demonstrate a simple neuronal integration mechanism based on matching spiking rates of clock and azimuth neural signals to provide angular position control, and this mechanism helps monarch butterflies to make their journey and reach their overwintering sites, relying on limited food sources on their flight path. [4] The basic idea of this project is to calibrate the observer's position when the azimuth and zenith/incidence angles for the sun's position are known. The solar position algorithms available calculate the azimuth and zenith/incidence angles for the sun's position at any given time when the position of the observer is known. Here the goal is to achieve exactly the opposite: to present an alternative to the GPS sensor for navigational use. In this study the main objective is to achieve the exact location of the observer in real time with very accurate time, aircraft attitude and solar position as inputs. The calculation of solar position in terms of zenith and azimuth would be performed by sensors. The traditional method for air navigation uses a combination of rate gyros, accelerometers, and pressure sensors. The work presented in this study will add on to this method to make it more reliable. There have been plenty of algorithms proposed over the years for the calculation of solar position with respect to the observer's position and most of them have been used for solar radiation applications. For this study existing algorithms are considered based on the accuracy and the effective time duration for that specific algorithm proposed by the respective author.
Three algorithms found to be relevant from the proposed time duration are the Michalsky algorithm [7] , SPA algorithm [6] , and ENEA algorithm [5] . However, based on the accuracy requirements for this project only the SPA and ENEA algorithms are relevant with estimated accuracy of 0.0003°a nd 0.0027°, respectively. The effective time duration of these algorithms depends upon the reference day for the Julian time used in the algorithm. In the case of the SPA algorithm the uncertainties equal to 0.0003°for the years -2000 to 6000 as it uses the reference day of January 1, in year -4712 at 12:00:00 UT [6] which is the actual start day of the Julian calendar. However, the Michalsky algorithm is limited to the period of 1950 to 2050 with uncertainty greater than 0.01°because it uses the reference day of noon January 1, 2000 [7] . The ENEA algorithm has the maximal uncertainty of 0.0027°for the time period of 2003 to 2022, and it uses noon January 1, 2003 as its reference day for Julian date [5] .
The basic concept behind the calculations in all of these algorithms is first to calculate the position of the planet, Earth in this case, with respect to the sun at any given point of time in terms of heliocentric longitude and latitude along with the radius vector, and then achieve the values of geocentric longitude and latitude, and, finally, calculate the topo-centric coordinates of the observer in terms of azimuth and zenith angles. These algorithms are usually designed around the periodic terms of the respective planet explained in Chapter 31 and Appendix II of the book Astronomical Algorithms [8] .
Various accuracy improvement parameters have been added to account for the effects of different aspects affecting the planetary calculations like nutation in longitude and obliquity and, aberration correction. These algorithms also have parameters like refraction correction to address errors caused by atmospheric effects. All three algorithms have been studied and implemented to verify the accuracy in real time. After a thorough analysis, it was found that the SPA algorithm uses logical statements in multiple parts of the algorithm, so the reverse approach cannot be implemented. The ENEA algorithm was selected to apply the reverse approach. At this point the main objective is to achieve the 2D position of the observer as the third parameter, elevation, can be easily obtained with the use of a Pitot tube, which is believed to be very accurate. Apart from the SPA algorithm, no other algorithm has the elevation parameter as a part of it. The process of obtaining the observer's position from the known time, attitude of aircraft and solar location is presented in the next section.
II. OBSERVER'S POSITION CALCULATION MODEL
The observer's position calculation model is based on the selected solar position calculation algorithm's accuracy. After a careful comparative study as mentioned in the previous section, the ENEA algorithm has been selected to implement the idea of a reverse approach to calculate the position of the observer. The assumption is that the solar position, attitude of aircraft and the accurate time are known. The objective is to find the position of the observer in terms of longitude and latitude. The process of finding the equations to calculate longitude and latitude is as follows.
A. Algorithm derivation
The ENEA 1 algorithm [5] has zenith and azimuth formulas as follows.
Zenith:
Azimuth:
Here: e 0 -Solar elevation angle without refraction correction, δe -Atmospheric refraction correction due to solar elevation, h t -Topo-centric hour angle, sh t -approximate sine of h t , ch t -approximate cosine of h t , ψ Observers latitude, δ t -Topo-centric declination.
The time scales t G and t used in this algorithm are the Julian Day and the Julian Ephemeris day, respectively. They have been shifted to start at noon, 1 January 2003. [5] IN T (7.8) = 7, IN T (−6.6) = −6), U T -Fractional U T of the day measured in the hours from Greenwith midnight and the minutes and seconds must be converted into fractions of hours, ∆ -Difference between UT (UTC) and TT (*=TT-UT) [5] The geocentric longitude due to nutation [5] is:
In the ENEA algorithm, until the calculation of the local hour angle of the sun, knowledge of the observer's position is not needed as they are only time based functions. The proposed algorithm needs these time dependent parameters to calculate the observer's position. To derive the desired equations for azimuth and zenith in terms of unknown variables, that is, observer's longitude and latitude, the following equations from the ENEA algorithm [5] are needed.
Local hour angle of the sun:
Parallax correction to right ascension:
Topo-centric right ascension:
Topo-centric declination:
Topo-centric hour angle:
Solar elevation angle without refraction correction:
Atmospheric refraction correction due to solar elevation:
e0+0.089186 ) The equations mentioned above contain the components of the observer's location, and are substituted in the zenith and azimuth equations to achieve the equation which has longitude and latitude as variables. The remaining parameters in the equations are known, and can be used to calculate all time based parameters. The derived equations are as follows, Zenith:
Once equation (4) is substituted in equation (3), the only unknown parameters in equation (3) and equation (5) will be the observer's longitude (θ) and observer's latitude (ψ). These two nonlinear equations can be further solved to get the position of the observer.
B. Algorithm flow
The flow for the calculation of the observer's position is presented in six sections. The first section calculates the time parameters and addresses the necessary time conversions. The heliocentric parameters are calculated in the second section. The third, fourth and fifth sections calculate correction in geocentric longitude, Earth axis inclination and geocentric global solar coordinates, respectively. The final section uses equations (3) and (5) presented in this algorithm to calculate the observer's position. To calculate the parameters from sections 1-5, the respective equations from the ENEA algorithm [5] should be used.
The flow to calculate the position of the observer can be represented as follows, 
3) Correction to the geocentric longitude due to nutation (∆γ) 4) Earth axis inclination (ε) 5) Geocentric global solar coordinates a) Geocentric solar longitude (γ) b) Geocentric right ascension (α) c) Declination (δ) 6) Calculation of the observers position in terms of longitude (θ) and latitude (ψ) using derived equations of Azimuth (Γ) and Zenith (z). The approaches taken to implement this flow and their results are discussed in section Approaches, Results and Discussion.
III. SENSORS Sensors
2 to calculate both azimuth and zenith are now readily available. The sensor needed to calculate zenith are widely used in the aerospace industry and are known as sun sensors. Sun sensors have a wide variety of applications. They are used on satellites for attitude determination, satellite solar panel positioning, solar position determination, balloons and UAV control, and more [9] [10]. One of the sun sensors named nanoSSOCD60 from Solar MEMS technologies [9] is shown in Figure 1 . Fig. 1 . nanoSSOCD60 [9] The field of view of these sensors is limited to ±60°which will not be able to cover the full spectrum for our application. To resolve this issue, five sensors can be mounted as one on each side of a cube, except the bottom, to cover the full field of view to calculate an accurate solar zenith.
Some of animal species, including migrating Eastern North American monarch butterflies have the vision mediated by compound eyes [4] [11]. Floreano et. al. [11] have succeeded in fabricating a prototype of a miniature curved artificial compound eye named CurvACE which can calculate the solar azimuth based on photodetectors, shown in Figure 2 . The field of view of the CurvACE sensor is 180°× 60° [11] . The CurveACE prototype has a bent rectangular array of 42 columns of 15 artificial ommatidia, totaling 630 artificial ommatidia. The interommatidial angle and acceptance angle are both about 4.2°. [11] Two of these sensors can be used to cover the full 360°s pectrum and the solar azimuth can be calculated with respect to north. Although the current resolution and accuracy of this curved artificial compound eye sensor may not be sufficient [11] for our purpose, this is the exact kind of sensor that is needed to find the azimuth.
The sensors will be mounted on the aircraft or a moving vehicle, but the sensors always need to be parallel to the horizontal plane to get accurate readings for the zenith and azimuth angles. This can be solved by a rotation matrix which will always convert the reading of zenith and azimuth angles from the body frame to the frame parallel to the X-Y plane. The use of cosine and sine rules can resolve this issue.
IV. APPROACHES, RESULTS AND DISCUSSION
Two different approaches have been taken to solve the two non-linear equations to get the position of the observer: A) Newton's numerical method; and B) the trust region method. The GPS receiver data from actual flight tests of DG808 unmanned aircraft (shown in Figure 3 ) has been used to test the algorithm. This way it becomes easy to evaluate the accuracy of the position output of the algorithm in comparison with GPS positions. This GPS position data has also been used to calculate zenith and azimuth angles of the sun's position by using the ENEA algorithm developed during this study. Now with the availability of GPS time along with respective zenith and azimuth angles, the position of the observer can be calculated by using this algorithm. The first position value from GPS in terms of longitude and latitude is used as the last known value. The results show the outcome of the simulated experiments.
A. Newton's Method
In Newton's method the formula for the calculation of the next value from the previous or last known value is usually given as follows for the multi-dimensional case [12] ,
Here the approximation x(k + 1) to a root of f (x) = 0 is computed from the approximation x k using the above equation.
Newton's method can be used to solve two nonlinear equations with two unknown variables, in this case θ and ψ. The functional equations can easily be achieved by taking all terms to one side and setting the equation equal to zero. The Fig. 3 . DG808 unmanned aircraft two main equations can be referred as f 1 (θ, ψ) and f 2 (θ, ψ) and can be written as follows for this multi-dimensional case.
The derivative term or the Jacobian term in this case can be represented as follows,
The Jacobian derivative terms have been calculated using the symbolic toolbox in MATLAB. From equations (6), (7) and (8) the next term (prediction) can be calculated. The calculated term can again be used as input in the next loop to calculate the next term and so on.
The solution of the algorithm using Newton's method has a few deficiencies, as the Jacobian is badly scaled for which the presence of many trigonometric and inverse-trigonometric terms can be a probable reason. A badly scaled Jacobian usually gives a big value as output which results in the mechanism not detecting the output and overlooking it at each iteration. Generally, in these cases, the Jacobian acts as a scaling factor so the mechanism can detect the correct value. In this scenario, it is common to multiply a step size constraint parameter by the Jacobian in Newton's method. The equation (6) therefore can be redefined as follows,
Here: S p -Step size constraint parameter At this point, the solution can be achieved by controlling the number of iterations, maximum error, and time step. The output for the single point calculation gives the position accurately within a few centimeters of accuracy from the original position. However, this pattern is not followed in the dynamic mode when the complete path has been applied as an input and the algorithm has to predict the next position, at each point of time. This behavior has been shown in Figure  4 and Figure 5 . The probable cause found for this behavior so far indicates that it is due to the step size which has been added to help with convergence and accuracy. Any increment in step size reduces the accuracy, and with step size close to 1, it does not converge. The inability of Newton's method to solve these equations can be also attributed to the badly scaled/illconditioned Jacobean matrix. These equations consist of plenty of inverse-trigonometric terms and any small change in input values can drastically change the output. Even though differentiation of the equations to get the Jacobian matrix has been performed with the help of symbolic toolbox in MATLAB for accuracy, there is still a possibility that the Jacobian is badly scaled due to the complexity of equations. The model can work in the dynamic mode only when the step size is standardized, which will depend on the velocity and direction. This makes it impossible to make this model work in a real time scenario as having the knowledge of velocity and direction in advance is not possible.
One more cause of concern in this method is the processing power needed to execute this operation, as the mentioned accuracy has been achieved with 10,000 iterations, 1e-15 error tolerance, and 1.3469e-13 as a step size. This creates the necessity of a method which can not only solve these highly non-linear equations but also doesn't need heavy processing power.
B. Trust Region Method
The trust region method has matured over more than five decades now. Iterative methods for optimization are usually divided into two categories, as line search methods and trust region methods. The line search optimization algorithms obtain a search direction at each iteration and search along that direction to obtain a better estimate. The trust region approach is associated with approximation. For an optimization problem, if we have a current guess of solutions, an approximate model can be constructed near that point and the solution of that approximate model can be taken as the next iteration point. In the trust region algorithm, the approximate model can only be trusted in the region near the current iteration. The region in which the approximate model is trusted is called the trust region. [13] [15] MATLAB software has been used in this project exclusively and it has the inbuilt function fsolve which is based on the trust region method to solve nonlinear equations. This inbuilt algorithm solves a set of n nonlinear functions
where n is number of components of vector x with the aim of finding a vector x that makes all (3) and (5). A function has been created to encode these equations. The fsolve function is used in coordination with the created function to solve the set of nonlinear equations.
The trust region method has performed very well in solving the derived equations and the resulting analysis has been performed on ten data sets. For the discussion, only one of the data set results will be considered. The GPS flight data from the DG808 unmanned aircraft has been used to mimic the sensor readings for azimuth and zenith angles (the sun's position). The GPS time, longitude, latitude, annual average local pressure, and annual average local temperature have been used to achieve the azimuth and zenith data from the ENEA algorithm. Then these azimuth and zenith angles have been fed as continuous inputs along with the GPS time towards the implemented algorithm where only the first value (initial value) of the longitude and latitude have been used as the last known position. The algorithm needs only the initial value of the longitude and latitude, and it uses the timedependent remaining parameters of the ENEA algorithm for the estimation of the next value for the longitude and latitude. The results of the algorithm are discussed as follows.
1) Output of the Trust Region Algorithm:
In the navigation algorithms, where the main objective is to control the position, in order to perform the movements in the correct direction, the accuracy of an algorithm can only be tested on the basis of the position accuracy. The proposed algorithm has provided excellent results for the observer's (aircraft's) position. From Figure 6 and Figure 7 , it can be observed that the algorithm has followed the flight path with good estimation accuracy. The standard deviation in error for the estimation output has been calculated in both North and East directions with reference to local coordinate system. For the data set under discussion, standard deviation of the error in North and East direction is 1.90 meters and 1.92 meters respectively. These numbers are comparable to the performance of GPS units available in the market. Even though the data set results presented in Figure 6 and Figure 7 are for the ideal case, it was found that the error in the input parameters, i.e. azimuth and zenith, close to 0.0001°is generally acceptable. The standard deviation of the error in this specific case, in the North and East, being 1.6053 meters and 4.6531 meters respectively for 0.0001°of error in the azimuth input. Table  1 also shows the average of the standard deviation of error in North and East direction for the ten data sets used in this study which is 1.5723 meters and 1.4030 meters respectively. 2) Correlation of the Error: The proposed algorithm uses the position of the sun as an input; therefore, the accuracy of the algorithm estimation output depends on the availability of the sun during a particular time of the day so it becomes necessary to find the correlation of the error. It is essential to establish the relationship with the error based on time-of-day and day. The relations found are as follows.
2.1) Error Caused by Time-of-Day:
The relationship of error caused by the availability of the sun is very evident based on the sunrise and sunset. There are various parameters that affect the visibility of the sun during the day, like weather, eclipse, etc. and the assumption in this analysis is that no such parameters are causing visibility issues during the experiments. The experiments have been performed while changing only the hour during the day. As the proposed algorithm is heavily dependent on the accuracy of time, this makes it essential to analyze.
The results have shown that the closer the time is to sunset and sunrise, the error elevates. The experiments have also shown that the maximum accuracy achieved by the algorithm is between 16 and 20 hours of UTC. The local time difference of the flight tests location with that of UTC was -6 hours so the local time will be 10 AM to 2 PM. This is a time of day when the sun is usually at its brightest intensity. This phenomenon has been observed across all the data sets and Figure 8 is a good representation of this.
2.2) Error Caused by Day:
The second parameter to validate is how the error is related to a change in the day when the position is fixed. Ideally, it might be assumed that if the position is fixed, time is fixed and the only parameter changing is the day, then the output Fig. 8 . Correlation of error with time of day should be same; but this has been proven wrong. Figure 9 shows the variation of error based on the day. For the data represented in Figure 9 , standard deviation of the error in North direction is 0.0325 meters and in East direction is 0.1033 meters. The mean of the error in North direction is 1.9152 meters and in East direction is 1.9252 meters, which is very close to the original error. This can be attributed to the phenomenon called analemma. If you observe the sun from the same place and same time every day, the sun won't be at the same position. The correlation of error with aircraft heading and attitude needs to be established and to find the relation, the position difference (true position -estimated position) with respect to time has been calculated. It is important to note that the flight data used for this analysis is only the GPS position and time data to mimic the sensors, but no actual sensors were used. Real sensors will have some inaccuracies, which may limit the roll or other attitude changes of the aircraft to achieve the ideal results for this algorithm.
The true and estimated position for the selected data set are shown in Figure 10 . To establish the relationship of error with aircraft heading and attitude, first, the relationship of error with the altitude and true velocity needs to be verified. Figure  11 contains the comparison of error/position difference (True position -Estimated position) with the altitude (m) and true velocity (m/s) of the aircraft.
The relationship of position error with changes in longitude and latitude can be established even though they both are in different coordinate systems as time is the common parameter. The comparison has been shown in Figure 12 , which contains the comparison of GPS and estimated latitude and longitude along with errors in north and east (local coordinate system). The comparison shows that error in north follows the changes in latitude and error in east follows the error in longitude. The correlation of error with the attitude of the aircraft can be established with the comparison of error with aircraft attitude parameters (φ, θ, ψ) and 3D rate gyro parameters (P, Q, R). Each attitude parameter will have some impact on the output and the comparison can only demonstrate which parameter has a more visible impact on the output. Figure 13 contains the comparison of attitude angles (roll, pitch, yaw) with the error, and Figure 14 contains the comparison of rate gyro parameter (roll rate, pitch rate, yaw rate) with the error. It can be observed from Figure 13 and Figure 14 , that in this case, the error increases with an increase in negative roll and roll rate. Also, when the roll and roll rate goes from positive to negative, the error is small. Figures 11-14 show that the difference between GPSand the algorithm-estimated positions oscillate between a non-zero and nearly zero value as the UAS maneuvers with altitude and attitude changes. The GPS system has its own inaccuracies, and the aircraft speed will also affect the estimation. This indicates that the algorithm compensates for all these changes and, intermittently yet systematically, gives an acceptable position estimation.
3) Investigation of Sensitivity of Error Caused by Sensors:
Real sensors always have some inaccuracies; thus it becomes essential to study the sensitivity of the proposed algorithm towards the errors caused by the sensor to validate the performance of the algorithm. The sensitivity investigation has been performed by polluting the input data of azimuth and zenith angles to simulate the sensors. Figures 15-17 are the representation of the results where the error is measured with respect to the pollutant range. This study has been conducted by first polluting the azimuth data, secondly the zenith data and finally both azimuth and zenith data as shown in Figures 15, 16 and 17, respectively. In all the experiments, with a 0.01°pollutant angle, the standard deviation of the error in North or East has met or exceeded the boundaries of the area of operation of that flight path. In the current example, the area of operation is approximately 800 × 600 meters. From Figures 15-17 , the maximum approximate error is 475 meters in East for the azimuth pollutant, 650 meters in North for the zenith pollutant and 650 meters for both the azimuth and zenith pollutants. As the standard deviation of error crosses the area of operation boundary, or gets close to it, the algorithm becomes ineffective for the estimation. This shows the algorithm is highly sensitive to the errors in the input.
The sensitivity of the algorithm can also be demonstrated as shown in Figure 18 . The plot shows the difference between the estimated and true position of the data set with the pollutant of 0.001°in azimuth angle input. The standard deviation of error present is 14.4253 meters towards the One of the most accurate sensors for calculation of zenith has an accuracy of 0.3°and to verify the amount of error that can be reached with this accuracy, the pollutant of 0.3°h as been added to the zenith input of the algorithm. In this experiment, it was found that the standard deviation of error in North direction is 19406.9366 meters and in East direction is 2368.5836 meters i.e. 19.4070 Km and 2.3686 Km respectively. This effectively proves that the available sensors cannot be used as inputs for the proposed algorithm due to insufficient accuracies.
V. CONCLUSION
In this study, a bio-inspired navigation algorithm has been developed with the help of the ENEA algorithm. The proposed algorithm has been implemented using the trust region method. It has been found that if the position of the sun in terms of azimuth and zenith and accurate time is available, then the position of an observer can be found with very good accuracy. The average standard deviations of the error in the North and East directions for the ten data sets used in this study, have been found to be 1.57 meters and 1.40 meters, respectively. However, these results are for the ideal case when the assumed sensor data has no errors present. To validate the algorithm further, sensitivity simulations have been performed where the input sensor data has been polluted to mimic real sensor data. In all the experiments, with 0.01°pollutant angle, the standard deviations of the error in North or East came close to or exceeded the boundaries of area of operation of that flight path. As the standard deviation of error crosses the area of operation boundary or gets close to it, the algorithm becomes ineffective for the estimation. This shows that the algorithm is highly sensitive to the errors in the input. The most accurate sensor out of the sensors presented in section Sensors; gives accuracy of less than 0.3°and precision of less than 0.05°, which exceeds the maximum error tolerance level of the presented algorithm. During simulations, it was found that, if the sensors could achieve the accuracy up to 0.0001°, the algorithm can achieve acceptable position estimation accuracy on the order of meters.
This algorithm has been used to estimate position error with respect to the time-of-day and day. When the tests were performed to verify the effect of day on accuracy, it was found that there is a variation present in the error for both North and East directions but the standard deviation of the change in error is found to be less than 0.5 meters in all cases. The results for the effect of time-of-day on accuracy have shown that the error increased closer to the time of sunset and sunrise. The experiments also show the maximum accuracy achieved by the algorithm was between 16 and 20 hours of UTC which is 10 AM to 2 PM local time.
From the study, it can be concluded that when very accurate position of sun, time, and attitude of aircraft are known, the position of an observer can be calculated. However, with the current available sensors it is not possible to implement this algorithm practically, which means at this point the presented algorithm cannot be used to replace GPS systems. If in the future, the sensor technology advances enough to provide acceptable inputs to the presented algorithm, this approach has immense potential. The same approach can be used for any planet in the solar system which does not have the GPS infrastructure, provided that the solar position calculation algorithm designed for that particular planet has the required accuracy and the sun is visible.
