Abstract Semantic labeling of large volumes of image and video archives is difficult, if not impossible, with the traditional methods due to the huge amount of human effort required for manual labeling used in a supervised setting. Recently, semi-supervised techniques which make use of annotated image and video collections are proposed as an alternative to reduce the human effort. In this direction, different techniques, which are mostly adapted from information retrieval literature, are applied to learn the unknown one-to-one associations between visual structures and semantic descriptions. When the links are learned, the range of application areas is wide including better retrieval and automatic annotation of images and videos, labeling of image regions as a way of large-scale object recognition and association of names with faces as a way of large-scale face recognition. In this chapter, after reviewing and discussing a variety of related studies, we present two methods in detail, namely, the so called "translation approach" which translates the visual structures to semantic descriptors using the idea of statistical machine translation techniques, and another approach which finds the densest component of a graph corresponding to the largest group of similar visual structures associated with a semantic description.
Introduction
There is an increasing demand to efficiently and effectively access large volumes of image and video collections. This demand leads to many systems to be introduced for indexing, searching and browsing of multimedia data. However, as observed in user studies [4] , most of the systems do not satisfy the user requirements. The main bottleneck in building large-scale and realistic systems is the disconnection between the low-level representation of the data and the high-level semantics, which is usually referred as the "semantic gap" problem [41] .
Early work on image retrieval systems were based on text input, in which the images are annotated by text and then text-based methods are used for retrieval [15] . However, two major difficulties are encountered with text-based approaches: first, manual annotation, which is a necessary step for these approaches, is laborintensive and becomes impractical when the collection is large. Second, keyword annotations are subjective; the same image/video may be annotated differently by different annotators.
In order to overcome these difficulties, content-based image retrieval (CBIR) was proposed in the early 1990s. In CBIR systems, instead of text-based annotations, images are indexed, searched or browsed by their visual features, such as color, texture or shape (see [21, 41, 42] for recent surveys in this area). However, such systems are usually based only on low-level features and therefore cannot capture semantics.
In some studies, the semantics derived from the text is incorporated with the visual appearance to make use of both textual and visual information. The Blobworld system [13] uses a simple conjuction of keywords and image features to search for the images. In [14] , Cascia et al. unify the textual and visual statistics in a single indexing vector for retrieval of web documents. Similarly, Zhao and Grosky [47] use both textual keywords and image features to discover the latent semantic structure of web documents. In the work of Chen et al. [17] , image and text features are used together to iteratively narrow the search space for browsing and retrieval of web documents. Benitez and Chang [7] combine the textual and visual descriptors in the annotated image collections for clustering and further for sense disambiguation. Srihari et al. [43] use the textual captions for the interpretation of the corresponding photographs, especially for face identification applications.
Although these methods provide better access to image and video collections, the "semantic gap" problem still exists. Many systems are proposed to bridge the semantic gap in the form of recognition of objects and scenes. However, most of these systems require supervised input for labeling and therefore cannot be adapted to large-scale problems.
Recently, methods that try to bridge the semantic gap by learning the associations between textual and visual information from "loosely labeled data" are proposed as an alternative to supervised methods. Loosely labeled data means that the labels are not provided for individual items but for a collection of items. For example, in an annotated image collection, textual descriptions are available for the entire image but not for individual regions (Fig. 9.1 quantities in a variety of data sets (such as stock photographs annotated with keywords, museum images associated with metadata or descriptions, news photographs with captions and news videos with associated speech transcripts) and are easy to obtain. Therefore, the manual effort required for manual labeling can largely be reduced by the use of data sets providing loosely labeled data. However, these data sets do not provide one-to-one correspondences, and therefore it requires different learning techniques to learn the links between semantics derived from text and visual appearance. In this direction, a variety of approaches are proposed in recent studies for semantic labeling of images and videos using the loosely labeled data sets. Although, each study brings its own solution to the problem, most of them rely on the joint occurrences of the textual and visual information, and use statistical approaches which are mostly adapted from text retrieval literature. The range of applications which make use of such approaches is large: improved search and browsing capabilities, automatic annotation of images, region naming as a possible direction to recognize large number of objects, face naming as a way of recognizing large number of people in different conditions, semantic alignment of video sequences with speech transcripts, etc.
In the following, first we will discuss some of these studies by focusing on the automatic image annotation problem. Then, we will present two methods in detail, namely the so-called "translation model" with a focus on the association of videos and speech transcript text and a graph model for solving the face naming problem.
Semantic Labeling of Images
The need for the labels in semantic retrieval of images and videos and the difficulty and the subjectivity of manual labeling make automatic image annotation, which is the process of automatically assigning textual descriptions to images, a desired and attractive task resulting in many studies to be proposed recently for automatic annotation of images.
In some studies, semi-automatic strategies are used for annotation of images. Wenyin et al. [45] use the query keywords which receive positive feedback from the user as possible annotations to the retrieved images. Similarly, Izquierdo and Dorado [24] propose a semi-automatic image annotation strategy by first manually labeling a set of images and then extracting candidate keywords for annotating a new image from its most similar images after a frequent pattern mining process.
For automatic indexing of pictures, Li and Wang [29] propose a method which models image concepts by 2D multi-resolution hidden Markov models and then labels an image with the concepts best fit the content. In [34] , Monay et al. extend latent semantic analysis (LSA) models proposed for text and combine keywords with visual terms in a single vector representation. Singular value decomposition (SVD) is used to reduce the dimensionality and annotation is then performed by propagating the annotations of the most similar images in the corpus to the unannotated image in the projected space.
In some other studies image annotation is viewed as a classification problem where the goal is to classify the entire image or the parts of the image into one of the categories corresponding to annotation keywords. In [32] , Maron and Ratan propose multipleinstance learning as a way of classifying the images and use labeled images as bags of examples. Classifiers are built for each concept separately and an image is taken as positive if it contains a concept (e.g., waterfall) somewhere in the image and negative if it does not. Using a similar multiple-instance learning formulation Argillander et al. [3] propose a maximum entropy based approach and build multiple binary classifiers to annotate the images. Carneiro and Vasconcelos [12] formulate the problem as M-ary classification where each of the semantic concepts of interest defines an image class and the classes directly compete at the annotation time. Feng et al. [19] develop a co-training framework to bootstrap the process of annotating large WWW image collections by exploiting both the visual contents and their associated HTML text and build text-based and visual-based classifiers using probabilistic SVM.
Recently, probabilistic approaches which model the joint distribution of words and image components are proposed. The first model proposed by Mori et al. [36] uses a fixed size grid representation and obtains visual clusters by vector quantization of features extracted from these grids. The joint distribution of visual clusters and words are then learned using the co-occurrence statistics.
In [18] it is shown that learning the associations between visual elements and words can be attacked as a problem of translating visual elements into words. The visual elements, called as blobs, are constructed by vector quantization of the features extracted from the regions obtained using a segmentation algorithm. Given a set of training images, the problem is turned into creating a probability table that translates blobs to words. The probability table is learned using a method adapted from the statistical machine translation literature [10] . Different models are experimented in [44] .
Pan et al. [38] use a similar blob representation and construct word-by-document and blob-by-document matrices. They discover the correlations between blobs and words based on the co-occurrence counts and also on the cosine similarity of the occurrence patterns -the documents including those items. For improvement, words and blobs are weighted inversely proportional to their occurrences and singular value decomposition (SVD) is applied over the matrices to suppress the noise.
In [25] , Jeon et al. adapt the relevance-based language models to annotation problem and introduce cross-media relevance model. The images are represented in terms of both words and blobs. Given an image the probability of a word/blob is found as the ratio of the occurrence of the word/blob in the image to the total count of the word/blob in the training set. Then, they use the training set of annotated images to estimate the joint probability of observing a word with a set of blobs in the same image.
In the following studies of the same authors, the use of discrete blob representation is replaced with the direct modeling of continuous features, and two new models are proposed: continuous relevance model [28] and multiple Bernoulli relevance model [20] .
The model proposed by Barnard et al. [5, 6] is a generative hierarchical aspect model inspired from text-based studies. The model combines the aspect model with a soft clustering model. Images and corresponding words are generated by nodes arranged in a tree structure. Image regions represented by continuous features are modeled using a Gaussian distribution, and words are modeled using a multinomial distribution.
Blei and Jordan [9] propose Corr-LDA (correspondence latent Dirichlet allocation) model which finds conditional relationships between latent variable representations of sets of image regions and sets of words. The model first generates the region descriptions and then the caption words.
In [35] , Monay and Gatica-Perez modify the probabilistic latent space models to give higher importance to the semantic concepts and propose linked pair of PLSA models. They first constrain the definition of the latent space by focusing on textual features, and then learn visual variations conditioned on the space learned from text.
Carbonetto et al. [11] consider the spatial context and estimate the probability of an image blob being aligned to a particular word depending on the word assignments of its neighboring blobs using markov random fields.
Other approaches proposed for image annotation include maximum entropy based model [26] , a method based on hidden Markov model [23] , a graph-based approach [39] and active learning method [27] .
Automatic annotation of images is important since considerable amount of work for manual annotation of images can be eliminated and semantic retrieval of large number of images can be achieved. However, most of the methods mentioned above do not learn the direct links between image regions and words, but rather models the joint occurrences of regions and words through an image.
In the following, we give the details of the so-called "translation method", which is first proposed in [18] , as a way of learning the links between image regions and words. Then, we discuss the generalization of this method for the problem of learning the links between textual and visual elements in videos.
Translation Approach
In the annotated image and video collections, the images are annotated with a few keywords which describe the images. However, one-to-one correspondences between image regions and words are unknown. That is, for an annotation keyword, we know that the visual concept associated with the keyword is likely to be in the image, but we do not know which part of the image corresponds to that word ( Fig. 9 .2).
The correspondence problem is very similar to the correspondence problem faced in statistical machine translation literature ( Fig. 9.2 ). There is one form of data (image structures or words in one language) and we want to transform it into another form of data (annotation keywords or words in another language). Learning a lexicon (a device that can predict one representation given the other representation) from large data sets (referred as aligned bitext) is a standard problem in the statistical machine translation literature [10] . Aligned bitexts consist of many small blocks of text in both languages, corresponding to each other at paragraph or sentence level, but not at the word level. Using the aligned bitexts the problem of lexicon learning is transformed into the problem of finding the correspondences between words of different languages, which can then be tackled by machine learning methods.
Due to the similarity of the problems, correspondence problem between image structures and keywords can be attacked as a problem of translating visual features into words, as first proposed in [18] . Given a set of training images, the problem is to create a probability table that associates words and visual elements. This translation table can then be used to find the corresponding words for the given test images (auto-annotation) or to label the image components with words as a novel approach to recognition (region labeling). In the following sections, we will first present the details of the approach to learn the correspondences between image regions and words and then show how it can be generalized to other problems.
Learning Correspondences Between Words and Regions
Brown et al. [10] propose a set of models for statistical machine translation. These models aim to maximize the conditional probability density P(f | e), which is called as the likelihood of translation (f, e), where f is a set of French words and e is a set of English words.
In machine translation, a lexicon links a set of discrete objects (words in one language) to another set of discrete objects (words in the other language). In our case, the data consist of visual elements associated with words. The words are in discrete form. In order to exploit the analogy with machine translation, the visual data, represented as a set of feature vectors, also need to be broken up into discrete items. For this purpose, the features are grouped by vector quantization techniques such as k-means and the labels of the classes, which we call as blobs, are used as the discrete items for the visual data. Then, an aligned bitext, consisting of the blobs and the words for each image, is obtained and used to construct a probability table linking blobs with words.
In our case, the goal is to maximize P(w | b), where b is a set of blobs and w is a set of words. Each word is aligned with the blobs in the image. The alignments (referred as a) provide a correspondence between each word and all the blobs. The model requires the sum over all possible assignments for each pair of aligned sentences, so that P(w | b) can be written in terms of the conditional probability density P(w, a | b) as
The simplest model (Model 1) assumes that all connections for each French position are equally likely. This model is adapted to translate blobs into words, since there is no order relation among the blobs or words in the data [44] . In Model 1 it is assumed that each word is aligned exactly with a single blob. If the image has l blobs and m words, the alignment is determined by specifying the values of a j such that if the jth word is connected to the ith blob, then a j = i, and if it is not connected to any blob a j = 0. Assuming a uniform alignment probability (each alignment is equally probable), given a blob the joint likelihood of a word and an alignment is then written as
where t(w j | b a j ) is the translation probability of the word w j given the blob b a j , and ε is a fixed small number.
The alignment is determined by specifying the values of a j for j from 1 to m each of which can take a value from 0 to l. Then, P(w | b) can be written as
Our goal is to maximize P(w | b) subject to the constraint that for each b
This maximization problem can be solved with the expectation maximization (EM) formulation [10, 18] . In this study, we use the Giza++ tool [37] -which is a part of the statistical machine translation toolkit developed during summer 1999 at CLSP at Johns Hopkins University -to learn the probabilities. Note that, we use the direct translation model throughout the study.
The learned association probabilities are kept in a translation probability table, and then used to predict words for the test data.
Region naming refers to predicting the labels for the regions, which is clearly recognition. For region naming, given a blob b corresponding to the region, the word w with the highest probability (P (w | b) ) is chosen and used to label the region.
In order to automatically annotate the images, the word posterior probabilities for the entire image are obtained by marginalizing the word posterior probabilities of all the blobs in the image as
where b is a blob, I b is the set of all blobs of the image and w is a word. Then, the word posterior probabilities are normalized. The first N words with the highest posterior probabilities are used as the annotation words.
Linking Visual Elements to Words in News Videos
Being an important source, broadcast news videos are acknowledged by NIST as a challenging data set and used for TRECVID Video Retrieval and Evaluation track since 2003. 2 For retrieving the relevant information from the news videos, it is common to use speech transcript or closed caption text and perform text-based queries. However, there are cases where text is not available or full of errors. Also, text is aligned with the shots only temporally and therefore the retrieved shots may not be related to the visual content (we refer this problem as "video association problem").
For example, when we retrieve the shots where a keyword is spoken in the transcript we may come up with visually non-relevant shots where an anchor/reporter is introducing or wrapping up a story (Fig. 9.3 ). An alternative is to use the annotation (7) [empty] (8) administration officials say this balanced budget are the results of the president's sound policies he's critics say it's merely a matter of benefiting from a strong economy that other forces are driving for the matter why it couldn't come at a better time just another upward push for mr CLINTON's new sudden sky high job approval rating peter thanks very ... Fig. 9 .3 Key-frames and corresponding speech transcripts for a sample sequence of shots for a story related to Clinton. Italic text shows Clinton's speech, and capitalized letters show when Clinton's name appears in the transcript. Note that, Clinton's name is mentioned when an anchorperson or reporter is speaking, but not when he is in the picture words, but due to the huge amount of human effort required for manual annotation it is not practical.
As can be seen, a correspondence problem similar to the one faced in annotated image collections occurs in video data. There are sets of video frames and transcripts extracted from the audio speech narrative, but the semantic correspondences between them are not fixed because they may not be co-occurring in time. If there is no direct association between text and video frames, a query based on text may produce incorrect visual results. For example, in most news videos (see Fig. 9 .3) the anchorperson talks about an event, place or person, but the images related to the event, place or person appear later in the video. Therefore, a query based only on text related to a person, place or event, and showing the frames at the matching narrative, may yield incorrect frames of the anchorperson as the result.
Some of the studies discussed above are applied to video data, and the limited amount of manually annotated key-frames are used to annotate the other key-frames [23, 44] . However, since the vocabulary is limited and annotations are full of errors, the usability of such data is narrow. On the other hand, speech transcript text is available for all the videos and provides an unrestricted vocabulary. However, since the frames are aligned with the speech transcript text temporally the semantic relationships are lost. Now, we discuss how the methods proposed for linking images with words can be generalized to solve the video association problem and to recognize the objects and scenes in news videos, and present an extended version of machine translation method proposed in [18] adapted for this problem.
Translation Approach to Solve Video Association Problem
An annotated image consists of two parts: set of regions and set of words. As discussed above, the goal was to learn the links between the elements of these two sets.
A similar relationship occurs in video data. There are a set of video frames and a set of words extracted from the speech recognition text. While, the temporal alignment do not relate these two sets semantically, there is a unit which provides a semantic association: a video story. Therefore, we can redefine the video association problem as finding the links between frames and words of a video story.
The translation approach to learn the associations between image regions and annotation words is then modified to solve the video association problem. Each story is taken as the basic unit, and the problem is turned into finding the associations between the key-frames and the speech transcript words of the story segments. To make the analogy with the association problem between image regions and annotation keywords, the stories correspond to images, the key-frames correspond to image regions and speech transcript text corresponds to annotation keywords. The features extracted from the key-frames are vector quantized to represent each image with labels which are again called blobs. Then, the translation tables are constructed similar to the one constructed for annotated images. The associations can then be used either to associate the key-frames with the correct words or for predicting words for the entire stories.
Experiments on News Videos Data Set
In the following, we will present the results of experiments of using the translation approach on news videos data set. First, the translation approach proposed for learning region to word correspondences will be directly adapted to solve the correspondences between regions of the key-frames and the corresponding annotation words. Then, speech transcript words will be associated with key-frames of the stories to solve the video association problem.
Translation Using Manual Annotations
In the experiments we use the TRECVID 2004 corpus provided by NIST which contains over 150 hours of CNN and ABC broadcast news videos. The shot boundaries and the key-frames extracted from each shot are provided by NIST. One hundred and fourteen videos are manually annotated with a collaborative effort of the TRECVID participants with a few keywords [30] . The annotations are usually incomplete.
In total, 614 words are used for annotation, most of which have very low frequencies, and with spelling and format errors. After correcting the errors and removing the least frequent words, we pruned the vocabulary down to 62 words. We only use the annotations for the key-frames, and therefore eliminate the videos where the annotations are provided for the frames which are not key-frames, resulting in 92 videos with 17177 images, 10164 used for training and 7013 for testing.
The key-frames are divided into 5 × 7 rectangular grids and each grid is represented with various color (RGB, HSV mean-std) and texture (Canny edge orientation histograms, Gabor filter outputs) features. These features are then vector quantized using k-means to obtain the visual terms (blobs). The correspondences between the blobs and manual annotation words are learned in the form of a probability table using Giza++ [37] . The translation probabilities in the probability table are used for auto-annotation, region labeling and ranked retrieval.
Figures 9.4 and 9.5 shows some region-labeling and auto-annotation examples. When predicted annotation words are compared with the actual annotation words, for each image, the average annotation prediction performance is around 30%. Since the manual annotations are incomplete (for example in the third example of Fig. 9 .5, although sky is in the picture and predicted it is not in the manual annotations), the actual annotation prediction performance should be higher than 30%. Figure 9 .6 shows query results for some words (with the highest rank). By visually inspecting the top 10 images retrieved for 62 words, the mean average precision (MAP) is determined to be 63%. MAP is 89% for the best (with highest precision) 30 words and 99% for the best 15 words. The results show that when the annotations are not available the proposed system can effectively be used for ranked retrieval.
Translation Using Speech Transcripts in Story Segments
The automatic speech recognition (ASR) transcripts for TRECVID2004 corpus are provided by LIMSI and are aligned with the shots on time basis [22] . The speech transcripts (ASR) are in the free text form and need preprocessing. Therefore, we applied tagging, stemming and stop word elimination and used only the nouns having frequencies more than 300 as our final vocabulary resulting in 251 words.
The story boundaries provided by NIST are used. We remove the stories associated with less than four words, and use the remaining 2503 stories consisting of 31450 key-frames for training and 2900 stories consisting of 31464 key-frames for testing. The number of words corresponding to the stories vary between 4 and 105, and the average number of words per story is 15.
The key-frames are represented by blobs obtained by vector quantization of HSV, RGB color histograms, Canny edge orientation histograms and bags of SIFT keypoints extracted from entire images. The correspondences between the blobs and speech transcript words in each story segment are learned in the form of a probability table again using Giza++. The translation probabilities are used for predicting words for the individual shots ( Fig. 9.7 ) and for the stories (Fig. 9.8) . The results show that especially for the stories related to weather, sports or economy, which frequently appear in the broadcast news, the system can predict the correct words. Note that the system can predict words which are better than the original speech transcript words. This characteristic is important for a better retrieval. Story-based query results in Fig. 9.9 show that the proposed system is able to detect the associations between the words (objects) and scenes. In these examples, the shots within each story are ranked according to the marginalized word posterior probabilities, and the shots matching the query word with highest probability are retrieved; a final ranking is done among all shots retrieved from all stories and all videos and final ranked query results are returned to the user.
Naming Faces in News
While face recognition is a long-standing problem, recognition of large number of faces is still a challenge especially for uncontrolled environments with a variety of illumination and pose changes, and in the case of occlusion [48] . Recently, following a similar direction in image/video annotation, alternative solutions are proposed for retrieval and recognition of faces by associating the name and face information using the data sets which provide loosely associated face-name pairs [8, 40, 46] .
News photographs and news videos are two important sources of loosely associated face-name pairs with their heavy focus on person-related stories. In a news photograph, a person's face is likely to appear when his/her name is mentioned in the caption. Similarly, in a news video, a person appears more frequently when the name is mentioned in the speech. However, since there could be more than one face in a photograph and more than one name in the caption, or there could be other faces, such as the faces of anchorperson or reporter, appearing when the name of a person is mentioned in a news video, the one-to-one associations between faces and names are unknown. Although very interesting, this problem is not heavily touched as in the case of image annotation, mostly due to the difficulty of representing face similarities.
In this chapter, we present an approach to name the faces by introducing a graphbased approach. The approach lies on two observations: (i) a person's face is more likely to appear when his/her name is mentioned in the related text together with many non-face images and faces of other people, and (ii) the faces of that person are more similar to each other than the other faces, resulting in a large subset of similar faces in a set of faces extracted around the name. Based on these observations, we represent the similarity of faces appearing around a name in a graph structure and then find the densest subgraph corresponding to the faces of the person associated with the name. In the following, we describe our method and present experimental results on news photo and video collections.
Integrating Names and Faces
The first step in our method is to integrate the face and the name information. We use the name information mainly to limit the search space, since a person is likely to appear in news photos/videos when his/her name is mentioned. Using this assumption, first we detect the faces and use name information to further reduce these set of faces. In the news photographs, we reduce the set for a queried person only to the photographs that include the name of that person in the associated caption and having one or more faces. However, in news videos this assumption does not usually hold and choosing the shot where the name is mentioned may yield incorrect results since there is mostly a time shift between the visual appearance of a person and his/her name. In order to handle this alignment problem, we also choose one preceding and two succeeding shots along with the shot in which the name of the queried person is mentioned.
We assume that the integration of name and face information removes most of the unrelated faces, and in the subset of remaining faces, although there might be faces corresponding to other people in the story, or some non-face images due to the errors of the face detection method, the faces of the query name are likely to be the most frequently appearing ones than any other person. Also, we assume that even if the expressions or poses vary, different appearances of the face of the same person tend to be more similar to each other than to the faces of others.
In the following, we will present a method which seeks for the most similar faces in the reduced face set corresponding to the faces of the person whose name is mentioned, first starting with the discussion of how the similarity of the faces can be represented.
Finding Similarity of Faces
Finding the most similar faces in the subset of faces associated with the name requires a good representation for faces and a similarity measure which is invariant to view point, pose and illumination changes. Based on their successful results in matching images for object and scene recognition, we represent the similarity of faces using the interest points extracted from the detected face areas. Lowe's SIFT operator [31] is used for extracting the interest points.
The similarity of two faces are computed based on the interest points that are matched. To find the matching interest points on two faces, each point on one face is compared with all the points on the other face and the points with the least Euclidean distance are selected. Since this method produces many matching points including the wrong ones, two constraints are applied to obtain only the correct matches, namely the geometrical constraint and the unique match constraint.
Geometrical constraint expects the matching points to appear around similar positions on the face when the normalized positions are considered. The matches whose interest points do not fall in close positions on the face are eliminated. Unique match constraint ensures that each point matches to only a single point by eliminating multiple matches to one point and also by removing one-way matches. Example of matches after applying these constraints are shown in Fig. 9 .10. After applying the constraints, the distance between the two faces is defined as the average distance of all matching points between these two faces. A similarity graph for all the faces in the search space is then constructed using these distances.
Finding the Densest Component in the Similarity Graph
In the similarity graph, faces represent the nodes and the distances between the faces represent the edge weights. We assume that in this graph the nodes of a particular person will be close to each other (highly connected) and distant from the other nodes (weakly connected). Hence, the problem of finding the largest subset of similar faces can be transformed into finding the densest subgraph (component) in the similarity graph. To find the densest component, we adapt the method proposed by Charikar [16] where the density of subset S of a graph G is defined as
in which E(S) = {i, j ∈ E : i ∈ S, j ∈ S} and E is the set of all edges in G and E(S) is the set of edges induced by subset S. The subset S that has maximum f (S) is defined as the densest component. Initially, the algorithm presented in [16] starts from the entire graph and in each step, the vertex of minimum degree is removed from the set S. The f (S) value is also computed for each step. The algorithm continues until the set S is empty. Finally, the subset S with maximum f (S) value is returned as the densest component of the graph.
In order to apply the above algorithm to the constructed dissimilarity graph, we need to convert it into a binary form, in which 0 indicates no edge and 1 indicates an edge between the two nodes. This conversion is carried out by applying a threshold on the distance between the nodes. For instance, if 0.5 is used as the threshold value, then edges in the similarity graph having higher values than 0.5 are assigned as 0, and the others as 1. In other words, the threshold can be thought of as an indicator of two nodes being near-by and/or remote.
Experiments
We applied the proposed method on two data sets: news photographs and news videos. News photographs data set consists of a total of 30,281 detected faces from half a million captioned news images collected from Yahoo! News on the Web, which is constructed by Berg et al. [8] . Each image in this set is associated with a set of names. In the experiments, the top 23 people, whose name appears with the highest frequencies (more than 200 times) are used.
Average precision value for the baseline method is 48%, which assumes that all the faces appearing around the name is correct. With the proposed, method we achieved 68% recall and 71% precision values on average. The method can achieve up to 84% recall and 100% precision for some people. We had initially assumed that after associating names, true faces of the queried person appear more than any other person in the search space. However, when this is not the case, the algorithm gives bad retrieval results. For example, there is a total of 913 images associated with name Saddam Hussein, but only 74 of them are true Saddam Hussein images while 179 of them are George Bush images. Some sample images retrieved for three people are shown in Fig. 9 .11.
News videos data set is the broadcast news videos provided by NIST for TRECVID video retrieval evaluation competition 2004. It consists of 229 movies (30 minutes each) from ABC and CNN news. The shot boundaries and the keyframes are provided by NIST. Speech transcripts extracted by LIMSI [22] are used to obtain the associated text for each shot. The face detection algorithm provided by Mikolajcyzk [33] is used to extract faces from key-frames. Due to high noise levels and low image resolution quality, the face detector produces many false alarms.
For the experiments, we chose five people, namely Bill Clinton, Benjamin Netanyahu, Sam Donaldson, Saddam Hussein and Boris Yeltsin. In the speech transcript text, their names appear 991, 51, 100, 149 and 78 times, respectively.
When the shots including the query name are selected as explained above, the faces of the anchorpeople appear more frequently making our assumption that the most frequent face will correspond to the query name wrong. Hence, before applying the proposed method, we detect the anchorpeople and remove them from the selected shots by applying the densest component based method to each news video separately. The idea is based on the fact that the anchorpeople are usually the most frequently appearing people in one broadcast news video. If we construct a similarity graph for the faces in a news video, the densest component in this graph will correspond to the faces of the anchorperson. We ran the algorithm on 229 videos in our test set and obtained average recall and precision values as 90 and 85%, respectively.
We have recorded the number of true faces of the query name and total number of images retrieved as in Table 9 .1. The first column of the table refers to total number of true images retrieved vs. total number of true images retrieved by using only the speech transcripts -selecting the shots within interval [1, 2] . The numbers after removing the detected anchorpeople by the algorithm from the text-only results are given in the second column. And the last column is for applying the algorithm to this set, from which the anchorpeople are removed. Some sample images retrieved for each person are shown in Fig. 9 .12.
As can be seen from the results, we keep most of the correct faces (especially after anchorperson removal) and reject many of the incorrect faces. Hence the number of images presented to the user is decreased. Also, our improvement in precision values are relatively high. Average precision of only text-based results, which was 11.8% is increased to 15% after ancherperson removal, and to 29.7% after applying the proposed algorithm.
Conclusion and Discussion
In this chapter, we present recent approaches for semantic labeling of images and videos and describe two methods in detail: (i) translation approach for solving the correspondences between visual and textual elements and (ii) naming faces using a graph-based method. The results promise that the use of loosely labeled data sets allows to learn large number of semantic labels and results in novel applications.
