We formalize the class of "sequential local algorithms" and show that these algorithms fail to find satisfying assignments on random instances of the "Not-All-Equal-K-SAT" (NAE-K-SAT) problem if the number of message passing iterations is bounded by a function moderately growing in the number of variables and if the clause-to-variable ratio is above (1 + o K (1)) 2 K−1 K ln 2 K for sufficiently large K. Sequential local algorithms are those that iteratively set variables based on some local information and/or local randomness and then recurse on the reduced instance. Our model captures some weak abstractions of natural algorithms such as Survey Propagation (SP)-guided as well as Belief Propagation (BP)-guided decimation algorithms-two widely studied message-passingbased algorithms-when the number of message-passing rounds in these algorithms is restricted to be growing only moderately with the number of variables. The approach underlying our paper is based on an intricate geometry of the solution space of a random NAE-K-SAT problem. We show that above the (1 + o K (1)) 2 K−1 K ln 2 K threshold, the overlap structure of m-tuples of nearly (in an appropriate sense) satisfying assignments exhibit a certain behavior expressed in the form of some constraints on pairwise distances between the m assignments for appropriately chosen positive integer m. We further show that if a sequential local algorithm succeeds in finding a satisfying assignment with probability bounded away from zero, then one can construct an m-tuple of solutions violating these constraints, thus leading to a contradiction. Along with [D. Gamarnik and M. Sudan, Ann. Probab., to appear], where a similar approach was used in a (somewhat simpler) setting of nonsequential local algorithms, this result is the first work that directly links the overlap property of random constraint satisfaction problems to the computational hardness of finding satisfying assignments.
of rounds. This gap, however, was recently closed in [Het16] , as previously mentioned.
Thus our work and setting make a collection of choices that are different from some of the earlier works in the hope of getting some formal analysis. Unfortunately our results show that, when the four choices are combined, it definitely produces a provable difference, and the algorithms fail to find satisfying assignments at densities that are qualitatively below the satisfiability threshold. Of course, it would be important to reduce the number of parameters in which the choices for the negative results differ from those used in the empirical setting (which yielded positive results), and we hope this will be a subject of future work.
Future work.
Going beyond specific classes of algorithms, a major challenge is to understand the intrinsic complexity of finding satisfying assignments in random instances of K-SAT and NAE-K-SAT problems. Given the repeated failure to produce polynomial time algorithms for, say NAE-K-SAT, above the density threshold of (1+o K (1)) 2 K−1 K ln 2 K, it is plausible that the problem is actually averagecase hard in this regime. The formalism of problems which are NP-hard on average is available [Lev86] ; however, the problems which are known to be hard on average are not particularly natural and are quite distant from the types of problems considered here. Another problem that has defied designing a fast algorithm, and which is closer in spirit to the problems considered in this and related papers, is the problem of finding a largest independent set in a dense random graph. Specifically, consider the graph G(n, 1/2), where every one of the n(n − 1)/2 undirected edges is present with probability 1/2 independently for all edges. It is known that the largest independent set has size 2(1 + o(1)) ln 2 n w.h.p. At the same time the best known algorithm (greedy) finds only an independent set of size (1 + o(1)) ln 2 n, and bridging this gap has been a major open problem in the field of combinatorics and random graphs since Karp posed it as an open problem back in 1976 [Kar76] . It is entirely plausible that this problem is NP-hard in the constant average-degree case (i.e, on the random graph G(n, d/n) for constant d), and resolving this question one way or the other is a major open problem in theoretical computer science. By drawing an analogy with this, and in light of 40 years of repeated failure to produce an algorithm for this problem, it is plausible to conjecture that NAE-K-SAT and related problems are NP-hard on average above thresholds corresponding to the emergence of nontrivial restricted overlap properties, similar to the ones established in this paper. Shedding some light on this question is perhaps one of the most interesting problems in the area of random constraint satisfaction problems.
Organization and notational conventions. Our main result and applications to the BP-guided and SP-guided decimation algorithms are the subject of the next section. Some preliminary technical results are established in section 3; in particular, we establish bounds on the influence range of variables. The property regarding moverlaps of satisfying assignments is established in section 4. The proof of the main result is in section 5.
Throughout the paper we use standard order-of magnitude-notations O(·), o(·) for sequences defined in terms of the number of Boolean variables n. The constants hidden by this notation may depend on any other parameters of the model, such as K and d. Similarly we use notations O K (·) and o K (·) to denote sequences indexed by K as K → ∞. The constants hidden in these notations are universal.
Formal statement of main result.
In this section we formally present our main result. Before doing so, we first introduce the mathematical notation and preliminaries. Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php DAVID GAMARNIK AND MADHU SUDAN 2.1. The Not-All-Equal-K-satisfiability (NAE-K-SAT) problem. At the expense of being redundant, let us recall the NAE-K-SAT problem. An instance Φ of the NAE-K-SAT problem is described as a collection of n binary variables x 1 , . . . , x n taking values 0 and 1 and a collection of N clauses C 1 , . . . , C N , where each clause is given by a subset of K literals. Each literal is a variable x in x 1 , . . . , x n or negation x of a variable. An assignment is a function σ : {x 1 , . . . , x n } → {0, 1}. σ satisfies a clause C j if in this clause there are at least one literal valued 1 and at least one literal valued 0. σ satisfies the formula Φ if every clause C j , 1 ≤ j ≤ m, is satisfied. For every assignment σ = (σ(x i ), 1 ≤ i ≤ n), letσ = 1 − σ be the assignment given byσ(x i ) = 1 − σ(x i ), 1 ≤ i ≤ n. Given a formula Φ, denote by SAT(Φ) ⊂ {0, 1} n the (possibly empty) set of satisfying assignments σ. For every 0 ≤ ≤ m, denote by SAT(Φ, ) ⊃ SAT(Φ) the set of assignments violating at most clauses, so that SAT(Φ, 0) = SAT(Φ). Every σ ∈ SAT(Φ, ) will be called an -satisfying assignment (or simply satisfying assignment when = 0). The following "complementation closure" and resulting "balance" property of NAE-K-SAT are immediate (and do not hold for the K-SAT problem).
Observation 2.1. For every instance Φ of the NAE-K-SAT problem, every , and assignment σ, we have that σ -satisfies Φ if and only ifσ -satisfies Φ. Consequently, suppose SAT(Φ, ) = ∅. Then if σ is drawn uniformly at random from SAT(Φ, ), for every 1 ≤ i ≤ n we have P(σ(x i ) = 0) = P(σ(x i ) = 1) = 1/2.
Reduced instances. We now introduce some notation for reduced instances of NAE-K-SAT. Informally, "reduced" instances are obtained from normal instances of NAE-K-SAT by giving a partial assignment to some of the variables. Formally, a clause of a reduced instance C is given by a set of at most K literals, along with a sign denoted sign(C) ∈ {+, −, 0}. Furthermore, C has exactly K literals if and only if sign(C) = 0. (Sometimes we refer to these signs as decorations.) An assignment σ satisfies a reduced clause C if one of the following takes place: sign(C) = + and some literal in C is assigned 0 by σ, OR sign(C) = − and some literal in C is assigned 1 by σ, OR sign(C) = 0 and there is at least one 0 literal and one 1 literal in C under the assignment σ. A reduced NAE-K-SAT instance Φ consists of one or more reduced clauses, and σ -satisfies Φ if it violates at most clauses in Φ. A partial assignment σ : {x n+1 , . . . , x n+t } → {0, 1} reduces a (reduced) NAE-K-SAT instance Φ on variables x 1 , . . . , x n+t to a reduced instance Ψ on variables x 1 , . . . , x n in a natural way, so that an assignment τ : {x 1 , . . . , x n } → {0, 1} -satisfies Ψ if and only if the combined assignment τ • σ -satisfies Φ.
Note that Observation 2.1 does not necessarily hold for the reduced instances of the NAE-K-SAT problem. Instances in which every clause has sign 0 will be called nonreduced instances.
Complements. Given a clause C in a reduced instance of NAE-K-SAT, its complement, denotedC, is the clause with the same set of literals and its sign being flipped-so if sign(C) = +, then sign(C) = −; if sign(C) = −, then sign(C) = +; and if sign(C) = 0, then sign(C) = 0. Given a reduced instance Φ of NAE-K-SAT, its complementΦ is the instance with the complements of clauses of Φ.
We now make the following observation, whose proof is immediate.
Observation 2.2. Given a reduced instance Φ on variables x 1 , . . . , x n and a reduced instance Ψ on variables x 1 , . . . , x n+t , suppose that Φ is the instance derived by reducing Ψ with the assignment σ : {x n+1 , . . . , x n+t } → {0, 1}. ThenΦ is the reduced Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php instance obtained by reducingΨ with the assignmentσ, whereσ(x i ) = 1 − σ(x i ).
In particular, whenever a reduced formula Φ is obtained from a nonreduced formula Ψ by setting some variables of Ψ, setting the same variables to opposite values generates the complementΦ of Φ.
Random NAE-K-SAT problem. We denote by Φ(n, dn) a random (nonreduced) instance of the NAE-K-SAT problem on variables x 1 , . . . , x n and dn clauses C 1 , . . . , C N generated as follows. The variables in each clause C j are chosen from x 1 , . . . , x n uniformly at random without replacement, independently for all j = 1, 2, . . . , N. Furthermore, each x variable is negated (namely, appears asx) with probability 1/2 independently for all variables in the clause and for all clauses. We are interested in the regime when n → ∞ and d is constant. d is called the clauses-to-variables ratio or the density of the formula.
Graphs associated with NAE-K-SAT instances. Two graphs related to an instance Φ of the NAE-K-SAT problem are important to us. The first is the so-called factor graph, denoted F(Φ), which is a bipartite undirected graph with left nodes corresponding to the variables and right nodes corresponding to the clauses. A clause node is connected to a variable node if and only if this variable appears in this clause. The edges are labeled positive or negative to indicate the polarity of the literal in the clause. In the case when Φ is a reduced NAE-K-SAT instance, clause vertices are also labelled with the sign of the clause. Thus the factor graph of an NAE-K-SAT instance uniquely defines this instance.
The second graph that we associate with Φ is the variable-to-variable graph of Φ, denoted G(Φ), which has nodes corresponding to the variables, and two nodes are adjacent if and only if they appear in the same clause. Note that in contrast to the factor graph, the variable-to-variable graph loses information about the NAE-K-SAT instance Φ.
Local neighborhoods. Given a (possibly reduced) instance Φ of an NAE-K-SAT problem, a variable x in this instance, and an even integer r ≥ 1, we denote by B Φ (x, r) the corresponding depth-r neighborhood of x in F(Φ), the factor graph of Φ. When the underlying formula Φ is unambiguous, we simply write B(x, r). We restrict r to be even so that for every clause appearing in B(x, r) all of its associated variables also appear in B(x, r). Abusing notation slightly, we also use B(x, r) to denote the reduced instance of NAE-K-SAT induced by the clauses in B(x, r) alone. Since r is even, we have that the factor graph of this induced instance is B(x, r).
Sequential local algorithms for the NAE-K-SAT problem and the main result.
We now define the notion of sequential local algorithms formally and state our main result.
Fix a positive even integer r ≥ 0. In our setting r will depend on model parameters such as the number of variables n in a random formula Φ(n, dn). Denote by SAT r the set of all NAE-K-SAT reduced and nonreduced instances Ψ with a designated (root) variable x such that the distance from x to any other variable in Ψ is at most r in F(Ψ). We note that SAT r is an infinite set. SAT r is the set of all instances Ψ which can be observed as depth r neighborhood B Φ (x, r) of an arbitrary variable x in an arbitrary reduced and nonreduced NAE-K-SAT instance Φ.
Consider any function τ : SAT r → [0, 1] which takes as an argument an arbitrary member Ψ ∈ SAT r and outputs a value (probability) in [0, 1]. We now describe a sequential local algorithm, which we refer to as the τ -decimation algorithm, for solving the NAE-K-SAT problem. Given a positive even integer r, the depth-r neighborhood B(x i , r) = B Φ(n,dn) (x i , r) ∈ SAT r of any fixed variable x i ∈ [n] in the Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php formula Φ(n, dn), rooted at x i , is a valid argument of the function τ when the root of the instance B(x i , r) is assigned to be x i . This remains the case when some of the variables x 1 , . . . , x n are set to particular values and all of the satisfied and violated clauses are removed. In this case B(x i , r) is a reduced instance. In either case, the value τ (B(x i , r)) is well defined for every variable x i which is not set yet. The value τ (B(x i , r)) is intended to represent the probability with which the variable x i is set to take value 1 when its neighborhood is a reduced or nonreduced instance B(x i , r), according to the underlying local algorithm. Specifically, we now describe how the function τ is used as a basis of a local algorithm to generate an assignment σ : {x 1 , . . . , x n } → {0, 1}.
τ -decimation algorithm.
INPUT:
an instance Φ of an NAE-K-SAT formula on binary variables x 1 , . . . , x n , a positive even integer r and function τ .
Set Φ i to be the reduced instance obtained from Φ i−1 by fixing the value of x i as above, removing satisfied and violated clauses, and decorating newly generated partially satisfied clauses with + and − appropriately.
OUTPUT σ(x 1 ), . . . , σ(x n ).
In particular, even if at some point a contradiction is reached and one of the clauses is violated, the algorithm does not stop but proceeds after removing violated clauses from the formula. We denote by σ Φ,τ the (random) output σ(x 1 ), . . . , σ(x n ) produced by the τ -decimation algorithm above. We say that the τ -decimation algorithm solves instance Φ if the output σ Φ,τ is a satisfying assignment, namely σ Φ,τ ∈ SAT(Φ). Similarly, we say that the τ -decimation algorithm -solves instance Φ if σ Φ,τ violates at most clauses. We now define the following important symmetry condition.
Definition 2.3. We say that a local rule τ :
The balance condition above basically says that the τ -decimation algorithm does not have a prior bias in setting variables to 1 versus 0. In particular, when the instance is nonreduced, the τ -decimation algorithm sets variable values equi-probably, consistent with Observation 2.1. This condition will allow us to take advantage of Observation 2.2 when applying the rule τ to reduced instances.
We now state the main result of the paper. For every > 0, let
Theorem 2.4. For every > 0, ξ ∈ (0, 1) there exists K 0 such that for every K ≥ K 0 , d > (1 + )2 K−1 ln 2 K/K, every even r ≤ (ln ln n) 1−ξ , and every balanced local rule τ : SAT r → [0, 1] the following holds:
P σ Φ(n,dn),τ ∈ SAT(Φ(n, dn), κn) ≤ exp − ln n(ln ln n) ξ/7 Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php for all large enough n. Namely, with high probability (asymptotically at least 1−exp(−O(ln(ln ln n)) O(1) ), every τ -decimation algorithm will violate at least O ln 2 K K 2 n clauses. As we have mentioned above, the threshold for satisfiability is d s = 2 K−1 ln 2 − ln 2/2 − 1/4 − o K (1). Thus our theorem implies that sequential local algorithms fail to find even a near satisfying assignment at densities approximately (d s /K) ln 2 K. We note that a superpolynomial decay rate exp(−O(ln(ln ln n)) O(1) ) prevents the possibility of finding a good solution by rerunning a τ -decimation algorithm polynomially many times.
BP-guided and SP-guided decimation algorithms as local sequential algorithms.
We now show that BP-guided decimation and SP-guided decimation algorithms are in fact special cases of τ -decimation algorithms, as described in the previous section, when the number of message-passing iterations is at most (ln ln n) 1−ξ . As a consequence we have that the negative result given by Theorem 2.4 applies to these algorithms as well.
The BP and SP algorithms are designed to compute certain marginal values associated with a NAE-K-SAT instance Φ and reduced instances obtained after some of the variables are set. The natural interpretation of these marginals is that variables may be set according to these marginals sequentially while refining the marginals as decisions are made. It is common to call such algorithms BP-guided decimation and SP-guided decimation algorithms. We now describe these algorithms in detail, starting from the BP and BP-guided decimation algorithms.
Belief propagation. The BP algorithm is a particular message-passing-type algorithm based on variables and clauses exchanging messages on the bipartite factor graph F(Φ(n, dn)). After several rounds of such exchanges of messages, the messages are combined in a specific way to compute marginal probabilities.
However, the relevant part for us is the fact that if the messages are passed for only r rounds, then for every variable x i such that the neighborhood B(x i , r) is in fact a tree, the computed marginals μ(x i ) are precisely the ratio of the number of assignments satisfying NAE-K-SAT formula B(x i , r) which set x i to one to the number of such assignments which set this variable to zero. A standard fact is that, for the majority of variables, B(x i , r) is indeed a tree even up to r ≤ O(ln n) for an appropriate constant hidden in O(·). Thus most of the time BP iterations compute marginal values corresponding to the ratio described above. These marginals are then used to design the BP-guided decimation algorithm as follows. Variable x 1 is selected and the BP algorithm is used to compute its marginal μ(x 1 ) with respect to the neighborhood tree B(x 1 , r). Then the decision σ(x 1 ) for this variable is set to σ(x 1 ) = 1 with probability μ(x 1 )/(μ(x 1 ) + 1) and to σ(x 1 ) = 0 with probability 1/(μ(x 1 ) + 1). Namely, the variable is set probabilistically proportionally to the ratio of the number of solutions setting it to one versus the number of solutions setting it to zero. After the decision for variable x 1 is set in the way described above, the variable x 2 is selected from the reduced formula on variables x 2 , . . . , x n . The marginal μ(x 2 ) with respect to the neighborhood B(x 2 , r) for this reduced formula is computed, and the value σ(x 2 ) is determined based on μ(x 2 ) similarly, and so on. The procedure is called a BP-guided decimation algorithm. It is thus parametrized by the computation depth r.
It is clear that such a BP-guided decimation algorithm is precisely a τ -decimation algorithm, where τ (B(x i , r)) = μ(x i )/(μ(x i ) + 1) is the marginal probability of the variable x i corresponding to the reduced formula B(x i , r). Furthermore, the τ -local Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php rule so obtained satisfies the balance condition described in Definition 2.3. Thus, as an implication of our main result, Theorem 2.4, we conclude that the BP-guided decimation algorithm fails to find a satisfying assignment for Φ(n, dn) in the regime where our result on the τ -decimation algorithms applies. Let κ be defined by (1).
Corollary 2.5. For every > 0, ξ ∈ (0, 1) there exist K 0 and δ > 0 such that for every K ≥ K 0 , d > (1 + )2 K−1 ln 2 K/K, and every even r ≤ (ln ln n) 1−ξ the following holds:
P (BP-guided decimation algorithm with r iterations violates at most κn clauses)
for all large enough n.
Survey propagation. We now describe the SP-guided decimation algorithm. The algorithm is significantly more complex to describe, but we will show again that it is a τ -decimation algorithm when the number of message-passing rounds is bounded by r ≤ (ln ln n) 1−ξ , and that τ is a balanced rule. As a consequence we will conclude that the SP-guided decimation algorithm also fails to find satisfying assignments for instances with density larger than (d s /K) ln 2 K when the number of rounds is bounded by a constant. This is summarized in Corollary 2.7 below. The details of the algorithm are delayed till the appendix. The main implication of this discussion is the following fact, the proof of which is also found in the appendix.
Observation 2.6. The local rule τ corresponding to the SP iterations is balanced. Theorem 2.4 then becomes applicable, and we conclude that, letting κ be defined by (1), the following holds.
Corollary 2.7. For every > 0, ξ ∈ (0, 1) there exist K 0 and δ > 0 such that for every K ≥ K 0 , d > (1 + )2 K−1 ln 2 K/K, and every even r ≤ (ln ln n) 1−ξ the following holds:
P (SP-guided decimation algorithm with r iterations violates at most κn clauses)
Local algorithms and long-range independence.
In this section we obtain some preliminary results needed for the proof of our main result, Theorem 2.4. Specifically we prove two structural results about the τ -decimation algorithm for a local rule τ .
The first result is simple to state-we show that balanced local rules lead to unbiased decisions for every nonreduced NAE-K-SAT instance: specifically the marginal probability that a variable is set to 1 is 1/2. More generally we show that the probability that a variable is set to 1 in any reduced or nonreduced instance Φ equals the probability that the same variable is set to 0 in the complementary instanceΦ. (See Lemma 3.1.) This lemma later allows us to find satisfying assignments with an appropriately small overlap in random instances Φ(n, dn).
Next, we consider the "influence" of a decision σ(x i ) ∈ {0, 1} and ask how many other variables are affected by this decision. In particular, we show that the decisions σ assigned to a pair of fixed variables x i and x j are asymptotically independent as n → ∞. Namely, the decisions exhibit a long-range independence. Such a long-range Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php independence is not a priori obvious, since setting a value of a variable x i can have downstream implications for setting variables x j , j ≥ i. We will show, however, that the chain of implications appropriately defined is typically short. Definition 3.2 and Proposition 3.5 formalize these claims.
In what follows, we first introduce some notation that makes the decisions of our randomized algorithm more formal and precise. We then prove the two main claims above in the following subsections.
Formalizing random choices of a τ -decimation algorithm.
The τdecimation algorithm described in the previous section is based on the ordering of the variables x i , since the values σ(x i ) are set in the order i = 1, 2, . . . , n. In the case of the random NAE-K-SAT formula Φ(n, dn), due to symmetry we may assume, without the loss of generality, that the ordering is achieved by assigning random i.i.d. labels chosen uniformly from [0, 1] and using order statistics for ordering of variables. (This is equivalent to renaming the variables at random, and this renaming will be convenient for us.) Specifically, let Z = (Z i , 1 ≤ i ≤ n) be the i.i.d. sequence of random variables with distribution uniform in [0, 1], independent from the random formula Φ(n, dn). Let π : [n] → [n] be the permutation induced by the order statistics of Z. Namely, Z π(1) > Z π(2) > · · · > Z π(n) . We now assume that when the τ -decimation algorithm is performed, the first variable selected is x π(1) (as opposed to x 1 ), the second variable selected is x π(2) (as opposed to x 2 ), etc. Namely, we assume that the τ -decimation algorithm performed on a random instance of the NAE-K-SAT problem Φ(n, dn) is conducted according to this ordering.
To facilitate the randomization involved in selecting randomized decisions based on the τ rule, consider another i.i.d. sequence U = (U i , 1 ≤ i ≤ n) of random variables with the uniform in [0, 1] distribution, which is independent from the randomness of Φ and sequence Z. The purpose of the sequence is to serve as random seeds for the decision σ(x i ) based on τ . Specifically, when the value σ(x i ) associated with variable x i is determined, it is done so according to the rule σ(
is the reduced NAE-K-SAT instance rooted at x i , observed at a time when the decision for x i needs to be made. Namely, the τ -decimation algorithm is faithfully executed. Conditioned on Z, U, and Φ, the output σ : [n] → {0, 1} is uniquely determined. We denote by σ Φ,z,u (x i ), 1 ≤ i ≤ n, the output of the τ -decimation algorithm conditioned on the realizations Φ, z, u of the random instance Φ(n, dn), vector Z, and vector U, respectively. Similarly, we denote by B Φ,z,u (x i , r), 1 ≤ i ≤ n, the (possibly) reduced NAE-K-SAT instance corresponding to the r-depth neighborhood of variable x i at the time when the value of x i is determined by the τ -decimation algorithm. In particular,
Implications of balance.
We now establish the following implication of Definition 2.3 of balanced local rules.
Lemma 3.1. For every formula Φ and vectors z, u, the following identities hold for every variable x i , 1 ≤ i ≤ n:
whereū is defined byū i = 1 − u i , 1 ≤ i ≤ n. As a result, when U is a vector of i.i.d. random variables chosen uniformly from [0, 1], for Φ and z, the following holds for all Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php i = 1, 2, . . . , n:
Note that the randomness in the probability above is with respect to U only, and the claim holds for every formula Φ and every vector z.
Proof. We prove the claim by induction on x π(1) , x π(2) , . . . , x π(n) , where π is the permutation generated by z, that is, z π(1) > z π(2) > · · · > z π(n) . Specifically, we will show by induction that for every i = 0, 1, 2, . . . , n, just before the value of variable x π(i) is determined, the identity (3) holds for all variables x π(j) , j ≤ i − 1 (namely, for variables whose values are already determined at time i), and the identity (2) in fact holds for all neighborhoods
For the base of the induction corresponding to i = 1, no variables are set yet, and all the neighborhoods
, and thus (2) is verified.
Fix i ≥ 1, and assume now that the inductive hypothesis holds for j ≤ i. In particular, the values σ(x π(j) ) determined for j = 1, . . . , i − 1 under u andū satisfy (3). Now consider the step of assigning the value of x π(i) . We have
It remains to show that identity (2) still holds for all variables after the value σ(x π(i) ) is determined. All neighborhoods B(x k , r) which do not contain x π(i) are not affected by fixing the value of x π(i) , and thus the identity holds by the inductive assumption. Suppose B(x k , r) contains x π(i) . This means that this neighborhood contains one or several clauses which contain x π(i) . Fix any such clause C. If this clause was unsigned under u, then by the inductive assumption it was also unsigned underū (as the instances under u andū are complements of each other). The clause then becomes signed after fixing the value of x π(i) , and, furthermore, the signs will be opposite under u andū, since (3) holds for x π(i) as we have just established. Now suppose the clause was signed + under u. Then again by the inductive assumption it was signed − underū. In this case if the assignment σ Φ,z,u (x π(i) ) satisfies C, then the clause remains signed + after setting the value of x π(i) . At the same time this means that σ Φ,z,ū (x π(i) ) = 1 − σ Φ,z,u (x π(i) ) does not satisfy C and the clause remains signed − after setting the value of x π(i) . In both cases the variable x π(i) is deleted, and the identity (2) still holds. On the other hand, if σ Φ,z,u (x π(i) ) does not satisfy C when u is used, then (since it was signed +) the clause C is now satisfied and disappears from the formula. But at the same time this means that σ Φ,z,ū (x π(i) ) satisfies C, since it was signed − underū, and therefore C is satisfied again and disappears from the formula. The variable x π(i) is deleted in both cases, and again (2) is verified.
The case when clause C is signed − under u and signed + underū is considered similarly. Finally, suppose that σ Φ,z,u (x π(i) ) violates a clause C containing x π(i) . This means that C contains only this variable when setting this variable to σ Φ,z,u (x π(i) ). By the inductive assumption we see that the same is true underū. In both cases both Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the variable and clause are removed from the formula. This completes the proof of the inductive step.
Finally, since the distribution of U andŪ is identical for i.i.d. sequences chosen uniformly at random from [0, 1], we obtain (4).
Influence ranges.
We now define the notion of influence (which depends on the formula Φ(n, dn) and ordering Z, but not on random choices of the τ -decimation algorithm). With some abuse of notation, we write Z x for the random label associated with variable x. In particular, Z x π(1) = Z π(1) , Z x π(2) = Z π(2) , etc. We introduce the following relationship between the variables x 1 , . . . , x n of our formula.
Definition 3.2. Given a formula Φ and random sequence z = (z i , 1 ≤ i ≤ n), we say that x i influences x j if either x j = x i or in the underlying node-to-node graph G = G(Φ) there exists a sequence of nodes y 0 , y 1 , . . . , y t ∈ {x 1 , . . . , x n } with the following properties:
(i) y 0 = x i and y t = x j .
(ii) y l and y l+1 are connected by a path of length at most r in graph G for all l = 0, 1, . . . , t − 1. (iii) Z y l−1 > Z y l for l = 1, 2, . . . , t. In particular, Z xi > Z xj . In this case we write x i x j . We denote by IR xi the set of variables x j influenced by x i and call it the influence range of x i .
Note that indeed the randomness underlying the sets IR xi , 1 ≤ i ≤ n, as well as the relationship are functions of the randomness of the formula Φ(n, dn) and vector Z, but independent from the random vector U.
While the definition above is sound for every r > 0, we will apply it in the case where r is the parameter appearing in the context of the τ -decimation algorithm, namely, in the context of the function τ defined on the set of rooted instances SAT r introduced above. In this case the notion of influence range is justified by the following observation.
Proposition 3.3. Given realizations Φ and z of the random formula Φ(n, dn) and random ordering Z, respectively, suppose u = (u i , 1 ≤ i ≤ n) and u = (u i , 1 ≤ i ≤ n) are such that u i0 = u i0 and u i = u i for all i = i 0 for some fixed index i 0 . Then σ Φ,z,u (x) = σ Φ,z,u (x) for every x / ∈ IR i0 . That is, changing the value of u at i 0 may impact the decisions associated only with variables x influenced by x i0 .
Proof. Fix any variable x i such that σ Φ,z,u (x i ) = σ Φ,z,u (x i ). If i = i 0 , then trivially x i0
x i0 and thus x i0 ∈ IR xi 0 . Otherwise assume i = i 0 and thus u i = u i . Then it must be the case that τ (B Φ,z,u (x i , r)) = τ (B Φ,z,u (x i , r)), since otherwise with the same value of u i = u i we would have the same assignment:
This implies that there exists a variable x i1 with distance at most r (with respect to the node-to-node graph G = G(Φ)) from x i such that z xi 1 > z xi and such that the decision for x i1 is affected by the switch, namely, r) ), further implying the existence of a variable x i2 with distance at most r from x i1 such that z xi 2 > z xi 1 and σ Φ,z,u (x i2 ) = σ Φ,z,u (x i2 ). Continuing this reasoning, we will eventually arrive at node i 0 , implying that x i0
x i and completing the proof.
We now obtain a probabilistic bound on the size of a largest in cardinality influence range class IR xi , 1 ≤ i ≤ n. Fix a variable x in Φ(n, dn). First we obtain a probabilistic bound on the size of a neighborhood B(x, t) around x for appropriately small values of t. Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Lemma 3.4. For every 0 < < 1/5, δ = /(4 ln(edK)), and t = δ ln n ,
for all sufficiently large n.
Proof. For the proof it will be convenient to switch to a model of Φ(n, dn) in which the number of clauses is distributed as a Poisson random variable with mean (1 + α)dn for a fixed α > 0, rather than taking the precise value dn . We denote such a random formula byΦ(n, dn, α). By a straightforward concentration result, we have that the number of clauses inΦ(n, dn, α) exceeds dn with probability at least 1 − exp(−γn) for some γ which depends on α, K, and d. Since the bound in (5) is of the form exp(−n /5 ), and /5 < 1, it suffices to establish a bound on B(x, t) for Φ(n, dn, α) instead. For notational convenience we assume that the mean number of clauses is dn as opposed to (1 + α)dn. It will be easy to see that the argument does not really depend on the actual value of d as long as it is constant.
Next we use a standard approximation of B(x, t), t = 1, 2, . . . , t, by a branching process with outdegree distribution given by a Poisson random variable with mean dK. In fact we will use the property that such a branching process stochastically dominates B(x, t), for every t, which we now establish. Towards this goal, we introduce the following revelation process, which is again a standard method of analysis of neighborhoods of a node in a random graph. In each step of the revelation process, the nodes [n] are partitioned into three groups: "dead," "alive," and "unexplored," denoted respectively by
and the revelation process stops. Otherwise, we pick an arbitrary node y ∈ A k−1 and let y 1 , . . . , y Δ ∈ I k−1 be the neighbors of y in I k−1 with respect to graph G(Φ(n, dn)). Then we set D k = D k−1 ∪ {y}, A k = A k−1 ∪ {y 1 , . . . , y Δ } \ {y}, and I k = I k−1 \ {y 1 , . . . , y Δ }. The process D k , A k , I k , k ≥ 0, can be viewed as a branching process with root x, where in every step one of nodes y of the tree is chosen and its children y 1 , . . . , y Δ are revealed. Conditional on sets D k−1 , A k−1 , I k−1 , Δ is distributed as a Poisson random variable with mean at most dK. Thus the Poisson branching process with mean β dK ≥ 1 stochastically dominates B(x, t) for all t, and it suffices to obtain a bound on the number of nodes in the first t generations of the Poisson process with mean dK. For notational convenience, the Poisson branching process is also denoted by B(x, t). More specifically, letting W , ≥ 0, denote the number of nodes in the th generation of this process, with W 0 = 1 corresponding to the root x, we have |B(x, t)| = 0≤ ≤t W . In particular W 1 has a Poisson distribution with mean β.
We claim that the following upper bound holds for each l ≤ t = δ ln n ,
from which the claim of the lemma follows by a union bound. To establish this bound we rely on the following known representation of the probability generating function of W l . That is, let G(θ) = E[θ W1 ] for θ > 0, where we recall that W 1 has a Poisson mean β distribution. Then G(θ) = exp(βθ − β) and E[θ W l ] = G (l) (θ) is the lth iterate of function G(θ). Let θ = 1 + 1 (eβ) t . Define γ l = 1/(eβ) l , 0 ≤ ≤ t. We now obtain an upper bound on G (l) (θ). We have where we have used that β > 1 implies βγ t < 1, and inequality e z ≤ 1 + ez for z ≤ 1. Then
).
Now since t ≤ δ ln n, then γ t ≥ (eβ) −δ ln n = n − ln(eβ)δ , implying the upper bound exp(−n /4 + o(n /4 )), by the choice of δ. This completes the proof of the bound (6) and of the lemma.
We now return to obtaining bounds on the sizes of the influence ranges IR xi .
Proposition 3.5. For every 0 < < 1/5, P max 1≤i≤n |IR xi | ≥ n ≤ exp − ln n(ln ln n) ξ/4 (7)
Proof. Similarly to the proof of Lemma 3.4, it will be convenient to switch to an equivalent model where instead of generating dn clauses uniformly at random for the formula Φ(n, dn), each of the total universe of 2 K n K clauses is placed into the formula Φ(n, dn) with probability p n,d = dn/(2 K n K ), independently for each clause. Thus the expected number of clauses is dn. Conditional on generating N clauses, the new model is precisely Φ(n, N ). As before, by a simple concentration inequality, for every fixed > 0 the probability that the actual number of clauses deviates from dn by more than n is exponentially small in n. In particular, if instead we set p n,d to be (1 + )dn/(2 K n K ), the probability that the number of clauses in the new model is less than dn is exponentially small in n. Thus obtaining a probabilistic upper bound on the size of IR xi in the modified model implies the same bound on the original model Φ(n, dn), with estimate difference at most exponential in n, which is subsumed by a smaller rate in (7). Thus we now switch to the new model, but for simplicity we assume that p n,d = dn/(2 K n K ), dropping the 1 + term. It will be easy to see that this does not impact the estimates. Also for simplicity we use Φ(n, dn) to denote the modified model as well.
For every variable x we write IR x = ∪ t IR x,t , where we define IR x,t to be the set of all variables y who are influenced by x through a path of length exactly t in graph G (Φ(n, dn) ). Note that the sets IR x,t by this definition are not necessarily mutually disjoint since a variable x can influence another variable y via several paths Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of different lengths. Thus IR x = ∪ t IR x,t . Let I x,t |IR x,t |. We split the analysis into two cases: t ≥ ln n/(ln ln n) 1−ξ/2 τ n and t < τ n .
Suppose t < τ n . Then every node y ∈ IR x,t is within distance rt ≤ (ln ln n) 1−ξ ln n/(ln ln n) 1−ξ/2 = ln n/(ln ln n) ξ/2 = o(ln n) from x. Applying Lemma 3.4, we conclude that
for all large enough n. Note that for this case we have not used the fact that the labels z yi of the influence path from x to y ∈ IR x,t have to be ordered but have simply used a bound from Lemma 3.4 on the size of the neighborhoods around x.
Next we consider the case t ≥ τ n . It is here that the ordering of labels z yi will be important. We claim that
for large enough n, which by Markov's inequality implies
for large enough n. Combining the two bounds, we obtain P (| ∪ t IR x,t | ≥ n ) ≤ exp − n /5 + exp − (1/6) ln n(ln ln n) ξ/3 ≤ exp − ln n(ln ln n) ξ/4 for all large enough n, and the proof of the proposition is complete by taking a union bound over the n choices of x.
We now establish (8). Consider an influence path of length t starting from x, namely a path y 0 = x, y 1 , . . . , y t such that z y0 > z y1 > · · · > z yt and such that y i and y i+1 are connected by a path in G(Φ(n, dn)) denoted by y i 0 = y i , y i 1 , . . . , y i ri = y i+1 with length r i ≤ r. This implies the existence of clauses denoted by C i,j , 0 ≤ i ≤ t−1, 0 ≤ j ≤ r i − 1, such that the clause C i,j contains both variables y i j and y i j+1 for all 0 ≤ i ≤ t − 1, 1 ≤ j ≤ r i . Each such clause contains K − 2 additional variables. We now fix any such path y i , 0 ≤ i ≤ t, we fix the corresponding "connecting" variables y i j , and we fix the clauses C i,j . The probability that such a path exists in the graph G (Φ(n, dn) ), by the independence of choices of variables in the clauses, is
where 2 K in front of p n,d accounts for the possibilities of negations in clauses. Given that this path exists in graph G (Φ(n, dn) ), the probability that it is also a path of influence is 1/t! by the independence of labels z from all other randomness in the model. The total number of such paths is crudely upper bounded by ((K − 1)n) (K−1) 0≤i≤t−1 ri−1 , where 1 is subtracted since the first variable y 0 = y 0 0 = x Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php is fixed, and factor K − 1 in front of n accounts for K − 1 choices for variables in a clause containing y i j serving as connectors with the next clause. We obtain the following upper bound:
where the constant hidden in O(·) may depend on K but not on r, t. Recall that r ≤ (ln ln n) 1−ξ . When t ≥ τ n , we have ln t ≥ ln ln n − (1 − ξ/2) ln (3) n, where ln 3 denotes a three times iterated logarithm. Since ξ > 0, this implies (Kr) ln(Kd) ≤ (1/4) ln t for large enough n. Then, using the Stirling's approximation which gives t! ≥ t t 2 for large enough t, we obtain that for all large enough n
Next observe that for every λ > 0 and k 0 > 2λ we have (2λ
We obtain that for large enough n,
where the factor 2, as well as the constant factor hidden in O(·) in (9), is consumed by lowering the factor 1/5 to 1/6. We then obtain
for all large enough n, and (8) is established.
4. The overlap structure of nearly satisfying assignments. In this section we establish a certain property regarding overlaps of multiple assignments of the NAE-K-SAT problem. Recall that the random NAE-K-SAT formula Φ(n, dn) is Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php satisfiable with probability approaching unity as n → ∞, when d ≤ d s , where d s = 2 K−1 ln 2 − ln 2/2 − 1/4 − f (K) for some function f (K) satisfying lim K→∞ f (K) = 0. Recalling our notation SAT(Φ, ) for the set of assignments violating at most ≤ dn clauses, and SAT(Φ) for the set of satisfying assignments of a formula Φ, we have P(SAT (Φ(n, dn) 
The solution overlap property we consider in this section is with respect to the Hamming distance ρ(σ 1 , σ 2 ) between two assignments σ 1 and σ 2 , denoted ρ(σ 1 , σ 2 ), which is the number of variables x i with different assignments according to σ 1 and σ 2 . In the prior literature the nontrivial overlap property of satisfying assignments was established by proving a certain clustering property, which says that the "satisfaction graph," the graph of satisfying assignments where two assignments are deemed adjacent if the Hamming distance between them is o(n), has many connected components. A condition which in turn implies this simple notion is that for every pair of satisfying assignment σ 1 and σ 2 it is the case that ρ(σ 1 , σ 2 )/n ∈ (β − η, β) for some η > 0, and there are at least two solutions σ 1 , σ 2 with ρ(σ 1 , σ 2 )/n ≥ β. Note that this implies that any pair of satisfying assignments σ 1 and σ 3 with ρ(σ 1 , σ 3 ) > βn must be disconnected in the satisfaction graph, or else there will be a point σ 2 on the path between them with ρ(σ 1 , σ 2 )/n ∈ (β − η, β).
Unfortunately, working purely with this notion, one gets such a clustering result only for very high densities d, specifically for d at least d s /2. (We skip details since this fact is not needed for our main result.) To obtain a result for smaller density d we establish a more complicated nontrivial overlap property, which was inspired by the development in [RV14] . Roughly speaking, we show that there cannot be many assignments σ 1 , . . . , σ m for some constant m which satisfy a certain minimum number of clauses such that all pairwise Hamming distances ρ(σ i , σ j ) fall between (β − η)n and βn. We now give the formal definition.
Fix β, η ∈ [0, 1], κ ≥ 0, and a positive integer m. Given an NAE-K-SAT formula Φ, denote by SAT(Φ; β, η, κ, m) the set of all m-tuples (σ 1 , . . . , σ m ) of assignments σ j : {x 1 , . . . , x n } → {0, 1}, 1 ≤ j ≤ m, satisfying the following properties:
(a) Every σ j , 1 ≤ j ≤ m, is an assignment violating at most κn clauses. Namely,
In our application we will choose η to be much smaller than β. In this case the pairwise distances ρ(σ j , σ k ) are nearly βn. Thus we may think of such an m-tuple as a set of m equidistant points in the Hamming cube {0, 1} n with pairwise distances nearly βn.
We now state the main result of this section.
Theorem 4.1. Fix arbitrary 0 < < 1, and let β = ln K K , η = ln K K 2 , κ = (2 ln(2)) −1 3 ln 2 K/K 2 , and m = 2 K ln K . Then there exist K 0 = K 0 ( ) and δ > 0 such that for all K ≥ K 0 and d ≥ (1 + )2 K−1 ln 2 K/K the following holds:
Intuitively Theorem 4.1 states that for certain choices of β, η, κ, and m which depend on K only, when d crosses the threshold ≈ (d s /K) ln 2 K, the probability of finding m equidistance assignments which violate at most ≈ κn clauses is at most e −δn for large enough K and n.
Proof. The proof is based on the application of the first moment argument. We consider the expected number of m-tuples satisfying the conditions (a)-(b) and show Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php that this expectation converges to zero exponentially fast as n → ∞. Applying Markov's inequality, the result then will follow.
We begin by computing asymptotically the number of m-tuples σ 1 , . . . , σ m satisfying condition (b) only. We have 2 n choices for σ 1 . For any fixed choice of σ 1 and any fixed j = 2, . . . , m the number of choices for σ j is
by considering all the subsets of variables x 1 , . . . , x n where σ 1 and σ j disagree. Since this applies for every j, we obtain the following upper bound on the number of mtuples satisfying (b):
This bound appears to be loose, since it ignores the constraints on ρ(σ j , σ k ) for j, k ≥ 2. Nevertheless, it suffices for our purposes. We now obtain an asymptotic upper bound on this expression in terms of , K, and n. Using Stirling's approximation and since the function −x ln x is increasing in the range x < e −1 and decreasing in the range x > e −1 , the expression is at most
Here we use β = ln K/K < e −1 and 1 − β − η = 1 − ln K/K > e −1 for sufficiently large K. Further, the same asymptotics gives − ln β = ln K + O K (ln ln K), implying −mβ ln β = m (β ln K + βO K (ln ln K))
Next, we have for sufficiently large K
We conclude that for sufficiently large K the term (10) is at most exp(n 2 ln K + nO K (ln ln K)).
We now compute an upper bound on the probability that a given m-tuple σ 1 , . . . , σ m satisfying (b) consists of assignments violating at most κn clauses. Should this be the case, then the total number of violated clauses is at most mκn, and thus there exist at least dn − mκn = rn clauses satisfied by all of the assignments σ 1 , . . . , σ m , where r d − mκ. We fix any set of clauses with cardinality rn, which without loss of generality we assume to be C 1 , . . . , C rn , and obtain an upper bound on the probability that each σ j , 1 ≤ j ≤ m, satisfies every clause C 1 , . . . , C rn . Then we will take the union bound on the all subsets of C 1 , . . . , C dn of cardinality rn.
Let C be a clause generated uniformly at random from the space of all clauses (a generic element of the formula Φ(n, dn) ). Applying the truncated exclusion-inclusion Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php principle, the probability that C is satisfied by every assignment σ 1 , . . . , σ m is P(C satisfied by σ j ∀j = 1, . . . , m) = 1 − P(∃j : C is not satisfied by σ j , 1 ≤ j ≤ m)
Now P(C is not satisfied by σ j ) = 2 −K+1 . Also for every two assignments σ 1 and σ 2 which disagree in n 0 ≤ n variables
We conclude that, for every m-tuple σ 1 , . . . , σ m satisfying (b), the probability that this m-tuple satisfies clauses C 1 , . . . , C rn is at most
Here we used the fact that for β = ln K/K and η = (ln K/K) 2 we have
The upper bound then simplifies to
which using r = d − mκ and applying the lower bound d ≥ (1 + )(2 K−1 /K) ln 2 K, leads to a bound exp −n(1 + ) 2 ln K + no K (ln K) .
On the other hand, the number of ways of choosing rn out of dn clauses using Stirlings' approximation is
We now analyze the exponent. Since 1/(mκ) = O K (K/ ln K), then = o K (ln K). Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Applying our bounds for (12), we obtain the following upper bound on the probability that there exist at least rn clauses satisfied by all of the assignments σ 1 , . . . , σ m : exp −n(1 + ) 2 ln K + (1/2)n 3 ln K + no K (ln K) = exp −n 2 ln K − (1/2)n 3 ln K + no K (ln K) . Now combining this with (11), we conclude that the expected number of m-tuples satisfying conditions (a) and (b) is at most exp(−n(1/2) 3 ln K + no K (ln K)).
The proof of the theorem is complete by applying Markov's inequality.
Proof of Theorem 2.4.
The main result of this section states that if a τdecimation algorithm works well on random instances of NAE-K-SAT, then it can be run several times to produce several nearly satisfying assignments, and in particular such that their overlaps (Hamming distances) satisfy properties (a) and (b) described in the previous sections with parameters β, η, κ, and m given in Theorem 4.1. Since such overlaps are "forbidden" by this theorem, we will obtain a contradiction. We state our main proposition below and show how Theorem 2.4 follows almost immediately. The rest of this section is devoted to the proof of the proposition. We first recall some notation from section 3. Given a local rule τ : SAT r → [0, 1], let σ Φ,Z,U denote the assignment produced by the τ -decimation algorithm on input Φ, ordering given by Z, and using U to determine the rounding of the probabilities given by τ . Recall that ρ(σ 1 , σ 2 ) denotes the Hamming distance between assignments σ 1 and σ 2 . Let κ again be defined by (1). Let α n denote the probability that the τ -decimation algorithm finds an assignment in a random formula Φ(n, dn) violating at κn clauses. Namely, α n = P σ Φ(n,dn),Z,U ∈ SAT(Φ(n, dn), κn) . 
Proof of Proposition 5.1.
Proof of Proposition 5.1. Given a random formula Φ(n, dn) and a random sequence Z generating the order of setting the variables, let us consider m independent vectors U 0 , . . . , U m−1 which can be used to generate assignments. By definition we have P(σ Φ(n,dn),Z,U j ∈ SAT(Φ(n, dn))) = α n Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php for j = 0, . . . , m − 1. We now construct a sequence of vectors V t,j , 0 ≤ t ≤ n, 0 ≤ j ≤ m − 1, where for each j = 1, . . . , m − 1 the sequence V t,j will interpolate between vectors U 0 and U j . Specifically,
Note that for every t = 0, 1, . . . , n, V t,j is a vector of i.i.d. random variables with a distribution uniform in [0, 1]. Furthermore, V 0,j = U 0 , V t,0 = U 0 , and V n,j = U j . Recall the notation IR xt for the influence region of variable x t , i.e., all variables whose decision is potentially influenced by the assignment of x t by the τ -decimation algorithm. Observe that, given any realizations u j , 0 ≤ j ≤ m − 1, of vectors U j , and the corresponding realizations v t,j of V t,j , we have
since v t,j and v t+1,j differ only in one coordinate t + 1, and by Proposition 3.3, changing the value of u t+1 impacts only the decisions for variables in IR xt+1 .
Lemma 5.2. For all large enough n the following holds:
Thus, per Lemma 5.2, the sequence of assignments σ j σ Φ(n,dn),Z,V T,j , 0 ≤ j ≤ m − 1, satisfies property (b) of the definition of SAT(Φ; β, κ, η, m) with probability at least 1 − exp − ln n(ln ln n) ξ/5 for large enough n.
Proof. We now consider a realization Φ of a formula Φ(n, dn) and realization z of the order Z. Φ and z uniquely determine sets IR xi , 1 ≤ i ≤ n. Let E n denote the event (the set of Φ and z) that max 1≤i≤n |IR xi | ≤ n 1/6 . By Proposition 3.5 we have P(E n ) ≥ 1 − exp − ln n(ln ln n) ξ/4 (15) for large enough n. Here the choice of 1/6 is somewhat arbitrary, and in fact any value less than 1/5 is fine by Proposition 3.5. We assume without loss of generality that n is large enough so that n 1/6 < (β − η)n.
We first suppose that Φ and z are realizations such that the event E n takes place. We have by property (4) of Lemma 3.1 that, for every Φ and z,
for each j = 1, . . . , m − 1. Here the randomness is with respect to V t,j , as Φ and z are fixed. Then, we can find t 0 = t 0 (Φ, z) such that
for all j = 1, . . . , m − 1, as by (13) the increments ρ(σ Φ,z,V t+1 , σ Φ,z,V t,j ) are bounded by n 1/6 with probability one with respect to the randomness of V t,j .
Note that t 0 does not depend on j since V t,j are identically distributed for 1 ≤ j ≤ m − 1. Furthermore, since U 0 and U j are identical in distribution, we also have for every 0 ≤ j 1 < j 2 ≤ m − 1 E[ρ(σ Φ,z,V t 0 ,j 1 , σ Φ,z,V t 0 ,j 2 )] ∈ (β − η/2)n, (β − η/2)n + n 1/6 . Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We now fix j 1 = j 2 and argue that in fact ρ(σ Φ,z,V t 0 ,j 1 , σ Φ,z,V t 0 ,j 2 ) is concentrated around its mean as n → ∞. The distance is a function of n+ t 0 i.i.d. random variables U j1 1 , . . . , U j1 t0 ; U j2 1 , . . . , U j2 t0 ; U 0 t0+1 , . . . , U 0 n . Further, changing any one of these n + t 0 random variables changes the distance ρ by at most 2n 1/6 , again by Proposition 3.3 and by our assumption that Φ and z are realizations such that the event E n holds. Applying Azuma's inequality,
for some constant δ > 0, and the concentration is established. The event
We conclude that for every Φ and z such that the event E n takes place we have
for all n satisfying n 1/6 < (β − η)n. Since m does not depend on n, we obtain by the union bound
for all large enough n, where again the choice 2/3 was arbitrary as long as it is smaller than 5/6. For completion, let us set t 0 = 0 when Φ and z are such that the event E n does not take place. Let now T = t 0 (Φ(n, dn), Z) be a random variable thus defined. This way we have assignments σ Φ,z,V T,j , 0 ≤ j ≤ m − 1, defined for all realizations of Φ and z, in particular whether the event E n takes place or not. Since the former is the high probability event, we conclude from above that
for all large enough n, and the bound (14) is established.
Our next goal is to show that the assignments σ j , 0 ≤ j ≤ m − 1, above are also κn-satisfying formula Φ(n, dn) with probability at least α m n , for large enough n. Namely, we have the following result.
Lemma 5.3. For all large enough n, P(σ Φ(n,dn),Z,V T,j ∈ SAT(Φ(n, dn), κn), 0 ≤ j ≤ m − 1) ≥ α m n . (18) Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Appendix A. A detailed description of the SP-guided algorithm and its balancing property. The setup is similar to that for BP. In particular, in steps i = 1, 2, . . . , n certain marginal value is computed, and the decision for x i is again based on this marginal value, except now the marginal values do not correspond to the ratio of the number of assignments, but rather correspond to ratios when the problem is lifted to a new certain constraint satisfaction problem with decision variables 0, 1, * . We do not describe here the rationale for this lifting procedure, as this has been documented in many papers, including [BMZ05] , [MMW07] , [MPZ02] , [MM09] . Instead we simply formally present the SP algorithm and SP-guided decimation algorithm, following closely [MM09] with the appropriate adjustment from the K-SAT problem to the NAE-K-SAT problem. We will convince ourselves that SP-guided decimation algorithm is again a special case of a balanced τ -decimation algorithm. We will then be able to conclude that the SP-guided decimation algorithm fails to find a satisfying assignment with probability approaching unity, in the regime outlined in our main result, Theorem 2.4.
The SP algorithm is an iterative scheme described as follows. The details and notation are very similar to those described in [MM09] . Specifically, iterations (22)-(26) below correspond to iterations (20.17)-(20.20) in that book. Consider an arbitrary reduced or nonreduced NAE-K-SAT formula Φ on variables x 1 , . . . , x N . For each iteration t = 0, 1, . . ., each variable/clause pair (x, C) such that x appears in C (namely, there is an edge between x and C in the bipartite factor graph representation) is associated with five random variables,
Here is the interpretation of these variables. Each of them is a message sent from a variable to a clause containing this variable, or a message from a clause to a variable which belongs to this clause. Specifically, Q t x,C,U (Q t x,C,S ) is interpreted as the probability computed at iteration t that the variable x is forced by clauses D other than C to take a value which does not (does) satisfy C. Q t x,C, * represents that none of these forcings takes place. Q t C,x,S is interpreted as a probability computed at iteration t that all variables y ∈ C other than x do not satisfy C, and thus that the only hope of satisfying C is for x to do so. Similarly, Q t C,x,U is the probability that all variables y in C other than x do satisfy C and thus that the only hope of satisfying clause C is for x to violate it. The latter case is an artifact of the NAE variant of the problem and need not be introduced in the SP iterations for the K-SAT problem.
The variables Q t are then computed as follows. At time t = 0 the variables are generated uniformly at random from [0, 1], independently for all five variables. Then they are normalized so that Q 0
x,C,U + Q 0 x,C,S + Q 0 x,C, * = 1, which is achieved by dividing each term by the sum Q 0
and Q 0 C,x,U are normalized to sum to one. Now we describe the iteration procedures at times t ≥ 0. For each such pair x, C let S x,C be the set of clauses containing x other than C, in which x appears in the same way as in C. Namely, if x appears in C without negation, it appears without negation in clauses in S x,C as well. Similarly, if x appears asx in C, the same is true for clauses in S x,C . Let U x,C be the remaining set of clauses containing x, namely clauses where x appears opposite to the way it appears in C. Now for each t = 0, 1, 2, . . . assume that Q t 
and
Here C \ x is the set of variables in clause C other than x. The interpretation for these identities is as follows. When C is not signed, the clause C forces its variable x to satisfy it if all other variables y in C were forced not to satisfy C at previous iterations due to other clauses. The first identity is the probability of this event, assuming the events "y is forced not to satisfy C" are independent. The second identity is interpreted similarly, though it is relevant only for the NAE-K-SAT problem and does not appear for the corresponding iterations for the K-SAT problem.
If the clause C is signed +, then we set Q t+1 C,x,S = 0 and
The interpretation is that if C is signed +, then one of the variables was already set to satisfy it. Thus the only way the clause C can force x to violate it is when all other variables y are forced to satisfy C. Again this is relevant only for the NAE-K-SAT problem. Similarly, if C is signed −, then Q t+1 C,x,U = 0 and
Next we define variables R t+1
x,C,S , R t+1 x,C,U , and R t+1 x,C, * which stand for Q t+1 x,C,S , Q t+1 x,C,U , and Q t+1
x,C, * before the normalization. These random variables are computed using the following rules:
which is interpreted as follows. The first term on the right-hand side of the expression above is interpreted as the probability that none of the clauses D in U x,C forces x to take a value which satisfies D and therefore violates C (since otherwise a contradiction would be reached) and none of the clauses D in S x,C forces x to take value which violates D and therefore violates C (since otherwise a contradiction would be reached).
The second term on the right-hand side is interpreted as the probability variable that x is not forced to take any particular value by clauses it belongs to other than C. The difference of the two terms is precisely the probability that x is forced to take a value satisfying C and is not forced to take a value contradicting this choice. Similarly, define
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The interpretation for R t+1
x,C,U is similar: it is the probability that x is forced to take a value violating C and is not forced to take a value satisfying C. Next, define R t+1
x,C, * = D∈Sx,C ∪Ux,C
(1 − Q t D,x,S − Q t D,x,U ).
R t+1
x,C, * is interpreted as the probability that x is not forced in either way by clauses other than C. Finally, we let Q t+1
x,C,S , Q t+1 x,C,U , and Q t+1 x,C, * be quantities R t+1 x,C,S , R t+1 x,C,U , and R t+1
x,C, * , respectively, normalized by their sum R t+1 x,C,S + R t+1 x,C,U + R t+1 x,C, * , so that the three variables sum up to one. The iterations (22)-(26) are conducted for some number of steps t = 0, 1, . . . , r. Next variables W x (1), W x (0), and W x ( * ) are computed for all variables x as follows. Let S x be the set of clauses where x appears without negation, and let U x be the set of clauses where x appears with negation. Then set
(1 − Q t D,x, * ).
(29) W x (1) is interpreted as the probability (after normalization) that variable x is forced to take value 1 but is not forced to take value zero by all of the clauses containing x. Similarly, we set
with a similar interpretation. Then set W x ( * ) =
D∈Sx∪Ux
(1 − Q r D,x,S − Q r D,x,U ),
which is interpreted as the probability (after normalization) that x is not forced to be either 0 or 1. Finally, the values W x (0), W x (1), W x ( * ) are normalized to sum up to one. For simplicity we use the same notation for these quantities after normalization.
The random variables W x (0), W x (1), W x ( * ) are used to guide the decimation algorithm as follows. Given a random formula Φ(n, dn), variable x 1 is selected. The random quantities W x1 (0), W x1 (1), and W x1 ( * ) are computed, and x 1 is set to 1 if W x1 (1) > W x1 (0) and set to zero otherwise. The formula is now reduced and contains variables x 2 , x 3 , . . . , x n . Variable x 2 is then selected, and the random quantities W x2 (0), W x2 (1) are computed with respect to the reduced formula. Then W x2 is computed, and x 2 is set to 1 if W x2 (1) > W x2 (0) and to zero otherwise. The procedure is repeated until all variables are set. This defines the SP-guided decimation algorithm.
It is clear again that the SP-guided decimation algorithm is a special case of the τ -decimation algorithm, where the τ function corresponds to the probability of the event W x (1) > W x (0), when it applies to a reduced instance B(x, r) with x as its root. The depth r of the instance corresponds to the number of iterations of the SP procedure.
We now turn to the proof of Observation 2.6.
Proof of Observation 2.6. Recall that at the iteration t = 0, the variables Q t are chosen independently uniformly at random from [0, 1], normalized appropriately. The main idea of the proof is to use the symmetry of the uniform distribution. Given a Downloaded 06/19/17 to 18.51.1.63. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php formula Φ, we claim that if we initialize random variables Q r with variables Q 0
x,C,U and Q 0
x,C,S swapped, variables Q 0 C,x,S and Q 0 C,x,U swapped, variables Q 0 x,C, * left intact, and apply it to formulaΦ instead of Φ, we obtain values W x (0), W x (1), and W x ( * ) such that under this initialization W x (1) > W x (0) holds if and only if W x (0) < W x (1) under the original initialization for the original formula Φ. The claim of the proposition then follows.
We now establish the claim by a simple inductive reasoning. As suggested above, given Q 0
x,C,U , Q 0 x,C,S , Q 0 x,C, * , Q 0 C,x,S , and Q 0 C,x,U (after normalization for concreteness), define P 0
x,C,U = Q 0 x,C,S , P 0
x,C,S = Q 0 x,C,U , P 0
x,C, * = Q 0 x,C, * , P 0 C,x,S = Q 0 C,x,U , P 0 C,x,U = Q 0 C,x,S .
Then define variables P t x,C,U , P t x,C,S , P t x,C, * , P t C,x,S , and P t C,x,U with respect to the formulaΦ similarly to the way variables Q t x,C,U , Q t x,C,S , Q t x,C, * , Q t C,x,S , and Q t C,x,U are defined with respect to the formula Φ. We now prove by induction that the identities (32) hold for general t and not just when t = 0. The base of the induction is given by (32). Assume the claim holds for t ≤ t − 1. Consider any unsigned clause C inΦ. Then this clause is unsigned in Φ as well. Applying (22) and (23) and the inductive assumption, we conclude that the claim holds for P t C,x,S and P t C,x,U as well. Similarly, if a clause C is signed + inΦ, then it is signed − in Φ. Applying identities (24) and (25), the claim holds for P t C,x,S and P t C,x,U as well. The case when C is signed − inΦ is considered similarly.
We now establish the claim for the three remaining variables, P t x,C,S , P t x,C,U , P t x,C, * . Note that the sets of clauses S x,C and U x,C are the same for the formulas Φ and Φ. Applying (26) to compute P t x,C,U , using the inductive assumption P t−1 C,x,S = Q t−1 C,x,U , P t−1 C,x,U = Q t−1 C,x,S , and comparing with (27), we see that P t x,C,S = Q t x,C,U . Similarly, we see that P t x,C,U = Q t x,C,S . Finally, applying (28), we see that P t x,C, * = Q t x,C, * . This completes the proof of the induction. Now define Z x (0), Z x (1), and Z x ( * ) in terms of P r in the same way as W x (0), W x (1), and W x ( * ) are defined in terms of Q r , namely via identities (29), (30), and (31). Again we see that Z x (0) = W x (1), Z x (1) = W x (0), and Z x ( * ) = W x ( * ), further implying P(Z x (1) > Z x (0)) = 1 − P(W x (1) > W x (0)). Thus the rule τ (B Φ (x, r)) = P(W x (1) > W x (0)) is balanced.
