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Summary
Wireless video application and services such as video streaming, video on demand, mobile 
television, terrestrial and satellite broadcast, form the modem means of communication. Wireless 
Transmission and delivery of improved mobile video services is mainly influenced by limitation 
of network resources such as limited bandwidth, power constraints and the prevailing channel 
characteristic. This research investigates the effects of resource allocation on received video 
quality of H.264/AVC compatible media streams of diverse content characteristics over resource 
constrained system. The research aims at formulating and developing efficient novel technologies 
for adaptation to bridge the constraints imposed by the network environment and enhances 
robustness of the compressed media stream for improved received video quality.
A framework for measuring content motion intensity of media streams is modelled in the first part 
of the thesis. It forms the basic index for the adaptation process. Quality-Aware Media Bandwidth 
Adaptation (QABA) is proposed for efficient distribution of shared bandwidth for independent 
multiple media stream in a bandwidth-constrained system using motion intensity level of the 
media stream as adaptation index. Secondly, the impact of transmit power constraints on the 
received video quality is investigated. Adaptive Media Power Allocation Technique (AMPAT) is 
proposed for improved wireless video services. Content-Aware Power Adaptation is also 
proposed. It exploits the varying error sensitivity of video packets by adapting the transmission 
rate per video packet based on the content characteristics and the prevailing channel condition. 
The effects of channel errors, compression strategy and packetisation structure on received video 
quality are investigated which aids in the design of adaptation scheme to improve reliability and 
robustness of media stream over noisy channel. The distinctive feature of the scheme is based on 
the systematic approach that balances the tradeoffs between the associated error-resilience scheme 
and the induced overheads. The system performances show that the proposed schemes are more 
efficient compared to the state-of-the-art for enhancing quality of video services under 
constrained network resources.
Key words: Adaptation, content characteristic, resource constraints, video communication. 
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Chapter 1
1 Introduction
1.1 Preamble
Multimedia communications involves a range of applications and networking infrastructures. The 
term multimedia composed of a number of different types of media which are integrated together. 
The different types of media are text, images, speech, audio and video. There are different types 
of multimedia application and services, examples are video streaming, mobile television, mobile 
video telephony, interactive television, and electronic commerce. The most popular form of video 
applications and services are real time video communication and non-real-time video 
communication. Real time video communication delivers content to receivers (users) at the same 
time. Interactive multimedia applications such as video conferencing, video telephony are 
examples of video applications and services which require real time video communication system. 
In many multimedia applications such as non-interactive video streaming, video content is 
captured, pre-encoded and stored for later viewing or request, example video on demand and 
video streaming. The main characteristics of video streaming, which differentiates it from offline 
download is that the receiver begins playback before the entire media stream is downloaded. Pre­
encoded video streaming is delay tolerant compared to interactive real time multimedia 
applications [1] [2] [3]. Due to the popular usage of the non-real-time multimedia applications, 
this research project focuses on the development of adaptation techniques for improving the 
quality performance of non-real time (delay tolerant) multimedia applications. Thus, delay is not 
considered in this research project. Supporting immersive multimedia services and applications 
over lossy channels such as wireless channel, mobile networks and satellite channels has been a 
challenge in the world of video coding, networking and communications due to the impact of 
channel errors, resource constraints and changing characteristics of wireless channel. However, 
CISCO predicted that the mobile data traffic would increase by a factor of 39 times between 2010 
and 2015 and 66% of the traffic is expected to be video application by 2015 [4]. Thus, there is 
increasing need in the demand and consumption of improved quality of multimedia contents over 
resource constraint wireless environment. This constitutes the motivational force to focus on
Chapter 1 : Introduction
development of more efficient adaptation techniques to improve the performance of video 
services over wireless channel.
The increasing importance of video services and applications in business, industry, 
security, health and educational sectors have made video communication a significant tool for 
work and a better means of communication in today’s world. Video dissemination and 
consumption over wireless channel is also receiving much interest and it is becoming a major 
application in the emerging 4G systems. However, due to the high demand for consumption of 
improved quality of video services by viewer coupled with the limitations on network resources 
and high error rates on wireless channel, it becomes challenging to support reliable quality of 
multimedia communication in a resource-constrained system.
Multimedia communication supports transmission of video, text, sound and images over a 
communication channel. Video transmission requires greater percentage of network resources in 
terms of bandwidth and transmission power resources compared to transmission of audio, text and 
images. Provision of acceptable quality of video communication under limited network resources 
is challenging. However, the quality of received video services depends on factors such as source 
rate, source error resilience scheme, channel protection scheme, transmit power resources and 
prevailing network characteristics. The video adaptation techniques discussed in this thesis aim at 
bridging the limitations (resource constraints) imposed by the network environment and enhance 
the reliability and robustness of media streams over error prone environment to improve the 
received visual quality in a resource-constrained system for improved video services.
1.2 Motivation
The motivation for the research project is based on the preliminary investigation which shows that 
media content with high motion characteristics experiences much channel distortions compared to 
the media content of low motion characteristics. Thus, high motion media streams require more 
channel protection compared to low motion media stream in order to enhance received video 
quality. The project also investigates the possibility of resource adaptation based on the concept of 
variation of motion characteristics across different media streams to maximise the limited 
available power and bandwidth resources. However, the trend for communication and 
consumption of multimedia has changed from traditional wired approach to wireless systems. A 
wireless system enhances flexible delivery and consumption of mobile video services at anytime 
and anywhere. The huge demand for mobile video services such as mobile video telephony. 
Video on Demand (VOD), mobile television, have placed large demand on the limited network 
resources. Thus, it becomes challenging to support high demand for improved received video 
quality under limited network resources. The application of video coding tools forms the
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fundamental of video compression which reduces the bandwidth requirement for video 
communication. Video communication involves capturing, compression and transmission of 
compressed media stream. Errors which degrade reconstructed video quality are introduced 
during various video communication processes such as video compression phase and transmission 
processes. The need for enhanced received video quality is necessary in order to sustain and 
satisfy the growing demand of video services. However, it becomes challenging to cope with the 
increasing demand for improved video services with the limited available wireless communication 
resources. Thus, the research focuses on adaptation techniques to develop more efficient strategies 
for distribution of the limited resources based on the motion characteristics of the media streams 
to satisfy the received video quality performance. Invariably, a more efficient adaptation strategy 
is needed for efficient resource adaptation and management of the limited resources to support 
improved reeeived video services. The effects of key frame and content characteristic such as 
motion intensity on received video quality performance are investigated. Key frames are 
independently encoded without exploitation of temporal redundancies existing among suecessive 
frames of a video sequence [5]. Motion intensity in this context defines the magnitude of motion 
activity in video sequence. More details on key frame and motion intensity are discussed in 
chapter three of the thesis.
1.3 Research Questions
The research project investigates various adaptation strategies to determine the efficiency of 
exploiting media content characteristic in designing more efficient strategy for distribution of the 
limited resources to multiple media streams for improved received video quality. Thus, the 
research questions for the research project can be viewed as:
(1) Can the media motion characteristics be utilised in the distribution of shared limited 
resources for improved multimedia communication?
(2) How can content and network operators exploit the motion characteristics of media 
contents and quality performance in the distribution and management of shared limited 
wireless network resources? The aim of the research is to design a system that maximises 
the use of the limited available network resources to enhance robustness and reliability of 
the transmitted media stream for improved received video quality performance in a 
resource constrained system.
The relative high bit error rate, low bandwidth and users’ quality requirements in terms of 
received video quality are also investigated in the research. The objective of the optimization is to 
maximize the video quality received by users. The methodology adopted in the research project 
includes analysis of motion characteristic, calculation of motion intensity of video sequences.
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assessment of prevailing channel conditions and distribution of the limited resources to different 
media streams based on the motion intensity of the video sequences. The received video quality 
performance of the transmitted media streams over simulated wireless channel is measured using 
standard objective tools to assess the quality performance of the reconstructed media streams.
1.4 Research Objectives and Overall Project Description
The main aim of this research involves investigation and design of more efficient strategies for 
adaptation of media stream resource allocation in a resource-constrained system by exploiting the 
variation of motion characteristic in media streams. The objectives of the adaptation techniques 
include enhancement of robustness and reliability of compressed media data, minimize the impact 
of channel errors on received video quality and maximize the average received video quality 
performance among the competing media streams. The overall research project is divided into 
three main sections:
1. The aim of this investigation is to study and design an efficient scheme for distribution of 
shared network bandwidth to multiple independent media streams in a bandwidth limited 
system for improved received video quality performance. One of the challenging issues 
facing multimedia delivery over wireless channel is low bandwidth availability and high 
error rates. Wireless video communication system is bandwidth-limited. Improved 
wireless video communication is influenced by several factors including limited 
bandwidth, power constraints and adverse channel characteristics. Hence, this thesis 
investigates and proposes an adaptation strategy for efficient bandwidth resource sharing 
in a bandwidth-limited system.
2. The effect of power constraints on received video quality of H.264/AVC compatible 
media streams of different motion intensity levels is investigated. The aim of the 
investigation is to aid in the formulation and development of an algorithm for efficient 
media power allocation scheme for improved quality of mobile video services in a power 
constrained system. The objective of the proposed system is to enhance distribution and 
usage of the limited power resources to minimize the end-to-end distortion and maximize 
the overall received video quality over error prone channel. However, to efficiently 
harness the limited network resources to maximum potential, the bandwidth and power 
adaptation components are jointly considered. The received video quality performance of 
the proposed technique using compatible compressed H.264/AVC media streams over 
simulated mobile channel conditions demonstrates efficiency of the proposed scheme.
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For accurate evaluation and assessment of the effect of motion intensity on 
received video quality, adaptive modulation scheme is not considered in this thesis. Other 
factors such as maximization of transmission rate and channel model used for the study 
also affect the non application of adaptive modulation scheme. However, in the future 
work and extension of research work on AMPAT, adaptive modulation cheme can be 
employed by adapting the modulation parameters in response to the sensitivity of the 
media streams to channel errors. Media streams of high motion intensity characteristics 
are highly sensitive to the impact of channel errors. Thus, adaptively, high motion media 
data can be transmitted on more robust modulation scheme and the low motion media 
data can be transmitted using higher modulation scheme while taking into account the 
prevailing channel condition. Technically, the adaptive modulation scheme is expected to 
enhance the quality of received video quality and improve the overall system capacity 
through efficient adaptation approach.
3. The impact of media encoding structure on received video quality is also investigated. 
Error resiliency introduces redundancy in the media stream. It is difficult to achieve 
strong error resiliency and good media compression simultaneously. Hence, hybrid model 
is proposed, where variable video encoding structure and adaptive keyframe structure are 
considered to enhance reliability and robustness of the media stream against channel 
errors. In contrast to the state of the art, the proposed scheme adopts systematic 
adaptation of video packet structure based on the characteristic of the media content. The 
systematic adaptation concept minimizes induced overhead commonly associated with the 
use of smaller packet structure. The high motion media stream is adapted to relative 
smaller packet size and applies keyframe in the compression process compared to the 
video packet size of low motion characteristics. The performance of the proposed scheme 
compared to existing techniques shows significant quality enhancement in terms of 
received video quality under fixed bandwidth condition.
1.5 Summary of Achieved Contributions
The original contributions of the research work can be summarised as:
• Quality-Aware Media Bandwidth Adaptation for Resource-Constrained Network is 
designed for efficient distribution of limited bandwidth resources among competing 
multiple media streams based on the motion intensity level of the individual media 
streams and quality requirements.
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• Adaptive Media Power Allocation Technique for Improved Quality of Mobile Video 
Services is developed to enhance efficient distribution of shared limited transmit power 
resources to media streams for improved received video quality. Investigations of impact 
of transmit power constraints on received video quality of diverse video content 
characteristics have also been carried out.
• Content-Aware Hybrid-Transmission System for variable Motion Videos in Resource 
Constrained Network is developed to enhance robustness and reliability of media streams 
over challenging networks with relative high bit error rates and limited network resources. 
The concept of the scheme is based on the systematic approach of balancing the tradeoffs 
between the associated error-resilience scheme and the induced overheads.
1.6 Structure of the Thesis
Chapter 1 discussed the project overview, motivation, aim and objectives of this research. It has 
provided substantial justification for embarking on the research work. The research work 
presented in the subsequent chapters is highlighted below.
Chapter 2
Chapter two presents the detailed review of the fundamentals of video communications, the 
concept of video coding, H.264/Advanced Video Coding (H.264/AVC), compression algorithms 
and conventional video transmission.. The limitations of the existing technologies in supporting 
efficient video communications in a resource-constrained system are investigated.
Chapter 3
Chapter three presents a framework for media stream adaptation technique in a bandwidth-limited 
network. The aim of the investigation is to aid in the design of an efficient system for distribution 
of limited shared network-bandwidth among competing media streams. The design, experimental 
simulations, results, observations, recommendations and comparison with other models are 
discussed in detail in this chapter.
Chapter 4
Reliable video communication over noisy wireless channels with good quality is challenging 
since the compressed media stream is vulnerable to channel errors. The impact of power 
constraints on received video quality is investigated, .the effect of different video transmission 
rate and power level aiming at designing a more robust video communication system. The
Chapter 1: Introduction
objective of the proposed system is to enhance the efficient distribution and usage of the limited 
transmission power resources to minimize the impact of channel distortion and maximize the 
overall received video quality.
Chapter 5
Video communication over wireless channel is challenging due to vulnerability of compressed 
video media stream to channel error and network constraints.. The performance of different code 
rate and variable packet structure of video packets are also investigated in this chapter. “Content- 
Aware Hybrid Transmission System for variable motion videos under resource constrained 
network” is proposed to enhance the robustness of transmitted media stream and improve received 
video quality. The design, experimental simulations, results, observations, recommendations and 
comparisons are discussed in detail in this chapter.
Chapter 6
Chapter six summarises the research work. The potential future research areas are discussed in 
this chapter.
Chapter 2
2 Wireless Multimedia Communications:
Concepts, Technologies and Challenges
T h is  chapter presents the detailed review of the fundamental concepts in multimedia
communications, including evolutional trend of video coding standards, H.264/Advanced Video 
Coding (H.264/AVC), source compression algorithms, existing video transmission schemes and 
the challenges associated with wireless multimedia communication. Various video application and 
service scenarios are investigated. The basic techniques and existing video compression 
algorithms, video transmission technologies, resource allocation schemes and Unequal Equal 
Error Protection (UEP) mechanisms and related wireless communication technologies for robust 
multimedia communication are also studied. The lapses of existing technologies in supporting 
efficient video communication in a resource-constrained system are investigated for optimisation 
and development of more efficient algorithms for robust multimedia communication over noisy 
channel.
2.1 Introduction
Multimedia is a composite of video, text, sound. A video sequence consists of a sequence of video 
frames or images [5]. Video is the dominance component since it is mostly affected by channel 
errors and requires significant amount of resources for efficient communication. This thesis 
focuses more on the efficient scheme for efficient video communication. The two common 
methods for generating analogue video signals are progressive and interlaced scanning [6]. 
Conversion of analogue video to digital signal involves filtering, sampling and quantisation. 
Digital video is more tolerant to channel noise, flexible in editing and video processing. Digital
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video applications are found in broadcasting, educational field and telecommunication fields. The 
generated video signal contains high bitrates, thus requires video coding to technically reduce the 
high bit rates without losing much quality such that it will be possible to efficiently transmit the 
video signal over communication networks without causing network congestion and delays. 
Transmission of raw video signal (encoded) requires significant bandwidth, large storage facilities 
(servers) and large amount of transmit power resources, which may not be possible in reality to 
satisfy reasonable amount of video users in a resource-constrained system such as wireless 
channel. Therefore video coding is necessary for representation of visual information with fewer 
bits (less bandwidth requirements) and efficient video transmission. Video coding plays 
significant role in the world of multimedia communication where bandwidth and transmits 
resources are scarced. A reversible process, decoding is employed at the decoder to reconstruct 
the compressed visual data. Various principles are employed to achieve visual compression such 
as exploiting human visual system, spatial and temporal redundancies.
Video coding is a process of compressing (reducing redundancies) a video signal without 
compromising its original quality (lossless compression) or without losing much of its original 
quality (lossy compression). The three fundamental redundancy reduction principles are spatial 
redundancy reduction using transform coding, temporal redundancy reduction by coding 
differences between video frames and Entropy coding, reducing the redundancy between the 
compressed data symbols.
2.2 Evolution of Video Coding Standards
International Telecommunication Union (ITU-T) and ISO/IEC Moving Picture Expert Group 
(MPEG) jointly developed and improve the video coding standards. The Moving Picture Experts 
Group is a working Group of the International Organisation for Standardization (ISO) and the 
International Electrotechnical Commission (lEC). The Video Coding Expert Group (VCEG) is a 
working group of the International Telecommunications Union Telecommunication 
Standardisation Sector (ITU-T). ITU-T develops/recommends standards for telecommunication. 
Subgroup 16 of ITU-T is responsible for standards related to video multimedia services, systems, 
terminals, video communication over telecommunication networks and computer network. Figure 
2-1 summarizes the evolution of video coding standards [6]. MPEG-1 was standardised in 1993, it 
focused on compression, storage and retrieval of multimedia information on compact disc. In 
1994, MPEG-2 was standardized; it is designed for compression of video signal for television 
broadcasting applications. Progressive developments evolve H.264/Advanced Video Coding 
(H.264/AVC) which was standardised in 2004. H.264/AVC is the latest international video coding 
standard [7]. H.264/AVC has many features such as good compression efficiency compared to
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MPEG-2. The main advantages of H.264/AVC include good compression performance and 
provision of a “network-friendly” video representation for storage, video streaming, terrestrial 
broadcasting and satellite broadcasting applications.
ITU
Standards H.261 H.263 H.263+ H.263++
ITU/MPEG
Standards
H.262/
MPEG-2
H.26L
(H.264/MPEG-4V10)
MPEG
Standards MPEG-1 MPEG-4
JPEG JPEG JPEG
Standards 2000
1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004
Figure 2-1: Evolution of video coding standards [2]
H.264/AVC has good compression advantages over its predecessors. H.264/AVC codec system is 
employed in the experimental investigation and validation of the developed technologies in this 
thesis. The aim of the standardization is to facilitate global compatibility and internetworking of 
media contents.
Multimedia is generally used in description of multiple forms of media content. It can be 
defined as a combination of text, audio and video contents. Video creates much impact in the field 
of multimedia communication because it carries the visual part of information. Video 
communication refers to the transmission of compressed visual information (data) from a source 
to a receiver through reliable communication networks [8] as illustrated in Figure 2-2. Video 
communication over wireless links is more error-prone compared to that over wired channels. 
This led to the need for development of special video compression standards, such as the 
H.264/AVC standard, with error resilience capabilities. Figure 2-2 shows the basic video 
communication system.
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Figure 2-2: Basic Video Communication System
Video communication involves capturing of natural scene by video camera, encoding and 
transmission processes. The encoding block performs the function of video compression by 
exploiting redundancies in video sequence and application of various algorithms to enhance 
robustness of the media streams. The transmission operation is performed using the compressed 
media stream. Transmission process of the compressed media streams depends on the type of 
media application, priority of the media stream, channel characteristics, communication channel 
such as wired, wireless and satellite networks. Technically, wireless video communication is more 
challenging due to limited bandwidth availability and high channel errors as a result of noise 
which inflicts quality degradation on the received video quality. The decoding process of the 
transmitted media stream is performed at the receiver. Finally, the reconstructed media stream 
(natural scene) is displayed on the receiving device. The details of the video communication 
systems such as digital video compression, transmission and decoding are discussed in the 
subsequence sections.
2.3 Digital Video Compression
Communication is a basic human need. The main aim of communication is the transfer of 
information (video, text and message) between source and a receiver at difference locations. In the 
earliest days, audio and visual aids such as light signal, drumbeats [9]. With the advancement in 
technology, modem communication system is based on the principle of electronic engineering. 
The raw signals (analogue) such as audio, video are converted to digital form (binary) by applying 
various digital signals processing technique such as sampling, quantisation. The advantages of
11
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digital communications include: enhanced data compression gains, data encryption for sensitive 
information, robust coding, efficient error concealment, multiplexing of signals (efficient 
bandwidth).
Video is a sequence of images called frames. The basic aim of data is the removal of 
redundancy from the source signal. This process reduces the number of binary bits required to 
represent the information contained in the source. Digital video compression plays an important 
role in wireless multimedia communication, where bandwidth is a valuable commodity. Thus, the 
employment of H.264/AVC system in the research is important in order to reduce the amount of 
information that has to be transmitted to adequately represent a video sequence. Basic video 
coding concept involves segmentation of each frame into macroblocks for efficient prediction and 
coding as described in Section 2.3.1. Video compression techniques usually exploit human visual 
system, temporal redundancy and spatial redundancies in the encoding process to enhance 
compression efficiency. Motion estimation and compensation are employed in the exploitation of 
temporal redundancy, as explained in Section 2.3.2. Spatial redundancy is removed using 
transformation, quantisation and entropy encoding techniques. The video colour space employed 
by H.264/AVC separates a colour representation into three components called Y (luminance) 
representing brightness and two chrominance components (Cb and Cr) representing the colour. 
Since human visual system is more sensitive to luminance than chrominance, H.264/AVC 
employs a sampling structure in which the Cb has one fourth of the number of samples than the Y 
component (half the number of samples in both the horizontal and vertical dimensions). This is 
called 4:2:0 sampling with 8 bits of precision per sample [7]. H.264/AVC provides high 
compression performance, a substantial better video quality at the same data rates compared to 
previous standard (MPEG-2). Relatively, provides robust transmission performance in error-prone 
wireless environments and supports a wide variety of applications over different types of 
networks and systems. H.264/AVC presents a number of advances in video coding technology, in 
terms of both coding efficiency enhancement and flexibility for effective use over different types 
of networks and applications. Thus, H.264/AVC is an attractive video coding technology for 
wireless video applications and is employed in the research work. H.264/AVC exploits spatial and 
temporal redundancies in the video compression process. The coding techniques employ in 
H.264/AVC include motion estimation, motion compensation, entropy coding and adaptive block 
size for motion compensation which improve the compression efficiency. The good compression 
efficiency of H.264/AVC makes it more attractive in wireless video applications. The basic 
structure of H.264/AVC system is given in Figure 2-3.
12
Chapter 2: Wireless Multimedia Communications: Concepts, Technologies and Challenges
Encoder control
--------#----------
2.3.6
1 3 J  ! J L  2.3.7 2.3.8
Temporal/ 
spatial! sub- 
sam pling
Entropy
coding
QuantisationTransformation
Division of 
macroblocks
Inverse 
transformation/ 
quantization
Decoder
Packetization
Transmission, 
storageIntra 
prediction
Deblocking 
filterKeyframe
Motion 
compensated
P-frame
Motion
estimation
Figure 2-3: Basic Structure of H.264/AVC Encoder [10]
H.264/AVC supports error resilience source coding features such as packetisation, slicing, data 
partitioning, interleaving, and insertion of Instantaneous Decoder Refresh (IDR), to enhance 
robustness of compressed media stream over error prone environment. A coded video sequence in 
H.264/AVC consists of a sequence of coded pictures (frames) which are segmented into 
macroblocks.
2.3.1 Division of Frame into Macroblocks
Video frame (picture) is partitioned into fixed-size macroblocks for motion estimation. 
Macroblock is the basic unit for encoding of visual contents. Macroblocks with sizes of 16x16, 
16x8, 8x16, 8x8, 8x4, 4x8, and 4x4 pixels region of a frame, are supported by the H.264/AVC. 
Motion estimation and compensation are applied to reduce the effects of temporal redundancy and 
enhance coding efficiency. H.264/AVC supports 4x4 block-based transform coding [11] for 
optimised coding efficiency by transforming the correlated video data into weighted spatial
13
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frequency. Transformation process involves minimising the inter dependency of video data 
components and concentration of energy in the low frequency band. Depending on the importance 
of the visual information, different quantisation parameters (ranging between 0-52) are applied. 
The high frequency coefficients are highly quantised compared to low frequency coefficient. 
More details on H.264/AVC are available in [12]. In contrast with previous video coding 
standards, H.264/AVC has some important features which improve both coding efficiency and 
flexibility for effective usage over a broad variety of network types and applications. Such 
features include: application of a small block-size, enhanced entropy coding methods, enhanced 
motion-prediction capability. Motion estimation and compensation are applied to exploit the 
temporal redundancy in video compression system.
2.3.2 Motion Compensation and Estimation
Motion compensation is a process of reducing the effects of temporal redundancy using motion 
vectors (the offset between the current block and the reference area). The motion vectors carry 
information about the displacement and amount of motion in pictures. Motion vectors are 
transmitted to the decoder as part of the media stream. Motion estimation is a process of obtaining 
motion vectors in the encoder, which involves locating a 16x16 sample region in a reference 
frame that best matches the current macroblock (MB). A macroblock is the basic building block 
for which the decoding process is specified. It is organised into 16x16 pixel region of the source 
frame represented by 256 luminance (Y component) samples and two corresponding blocks of 64 
chrominance sample (U and V components) [13] [14]. The temporal redundancy of video signal is 
reduced by coding relative differences between the successive pictures relative to the current MB. 
The residual is encoded and transmitted together with a motion vector describing the position of 
the best matching region.
Within the encoder, the residual is encoded and decoded and added to the matching 
region to form a reconstructed macroblock which is stored as a reference for further motion- 
compensated prediction. To ensure that both encoder and decoder use the same reference frame 
for motion compensation, the locally decoded frame is used in the motion compensation, instead 
of using the previous original frame. The local decoding process produces replica of the video 
frame at the distant decoder output. The local decoding process is necessary, because the previous 
original frame is not available at the distant decoder. Thus, without the local decoding operation 
the distant decoder would have to use the reconstructed version of the previous frame in its 
attempt to reconstruct the current frame. The absence of the original video frame would lead to a 
mismatch between the operation of the encoder and decoder. There are various adaptation 
principles on the basic motion estimation and compensation application. The macroblocks are 
encoded without motion compensation (intra-prediction) where there is significant change e.g
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change of scene and relative high motion activity. For relative low motion activity scene, inter­
prediction (encoding with motion compensated prediction) for each macroblock is employed for 
enhanced compression efficiency. The decoder uses the received motion vector to re-create the 
prediction region and decode the residual block, adds it to the reference picture and reconstructs a 
version of the original block. Each frame is segmented into rectangular units of 16x16 pixels 
macroblock. Each motion-compensated mode corresponds to a specific partition of the 
macroblock into fixed blocks used for motion description. Blocks with sizes of 16x16, 16x8, 
8x16, 8x8, 8x4, 4x8, and 4x4 pixels are supported by the H.264/AVC and thus up to 16 motion 
vectors can be transmitted for a macroblock. H.264/AVC also supports multi-frame motion 
compensated prediction, where more than one previously encoded picture can be used as 
reference for motion compensation. The process of obtaining the motion vector is known as 
motion estimation. The application of motion vector to reduce the effects of motion is called 
motion compensation. Motion compensation aims to minimise the energy of the residual 
transform coefficients after quantisation. H.264/AVC employs deblocking filter to mitigate the 
detrimental visual effects of block-edge artefacts. The details of key functional blocks of the 
H.264/AVC encoder are described in the next section.
2.3.3 Predictive Coding
Predictive encoding is classified as inter-coding, where the macroblocks are encoded by inter­
prediction. Inter-prediction is formed based on the previously encoded and reconstructed blocks 
which are subtracted from the current block prior to encoding. Each macroblock partition in an 
inter-coded marcoblock is predicted from an area of the same size in a reference frame.. The 
encoder selects the prediction mode for each block that minimises the difference between P-frame 
and the block to be encoded. There are two main types of inter-frame coding in H.264/AVC: 
Predictive and Bi-predictive encoding. Both techniques employ reconstructed frames from 
previously encoded frames. However B-prediction incurs larger delays and requires increase 
memory usage, hence it is not utilised in this research work. Frame details do not change 
significantly in successive video frames as same background and moving objects appear in a 
sequence for a certain time length. This implies that the image pixel can be predicted from 
neighbouring pixels in the same frame or from a previous frame. The fundamental concept of 
predictive coding is to remove the temporal redundancy by encoding the difference between 
successive frames. Small difference implies small amount of information to encode. The decoder 
reconstructs the original frame by decoding the residual and adds it to the previously decoded 
frame.
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2.3.4 Deblocking Filter
Deblocking filter is employed to reduce blocking distortion. Blocking is one of the visual artifacts 
in block-based coding. The block edges are typically reconstructed with less accuracy. The 
deblocking filter is applied within the motion prediction loop, i.e after the inverse transform in the 
encoder (before reconstruction and storing the macroblocks for future application). The filter 
smoothes block edges and improves the appearance of decoded frames. The application of filtered 
frame improves the compression performance compared to unfiltered frame [12]. A detail 
discussion on the H.264/AVC deblocking filter can be found in [15].
2.3.5 Transformation
After the motion estimation process, the residual macroblocks are subtracted from the original 
macroblock. The aim of transform stage in video compression is to convert correlated residual 
data into weighted sum of spatial frequencies that improve the coding efficiency. Discrete Cosine 
Transform (DCT) [16], is a mathematical model that converts one set of values to a different set. 
DCT creates a new approach (more compact) of representing the same information in another 
domain for improved coding efficiency.. In contrast to previous coding standards that utilise a two 
dimensional Discrete Cosine Transform (DCT) of size 8x8, H.264/AVC employs reduced 4x4 
blocks integer DCT [17]. To optimise compression performance, by adapting the coding block of 
the residuals: 2x2 transform blocks is applied to the DC coefficients (lowest frequency) and 4x4 
blocks to the transformed AC coefficients. More details on the transform in H.264/AVC is 
discussed in [11].
2.3.6 Encoder Control
Encoder control is used on rate-distortion optimisation mode selection. The parameters of key 
functional blocks of a video encoder are controlled to achieve the possible target requirements 
within the operational constraints. It selects the appropriate coding parameters of each coding 
units, e.g, the quantisation steps, the mode of encoding (intra-prediction or motion-compensated), 
the search area window during motion estimation process and the packetisation strategies 
employed during video encoding operations. However, adaptation of encoding parameters yields 
better coding compression. Typical application is found in controlling the bitrate allocation per 
frame based on the motion characteristics and channel capacity, such that more bitrate are 
distributed to the video frame of high motion characteristic and relative low bitrate for the video 
frame with low motion characteristics.
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2.3.7 Quantisation
Quantisation influences the size of video bitrate. The transformed coefficients are quantised to 
reduce the range of values to be encoded. The transformed coefficients are quantised (scalar 
quantisation) by a positive integer quantity called quantisation parameter (QP). There are 52 
different quantisation values which describe the quantisation of transform coefficients in 
H.264/AVC. The Scalar quantiser maps one sample of input signal (transformed coefficient) to 
one quantised output value. The quantised transformed coefficients carry lower values, thus 
encoded with less number of bits. The human visual system is fairly sensitive to errors in low- 
frequency (DC) coefficients but less insensitive to errors in high frequency coefficients (AC) [12] 
[18]. Thus, the low frequency coefficients (DC components) are quantised with low QP value and 
the higher spatial frequencies (AC components) represented by smaller values are coarsely 
quantised to further improve higher compression efficiency. The choice of QP affects the number 
of information bits required to represent the video data. Higher QP values reduce the number of 
bits require to represent video information. Another application of QP is found in rate control [19] 
[20] [21] for maintaining the target bit rate e.g., in the case of video application over wireless 
bandwidth-constrained networks. The quantised transform coefficients are mapped to a 16- 
element array in a zig-zag order. In a macroblock encoded in 16x16 intra mode, the DC 
coefficients (top left) of each 4x4 luminance block are scanned first and then flowed by scanning 
the 15 AC coefficients in each chroma 4x4 block. The quantised transform coefficients of a block 
are scanned in a zig-zag fashion and transmitted using entropy coding method.
2.3.8 Entropy Coding
The quantised coefficients of the residual macroblocks are entropy encoded prior to transmission. 
For efficient transmission of the quantised transform coefficients, H.264/AVC employs two 
methods of entropy coding: Context Adaptive Variable Length Coding (CAVLC) and Context 
Adaptive Binary Arithmetic Coding (CAB AC) [21]. Both techniques (CAVLC and CAB AC) 
dynamically update the codebook used for representing the video data during encoding based on 
the changes in the video content. In the CAVLC entropy encoding approach, the number of 
nonzero quantised coefficients and the actual size and position of the coefficients are coded 
separately. The arrangement provides improved statistical distribution of variable length 
codewords for quantized coefficients [22]. CAB AC improves the coding efficiency compared to 
CAVLC at the cost of complexity. The application of non-integer length codeword assignment in 
CABAC enhances the compression efficiency compared to CALVC. More details on CABAC is 
available in [23] [24].
17
______ Chapter 2: Wireless Multimedia Communications: Concepts, Technologies and Challenges
2.4 Transportation of H.264/AVC Video over Wireless Systems
H.264/AVC adopted a two-layer structure design: the Video Coding Layer (VCL) and the 
Network Abstraction Layer (NAL) [7]. The VCL is designed to enhance efficient compression 
system. The NAL is designed to facilitate the need for adaptation and customisation of the VCL 
data for improved transportation over various networks protocols. H.264/AVC formats the VCL 
data and adds corresponding header information for adaptation of the VCL to various 
transportation protocols [7]. Each NAL units contains a Raw Byte Sequence Payload (RBSP), a 
set of data corresponding to coded video data or header information [12]. Figure 2-4 shows the 
H.264/AVC VCL and NAL structure in transport environment.
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Figure 2-4: H.264/AVC VCL and NAL Structure in Transport Environment [10].
The NAL unit specifies a generic format for use in both packet-oriented and other networks. The 
VCL is encapsulated into NAL Units (NALU) to provide ‘network-friendliness’ and support 
different transport systems. The H.264/AVC media streams are commonly packetized for 
transportation over networks with the RTP protocol. For real time media transmission, Real Time 
Protocol (RTP) is usually employed to enhance robustness. More details on the multimedia 
transport protocol can be found in [25].
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2.5 H.264/AVC Decoder
Decoder reconstructs the encoded media stream by re-inserting (adding) the subtracted 
redundancy during the encoding operation. Figure 2-5 shows the basic structure of H.264/AVC 
decoder.
Compressed Entropy Inverse Inverse
media stream decoder quantisation transformation
Motion
vectors
Reference
compensator
Reference frame
Decoded frames 
(videos)
Figure 2-5 Basic Structure of H.264/AVC Decoder
At the decoder the received compressed media stream from the channel are entropy decoded in 
appropriate order to produce a set of discrete cosine coefficients. The discrete cosine transform 
coefficients are inverse quantised and transformed to obtain the relative difference generated in 
the encoder. The header information is decoded first in the received media stream, followed by 
reconstruction frame identical to the original predicted frame generated in the encoder. The 
predicted frame is then added to the relative difference to create approximate replica o f the 
original frame. The decoded value is identical to the value generated by the decoder when there is 
no transmission error. In case of losses, error concealment algorithm is applied to conceal the lost 
data by predicting and reconstructing a lost data from the previously decoded information. More 
details on H.264/AVC decoder can be found on [12].
2.6 Challenges of Mobile Video Communication
Wireless video communication is challenging due to changing characteristic of wireless channel 
and network constraints. Wireless channel is characterised with limited bandwidth availability and 
high bit error rate. The challenges in wireless environment include video data losses, which result 
in degraded received video quality. Compressed media stream is highly sensitive to channel errors
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due to varying channel characteristics. Thus, efficient wireless video communication requires high 
compression and network friendly design [26] [27]. Video error resiliency and error control 
mechanisms jointly enhance the robustness and reliability of media streams over error prone 
channel. Video error resilience schemes include packetisation, intra-coding, and channel error 
control schemes include Forward Error Control (FEC).
2.6.1 Video Error Resilience Techniques
This section describes different types of error resiliency technology. Error resilience tools are 
significant in error-prone channels such as wireless channels for efficient video communications. 
When the compressed media stream is transmitted over resource constrained system characterised 
with high error prone channel such as wireless network, it becomes susceptible to the impact of 
channel errors. H.264/AVC improves compression efficiency and error resilient video 
communication strategies to enhance robustness of compressed media data over error prone 
channel. The key error resiliency strategies employed by H.264/AVC to enhance robustness of 
media data against channel errors include, packetisation, data portioning, intra-coding, SP and SI 
frames, redundant coding, sequence and picture parameter set, error concealment, rate control 
mechanism, scalability adaptation to adjust to the available bandwidth prevailing channel 
condition. More details on video error resiliency are found in [28] [29] [30].
2.6.2 Packetisation
After entropy encoding is carried out, the compressed data is packetized prior to transmission to 
enhance robustness over error prone channel. The size of packet length affects the quality of video 
communication over a channel with high bit error performance. H.264/AVC encoder groups 
compressed media streams into a packet whose size is less than or equal to the size of the 
maximum transportation unit. Error resiliency introduces redundancy in the data. It is difficult to 
achieve both strong error resiliency and good compression simultaneously. Thus, adaptation of 
error resiliency and compression techniques requires a good trade-off to balance between strong 
error resiliency and compression efficiency to enhance improved received video quality 
performance and as well optimise the usage of the limited network resource allocation. Video 
packet structure adaptation aims at minimising the impact of error propagation from a corrupt 
video packet to subsequence video packets. The application of a smaller packet length limits error 
propagation but the compression efficiency decreases due to high bitrate overheads. Thus, an 
efficient technique is required to balance the trade-off for improved received video quality 
performance.
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2.6.3 Data Partitioning
Data partitioning is employed to enhance unequal error protection based on the importance of the 
coded media data. The scheme minimises the loss rate for the significant data. For example, the 
header information contains important information such as motion vectors, quantisation 
parameters which are important information for accurate decoding and representation of the 
transmitted media stream. Thus, these significant data are highly protected. H.264/AVC supports 
three different partitions (Partition A, B and C) with different error protection capability function 
for media transmission. Partition A contains header information and mostly protected with strong 
error resilient capability because if it is lost, it is likely impossible to reconstruct the video data, 
hence partition A is highly protected against channel errors. Partition B contains intra-coded 
picture and partition C contains less significant information such as intra-coded coefficients. More 
details on data portioning are discussed in [31].
2.6.4 Predicted (SP) and Intra-coded (SI) Frames
Predicted frames (SP) make use of motion compensated predictive coding to exploit temporal 
redundancy in the sequence similar to P-frames. When errors occur in the media stream due to 
changes in network condition, the decoder can switch to another media stream. Figure 2-5 shows 
a decoder switching from media stream A to media stream B. SP and SI frames support switching 
between similar coded media stream in H.264/AVC. This can facilitate recovery from data losses 
or channel errors. They are placed at the locations to enhance drift-free switching from one video 
media stream to another. From each Sl-frame, a corresponding switching SP-frame (Si2,n) is 
generated, which has the same identical reconstructed values as the Sl-frame. The switching SP- 
frame is sent only during media streams switching [32] [33]. The unique feature of SP-frame is 
that identical SP-frames can be reconstructed even when different reference frames are used for 
their prediction [34] this property allows SP-frame to replace I-frames in applications such as 
switching, random access, and error recovery/resilience. The coding efficiency of the SP-frame is 
much higher than that of intra-coded frames but less robust compared to P-frames thus the overall 
coding efficiency is degraded if many switching points are deployed. The Instantaneous Decoding 
refresh (IDR) supports switching of media streams at the cost of decreased coding efficiency since 
IDR frame has to be frequently coded in the scalable Video Coding media stream. But support 
robustness in lossy (error-prone) channel. Figure 2-5 illustrates the switching mechanism between 
media streams using SP-frames.
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Figure 2-6 Switching between media streams using SP-frames
In Figure 2-6, the SP-frame Si2,n, is the secondary representation of S2n, which is transmitted only 
when switching from media stream A to media stream B. S2n uses the previously reconstructed 
frames media stream B as the reference frames, while Si2,n uses the previously reconstructed 
frames from media stream A as the reference frames.
2.6.5 Key Frames and Key Frame adaptation
Video sequence consists of consecutive pictures called frames. Removing the redundant 
information from video data during compression renders media streams more susceptible to 
channel noise. Example, when non-keyframe is employed, a predicted-frame is dependent on the 
previous reference frames. When error occurs in the reference frame, the quality of the predicted 
frame degrades due to error propagation. Normally, when errors occur in a media stream, the 
synchronisation is lost and the recovered frames degrade until the next key-frame. Intra-frame (I- 
frame) is encoded exploiting spatial correlation within same frame (no motion estimation and 
compensation). The already encoded frame can be used as a reference to predict a frame to be 
encoded. Inter-predicted frames (non keyframe) exploit temporal correlation between frames by 
referencing the frame from the previous frames (motion compensation) contained in a buffer. For 
a non key frame encoding, the algorithm searches for the best prediction for a given macroblock 
to be encoded. The predicted macroblock is subtracted from the original block, obtaining a 
residual macroblock. The residual macroblock is transformed to frequency domain using discrete
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cosine transformation. The transformed coefficients are quantised and entropy encoded for 
enhanced compression efficiency. In the conventional strategy, keyframe are deployed 
periodically, irrespective of the content characteristics. In contrast to the conventional keyframe 
approach, content-based keyframe strategy employs keyframe based on the motion characteristics 
of the media content. Figure 2-5 illustrates the applications of keyframe and non-keyframe in 
video coding.
Conventional Keyframe setting
#
Content-based Keyframe setting 
Keyframe Non-Keyframe
Figure 2-7 Keyframe and non-keyframe
Key frames are independently encoded and decoded without exploitation of temporal 
redundancies existing among successive frames of a video sequence. Key frames provide error 
resilience and access point in video sequence. Key frames are used to refresh the sequence in 
order to mitigate errors propagation in error prone transmission channel. The concept of 
keyframe coding can significantly reduce the effect of error propagation across corrupted 
sequence video sequence [7]. In this research work, keyframe-based resource adaptation is 
investigated by locating the frames with significant motion difference and set them as keyframes. 
The aim is to enhance the prediction efficiency and improve received video quality performance. 
However, keyframe has poor compression efficiency (consumes more bandwidth). To balance this 
effect, subsequent frames occurring after the keyframe are predicted using data from the keyframe 
to enhance efficient bandwidth usage. The relative motion activity between consecutive video 
frames in low motion sequence is minimal compared to the high motion intensity sequence. Thus, 
adapting the coding pattern between key frame and non key frame based on the motion intensity
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characteristics can improve the performance of the received video quality and enhance efficient 
usage of the limited bandwidth availability.
2.6.6 Sequence and Picture Parameter Sets
The application of the parameter sets provides additional error resiliency in H.264/AVC. The 
error resiliency is improved by exchanging the coding parameters, which make it easy to track 
and update the lost frame. The decoder has to synchronise with the encoder, in terms of packet 
size, entropy coding method, prediction type, to avoid encoder-decoder mismatch and enhance 
accurate concealment of any corrupted video frame. Figure 2-8 shows the various components of 
sequence and picture parameter sets.
N A LU  w ith V C L data encoded with 
PS No. 4 (address in slice header)
H .264/AVC
Encoder
H .264/A V C
D ecoder
Param eter set exchange
Param eter set N o.4 
-video form at..,X
Figure 2-8 Parameter sets
Sequence and picture parameter sets contain important header information which can be applied 
to large number of pictures for robust and efficient transmission. Picture and sequence parameter 
sets mechanism decouples the transmission of infrequently changing information [35] from the 
transmission of coded representations of the values of the samples in the video pictures. Sequence 
Parameter Set (SPS) contains information relating to a series of consecutive coded video sequence 
while Picture Parameter Set (PPS) contain relevant information pertaining to the decoding of one 
or more individual pictures [35]. Each picture parameter set contains an identifier that refers to the 
content of the relevant sequence parameter set [36] SPS contains all the information related to all
24
_______Chapter 2: Wireless Multimedia Communications: Concepts, Technologies and Challenges
slices in a picture between two IDR pictures. PPS contains all information related to all slices in a 
picture. The concept of picture and sequence parameter sets enhances robust video 
communication.
2.6.7 Scalable Video Coding
For wireless video application, bandwidth scalability can be achieved by encoding multiple 
independent streams of different bandwidth and quality. The server is capable of adapting the 
media streams to meet variations and capability of the users receiving devices in terms of 
bandwidth and processing power. Scalable Video Coding (SVC) standard uses H.264/AVC 
standard as the base layer and one or several enhancement layers to provide optional but efficient 
scalability functionalities (layered video codec) on top of the high coding efficiency of 
H.264/AVC [37] [38]. It is cost-efficient in delivery of different formats of the same content to 
multiple users. SVC ensures backward-compatibility to the existing clients using H.264/AVC 
base layer and allows for data rate adaptation with re-encoding by simply dropping packets of the 
media stream.
SVC offers cost effective solution to multicast by supporting number of video layers with varying 
bitrates, spatial and temporal configurations in one media stream. SVC enables the construction of 
media streams that contain sub-media streams [39]. The sub-media streams can be extracted 
without transcoding and remain decodable. The unique feature of SVC is its flexibility which 
enables a compressed video stream to be adapted into multiple resolutions, quality levels and 
frame rates [40]. A scalable content framework can be represented by three modules; encoder, 
extractor and decoder. The objective of the scalable video coding has been to enable the encoding 
of high-quality video bit stream that contains one or more subset bit streams that can themselves 
be decoded with a complexity and reconstruction quality similar to that achieved using the 
existing H.264/AVC design with the same quantity of data as in the subset bit stream. Scalable 
video encoder compresses a raw video sequence into multiple layers: base layer and enhancement 
layers. The base layer can be independently decoded, capable of producing a relatively low level 
of video quality. The additional enhancement layers can be decoded only in conjunction with the 
base layer providing enhanced level of video quality compared with decoding the base layer only.
Scalability refers to the capability of a single video media stream supporting large 
numbers of clients with wide range of terminal capabilities, interconnected in heterogeneous 
networks. This is achieved by adjusting or removing parts of media stream in order to adapt to the 
various needs or preferences of end users as well as to varying terminal capabilities or network 
conditions. SVC offers provision for spatial resolutions - presence of various frame sizes.
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temporal scalability- presence of various frame rates and quality scalability- various bit rates. 
Scalability also provides support for multipoint conferences.
Spatial scalability is achieved using a multi-layer coding technique. Temporal scalability defines 
the difference in the number of images per second expressed in Hz, for example 50Hz, 30Hz, etc. 
This is achieved by structuring predictive P and B slices in hierarchical order with a capability of 
easy removal of the lower levels in the hierarchy. Quality scalability (SNR) is similar to spatial 
scalability but has the same resolution with varying quality. This is achieved using Medium-Grain 
Scalability (MGS) which provides quality difference between two layers in a region of 10% or 
Coarse Grain Scalability (CGS) which provides a quality difference of about 25% between two 
layers. SNR scalability offers different levels of detail and fidelity to the original video, while 
having same spatial and temporal definitions. MGS improves the flexibility of bit stream 
adaptation and error robustness.
2.6.8 Advantages of Scalable Video Coding
o Scalable video coding reduces operational expenses in terms of transmission cost per bit
compared with simulcasting in providing multicast services to clients of heterogeneous 
capabilities and preferences at the same time, 
o Scalable video coding allows more efficient schemes for content management with
content delivery.
o Scalable video coding utilises its scalability properties in providing improved quality of
experience.
o Error resilience -scalable video coding uses the enhancement layer for retransmission in
the case of errors, retransmission packets can be inserted in such layers, thus providing 
error correction at constant bitrate. 
o Compatibility with H.264/AVC - Scalable video base layer compatibility with
H.264/AVC enables clients with H.264/AVC support to receive the scalable video by 
decoding the base layer signal, 
o Handheld terminal battery optimization by switching to lower resolution of the video
when the battery life is lower than a defined threshold.
2.6.9 Applications of H.264/AVC
H.264/AVC standard supports a wide range of business, industrial, educational, public security 
and entertainment applications for satisfaction of the growing demand for rich video contents. 
Some potential application areas of the concept are efficient coding of video content for unreliable 
transmission networks such as mobile video transmission, mobile television [41], online video
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gaming, video on demand or video streaming services over heterogeneous networks, broadcast 
over terrestrial, satellite, cable, interactive video services, telemedicine, homecare, immersive 
virtual collaboration and video conferencing. In addition to bringing a cost-efficient solution to 
the delivery of different video formats of the same video content to multiple users (Scalable 
H.264/AVC), its functionalities can be optimised to provide a better quality of experience of the 
video content and promote universal multimedia access (UMA) in diverse usage environment 
through application of digital video adaptation. In summary, H.264/AVC application areas 
include;
o Broadcasting: its network friendly feature improve the robustness of compressed video 
over satellite, terrestrial video communication systems. Typical bitrates requirement for 
broadcasting applications is in the range of I-8Mbps depending on the type of services 
and video resolutions.
o Video-on-Demand (VoD): video streaming services over various channels such as cable, 
internet and wireless networks, 
o Multimedia messaging services (MMS): applying H.264/AVC in MMS over wireless and 
mobile networks is economical in terms of bandwidth usage compared to MPEG-2, 
o Storage: optical and magnetic devices.
o Interactive video applications: over wired, wireless and mobile networks allow remote 
partners to communicate effectively, 
o Real time video applications: over wired and wireless for live session.
2.6.10 Video Adaptation
Video adaptation transforms input video stream to an output video based on the constraints and 
requirements while optimising the received video content. Technically Video adaptation can be 
defined as application of relevant technologies and mechanisms to efficiently bridge the 
mismatches between video content properties, wireless network constraints, varying received 
terminal capabilities and user preference while optimising the overall quality of received video 
content. Video adaptation enhances wide distribution and consumption of multimedia over 
heterogeneous networks. Figure 2-9 shows general conceptual framework for video adaptation.
27
Chapter 2: Wireless Multimedia Communications: Concepts, Technologies and Challenges
Constraints 
(bandwidth, power)
/
Network
Video adaptationPre-encoded media 
stream Adapted media stream
Figure 2-9 General Conceptual Framework for Video Adaptation
Typical video adaptation occur when the compressed media stream (pre-encoded) passes through 
network in which the available bandwidth is lower than the required bandwidth for accurate 
representation of the pre-encoded media stream. Video adaptation takes various forms such 
bitrates reduction, frame rate reduction, spatial resolution reduction. Video adaptation operation 
normally take place in the server or network based on the constraints such as bandwidth 
limitation, user preferences and terminal device capability such as display function, processing 
power. The research focuses on developing efficient adaptation technique for adapting media 
stream bandwidth based on the video content characteristic. Typical applications of video 
adaptation are found in bridging the constraint imposed by network bandwidth limitation by 
adapting the input media stream bitrates to match with the available bandwidth, resolving diverse 
content formats discrepancy, satisfaction of varying user preferences, match terminal capabilities 
and facilitates increase interoperability between different contents and network through seamless 
interaction. Various adaptation techniques have been discussed in [42] such as video transmoding, 
video transcoding and scalability adaptation technique. Under such conditions various properties 
of the video media stream require adaptation to match the new conditions imposed by the 
networks to retain an acceptable level of service quality. Video transcoding converts video from 
one format to another, in order to make the video compatible with the new usage environment.
2.6.11 Video Transcoding
Video transcoding provides a bridge to resolve the discrepancy between server/user terminal and 
encoder/decoder. Video transcoding converts input media stream into another media stream with 
desirable characteristic and format. Video adaptation is useful for heterogeneous internetwork
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video access which require repurposing of pre-encoded video properties to match channel 
conditions, terminal capabilities and user preferences [43] [44] [45]. There are three major types 
of video transcoding: Homogeneous transcoding (spatial, temporal and bit rates), heterogeneous 
transcoding (standards conversion e.g. MPEG-2 to H.264/AVC) and information insertion 
tanscoding (e.g. editing). Transcoding of non-scalable content requires high computational power 
at network nodes with delay. Scalable video adaptation approach enhances video adaptation 
process for different networks characteristics, terminals capabilities as well as diverse user 
preferences and environmental conditions for flexible, cost effective solutions.
Video transcoding is typically deployed at various locations within the network, e.g. at an 
intermediate location between servers and clients (proxy-based adaptation). Server-based and 
client-based adaptation architectures are also feasible. In server-based adaptation architecture, the 
server is responsible for gathering the user requests terminal capabilities and available bandwidth 
at the client device and send adapted contents to the client device. Figure 2-10 shows the key 
functional blocks in video adaptation architecture.
Input video 
bitstream
AdaptationQoS
tool Constraints
Adapted video 
bitstream
Adaptation 
decision engine
Adaptation engine
Figure 2-10 Video Adaptation Architecture
Video adaptation is usually driven by constraints imposed by network and terminal capabilities. 
The adaptation decision engine evaluates the decision regarding the action to be performed when 
context information is received. The adaptation engine executes instructions from the adaptation 
decision engine. AdaptationQoS tool enables the relationship between Digital Item Adaptation 
standards, constraints and corresponding quality that results from the adaptation process [42].
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Typical applications of transcoding include spatial resolution reduction, bit-rate reduction and 
temporal resolution reduction.
2.6.12 Bit-Rate, Spatial and Temporal Adaptation
The need for bitrate adaptation is necessary in heterogeneous network. When transmitting from 
media stream from wired to wireless environment. The capacity of the wireless network is less 
than the capacity of the wired network. Thus, bitrates adaptation is necessary at such scenarios to 
adapt the pre-encoded media stream to the available bandwidth. Transcoding plays significant role 
in bit rate adaptation. Bit-rate adaptation is performed with the aim of reducing video bitrates of 
the input signal (pre-encoded media stream) to match with the available bandwidth and facilitate 
robust video transmission over bandwidth-limited networks, while maintaining the highest 
possible received video quality. Mobile video broadcast and internet streaming deploys this type 
of applications. One of the adopted techniques to achieve bit rate reduction includes decoding the 
pre-encoded media stream and re-encodes the decoded video signal at the new rate. More details 
on video bitrates adaptation is found in [46].
Spatial adaptation is performed to enhance flexibility of video content among different 
types of devices with varying spatial resolutions. It makes it possible for a viewer with mobile 
device to access video content captured at high spatial resolution. Spatial adaptation adopts 
similar process as in bit rate adaptation. The original video signal (pre-encoded media stream) is 
decoded. The spatial domain is down-sampled. The motion vectors from the input video signal 
(pre-encoded media stream) is resampled, downscaled and re-encoded to produce new media 
stream (adapted media stream). More details on spatial adaptation are found in [47].
Temporal adaptation (frame rate adaptation) of media stream is often employed to match 
the bit-rate requirements imposed by a network. , In some occasion, temporal adaptation is 
performed to meet processing limitations imposed by a network and terminal devices [48] [49] 
[50]. Temporal adaptation is also employed when the terminal devices can only process video at a 
lower frame rate due to the processing power. Temporal adaptation can be accomplished by 
dropping some frames.. When frames are dropped, the transcoder calculates new motion vectors 
to aid in the reconstruction of the undropped video frames. The skipped frame is decompressed 
which then acts as a reference frame to non-skipped frames for reconstruction. More details on 
temporal adaptation are discussed in [51].
2.6.13 MPEG-21 Digital Item Adaptation
MPEG-21 digital item adaptation is a framework which enhances interoperability and facilitates 
content adaptation to achieve UMA and consumption. It aims at enabling the use of multimedia
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resources across a wide range networks and devices. MPEG-21 tools consist of usage 
environment description tools, digital item resource adaptation tools, digital item declaration 
tools. The Usage Environment Description tool (UED) describes the user preferences, terminal 
capabilities, network characteristics and natural environmental characteristics [52].
2.6.14 Constraints
o Terminal capabilities: These describe the encoding and decoding capability, hardware, 
software, processing power of the user terminal. It also embodies factors such as terminal 
codec, display resolution, memory capacity and buffer size. The adaptation decision is 
based on these factors such that the user can experience maximum satisfaction of the 
multimedia content.
o User characteristics: include preference to particular video resource, and preference 
regarding the presentation of video resource and mobility of characteristics of the user.
o Usage Environment: refers to the general characteristics of the user’s physical 
environment. It includes environmental illumination, location, time, noise level in the user 
environment.
o Network Characteristics: include bandwidth utilization, delay and error characteristics. 
It is classified in two sections:
Network features -under this context the network features refer to the static or long term 
characteristics of the network infrastructure, such as maximum capacity of the network 
and minimum/maximum bandwidth of the network, etc which are fixed features. Network 
features vary across the network and locations.
Network conditions: These are the dynamic characteristics of the network such as 
available bandwidth, congestion rate, etc. During a congested state, bitrates adaptation 
and dropping of the enhancement layer(s) are feasible, based on the congestion type.
2.7 Constraints on Wireless Multimedia Communication
The robustness of compressed media stream over noisy channel such as wireless channel is 
affected by the dynamic characteristics of the transmission channel, high channel bit error rate, 
bandwidth and power constraints [19]. It is possible to mitigate the impact of channel errors when 
the resources are unlimited, for example by applying lower channel coding rate, robust 
modulation scheme, cross layer adaptation. However, such situation (unlimited resources) hardly 
exists in wireless system. Thus, the research focuses more on investigation and development of 
more efficient techniques for robust video communication in a resource-constrained system. 
When a compressed media stream is transmitted over wireless channel, it is susceptible to the
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impact of channel errors which result in poor received quality performance. In addition to the 
source error resilience technique and decoder concealment algorithms, various schemes such as 
joint source channel coding, interleaving. Unequal Error Protection (UEP), Forward Error 
Correction (FEC), adaptive modulation scheme can be applied to mitigate the impact of channels 
errors on the transmitted video data and improved received video quality.
2.7.1 Effect of Channel Errors on Compressed Video Data
In video communication, the raw video signal is first compressed and then segmented into fixed 
or variable length packets prior to transmission. Compressed video data is very sensitive to 
channel errors due to high compression ratio, noisy characteristic of wireless channel and resource 
constraints. Compared to wired channel, wireless channels are much noisy because of the 
changing characteristics of the channel which results in a much higher Bit Error rate (BER). 
Sources of noise in communication channel include fading, shadowing effects, interference, 
crosstalk, and thermal noise [25] [53]. The effect of corrupted video data can cause significant 
degradation of the reconstructed video quality. Bit Error Rate (BER), the tendency of error 
occurrence in per transmission. It gives statistics of number of bits corrupted. It depicts the quality 
and rate at which errors occur. BER depends on the characteristics of the transmission medium, 
Signal-to-Noise-Plus-Interference-Ratio (SNIR), bandwidth and transmit power level of media 
stream. BER requirements vary according to applications and content type, for example, typical 
acceptable BER performance for audio and video applications are in the range of 10'  ^and 10'  ^for 
audio and video applications respectively [54] [55]. Mathematically, BER can be expressed as:
BER =  g  (2.1)
where X is the number of video bits in error per transmission and ^  is the number of video bits per 
transmission. Error control [56] schemes and efficient resource allocation strategies are employed 
to reduce the impact of channel errors on transmitted video data over noisy wireless channel and 
maximize the reconstructed video quality.
2.7.2 Error Control for Robust Video Communication
The video error resiliency technique applied in the application level is not enough to guarantee 
robust video communication in a high bit error environment. More advanced error control 
techniques operating in the higher level such as network level and physical level can be applied to 
improve the robustness and reliability of the media stream over a noisy channel. Such techniques 
include interleaving, and error concealment. Unequal Error Protection (UEP), Forward Error
32
_______Chapter 2: Wireless Multimedia Communications: Concepts, Technologies and Challenges
Correction (FEC), Adaptive Modulation Scheme (AMC) and Cross-Layer Adaptation (CLA) can 
also be applied to mitigate the impact of channels errors on the transmitted media stream and 
improve the received video quality performance. However, application of robust wireless 
transmission scheme such as Orthogonal Frequency Division Multiplexing (OFDM) can further 
enhance the system robustness.
2.8 Orthogonal Frequency Division Multiplexing (OFDM)
The emerging multimedia applications and high demand for consumption of multimedia services 
at anytime and anywhere in the society create new challenges. Such challenges include the need 
to cope with the increasing demand of high data rate and transmission requirements for the 
emerging multimedia applications and services. Thus, the need for high capacity and network 
friendly system is very important for efficient video communications. OFDM is a multicarrier 
transmission system, consisting of a sum of subcarriers. OFDM supports different modulation 
schemes such as Quadrature Phase Shift Keying (QPSK), Quadrature Amplitude Modulation 
(QAM). The operation of OFDM is based on the principle of transmitting simultaneously many 
narrow-hand orthogonal frequencies, called subcarriers. The total signal frequency band is divided 
into N  number of subchannels. Subchannel consists of a number of subcarriers for transmission of 
media stream. Figure 2-11 illustrates the conventional multicarrier technique.
Frequency
Figure 2-11: Conventional multicarrier
In contrast to conventional frequency-division multiplex system, where carriers are spaced apart 
in such a way that the signals can be received, which wastes bandwidth, OFDM saves bandwidth 
using orthogonal and overlapping multicarrier modulation techniques. OFDM scheme is 
developed in need of high data rates broadband availability for efficient multimedia 
communications. Figure 2-12 illustrates the orthogonal multicarrier modulation scheme.
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Orthogonal carriers
Bandwidth saving
Frequency
Figure 2-12: Orthogonal multicarrier modulation technique
Each channel (group of subcarriers) can be modulated with a possible different modulation 
scheme in response to channel condition and media content characteristics. OFDM is employed to 
improve the robustness against frequency selective fading. In a single carrier system, fading can 
cause the entire link to fail, but in OFDM, only a small percentage of the subcarriers will be 
affected. Error correction coding can then be applied to correct the few erroneous subcarriers. 
However, OFDM has a relatively large peak-to-average power ratio, which tends to reduce the 
power efficiency of the amplifier. Redundant subcarriers are employed to resolve the peak-to- 
average power ratio reduction. In summary, OFDM transmission scheme is reviewed as a good 
performing transmission system for efficient wireless multimedia communication. Thus, OFDM 
is utilised in the research work, because of the following advantages:
o Robustness to multipath: OFDM offers an efficient approach to mitigate the impact of 
multipath propagation on the received video quality.
o Robustness against narrowband interference: interference affects only a small portion 
of the subcarriers.
o Capacity enhancement: in relatively slow time-varying channels, it is possible to 
enhance the capacity by adapting the data rate per subcarriers according to the signal-to- 
noise-ratio of the particular subcarriers.
o Bandwidth saving: in contrast to conventional technique such as Frequency Division 
Multiplexing (FDM) and Time Division multiplexing (TDM), OFDM saves more 
bandwidth using orthogonal symbols, as demonstrated in Figure 2-12. More details on 
OFDM are found in [57].
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2.8.1 Orthogonal Frequency Division Multiple Access Transmission System
The performance of Orthogonal Frequency Division Multiplexing is optimised to support multiple 
media streams transmission. To enhance multiple media stream transmission, Orthogonal 
Frequency Division Multiple Access (OFDMA) provides each media stream with a fraction of the 
available number of subcarriers. In OFDMA, the channel bandwidth consists of orthogonal 
subcarriers. The subcarriers are divided into subsets of subcarriers, each subset representing a 
subchannel. A group of subchannels form a frame. The subchannelisation enhances scalability 
and multiple access, where each media stream will have a time and a subchannel allocation for 
efficient communication. The number of subcarriers distribution to media stream is flexible 
supporting a wide range of bandwidths depending on the characteristic and requirement of the 
video applications. The two main subchannel allocation methods are for the downlink are Partial 
Usage of Subchannels (PUSC) and Full Usage of Subchannels (FUSC). In PUSC, part of the 
subchannels is allocated to the transmitter. The subchannels are divided and assigned to 3 
segments that can be allocated to sectors of the same cell. In the system design. Downlink (DL) 
subframe is considered. The DL subframe is composed of 30 subchannels x 13 time symbols, 
giving a total of 390 slots. Figure 2-13 shows the basic concept of subchannel allocation.
Subchannel 1 Subchannel 2 Subchannel 3
Pilot subcarrierGuard band Data subcarrier Guard band
Figure 2-13: Subchannel Allocation
OFDMA consists of subcarriers. There are data subcarriers for media streams transmission, pilot 
subcarriers for channel estimation and null carriers for guard band. OFDMA, in combination of 
advanced techniques such as Convolutional Turbo Coding and interleaving, mitigate the impact
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channel errors and improve transmission quality of the media streams. Figure 2-14 shows the 
block diagram of OFDMA system.
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Figure 2-14: Block diagram of an OFDM transceiver [57]
The Inverse Fast Fourier Transform (IFFT) block transforms the encoded video data from 
frequency to time domain using fast fourier transforms at the transmitter. The IFFT modulates all 
subcarriers in a parallel form and ensure that each subcarrier remains orthogonal. In the receiver, 
the subcarriers are demodulated by an FFT, which performs the reverse operation of an IFFT [58] 
[59]. The input compressed video data is first encoded. The encoded video data is then interleaved 
and mapped onto modulation blocks. The coding, interleaving functional blocks are explained in 
detail in the subsequent sections (Section 2.8.2 and 2.8.3) respectively.
2.8.2 Channel Coding
Wireless channel is characterised with high bit error rates which degrade received video quality. 
There are different methods in the literature to control channel errors and improve the quality 
performance of media stream over noisy channel. Such schemes include channel coding and 
Automatic Repeat Request (ARQ). ARQ is an error control mechanism where the receiver 
requests the transmitter to re-transmit any corrupted data. The ARQ technique is based on 
acknowledgement (ACK) or non-acknowledgement (NACK) messages transmitted by the 
receiver to the transmitter to indicate a good (ACK) or a bad (NACK) reception of the previous
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media data. However, the need to wait for media data to be retransmitted in ARQ results in 
significant delays and waste of bandwidth [60]. Thus, ARQ is not considered in this research.
A comparative study shows that channel coding scheme such as Convolutional Turbo 
Coding is more resilient to channel errors [61]. Thus, Convolutional Turbo Coding (CTC) is 
employed in the research based on its good performance over noisy channel. The aim of 
employing CTC in the research work is to mitigate the impact of channel errors on the media 
streams and consequently enhance the received media quality. The constituent encoder uses duo- 
binary Circular Recursive Systematic Convolutional (CRSC) code where the encoding operation 
is performed. The main advantages of CTC that make it unique from the traditional Forward Error 
Control (EEC) involve the use of two error-correcting codes and an interleaver. Decoding is then 
made iteratively taking advantage of the two sources of data. Figure 2-15 shows the 
Convolutional Turbo Coding and the constituent encoder.
Switch
Puncturing
CTC
Interleaver
Constituent encoder
\
\
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S 2 S3
Constituent encoder
Figure 2-15 Convolution Turbo Coding (CTC) [58]
The compressed media streams are fed alternately into A and B, starting with significant media 
data being fed to A. In the first encoding operations, A and B are connected to position 1 of the 
constituent encoder to generate parity Ci. Then, in the second operation, the encoder is fed by the 
interleaved sequence (A and B data) to generate C2 . Different code rates for different error
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protection levels for different media portions for robust video transmission are achieved by 
selectively deleting the parity bits (puncturing). A larger coding block improves the encoding 
performance but introduces higher decoding and computational complexity [62]. More details on 
channel coding schemes and convolutional turbo coding are found in [58].
2.8.3 Interleaving
Interleaving is a technique employed to re-arrange transmitted media stream so that it becomes 
more resilient to burst errors. Forward Error Correction (FEC) performs poorly in a deep fading 
channel. Interleaving is performed to reduce the impact of burst errors on transmitted media over 
a fading channel. Burst errors are usually caused by deep fading [63] which results in loss of 
consecutive transmitted video data frames. Forward Error Correction is designed to improve 
performance in AWGN. It is unlikely stand-alone FEC will be capable to correct burst errors 
especially when the errors burst exceeds a certain length. Hence, interleaving is applied, 
combined with FEC to randomise the burst errors prior to decoding and mitigate the effect of 
burst errors on reconstructed video quality. The basic concept of coding and interleaving is to 
distribute the effect of burst errors over many codewords such that each codeword received errors 
which can be corrected. The encoded media streams are interleaved and then transmitted over 
different subchannels such that the coded media streams within a given codeword experience 
independent fading. Interleaver spreads out the burst errors and error correction is performed by 
the code. There are two main types of interleaving, block interleaving and convolutional 
interleaving. Block diagram of convolutional interleaver is shown in Figure 2-16. In convolutional 
interleaving, the encoded media stream from the encoder is multiplexed into a set of buffers, each 
with a fixed delay. Convolutional interleaver takes sequential outputs of the encoder and separates 
them by N-1 symbols in the channel transmission, thereby breaking up burst errors in the channel. 
The multiplexed media data from these buffers are fed into the channel for transmission as 
illustrated in Figure 2-16.
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Channel
Figure 2-16: Convolutional Interleaver [54].
The reverse operation is carried out at the decoder. Helical interleaver supports convolutional 
interleaving. Helical interleaver writes in coded media data into the N buffers in a helical format 
and empties the array row by row to produce the interleaved symbols. The media data in the 
columns of the array are shifted through delays which differ for each symbol. The delays are 
incremented by one for each row of the array. The overall delay associated with the convolutional 
interleaver is given by K(N-l)Ts [54], where Ts is the symbol time for transmitting the coded 
symbols over the channel, K represents the number of buffers and N-1 represents the maximum 
delay among all shift registers. Convolutional interleaver is similar in concept to block 
interleavers.
However, instead of employing a convolutional interleaver which is complex in terms of 
large number of buffer requirements, a commonly used block interleaving scheme is used. In 
block interleaving, the inputs media data are written in a matrix column by column and read out 
row by row. A block based interleaving scheme is applied at the transmitter, the compressed 
media stream are permuted such that adjacent video data are separated after interleaving. The 
second step ensures that adjacent coded video data bits are mapped onto non adjacent subcarriers 
alternatively onto less and more significant bits of the modulation constellation. At the receiver, 
the reverse permutation is performed prior to decoding. The data interleaving is performed using 
block based matrix. The video bits are filled into a matrix row-wise and transmit out from the 
filled matrix column-wise. Figure 2.17 shows a typical rectangular matrix scheme.
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Figure 2-17: Block Interleaving [54],
Figure 2-17, illustrates the basic interleaving operations. The coded video data are fed into the 
interleaver by rows (Xi, X2, X3, ... Xg) and transmitted out over the channel by columns in the 
order (Xi, X5, X9 ... X J. The transmitted video data are read into deinterleaver by columns in the 
order (Xi, X5, X9 ... X J and finally read out by rows.
The convolutional interleaver extends the symbol stream through the presence of null 
values in the delay registers, this increases the complexity of the convolutional interleaving. 
Moreover, convolutional interleaving is more complex compared to block interleaving in terms of 
the large number of buffer requirement. In contrast, block interleaving have more delays because 
of the need to fill the array before transmission can commence. Block interleaving is considered 
in the research because it is widely deployed. Block interleaving is less complex in terms of 
number of buffer requirement compared to convolutional interleaving. Moreover, the service 
application focuses on non-real time video communication in which delay is not a major concern. 
More details on interleaving are found in [54] [56] [64] [65].
2.8.4 Forward Error Correction
Forward Error Correction (FEC) is typically applied in mobile system to improve reliability of 
transmitted data over noisy channel. FEC detects and corrects channel errors on the corrupted 
video data to mitigate the impact of channel errors on received video quality. The capability of the 
error detection and correction depends on the code rate [2]. Lower code rates are stronger than
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high code rate in terms of error correction since it contains more error correction codes. The 
encoder generates error correcting codes (parity) and encode with the compressed media stream. 
FEC applies equal protection to all segments of video data irrespective of the important of the 
video segment and sensitivity of the video data to impact of channel errors. However, in this 
research work, FEC is modified to offer Unequal Error Protection (UEP) to the importance 
segment of video data, by applying variable code rate to different segments of media stream based 
on the sensitivity and significance of the video segments.
2.8.5 Adaptive Modulation Scheme
Adaptive modulation scheme applies different modulation schemes [57], this technique can be 
employed to enhance robustness of video transmission in a noisy channel. The impact of the 
channel errors on vulnerable video data can be controlled by applying adaptive modulation 
scheme. In addition to improving bandwidth efficiency, adaptive modulation scheme provides 
function with ability to support UEP by adjusting the modulation scheme and transmission rate in 
response to the channel error protection requirements and importance of video data. When the 
channel quality is in good condition higher modulation scheme can be utilized to maximize the 
throughput and when the channel condition degrades due to environmental factors (fading) the 
system can adapts to robust constellation to allow more reliable transmission. The encoded video 
data bits are mapped onto modulation symbol for transmission. Figure 2-18 illustrates basic 
digital modulation principle.
101011
Digital modulator
Digital signal Analog signal
Figure 2-18: Digital modulation principle
The bit mapping for QPSK and 16-QAM modulation schemes are illustrated in Figure 2-19 and 
Figure 2-20.
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Figure 2-19 QPSK constellation Figure 2-20 16QAM constellation
The interleaved serial input video data are mapped onto symbol for transmission, e.g two bits for 
QPSK, four bits for 16-QAM and six bits for 64-QAM per symbol which are converted into I + Q 
complex, representing either a QPSK, 16-QAM or 64-QAM constellation based on the number of 
video data bits per symbol. However, to appreciate different modulation schemes and their 
performances, it is significant to define symbol rate, which is given as a ratio of bitrates to number 
of bits transmitted per symbol. E.g QPSK, 8 -PSK and 16-QAM transmit two, three and four bits 
per symbol respectively. Symbol rate allocation for different media streams can be adapted based 
on video content characteristics and prevailing network conditions for robust multimedia 
communications and efficient usage of the limited radio resource.
2.8.6 Cross-Layer Adaptation
Cross layer design aims to enhance overall performance of wireless multimedia communication 
system by jointly considering and exchanging information between different protocol layers of 
Open Systems Interconnection (OSI) model [6 6 ]. Figure 2.21 shows a protocol stack for a typical 
network and cross layer design.
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Figure 2-21: Protocol stack for a typical networking and cross layer design [54]
Cross layer allows exchange of information between protocol layers for efficient adaptation for 
improve performance. Example, exchanging network level information for better application 
(source) adaptation is employed to enhance performance of the video delivery. In the application 
layer, the coding structure can be adapted in response to varying radio network condition. 
Alternatively, application level information (e.g. importance video data) can be exchanged for 
efficient UEP and resource management. The flexibility of cross layer approach enhances end-to- 
end performance optimisation under fixed network resources. However, the design challenges 
associated with cross layer approach can be assessed in terms of its complexity and 
characterisation (quantification) of the adaptation index (important information that should be 
exchanged for optimisation) that should be exchanged between layers. Example, the channel 
quality can be characterised by parameters such as channel throughput (transmitted data rate per
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second), Signal-to-Interference-Noise Ratio (SINR), Packet Loss Rate (PLR) and Bit Error Rate 
(BER). Optimisation strategies evaluate the parameters that optimise a specific function. In this 
thesis, the objective function is to enhance the robustness and improve received video quality of 
multiple users over error prone channel. The adaptation components that can be jointly considered 
in cross layer design include;
o Source rate 
o Packet structure 
o Encoding mechanism 
o Quality of Service (QoS) 
o Quality of Experience (QoE) 
o Bandwidth 
o Channel code rate 
o Modulation scheme 
o Transmission power
2.8.7 Propagation Model
In the real-world conditions, the transmission of a radio signal is affected by many factors like 
path loss, shadowing, time variance, multipath propagation, which could lead to degradation of 
the received video quality. One of the reasons for employing OFDMA technology is the efficient 
capability in handling multipath propagation. Multipath propagation leads to drastic and random 
fluctuations of the received signal, depending on the phases the multipath signals interact, either 
constructively or destructively at the receiver. The vehicular A propagation condition, downlink 
transmission is considered in this research work.. Vehicular A scenario is more erroneous due to 
the fast changing propagation environment compared to the pedestrian models [67]. Thus, there is 
a need to develop more efficient techniques to enhance robust video communication in such an 
environment. The transmitted signal may reach the receiver through a number of distinct 
propagation paths called multipath taps. The different path length causes different propagation 
time delay and amplitudes. Multipath propagation model is characterised by the number of taps, 
the time delay relative to the first tap and the average power relative to the strongest tap. 
Characteristics of a multipath fading channel are often specified by a power delay profile. Table 
2.1 shows some examples of the Vehicular A power-delay profile (at 60kmph) along with a set of 
statistical parameters for each tap. More details on power delay profile for pedestrian and other 
models are found in [6 8 ] [69] [70] [71] [72].
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Table 2-1: ITU Vehicular A, 60 Kmph Power delay profile parameters
Path (tap) Relative delay (ns) Relative power (dB)
1 0 0
2 310 -1 . 0
3 710 -9.0
4 1090 -1 0 . 0
5 1730 -15.0
6 2510 -2 0 . 0
From Table 2-1, the relative power strength varies as the relative delay increases due to multipath 
change. The power delay profile represents the average power associated with a given multipath 
delay. Since different paths are of different lengths, a single impulse sent from the transmitter 
results in multiple copies being recovered at different times as shown in Table 2-1. The maximum 
delay after which the received signal becomes negligible is called maximum delay spread. A large 
maximum delay indicates a highly dispersive channel. The channel characteristics change if  the 
transmitter or receiver moves. The coherence time is the duration over which the channel 
characteristics do not change significantly. A slow-changing channel has a large coherence time 
or equivalently, a small Doppler spread. The frequency bandwidth for which the channel 
characteristics remain similar is called coherence bandwidth. The channel is referred to as 
frequency flat if the coherence bandwidth is greater than the signal bandwidth and frequency 
selective fading if the coherence bandwidth is smaller than the signal bandwidth. In frequency flat 
fading, all frequency components of the signal experience the same amount of fading. In the case 
of frequency selective fading, different frequency components undergo different amount of 
fading. The larger the delay spread, less is the coherence bandwidth and the channel become more 
frequency selective.
The power delay profile gives the statistical power distribution of the channel over time 
for a signal transmitted for just an instant. Similarly, Doppler spread gives the statistical power 
distribution of the channel for a signal transmitted at just one frequency. The power delay profile 
is caused by multipath and Doppler spread is à result of motion of the receiving terminal. Thus, 
Doppler spread is caused by the differences in Doppler shifts of different components of the 
received signal, when either the transmitter or receiver is in motion. The time over which the 
channel characteristics do not change significantly is called coherence time of the channel. The
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coherence time varies in inverse proportion to the delay spread [54]. When the receiving terminal 
is at high speed, the Doppler spread is large and the coherence time is small (the channel changes 
faster). Table 2.2 shows the typical values for the Doppler spread and associated channel 
coherence time for two WiMAX frequency bands.
Table 2-2: Typical Doppler Spreads and coherence times for WiMAX
Carrier
Frequency (GHz)
Speed
(km/hr)
Max. Doppler Spread 
(Hz)
Coherence time 
(ms)
2.5 2 4.6 2 0 0
2.5 45 104.2 1 0
2.5 1 0 0 231.5 4
5.8 2 10.7 93
5.8 45 241.7 4
5.8 1 0 0 537 2
The experiments carried out in this work assume a perfect channel state condition prediction in 
the expected distortion calculations. The result is based on the assumption, that the channel 
conditions are perfect. However, in the real-world conditions, the transmission of a radio signal is 
affected by many factors like path loss, shadowing, which could lead to degradation of the 
received video quality performance.
2.9 Video Quality Performance Assessment
Finally, the transmitted media stream is decoded using H.264/AVC decoder. In order to evaluate 
the performance of the proposed system, the received video quality is measured. The quality 
performance of the received media stream is measured and compared with the state-of-the art 
techniques to assess the efficiency of the developed techniques in terms of received video quality 
performance. The two methods widely applied in measurement of video quality are the objective 
and subjective approaches. Subjective method involves evaluation of video quality by group of 
experts [73]. It is time consuming and cost effective since it requires a group of people to 
participate in the video quality assessment. Alternatively, it is significant to employ objective 
video quality metric in the video quality performance. Objective video quality assessment is a 
statistical approach for evaluating the quality of digital video. It is cost and time effective, more
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reliable in terms of consistency, flexibility and capability of carrying out repetitive assessments at 
ease compared with subjective assessments. One of the most popular objective digital video 
measurement methods is the Peak Signal-to-Noise Ratio (PSNR). Average Peak Signal to Noise 
Ratio (PSNR), as widely used in video coding area, is employed in measurement of quality 
performance of the received (reconstructed) video quality. However, PSNR is not the most 
accurate perception measurement tool, despite its computational simplicity and popularity. The 
reason is that the human visual system characteristics are not taken into account.
2.9.1 Peak Signal-to-Noise-Ratio
Peak Signal-to-Noise Ratio (PSNR) measures video quality by correlating the maximum possible 
value of the luminance and the mean squared error (MSB). PSNR can be calculated using 
equation 2.3 and 2.4 [74]:
PSNRjb = 2 0 . I o ^ i o ( ^ )  (2.2)
where A(ij) and B(iJ) are the values of the original and reconstructed pixels. M and N  represent 
the frame resolution (height and width), while X  represents the number of bits in the picture (for 
e.g. an 8 -bit resolution = 2^  -  1 = 255). The overall video quality is obtained by averaging the 
PSNR values throughout the video sequence. Higher PSNR values indicate better quality. The 
reconstructed video quality of the transmitted media streams are assessed based on the PSNR 
metric. Although, PSNR is not the most reliable metric of video quality assessment, it is 
employed in the research due to its less complexity, ease in calculation and widely usage. Other 
objective video quality metrics like Structural Similarity Index Metric (SSIM) and Video Quality 
Metric (VQM) are investigated and compared in Chapter 3 to verify the performances.
2.9.2 Structural Similarity Index Metric
Structural Similarity Index Metric (SSIM) can also be used to measure the received video quality 
performance. SSIM concept is based on the fact that Human Visual System is highly adapted for 
extracting structural information from a scene. SSIM exploits the luminance, contrast and 
structural information in the metric. SSIM can be calculated using equation 2.5 [75]:
SSIM  =  X X C J (2 4)
\A + B 4- C iJ  (crj +  +  C2)
where Cj and Q  are constants, determined by:
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Cl = (Ki L)2 and Ci = (2.5)
where Cy and Q  are constants. L  is the dynamic range of the pixel values (for 8  bits/pixel images, 
L = 255). K] =  0.01 and K 2 =  0.03, respectively. A  is the original signal and B  is the transmitted 
signal. A, B, ( t| and are the mean of A , mean of B, variance of A , variance of B  and the 
covariance of A  and B  respectively. The SSIM result is often a decimal between 0 and 1. The 
higher the SSIM values the better the reconstructed video quality. The SSIM value of 1 
corresponds to the highest reconstructed video quality in the case of two identical sets of video 
data. SSIM was originally designed and used for still image quality assessment [76]. More details 
on SSIM are found in [77]. Video Quality Metric (VQM) is another video quality metric which 
can be employed for measurement of reconstructed video quality performance.
2.9.3 Video Quality Metric
Video Quality Metric (VQM) technique is known to yield very close results to subjective scores. 
It measures the perceptual effects of various types of video impairments and combines them into a 
single metric, which forms a strong correlation with the subjective opinion scores [78]. VQM uses 
the full-frame technique which is based on the full availability of the reference information. VQM 
calculation involves extracting perception-base features, computing video quality parameters and 
combining parameters to construct the general model. Figure 2-22 shows the block diagram of 
VQM.
D igital channel
Encoder Decoder
C alibration
O riginal features
Ancilliary data 
channel
Calibration
Processed
features
Param eters
VQ M
Figure 2-22: Block diagram of VQM [78]
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The calibration mechanisms comprise a complete automated objective video quality measurement 
system as shown in Figure 2-22. The calibration of the original and processed media streams 
includes spatial alignment, temporal alignment, and valid region estimation. The spatial alignment 
processes horizontal and vertical spatial shift of the processed video relative to the original video. 
The ancillary data channel is used to transmit calibration information as well as the extracted 
quality features. Feature in this context is defined as quantity of information extracted from a 
spatial-temporal sub-region of media stream. The features are function of space and time that 
characterise perceptual changes in the spatial, temporal and chrominance properties of media 
streams. Quality parameters that measures distortions in video quality due to gains and losses in 
the feature values are calculated by comparing features extracted from the calibrated processed 
media stream with features extracted from the original media stream. The differential of the 
comparison depicts perceptual change in video quality. The magnitude of impairment in VQM 
scale ranges from 0  to 1 0 , where 0  represents the best and 1 0  represents the worse quality level. 
More details on VQM are available in [78] [79].
Based on the comparative analysis of the quality metric tools, a standard objective video 
quality metric, PSNR [80] is widely employed in the research project. PSNR is considered 
because it is suitable for the research work in terms of evaluating the performance of the proposed 
systems. Moreover, PSNR is cost and time effective, flexible, capable of carrying out repetitive 
assessments at ease, less complex, ease in calculation and widely employed for video quality 
assessment.
2.10 Conclusion
This chapter discussed the basic concepts and fundamental of video coding, source error 
resilience, video communications as related to the research focus. It studied the evolutional trend 
in the field of video coding and extensively on the concept and attractive features of H.264/AVC 
coding standard which characterise it “network friendly” for wireless video application. The basic 
problems associated with current wireless video communication such as vulnerability to channel 
errors are identified. The various principles of video transmission, optimisation strategies and 
error resilience technologies are studied. The knowledge acquired in this chapter is employed in 
the subsequent chapters in the formulation and development of more efficient algorithms to 
resolve the challenges associated with robust wireless video communication.
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3 Quality-Aware Media Bandwidth 
Adaptation for Resource-Constrained 
Networks
Wireless channel facilitates delivery and consumption of video services at “anytime” and 
“anywhere”. However, the current growth in wireless video services driven by users with 
insatiable perceived quality stretches the limited network bandwidth beyond nominal limit and 
deteriorates further on severe congestion. Such challenges include how to efficiently share the 
constrained-bandwidth among competing media streams to satisfy video consumers with 
increasing insatiable quality demand in a bandwidth-constrained network. In this chapter, a new 
technique for media bandwidth distribution is proposed based on the fact that motion intensity has 
an impact on the video quality. The motion intensity of media stream is employed in the 
allocation scheme. Motion intensity in this context defines the magnitude of motion activities in 
media streams. The aim of the work is to devise a model for efficient distribution of limited 
shared network resources among competing media streams by exploiting motion characteristics of 
the media streams, so as to maximize the number of improved received video quality within a 
given fixed limited bandwidth-budget. The experimental results show that the model can 
efficiently distribute the limited bandwidth to media streams by adapting media stream bandwidth 
according to their motion characteristics and quality requirement.
Index terms: Bandwidth constraints, motion intensity, video quality, video adaptation
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3.2 Introduction
Wireless video services and applications have been growing in various application usage such as 
entertainment, education, traffic monitoring, etc. The growth in the number of emerging 
multimedia applications and services running on the mobile wireless network is increasing daily. 
The increasing surge in the demand for video services and consumption, using sophisticated 
receiving devices such as smart phones, laptops, tablets with increasing spatial resolutions and 
terminal processing capabilities are becoming common. Consequently, the huge demand is 
imposing challenges on the limited wireless network resources, leading to congestion of the 
distribution channels which results in poor transmission and received video quality. It requires 
adequate network bandwidth [81] to satisfy clients’ insatiable taste for high and immersive 
received video quality but unfortunately, the network capacity is fixed and limited. Thus, there is 
a need for a new technology, to efficiently resolve these challenges. Source compression by 
H.264/AVC encoder enhances compression efficiency, reducing bandwidth requirements by 
removing redundancy on source coding making it more network fi-iendly [82]. When H.264/AVC 
media stream is generated and transmitted over wireless channel where bandwidth is always 
insufficient for transmission of the original encoded full quality media stream, video adaptation 
becomes imperative in such condition to adjust media stream bitrates to suit the available network 
bandwidth while optimizing the received video quality. Video adaptation is a process of 
transforming input media stream from one format to new format by manipulating the input media 
stream to bridge the mismatches between video content properties, constraints (bandwidth 
limitation) imposed by usage environment while optimizing the overall received video quality. 
However, there exist challenges such as how to efficiently distribute the limited network 
bandwidth among the multiple media streams to maximise the use of the limited available 
network resources. Thus, this chapter presents a model for sharing the limited network bandwidth 
resource to multiple media streams based on the motion characteristics of the media streams while 
optimising the received video quality.
3.3 Related Work
The degree of received video quality distortion depends on many factors such as bandwidth 
allocation, compression algorithm, error concealment, error resilience, content characteristics such 
as motion intensity level, channel protection scheme such as forward error correction. However, 
the degree of protection and received quality depend on the available network bandwidth and 
allocation to individual media stream.
Research activities on bandwidth allocation for video services have been discussed in 
literature. In [83] the scheme proposed a constant bit-rate virtual channel between the video
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encoder and the viewers. In [84] bandwidth allocation is based on service hierarchy, giving 
priority to individual services. In [85] work-ahead technique is proposed by sending video data 
ahead of schedule time. In [8 6 ] end-to-end mechanism is proposed in which the video encoding is 
based on network condition estimated from the packet loss statistics. However, these techniques 
have deficiency of adaptation capability to efficiently resolve the mismatches between the media 
stream properties and network constraints. An adaptive bandwidth allocation framework based on 
long term video traffic prediction is proposed in [87]. In [8 8 ], bandwidth reservation model is 
presented. But the technique poses complexity and inaccuracy in reservation strategy. Statistical 
multiplexing of MPEG-2 streams based on rate distortion optimization is discussed in [89]. In 
[90] LIVA model is proposed, which relies on network nodes’ feedback information for layered 
internet video adaptation. A mathematical model for congestion control is discussed in [91]. 
Quality of experience-driven adaptation scheme is proposed in [92], it adapts video bitrates 
according to user’s quality of experience requirements. A price-based resource allocation 
framework is presented in [93], where channel bandwidth allocation is a function of payment rate. 
Unlike the proposed scheme, most of the discussed schemes in the literature require high 
computational complexity and may not work efficiently in practical video transmission 
application, especially in real-time video coding and transmission due to complex calculations, 
unrealistic assumptions which may not be feasible in practical scenarios. The proposed scheme 
Quality-Aware Media Bandwidth Adaptation (QABA) differs fi*om the existing techniques in the 
concept that it employs motion intensity in the bandwidth adaptation process. QAMA is less 
complex and takes into consideration the efficient usage of the available network resources to 
maximise the total received video quality in a bandwidth-constrained system.
Moreover, the dynamic characteristic of video sequence, which changes as motion activity 
level of the video sequence changes and the corresponding network bandwidth requirements for 
robust video transmission, has not been efficiently addressed in the literature. The variation of 
motion activity level across media streams is exploited in optimising the total received video 
quality by adapting the bandwidth resources according to variation of motion intensity level 
across video sequence. It becomes challenging to support multiple independent video services 
with acceptable received quality within tight bandwidth budget, since quality degradation is 
mostly affected by network bandwidth constraints. It is therefore imperative to design a model 
that distributes the limited network bandwidth efficiently to Media stream based on the motion 
activity level and received quality requirements. On the other hand, to limit the amount of energy 
consumption in video communication system, the proposed model considers the minimum 
possible bandwidth requirement to achieve acceptable quality threshold while taking into 
consideration the total available bandwidth. The proposed model aims at addressing these 
challenges and presentation of improved received video quality by adapting media stream
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bandwidth based on motion intensity information of the media stream. This chapter is classified 
into three main sections.
The first section of chapter 3 groups media contents into classes; high motion activity, 
moderate motion activity and low motion activity contents based on the motion activity level, 
temporal, spatial characteristics of the test video sequences as reported in [94] [95] [50]. High 
motion activity (H) contents are characterised with active random movement with many features 
of interest (objects) such as sports event; Soccer and Football test sequences fall into this 
category. Moderate motion activity (M) contents such as Paris, News and Hall are characterised 
with moderate gentle movement. Low motion activity (L) contents are characterised with low or 
no movement of objects in the video sequence as in the case of Akiyo and weather test video 
sequences. Table 3.1 shows the motion intensity level of the test video sequences and 
classification based on the K. Peker framework for measurement of motion intensity of videos, 
which clustered test video sequences that have similar characteristics into group based on the 
motion intensity level, temporal and spatial characteristics [95] [96] [97] [98].
Table 3-1 Classification of the test video sequences
Test video sequence Characteristics Classification
Football High motion activity H
Soccer High motion activity H
Crew High motion activity H
Foreman High motion activity H
Hall Moderate motion activity M
News Moderate motion activity M
Weather Low motion activity L
Sean Low motion activity L
Container Low motion activity L
Akiyo Low motion activity L
It should be noted that for consistency and accurate assessment of impact of motion intensity on 
video quality and bandwidth requirements, all test video sequences used in this research work are
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set to Common Intermediate Format (CIF) of 352x288 pixel [99], which is the popular video 
format for mobile video services and applications.
The second part of chapter 3 of the thesis devises a model which analyses motion intensity 
of the test video sequences quantitatively for efficient utilisation in the media stream bandwidth 
adaptation. The third section of chapter 3 presents a technique for adapting media stream’s 
network bandwidth based on the motion intensity level of the media stream while taking into 
consideration the received video quality requirement and the total available network bandwidth.
3.4 The Proposed System
The development of wireless system and mobile devices such as smart phone, laptops and ipad, 
have increased the demand by mobile users to access videos at anywhere and anytime. Video 
communication over wireless channel is more difficult than over a wired channel because of 
limited bandwidth availability. However, due to constraints in wireless multimedia applications, 
such as limited bandwidth and high error rates, achieving good video quality performance 
becomes a challenge. In order to improve the quality of video services in such environment, 
where bandwidth is insufficient for the transmission of the original media stream, development of 
adaptation technique to cope with the challenges becomes necessary. The aim of the research is to 
develop a video communication system that enhance the reliability of transmitted media streams 
and improve received video quality in bandwidth-limited channel. The proposed system presents a 
solution for adaptation of independent multiple media streams network bandwidth to maximize 
the received video quality based on the video content characteristic. The system exploits motion 
characteristics of different media streams in the distribution of bandwidth to competing media 
streams sharing shared bandwidth resources. Figure 3-1 presents the proposed system model, 
consisting of key components such as H.264/AVC encoders, motion intensity analyser, adaptation 
module and X-number of requested independent video services. The H.264/AVC encoders 
perform compression functionality, packet structure adaptation and source rate adaptation. The 
details on H.264/AVC have been discussed in the previous chapter. The motion characteristic of 
the media stream is a significant parameter in the adaptation process. The extracted motion 
information is extracted and transmitted ahead of the media stream via a dedicated channel to the 
adaptation module. In the adaptation module, calculation of each media stream bandwidth 
requirement is performed using the motion information. The bandwidth of individual media 
stream is determined by adapting the bitrates allocation in response to the motion intensity 
information of the media streams to meet the bandwidth requirement for enhanced quality 
performance.
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Figure 3-1 Proposed system model
The adaptation module determines media adaptation operation and adaptation parameters for 
subsequent media stream adaptation for improved received media performance. The major 
challenge addressed in this work is how to efficiently utilize motion intensity information of 
media streams in bandwidth adaptation to enhance the quality of the transmitted media stream.
3.5 Modelling of Motion Intensity
Motion intensity information of video sequence is utilized in allocating network bandwidth for the 
media streams. Motion intensity in this context defines the magnitude of motion displacement 
(amount of motion activity) in the video sequence. Changes in the motion displacement between 
successive video scenes are mainly caused by object motion (e.g., a goal keeper in a football 
scene) and global motion (e.g., camera motion such as zoom, pan). In object motion, different 
objects experience different motion characteristics in the video scene. In camera motion, objects 
within the video scene experience similar motion. Since camera motion produces homogeneous 
motion characteristic within the video scene, motion compensation results in reduction of residual 
energy and an increase in compression performance [12]. Thus, object motion is considered as the 
influential parameter in estimating motion intensity in this work. The motion intensity can be 
characterised as displacements in the media stream. The estimation of the displacement between 
successive video frames can be carried out using optical flow [100]. Optical flow uses 
corresponding features in the video scene such as feature points (e.g comers of the objects) in a 
video scene for estimating motion of objects across the consecutive frames.
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Quantitatively, the motion intensity of the media streams for this research is based on 
feature points of the objects in the video scene. The motion intensity is analysed using the optical 
flow algorithm of Lucas and Kanade [101]. The measurement of the motion intensity is 
characterised by identification of significant feature points. Feature point in this concept can be 
defined as an interesting point of the object in video scene that can be easily detected and tracked 
from frame to frame. Types of image feature points include edges, blobs, ridges and comers. 
Comers can be defined as interest points in a video scene that can be efficiently detected and a 
point where the edge direction changes rapidly [102] [103]. In the measurement of the motion 
intensity, the object is first detected and analysed to determine the changes in motion using the 
Lucas and Kanade algorithm. Tracking of the feature points is carried out from frame to frame to 
enhance accurate estimation since motion information is not evenly distributed to all parts of 
video frame. Feature point (p) relative difference in terms of pixel displacement between 
successive video frames quantifies Motion Vector (MY). MY, is represented by vertical and 
horizontal components MV{Xi, Yj). MY of a feature point (p) in a video frame is given by:
M V p =  J V ( m ' ) +  (3 .1)
The motion intensity (Al) of a frame is calculated as the sum of all MYs in the video frame:
p - i
Al =  ^  |W p (« ,V 7 ) | (3 .2)
i=0
where MVp (X i,Y j)  represents the motion vector of the frame at feature point (p). A typical video 
scene consists of objects characterised by spatial characteristics (number and shape of objects) 
and temporal characteristics. Motion intensity of a video frame is directly proportional to spatial 
resolution (R) of the video frame and inversely proportional to the temporal (7) resolution of the 
video sequence [50]. Hence, the average motion intensity over a given video sequence is 
normalized by the spatial and temporal resolutions to maintain consistency across different video 
sequences. Figure 3-2 shows the motion characteristics of Akiyo, Foreman and Soccer test video 
samples of varying motion intensity level.
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Figure 3-2: Motion characteristics of Soccer, Foreman and Akiyo test video sequences
The variation in the motion characteristic level among the media streams motivates the 
formulation and development of the proposed scheme. The extracted motion information is used 
in the distribution of the shared limited bandwidth among the competing media streams.
3.6 The Proposed Bandwidth Sharing Technique
In the proposed scheme, the bandwidth allocation for the media stream is based on the motion 
intensity level of individual media stream, quality requirements and total available network 
bandwidth. The received video quality depends on the source distortion and channel distortion. 
Source distortion is a function of total bandwidth [104], encoding parameters and motion activity 
level of the scenes in the video sequence. Assuming, a pre-encoded video stream with acceptable 
quality, the received video quality is a function of channel characteristics and network bandwidth 
availability for respective video streams. Thus, insufficient allocation of bandwidth for media 
streams result in degraded reconstructed video sequence. Limited bandwidth availability and how 
to efficiently distribute the limited bandwidth to competing media streams have always been the 
major challenge of wireless systems. This research focuses on providing solutions to the 
challenges by devising a technique to compute the bandwidth {BW,) for each media stream based 
on motion intensity information to minimize the average distortion D  and improve the received 
video quality subject to a constraint BW t, the total available network bandwidth. However, 
minimum bandwidth is introduced to ensure that no media stream video quality becomes 
lower than the minimum threshold of acceptable visual quality range of 30dB - 40dB [105].
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For efficient video communications, the application layer tends to use a high data rate 
encoding scheme to improve quality and enhance robustness. Considering video streaming 
application to multiple viewers through a limited shared fixed network capacity, there is a 
challenge on how to efficiently distribute the limited network bandwidth to hungry multiple media 
streams competing for larger portion of bandwidth allocation for improved received video quality. 
The goal of the proposed technique is to find an efficient approach to share the limited bandwidth 
for the competing media streams that satisfy their quality requirement based on the motion 
characteristic of the media streams respectively. The mathematical model presented in (3.3) is 
devised for computing media stream bandwidth (BPf^) according to the motion intensity (A^) of 
the media stream:
BWi =  Bjnin +  7 ^  ^  (B W t ~  ^ -B m in ) (3-3)
Ù.T
where Al represents the motion intensity of media stream, A% is the sum value of motion intensity 
for K  media streams. BW t is the total available network bandwidth for K  number of media 
streams. B^i„ is the average minimum bandwidth requirement which guarantees minimum quality 
threshold (Min-PSNR) to the media streams. B i^n is introduced to maintain fairness among the 
competing media streams. It is the average minimum bandwidth requirement of the competing 
media streams within shared bandwidth resources to attain quality value (PSNR) of 30dB, which 
corresponds to the minimum threshold of the acceptable visual quality range of 30dB - 40dB 
[105]. The Bmin (154 kbit/s) is derived by averaging B„ii„ of the media streams sharing common 
bandwidth resources (BW t). The bandwidth adaptation is carried out periodically based on the 
motion intensity of the media streams with respect to the average bitrate requirement for 
acceptable video quality.
3.6.1 Enhanced Scheme
The enhanced scheme (QABAg) maximizes bandwidth utilization to further improve the quality of 
high motion sequences. In order to optimize the network bandwidth usage to enhance the received 
video quality of the high motion test video sequences, the enhanced scheme employs variable 
minimum bandwidth (B^i) in preference to fixed B i^n:
A,
BWi = B ^ + - ^ x  (B W t ~  B^) (3.4)
A t
where A  ^ represents the motion intensity for L  video frames. K  represents the total number of 
media streams. BW r represents the total available bandwidth. B^ is the independent minimum 
bandwidth requirement which guarantees minimum quality threshold (Min-PSNR) for the
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respective media streams. The corresponding is generated experimentally using H.264/AVC 
encoder and test video sequences.
3.6.2 System Comparison
The performance of the proposed algorithms (QABA) is compared with the state-of-the-art 
methods to evaluate the efficiency of the proposed model. Quality of experience-driven adaptation 
scheme (QoEA) which allocates bandwidth according to user’s requirements [92] is implemented 
as a reference scheme for performance comparison purposes. The adaptation mechanism in the 
proposed technique (QABA) is based on the motion intensity of individual media stream, 
compared to the reference scheme which adapts media stream bandwidth based on the group 
characteristic rather than individual media stream characteristic. One of the drawbacks in the 
reference technology is that despite the similarity in characteristics common to all media stream 
of a particular group, the bandwidth requirements for each media stream within the group to meet 
certain quality level vary according to the motion intensity level of the individual media stream. 
Thus, allocating same bandwidth size to all media streams in a given group as in the case of the 
reference technology results in inefficient usage of the limited bandwidth (insufficient or over- 
sufficient) since the bandwidth requirement for each media stream varies adaptively based on the 
motion intensity of each media stream. Peak-Signal-to-Noise Ratio (PSNR) is used for measuring 
video quality, averaging the PSNR values across the video frames. In the reference scheme, the 
obtained PSNR is used to calculate Mean Opinion Score (MGS) [106] using a conversion 
mapping model [92] [107]. In contrast to the proposed system where the bandwidths for different 
media streams are calculated based on the content characteristics of the individual media stream, 
the bandwidth in the reference technology is calculated using the QoE-driven model in [92] for 
different groups of video content:
_  g(M O S-2 .273+0.0022FR )/0 .3322
_  g(M O S-2.797+0.006FR )/0 .2498 ^ 3  q
g ^  _  g(M O S-0 .0228+0.0066FR )/0 .6582  ^ 3
Bl, Bm and By are the bandwidths for low, moderate and high motion activity sequences. FR and 
MGS represent the frame rate and mean opinion score respectively [79]. However, to take into 
account the total bandwidth availability, the ratio of the computed bandwidth in the reference 
technology is evaluated. The performance of QABA is also compared with a Uniform Bandwidth 
Allocation (UBA) model, where equal bitrates are allocated to all media streams [45].
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3.6.3 Source Material and Experimental Methodology
A number of test video sequences are used for the experiments in the research work. All test video 
sequences are in YUV 4:2:0 format. The video format (YUV 4:2:0) is a system of representing 
colour images. It consists of a plane of luminance (Y) that represents the black and white 
information and two chrominance planes (U and V) that represent the colour information. Human 
Visual System (HYS) is more sensitive to luminance information than the colour information, 
thus, the luminance plane is of double resolution in both dimensions than the chrominance planes. 
The test video sequences are in Common Intermediate Format 352x288 (CIF) for simulation of 
mobile video application and services scenarios. The test video sequences used for simulations in 
this thesis include: Soccer, Foreman, Football, Crew, Paris, Hall, Container, Weather, Akiyo, 
Singer, and Dancer. Table 3.2 shows the parameters of the test video sequences used in the 
experiments.
Table 3-2: Test video sequences
Test video sample Characteristics
Soccer High motion
Football High motion
High motion
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medium motionForeman
Average motionNews
Hall
Weather
i
Average motion
Low motion
Sean Low motion
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3.6.4 Experimental Set-up
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Figure 3-3: Experimental set-up
The performance of the proposed algorithm is validated with publicly available test video 
sequences: Soccer, Football, Crew, Foreman, News, Hall, Container, Sean, Akiyo and Weather 
test video sequences, representing different types of requested video services from centralized 
video server. H.264/AVC reference software, version 15.1 (JM 15.1) [108] is employed in the 
encoding process. The adaptation module transcodes [43] the pre-encoded media stream and re- 
encodes the input media stream at different bitrates based on the allocated bandwidth size. The 
initial frames of the test video sequences are intra-coded and the subsequence frames are 
predictively encoded with varying quantization parameters according to the motion characteristics 
of the video frames to attain the target quality threshold within the constraint of the bandwidth 
budget. The scheme is tested in many different scenarios using four network bandwidth
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capacities: 1.93 Mb/s, 3.84Mb/s, 5.76Mb/s and 7.68Mb/s to validate the consistency and 
efficiency of the proposed system. Other configuration parameters for encoding process include: 
GOP size of 8 , frame rate of 30fps, CIF 352x288 spatial resolutions and a macroblock size of 
16x16 pixels. Each video sequence has a total number of 300 frames. Table 3-3 and Table 3-4 
present the configuration parameters and averaged motion intensity for the test video sequences.
Table 3-3: Source coding parameter configuration
Parameter Value
H.264/AVC
CODEC
Source encoding
Encoder H.264/AVC
Coding format IPPP...
GOP size 8
Spatial resolution GIF (352x288)
Video format 4:2:0, YUV
Frame rate 30 fps
Frame no 300
Packet size 512 bytes
Decoder H.264/AVC with error concealment algorithm
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Table 3-4: Average values of motion intensity for the test video sequences
Test video sequence Motion intensity (AJ Classification
Football 4.89 H
Soccer 4.81 H
Crew 4.20 H
Foreman 2.06 H
Hall 0.54 M
News 0.56 M
Weather 0.45 L
Sean 0.44 L
Container 0.43 L
Akiyo 0.42 L
3.6.5 Results and Discussion
The motion intensity levels are analyzed using optical flow algorithm of Lucas and Kanade [101]. 
The objective of the optimisation is to maximize the received video quality. Standard objective 
quality measurement metrics are used to measure the performance of the received video quality at 
the receiver. The metrics used include PSNR, SSIM and VQM, as explained in Section 2.91, 2.92 
and 2.93 respectively. It is observed that motion intensity levels vary adaptively across the video 
frames and sequences according to the motion activity levels of the video frame and test video 
sequences as shown in Figure 3-2. This information is exploited in the formulation of adaptation 
process by allocating less bandwidth when the motion intensity level is low and relative more 
bandwidth that meets the quality requirements when the motion intensity level increases. Akiyo 
test sequence is dominated by low motion and requires lower amount of network resources 
compared to the Soccer test sequence which is dominated with high motion activity level. The 
difference in motion levels among the media stream segment is utilized in optimisation of quality 
performance among the competing media streams. Low motion segment requires less amount of 
bandwidth compared to high motion segment to arrive at the equivalent quality level.
Several experiments were carried out to test the performance of the proposed algorithm. 
The first sets of experiments were performed to assess the performance of the proposed technique 
compared to the state of the art technologies. This was performed under different network
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bandwidth (BWr) capacities. The second phase of the experiment was performed to assess the 
consistency and performance of the scheme. The total network bandwidth was configured to 
5.76Mb/s and increased to 7.68Mb/s for the same X-number of media streams. Figure 3-8 to 
Figure 3-24 present the test results obtained from the four different scenarios representing 
different total bandwidth capacity. Comparing the result for each scenario, it is observed that 
Content-Aware Bandwidth Allocation outperformed other techniques in terms of average PSNR 
value across the tested media streams. The reconstructed video quality performance increases as 
the bandwidth allocation for the media stream increases. The high motion test video sample 
sequences (Football, Soccer, Crew and Foreman) gain more quality enhancement compared to the 
low motion test video sequences. Under the constrained-bandwidth test condition when the total 
bandwidth is set to 5.76Mb/s for the iT-media streams, there is a performance enhancement among 
the high motion media streams in terms of received video quality while the quality level of low 
motion test video sequences are maintained within the acceptable quality range. The improvement 
in the performance of high motion test sequence is a result of increase in bitrates. The increase in 
bitrates that improve the high motion media segment is derived from the low motion, by 
transferring excess bitrates (additional bitrates after achieving target quality threshold) from the 
low motion media segment to improve the performance of high motion segment. Consequently, 
there is negligible quality reduction on the low motion test sequence because of the bandwidth 
reduction to improve the quality of high motion sequence. The quality level on the low motion 
test video sequence is maintained within the acceptable range of 30-40dB, which at this PSNR 
level, human visual system is insensitive to the minor distortion on low motion sequence [9 9 ]. 
The overall performance of the received video quality of the test video sequence samples with the 
proposed system is improved and the total number of received video quality above acceptable 
threshold is maximised. Figure 3-4 to Figure 3-12 show the plots of the average received video 
quality performance in terms of PSNR, SSIM and VQM for the test video samples; Football, 
Soccer and Akiyo respectively. However, it is important to note that VQM scale ranges from 0 to 
100, where 0 depicts the best and 100 represents the worse received video quality level. SSIM 
scale also ranges between 0 and 100, but the higher the SSIM values the better the quality and 100 
corresponds to the highest reconstructed video quality. PSNR scale ranges from 0 to 100, where 0 
depicts the worst received video quality. Higher values of PSNR represents better received video 
quality.
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Figure 3-5: Average SSIM performance comparison for football test video sequence
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Figure 3-7: Average VQM performance comparison for SOCCER test video sequence
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Figure 3-8: Average SSIM performance comparison for SOCCER test video sequence
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Figure 3-12: Average PSNR performance comparison for AKIYO test video sequence
Analysis of Figure 3-4 to Figure 3-12 shows the received quality performance at different total 
bandwidth (B W t) availability. The performance improvement of the proposed scheme is due to 
systematic redistribution of the bandwidth. The low motion media segment requires relatively low 
bitrates to achieve the same quality level compared to high motion test video sequences. This is 
because, the difference in motion activity between subsequent video frames is low compared to 
the difference in motion activity level between successive video frames in high motion media
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streams. It has also been deduced that the higher the motion activity difference in successive 
video frames, the higher the bitrates required to represent the visual information accurately. The 
received quality performance measured by the SSIM, VQM and PSNR standard quality metric 
tools demonstrate consistency of the system performance. Comparing the received quality 
performances obtained from the SSIM, PSNR and VQM, it is observed that the quality 
performance of the proposed system measured with SSIM and PSNR increases in value indicating 
improvement in the quality performance due to efficient bandwidth adaptation scheme employed. 
Likewise, the quality performances of the proposed scheme measured by VQM also improve. 
More results on the VQM, SSIM and PSNR video quality metric are available in Appendix A.
Comparing VQM, SSIM and PSNR quality metric, VQM takes more time to compile and 
process the results compared to SSIM and PSNR. However, SSIM is less complex but not widely 
used for video quality assessment. PSNR is less complex, ease in calculation, faster, saves more 
time to repeat the quality measurement and it is widely use for video quality measurement. Based 
on the suitability of the PSNR, effective time management and its widely usage, PSNR quality 
metric is employed in the measurement of the received video quality performance in the 
subsequent chapters of the thesis.
3.7 Network Resources Optimisation
Optimisation estimates the values of parameters that enhance the objective function of improving 
the received video quality within a given bandwidth constraint. It is observed from Figure 3-10, 
Figure 3-11 and Figure 3-12 that the bandwidth for low motion test video sequence Akiyo can be 
adapted from 0.768Mbps as allocated in UBA scheme and 0.568Mbps in QoEA respectively to 
0.136Mbps in CABAa while maintaining a reconstructed video quality that falls within acceptable 
PSNR range of 30dB-40dB. For efficient trade-off strategy and enhancement of quality of high 
motion video sequence, the excess bandwidth from the low motion video sequence is redistributed 
to meet the bandwidth requirements for high motion video sequence. From Figure 3-4, figure 3-5 
and Figure 3-6, the reconstructed video quality for Football test video sequence increases under 
CABAa compared to UBA and QoEA algorithms. The increase in the PSNR gain for high motion 
activity test video sequences is a result of increase in bandwidth allocation, gained from the low 
motion stream which requires relatively low bandwidth requirements compared to the high 
motion media stream. However, in order to design a model for efficient adaptation of limited 
network bandwidth between high and low motion streams while maintaining relatively acceptable 
video quality, another set of experiments were performed to study the relationship between 
different contents of diverse motion activity characteristics and the network bandwidth
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requirement pattern. The system was tested under different bandwidth capacity. The results are 
presented on Figure 3-13 and Figure 3-14.
The main challenge in the concept includes finding the suitable bandwidth requirement to 
match clients’ required quality level. In order to resolve the challenge, a mathematical model is 
derived from the experiments and analysis of the results presented in Figure 3-13 and Figure 3-14. 
As can be observed from the figures, the mathematical functions of the curves in the graphs have 
been determined using mathematical tools [109] as illustrated in Figure 3-13 and Figure 3-14. The 
correlation coefficients (R) between the values, represented by broken lines are approximated 
using mathematical curve fitting functions [110]. The average value o f  for the experiment is 
over 0.97 indicating a strong correlation for the tested video sequences as observed in Figure 3-13 
and Figure 3-14. The aim of the investigation is to develop a model, simplified system which can 
be used in calculating the required bandwidth to efficiently match the client’s quality 
requirements for different content type and motion characteristics.
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Figure 3-13: Average video quality (PSNR) versus bandwidth (Mb/s) for CABAa
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Analysis of Figure 3-25 and Figure 3-26 are carried out to derive a relationship between quality 
performance and bandwidth requirements for different video quality level and different content 
types. Finding bandwidth requirements for different content types to achieve client’s requested 
quality level constitutes an objective of the proposed technique. However, to devise a model for 
efficient distribution of limited bandwidth resources, considering client quality requirement level, 
the mathematical functions of the curves are obtained from the graphs. It is observed the graphs 
have similarity in pattern:
PSNRTag = a (BWi) b (3.8)
where PSNRTag is the target quality level(requested quality level by clients), a and b are 
constants derived from training of test sequences, BWi is the required bandwidth to achieve the 
quality level (PSNRTag). Alternatively, re-arranging equation (3.8), the corresponding bandwidth 
can be easily calculated for range of requested quality level by clients:
(3.9)
The bandwidth requirement (BW,) to maintain requested quality level depends on the motion 
activity level of the media streams. The constants a  and b vary according to content 
characteristics;
High motion media stream:
/PSNRTag\(o.l255)
(3.10)
Moderate motion media stream:
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/P S N R T a e \(0-1154)
=  (lâôïf)
Low motion media stream:
/P SN R T ae\(o .l318)
^  (  45 .013 )
Very low motion media stream:
^PSNRt ^A ^o.iosô)
BwVL
_ / rbl K-ragy  
“  V 46 .400  )
(3 .11)
(3.12)
(3.13)
The devised models were employed in calculating the bandwidth requirements to match a target 
(requested) quality level for different class of test video sequences. The results demonstrating the 
performance of the model is presented in Table 3.5.
Table 3-5: Performance evaluation of the devised model
T est
sequence
T arget P S N R  35.00dB T arge t P S N R  37 .00dB T arg e t P S N R  4 0 .00dB
T arget Experimental |Error| T arge t Experim ent
al
|E rror| T arget Experim
ental
|Error|
PS N R
(dB )
PS N R
(dB )
% P S N R
(dB )
PS N R
(dB )
% PS N R
(dB )
P S N R
(dB )
%
Footba ll 35 .00 34.92 0.228 37 .00 37 .54 1.450 40 .00 41 .66 4 .1 5 0
S occer 35.00 34 .84 0.457 37 .00 36 .75 0.675 40 .00 4 0 .32 0 .800
C rew 35 .00 34.87 0.371 37.00 36 .92 0 .216 40 .00 40.01 0 .010
F orem an 35 .00 36.48 4.220 37 .00 38.45 0.014 40 .00 4 1 .24 3 .100
H all 35 .00 36.22 3.485 37 .00 37.42 1.135 40 .00 39 .85 0.375
N ew s 35 .00 35.61 4.600 37.00 37.88 2.378 40 .00 41.03 2.575
W eather 35 .00 35.48 1.600 37.00 37.92 2 .486 40 .00 39 .72 0 .700
Container 35.00 35.01 0.285 37.00 37.42 1.135 40 .00 39 .49 1.275
Sean 35 .00 34.97 0 .090 37 .00 37 .26 0 .700 40 .00 40 .32 0.802
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The result from Table 3-5 demonstrates the efficiency of the proposed scheme. The devised model 
can save network resources by adapting the bandwidth requirements between the high and low 
motion media segments while maintaining requested quality level. More bandwidth resources can 
also be saved by allocating the minimum bitrates for the target quality level and vaiying the 
bandwidth requirements between the low and high motion media stream. The model is useful for 
efficient bandwidth allocation and for video service provider in calculating the amount of 
bandwidth requirement for different video services and quality requirements, thus enhancing 
efficient distribution and usage of the limited network resources to maximize the overall received 
video quality sharing a total bandwidth resource {BW j).
3.8 Conclusion
This chapter has investigated and discussed the techniques for efficient distribution of limited 
bandwidth resource for mobile video application and services. The advantages and applications of 
the proposed technique have been addressed and the efficiency of the system assessed in terms of 
the received video quality performance. Based on the results of the investigation, the bandwidth 
requirement to achieve target quality level varies across different media streams and the motion 
characteristics of the media streams. High motion media streams require relative higher 
bandwidth to achieve certain quality level compared to low motion media stream. However, to 
efficiently manage the limited network bandwidth resources, the bandwidth requirement for each 
media stream can be independently adapted based on the motion activity of the media content to 
meet target received video quality. The problem on how to efficiently allocate the limited network 
bandwidth among the competing media streams is addressed by adapting media stream bitrates 
based on their motion intensity levels and a target quality level. Furthermore, a mathematical 
model for distribution of bandwidth to different video contents is devised. The model is useful for 
video service providers in calculating and matching bandwidth based on the motion 
characteristics of video contents. It can also be useful by service providers in providing a flexible 
grade of service to different viewers based on premium and subscription by computing bandwidth 
required to achieve a requested video quality level, as well as to support diverse quality of service 
requirements for various viewers. The experimental result compared with state-of-the-art 
demonstrates system performance and capability of distributing the limited bandwidth efficiently 
to satisfy the quality requirement among different media streams. The proposed framework can be 
integrated in the resource manager of a base station for efficient network bandwidth distribution 
among media streams with varying characteristics for improved quality. Based on the 
investigation and results obtained in Chapter 3 of the thesis, the findings and recommendations 
can be summarized as:
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(i) Wireless channel is characterised with limited bandwidth, high bit error rates and 
power constraints. Chapter three investigates the impact of bandwidth constraints on 
received media stream and design of a more efficient technique for distribution of 
limited shared bandwidth resources to competing media streams based on the motion 
intensity level of the media streams.
(ii) Bandwidth plays a significant role in the received video quality performance. High 
motion media streams quality performances are mostly affected compared to the 
quality performance of the low motion media streams under fixed limited bandwidth 
availability. This is because the high motion media stream requires more bandwidth 
to represent the large amount of visual information. The higher the motion intensity, 
the higher the motion difference between successive video frames. Thus the higher 
the bandwidth requirements to achieve the target quality requirement.
Chapter four investigates the effects of power allocation on the received video quality of 
diverse motion characteristics over high bit error rates environment and proposes more 
efficient technique for the distribution of media streams.
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4 Adaptive Media Power Allocation 
Technique for Improved Quality of Mobile 
Video Services
Wireless video communication with good quality is challenging since media stream is vulnerable 
to channel distortions due to limited network resources for strong error resiliency and dynamic 
channel characteristics. Investigation has been carried out on a scenario, where a set of 
compressed media streams with different content characteristics are transmitted over a wireless 
channel under tight constrained power budget. One of the challenges is the impact of channel 
errors on high motion video data due to transmit power constraints and BER performance. Motion 
intensity in this context defines the magnitude of motion activity displacement in video sequence. 
Further analysis shows that under same channel condition, media stream of high motion intensity 
level experiences severe quality degradation due to channel distortion compared with media 
stream of low motion intensity level. It is difficult and computationally expensive to conceal 
errors in the sequence of high motion intensity characteristic compared with sequence of low 
motion intensity because of the high disparity between successive video frames which makes it 
difficult to predict the lost video frames accurately. Based on the analysis. Adaptive Media Power 
Allocation Technique (AMPAT) is formulated to minimize the distortions of high motion data 
and maintain good acceptable video quality among media streams under fixed constrained power 
budget, by adapting the transmit power level of the media stream relative to BER performance per 
media stream according to the motion intensity level. The experimental results show that AMPAT 
scheme is capable of minimizing the end-to-end distortions and improve the received video 
quality of high motion characteristic sequences compared to the conventional technique under 
tight power constraints budget.
Index terms: Adaptation, wireless video communication, motion intensity, power constraints, 
video quality.
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4.1 Introduction
In wireless video communication, power and bandwidth constraints pose major challenges for 
efficient multimedia communication with improved received video quality. Wireless technology 
such as Mobile WiMAX provides medium for video communication services and applications at 
anytime, anywhere to the target regions and clients. Mobile WiMAX which uses Orthogonal 
Frequency Division Multiplexing Access (OFDMA) technology, plays a significant role in the 
fourth generation (4G) wireless access system due its flexible resource allocation and inherent 
tolerance against multipath fading experienced by mobile users. The IEEE 802.16e Mobile 
WiMAX supports data rates up to 70 Mbps [111] [112] [113] and efficient centrally-controlled 
resource allocation scheme for efficient video services delivery [114] [115] [116] [117] [118]. 
OFDMA divides the available resources into a number of subchannels, and supports 
Convolutional Turbo Coding (CTC) channel coding schemes for improved channel quality. 
Modulation schemes such as Quadrature Phase Shift Keying (QPSK) and Quadrature Amplitude 
Modulation (QAM) are also supported in OFDMA with variable coding rates [112] [119] [120] 
[58] [121] which offer channel protection and throughput for video services. Wireless video 
communication applications and services are becoming indispensable means of communication in 
the society due to the mobility and capability of satisfying client demand at “anywhere” and 
“anytime” and present a lucrative source of revenue generation for mobile video service 
providers. However, there are many challenges in wireless communication channels such as 
power and bandwidth constraints, etc. These factors influence the received video quality. The 
research carried out focused developing an efficient power allocation scheme to minimize the 
channel errors and improve the overall received video quality for a set of media streams under 
tight constrained power budget.
4.2 Related Work
Different power allocation schemes have been discussed in literature such as sub-optimal joint 
subcarrier and power allocation algorithm for multiuser OFDM, which adopt water-filling 
mechanism [122], Optimal Power Allocation in Multiuser OFDM systems [123], and Optimal 
Power Allocation for Multirate Systems with interference cancellation [124]. Unequal Power 
Allocation for Scalable Video Transmission, where base layers of scalable video are allocated 
more transmit power compared with the enhancement layer packets, is proposed in [125]. 
Adaptive Power Allocation and Call Admission Control in Multirate Service WiMAX Access 
Networks, which allocates more power transmission rate to the users with higher subscription 
tariff has been discussed in [126]. An Unequal Error Protection Scheme for Object-based Video 
Communications, where different quantisation parameters are allocated for coding of each object
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is discussed in [127]. However, these schemes allocate transmit power resources to the respective 
media streams without considering the content characteristic. The objective function of the 
proposed system aims at minimising the channel distortion on high motion media stream and 
improve the average received video quality under a limited transmit power budget.
4.3 Wireless Video Communication
Video communication involves the transmission of processed visual information from a source to 
a receiver through communication channels [26], as shown in Figure 4-1. Video communication 
over a wireless links is more error-prone compared to that over a wired channel due to varying 
channel conditions.
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Figure 4-1: Basic video communication system
Figure 4-1 shows a typical video communication system which consists of the video source, 
channel and decoder blocks. The video encoder performs video compression functionality, 
provides error resilience functionalities and presents “network friendly” video representation 
using various video coding algorithms and mechanisms such as motion estimation, motion 
compensation, interleaving, data partition, intra-coding, predictive coding algorithms, for 
optimised video compression and enhanced error resilience for wireless video applications. 
H.264/AVC performs source error coding. The output of the H.264/AVC coding format is the 
Video Coding Layer (VCL) data which is a sequence of bits representing the video data. It is 
converted to a suitable transmission format by Network Abstraction Layer Units (NALUs), which 
are packets. A packet is the basic unit of data in a transport stream of packet video communication 
networks [128] [129]. NALUs are classified into VCL and non-VCL NALUs. Each NALU 
contains a Raw Bytes Sequence Payload (RBSP), which is a set of data corresponding to coded
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video data, and the non-VCL NALU conveys information such as a Sequence Parameter Set 
(SPS) and Picture Parameter Set (PPS), which describe the data in the VCL NALUs and enhance 
reconstruction of the transmitted media stream at the receiving end [130]. H.264/AVC supports 
error resilience mechanisms such as Flexible Macroblock Ordering, slice interleaving for 
improved performance against channel errors [31]. Interleaving in digital video signal processing 
involves ordering, structuring or systematic arrangement of slices or macroblocks of a frame in 
non-scan order to improve concealment of burst errors over lossy channels by spreading the burst 
error effects such that more neighbouring macroblocks could be used for efficient error 
concealment [131] [132] [133] [134] [31]. The quality of reconstructed video media stream 
depends on a number of factors such as the available bandwidth, quantisation noise, transmit 
power level, signal to noise ratio, packet loss rate, channel condition, transmission channel bitrate, 
video compression algorithm and error resilience mechanisms, decoder algorithm and error 
concealment techniques, video properties and characteristics such as motion intensity level, etc. 
This chapter consists of two main parts. The first part investigates the impact of power constraints 
and motion intensity on received video quality. The second part focuses on formulation of 
strategy to mitigate channel distortion and improve the average received video quality based on 
the motion intensity level of individual video media stream and BER performance.
4.4 The Proposed Scheme
Video technologies such as High Definition Television (HDTV) and stereoscopic 3D video 
require high transmission bitrates to attain good quality. However, at higher data rate 
requirements, limited bandwidth and tight power constraints, it becomes challenging with the 
limited wireless resources to support good received video quality [135]. AMPAT aims at 
optimising the efficient usage of the available power resources to minimize impacts of channel 
errors and maximize the overall received video quality for a set of media streams under tight 
constrained power budget based on motion intensity level of media streams. The total distortions 
(Dj) consist of source distortion and channel distortions [136] [137] [138]. The source distortion 
problem is to minimize the distortion level of video media streams by adapting the media stream 
source rate according to its motion intensity characteristics subject to the total bandwidth 
constraint {BW-i). It is therefore significant to design a system that optimises the usage of the 
limited wireless power resources to minimize the channel distortion and enhance robustness of the 
transmitted video quality for emerging wireless video applications and services. AMPAT system 
performance is investigated under two different scenarios: firstly, the effect of transmission power 
constraints and motion activity on received video quality is investigated in order to devise an 
efficient power distribution system. However, to improve source distortion problem in the second 
scenario, AMPAT system employs the bandwidth distribution schemes (Quality-Aware Media
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Bandwidth Adaptation) discussed in the Section 3.6 of the thesis to efficiently distribute the 
limited bandwidth among the competing media streams. AMPAT framework is shown in Figure 
4-2, a modified version of system model described in Chapter 3 (Figure 3-1) which focuses on 
investigation of impact of bandwidth constraints on different media streams of varying motion 
activity level.
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Figure 4-2: AMPAT Framework
AMPAT framework consists of a motion analyser that measures motion intensity levels of the 
media streams. The proposed AMPAT module distributes power resources to media streams 
based on the motion intensity information of the media stream, derived from the motion analyser. 
With the aid of power control (PC) [139] AMPAT adjusts media stream power level relative to 
the target BER performance according to the motion intensity level of the media stream and 
prevailing channel condition. In this context, motion intensity defines the magnitude of motion 
displacement in a video sequence. High motion media stream is prioritised as the most significant 
media stream and allocated with better channel protection mechanism against channel distortions. 
The major aim of the proposed algorithm is to minimize the impact of channel distortion and 
maximize the received video quality under power constraint based on the motion intensity of the 
media stream. For detail on motion intensity refer to Section 3.5 of the thesis.
4.4.1 Adaptive Media Power Allocation Technique System Architecture
AMPAT system architecture is based on the IEEE 802.16e (Mobile WiMAX) system 
architectures and resource allocation technique, where the link quality [140] [141] and channel
80
Chapter 4: Adaptive Media Power Allocation Technique for Improved Quality of Video Services
state information [142] are the parameters for transmit power level adaptation. In contrast, 
AMPAT considers motion intensity level of individual video media stream and the distortion level 
of received media packets as additional significant variables for efficient media power adaptation 
under tight bandwidth-power constrained system. The bandwidth allocation strategy is based on 
the Quality-Aware media Bandwidth Adaptation (QABA) scheme proposed in the previous 
chapter (Section 3.6) of the thesis, where the distribution of bandwidth to media streams is based 
on the motion intensity level of the media stream. The limited total bandwidth size is distributed 
among Æ-number of media streams, such that each media stream has similar source distortion. 
AMPAT aims at minimizing the channel distortion and improving the overall received video 
quality performance within the limited transmit power resources. It exploits the advantages of 
WiMAX-Orthogonal Frequency Division Multiple Access, Time Division Duplexing (WiMAX- 
OFDMA-TDD) system such as capability to allocate power and rate optimally among media 
streams. Partial Usage of Subchannels (PUSC) scheme is deployed in allocating a group of 
subcarriers for subchannels. Subchannel consists of data subcarriers for data transmission, pilot 
subcarriers for channel estimation and synchronization and null subcarriers for guard bands and 
Peak-to-Average Power Ratio (PAPR) reduction [58]. Figure 4-3 shows an example of OFDMA 
frame structure in TDD mode. Each frame is divided into Downlink (DL) and Uplink (UP) 
subframes separated by Transmit/Receive Transition Gaps and Receive/Transmit Transition Gaps 
(TTG and RTG), respectively, to prevent DL and UP collisions. Each frame in the DL begins with 
a preamble, used for synchronization. Frame Control Head (FCH) contains the frame 
configuration information such as coding scheme and usable subchannels. DL-MAP and UP- 
MAP [58] provide subchannel and slot allocation for DL and UP subframes, respectively.
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Figure 4-3: WiMAX OFDMA Frame Structure
AMPAT considers a typical mobile video services application scenario for a set of media streams 
with varying motion intensity levels from a base station to receiving mobile devices (downlink) in 
TDD mode. Each data burst # k  is assigned for ^-media stream according to the motion intensity of 
the video applications. The overall resource allocation scheme is divided into two sections: - 
bandwidth and power allocation among the independent media streams.
4.4.2 Adaptive Media Power Allocation
In many wireless video communication scenarios, the primary constraint for reliable 
communication arises from power limitations rather than bandwidth limitations [143]. The main 
function of power adaptation scheme is to maximize the received video quality performance 
within the limited power constraints. This is achieved in terms of varying the BER performance 
among the media streams by adapting the Signal-to-Noise Ratio (SNR) of the media streams 
based on the motion intensity characterization of the media, while taking into account the 
prevailing channel condition. SNR takes the relative factors such as path loss, cable loss into 
account [144]:
SNR — Pq£ +  GRrc: -f- GRcc; — P L irn -v~  N mc ~~ CLss ^ IT U -V 'M S (4.1)
where Pbs and Nms are the base station power and mobile device noise power in dBm, 
G R bs, is the base station antenna gain, GRss is the mobile devise antenna gain, CL is cable
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loss and P L jtu-v is path loss model for the non-line-of-sight propagation. The path loss 
model for the non-line-of-sight propagation is given by [144]:
PLitu-v =  80 — 18 Lo g iq(^ AHjbs) +  +  40(1 — 42lHg^/1000)Zo^ioci (4.2)
where AHBs is the base station antenna height in meters, d  is the distance between base 
station and mobile device in km a n d / i s  the carrier frequency in MHz. For this research, 
the mobile devices are assumed to be uniformly distributed in order to enhance accurate 
assessment o f the impact o f motion intensity on the received video quality. The 
relationship between SNR and BER is approximated by [145] [146]:
(C-2. S N R \
BER <  C^e~y~M^) (4.3)
where the constants Ci ~  0.2 and Q  -  1.5 [147]. SNR represents the Signal-to-Noise-Ratio. M  
represents constellation state of the modulation scheme. The proposed system is unique in the 
concept that it takes the content characteristics into account. The focus of the research is more on 
investigating the impact of power constraints on received video quality of different content 
characteristics, based on this context, a flat fading channel where all media streams experience 
same amount of fading is assumed and the channel conditions of subcarriers for media stream are 
assumed perfectly estimated. Based on these assumptions, for a given transmission rate relative 
increase in transmission power increases SNR and decreases BER. Decrease in BER results in a 
lower probability of packet loss and enhances the robustness of the transmitted media stream, thus 
improves the received video quality performance. The aim of the investigation is to aid in the 
formulation and development of efficient media power allocation scheme for enhancement of the 
quality of mobile video services in power limited environment.
4.4.3 Interference Analysis
One of the significant advantages of OFDMA system is the orthogonality characteristic among the 
subcarriers, which minimises intra-cell interference. Another key benefit of OFDMA air interface 
is the frequency reuse capability, which mitigates inter-cell interference. Several advanced inter­
cell interference management schemes for 4G cellular standards (IEEE802.16m and 3GPP-LTE) 
for improving system performance are discussed in literature. Such interference management 
schemes include sectorisation, power control and regulated maximum transmit power level that 
can be allocated to each media stream. The details on these interference management techniques 
are discussed in [148] [149] [150] [151] [152] [153] [154] [155] [156] [155]. Interference and
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power limitation affect the capacity of wireless communication system. For simplicity, AMPAT 
considers downlink and assumes negligible interference. The performance of a wireless 
transmission is influenced by the Signal-to-Noise Ratio (SNR) [157]. For a given downlink 
transmission, increasing the transmission power within the allowed window improves the SNR 
and decreases BER.
4.4.4 Capacity Analysis
In this section, the total throughput maximization problem is formulated. Throughput in this 
context is defined as the average rate of successful video data delivery over a communication 
channel. AMPAT minimizes the average power consumption in the system. The objective is to 
maximize the total throughput of the system subject to constraints on total power and bandwidth 
budgets for the base station. The transmit power level for media stream is minimised based on the 
motion intensity level of the media stream and SNR requirements for supporting the end viewer 
target video quality threshold. If the power allocated to each media stream is minimized just 
enough to support the target quality requirements, then the inter-cell inference would decrease and 
the total system capacity is increased. In the optimization problem, predetermined SNR thresholds 
for media streams are determined based on its motion activity level, target quality performance 
and prevailing channel characteristic. The throughput of each media stream is related to the SNR 
and can be analysed using a Shannon capacity model [54] [158] [159], which states that the 
maximum rate of information transmission over a channel with bandwidth B  and Signal-to-Noise- 
Ratio) is given by:
Ck =  B lo g 2 ( l  +  SNR) (4.4)
where Q  is the channel throughput for k  media stream. SNR is the Signal-to-Noise-Ratio. B is the 
channel bandwidth. The overall system capacity (C,o,) is analysed as the sum of each media 
stream’s throughput:
K -l
Cfot =  ^ B l o g 2 ( l  +  SNR) (4.5)
k= 0
where Cm  is the overall system capacity.
4.4.5 AMPAT Mechanism
In this research work, it is assumed to have accurate channel state information, reliable quality 
monitoring using Real Time Control Protocol (RTCP) [160] and limitation of maximum transmit
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power level within allowable level to mitigate interference. The proposed scheme allocates more 
power resource to the media stream with high motion intensity level based on the significance 
contribution of the media stream to the overall reconstructed video quality. Assuming, a downlink 
scenario where inference is negligible, relative increment in transmit power level of media stream 
improves the Signal-to-Noise-Ratio (SNR) and enhance the received video quality performance. 
The AMPAT is designed to minimize the overall power consumption while maximizing the 
received video quality performance. In the first step of the algorithm, media streams are initialised 
with minimum power level assuming a fiat fading. S N R k  is the minimum Signal-to-Noise-Ratio 
required to support the minimum distortion level (Di). The power level is initialised with the 
minimum power level and incremented in a pattern which ensures all media streams are 
judiciously assigned with power levels that satisfy the requested distortion level (D t) . On each 
allocation, the distortion level of the media stream is estimated and the total available transmit 
power of the base station is evaluated to ensure the allocation budget is within the constraint of 
the available power resources. In a scenario where the total power calculation for the media 
stream is greater than the available total transmit power budget of the base station, the excess 
power (power margin) on the low motion media stream is reduced accordingly. Excess power on 
this context is defined as the power difference between available signal power and the minimum 
signal power required to sustain acceptable reconstructed video quality performance. The excess 
power gained from the low motion media stream is added to enhance the quality performance of 
the high motion media stream. Figure 4-4 presents the flowchart of the proposed AMPAT 
algorithm.
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Figure 4-4: Flowchart of the proposed algorithm
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The proposed scheme aims at maximizing the average received video quality performance of the 
media streams by adapting the power distribution based on the motion characteristics of the media 
streams and the prevailing channel conditions. To assess the efficiency of the proposed scheme, 
system performance of the proposed scheme is compared with other resource allocation schemes 
in literature:
(i) Fairness Constraint Power Allocation (FPA) scheme[161]: all media streams are 
treated fairly with equal power allocation on assumption that all media streams 
experience the same level of quality degradation under the same channel condition. 
Thus, the transmitter adapts the power to maintain a constant Quality of Service (QoS) 
in terms of Bit Error Rate (BER) for all media stream.
(ii) Adaptive Power Allocation (APA) scheme [126]: allocates transmit power resources to 
media streams based on the subscription rate of the user (viewer). The viewer with 
higher subscription rate are allocated with more transmit resources.
(iii) Adaptive Media Power Adaptation technique (AMPAT) scheme: adapts the transmit 
power resources for each media stream based on motion intensity level, prevailing 
channel condition and the target distortion level for respective media streams. The 
motivation of the system is based on the fact that a media stream of high motion 
activity characteristics experiences higher quality degradation compared to a sequence 
of low motion intensity level under same channel condition. It is easy to conceal and 
replicate the channel errors in low motion sequences compared to difficulty in 
concealing channel errors in high motion sequences, thus high motion media stream 
requires more protection compared to low motion media stream.
(iv) The efficiency of AMPAT is further optimised by employing Keyframe-based Power 
Adaptation (KPA). KPA exploits the advantages of keyframe encoding structure to 
optimise the quality performance of high motion characteristics over error prone 
channels. The basic concept of the optimisation strategy is to adaptively adjust the 
encoding structure (keyframe and non-keyframe) and power allocation of the media 
stream based on the motion intensity level of the media stream. The enhancement 
strategy aims at improving error resilience and the prediction errors during the 
compression and decoding of high motion media stream. Besides, the adaptive 
keyframe optimisation is also envisaged to enhance the robustness of the compressed 
media stream over error prone channels and improve the received video quality 
performance.
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4.5 AMPAT System Model
The various components of the AMPAT model are shown in Figure 4-5. It consists of different 
modules with diverse functionalities, such as the video source encoder, channel encoder, AMPAT 
module and motion intensity level analyser, which evaluates the motion intensity level of the 
respective media streams and relays the information to AMPAT module.
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Figure 4-5: AMPAT system model
AMPAT module could be regarded as the intelligent part of the system. It takes decisions 
regarding the transmit power level allocation to the media streams based on the motion 
information update from the motion intensity analyser. AMPAT module processes the received 
information and evaluates power level for the media streams based on the motion intensity 
information. The H.264/AVC codec performs compression functionality. The compressed media 
streams are randomized to enhance robustness. Convolutional Turbo Coding (CTC) is applied to 
improve robustness of the transmitted media streams by adding more channel redundancy bits to 
the media streams to enhance the reliability at the receiver. However, introduction of redundancy 
reduces the throughput of the channel and increases the end-to-end delay and total data 
transmission cost per media stream. Due to limited bandwidth constraint, introducing more 
redundancy makes it difficult to support greater number media streams when the channel 
throughput is extremely limited. 16QAM modulation scheme with % FEC is employed for
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channel coding. Interleaving is also applied to reduce the impact of burst errors on received video 
quality.. The transmitted media is received and reconsructed. Receiver updates AMPAT module 
of the distortion level using parameters such as packet counts, lost packets [160] [162]. RTCP 
estimates periodically the distortion levels of the transmitted media streams using parameters such 
as packet counts, lost packets, etc and update AMPAT module of the prevailing distortion level 
while taking advantage of the WiMAX-OFDMA-TDD [163]. H.264/AVC decoder employs error 
concealment to conceal the corrupted data due to channel errors and further leverage the distortion 
on the reconstructed video frames.
4.5.1 Simulation 
(i) Source Modelling
The simulations for evaluation of the performance of the proposed scheme starts in the application 
layer modelling with H.264/AVC compatible media streams. The source coding of the test video 
sequences is performed using the H.264/AVC reference software, version 15.1 (JM 15.1) [164]. 
The proposed scheme was tested with the following standard sample video sequences: Soccer, 
Football, Foreman, Hall, News, Container, Weather, Akiyo, and Sean. The parameter 
configuration for the source encoding for each of the test video sequences is averaged at 
0.768Mbps and fixed at frame rate of 30 frames per second. Each video sequence has a total 
number of 300 frames processed in IPPP... format (first frame of each sequence is intra-coded, 
followed by P-frames), with Content Adaptive Binary Arithmetic Coding (CABAC) technique. 
For the keyframe-Based Power Adaptation (KPA), the media streams are encoded using 
IPPP...IPPP... format (intra-coded based on the motion intensity level). The slice [165] is 
encapsulated in RTP/UDP/IP [166] for transmission through the protocol stack of WiMAX 
wireless system. The CIF 352x288 pixels are divided into 22*18 macroblocks, which give a total 
number of 396 motion vectors per frame and a total of 118800 motion vectors for the 300 frames 
in each of the test sequences. At the Network Abstraction Layer (NAL), slice output of the VCL is 
placed in NALU [22] prior to transmission. The NALU length is maintained below the Maximum 
Transmission Unit (MTU) of 1500bytes [155] [167] [168] [169] [170]. MTU is the largest size of 
NALU, which can be transmitted on the transport and network layers [171] [172] [173] of the 
channel without fragmentation. For optimisation of the payload header [174] [175] and reduction 
of high loss probability, the NALU for this research is fixed at 512 bytes for all test video 
sequences. The payload is encapsulated using RTP [166] for improved error concealment and 
reliability of transmission over WiMAX. RTP adds sequence number for loss detection, 
timestamp to enable timing recovery, payload type and source identifiers. When a packet is lost 
due to channel errors, the H.264/AVC RTP sequence number enables the decoder to identify the 
lost packet such that the location of the corrupted packets can be identified and concealed to
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reduce the level of received quality distortion. RTP enables the end-to-end transfer of delay- 
sensitive multimedia data and supports NALU fragmentation. RTP transport is augmented by a 
control protocol (RTCP) for monitoring of the data delivery and provision of feedback on the 
reception quality [176]. The same parameter settings are maintained for all of the test video 
sequences in order to enhance accurate analysis of the impacts of motion intensity level and 
power constraints on the received video quality performance. The detail and measurement of 
motion activity have been discussed in the previous chapter (Section 3.5).
(iii) Channel Modelling
The channel conditions are simulated with error traces [177], which were generated from 
simulated mobile channel conditions for 16QAM, % modulation coding, and a range of SNR 
levels. The properties of the error traces include downlink subframe of 30 subchannels * 13 time 
symbols, giving a total of 390 slots. The error patterns are obtained by comparing all the data bits 
within the original data slot to the transmitted data slot. If there is any bit error within the data 
slot, it is then declared as an error. The simulator models a time varying channel including the 
effects of multipath for the ITU Vehicular A, 60 kmph scenario. The channel coding and decoding 
have also been taken into account in the simulator. System level simulations are performed to 
investigate the impacts of motion intensity and transmit power constraints on the received video 
quality. The error traces with the similar SNR are used to corrupt the media streams transmitted 
through the simulator. AMPAT evaluates transmit power levels for media stream with the help of 
lookup tables as shown in Table 4-2. The look-up tables translate the bit error rate and packet loss 
rate information distortion levels, which are used to distribute the power among the media 
streams. Note, these lookup tables are generated experimentally for the simulations. The motion 
intensity levels, distortion level, and prevailing network conditions are the input parameters which 
AMPAT module uses for adaptation operation. In order to enhance accurate assessment of the 
proposed scheme, the mobile viewers are assumed to use similar receiving devices with equal 
terminal processing gain and capabilities, located within the same cell sector. The power 
adaptation is carried out by initially allocating equal minimum transmit power level for all media 
streams, then adapted based on the motion intensity characteristic and the distortion levels of the 
media streams. Table 4.1 shows the system parameter settings for the simulation.
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Table 4-1: Parameters configuration for simulations
System Parameters
H.264/AVC Video Codec
IEEE 802.16e Mobile WiMAX channel simulator
Motion intensity analyser Measures motion intensity level
Source modelling
Encoder H.264/AVC encoder
Spatial resolution CIF (352*288)
Target bitrates 768Kbps
Video format 4:2:0, YUV
GOP 8.0
Frame 300
Frame rate 30 fps
Packet seize 512 bytes
Channel type Time varying channel
Channel modelling
Modulation & FEC 16QAM, 14
Carrier frequency 2.5 GHz
Bandwidth 10 MHz
Permutation scheme PUSC
Duplexing scheme TDD
FFT size 1024
Channel model ITU Vehicular A
Path loss model at distance i?(km) ITU-R
Maximum base station transmit power 43.0 dBm
Decoder
H.264/AVC Error concealment algorithm
AMPAT enhances the transmit power usage by exploiting the ‘excess power’ from the low 
motion media streams to media streams of high motion intensity characteristics to enhance 
protection level over channel errors. Thus improve the BER performance of the high motion 
media streams and consequently enhance the received video quality. The uniqueness of the 
scheme can be viewed in the concept of simplicity of the system and efficient usage of the limited 
power resources to maximize the received video quality performance.
The experimental results were averaged over twenty simulations carried out repeatedly in 
order to obtain stable results and accurate evaluation of the performance of the proposed scheme. 
The media streams are transmitted on FPA approach by allocating equal transmit power level to 
all video media streams without considering motion intensity levels. At the receiving end, the 
corrupted media streams are demodulated and decoded. H.264/AVC decoder, reference software 
version 15.1 (JM 15.1) is used for source decoding. The error concealment with frame copy mode 
is employed for concealment of lost frames. When a packet is lost, the RTP sequence number 
enables the decoder to identify the lost packets such that the location of the corrupted packet in a 
frame is identified and concealed. The same decoder parameter setting is maintained for all the
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test video sequences. Peak Signal-to-Noise Ratio (PSNR) is used to evaluate the level of 
distortion on the received media streams.
(iv) Distortion Evaluation
As a measure of the objective function which can be defined as maximizing the average received 
video quality performance among the media streams Peak Signal-to-Noise Ratio (PSNR) [74] is 
employed to measure the efficiency of the proposed system in terms of the average received video 
quality performance of the media streams at the receiver. PSNR is employed in the measurement 
process because it is widely employed in the field of video quality performance measurement. 
PSNR quality metric is easy and fast in terms of reduced computational complexity and saves 
time.
(v) Lookup Tables for AMPAT Algorithm
The lookup table generated experimentally with 16QAM modulation and FEC (MCS5) scheme 
is presented in Table 4-2 for AMPAT simulation. It consists of range of transmit power levels and 
the corresponding distortion levels for the test video sequences. In this simulation, the different 
SNR levels correspond to different power levels. Table 4-2 presents the lookup table for AMPAT 
technique.
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Table 4-2: Lookup table for AMPAT and quality estimation
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9.95 7.74e-3 38 .70 29.63 28.48 30.06 29 .62 29.95 23 .04 25 .42 23 .30 2 0 .70
10.50 3.47e-3 41 .76 34.61 35.00 35 .57 33.23 33 .24 26 .49 29.65 26 .86 21 .98
11.05 1.40e-3 44 .66 36.52 36 .66 36 .02 35.78 36 .49 30 .66 32 .67 30 .64 27.43
11.60 5.20e-4 47 .64 3 9 J 3 40.03 39 .07 37.51 38 .79 34.47 3 2 9 5 3 3 3 2 29.31
12.15 1.74e-4 50.16 4 2 3 3 42 .96 40 .50 40 .28 42 .80 36.05 36 .14 35.23 31 .08
12.70 6.15e-5 50.08 43.91 43 .34 40.65 40 .28 43.81 37.39 3 6 3 7 35.61 3 2 .26
13.25 2.43e-5 51.08 44 .27 43 .99 40.91 40.28 43 .98 3 8 J 2 36.78 36 .60 32 .52
4.5.2 Results and Discussions
Several experiments are carried out in order to test the validity of the proposed technique. The 
performance of the proposed scheme is analysed by averaging the total distortions of video frames 
in individual test video sequence. Readings of PSNR values are taken from the reconstructed 
video frames with the application of error concealment algorithm, which replaces corrupted 
frames with those from the previously correctly decoded frames. Table 4.3 presents the test results 
for the test video sequences with the FPA and the proposed technique (AMPAT) for a WiMAX 
simulated channel with I6QAM and 14 FEC modulation scheme. The results for the test video 
sequences: Soccer, Football, Foreman, News, Hall, Sean, Container, Weather and Akiyo show 
quality improvement with relative increase in the received power signal (SNR). AMPAT 
performance is compared with the Fairness Power Allocation (FPA) scheme [161] which allocates 
equal power resources to all media streams without taking into consideration the impact of motion 
intensity of the media streams. Table 4-3 shows the overall comparative performance of the 
proposed scheme AMPAT and FPA technique.
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Table 4-3: Overall performance comparison of the proposed system (AMPAT)
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Soccer H P 36.60 11.60 5.20e-4 33 .52 12.15 6 .15e-5 35.23 +1.71
Footba ll H P 32.52 11.60 5.20e-4 29.31 12.15 6.15e-5 31.08 + 1 .77
C rew H P 36.78 11.60 5.20e-4 33.95 12.15 6.15e-5 36 .14 + 2 .19
F orem an H P 38.32 11.60 5.20e-4 3 4 .47 12.15 6.15e-5 36.05 + 1 .58
N ew s M P 43.98 11.60 5.20e-4 3 8 J 9 11.60 5.20e-4 38.79 0.00
H all M P 40.28 11.60 5.20e-4 37.51 11.60 5.20e-4 37.51 0 .00
C on tainer LP 40.91 11.60 5.20e-4 39 .07 11.05 1.40e-3 36.02 -3 .05
Sean LP 44.27 11.60 5.20e-4 39.53 11.05 1.40e-3 36.52 -3.01
W eather LP 43.99 11.60 5.20e-4 40.03 11.05 1.40e-3 36 .66 -3 .3 7
A kiyo LP 51.08 11.60 5.20e-4 50.16 11.05 1.40e-3 44 .66 -5 .5 0
*Details on QoS in terms o f  BER for video services are discussed in literature [53] [54] [178] 179]
The results of the proposed scheme AMPAT and the FPA scheme are compared in terms of 
average PSNR gain of the reconstructed video quality under fixed power budget constraints. It is 
shown that AMPAT system records improved performance in terms of reconstructed video 
quality compared to FPA scheme. The main reason for the improved performance is due to the 
fact that the proposed system AMPAT protects the high motion media stream effectively by 
allocating more transmission power resource, which reduces the impact of channel errors on the 
reconstructed video quality. Media streams with high motion intensity level experience high 
quality degradation in the FPA technique due to the high impact of channel errors, as observed in 
Table 4-3. The test result for the Soccer video sequence presented in table 4-3 shows that under 
the same BER, the high motion video sequence experiences high quality degradation compared to 
the low motion test video sequence. It has also been observed that it is difficult to reconstruct 
accurately the lost data in high motion video sequences which results in poorly reconstructed 
video quality. The quality performance of the high motion test video sequences: Football, Soccer,
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Crew, and Foreman show improvement of 1.77dB, 1.71dB, 2.19dB and 1.58 dB as observed in 
table 4-3. The increase of PSNR gain in the AMPAT system is a result of improvement in the 
average energy per bit which enhances the BER performance of high motion sequence and 
reduces the distortion level compared with FPA. The quality enhancement of the high motion 
activity stream is a product of increase in average power gained from the low motion stream, 
which requires less power resources compared to high motion activity stream to achieve a similar 
quality performance. The proposed technique demonstrated a consistent improvement of the 
received video quality performance for high motion test video samples in terms of high PSNR 
gain compared to FPA technique. However, the reconstructed quality of the low motion test video 
sequences: Akiyo, Weather, Sean records averaged received video quality of 44.66dB, 36.66dB 
and 36.52dB respectively while Hall and News test video sequences maintain reconstructed 
quality level of 37.5IdB and 38.79dB respectively. Table 4-4 shows the system perfonnance 
comparison of the AMPAT and FPA.
Table 4-4: System perfonnance comparison of the proposed system (AMPAT)
Video Samples FPA AMPAT
Soccer (HP)
Football (HP)
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Crew(HP)
Foreman (HP)
Hall (MP)
Container (LP)
AKIYO (LP)
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4.6 Conclusion
The impacts of transmit power constraints, different power levels and channel distortion on media 
streams with high motion activity characteristic have been investigated and analysed. The results 
demonstrate that in a downlink scenario (negligible interference) increasing SNR enhances the 
resiliency of vulnerable media packets over noisy channel. At bad channel condition (low SNR) 
the received video quality is highly distorted due to high BER caused by low SNR and 
consequently results in poor received video quality (low PSNR). As demonstrated, AMPAT 
framework harnessed the limited transmit power budget in minimizing the impact of channel 
errors on high motion media streams and enhanced the reconstructed video quality performance 
by adapting media stream transmit power resources relative to BER performance based on its 
motion activity level. The system performance of the proposed scheme shows improved average 
video quality performance among the high motion activity sequences compared to the FPA under 
same total transmit power constraints. The simulation results show that AMPAT scheme achieve 
received video quality performance improvement with average quality gain of 1.56dB among high 
motion test video sequences and achieved average reconstructed video quality of 38.46dB among 
the low motion test video sequences. However, AMPAT has achieved its objective of maximizing 
the average received video quality performance under fixed transmit power budget. This is 
achieved through systematic redistribution of power margin of the low motion media stream to 
improve the BER performance of high motion media stream and consequently improve the 
received video quality performance across the high motion video sequences. The proposed 
algorithm can be integrated in base station systems for efficient power management. However, for 
a given transmission rate, increasing the transmission power decreases BER performance which 
results in lower video packet loss, thus enhances robustness of the transmitted video data over 
noisy channel and improves the reconstructed video quality. The received video quality increases 
as the channel SNR increases. Furthermore, based on the investigation and results obtained under 
the simulated conditions, the findings can be summarized as:
(i) The high motion media streams experience severe quality degradation compared to 
the low motion media streams under equal BER. This is due to the difficulties in 
predicting and reconstruction of the lost high motion media data to channel errors. 
Thus, requires more efficient mechanism to enhance robustness of the transmitted 
media stream over error prone environment.
(ii) In contrast to the high motion media stream quality performance, low motion media 
streams quality performance is less affected under equal BER. This is due to the fact 
that error concealment of the lost low motion media data is more effective compared 
to the ineffectiveness in concealing lost high motion media data. The effective
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concealment of the lost data of low motion is possible because there is little or no 
change in the activity level and the lost data is easily concealed.
(iii) Power constraints play significant role on the received quality of media streams of 
different motion intensity characteristic. The impact of transmit power constraints on 
received video quality results in degraded received video quality.
(iv) In the downlink (interference free), the received video quality performance increases 
as the channel SNR improves. A low SNR depicts a low power signal quality which 
results in poor received video quality performance.
(v) For a given transmission rate and tight power budget, motion intensity can be 
employed to improve the average video quality among the competing media streams.
Section 4.7 jointly, investigates the impact of different transmission rates and power levels on 
the received video quality of diverse motion characteristics. It aims at developing more 
efficient scheme for robust media communication in a power limited system.
4.7 Content-Aware Power Adaptation Technique for Improved Quality of
Video Communications
This section of the thesis jointly investigates the effect of transmit power constraints and motion 
intensity level of media streams. The aim of the research is to design a more robust video 
communication system. Content-Aware Power Allocation (CAPA) technique is proposed in this 
section to efficiently adapt the limited bandwidth and transmission power resources of media 
streams while considering the motion activity characterisation of the video contents. The objective 
of the proposed system is to optimise the efficient distribution and usage of the limited power 
resources to minimize the end-to-end distortion and maximize the overall received video quality 
over noisy channel. However, to efficiently harness the limited network resources to maximum 
potential, the bandwidth and power adaptation components are jointly considered in the CAPA 
adaptation technique by adapting the transmission rate and power per video packets based on the 
video characteristics. The fundamental concept of the proposed system is to allocate power 
resources (transmission rate and transmission power) proportionately to the media streams based 
on the video characteristics. The performance of the proposed technique using compatible 
compressed H.264/AVC media streams over simulated mobile WiMAX demonstrates efficiency 
of the proposed system.
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Index terms: Wireless video communication, content characteristic, bandwidth, power 
constraints. Bit Error Rate (BER), Quality of Service (QoS), H.264/AVC.
4.8 Introduction
The impact of motion activity level, and power constraints on received video quality is jointly 
investigated in this section of the thesis. Wireless channels are much noisy compared to wired 
networks because of fading, shadowing effect, interference, changing characteristics of wireless 
channel which results in a much higher Bit Error Rate (BER) and consequently deteriorates 
reconstructed video quality. Due to error prone channel effects on media packets, protection of the 
transmitted media packets against the channel errors is necessary to enhance robustness of the 
transmitted media packets and guarantee the best possible video quality at the receiver. A number 
of mechanisms have been proposed to mitigate the impact of transmission errors by making media 
streams more resilient to channel errors. This section proposes the Content-Aware Power 
Adaptation (CAPA) technique for robust wireless video communications.
4.9 Content-Aware Power Adaptation Technique
Challenges in wireless multimedia communications include acute resource constraints and 
dynamic channel conditions. However, to efficiently share the limited power resources among 
different media streams to support robust video transmission, there exists a challenge on how to 
jointly distribute the limited transmission rate and transmission power among the multiple media 
streams. The Content-Aware Power adaptation (CAPA) is proposed to enhance the received video 
quality over wireless channel by jointly taking into account the content characteristic in the 
adaptation of media stream network resources. The bandwidth distribution scheme employed in 
CAPA technique is based on the quality-aware media stream bandwidth allocation scheme 
discussed in Chapter 3 (Section 3.6.1) of the thesis. The aim of the research is to study the impacts 
of motion activity level, bandwidth and power constraints on the received video quality in order to 
devise more efficient scheme. The bandwidth and power resources are allocated in proportion to 
the motion activity level of the media stream as discussed in detail in Section 3.6.1 of the thesis. 
The received video qualities are examined under various bandwidth and power resource 
allocations. The flowchart of the proposed CAPA algorithm is presented in Figure 4-6.
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Figure 4-6: Flowchart of the CAPA algorithm
4.10 Experiments and Discussions
4.10.1 Parameter Settings
Transmission rates for the competing media streams are based on the motion characteristics of the 
media streams. The compressed media streams are transmitted over simulated mobile WiMAX 
channel. The main source coding parameters for the media streams are maintained at 30fps, 
512bytes packet size. The test video sequences are in Common Intermediate Format (CIF), colour 
format of 4:2:0. The radio channel conditions are simulated with error traces, which were 
generated from WiMAX baseband simulator. The compressed media streams are corrupted with 
different error traces which correspond to different power levels. The transmitted media streams 
are decoded with application of error concealment. H.264/AVC decoder, reference software 
version 15.1 (JM 15.1) is deployed for source decoding. For lost frames, the decoder copies the 
missing frame from previously decoded frame. Other test parameters are described in the previous
1 0 0
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chapter, Table 4-1 of the thesis. The simulations were repeated twenty times to obtain more stable 
results using the simulator described in Section 4.5.1 (iii) of the thesis. The received video quality 
is measured in terms of average PSNR values of decoded video frames. The experimental results 
are discussed in Section 4.10.2 to analyse the efficiency of CAPA scheme in wireless video 
communication systems.
4.10.2 Results and Discussions
The aim of the experiment is to jointly investigate the impact of content characteristics, bandwidth 
and power resources on received video quality and devise efficient techniques for the distribution 
and transmission of media stream of diverse content characteristics over a resource-constrained 
system. The AMPAT scheme allocates power for the media stream with the help of lookup tables 
which translate the estimated distortions into SNR ratios. The BER and distortions (output 
quality) are the parameters obtained using the AMPAT algorithm through the feedback channel. 
Based on the motion intensity and distortion level, AMPAT distributes the power budget among 
the media streams. Table 4-5 shows the lookup table generated experimentally for Akiyo, Sean, 
Weather, Container, Hall, News, Foreman, Crew, Soccer and Football test video sequences with a 
wide range of SNR levels.
Table 4-5: Lookup table for CAPA power distribution and quality estimation
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9.95 7.7e-3 36.96 31.43 23.50 30.19 27.91 29.62 24.64 26.63 23.92 24.37
10.50 3.4e-3 41.33 33.70 29.54 34.26 31.06 33.32 29.02 30.75 27.50 27.47
11.05 1.4e-3 42.55 36.04 35.20 35.77 34.62 34.99 32.89 33.34 31.99 30.79
11.60 5.2e-4 44.66 36.49 37.48 36.28 37.26 37.43 36.55 37.37 35.20 33.08
12.15 1.7e-4 46.03 39.70 37.94 37.17 38.10 38.22 37.82 38.99 38.46 35.45
12.70 6.1e-5 47.67 39.70 37.94 37.17 38.52 39.50 38.30 39.69 39.73 35.93
13.25 2.4e-5 47.81 41.14 37.94 37.29 38.95 39.90 38.61 39.93 40.92 37.09
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In the second simulation scenario (CAPA), the effect of transmission rate on the received video 
quality of diverse motion activity level is investigated. To illustrate the advantage of the joint 
adaptation system (transmission rate and transmission power) in wireless video communication, 
the experimental result is presented in Table 4-5. It is observed from Table 4-5 that the 
reconstructed video qualities of high motion media streams improve compared to the result in 
Table 4-2 (first scenario). The enhancement of the received video quality of the high motion 
media stream is due to join increase in the transmission rate and transmission power in proportion 
to the motion intensity of the media streams. Careful, analysis of Table 4-5 shows that the 
reconstructed video quality increases as the SNR level increases across the tested video sample 
sequences. At bad channel condition (low SNR) the received video quality is highly degraded due 
to high BER caused by low SNR. This demonstrates that in a downlink scenario, (negligible 
interference) relative increase in SNR enhances the resiliency of the vulnerable media packets 
over wireless channel and consequently improves the received video quality over noisy channel. 
Table 4-6 shows the overall performance comparison of the proposed system (CAPA) for Akiyo, 
Sean, Weather, Container, Hall, News, Foreman, Crew, Soccer and Football test video sequences 
for FPA, AMPAT and CAPA techniques.
Table 4-6: Overall performance comparison of the proposed system (CAPA)
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PSNR SNR PSNR SNR BER PSNR SNR PSNR PSNR
(dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB)
Soccer 40.92 11.60 33.52 12.15 6.15e-5 35.23 12.15 38.46 +3.23
Football 37.09 11.60 29.31 12.15 6.15e-5 31.08 12.15 35.45 +4.37
Crew 39.93 11.60 33.95 12.15 6.15e-5 36.14 12.15 38.99 +2.84
Foreman 38.61 11.60 35.4711 12.15 6.15e-5 36.05 12.15 ;37,82j : +1.77
News 43.98 11.60 |3 8 .7 g :ï 11.60 5.20e-4 38.79 11.60 37.43 -1.36
Hall 40.28 11.60 :;37.51|:s 11.60 5.20e-4 37.51 11.60 37.26 -0.25
Container 40.91 11.60 39.07 11.05 1.40e-3 36.02 11.05 35.77 -0.25
Sean 44.27 11.60 39.53 11.05 1.40e-3 36.52 11.05 36.04 -0.48
W eather 43.99 11.60 40.03 11.05 1.40e-3 36.66 11.05 35.20 -1.46
Akiyo 50.08 11.60 50.16 11.05 1.40e-3 44.66 11.05 42.55 -2.11
*Details on QoS in ternis o f  BER for video services are discussed in the literature [53] [54 [178] [179]
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The experimental results are presented in Table 4-6 to demonstrate the advantage of the CAPA 
system in wireless video transmission systems. CAPA technique is compared with AMPAT and 
FPA techniques. The performance of the CAPA technique is better than FPA and the previously 
proposed scheme AMPAT, at the same overall fixed shared power resources. It is important to 
note that CAPA and AMPAT use the same transmission power level but varying transmission 
rates which depend on the motion intensity level of the media stream. The increase in the 
performance of the high motion test video sequences comes from the capability of the CAPA 
system to jointly adapt both transmission rate and transmission power level of the high motion 
media stream in proportion to the motion activity level of the media streams which enhance the 
reliability of the transmitted media streams. It should also be noted that AMPAT adapts only the 
transmit power level in respond to change in motion intensity of media stream and FPA is unable 
to adapt the protection level to the change in motion intensity level and thus incur high distortion 
during transmission of high motion media stream. The systematic adaptation of the transmission 
rate and transmission power level to the high motion media stream compared to low motion media 
stream results in increase in the received video quality of the high motion test video sequences. 
Consequently, as observed the performance of low motion test video stream reduces negligibly 
but falls within the acceptable video quality range of 30-40dB, to avoid visual degradation of the 
low motion received video quality. The quality reduction in the low motion activity test video 
sequences is a result of sacrifice (transfer) of some portion of the transmission rate to high motion 
activity to improve its received quality. Table 4-7 shows performance of the proposed system in 
tenns of received video quality enhancement.
Table 4-7: System performance comparison of test video samples
FPA AMPAT CAPA
•**'|g
Akiyo(LP) Akiyo(LP) Akiyo(LP)
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WEATHER
I Ii
Weather(LP) Weather(LP) Weather(LP)
Hall(MP) Hall(MP)Hall(MP)
Crew(HP) Crew(HP)Crew(HP)
Soccer(HP) Soccer(HP)Soccer(HP)
Football(HP)Football(HP)Football(HP)
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4.10.3 Reference Power Allocation Scheme
An Adaptive Power Allocation (APA) scheme [126], without considering motion activity level of 
the media streams in power resources allocation is implemented as a reference scheme for system 
performance comparison. APA adapts the transmission rates of media streams to premium (cost 
paid by viewer). High transmission resources are allocated to media streams requested by viewer 
who pay higher subscription tariff. One of the major setbacks of APA scheme is that at times high 
tariff paying client could be watching low motion activity video such as news update, etc, thus 
allocating high transmit resources on default of premium class when watching content of low 
motion activity which does not require high demand on the limited transmit resources for 
transmission result in inefficient usage of the limited power resources. The APA distribution 
scheme is described by [126]:
APAi = Fth X trJvg (4.6)
where tr^ng is the average data transmission rate of the media streams. T)/, is the fairness threshold 
factor, expressed in percentage. The performance of CAPA system is also compared with Fair 
Constraint Power Allocation scheme (FPA) technique [161], in which power resources are equally 
distributed among media streams. Each media stream is allocated a fixed amount of transmission 
resources:
FPAi =
DTotal (4.7)
where Drotai is the total available data transmission rate in the base station for the K  number of 
media streams (requested video services). The comparative system performance in terms of 
average received video quality (PSNR) for the FPA, APA, CAPA and KPA techniques is 
presented in Figure 4-6, Figure 4-7, Figure 4-8, Figure 4-9, Figure 4-10 and Figure 4-11.
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Figure 4-6: Received video quality (PSNR) for Football test video sequence
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Figure 4-7: Average received video quality (PSNR) for Soccer test sequence
CREW
40
CO
cc
30
11.059.95 10.5 11.6 12.15 12.7 13.25
-CAPA
■FPA
■APA
•KPA
SNR(dB)
Figure 4-8: Average received video quality (PSNR) for Crew test sequence
As expected, it is observed from Figure 4-6, Figure 4-7 and Figure 4-8 representing high motion 
test video sequences that the received video quality performance with the CAPA system increases 
as the SNR increases compared to the quality performance of APA and FPA techniques at the 
same SNR level. The increase in the quality performance of the high motion test video sequences
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is a result of increase in the transmission rate of the high motion media stream in proportion with 
the motion activity level. The increase in the transmission rate of the high motion media stream is 
derived from systematic reduction of the transmission rate of the low motion media stream which 
is then allocated to the high motion media stream to enhance the quality performance of the high 
motion media streams. Consequently, the quality performance of the low motion media streams 
decrease compared to high motion media stream as shown in Figure 4-9, Figure 4-10 and Figure 
4-11. However, the reconstructed video quality of low motion media stream is above the lower 
acceptable PSNR quality threshold i.e. 30dB. It has also been observed that as the SNR level 
increases the received video quality also increase. This is due to the fact that higher SNR values 
enhance the resiliency of the vulnerable media packets over wireless channels. At bad channel 
condition (low SNR range) the received video quality is highly distorted due to high BER caused 
by low SNR and consequently results in poor received video quality (low PSNR). This 
demonstrates that increase in transmission rate and power resources enhance the received video 
quality of the high motion activity. Significantly, the quality performance of Keyframe-based 
Power adaptation (KPA) outperforms the CAPA, APA and FPA. The increase in performance of 
the KPA is a result of the encoding structure, where high motion data are intracoded which 
improves the reconstruction efficiency at the decoder. However, it should be noted that the 
strategic application of keyframe in the compression of high motion data reduces the prediction 
errors at the decoder and improves the overall received video quality performance compared to 
the CAPA, FPA and APA that adopt IPPP... coding structure. It is observed that when errors 
occur in the media stream, the synchronisation is lost and the recovered media quality degrade 
until next key-frame. Thus, the effect of corrupted media data results in significant degradation of 
the reconstructed video quality which propagates till the next keyframe. Key frames provide error 
resilience and access point in media stream at the expense of extra bandwidth compared to the 
predictive coding. The key-frames aid in refreshing the sequence and mitigate error propagation 
across the decoded media stream. Thus, the reconstructed quality performance of the KPA 
improved compared with the CAPA, FPA and APA. The performance of KPA is significant at 
challenging channel conditions (low SNR values) and less efficient at the good channel conditions 
(higher SNR). Figure 4-9, Figure 4-10 and Figure 4-11 show the quality performance of Hall, 
Akiyo and Container test video sequences.
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Figure 4-9: Average received video quality (PSNR) for Hall test sequence
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Figure 4-10: Average received video quality (PSNR) for Akiyo test sequence
As shown in Figure 4-9 and Figure 4-10, it is observed that at the same channel condition, FPA, 
APA, CAPA and KPA techniques perform differently due to the different allocation strategies 
employed in the adaptation process. Comparing Hall and Akiyo test video sequences performance 
(Figure 4-9 and Figure 4-10), CAPA scheme performs better in the region of low SNR levels than 
APA as shown in Figure 4-10. This is because of the difference in motion characteristics between
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the Hall and Akiyo test video sequences and adaptation strategies employed. CAPA scheme 
adapts transmission resources relative to the importance of media stream in terms of motion 
characteristic of the media stream, thus, more transmit resources are allocated to media stream 
that have high motion activity level which is difficult to conceal. Intelligently, for low motion test 
video sequence, CAPA allocates resources to the media stream based on the motion activity to 
match the requested quality requirement. For example as shown in Figure 4-10, CAPA 
performance is maintained within the acceptable video quality range. In contrast to APA and FPA 
systems, CAPA saves more transmit resources by considering both motion activity and quality 
level, thus, more resources are saved by allocating only the resources required to meet the quality 
requirement and the remaining resources can be re-allocated (added up) to high motion media 
stream to enhance robustness and improve received video quality. KPA outperforms the CAPA 
due to the application of enhanced error-resilience scheme. KPA is the optimised version of 
CAPA, which apply keyframe coding structure to the high motion data and adopt predictive 
coding structure for low motion media data.
CONTAINER
40
CQ
CC
10.5 11.05 11.6 12.15 12.7 13.259.95
•CAPA
•FPA
•APA
•KPA
SNR(dB)
Figure 4-11: Average received video quality (PSNR) for Container test sequence
Figure 4-11 depicts the quality performance for Container test video sequence under different 
SNR values. The interesting observation is that CAPA performance increases as the SNR 
increases as expected and stops increasing having attained acceptable quality level 37.17dB at 
12.15dB SNR level. This is because CAPA considers the received video quality requirement in 
the allocation. It allocates suitable bandwidth to meet the quality requirement and conserve the 
resources for the media stream that requires more resources. KPA performance is relatively
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insignificant for the low motion media stream. This is due to the fact that loss of low media data is 
easily concealed. However, as can be seen in Figure 4-11, APA and FPA quality performance 
keep increasing, this is because APA and FPA do not take into consideration the motion content 
and quality requirement of the requested video stream. It is also observed that more resources can 
be saved by allocating the resources good enough for requested quality level as adopted in CAPA 
scheme. The saved resources can be re-distributed to high motion media stream which requires 
more transmission resources for robustness and improvement of received video quality.
4.11 Conclusion
The effect of transmission rate on received video quality has been investigated in this section. It is 
observed from the results that video quality increases as the video transmission rate increases. 
However, it is also worth noting that power requirements increase as the transmission rate 
increases. Thus, in order to maintain a robust low power consumption communication system, it is 
recommended to transmit at the lowest possible rates that satisfy the quality requirements of the 
media stream. However, high motion activity media stream requires more transmission rates for 
efficient communication compared to low motion activity media stream which requires relative 
low bandwidth to represent the small difference of visual information between successive video 
frames. The proposed scheme CAPA, investigated the impact of transmission rate and power 
resources to enhance improved end-to-end video communication quality. The enhancement 
strategy in CAPA concept is achieved by jointly adapting the transmission rate and power 
resources in proportion to the motion activity level of the media content. The test results of the 
optimised CAPA technique (KPA) demonstrates efficiency of the proposed system in wireless 
video communications via systematic power level and transmission rate redistribution scheme in 
proportion to the motion activity level of the individual media stream to enhance robustness and 
improve the quality of video communication in a resource constrained network. In conclusion, it 
is observed that video content and their characteristics strongly influence the received video 
quality over noisy channels. Content characteristics such as motion intensity level of media 
streams can be employed in the design of efficient resource adaptation scheme to improve the 
quality performance of mobile video services under a resource constraint system. Based on the 
investigation and results obtained under the simulated conditions, the findings for this section can 
be summarized as:
(i) Motion intensity characteristics and power constraints affects the received video 
performance.
(ii) The quality performance of the high motion media streams are most affected 
compared to low motion media stream. This is due to the greater demand of more
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bandwidth by the high motion media stream to accurately represent and convey the 
visual information in an acceptable quality preference. The high bandwidth demand is 
due to the high entropy of motion activity in the high motion media stream which 
results in substantial difference between successive frames.
(iii) In contrast to the high motion media stream quality performance, low motion media 
stream requires less transmission rate and power resources to achieve acceptable 
quality performance compared to the high motion media stream. This is due to the 
fact that there is little or no change in the motion activity level. This results in less 
bandwidth for efficient representation and media communication,
(iv) Power allocation scheme affects the received quality performance of media streams. 
Media streams of different motion characteristics require different power and 
bandwidth resources to achieve same quality performance. This is due to the 
difference in the motion characteristic and requirements to achieve target quality 
performance,
(v) Systematic adaptation of media encoding structure, bandwidth and transmit power 
components can efficiently enhance the robustness and reliability of the media stream 
over erroneous environment. It can also facilitate effective management of the limited 
resources to improve the overall received quality performance,
(vi) Content characteristics such as motion intensity of media stream is a useful property 
which can be gainfully employed in the design of efficient adaptation techniques for 
improved received video quality performance.
Chapter five investigates the effects of packet structure adaptation on the received video quality of 
diverse motion characteristics. The investigation aims at developing a more robust approach to 
improve the received video quality performance over a high bit error rate channel and power 
constraints, high bit error rates and limited bandwidth.
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5 Content-Aware Hybrid-Transmission 
Scheme for Variable Motion Videos in 
Resonrce Constrained Networks
Supporting reliable video communications over wireless channel is challenging due to 
vulnerability of compressed media stream to channel errors and network constraints. The effect of 
channel errors on received video quality is further investigated. The performance of different code 
rate and variable packet structure adaptation of Network Abstraction Unit Length (NALU) are 
also investigated in this chapter. “Content-Aware Hybrid-Transmission Scheme (CAHT) for 
variable motion videos in resources constrained network” for robust wireless video 
communications is proposed. The fundamental concept of the proposed technique is to exploit the 
variation of error sensitivity of video packets by adapting the channel code rate and packet 
structure of the media streams based on the metadata of the media stream and prevailing channel 
condition. The objective of the scheme is to enhance reliability and robustness of video packets on 
a nosiy channel for improved received video quality under tight network constraints. Motion 
activity, which defines the magnitude of motion characteristics of the video content, is utilized as 
an adaptation index in the scheme. The experiments carried out with compressed H.264/AVC 
media streams over Mobile WiMAX platform show improvement in the video quality 
performance.
Index terms: Wireless video communication, motion rate, channel rate, error resilience. Unequal 
Error Protection (UEP), Forward Error Correction (PEG), H.264/AVC.
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5.1 Introduction
There is a growing demand on the consumption of good quality of video services. This motivates 
the need to enhance the video service capabilities of the future mobile broadband systems. 
Considering the future, enabling the delivery of video services to mobile devices over mobile 
broadband networks is important to facilitate ubiquitous access to video services at anytime, any 
location with any receiving device. However, provision of satisfying quality of video services 
over mobile broadband such as IEEE 802.16m and Long Term Evolution (LTE), requires an 
efficient system for enhancement of wireless video services. To address this challenge, Content- 
Aware Hybrid Transmission System is proposed to enhance robustness and efficient transmission 
of variable motion videos under resource-constrained networks.
Compressed media stream over mobile channel is susceptible to channel errors which 
inflict distortion and degrade the received video quality. There are many error protection and 
recovery strategies in the literature such as error concealment and error resilient, channel coding, 
and automatic retransmission request scheme [ISO]. However, for delay sensitive multimedia 
applications e.g. high motion sequences such as sporting events, etc, delays incurred by re­
transmitting the lost video packets are substantial and annoying causing excess traffic load and 
poor throughput [181]. Alternatively, employing Forward Error Correction (FEC) scheme [182] 
across media stream packets can enhance reliability of the transmitted media stream over wireless 
channel. FEC is employed in mobile systems to improve robustness of media streams by 
transmitting redundant data for error correction. In [183], Layer-Aware Forward Error Correction 
for Mobile Broadcast of Layered Media (LA-FEC), where different degrees of FEC protection are 
allocated to different layers of Scalable Video Coding (SVC) [37] [184]. The important layer of 
the SVC is assigned with lower FEC rate (stronger protection) for more protection. However, 
there may be frames among the important layer of the video sequences that do not require that 
FEC protection, example for video frames with low motion activity or no activity. Applying high 
degree of FEC to such frames may result in inefficient usage of the limited resources. Thus, the 
concept of LA-FEC may not be efficient enough in terms of judicious usage of the limited radio 
network resources. Random Early Detection Forward Error Correction (RED-FEC) is proposed in 
[185], where the FEC redundancy rate is based on the traffic load. In [186] an adaptive-feedback 
coding scheme based on the feedback from the receiver on the rate of uncorrectable errors is 
proposed. In [187] an adaptive forward error correction protocol for end-to-end transport of real 
time traffic by determining the FEC rate based on the information relating to state of network 
condition is discussed. Considering the variation of motion activity level across media stream, 
thus Unequal Error Protection (UEP) in form of adaptive FEC application is necessary to provide 
adequate protection to different media stream based on the variation of motion content to enhance 
robustness and efficient usage of the limited network resources. To address the discussed problem
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and facilitate efficient usage of the limited network resources, this chapter proposes Content- 
Aware Hybrid-Transmission System (CAHT) for robust wireless multimedia communications.
5.1.1 Channel Coding
Wireless channel is error prone, in order to improve the reliability of the transmitted media 
streams, channel coding is typically applied in mobile systems to enhance robustness of the 
transmitted media streams and improve the performance of reconstructed video quality. Channel 
coding is a method where controlled redundancy is inserted into media stream, which allows the 
receiver to detect and correct errors induced by the channel [188]. The IEEE 802.16m channel 
coding system consists of three major steps: Forward Error Correction (FEC) and interleaving. 
Figure 6-1 shows the channel coding process of IEEE 802.16m.
V ideo  bitstream FEC -► Interleaving -► M o d u la tio n
Figure 5-1 : Channel coding
FEC is an error control technique in which the transmitted media data is encoded with extra bits 
known as parity information. The parity information is added to the video data to enhance 
reliability of the transmitted media stream at the receiver. The parity information is used for 
detection and correction of channel errors. However, the error detection and correction capability 
of FEC is limited by block-size and delay constraints. FEC codes are designed to protect media 
streams against channel errors by introducing parity packets. If the number of corrupted video 
data is less than the decoding threshold for the FEC code, the transmitted media data can be 
recovered. Each media packet is protected by an RS(z, x) code, where x represents video data and 
z is the total number of encoded data including parity data. The parity data is used at the receiver 
to enhance reconstruction of the transmitted media stream. The code rate X is given by x/z. The 
receiver correction capability is limited to (z -  x) /2 errors. However, the conventional FEC 
mechanism has some challenges since the technique does not adapt to variable error protection
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requirements for variable motion activity level. The insensitivity of the conventional FEC 
technique to respond to the variation of error protection requirements across media stream wastes 
bandwidth usage and in many cases results in insufficient error protection to satisfy the error 
correction level in high motion-activity media stream. The modelling of motion activity has been 
discussed in Section 3.5 of the thesis. The basic concept is that high motion media stream requires 
better channel protection compared to low motion media stream because it is easy and less 
complex to conceal low motion data.
5.2 The Proposed Technique
The practical mechanisms for reducing impact of channel errors on media streams include 
increasing Signal-to-Noise-Ratio, interleaving, randomisation, etc. However, excessive increase in 
transmit power level to achieve preset target distortion level in terms of BER poses complexity 
with possible threat of interference to other users. Alternatively, maintaining fixed Signal-to- 
Noise while adapting transmission rate and FEC rate can also enhance robustness of transmitted 
media streams. The conventional FEC can be assessed as less efficient since it lacks adaptability 
to variable error protection requirements for varying video motion activity. The insensitivity of 
the conventional FEC technique to respond to the variation of error protection requirements across 
different media streams results in either insufficient-allocation or excess-allocation of network 
bandwidth to media stream. Insufficient-allocation results in poor error correction capability and 
excess-allocation wastes the limited network bandwidth. Therefore, there is a need to devise a 
system that efficiently allocates the limited resources to media streams to improve the reliability 
of vulnerable media data over wireless channel.
Content-Aware Hybrid-Transmission System (CAHT) for variable motion videos in 
resource constrained network is proposed. The CAHT proposes Unequal Error Protection (UEP) 
scheme which protects high motion media stream more strongly than low media stream by 
employing hybrid technique that consists of adaptive Forward Error Correction (FEC) and 
Content-Aware Packet Structure Adaptation. The fundamental concept of the idea is that CAHT 
jointly adapts both packet structure of the media stream and the channel code rate for the media 
stream based on the motion characteristics of the media stream and prevailing channel condition 
to improve reliability and robustness of transmitted video packets over noisy channel. The scheme 
exploits the advantage of diverse motion characteristics across media stream in the protection 
strategies by adaptively assigning lower FEC rate (stronger protection) to high motion media 
stream and relative high FEC rate to the low motion media stream. Decreasing the FEC rate of 
high motion media stream increases the error correction capability of the code and improves the
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performance of the reconstructed video quality. The main objective of the proposed scheme is to 
enhance robustness and minimize the impact of channel errors on received video quality.
5.2.1 Keyframe-Based Power Adaptation
The efficiency of the proposed system (CAHT) is further optimised using adaptive keyframe 
application. Keyframe-Content-Aware Hybrid Transmission System (KCAHT), employs the 
advantage of adaptive keyframe encoding mechanism to improve the error resilience and optimise 
the quality performance of high motion characteristics over error prone channels. The basic aim of 
the optimisation strategy is to enhance the robustness and reliability of compressed media stream 
for improved received video quality performance. The basic concept of the optimisation strategy 
is to adaptively adjust the encoding structure of the media stream by applying adaptively 
keyframe and predictive frame based on the motion characteristic of the media stream. The basic 
concept of enhancement strategy is to improve the prediction errors during the compression of 
high motion media stream. Besides, the adaptive keyframe optimisation is envisaged to improve 
the robustness of the compressed media stream over error prone channels.
5.2.2 System Model
The system model is a modified CAPA system architecture presented in the previous chapter 
(Chapter four) of the thesis. Figure 5-2 shows the proposed system.
ChannelChannelencoder
Reconstructed
video
Variable FEC rate control (CAHT  
module)
Variable
motion
videos
Motion
analysis
H.264/AVC
encoder Packetizer
Figure 5-2: Proposed system model
The proposed system model consists of motion analysis block, H.264/AVC encoder, channel 
encoder, variable code rate module (CAHT) and packetizer. The H.264/AVC encoder performs 
compression and packetisation functions. Motion analysis block evaluates the motion 
characteristic of each media stream as previously discussed in Section 3.5 of the thesis. The
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extracted motion information is passed to the CAHT module via a dedicated channel. The 
extracted motion information is employed in adaptation decision making process for adaptation 
operation. The CAHT module can be regarded as the brain of the adaptation process since it 
controls the operations of the packetiser and channel encoder. CAHT decides the packetisation 
structure of media stream and channel code rate for each media stream based on the motion 
information of the media stream and the prevailing channel condition. The packetisation 
adaptation strategy for the media stream is described in Section 5.2.3.
5.2.3 Content-Aware Packet Structure Adaptation
The content-aware packet structure adaptation exploits the diversity of motion characteristics of 
media streams to enhance the robustness of transmitted media streams. It employs a cross layer 
design mechanism [189] [190] and variable packet structure adaptation. The basic concept is to 
adapt the packetisation structure of the media streams based on the motion information of the 
media streams and network conditions. Depending on the feedback information about the 
prevailing channel conditions, received video distortion, the packet structure of the media stream 
is adapted to enhance the robustness of the high motion media stream. Example, when the 
prevailing network condition gets bad, the system adapts video packet structure relative to the 
motion characteristic, such that the packet structure of the high motion media streams reduces by 
function P, compared to the packet structure of low motion media streams which increases by /?. 
Mathematically, let. LH^ represents video packet length of high motion activity media stream 
under good channel condition and LL^ represents the packet length of the low motion activity 
media stream under good channel condition, such that:
LHi +  LLi =  LH2 + LL2 (5.1)
LL2 and LH2 represent the adapted packet lengths of the media stream under new channel 
condition. The new packet length for the high and low motion media stream is given by:
LH^  + LL^  = (LH2-P)2 + CLL2+Ph (5.2)
where P is the adaptation function which depends on the motion intensity. (LH2 — P) 2 represents 
adapted packet length for high motion media stream (reduction in packet size) and (LL2 +  P) 2 
represents the new packet size for low media stream. The aim of the proposed technique is to 
enhance the robustness of the high motion media stream over error prone channel by exploiting 
the motion information of media stream. The unique characteristic of the proposed scheme is the 
adoption of systematic approach which reduces the overheads. Figure 5-1 presents the flowchart 
of the proposed scheme.
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Figure 5-3: Flowchart of the proposed scheme
5.3 Experiment and Discussions
The first set of the simulations were carried out to study the impact of Network Abstraction 
Layer Unit (NALU) for the low and high motion sequences on the received video quality. The test 
video sequences are pre-encoded at fixed at 384 Kbps, variable NALU sizes of 128 bytes, 256 
bytes, 512 bytes, 768 bytes and 1024 bytes with IPPP... coding structure. The pre-encoded media 
streams are corrupted with different error patterns corresponding to different channel conditions. 
The corrupted media streams are decoded using H.264/AVC decoder with error concealment 
scheme and the decoded video quality performance is measured using PSNR quality metric tool.
118
Chapter 5: Content-Aware Hybrid-Transmission Scheme for Variable Motion Videos___________
The second set of the simulations were performed to assess the advantages of the proposed 
scheme. Three-stage simulation process is adopted which includes source coding and 
packetisation, channel simulation and reconstruction of the transmitted media streams. The test 
video samples (Soccer, Football, Crew, Foreman, Hall, News, Akiyo, Container and Sean media 
streams) are encoded using H.264/AVC codec produces. The test video sequences are encoded at 
30fps, maximum delay of 0.0, group of picture size of 8 , encoded in IPPP... format (first frame of 
each sequence is intra-coded, followed by P-frames), with Content Adaptive Binary Arithmetic 
Coding (CABAC) technique. The test sequences are in Common Intermediate Format (CIF) with 
a spatial resolution of 352x288 pixels. For the enhanced technique (KCAHT), the media stream is 
encoded adaptively with keyframe and predictive frames. The payload is encapsulated using 
H.264/AVC RTF for improved error concealment and transmitted through the simulated protocol 
stack of Mobile WiMAX system.
The compressed media streams are transmitted over a simulated mobile WiMAX. The 
error traces, which were generated from Mobile WiMAX baseband simulator for 16QAM-3/4 and 
16QAM-1/2 modulation coding schemes, were used to simulate the radio channel condition. The 
compressed media streams are corrupted using different error traces corresponding to different 
code rates. The power level was maintained at fixed level while adapting the code rate for 
accurate assessment of the FEC performance. Variable code rate is applied based on the motion 
activity level of the media stream to enhance the reliability of transmitted media stream and 
maintain smooth quality across the media streams. The transmitted media streams are decoded 
using H.264/AVC codec with error concealment technique application.
5.3.1 Result and Discussion
The impact of different NALU sizes and motion intensity characterisation of different test 
video sequences were investigated. The investigation aims at determining the NALU sizes for low 
and high motion test video sequences. Figure 5-4 and Figure 5-5 show the quality performance of 
the different NALU sizes under different channel conditions. The result for high motion sequence 
shows that smaller NALU sizes are more efficient under bad channel condition but relative less 
efficient under good channel condition as shown in the high SNR regions in Figure 5-4. The 
improved quality performance of the small NALU size under bad channel condition compared to 
the large NALU size is due to the fact that in bad channel condition, more video data are 
corrupted which results in poor decoded video quality. However, for smaller NALU size the 
impact on received video quality degradation is minimized compared to large NALU size under 
bad channel condition. It is easy to conceal the lost video data that are in small NALU size which 
results in improved quality performance compared to the difficulty in concealing large portion of 
lost video data as observed in the large NALU size which results in poor reconstructed video
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quality performance. Moreover, under good channel condition, the large NALU size outperforms 
the smaller NALU size. This is due to the fact that smaller NALU size incurs more overheads 
associated with the error resiliency which results in the inefficient utilisation of the available 
bandwidth for video quality enhancement under good channel condition. The information 
deduced from this first set of simulation is employed in the design of Hybrid-Transmission 
Scheme for variable motion videos in resource constrained network. The aim of the proposed 
technique is to enhance the robustness of transmitted media stream over error prone channel and 
to minimize the overhead cost associated with the error resiliency while maximizing the received 
video quality performance.
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Figure 5-4: NALU size Performance comparison for the Football test video sample.
Figure 5-5 shows the performance of different NALU sizes under different channel conditions for 
Container test video sequence.
120
Chapter 5: Content-Aware Hybrid-Transmission Scheme for Variable Motion Videos
39
CONTAINER (1 2 8 )CONTAINER
CONTAINER (2 5 6 )38
CONTAINER (5 1 2 )
37 CONTAINER (7 6 8 )
CONTAINER (1 0 2 4 )
36
35
34
10.5 11.05 12.1511.6 12.7 13.25
SNR(dB)
Figure 5-5: NALU size Performance comparison for the Soccer test video sample
The observation shows that the reconstructed video quality performances of the different NALU 
sizes are relatively equivalent for low motion test video sequence compared to quality 
performance in the high motion test video sequences. This is because the lost video data in the 
low motion test video sequence are effectively concealed compared to the difficulty in the 
concealment of the lost video data in the high motion test video sequence.
Effect of Packet Structure Adaptation on Received Video Quality
Investigations have been carried out to assess the effect of various media packet structure under 
different channel conditions. The first set of experiments in this section is performed to illustrate 
the impact of different video packet sizes of different motion activity characteristics on the 
received video quality. The basic packetisation scheme of mapping one NALU onto one RTF 
packet is employed. The performances of three different packet sizes are investigated: 256 bytes, 
512 bytes and 768 bytes, while other simulation parameters are fixed in the three scenarios to 
evaluate the performance of each packet structure under various channel conditions. Table 5-2 
describes the parameters configuration for the simulation scenarios.
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Table 5-1: Parameter description for the simulation
Scheme FEC Packet size (bytes) Coding structure
Keyframe Content Aware Hybrid 
Technique (KCAHT)
1/2 256 IPPP...IPPP.
Content-Aware Hybrid Technique 
(CAHT)
1/2 256 IPPP...
Layer-Aware Forward Error Correction 
(LA-FEC)
1/2 512 IPPP...
Large Packet Structure (LPS) 1/2 768 IPPP...
Fair-Forward Error Correction (F-FEC) 2/3 512 IPPP...
The performance of different FEC rates for the test video sequences has been investigated. As 
expected, the lower FEC rate is more robust compared to higher FEC rate and consequently 
presents better received video quality compared to the higher FEC rate. The robustness of lower 
FEC rate is a result of increased error correction capability in terms of more parity information to 
each codeword compared to higher FEC rate. The increase in error correction capability enhances 
the reliability of vulnerable video packets compared to higher FEC rate. However, it is also 
observed that the received video quality of low motion test video samples performed relatively 
better compared to the high motion test video samples. Thus, on acute shortage of resources and 
relative bad channel conditions, low motion media packets can be transmitted on higher FEC rate 
and the high motion media packets which require more channel protection due to difficulty in the 
reconstruction of lost packets can be transmitted on lower FEC rate. The aim of the scheme is to 
enhance the robustness of transmitted media streams over a noisy channel without incurring much 
redundancy.
Comparing the different scenarios as described in Table 5-2, KCAHT performs better compared 
to CAHT, LA-FEC, EPS and F-FEC schemes. The received quality performance of KCAHT as 
shown in Figure 5-6 for Soccer test video sequence is a result of joint adaptation process 
involving effective packet structure adaptation and application of keyframe coding structure. The 
high motion media streams are structured into smaller packet to enhance robustness against 
impact of channel errors. The smaller the media packet structure employed by KCAHT for high 
motion media stream is more robust compared to large media packet structure (768 bytes) adopted 
by LPS as shown in Figure 5-6. The robustness of the smaller packet sizes is based on the concept 
that the lost of smaller portion of media stream is easily concealed at the decoder compared to a
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scenario when greater chunk of data is lost as in the case of large packet size. When a greater 
packet size is loss greater chunk of the media data is lost. This makes it more difficult to 
accurately predict and conceal the lost data. Thus, result is degradation of received video quality. 
A comprehensive result of the adaptive packet structure and variable FEC rate experiment 
confirm that small packet structure is more robust in poor channel condition compared to large 
packet size and it is more reliable to transmit high motion video packet on lower FEC rate.
The results presented in Figure 5-6 to Figure 5-11 demonstrate the efficiency of the 
proposed scheme. On bad channel conditions, encoding high motion media stream with lower 
code rate and relative small packet structure enhances robustness and improves reconstructed 
video quality. However, to facilitate efficient usage of limited radio resources under tight resource 
constraints, low motion media stream are encoded with higher code rate and relative high packet 
size compared to the packet size of the high motion since it is easy and less complex to 
reconstruct lost low motion video packet. However, one of the advantages of the proposed system 
is that it performs better in the bad channel conditions (low SNR range) as shown in Figure 5-4 
and Figure 5-6. The experimental results for the Soccer, Football, Crew, Hall, Weather and 
Container test video sequences are presented in Figure 5-6, Figure 5-8, Figure 5-9, Figure 5-10 
and Figure 5-11 respectively. The results demonstrate the efficiency of the proposed systems in 
terms of reconstructed video quality performance.
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Figure 5-6: Performance comparison for the Soccer test video sample
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Figure 5-7: Perfonnance comparison for the Football test video sample
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Figure 5-8: Performance comparison for the Crew test video sample
The quality performance of the F-FEC system is relatively low compared to KCAHT because it 
employs higher FEC rate, large packet structure and predictive coding structure which make the 
compressed media stream less robust and susceptible to channel errors.
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Figure 5-9: Performance comparison for the Hall test video sample
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Figure 5-10: Performance comparison for the Weather test video sample
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Figure 5-11: Performance comparison for the Container test video sample
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Figure 5-11 shows the reconstructed video quality performance of Container test video sequence 
with different transmission schemes. Analysis of Figure 5-11 shows that there is not much 
significant gain in tenns of the received video quality performance. This is due to the fact that 
Container test video sequence is dominated with low motion activity, thus, the possible channel 
errors on the transmitted media streams are concealed. However, to optimise the shared network 
resources usage and enhance the robustness of the high motion media stream over bad channel 
condition (high error rates), the low motion media stream is packetised with relative large packet 
size, adopt predictive coding structure for low motion frames and employ relative high code rate, 
compared to the adaptation of high motion media stream to relative smaller packet size, 
application of keyframe and lower code rate. Efficient adaptation of FEC rate and packet structure 
based on the motion activity of the video packet and prevailing channel condition can enhance the 
robustness of the compressed media stream over error prone channel. Table 5-2 shows the 
performance comparison of the proposed schemes.
Table 5-2: Performance comparison of the proposed system
Video Samples LA-FEC@ll.05dB CABA-FPA@ll.05dB
Soccer (HP)
Football (HP)
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Crew(HP)
Foreman (HP)
Container (LP)
Weather (LP)
RECA i
Akiyo(LP)
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5.4 Conclusion
This chapter has explored an advanced approach to improve robustness of media streams over 
challenging conditions such as high error rate and limited power and bandwidth constraints. An 
advanced hybrid system (KCAHT) has been proposed. KCAHT jointly employs keyframe 
structure coding, lower FEC rate and systematic packet structure adaptation based on the content 
characteristics and channel conditions to improve error resilience of a compressed media stream. 
Exploring the fact deduced from the previous chapters that it is more complex to conceal the 
effect of corrupted high motion data compared to the impact of loss of low motion data. The 
media coding structure, packetization and channel coding scheme are adapted based on the 
channel condition and motion characteristics of the video content such that on bad channel 
condition, the high motion activity data is packetized into a smaller size and encoded with a 
relative lower code rate compared to low motion stream which a packetized into relative large size 
and encoded at higher code rate. The application keyframe coding structure for relative high 
motion scene mitigates the impact of channel errors on the received video quality performance. 
However, in most cases the lost video packet ,is concealed using previously decoded video frame 
as in the case of low motion media stream. The impact of lost video packet is not remarkable in 
the low motion video frame compared to the case of loss of video packets with large amount of 
motion activity. The quality degradation deteriorates further under extreme bad channel 
conditions. However, the proposed scheme improves the robustness of vulnerable media packets 
and optimises the reconstructed video quality performance under fixed resource constraints. This 
is achieved by systematic adaptation of the encoding structure and packet structure components of 
the media stream. The uniqueness of the proposed concept is based on the approach employed in 
the quality enhancement without inducing overhead with the use of smaller packet lengths. This 
approach also enhances efficient usage of the limited network resources. Finally, from the 
investigation and research results obtained in Chapter five of the thesis, the findings can be 
summarized as:
(i) The impact of power constraint on received video quality performance depends on the 
packet size structure, encoding structure of the media stream, channel code rates and 
SNR. For example, the impact in terms of degraded received video quality are more 
pronounced when large packet structure are lost. However, for the high motion media 
streams, the impact of the channel errors is large for large encoding packet structure 
compared to the case of low media stream. This is due to the ineffectiveness to 
accurately conceal the lost high motion media data.
(ii) Encoding structure plays a significant role in the quality performance enhancement 
strategy. This is because the application of keyframe coding structure improves the
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error resilience and prediction errors of the lost media data, at the expense of 
bandwidth overhead. However, the impact of keyframe coding structure is much 
appreciated in the received quality performance of the high motion media stream 
compared to the low motion media stream. This is because prediction and 
concealment of lost high motion media data is less accurate compared to the loss of 
low motion media stream.
(iii) Hybrid approach that adaptively considers the encoding structure, packetisation 
strategy based on the important of the media stream and prevailing channel conditions 
can efficiently improve the received video quality performance as deduced fi*om the 
experimental results.
(iv) When the prevailing channel conditions are bad, systematic application of keyframe 
coding structure, smaller packet size and lower coding strategy is significant to 
enhance the robustness of the media stream, eliminate the effects of error propagation 
in the decoder and improves the overall received video quality performance. The use 
of keyframe encoding structure have adverse effect on source coding because it 
requires more source rate compared to the predictive coding structure. Based on the 
observations and analysis of the experimental results it can be noted that, applying 
keyframe compression strategy in the bad channel conditions is necessary to enhance 
the robustness and reliability of transmitted media stream.
(v) Error resilient strategy such as redesigning of the media compression strategy, packet 
structure adaptation and channel code rate to improve the error resilient of media 
streams against the impact of channel errors on the received media quality 
performance is a useful mechanism to improve video communication.
(vi) The motion characteristic of a multimedia communication application influences the 
received quality performance and the design of the multimedia communication 
system.
(vii) The results have shown that in bad channel condition, the media streams are highly 
distorted by channel errors and consequently result in highly degraded received video 
quality performance.
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6 Conclusion
6.1 Preamble
The research work presented in this thesis has investigated and proposed efficient 
adaptation and resource management techniques to bridge the constraints imposed by the 
network environment and enhance robustness o f  compressed media stream over error 
prone environment for improved received video quality. The effect o f  power allocation on 
the received quality o f H.264/AVC compatible video streams o f  different visual activities 
over wireless channel has been investigated. The impacts o f channel code rate, packet 
structure and encoding structure have also been investigated. The knowledge acquired 
from the investigations are harnessed in formulating novel strategies for adapting the 
power allocation and transmit resources for visual contents based on their activity levels 
for improved received video quality. The developed schemes have been tested and 
compared with the state-of-the-art to validate the efficiency o f  the proposed technologies. 
The concluding overview o f each contribution is summarized below.
6.1.1 Quality-Aware Media Bandwidth Adaptation for Resource 
Constrained Networks
The aim of the proposed model is to exploit motion characteristic of media streams in efficient 
distribution of limited bandwidth resources to competing media streams. In this chapter, the 
problem on how to efficiently allocate the limited network bandwidth among the competing 
media streams is addressed by adapting media stream bitrates based on their motion intensity 
levels and target quality requirements. The scheme is useful for video service providers in 
calculating optimal bitrates based on the motion characteristics of the video content. It can also be 
useful by service providers in providing flexible grade of service to different viewers based on 
subscription by finding the required bandwidth requirement for different grade of quality of 
service in terms of quality performance. The experimental results’ analysis compared with the
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state-of-the-art confirms system’ performance of the proposed technique and capability of 
distributing the limited bandwidth efficiently to satisfy the quality requirement among media 
streams. The proposed framework can be integrated in the resource manager of a base station for 
efficient network bandwidth distribution among media streams with varying characteristics for 
improved quality.
6.1.2 Adaptive Media Power Allocation Technique for Improved Quality of 
Mobile Video Services
The impacts of transmit power constraints, different power levels and channel distortion on media 
streams with high motion activity characteristic have been investigated and analysed. The results 
show that in a perfect orthogonal system (negligible interference) increasing SNR enhances the 
resiliency of vulnerable media packets over noisy channel. At bad channel conditions (low SNR) 
the received video quality is highly distorted due to high BER caused by low SNR and 
consequently results in poor received video quality (low PSNR). As demonstrated, AMPAT 
framework harnessed the limited transmit power budget in minimizing the impact of channel 
errors on high motion media streams and enhanced the reconstructed video quality performance 
by adapting media stream transmit power resources relative to BER performance based on its 
motion activity level. The system performance with AMPAT algorithm shows significant average 
received quality improvement among the high motion activity sequences compared with the FPA 
under same total transmit power constraints.
The second section of Chapter 4 of the thesis jointly investigates the effect of motion 
intensity, transmission power constraints and transmission rate on the received video quality. The 
investigation aids in the formulation of ‘Content-Aware Power Adaptation Technique (CAPA) for 
Improved Video Communication. The effect of transmission rate on received video quality has 
been investigated in this section of the thesis, it is observed from the results that video quality 
increases as the video transmission rate increases. However, it is also worth noting that power 
requirements increases as the transmission rate increases. Thus, in order to maintain robust low 
power consumption communication system, it is recommendable to transmit at the lowest possible 
rates that satisfy the quality requirements of the media stream. However, high motion activity 
media stream requires more bandwidth to efficiently represent and transmit visual data over noisy 
charmel to low motion activity media stream which requires relative low bandwidth to represent 
the small difference of visual information between successive video packets. The proposed 
scheme CAPA investigated the impact of video characteristics, transmission rate and power 
resources to enhance received video quality. The enhancement strategy in CAPA concept is 
achieved by jointly adapting the bandwidth and transmit power level in proportion to the motion 
activity level of the media content. The test results of the CAPA technique have demonstrated
131
Chapter 6: Conclusion
efficiency of the proposed system in efficient resource distribution among multiple media streams 
of diverse content characteristics via systematic power resources redistribution scheme in 
proportion to the motion activity level of the individual media stream, aiming at improving the 
quality of video communications in a resource constrained system.
6.1.3 Content-Aware Hybrid-Transmission System for Variable Motion 
Videos under Resource Constrained Network
This Chapter of the thesis explored further advanced approach to improve robustness of media 
streams over noisy channels. A hybrid system (KCAHT) is proposed. KCAHT considers the 
varying error sensitivity of media stream by jointly adapting the encoding structure of the media 
stream, packet structure of media stream and channel code rate for the media stream based on the 
content characteristics and prevailing channel conditions. In contrast to the state-of-the-arts, the 
scheme employs UEP by varying the encoding structure of the media stream, packet structure of 
the media stream and FEC rate in response to prevailing channel conditions and motion 
characteristics of the media stream. Multiple video stream transmissions over mobile channel 
under power and bandwidth constraints are considered in this research. The video packetization, 
compression strategy and channel coding scheme are adapted based on the channel condition and 
motion characteristics of the video content such that in bad channel conditions, the high motion 
activity data is compressed with keyframe structure, packetized into smaller units and encoded 
with relative lower code rate compared to low motion streams which are compressed using 
predictive coding mechanism, packetized into relative large unit and encoded using higher code 
rate. The systematic adaptation concept eliminates induced overhead commonly associated with 
the use of smaller packet structure. The experimental results have been presented to demonstrate 
the efficiency of the proposed system in terms of reconstructed video quality. The impact of 
channel errors which results in high packet loss has visual effect on the received video quality as 
observed in the experiments in terms of received video quality degradation. However, in most 
cases the lost packet is concealed using the previously decoded video frame. The impact of lost 
video packet is not remarkable in the low motion video frame compared to the case of lost video 
packets with large amount of motion activity. This becomes severe under extreme bad channel 
condition as observed in the region of low SNR level for high motion test video sequences. Thus, 
efficient strategies for adaptation and resource management are essential to cope with the 
increasing demand for improved video communication over wireless channel with changing 
channel characteristics, high error rates, limited bandwidth and power constraints.
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6.2 Areas for Future Research
This section highlights some of the challenges which are yet to be resolved in the provision of 
robust wireless video services and describe the author’s view of the future of mobile multimedia 
communications.
Objectively, investigating effect of content-aware adaptive modulation scheme can be an 
interesting future research area capable of producing an advanced technique for robust and 
efficient transmission of video packets over error prone channel and bandwidth limited system.
Chapter 4 investigated the impact of power allocation to different media streams of varying 
motion activity levels, which facilitates formulation of a novel strategy for power allocation to 
different media streams for improved received quality performance. The proposed Adaptive 
Media Power Allocation Technique in Chapter 4, assessed as an efficient strategy can be 
effectively deployed in sharing the limited transmit power resources in a power constraint system 
to improve the quality of received video services. However, the efficiency of the algorithm can be 
improved by jointly considering advanced signal processing techniques such as MIMO in 
conjunction with the proposed scheme for efficient multimedia communications.
Chapter 4, Section 4.7 investigates the effect of different video transmission rates aiming at 
designing more a robust video communication system: Content-Aware Power Allocation (CAPA) 
technique to efficiently adapt limited bandwidth and power resources of media streams while 
considering the motion activity characterisation of the video contents. The objective of the 
proposed system is to enhance the efficient distribution and usage of the limited power resources 
to minimize the end-to-end distortion and maximize the overall received video quality over noisy 
channels. However, to efficiently harness the limited network resources to maximum potential, 
the bandwidth and power adaptation components are jointly considered in the CAPA adaptation 
technique. Further improvement can be made by considering error-resilient scheme such as 
interleaving at the source.
Chapter 5 studies the effect of channel errors on received video quality. The performance of 
different code rate and variable packet structure are also investigated in this chapter. “Content- 
Aware Hybrid Transmission System for variable motion videos under resources constrained 
network”  is proposed for robust wireless video communication. The fundamental concept of the 
proposed technique is to exploit the variation of error sensitivity of video packets by adapting the 
compression strategy, channel code rate and packet structure of the media stream based on the 
motion information and prevailing channel conditions. The objective of the scheme is to enhance 
reliability and robustness of video packets on a noisy channel for improved received video quality
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under tight network constraints. However, the scheme can be further optimised by considering 
motion vectors and extended to supporting 3D mobile video applications and services.
In general, considering the trend of future mobile multimedia communications, it is significant to 
understand the potentials and limitations in the field of multimedia communications, which 
include video streaming and uploading from mobile devices in contrast to conventional 
broadcasting approach. However, it is envisaged the demand for consumption of 3D video 
services on mobile devices will increase tremendously when 3D mobile technology system is 
standardized. Thus, extension of the proposed schemes to enhance delivery of 3D mobile video 
services and application is another potential future research area. For example, the application of 
Content-Aware Power Adaptation scheme could be suitable for mobile 3D video applications in 
contrast to conventional FEC application, because adding redundancies may not be the best 
approach to enhance robustness of 3D media stream due to high bandwidth requirement in FEC 
application. Another interesting future research area includes investigation of and application of 
Multiple Input Multiple Output [191] technology to further improve the received video quality 
performance.
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More Results on the VQM, SSIM and PSNR 
Qnality Metric Comparison
Figure Appendix-1 to Figure Appendix-12 present more results of the average received video 
quality performance in terms of VQM, SSIM and PSNR for the Hall, News, Sean and Akiyo test 
video samples.
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Figure Appendix-1: Average VQM perfonnance comparison for CREW test video sequence
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Figure Appendix-2: Average SSIM performance comparison for CREW test video sequence
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Figure Appendix-3: Average PSNR performance comparison for CREW test video sequence
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Figure Appendix-4: Average VQM performance comparison for HALL test video sequence
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Figure Appendix-5: Average SSIM performance comparison for HALL test video sequence
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Figure Appendix-7: Average VQM performance comparison for NEWS test video sequence
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Figure Appendix-8: Average SSIM performance comparison for NEWS test video sequence
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Figure Appendix-10: Average VQM performance comparison for SEAN test video sequence
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Figure Appendix-11: Average SSIM performance comparison for SEAN test video sequence
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