Abstract-h this note, we give a sufficient condition for the global asymptotic stability of the zero solution of the difference equation
where k, 1 E N, p is a constant satisfying kk ' < p < (k + I)"+' ' 
A close look at the proof of Theorem 1 in [l] shows that the role of assumption (2) is to guarantee that the special solution {~(n)}~!-~ of the linear part of (l),
(4 with initial conditions v(n) = 0 for -k < n 5 -1 and v(0) = 1 is positive for all n > 0, which implies that c,"=,~(n) = l/p (see [l, L emma 21) . In this sense, the global attractivity condition (3) can be expressed in terms of the special solution v of (4) as follows: lfb)I < &4 -114
( 1 for all x # 0. n=O In the literature, there exist several stability conditions (both for differential and difference equations) for perturbed linear systems formulated in terms of the growth of the fundamental matrix of the linear part. Results of this type were initiated by Coppel, who gave a sufficient condition for the asymptotic stability of a perturbed system of nonautonomous linear ordinary differential equations (see [2, Theorem 2; 3, Chapter III, Theorem 81). The discrete analogue of Coppel's result has been proved by Schinas [4] ( see also [5, Theorem 5.6.71 ). In [6] , GyBri obtained a similar result for autonomous delay differential equations. For some other related results for difference equations, see [5, Section 5.6; 7, 8] .
Motivated by Coppel's stability theorem for ordinary differential equations, our aim in this note is to give sufficient conditions for the global asymptotic stability of the zero solution of the more general class of perturbed nonautonomous linear difference equations of the form
where Ic, 1 E N, the coefficients pi(n) (71 E N, 0 5 i 5 k) are real numbers, and the nonlinearity f : N x lP+1 --t R satisfies the growth condition If(n, x0, Xl, .. .,x1)1 I 4oy~l Id,
for n E N and xi E I[$, 0 < i 5 1,
--where q is a nonnegative constant. Our main theorem is formulated in Section 2; its proof is given in Section 3 below. Note that, in contrast with Theorem 1, our stability condition allows that the linear part Y(" + 1) = ~Pimh -4 i=o (7) of equation (5) is oscillatory (has no eventually positive or negative solutions). In the proof, we use the standard perturbation method and some estimates on the growth of the solutions of the linear equation (7). Since we do not assume the usual condition pk(n) # 0 for n E M, equation (5) cannot be rewritten into a system of first-order difference equations with invertible linear part. Consequently, the usual variation-of-constants formula (see, e.g., [5,9,10]) does not apply to equation (5). This note illustrates that such equations can be treated by using a variationof-constants formula and a technique similar to the ones from the theory of delay differential equations [ 1 l] . Finally, we mention that by simple modifications, our results can be extended to systems of higher-order difference equations; however, we do not detail this possibility.
MAIN RESULT
Our stability condition for equation (5) will be formulated in terms of the fundamental solution u of the unperturbed equation (7) defined as follows: for every fixed no E IV, let {u(n, m))Zn,-k be th e solution of (7) with initial conditions { 0, for ne 5 -k n 5 no4n, no) 1, = 1, for n=nc.
The main result of this paper is the following theorem. 
hold, where K, L > 0 are constants and u is the fundamental solution of the linear equation (7).
then the zero solution of (5) is globally asymptotically stable. REMARK 1. Condition (10) of Theorem 2 is fulfilled if, e.g., the zero solution of the linear equation (7) is exponentially stable.
Suppose that the coefficients in equation (7) are constants (independent of n). In that case, the fundamental solution u of (7) has the form u(n, no) = v(n -7201, for n 2 ne -k, where v is the solution of (7) (15) have moduli less than one, and let v denote the fundamental solution of (15) defined by (12). If then the zero solution of (13) is globally asymptotically stable.
It follows from the theory of autonomous linear difference equations that the fundamental solution VJ of (15) is a linear combination of the solutions of the form rj(n)Ay, where rj are polynomials and Xj are the roots of the characteristic equation (14). Consequently, if we know the roots of (14), condition (16) can lead to an explicit sufficient eondition for the global asymptotic stability of the zero solution of (13).
If, in addition to the hypotheses of Corollary 1, we assume that the fundamental solution v of (15) is nonnegative, then, similarly to the situation in Theorem 1, the sum on the right-hand side of (16) is independent of the characteristic roots. Indeed, summing up both sides of (15) from 0 to co and using (12), we obtain Thus, we have the following corollary. Note that the last condition is sharp in the sense that for the "three-term equation" (4) with p > 0 and k 2 1, this reduces to the condition p 5 kk/(k + l)k+', which is a necessary and sufficient condition for the existence of a positive solution of (4) (see [13, Theorem 7.2.11).
PROOF
Before we present the proof of Theorem 2, we need some lemmas. The first result is the van'ation-of-constants formula for the nonhomogeneous equation (18) where, for each i = 0,. . . , k and n E N, pi(n) and h(n) are real numbers.
1. The solution {~(n)}~=,~-~ of (18) with initial conditions 1199 (19) has the form n-1 for n 2 no, where u is the fundamental solution of (7) and {~(n)}r&-~ is the solution of the homogeneous equation (7) with the same initial conditions y(n) = 4(n), no -k 5 n 5 720.
Lemma 1 is a special case of [14, Theorem 71. The following result shows that the fundamental solution 21 can be used to express all solutions of (7) in terms of their initial values. It is the discrete analogue of the corresponding result for delay differential equations (see [ll, Section 6.31). LEMMA 2. The sdution {y(n)}~ztD_,O-k of equation (7) with initial conditions (20) has the form
for n 2 no.
PROOF.
Equation (7) can be written in the form
i=o where Ay(n) = y(n + 1) -y(n), co(n) = pa(n) -1, and ci(n) = pi(n) for n E N and 1 5 i I k. With equation (22), we consider its adjoint equation Az(n-1) = -kci(n+i)r(n+i).
(23) i=o
Let {y(n>l~2~o~k and {4n)},"=',",-l satisfy (22) and (23) for n = no, no + 1, . . . , N, respectively.
i=l jC" for y=no,... , N + 1. An easy computation, using equations (22) and (23) 
can be extended by equation (23) for all n < vo -1. Using equations (22) and (23) and the definition of w(., n), we obtain for n 1 no, r(n, Y, WC., n)) = Y(n + 1) 
for n 2 no. Taking y = u(.,ne) in (26), we obtain u(n + 1, no) = w(no -1, n), for n > no.
By the definition of u and UJ, the last identity also holds for no -k -1 5 n < no. Thus, w(j, n) = zl(n -I-1, j + l), for all j I n + k, which, together with (26), gives formula (21). I In the next lemma, we show that assumptions (9) and (10) of Theorem 2 imply the asymptotic stability of the zero solution of (7).
LEMMA 3. For equation (7), suppose conditions (9) and (10) hold. Then every solution of (7) tends to zero exponentially as n --) 00.
The proof of Lemma 3 will be based on Lemma 2 and the following auxiliary result, which is a special scalar case of [5, Lemma 5.6.5; 7, Corollary 11. (7) implies that y(n) = 0 for all n 3 m. We exclude this case from now on.
By Lemma 2, we have for n 2 m 2 no,
From this, by virtue of (9), we find for n 1 m 2 no, 
From (7) and (9), it follows by easy induction on n that
IIYnll 5 ~"-mllYmlI~ for 12 2 m 2 no, where M = max{(k + l)K, 1). Consequently, for n 2 no -k,
NOW we give an estimate of the first sum on the right-hand side of equation (28). Since llynll < c&k Iv(s)l, (27) implies for n 2 no + k, < c 2 Iu(s,m)l+Kk ng 2 mE1\u(s,j+l)(. m=7Lo ~~Y~ll -m=no s=n-k m=no s=n-k j=m
Changing the order of summation in both terms on the right-hand side of the last inequality, we obtain for n 2 ne + k, n n-1 Since u(s,~) = 0 for s < m and u(s,j + 1) = 0 for s < j + 1, this implies for n 2 no + k, n-k I(Yn(( mi, llymll ' s=n-,c n,=n,, 2 f: Ju(s,m)( +Kk2 2 g lu(s,j + 1)l.
By virtue of (lo), the expression on the right-hand side of the last inequality is not greater than L(k + l) [l + Kk2] . This, together with (28) and (29) is the solution of (7) with initial conditions y(n) = dn), no -k < n 5 no.
Consequently, for n 2 no, n-1 b(n)1 I IY(n>l + C b(n,j + 1)14j-y<ycj I4s)I. j=TZo --
Let By Lemma 3, y(n) -+ 0 as n + co. Thus, 0 5 S < 00. By virtue of (10) This inequality shows that the zero solution of (5) It follows from (lo), (30), and (31) that for n 2 nr + 1, I44l 5 Iv@4 + C b(n,.i + l)lqj-ycycj Ids)l +Lw-~~L. j=no --By Lemma 3, y(n) -+Oand,foreachj =nc ,..., ni+l-l,~(n,j+l) Letting n -+ 00 in the last inequality, we obtain P I Jkr'P < PL,
