For bioluminescence imaging studies in small animals, it is important to be able to accurately localize the three-dimensional (3D) distribution of the underlying bioluminescent source. The spectrum of light produced by the source that escapes the subject varies with the depth of the emission source because of the wavelength-dependence of the optical properties of tissue. Consequently, multispectral or hyperspectral data acquisition should help in the 3D localization of deep sources. In this paper, we describe a framework for fully 3D bioluminescence tomographic image acquisition and reconstruction that exploits spectral information. We describe regularized tomographic reconstruction techniques that use semi-infinite slab or FEM-based diffusion approximations of photon transport through turbid media. Singular value decomposition analysis was used for data dimensionality reduction and to illustrate the advantage of using hyperspectral rather than achromatic data. Simulation studies in an atlas-mouse geometry indicated that sub-millimeter resolution may be attainable given accurate knowledge of the optical properties of the animal. A fixed arrangement of mirrors and a single CCD camera were used for simultaneous acquisition of multispectral imaging data over most of the surface of the animal. Phantom studies conducted using this system demonstrated our ability to accurately localize deep point-like sources and show that a resolution of 1.5 to 2.2 mm for depths up to 6 mm can be achieved. We also include an in vivo study of a mouse with a brain tumour expressing firefly luciferase. Co-registration of the reconstructed 3D bioluminescent image
with magnetic resonance images indicated good anatomical localization of the tumour.
(Some figures in this article are in colour only in the electronic version)
Introduction
The ability to perform non-invasive in vivo molecular and cellular-level imaging studies of gene and protein expression and other cellular-level events is revolutionizing our understanding of the biology of normal and diseased tissue and is playing an increasingly important role in the areas of gene therapy, immunology, and drug discovery and development , Contag and Ross 2002 , Mahmood et al 1999 . For in vivo studies in humans, optical imaging is largely limited to superficial sites owing to the absorbing and scattering properties of tissue, and MRI or PET are preferred modalities (Boas et al 2001) . However, in small animals, due to shorter path lengths, a large fraction of photons reaches the surface of the animal and detection of bioluminescent and fluorescent signals is possible at significantly lower cost compared to MRI and PET (Rice et al 2001, Contag and Ross 2002) . Imaging of bioluminescent sources is particularly attractive for in vivo applications because no external excitation source is needed, and, in turn, background noise is low and sensitivity is high .
Three-dimensional (3D) reconstruction from bioluminescence data is a highly ill-posed inverse problem. Unlike in fluorescence imaging, where the location of the illuminating source can be used to elicit different mappings from the source to the surface of the animal, bioluminescence imaging is passive and one observes only a single mapping from the source to the surface, which depends on the spatial distribution of the source and the optical properties of the surrounding tissue. Bioluminescence imaging using planar detectors and a single view is generally insufficient for accurate 3D reconstruction of the distribution of bioluminescent sources (Wang et al 2004) . Optical bioluminescence tomography (OBT) is a technique for gathering data over the animal surface with the objective of reconstructing the 3D distribution of the bioluminescent sources when the optical properties of tissue are known. Bioluminescent photons emitted at near-infrared wavelengths undergo less attenuation compared to those in the blue and green parts of the spectrum due to the dependence of optical properties on wavelength (Cheong et al 1990) . As a consequence, the spectrum of the bioluminescent source measured on the surface of the animal will be modified depending on the depth of the emission site in tissue. A camera that integrates photons over the spectrum of the bioluminescent source and measures intensity alone would not be able to distinguish between a broad emission pattern produced on the skin by a deep focal bioluminescent source and a superficial distributed source. In contrast, if hyperspectral (i.e. resolving the spectrum of the emitted light into ∼100 spectral bins) or multispectral (i.e. resolving the spectrum into less than 10 spectral bins) detection techniques are employed, the two sources may be distinguished due to the difference in spectral measurements on the surface. Thus, change in spectra encodes depth and the use of hyperspectral or multispectral data is expected to reduce the ill-posedness of the inverse problem and yield improved depth reconstruction compared to achromatic (i.e. collection of integrated data without filters) or monochromatic (i.e. data collection at a single wavelength) measurements.
Hyperspectral imaging has been used extensively in the fields of remote sensing and geology for identification of natural and man-made materials that are indistinguishable using standard colour imagery (Landgrebe 2002) . Biomedical applications of hyperspectral imaging are mostly limited to two-dimensional (2D) spatial data (Levenson and Hoyt 2000 , Schultz et al 2001 , Ford et al 2001 or restricted to reconstructions on a 2D focal plane (Ford et al 2001) . Commercial instruments are available for multispectral bioluminescence and fluorescence imaging (e.g. Xenogen Corporation's IVIS 200 R , CRI Inc.'s Maestro R ), but again are largely restricted to 2D planar imaging. A recent software addition to the IVIS 200 system allows 3D reconstruction from spectral data but is restricted to data from a single view from the animal surface and is based on a simplified homogeneous slab model of light propagation. Data from multiple views may be gathered by placing the subject on a rotating stage and imaging with a CCD camera (Gu et al 2004) . However, spectral imaging has not yet been incorporated into such systems.
The problem of determining the photon density on the animal surface from the bioluminescent source distribution within the animal volume requires accurate representation of the photon transport in biological tissue. A deterministic description of this process under the assumption of isotropic scattering is given by the diffusion equation, which allows modelling of light propagation in turbid media with inhomogeneous optical properties and realistic geometries (Arridge 1999) . Several approaches have been proposed for solving the diffusion equation, including methods based on discretization of the volume into finite elements that allow modelling of inhomogeneities (Arridge et al 1993 , Schweiger et al 1995 , Roy and Sevick-Muraca 2001 and methods based on analytical approximations using simplified geometries and assuming tissue homogeneity (Haskell et al 1994 , Arridge 1995 , Rice et al 2001 , Graves et al 2003 . Inverse methods have been developed for solving the problems of diffuse optical tomography (DOT) (Yao et al 1997 , Arridge 1999 , Ueda et al 2001 , fluorescence tomography (Rice et al 2001 , Graves et al 2003 and combined DOT and fluorescent optical tomography (Klose and Hielscher 2003, Milstein et al 2003) . It is important to note that, like fluorescence tomography, the OBT reconstruction problem is linear with respect to the source distribution. This differs from the traditional, nonlinear DOT problem, where spatial reconstruction of the optical properties of tissue is the primary objective. A model-based approach for bioluminescent tomography has been proposed (Gu et al 2004) ; however, this method does not take into account the wavelength dependence of the optical properties of tissue. Average values for the optical properties are used and as a consequence a monochromatic model is assembled.
Here we describe the three essential components for 3D multispectral and hyperspectral OBT. The first is an instrumentation set-up for a 2D planar imaging system that enables data acquisition and simultaneous collection of 3D tomographic data from the animal surface. Commercial multispectral imaging systems as mentioned above and hyperspectral imaging systems like those we are developing (Zavattini et al 2003) may easily incorporate this set-up with minor modifications. The second component is the assembly of the multispectral and hyperspectral forward models. A method for dimensionality reduction based on the singular value decomposition (SVD) is proposed. SVD analysis is also used to explore the merits of hyperspectral over achromatic data, i.e. data integrated over a spectral window. The third component is the 3D tomographic reconstruction technique. We approach the inversion as an unconstrained optimization problem, where a non-negativity constraint on the image and illposedness are addressed respectively using penalty and regularization functions (Luenberger 1984) . Minimization of the objective function is achieved using the preconditioned conjugate gradient technique.
Three bioluminescence studies are presented. The first is a multispectral phantom study that explores resolution and localization accuracy at various depths. The second study uses simulated data and a realistic mouse geometry to analyse the singular value spectrum and the singular vectors of the hyperspectral and achromatic models. In the same set-up, resolution is examined as a function of detector density. The third study is an in vivo study in a mouse with an implanted brain tumour. The optical reconstruction results are compared with co-registered MRI images which show the anatomical location of the tumour.
Forward models in multispectral and hyperspectral bioluminescence optical tomography
In order to solve the inverse problem in OBT for the bioluminescent source distribution (q), one first has to solve the forward problem. The forward problem is to predict the photon fluence (b) on the boundary d of the animal volume , given the distribution of the bioluminescent source (q) and the tissue optical properties. These optical properties are all functions of 3D location r and wavelength λ: the reduced scattering coefficient µ s (r, λ) , the absorption coefficient µ a (r, λ) , and the refractive index η(r, λ). In the near-infrared (NIR) region, the reduced scattering coefficient is much larger than the absorption coefficient, so the diffusion approximation is valid (Arridge 1999) . The diffusion equation is a linear parabolic partial differential equation that can be viewed as a mapping of the source strength q(r, λ) to the measurements b(r, λ) in steady state:
where
κ(r) is the diffusion coefficient and c(λ) is the velocity of light at wavelength λ.
Comparison of analytic model and FEM
Calculation of the hyperspectral, multispectral or achromatic forward model requires solution for the monochromatic case for each wavelength. We have evaluated two such solutions. The first was based on the numerical solution of the diffusion equation using the finite element method (Arridge et al 1993) with the Robin boundary condition, requiring that the total inwardly-directed photon current at the boundary be zero (Schweiger et al 1995) . This computationally-intensive approach allowed incorporation of tissue inhomogeneity and wavelength dependence of optical properties. Time-resolved optical absorption and scatter tomography (TOAST) (Arridge 1999) , a finite-element solver specifically tailored to solve the diffusion equation, and published optical properties for internal organs and soft tissue (Cheong et al 1990) were used to compute the forward model for each wavelength λ. The second, 'analytic' approach assumed a homogeneous and semi-infinite tissue model and accounted for the refractive index mismatch of the tissue-air interface by using the extrapolated boundary condition (Haskell et al 1994) . A plane was defined at height z b above the animal surface, as a function of the optical properties of tissue. The image source was reflected about this plane to match the boundary condition. The photon fluence at the animal boundary was approximated as the sum of the contributions from the actual source and its reflection. This analytic solution of the diffusion equation has been shown to be in reasonable agreement with Monte Carlo simulations assuming a homogeneous mouse (Rice et al 2001) . Using published optical properties for biological tissue (Cheong et al 1990) and a mouse atlas (Stout et al 2002) , we constructed an inhomogeneous model for light propagation at wavelength 620 nm within the mouse using the TOAST FEM code. We compared the FEM-based calculations with the analytic model, assuming a homogeneous mouse with the optical properties of soft tissue. This was done by a comparison of the surface fluence for show the correlation coefficients between the FEM and analytic forward models, computed across the set of source locations, for each of the 24 324 surface nodes. The figure shows generally high correlations other than in the limbs. We also compared the models by computing correlations across the set of surface nodes for each source location. The average correlation coefficient between the inhomogeneous mouse and the analytic approximation was R = 0.84. The lowest correlations were found in the head where the light source is completely enclosed by the skull (e.g. figures 1(c) and (d), R = 0.67) and the highest correlations were found in the dorsal region of the mouse, which is mostly soft tissue and muscle (e.g. figures 1(e) and (f ), R = 0.96). This comparison shows that the analytic model and the FEM agree well in regions where optical properties are mostly homogeneous, e.g. in the trunk of the mouse, but that significant differences can be expected for sources shielded by materials which have optical properties that deviate strongly from the bulk optical properties of the animal.
Either the homogeneous analytic model or the inhomegeneous FEM model can be used to compute the monochromatic forward model. If we assume n possible source locations inside the animal and m detector locations on the surface then the measured data can be modelled as
where A(λ) ∈ R m×n is the monochromatic forward model at wavelength λ and q ∈ R n is the source distribution.
T , s 0 ∈ R h represents the emission spectrum of the bioluminescent source for h wavelength bins, the achromatic model (A achr ∈ R m×n ) was obtained by integrating the monochromatic models over the source spectrum, i.e.
We note that A achr is not equivalent to constructing a monochromatic model by using average values for the optical properties.
Formulation of the multispectral and hyperspectral forward model
Assume that optical data are collected in h spectral bins over the wavelength range of interest. The multispectral forward model A mult was formed by concatenating the individual monochromatic forward models for each wavelength. The measurements A mult were concatenated similarly to obtain a system of the form
Provided h is small, the full data set can be used for reconstruction of the 3D image. This is not the case for hyperspectral data, where measurements from 100-300 spectral bands may make the inverse problem intractable. For example, assume a reconstruction grid spacing of 1 mm inside the mouse volume with 20 000 source nodes and a minimum spatial sampling of 1000 voxels per image for each of the four orthogonal views of the animal. Each monochromatic bioluminescent forward model will then have 20 000 × 4000 elements. Hyperspectral instruments are routinely configured to collect ∼100 spectral bands, resulting in a concatenated forward model with on the order of 10 10 elements. Storage and inversion of these models would be extremely time consuming. However, dimensionality reduction can be achieved by projecting each monochromatic forward model onto a subspace defined by a set of spectral basis functions selected to best exploit the depth-dependent spectral characteristics of the data. Applying principal components analysis, we observed that a few principal basis functions, defining a subspace much smaller than h, carry most of the depth information.
To investigate the use of a reduced dimensionality search, we placed point sources at p different depths inside a computer simulated homogeneous mouse volume. Let h represent the number of wavelength bins in which hyperspectral data were collected. Let
T , s 0 ∈ R h represent the emission spectrum of the bioluminescent source as a function of wavelength λ and s i ∈ R h , i = 1, 2, . . . , p, denote the spectral measurement at the surface for the source at depth d i . Each s i for a fixed source depth d i is a function of λ, i.e. with fixed
T , s i ∈ R h . Surface measurements were made collinear with the p source locations. We constructed a source depth versus normalized surface spectral measurement matrix S (normalization is necessary to avoid dependence on the absolute power of the spectra): T , U ∈ R h×t form a basis for this subspace. Each principal basis vector can individually be written as a function of wavelength λ as
. . , t. The first three principal spectral basis functions are shown in figure 2. Also shown on the mouse surface are the projections of the data onto three spectral basis functions for shallow (2 mm) and deep (7 mm) sources. For a shallow source, the contributions from the second and third basis functions are small compared to the first, while for deeper sources the contributions from the second and third basis functions are larger and will help to resolve source depth.
Assume n voxels inside the animal volume and m detector locations on the surface of the animal. Let A(λ i ) and b(λ i ) represent the monochromatic bioluminescent forward model and the measurement at wavelength λ i respectively. The monochromatic forward model from (3) at wavelength λ i , with b(λ i ) ∈ R m , i = 1, 2, . . . , h can be written as
Projecting the measurements and the forward model onto the jth spectral basis vector (j = 1, 2, . . . , t), withb j ∈ R m ,Ã j ∈ R m×n , and q ∈ R n , we obtaiñ
We concatenated the measurements and forward models corresponding to projections on the t spectral basis vectors to form the linear system
In the context of the formulation of hyperspectral models presented here, the achromatic model is equivalent to generating a hyperspectral model using only one rectangular spectral basis function that is equal to 1 over the bandwidth of the source.
Reconstruction methods for multispectral and hyperspectral OBT
Our goal is to estimate the 3D distribution of the bioluminescent source (q) inside the boundary , when the photon flux on the boundary d and the optical scatter and absorption properties are known. We formulated image reconstruction as an optimization problem with objective function f (q) that combined a measure of the fit to the data, a regularizing function, and a non-negativity penalty function. As a measure of fit to the data, we used a simple squared error
even though a more accurate model would take into account the spatially variant noise that arises in optical systems due to variations in the incident photon flux and properties of the CCD focal plane (Milstein et al 2003) . Instabilities in the image were controlled through the use of the L 2 -norm regularizing function:
Since bioluminescent sources are non-negative, the quality of the reconstructed images should be enhanced by constraining the estimated distributions to be non-negative. Rather than explicitly constraining the search to the non-negative orthant, we instead used a penalty function
where u(.) is the unit step function and j is the pixel index in image q (Luenberger 1984) . The combined objective function is then
where α is the regularization parameter that controls the trade-off between agreement to the data and the smoothness of the solution. We selected α using the L-curve technique (Hansen 1992) . The parameter µ represents the weight attached to the non-negativity penalty. In theory, the solution to the constrained problem is given by the minimizer of f (q) in the limit as µ → ∞ (Luenberger 1984). In practice, increasing µ can lead to ill-conditioning and poor convergence of the conjugate gradient algorithm. We found that a value µ = 0.001 × q (i) max , where q (i) max is the maximum intensity in the image at iteration i, is sufficient to suppress negative values without adversely affecting convergence rates.
We used a preconditioned conjugate gradient (PCG) algorithm to minimize f (q). Since the penalty function is non-quadratic, we used a Newton-Raphson iteration line search to determine the optimal step size at each iteration (Luenberger 1984 , Shewchuk 1994 . We used the following form of the preconditioned CG algorithm, with C(q) as a preconditioner:
, 0 ,
The condition β = max(β P R , 0) where
is equivalent of restarting PCG if β P R < 0, and is required for convergence of the PCG algorithm (Shewchuk 1994) . The rate of convergence of the conjugate gradient method can be strongly affected by the choice of the preconditioner. The preconditioner is a positive definite matrix chosen to approximate the inverse of the Hessian matrix. If the eigenvalues of the product of the preconditioner and the Hessian are tightly clustered compared to the Hessian itself, convergence is achieved in relatively few iterations. Kaufman (1987) noted that the EM maximum likelihood algorithm for image reconstruction of emission tomography data, in which the data follow a Poisson distribution, can be recast as a gradient descent method that uses the heuristic diagonal preconditioner of the form
and proposed speeding up computation of a maximum likelihood solution by replacing the EM algorithm with a preconditioned conjugate gradient method using (14) as a preconditioner. Mumcuoglu et al (1994) successfully applied this idea to penalized maximum likelihood with the same non-negativity penalty function as described above. We have adopted the same preconditioner here and found that it significantly speeds up convergence rates compared to a standard conjugate gradient search.
Materials for experiments and simulation

The mirror set-up for tomographic data acquisition
In order to perform fully 3D reconstruction of bioluminescent sources, we needed to gather data across the entire surface of the animal. A photograph and a schematic of the mirror set-up that A sample image obtained from the CCD camera using the mirror set-up. The bottom and side views are scaled relative to the top view because of differing optical path lengths; this is accounted for in our forward model. The focusing of the bottom view can be corrected by moving the subject platform vertically to the same focal plane as the top view. Since the set-up has no moving parts, the relative distances remain constant enabling a fixed correction for perspective.
we have designed for this task are shown in figures 3 and 4. The set-up consists of a 13 cm × 13 cm × 1 mm non-fluorescent transparent plexiglass animal bed that may be placed on the subject platform of a 2D imaging system. The bed is elevated by 8 cm on two sides by 4 mm thick plexiglass planks, leaving the other two sides open. A pair of L-shaped benches is designed to hold 7 cm × 4.5 cm mirrors at a 45
• angle with respect to the bed. This pair is mounted on the animal bed and is used to acquire two opposing side views of the subject. The animal is placed along the centreline of the bed. A second pair of L-shaped benches is fabricated to hold mirrors of size 7 cm × 8.5 cm, again at a 45
• angle. The mirrors are placed on the subject platform such that one is directly below the plexiglass bed, and the other is displaced to the side. This mirror pair acquires the bottom view of the animal. All results presented here used the IVIS 200 2D imaging system (Xenongen, Alameda, CA). The subject platform of the IVIS 200 system is capable of vertical translation thus enabling us to focus individually on the top, side and bottom views. This set-up requires that the imaging system have a field of view of at least 17 cm × 17 cm in order to capture the four orthogonal views. One of the standard platform positions of the IVIS 200 (level D, demagnification ×7.5) produces a field of view of 19.5 cm × 19.5 cm and is well suited to the mirror set-up. The Xenogen Living Image software corrects for cosmic noise and lens distortion. The lens system of the IVIS 200 allows f-stops of f/1, f/2, f/4 and f/8. Four orthogonal multispectral views were acquired using the mirror set-up and the IVIS 200's back-thinned, back-illuminated Grade 1 26 mm × 26 mm CCD camera without the need to move the phantom or mouse under study. Multispectral data were acquired using a filter wheel mounted with six filters (response peaks at 560 nm, 580 nm, 600 nm, 620 nm, 640 nm and 660 nm respectively; FWHM = 20 nm) that are matched to the spectrum of firefly luciferase, which we used in the in vivo study reported below.
Phantom preparation and materials for phantom studies
Our objectives in conducting the phantom studies were:
(i) to have a simple homogeneous model with known optical properties and geometry; (ii) to validate the accuracy of localization of the point source in a real experimental set-up; and (iii) to perform resolution analysis at various depths in the volume.
Rectangular block-shaped phantoms (24 mm × 24 mm × 14 mm) were prepared from material that mimics the average optical properties of biological tissue (Cubeddu et al 1997) . Every 100 ml of the material solution contained a mixture of 95 ml of distilled water as a solvent, 5 ml of 20% Intralipid (I-141, Sigma-Aldrich, USA) as a scattering medium, 1 µl of India ink (Rotring, Germany) as an absorbing medium, and 1.05 g of highly purified Agar powder (A7049, Sigma-Aldrich, USA) as a solidifying agent. The material cured within an hour and was easily cast into the desired size and shape. As a bioluminescent point source, we used the cleaved tip of a multimodal optical fibre (Siecor, USA) with a spot diameter of 100 microns coupled to an orange LED (#276-273, RadioShack, USA). The orange LED was chosen because its wavelength spectrum is similar to that of firefly luciferase. A glass capillary tube was used to guide and localize the fibre within the phantom.
Phantom studies to analyse localization error and resolution
Seven identical rectangular-block shaped phantoms (size 24 mm × 24 mm × 14 mm) were made, and a single phantom was placed on the mirror set-up for each experiment. The optical fibre driven by the orange LED was inserted into the phantom at a particular location by means of a glass capillary tube marked to indicate depth of insertion. The experiment was repeated seven times, with the optical fibre tip placed at a different location each time. Of the seven locations, two were along the trans-axial X direction with the (x, y, z) coordinates (4, 11, 6) mm and (20, 11, 6) mm, two were along the trans-axial Y direction at (12, 6, 6) mm and (12, 18, 6) mm, one source was close to the centre of the phantom at (12, 11, 6) mm and two sources were placed along the axial direction at locations (12, 11, 4) mm and (12, 11, 10) mm. Figure 5 shows these seven locations along the z = 6 mm and y = 11 mm planes. The locations were verified after the experiments by cutting open the phantoms along the horizontal and vertical planes containing the fibre. Multispectral data were acquired in six spectral bins for all four orthogonal views with an acquisition time of 15 s for each spectral bin. The achromatic data were collected without a filter. The forward model was computed using the analytic model by defining a uniform mesh with 11 745 nodes (sample spacing 0.85 mm) inside the rectangular block and 2668 surface nodes (sample spacing 0.85 mm). Reconstructions were computed using the PCG method. Since a positivity constraint can have the effect of artificially enhancing resolution for point sources in a zero background, we dropped the non-negativity constraint from the cost function (13) for this study. Figure 6 shows a reconstruction of a point source located at (12, 11, 6) mm using multispectral data from six spectral bins versus reconstruction using achromatic data. The reconstruction using the latter produces superficial sources, whereas the former reconstructs the source at the correct depth. Localization errors, listed in table 1, were less than 0.6 mm for all sources. In the X and Y directions, we observe a worst case resolution of 2.53 mm and 2.43 mm respectively at a depth of 6 mm near the centre of the phantom. In the Z direction we achieve a worst case resolution of 2.24 mm at a depth of 6 mm. For achromatic data, resolution cannot be defined, since the sources are not localized correctly.
Simulation studies in a mouse atlas using hyperspectral data
An anatomical mouse atlas based on x-ray CT and cryosection images (Stout et al 2002) was used to define the surface of a 3D mouse volume which was then tessellated using a tetrahedral mesh. 16 177 source locations were defined on a uniform grid in the thorax and abdomen with a 0.8 mm grid spacing. For the purposes of this study the mouse was assumed to have homogeneous optical scattering and absorption properties. While in practice, data are acquired in the focal plane of the CCD camera, for convenience we assumed here that measurements are collected directly on the surface of the animal. The photon flux at each surface node was computed for each of 100 frequency bins uniformly spaced in wavelength from 600 nm to 800 nm. The bioluminescent source was assumed to have the frequency spectrum of Vybrant DiD R dye. The analytic approximation was used to generate each monochromatic forward model. The monochromatic forward models were projected onto three depth-dependent principal spectra for dimensionality reduction. The achromatic model used for comparison was generated as described in (4). Noiseless achromatic and hyperspectral data were simulated. To facilitate the large number of inverses computed in this study, images were reconstructed using a truncated pseudo-inverse of the system matrix A in (8), where the truncation parameter was set to retain the singular vectors corresponding to singular values with magnitude greater than 10 −6 of the maximum singular value. In a limited number of comparisons to the PCG-based minimization of the regularized function (13) without the non-negativity constraint (again, so as to not overestimate resolution), we found very similar performance for these noiseless data.
An SVD-based analysis of the achromatic versus hyperspectral models
The forward model A ∈ R m×n can be decomposed using the SVD as A = the source and data spaces. For comparison of the achromatic and hyperspectral models, we used three times as many surface nodes or measurements in the achromatic model as in the hyperspectral model to account for the additional hyperspectral measurements arising from the projection of the spectral data onto the first three spectral basis vectors. Figure 7(a) shows the singular value spectra of these achromatic and hyperspectral models. Typically, one would expect a superior imaging system to show a slower rate of drop-off in the singular values. This is not the case here: if anything the spectra would lead to the erroneous conclusion that the achromatic system is preferable. However, if one compares the 3D spatial distribution of the right singular vectors which span the source space of the larger singular values for both achromatic and hyperspectral data, it is evident that the hyperspectral data do indeed lead to a superior ability to detect deep sources. We have illustrated this observation in figures 7(b) and (c), where the absolute value of the fourth source basis vectors are shown overlaid on horizontal sections through the mouse. These basis functions show the energy for the achromatic model to be concentrated in the superficial regions of the animal, which explains why the reconstructions shown in figure 6 show the point source reconstructed near the boundary of the phantom. In contrast, the hyperspectral basis functions show substantial power in these vectors running through the deepest parts of the animal.
Resolution limits with hyperspectral data
The purpose of this study was to examine the effect on resolution of increasing the spatial sampling density at which photon flux is measured. We also used this study to determine an upper bound on achievable resolution for a realistic mouse geometry in the case where the optical properties are homogeneous and known. While this limit cannot be achieved practically, it is useful to compare these ideal resolutions to those measured in the phantom study presented in section 5. The monochromatic, achromatic and the hyperspectral models were computed for detector sampling rates corresponding to 30, 146, 301, 628, 995, 1624, 2645, 3319, 4026, 5146 and 6129 surface nodes, and data were simulated for a point source with an emission spectrum of Vybrant DiD R dye located deep in the abdomen, as shown in figure 8 used to generate the monochromatic models. Figures 8(b) - (d) show that the monochromatic or the achromatic model, using the same number of detectors as the hyperspectral model, reconstructs source distributions that are less focal and extend to the surface. The maxima of the reconstructed distribution for monochromatic data and achromatic data were at distances of 8.8 mm and 2.7 mm from the true 3D location of the simulated point source respectively. The reconstruction results using the hyperspectral data show accurate localization of the 3D distribution of the point-source. Figure 9 shows the effect on resolution of increasing the spatial sampling rate for hyperspectral data. Results indicated that sub-millimeter resolution may be achieved if more than 4600 surface nodes are used. We also observed that increasing the sampling rate beyond 5500 does not impact the resolution, indicating that at this point sampling requirements corresponding to the resolution limit have effectively been met. A similar study for the monochromatic and achromatic models using the same number of surface nodes as were used for the hyperspectral model revealed that the source distribution is not localized accurately.
In vivo study in a mouse
The study was performed on a 26 g athymic nude (nu/nu) mouse with a U87MG brain tumour (human glioblastoma) stereotactically implanted in the right cerebral hemisphere. Computed tomography was performed on the animal using a MicroCAT R scanner (Imtek, Inc.) with a 3.5 cm trans-axial field of view and spatial resolution of 0.072 mm. MRI scans of the animal were collected using a 7.05T Bruker Biospin scanner(no. B-C-70/16US). The imaging protocol provided a trans-axial resolution of 150 to 230 microns and an axial resolution of 670 microns. For the bioluminescence experiment, the mouse was anaesthetized by an intraperitoneal (i.p.) injection of a mixture of ketamine and xylazine (75 and 15 mg kg −1 , respectively). Additional half doses were administered as needed to maintain anaesthesia over the course of the imaging procedure. Luciferin (Xenogen Biosciences; 5 µg/g) was injected i.p. (7) were acquired using the six filters (560, 580, 600, 620, 640 and 660 nm) mounted on the system in order of increasing wavelength. Since no signal was observed in the bottom view, only the top and side views were acquired.
The mouse was placed prone on the mirror set-up inside the imaging chamber of the IVIS 200 so as to enable imaging from the dorsal side. The subject platform height was adjusted to bring the dorsal surface of the mouse into focus. A series of unfiltered bioluminescence images with integration time of 2 min each were collected from 2 min to 30 min and 37 min to 50 min after the luciferin injection in order to characterize the intensity variation of the bioluminescent signal over time. Beginning at 50 min, a sequence of eight 2 min images (one unfiltered, six using the filters on the filter wheel, one unfiltered) were acquired. The unfiltered images were used to correct for variation in bioluminescence intensity over the course of the spectral image sequences by linear interpolation between the peak intensity values from the two images. The height of the platform was then adjusted to place the side views in focus, and the eight-image sequence was repeated. Because the tumour was located close to the dorsal surface of the brain, no signal was obtained in the bottom view. Each unfiltered bioluminescence acquisition and spectral imaging sequence was preceded by a white-light photograph to record the position of the mouse. The region of interest (the animal head) from the photograph of the top and side-views was aligned with the microCT images by a five parameter affine fit (3D translation plus rotations about two orthogonal axes) to minimize differences between the projected co-registered microCT and the photograph. For the microCT, the volume was integrated over the corresponding axis to form the silhouette Figure 11 . Reconstruction of six horizontal planes of the bioluminescence data overlaid on coregistered MR slices. The red contour indicates the boundary of the tumour on the corresponding slices. The threshold was set to display bioluminescence data greater than or equal to 10% of the maximum reconstructed voxel value.
image, which was then matched to the respective photograph. The 3D CT data set was summed along the z and x axes, respectively to obtain the dorsal and lateral views. Only silhouettes were matched, i.e. the images used for the match were binary. The optical data were mapped onto the surface of the anatomic volume using the same affine transformation as for the photographs. The skull and soft tissue were segmented from the microCT using BrainSuite 2.0 (Shattuck and Leahy 2002) , and custom software was used to generate a mesh as input for TOAST. Optical properties for skull and soft tissue at each node of the tessellated volume were assigned as per published data (Cheong et al 1990) (skull: absorption coefficients in mm −1 of 0.0625, 0.0593, 0.0561, 0.0528 and reduced scattering coefficients in mm −1 of 2.1947, 2.1589, 2.1230, 2.0871 corresponding to wavelengths 580 nm, 600 nm, 620 nm and 640 nm; soft tissue: absorption coefficients in mm −1 of 0.0283, 0.0260, 0.0237, 0.0222 and reduced scattering coefficients in mm −1 of 2.7085, 2.5000, 2.3128, 2.1597, again, corresponding to wavelengths 580 nm, 600 nm, 620 nm and 640 nm). The forward model was computed using TOAST for four wavelength bins (corresponding to data acquired by filters with peaks at 580 nm, 600 nm, 620 nm and 640 nm). Each forward model consisted of 10 814 internal and 58 000 surface nodes and was computed in approximately 30 h on a AMD OPTERON 250 dual CPU computer.
Reconstructions were computed using the PCG method to minimize the cost function in (13), in this case including the non-negativity penalty. Figure 10 shows the sequence of bioluminescent data collected by the IVIS 200 system overlaid on the photograph of the mouse with the camera focused on the top-view. The results of the 3D reconstruction are shown in figure 11 , where we have overlaid the bioluminescence reconstruction on the horizontal MRI slices. The MRI images were aligned with the microCT images using RVIEW (Studholme et al 1999) . The overlaid images demonstrate good anatomic localization of the bioluminescence image of the tumour, which is centred slightly dorsal to the MRI image of the tumour.
Discussion and conclusion
We have demonstrated a method for 3D multispectral bioluminescence optical tomography (MOBT) and hyperspectral bioluminescence optical tomography (HOBT) and presented the merits of using spectral information for optical reconstruction. Forward models for the simulation experiments and phantom studies were computed using the analytic model, whereas for the in vivo mouse study, the finite element method (FEM) based solver (TOAST) was used. While the FEM-based method allowed for incorporation of tissue optical properties and yielded accurate solutions to the diffusion equation, it was very time consuming, and required large amounts of computer memory (about 2.5 GB for the geometry used for the in vivo mouse study). The analytic model, on the other hand, provided an approximate solution (i.e. limited to homogeneous tissue models) in substantially less amount of time. As an example, the FEM-based forward solver took 126 min to compute a single monochromatic model for a mouse geometry with 14 426 source locations and 3820 detectors on the AMD OPTERON 250 dual CPU computer. The same task was achieved by the analytic solver in 50 s.
The spectrum observed on the animal's skin due to an underlying source distribution encodes depth information. Thus, the hyperspectral and multispectral models have more information content, especially about deep sources, as compared with achromatic data. This is very clear from the 3D distributions of the significant right singular vectors of the achromatic and hyperspectral models as shown in figures 7(b) and (c), respectively. While the singularvalue spectrum is an effective measure of information content and ill-conditioning of the problem, it is the spatial distribution of the principal right singular vectors that governs the ability to localize deep or superficial sources. Each spectral measurement may be viewed as adding some amount of independent information to the problem, thus making the inversion less ill-posed. This was shown in the phantom studies, where the multispectral data produced superior results as compared to the achromatic measurements. The achromatic model is a projection of the monochromatic models onto a single depth-independent spectral basis function (a rectangular function) and thus has less information content compared to the hyperspectral or multispectral models. From the reconstruction results in figures 8(b) and (c), it is clear that the achromatic model is already superior to the monochromatic models computed using average values for optical properties. However, it should also be noted that the current published results for bioluminescent tomography (Gu et al 2004) use the latter.
Hyperspectral data acquisition requires more sophisticated hardware (Zavattini et al 2003) than multispectral data collection (which can be accomplished with bandpass filters). However, the hyperspectral forward model is expected to be better conditioned than the multispectral forward model because it incorporates more information about wavelength and should perform better for lower signal-to-noise ratios.
While our resolution studies have been limited so far to phantoms and simulated mice, the reconstruction of the brain tumour in a live mouse clearly indicates great promise for applications of our method in functional imaging of small animals. Results from the in vivo mouse study show the reconstructed bioluminescence image of the tumour to be slightly more dorsal than the anatomical tumour. This small mis-localization of the tumour might have been caused by mis-estimation of the skull optical properties.
Extensions of this work will include reconstruction of tumours in other parts of the mouse body, localization, resolution and quantitative studies in real animals, and modifications in the instrumentation to provide flexibility for use in most optical imaging systems.
