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a b s t r a c t
Statistical analysis is a useful method for setting the whole string of dam displacement
measures in mathematical expressions. A statistical model is usually obtained by the
method of stepwise regression. The stepwise regressions based on the least square
method have limitations such as the lack of stability of the set of selected variables
and bias in the parameter estimates. However, the Artificial Immune Algorithm (AIA)
provides good performance as an optimization algorithm. This paper proposes an immune
statistical model, which merges the statistical model and the immune algorithm together,
to resolve the data analysis problems of dam horizontal crest upstream–downstream
displacement. The stepwise regression model and immune statistical model have been
compared, showing that the immune statistical model provide a higher degree of accuracy
in predicting the future behavior of the dam.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Large dams have strong interactions with environmental, hydraulic and geomechanical factors, such as air and water
temperature, water level, pore pressure, rock deformability and so on, each of which influences the structural behavior [1].
Deformation monitoring can intuitively reflect the structural behavior of dam, so it is the preferred monitoring item in
dam safetymonitoring [2–4]. Timely and accurate analysis of the horizontal upstream–downstream crest displacement, can
contribute to evaluate the dambehavior precisely. Statisticalmodels have beenwidely used to compare the current response
of the dam to a whole string of recorded data, in order to highlight in a timely manner eventual unwanted behaviors [5].
The advantages of the statistical model consist in simplicity of formulation, speed of execution and the availability of any
kind of correlation between governing and dependent parameters.
Because of many deformation influencing factors and the complex relationship between them, the model coefficients
calculated by the stepwise regression method based on the theory of probabilistic statistics are not optimal solutions [6].
The AIA is a new intelligent algorithm which imitates the function of natural immune system, can converge rapidly to the
global optimum solution to solve the problem ofmodel optimizing [7,8]. An immune statistical model can be obtained using
the AIA and statistical analysis tools, which have practical significance towards improving the capability of data processing
and forecasting.
This paper is organized as follows. The basic idea of the AIA is introduced, and the immune statistical model of dam
deformation is presented in Section 2. In Section 3, a case study is solved and the results are compared with the stepwise
regression model and immune statistical model. Finally, conclusions are presented in Section 4.
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2. Statistical model of dam deformation
For a long time now, the statistical model has been applied to dam safety monitoring to find out the contribution of
external loads to dam displacement [9]. The upstream–downstream crest displacement can be described as the sum of
three terms: the first is due to the reservoir water level change and the second is air temperature; the third term takes into
account the trend line [1]. Model I and Model II are the most common statistical models.
Using the H i, Tj, θ as factors, Model I is established as follows [10]:
γ = a0 +
3−
i=1
aiH i +
6−
j=1
bjTj + c1θ + c2 ln θ, (1)
where a0 is a constant term, ai (i = 1, . . . , 3) are parameters of water level, H is reservoir water level above the foundation;
bj (j = 1, . . . , 6) are parameters of air temperature; Tj are the mean air temperatures of the modeling day, 7 days
before, 15 days before, 30 days before, 60 days before, 90 days before, respectively; c1, c2 are parameters of the trend line;
θ = (t − t0)/100, t is the modeling time, t0 is the beginning time of storage, respectively.
Using H i, sinG, cosG, θ as factors, Model II is established as follows [10]:
γ = a0 +
3−
i=1
aiH i + b1 sinG+ b2 cosG+ b3 sinG · cosG+ b4 sin2 G+ c1θ + c2 ln θ, (2)
where G = 2π(t − t0)/365, bj (j = 1, 2, 3, 4) are parameters of G; ai,H, ck, θ, t, t0 denote the same meaning as Model I.
3. Immune algorithm and immune statistical model
3.1. Immune algorithm
The immune system is the basic biological defense system against bacteria, viruses and other disease-causing
organisms [11]. Through the production of new antibodies and the communication of the immune network, the immune
system has a powerful capability in learning, memory and self-non-self-recognition. Therefore, the concept of the immune
system has been applied to solving various engineering problems [12].
In the immune system, the antibodies may be a set of thresholds or limitation conditions to the chromosomes. They
can learn from their neighbors by the inference rules. The AIA maintains and adapts a repertoire of candidate solutions to
the problem at hand, which is analogous to the immune system’s response to antigens. The candidate solutions are called
antibodies, and are associated with an affinity measure that provides an indication of its performance [13]. The affinity of
antibodies and antigens denotes the satisfactory degree between the candidate solutions and the objective function of the
problems to be solved. In this process, antibodies adaptively adjust themselves according to the change of the antigens’
characteristics [14].
3.2. Immune statistical model of dam deformation
The essence of AIA is to produce a colony of variation solutions according to the affinity of candidate solutions during
the generation evolution, which expands the search range and enables coinstantaneous global and local search [15]. The
process of building an immune statistical model of dam displacement is as follows:
(1) Build the statistical model of dam displacement. The first step is primary selection of model factors and the feasible
space of each of the model coefficients.
(2) Determine the objective function. For the damdisplacementmodel, set themeasured horizontal upstream–downstream
crest displacement to δu, u = 1, 2, . . . ,U (U is the number of data records), and the calculated value according to the
statistical model to γu. In order to minimize the difference value between calculated and measured value, the objective
function is defined as: g = min
∑U
u=1(δu − γu)2
1/2
.
(3) Choose the AIA to optimize the statistical model coefficients. Convert the coefficients of the statistical model to the
decision variables of the AIA design program to calculate the optimal coefficients and establish the immune statistical
model of dam displacement.
3.3. Algorithm implementation
Step 1. Initialize antibodies.
The initial repertoire of antibodies is generated via random coding. Binary and real number coding are the two most
frequently applied coding techniques. However, binary coding is inapplicable in problems in which variables are not exactly
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equal 2d (where d is the number of digits in binary coding) [16]. In this study, using the real number coded to generate
randomly antibodies sets {Abi}, i = 1, 2, . . . ,N,N is the initial antibodies’ scale. Abi = (xi1, xi2, . . . , xin), n is the number
of model factors.
Step 2. Calculate the affinity of antigens and antibodies.
According to the objective function to be optimized, gik = min
∑
(δk − γik)2
1/2
, k is the number of displacement
observations. Calculate the affinity: αi = 1/egi , constituting sets {αi}.
Step 3. Immune selection.
Sort elements in set {αi} by affinity, and adjust the sequence of corresponding antibodies. Choose r antibodies with
stronger affinity to form sets {Abr}.
Step 4. Clone antibodies.
Clone antibodies in the set, the clone number of the rth antibodies is ri = round(λ · N/r), where λ is the coefficient
of clone which is to control the scale. The stronger the affinity, the more clone antibodies. Good genes of antibodies with
strong affinity can be kept and developed preferably.
Step 5. Generate new antibodies.
Mutation randomly changes antibodies, introducing diversities such that the algorithmdoes not get stuck at local optima.
For each antibody xij has the same probability of mutating. Let x′ij be the antibody xij mutated. x
′
ij can be defined as [16,17]:
x′ij = xij + (maxr xj − xij)×

1− χ(1− tT )β

(3)
x′ij = xij − (xij −minr xj)×

1− χ(1− tT )β

, (4)
where χ is a random number uniformly distributed on [0, 1], t is the number of mutation generations, T is the maximum
mutation generation,β is the parameter for definite inhomogeneous degree. The antibodiesmutated from the rth antibodies
are defined as the rth group. maxr xj and minr xj are maximums and minimums of column j in the rth group, respectively.
Step 6. Re-selection.
Calculate the affinity of every antibodies and antigens, and form the new affinity set α′ik. Sort elements according to
affinity and adjust the antibodies’ order. Choose N antibodies with stronger affinity to form a new set.
Step 7. Complete optimal process.
Select optimal generation as a terminal condition. The programstops running until the given generation, otherwise return
to Step 2.
4. Case study
4.1. Data
In this paper, the case study concerns a certain concrete dam in China. The example of data records is shown
in Fig. 1, where the available measures spanning 18 years of monitoring are reported. The data of the horizontal
upstream–downstream crest displacement is recorded by tension wire installed in the crest.
4.2. The stepwise regression statistical model
The stepwise regression method calculates the values of the unknown coefficients in order to minimize the difference
between measured and analytical responses. However, the reliability of the statistical data processing depends on long
records of relevant and reliable measures [1]. Using data between 1986 and 2000, it is possible to obtain an accurate
and stable regression. Using the stepwise regression method, when set significance level is 0.05, the stepwise regression
statistical model based on the Eq. (1) is obtained as follows:
γ = 26.1542− 0.1935H + 0.0691T4 − 0.2707T5 + 0.3022T6 − 0.0078θ. (5)
The stepwise regression statistical model is obtained according to Eq. (2) as follows:
γ = 28.93469− 0.20142H + 0.443167 sinG− 1.01621 cosG− 0.67415 sinG · cosG− 0.00832θ. (6)
The coefficients of correlation ‘‘R’’ and the standard deviations of the error ‘‘S’’ are two important indicators of model
accuracy. Values of R and S of the twomodels obtained by the stepwise regressionmethod are listed in Table 1. Themeasured
crest upsteam–downsteam displacements and computed displacements obtained by the Eqs. (5) and (6) are shown in Figs. 2
and 3, respectively. Themeasured crest upsteam–downsteam displacements and forecasting displacements obtained by the
Eqs. (5) and (6) are shown in Figs. 4 and 5.
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Fig. 1. Upstream–downstream crest displacements (δ), water level above the foundations (H) and mean daily air temperature (T ).
Table 1
Contrast of R, S of YZ21.
YZ21 Model I Model II
R S R S
Stepwise regression statistical model 0.8241 0.9446 0.8370 0.9125
Immune statistical model – 0.9027 – 0.8824
4.3. The immune statistical model
Using the AIA, set g = min
∑U
u=1(δu − γu)2
1/2
as an objective function and compute the measured data according
to the Eqs. (1) and (2). During the course of the AIA, choose real number coding to process measured data and assignment
parameters to feasible space [18,19], which randomly generates the first generation antibodies. In this paper, λ and β are
set as 0.8 and 2, respectively. The initial searching space of a0 is set [−10000, 10000], and others are set [−100, 100]. With
antibodies sized 200 and the number of generation to 100. Using data between 1986 and 2000, the immune statistical model
based on the Eq. (1) is obtained as follows:
γ = 2677.028− 54.8883H + 0.3755H2 − 0.00086H3 + 0.0321T1 − 0.0766T2 + 0.0383T3
+ 0.0715T4 − 0.2385T5 + 0.2802T6 − 0.0132θ + 0.0547 ln θ. (7)
The immune statistical model is obtained according the Eq. (2) as follows:
γ = 2530.6277− 51.917H + 0.3558H2 − 0.0008H3 + 0.5205 sinG− 1.0571 cosG
− 0.508 sinG · cosG− 0.2147 sin2 G− 0.0105θ − 0.0111 ln θ. (8)
Values of S of the immune statistical model are listed in Table 1. The computed andmeasured crest upsteam–downsteam
displacements are shown in Figs. 2 and 3. In contrast of the measured value, the forecasting value of the immune statistical
model is shown in Figs. 4 and 5.
4.4. Results
The results of Model I and Model II obtained by the method of stepwise regression and AIA show that:
(1) BothModel I andModel II have been applied to the horizontal upstream–downstream crest displacement; a comparison
of the accuracy of the two models by two methods is reported in Table 1. Model II is more accurate than Model I.
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Fig. 2. Contrast of computed and measured displacements (Model I).
Fig. 3. Contrast of computed and measured displacements (Model II).
(2) For stepwise regression model and the immune statistical model, it can be observed that the standard deviations of the
error are similar for the two methods, the latter method showing a better accuracy.
(3) For the immune statistical model, the results showed that calculated coefficients tend to stabilize after a number of
mutations (38th generation). The speed of convergence is mainly determined by the initial searching space, which is
determined by experience and its rationality needs further study.
5. Conclusions
This study provides the first experimental analysis using the AIA to solve the optimization problems of the statistical
model, with the goal of gaining the optimal model of the horizontal crest upstream–downstream displacement. Through
a case study and a comparison of the two methods, the results show that the immune statistical model can give smaller
standard deviations for the estimation of coefficients than the stepwise regressionmodel.Moreover, bothModel I andModel
II can provide reliable solutions, the latter model showing a better accuracy. Therefore, Model II obtained by using the AIA
could be regarded as a more suitable way to predict the future behavior of the dam. The analysis for the AIA suggests that
an antibody size of 200 with a generation number of 38 generated good performance for the case study. Application of the
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Fig. 4. Contrast of forecasting and measured displacements (Model I).
Fig. 5. Contrast of forecasting and measured displacements (Model II).
AIA to the horizontal displacement statistical model remains in its infancy and further improvements are necessary, such
as feasible searching space. Using the AIA to handle hundreds of thousands of data records is a challenging work.
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