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Resumen— Muchas aplicaciones de miner´ıa de
datos y aprendizaje automa´tico incluyen tareas con
tipos distintos de paralelismo, pudiendo beneficiarse
enormemente de plataformas heteroge´neas que in-
cluyen microprocesadores con nu´cleos superescalares
y Graphic Processing Units (GPU), y que denom-
inaremos plataformas CPU-GPU. Las mejoras que
se pueden conseguir no solo se refieren al tiempo
de ejecucio´n de la aplicacio´n, sino tambie´n a su
consumo energe´tico. En este art´ıculo se pro-
pone una implementacio´n maestro-trabajador, en una
plataforma CPU-GPU, de un procedimiento evolu-
tivo multi-objetivo con subpoblaciones para la se-
leccio´n de caracter´ısticas en problemas de clasifi-
cacio´n de electroencefalogramas (EEG) e interfaces
cerebro-computador (BCI). El procedimiento dis-
tribuye dina´micamente las subpoblaciones entre los
nu´cleos de la CPU y la GPU, aprovechando el pa-
ralelismo de datos de la GPU en las subpoblaciones
asignadas a ella. Se ha analizado el comportamiento
del procedimiento no so´lo en cuanto a la velocidad,
sino tambie´n en relacio´n con su consumo energe´tico,
compara´ndose adema´s con un procedimiento basado
en la distribucio´n de individuos.
Palabras clave—Algoritmos Evolutivos Paralelos con
Subpoblaciones, BCI, Clasificacio´n de EEG, Com-
putacio´n Sensible a la Energ´ıa (Energy-aware Com-
puting), Optimizacio´n Multi-objetivo, Distribucio´n
Dina´mica, Seleccio´n de Caracter´ısticas
I. Introduccio´n
MUCHAS aplicaciones de miner´ıa de datosy aprendizaje automa´tico implican resolver
problemas de clasificacio´n y/o Clustering de pa-
trones de dimensionalidad muy elevada, y proble-
mas de optimizacio´n complejos que se abordan a
trave´s de algoritmos evolutivos. Estos algoritmos
se basan en la mejora, iteracio´n tras iteracio´n (gen-
eracio´n tras generacio´n), de una poblacio´n de solu-
ciones cuya calidad (fitness) debe evaluarse en cada
iteracio´n para seleccionar las que, aplicando distintos
operadores gene´ticos (seleccio´n, mutacio´n y cruce),
permiten obtener la poblacio´n de la nueva iteracio´n.
As´ı, el coste computacional de un algoritmo evolutivo
proviene de evaluar la calidad de las soluciones de la
poblacio´n y de aplicar los operadores gene´ticos. Por
tanto, crece con el taman˜o de la poblacio´n. Adema´s,
en los problemas de miner´ıa de datos y aprendizaje
automa´tico que consideramos en este trabajo, el
coste de la evaluacio´n de la calidad de las soluciones
no solo esta´ relacionado con que haya que evaluarlo
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para cada una de las soluciones de la poblacio´n, sino
que, adema´s, el propio co´mputo de la calidad para
una solucio´n dada requiere un tiempo considerable.
Por ello, en una aproximacio´n evolutiva a este tipo de
problemas, el paralelismo no solo debe aprovecharse
para evaluar simulta´neamente la calidad de cada una
de las soluciones de la poblacio´n, sino tambie´n para
acelerar la obtencio´n de la calidad de cada solucio´n.
De esa forma, el aprovechamiento de plataformas
heteroge´neas desde el punto de vista del paralelismo
que implementan constituye una l´ınea de trabajo
que puede resultar muy fruct´ıfera, no solo por la
aceleracio´n de las aplicaciones, sino tambie´n en el
a´mbito del desarrollo de procedimientos que tengan
en cuenta el consumo energe´tico de la aplicacio´n.
Este art´ıculo, por un lado, proporciona un algo-
ritmo evolutivo paralelo basado en subpoblaciones
que se distribuyen dina´micamente entre los nu´cleos
de una CPU multi-nu´cleo y de una GPU. Adema´s,
en la evaluacio´n de la calidad de las soluciones de
las subpoblaciones asignadas a la GPU se aprovecha
el paralelismo de datos que e´sta implementa. Pre-
cisamente, la aplicacio´n de clasificacio´n de EEG que
se aborda aqu´ı, implica patrones (cada patro´n es
un EEG) cuyo nu´mero es mucho menor que el de
sus dimensiones (nu´mero de componentes o carac-
ter´ısticas de cada EEG), y las te´cnicas de seleccio´n de
caracter´ısticas que deben aplicarse, cuando se abor-
dan a trave´s de algoritmos evolutivos, implican pro-
cedimientos muy costosos de evaluacio´n de la cal-
idad de las soluciones de la poblacio´n (selecciones
de caracter´ısticas). En trabajos previos [1], [2], [3],
hemos descrito implementaciones paralelas maestro-
trabajador que aprovechan el paralelismo funcional
de datos de una GPU para acelerar la clasificacio´n de
EEG en tareas de BCI [4], optimizando el uso de la
memoria para aprovechar la coalescencia de memo-
ria y reduciendo los conflictos de acceso a los ban-
cos de memoria local de la GPU [2], [3]. El proced-
imiento que proponemos aqu´ı distribuye subpobla-
ciones de soluciones tanto entre los nu´cleos de la CPU
como en la GPU. Estas subpoblaciones evolucionan
de forma independiente durante una serie de gen-
eraciones, tras las que se comunican e intercambian
informacio´n para redistribuirse nuevamente.
Por otro lado, la evaluacio´n y comparacio´n de las
ejecuciones en las opciones implementadas se ha re-
alizado, no solo en te´rminos de la aceleracio´n que
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las distintas alternativas paralelas proporcionan, sino
tambie´n en cuanto a su consumo energe´tico. El de-
sarrollo de te´cnicas de programacio´n paralela para el
ahorro energe´tico (Energy-aware Computing) consti-
tuye una l´ınea de trabajo de enorme intere´s por ra-
zones econo´micas y ambientales. Desarrollar proced-
imientos paralelos energe´ticamente eficientes debe
ser un objetivo igual de importante que el de op-
timizar la ganancia de velocidad, de forma que con-
sumo energe´tico y tiempo de procesamiento deber´ıan
tenerse en cuenta a la par a la hora de distribuir la
carga de trabajo en un programa paralelo. Hasta
donde sabemos, no existen art´ıculos donde se com-
paren los consumos energe´ticos de los algoritmos par-
alelos evolutivos en plataformas heteroge´neas. En
[5] se analiza el consumo energe´tico en distintas
plataformas (no heteroge´neas) de un algoritmo evo-
lutivo secuencial para un problema espec´ıfico (el pro-
blema del multiplexor) que no requiere una compleji-
dad elevada para el ca´lculo de la calidad de las solu-
ciones. El mencionado art´ıculo se centra ma´s en la
eficiencia energe´tica de las distintas plataformas que
en estudiar la eficiencia energe´tica de algoritmos dis-
tintos, pero muestra la necesidad de tener en cuenta
criterios de consumo energe´tico en el disen˜o de algo-
ritmos gene´ticos.
A continuacio´n, la Seccio´n II describe nuestra
aproximacio´n multi-objetivo a la seleccio´n de carac-
ter´ısticas en problemas de clasificacio´n. La Seccio´n
III describe el procedimiento paralelo basado en sub-
poblaciones que se propone para su implementacio´n
en plataformas heteroge´neas CPU-GPU, mientras
que la Seccio´n IV muestra los resultados experimen-
tales obtenidos. Finalmente, las conclusiones del tra-
bajo se dan en la Seccio´n V.
II. Seleccio´n Multi-objetivo de
Caracter´ısticas
Los procedimientos paralelos que se proponen se
aplican a problemas de clasificacio´n de EEG en tar-
eas de BCI. Para caracterizar un EEG suele uti-
lizarse un nu´mero muy elevado de caracter´ısticas
(componentes) debido a la baja relacio´n sen˜al-ruido,
la necesidad de representar la evolucio´n temporal de
las sen˜ales de los electrodos y el cara´cter no esta-
cionario de las sen˜ales. Por otra parte, dado que el
nu´mero de EEG disponibles para ajustar el clasifi-
cador es usualmente menor que el de caracter´ısticas
(generalmente debido al coste experimental asociado
a su obtencio´n), tendremos un problema de clasifi-
cacio´n con pocos patrones de dimensio´n elevada y
nos enfrentamos a la denominada “maldicio´n de la
dimensionalidad” (Curse of Dimensionality). La se-
leccio´n de un conjunto de caracter´ısticas que no sean
ruidosas, redundantes o irrelevantes permitir´ıa evi-
tar dicho problema y disminuir el coste asociado al
entrenamiento del clasificador.
La Figura 1 muestra el esquema del procedimiento
multi-objetivo de seleccio´n de caracter´ısticas, de tipo
wrapper, que se ha paralelizado en este trabajo. Un
procedimiento de optimizacio´n multi-objetivo busca
Fig. 1. Procedimiento de tipo wrapper para seleccio´n multi-
objetivo de caracter´ısticas
el vector de variables de decisio´n S ∈ <N , S =
(s1, s2, ..., sN ), que satisface un conjunto de restric-
ciones, g(S) ≤ 0, h(S) = 0, y optimiza el vector
F (S) = (f1(S), f2(S), ..., fM (S)) cuyos componentes
representan las funciones objetivo a optimizar. Dado
que los objetivos esta´n usualmente en conflicto, en
lugar de obtener una u´nica solucio´n, la optimizacio´n
multi-objetivo busca un conjunto de soluciones cono-
cidas con el nombre de soluciones o´ptimas de Pareto,
entre las que el usuario puede escoger la ma´s ade-
cuada en cada caso. Las soluciones o´ptimas de
Pareto definen el denominado frente de Pareto, en el
que no existe ninguna solucio´n peor que otra cuando
se tienen en cuenta todos los objetivos: las denomi-
nadas soluciones no-dominadas.
En la aplicacio´n de clasificacio´n de EEG consider-
ada, los objetivos se definen a partir de las presta-
ciones del Clustering obtenido con la correspondiente
seleccio´n de caracter´ısticas (esto es, un individuo de
la poblacio´n del algoritmo evolutivo). As´ı, a par-
tir de los NP patrones de NF caracter´ısticas de la
base de datos, DS, se construye el conjunto de pa-
trones de entrenamiento del algoritmo de Clustering
tomando como componentes de cada patro´n aquel-
las de las NF caracter´ısticas que indica la seleccio´n
de caracter´ısticas considerada. El algoritmo de Clus-
tering que utilizamos en este art´ıculo es el conocido
K-medias, que permite determinar, para el conjunto
de patrones P = (p1i , ..., p
NF
i ); ∀i = 1, ..., NP , los cen-
troides Kt = (k1, ..., kj); ∀j = 1, ...,W clusters en
que se agrupan los patrones (este nu´mero es cono-
cido en nuestro problema y es igual al nu´mero de
clases). Una vez se han determinado los centroides,
cada patro´n se asigna al cluster de su centroide ma´s
cercano y se obtienen los valores de las dos funciones
objetivo utilizadas, f1 y f2, a partir de, respectiva-
mente, la distancia intraclase y la distancia inter-
clase del Clustering obtenido (tal y como se describe
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en [2]). As´ı, la evaluacio´n de las funciones de coste
de cada individuo requiere un tiempo de co´mputo
considerable. Por ejemplo, en el co´digo secuencial
de nuestra aplicacio´n, la evaluacio´n de las funciones
de coste representa un 99,93% del tiempo total para
una poblacio´n de 120 individuos, y un 97,36% para
una poblacio´n de 30.000 individuos. Las ventajas
de una formulacio´n multi-objetivo del problema de
seleccio´n de caracter´ısticas var´ıan segu´n si la clasifi-
cacio´n es supervisada o no supervisada [6], [7]. En
una clasificacio´n supervisada, usualmente se intenta
maximizar las prestaciones del clasificador junto con
la reduccio´n del nu´mero de caracter´ısticas, dado que
a medida que dicho nu´mero aumenta son ma´s prob-
ables los problemas de sobreajuste (overfitting) y se
reduce la capacidad de generalizacio´n. En los prob-
lemas de clasificacio´n no supervisada, como el que
abordamos aqu´ı, las medidas de calidad del cluster-
ing de patrones que se alcanzan suelen estar sesgadas
bien hacia la maximizacio´n, o bien hacia la mini-
mizacio´n de caracter´ısticas, una formulacio´n multi-
objetivo puede contrarrestar este efecto.
III. Procedimiento Paralelo Basado en
Subpoblaciones para Plataformas
CPU-GPU
La mayor´ıa de los trabajos sobre implementa-
ciones paralelas de algoritmos evolutivos en platafor-
mas heteroge´neas CPU-GPU se centran en la acel-
eracio´n que proporciona una GPU [8], [9], [10], [11],
[12] con respecto a uno de los nu´cleos de la CPU.
Adema´s, no existen muchos art´ıculos que analicen
implementaciones completas de aplicaciones con fun-
ciones de fitness costosas en co´mputo [13]. El Al-
goritmo 1 describe el procedimiento de distribucio´n
de subpoblaciones que proponemos aqu´ı, denomi-
nado D2S NSGAII y elaborado en OpenMP-OpenCL,
que se incluye dentro de la implementacio´n paralela
maestro-trabajador del procedimiento de seleccio´n
multi-objetivo de la Figura 1. En el Algoritmo 1, las
hebras creadas por la directiva parallel de OpenMP
lanzan kernels OpenCL a los dispositivos CPU y
GPU disponibles en la plataforma para evaluar las
dos funciones objetivo de cada individuo de la sub-
poblacio´n correspondiente.
El procedimiento D2S NSGAII toma el conjunto ini-
cial de NSpop subpoblaciones, Spi;∀i = 1, ..., NSpop,
y las distribuye entre los ND dispositivos OpenCL
distintos. Como cada subpoblacio´n incluye M in-
dividuos (cada individuo es una seleccio´n de carac-
ter´ısticas), el nu´mero N de individuos en la poblacio´n
total es N = M ×NSpop. Las subpoblaciones evolu-
cionan de forma independiente durante un nu´mero
de generaciones hasta que se produce la migracio´n
de soluciones entre subpoblaciones.
En cada generacio´n, se aplican los operadores
gene´ticos a la subpoblacio´n (UniformCrossover en
la l´ınea 5 del Algoritmo 1) y se llaman a los proced-
imientos OpenCL de evaluacio´n de la solucio´n segu´n
se haya asignado la subpoblacio´n a un dispositivo
de tipo CPU (evaluationsCPU en la l´ınea 7 del Al-
Algoritmo 1: Pseudoco´digo de distribucio´n de subpoblaciones.
La evaluacio´n de subpoblaciones se distribuye entre los dis-
positivos OpenCL asignados a hebras OpenMP
1 Funcio´n D2S NSGAII(Sp,ND, D,NSpop,M,DS,K,DS
t)
Entrada: Las subpoblaciones, Spi; ∀i = 1, ..., NSpop
Entrada: Nu´mero de dispositivos OpenCL, ND
Entrada: Dispositivos OpenCL, Dj ; ∀j = 1, ..., ND
Entrada: Nu´mero de subpoblaciones NSpop
Entrada: Individuos en cada subpoblacio´n, M
Entrada: DS: NP patrones de NF caracter´ısticas
Entrada: Conjunto K con los centroides
Entrada: DSt: Conjunto DS ordenado por columnas
Salida : S, la nueva solucio´n para el problema
2 repetir
// Seccio´n OpenMP paralela (ND dispositivos)
3 repetir
// Proceso evolutivo.H tiene a los hijos
4 repetir
5 H ← UniformCrossover(Spi)
6 si Dj es la CPU entonces
7 H ← evaluationsCPU(H,M,DS,K)




// Reemplazo.A es un array Auxiliar
11 A← Unir Spi y H en un u´nico array
12 A← nonDominatedSorting(A,M + NH)
13 Spi ← Primeros M individuos de A
14 hasta que se supera el nu´mero de
generaciones de subpoblaciones;
15 hasta que las NSpop subpoblaciones son evaluadas;
16 Sp← migration(Sp,NSpop,M)
17 hasta que se realizan las migraciones deseadas;
// Proceso de recombinacio´n
18 Sp← nonDominatedSorting(Sp,NSpop ×M)
19 S ← Primeros M individuos de Sp
20 devolver S
21 End
goritmo 1) o GPU (evaluationsGPU en la l´ınea 9).
Una descripcio´n ma´s detallada de la implementacio´n
de la evaluacio´n de las soluciones en la GPU y de
las optimizaciones del uso de la memoria de la GPU
se puede encontrar en [2]. Una vez se han evaluado
todas las soluciones de una subpoblacio´n, se lleva
a cabo el proceso de reemplazo para construir una
nueva subpoblacio´n (l´ıneas 11-13 del Algoritmo 1),
incluyendo la unio´n de la subpoblacio´n existente y
las nuevas soluciones generadas por los operadores
gene´ticos (l´ınea 11), la ordenacio´n, segu´n la relacio´n
de dominancia de las soluciones del nuevo conjunto
(nonDominatedSorting en la l´ınea 12), y la seleccio´n
de las nuevas M soluciones que constituyen la nueva
subpoblacio´n (l´ınea 13).
Una vez se completa la evolucio´n independiente de
cada una de las subpoblaciones durante un nu´mero
establecido de generaciones, se produce la migracio´n
de soluciones entre las distintas subpoblaciones (l´ınea
16 del Algoritmo 1). La migracio´n implica la con-
struccio´n de un nuevo conjunto de NSpop subpobla-
ciones, Sp. Para construir una nueva subpoblacio´n,
Spi, se an˜aden a las soluciones que constituyen dicha
subpoblacio´n la mitad de las soluciones del frente de
Pareto que hayan alcanzado el resto de subpobla-
ciones Spk;∀k = 1, ..., NSpop, k 6= i como mucho.
Al conjunto de soluciones obtenido se le aplica el
mismo proceso de reemplazo utilizado en las genera-
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ciones de evolucio´n independiente de las subpobla-
ciones (l´ıneas 11 y 12).
Hay que tener en cuenta que, en esta imple-
mentacio´n maestro-trabajador, tanto los operadores
gene´ticos como las migraciones son implementados
en uno de los nu´cleos de CPU. Los kernels que se
ejecutan en la GPU precisan que los patrones nece-
sarios para la evaluacio´n de los individuos sean trans-
feridos desde la memoria del host a la memoria de la
GPU. Esto se realiza al comienzo del procedimiento.
Adema´s, en cada generacio´n, deben comunicarse, en-
tre CPU y host, los individuos de las subpoblaciones
y los valores de sus funciones objetivo (e´stos desde la
GPU al host). Estas transferencias de informacio´n, a
trave´s de un bus con peor latencia y ancho de banda
que los buses del host, constituyen un aspecto a tener
en cuenta en la mejora de prestaciones que aporta
la GPU. En cualquier caso, dado que las subpobla-
ciones se asignan dina´micamente a los dispositivos
disponibles en la plataforma, en muchos casos se con-
sigue un solapamiento del tiempo de transferencia de
informacio´n entre host y GPU.
IV. Resultados Experimentales
En esta seccio´n analizamos las prestaciones de nue-
stros co´digos OpenMP-OpenCL en uno de los nodos
de un computador NUMA con red Gigabit Ether-
net, y Linux CentOS 6.7. El nodo utilizado dispone
de dos procesadores Intel Xeon E5-2640 v4 a 2,1
GHz, ocho nu´cleos por procesador con dos hebras por
nu´cleo, y 32 GBytes de memoria DDR3. Tambie´n in-
cluye una GPU Tesla K40m con 12 GB de memoria
global, 288 GBytes/s de ancho de banda de memo-
ria ma´ximo y 2.880 nu´cleos CUDA distribuidos en
15 SMXs (Stream Multiprocessors) a 745 MHz. Para
medir la potencia y el consumo de energ´ıa de cada
uno de los nodos, hemos desarrollado un sistema de
adquisicio´n basado en Arduino Mega (Figura 2) que
proporciona, en tiempo real, cuatro medidas por se-
gundo de la potencia y la energ´ıa consumida por cada
uno de los nodos.
Los conjuntos de datos que se han utilizado
pertenecen al laboratorio de BCI de la Universi-
dad de Essex, cuya descripcio´n puede encontrarse en
[14]. En concreto hemos utilizado conjuntos de en-
trenamiento y test de 178 patrones (178 EEGs) con
3.600 caracter´ısticas por patro´n (12 caracter´ısticas
por segmento temporal y electrodo, con 20 segmen-
tos y 15 electrodos por EEG). Aunque se han uti-
lizado datos pertenecientes a tres sujetos designados
como 104, 107 y 110, los resultados que se muestran
en este art´ıculo corresponden al sujeto 110 dado que
el comportamiento observado en los otros sujetos es
ana´logo y deriva en las mismas conclusiones.
El algoritmo evolutivo que se ha utilizado es
NSGA-II [15], uno de los ma´s referenciados y usa-
dos para abordar aplicaciones con una aproximacio´n
multi-objetivo. En cualquier caso, los procedimien-
tos paralelos que se proponen tambie´n podr´ıan im-
plementarse en otros algoritmos que evolucionen una
poblacio´n de soluciones. El algoritmo aplica un oper-
Fig. 2. Sistema basado en Arduino Mega para la medida de
consumo de energ´ıa en los nodos
ador de cruce en dos puntos con una probabilidad de
0,9, mutacio´n mediante cambio del bit seleccionado
con una probabilidad de 0,1, y seleccio´n mediante
torneo binario. Dado que los valores mı´nimos para
las funciones objetivo f1 y f2 son respectivamente 0
y -1, y puesto que se ha tomado como punto de refer-
encia el (1,1), el valor ma´ximo que puede alcanzar el
hipervolumen es 2. Cada uno de los experimentos se
ha repetido 10 veces para analizar si las diferencias
observadas son estad´ısticamente significativas, me-
diante los test de Kolmogorov-Smirnov y Kruskal-
Wallis. En este art´ıculo solo nos centraremos en
los tiempos de ejecucio´n y los consumos energe´ticos
de los procedimientos paralelos implementados. En
cuanto a la calidad de las soluciones obtenidas, baste
decir que los frentes de Pareto obtenidos correspon-
den a hipervolu´menes promedio de entre 1,893 y
1,972, con desviaciones t´ıpicas entre 0,001 y 0,01.
Dado que se trata de valores de hipervolumen simi-
lares a los obtenidos por el algoritmo secuencial con
una u´nica poblacio´n, podemos concluir que, a pesar
de que los algoritmos paralelos basados en subpobla-
ciones implementados no tienen las mismas carac-
ter´ısticas que el algoritmo secuencial, obtienen solu-
ciones de calidad similar.
La Figura 3 muestra las ganancias de velocidad
respecto a la ejecucio´n secuencial del procedimiento
correspondiente en un u´nico nu´cleo de uno de los
microprocesadores (nu´cleo de CPU). Se ha utilizado
una poblacio´n de 480 individuos distribuida en 1, 2,
4, 8 y 16 subpoblaciones, de 480, 240, 120, 60 y 30 in-
dividuos, respectivamente, y se han ejecutado 60 gen-
eraciones. Tambie´n se han considerado ejecuciones
del procedimiento paralelo de subpoblaciones con 1,
2, 3, 4 y 5 migraciones (respectivamente, cada 60, 30,
20, 15 y 12 generaciones de evolucio´n independiente
de las subpoblaciones). La Figura 3.a muestra las
ganancias cuando las subpoblaciones se distribuyen
u´nicamente entre los SMXs de la GPU, la Figura 3.b
corresponde al uso u´nicamente de los nu´cleos de la
CPU, y la 3.c a la distribucio´n de subpoblaciones
tanto entre los nu´cleos de la CPU como entre los
SMXs de la GPU. En los tres casos se observa una




Fig. 3. Ganancias de velocidad para 480 soluciones dis-
tribuidas en 2, 4, 8 y 16 subpoblaciones, con distintas con-
figuraciones de plataformas heteroge´neas: (a) GPU (15
SMXs); (b) CPU (32 nu´cleos); (c) CPU + GPU
cierta mejora de dichas ganancias (speedups) para
subpoblaciones con un mayor nu´mero de individuos
y, por lo tanto, menos subpoblaciones. En cuanto al
efecto de las migraciones, se observa que, dado un
nu´mero de subpoblaciones, el speedup se mantiene
aproximadamente constante al cambiar el nu´mero de
migraciones. Hay que tener en cuenta que cada mi-
gracio´n implica el env´ıo de la mitad de los individuos
del frente de Pareto obtenido por cada subpoblacio´n
a las dema´s subpoblaciones. Por tanto, el coste de
cada migracio´n aumentar´ıa con el nu´mero de individ-
uos en la subpoblacio´n y con el nu´mero de subpobla-
ciones. No obstante, hay que tener en cuenta que,
dado que estamos comparando ejecuciones que corre-
sponden al mismo nu´mero de individuos, si aumenta
el nu´mero de subpoblaciones disminuye el de individ-
uos en cada poblacio´n. Por otra parte, en realidad
las comunicaciones se realizan a trave´s de accesos a
Fig. 4. Comparacio´n de las ganancias de velocidad para dis-
tintas subpoblaciones, individuos y configuraciones
la memoria compartida que contiene la informacio´n
correspondiente a individuos de las subpoblaciones.
Adema´s, hay que recordar que al aumentar el nu´mero
de migraciones disminuye el nu´mero de generaciones
durante las que cada subpoblacio´n evoluciona inde-
pendientemente para que el nu´mero total de genera-
ciones de todos los algoritmos sea el mismo. Esto
explicar´ıa que, como muestra la Figura 3, para un
nu´mero fijo de subpoblaciones no se observen cam-
bios significativos en las ganancias obtenidas con dis-
tinto nu´mero de migraciones.
El efecto dominante desde el punto de vista de
los cambios observados en los speedups proviene del
nu´mero se subpoblaciones y del taman˜o de ellas dado
que estamos considerando constante la poblacio´n to-
tal (si se aumenta el nu´mero de subpoblaciones dis-
minuye el de individuos en la subpoblacio´n). Cuanto
mayor sea el nu´mero de subpoblaciones mayor es el
nu´mero de entradas al kernel CPU o GPU, donde
la subpoblacio´n es evaluada. Adema´s, dado que el
dispositivo se encarga de distribuir los individuos de
la subpoblacio´n entre los nu´cleos de la CPU o de
la GPU, si las subpoblaciones tienen menos individ-
uos es posible que haya mayor desequilibrio en la
carga de trabajo de la subpoblacio´n. Es decir, cuanto
mayores sean las subpoblaciones (teniendo en cuenta
que el taman˜o de la poblacio´n total es constante)
ma´s fa´cilmente se distribuira´n sus individuos entre
los nu´cleos de la CPU o de la GPU.
Por otro lado, comparando las Figuras 3.a, 3.b y
3.c se observa que los speedups, cuando se usan los 15
SMXs de las GPU son muy similares a los obtenidos
cuando se utilizan los 32 nu´cleos de la CPU. Los 15
SMXs consiguen una aceleracio´n casi igual a la que
se alcanza con los 32 nu´cleos de la CPU debido a
que en la GPU se esta´ aprovechando el paralelismo
de datos asociado al ca´lculo de las funciones de coste
gracias a los nu´cleos CUDA. El efecto del uso con-
junto de los nu´cleos de la CPU y de los SMXs de la
GPU se pone de manifiesto en la Figura 3.c y tambie´n
en la Figura 4, donde se muestran, para el caso de
una migracio´n, los speedups para las distintas config-
uraciones de subpoblaciones. Como se puede ver, el
incremento de speedup es considerable con respecto
al uso de solo nu´cleos CPU o solo de GPU, casos
para los que la Figura 4 muestra niveles de ganancia
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Fig. 5. Consumo de potencia instanta´nea durante la ejecucio´n
en cuatro configuraciones diferentes y 600 generaciones:
Secuencial (1 nu´cleo); CPU (32 nu´cleos); GPU (15 SMXs);
CPU + GPU
de velocidad parecidos. Cuando se tiene una u´nica
poblacio´n, cada vez que entra el kernel de CPU y el
de GPU toman, respectivamente 32 y 15 individuos
(en este caso individuos de toda la poblacio´n) con
lo que se producir´ıan entre 15 y 32 entradas al ker-
nel correspondiente (480/32 = 15 y 480/15 = 32).
Por esta razo´n, tal y como muestra la Figura 4, la
mejora de velocidad crece a medida que disminuye el
nu´mero de subpoblaciones salvo para el caso de una
u´nica poblacio´n. El efecto es mayor cuando se tienen
las dos hebras que asignan carga al kernel de CPU y
GPU respectivamente, dado que adema´s dichas he-
bras deben competir por el nu´cleo donde se ejecutan.
La Figura 5 ilustra las medidas de potencia in-
stanta´nea realizadas durante la evolucio´n, para el
caso de 2 subpoblaciones de 240 individuos, del pro-
cedimiento secuencial y de los procedimientos par-
alelos en cada una de las alternativas de uso de la
plataforma considerada (solo nu´cleos de CPU, solo
GPU, y nu´cleos de CPU y GPU conjuntamente). Se
observa menor consumo de potencia en la ejecucio´n
secuencial y en la de GPU, frente al uso de los nu´cleos
de la CPU, aunque hay que tener en cuenta que el
nu´mero de nu´cleos de CPU usados es igual a 32. La
Figura 5 tambie´n pone de manifiesto los tiempos de
comienzo y final de cada una de las alternativas. En
cualquier caso, el consumo energe´tico depende tanto
de la potencia consumida como del tiempo durante
el cual se esta´ consumiendo dicha potencia.
La Tabla I muestra, para las distintas subpobla-
ciones y configuraciones del hardware disponible, las
medidas de tiempo y energ´ıa consumida durante la
ejecucio´n junto con los porcentajes del tiempo de
ejecucio´n y de la energ´ıa consumida con respecto a
las del programa secuencial. En las medidas de en-
erg´ıa no se ha tenido en cuenta la energ´ıa que el sis-
tema consumir´ıa en estado de reposo o idle. Como
se puede observar, salvo en el caso de utilizar una
u´nica poblacio´n, los mejores resultados para el con-
sumo energe´tico corresponden a la ejecucio´n que uti-
liza nu´cleos de la CPU y la GPU. Aunque los nive-
les de potencia instanta´nea son mayores, la ganancia
conseguida hace que el balance final respecto a la en-
erg´ıa sea positivo. Hay que tener en cuenta que en
las medidas de consumo proporcionadas se incluyen
TABLA I
Medidas de tiempo de ejecucio´n T (s) y energ´ıa
consumida E(W × h) para distintas ejecuciones del
procedimiento paralelo propuesto
NSpop M Modo T E
% Tiempo % Energ´ıa
Secuencial Secuencial
1 480
Seq. 83,08 0,8 - -
Tesla 7,52 0,36 9,07 45,66
Xeon 6,55 0,46 7,89 56,21
Het. 4,97 0,41 5,99 50,34
2 240
Seq. 89,36 0,91 - -
Tesla 7,64 0,37 8,56 40,88
Xeon 6,53 0,42 7,31 45,88
Het. 4,12 0,34 4,62 40,26
4 120
Seq. 83,13 0,85 - -
Tesla 7,92 0,38 9,53 46,14
Xeon 6,86 0,42 8,25 49,61
Het. 4,19 0,34 5,04 39,93
8 60
Seq. 82,85 0,86 - -
Tesla 8,51 0,42 10,27 48,74
Xeon 7,42 0,41 8,96 47,76
Het. 4,58 0,36 5,53 42,62
16 30
Seq. 79,61 0,84 - -
Tesla 8,59 0,43 10,78 51,74
Xeon 8,12 0,44 10,2 52,8
Het. 4,45 0,37 5,58 44,44
todos los elementos del nodo, en particular el con-
sumo de las memorias y los buses que permiten la
conexio´n con la GPU. A pesar de ello, son aparentes
las diferencias que se observan segu´n el tipo de ar-
quitectura de procesamiento que se este´ utilizando.
Al comparar las medidas de ganancia de velocidad
de las distintas configuraciones podr´ıa argumentarse
que la comparacio´n directa no es muy justa dado que
el nu´mero de nu´cleos utilizado en cada caso es muy
diferente: 32 nu´cleos de CPU, 15 SMXs en la GPU,
y 32 nu´cleos de CPU ma´s 15 SMXs de la GPU en
la configuracio´n heteroge´nea. Sin embargo, si dividi-
mos la ganancia de velocidad entre la energ´ıa nece-
saria en cada plataforma para obtener dicha ganan-
cia, s´ı tendr´ıamos un criterio equitativo para com-
parar las distintas opciones. As´ı, la Tabla I tambie´n
proporciona el cociente entre la ganancia de veloci-
dad que se alcanza con cada configuracio´n y la en-
erg´ıa consumida para alcanzar la misma. Esta me-
dida de eficacia energe´tica manifiesta claramente los
beneficios de utilizar la plataforma heteroge´nea.
V. Conclusiones
En este art´ıculo se propone y evalu´a una imple-
mentacio´n heteroge´nea paralela, basada en subpobla-
ciones, de un procedimiento multi-objetivo de se-
leccio´n de caracter´ısticas. El procedimiento par-
alelo aprovecha tanto la CPU multi-nu´cleo como
las GPUs disponibles en un nodo de computador
NUMA. La aplicacio´n que se considera, como muchas
otras t´ıpicas de la miner´ıa de datos y el apren-
dizaje automa´tico, se basa en un algoritmo de op-
timizacio´n (en este caso de optimizacio´n evolutiva
multi-objetivo) que consume la mayor parte de su
tiempo en el ca´lculo de las funciones objetivo (fit-
ness) de los individuos de la poblacio´n de soluciones
que evoluciona. De hecho, se ha comprobado ex-
perimentalmente que ma´s del 90% del tiempo de
co´mputo corresponde a esta etapa. Esto implica que,
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ma´s que detenerse en la paralelizacio´n de los oper-
adores evolutivos, debe buscarse aprovechar el para-
lelismo disponible en el ca´lculo de las funciones ob-
jetivo. Para ello, en nuestra implementacio´n no solo
se distribuyen las subpoblaciones entre los nu´cleos de
la CPU y los SMXs de la GPU, sino que tambie´n se
aprovecha el paralelismo de datos que ofrece la GPU
para acelerar la aplicacio´n del algoritmo K-medias
(en el que se basan las funciones objetivo en nue-
stro caso) a cada uno de los individuos de cada sub-
poblacio´n. Las alternativas de ejecucio´n del proced-
imiento propuesto (considerando distinto nu´mero de
subpoblaciones y nu´mero de migraciones entre sub-
poblaciones) se han evaluado desde el punto de vista
de la ganancia de velocidad y del consumo de en-
erg´ıa que ocasionan con respecto a la ejecucio´n en
un solo nu´cleo, y se han comparado con una imple-
mentacio´n que u´nicamente distribuye los individuos
de una u´nica poblacio´n.
Los resultados ponen de manifiesto las ventajas
que supone el aprovechamiento de las arquitecturas
heteroge´neas CPU-GPU, no solo desde el punto de
vista de la aceleracio´n que proporcionan al involu-
crar ma´s nu´cleos de co´mputo (de un tipo u otro) sino
tambie´n desde el punto de vista de su consumo en-
erge´tico. De hecho, esta plataforma tambie´n propor-
ciona la mejor relacio´n entre ganancia de velocidad
y energ´ıa consumida para alcanzarla.
Entre las l´ıneas a explorar en nuestros trabajos
futuros esta´ el desarrollo de una implementacio´n de
paso de mensajes que permita aprovechar los recur-
sos de las CPUs y GPUs de todos los nodos del
computador NUMA y su ana´lisis, no solo desde el
punto de vista de la aceleracio´n que proporcione sino
tambie´n de su eficiencia energe´tica. Tambie´n se con-
siderara´ la implementacio´n de procedimientos coevo-
lutivos y funciones objetivo asociadas a nuevas alter-
nativas de clasificacio´n, entre ellas las correspondi-
entes a redes neuronales (deep learning).
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