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Abstract
We show that the solutions of the derivative complex Ginzburg–Landau equation ut − (ε + i)×
uxx + (a + i)g(|u|2)u + (α + iβ)(|u|2u)x = 0 converge to the solution of the derivative nonlinear
Schrödinger equation ut − iuxx + ig(|u|2)u + α(|u|2u)x = 0 if the real parameters ε, a and β tend
to 0. Moreover, an optimal convergence rate is also given.
 2003 Elsevier SAS. All rights reserved.
Résumé
On démontre que les solutions de l’équation de Ginzburg–Landau complexe ut − (ε + i)uxx +
(a + i)g(|u|2)u + (α + iβ)(|u|2u)x = 0 convergent vers la solution de l’équation de Schrödinger
non-linéaire ut − iuxx + ig(|u|2)u+α(|u|2u)x = 0, lorsque les paramètres ε, a, β tendent vers zero.
On donne ensuite un taux de convergence optimal.
 2003 Elsevier SAS. All rights reserved.




In the present paper we study the limit behavior for the Cauchy problem of the derivative
complex Ginzburg–Landau (CGL) equation:
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ut − (ε+ i)uxx + (a+ i)g
(|u|2)u+ (α+ iβ)(|u|2u)
x
=0, u(0, x)=u0(x), (1.1)where u(t, x) is a complex valued function of (t, x) ∈R+ ×R, R+ = [0,∞), g(·) is a real
valued function, α ∈R is a fixed constant, ε > 0, a > 0 and β ∈R are variable parameters.
Taking ε = a = β = 0, Eq. (1.1) can be rewritten as
ivt + vxx − g
(|v|2)v + iα(|v|2v)
x
= 0, v(0, x) = v0(x). (1.2)
Eq. (1.2) is the well-known derivative nonlinear Schrödinger (NLS) equation, which
models Alfven waves in plasma physics (cf. [29], see also [6,20,25–27]). The derivative
CGL equation arises as the envelope equation for a weakly subcritical bifurcation to
counter-propagating waves, which is also of importance in the theory of interaction
behavior, including complete interpenetration as well as partial annihilation, for collision
between localized solutions corresponding to a single particle and to a two particle state.
For the details of physical backgrounds of the derivative CGL equation, one can refer to
Brand and Deissler [2], Deissler and Brand [9] and references therein.
In the inviscid limit the derivative CGL equation reduces to the derivative NLS equation.
In this paper we will show that the solutions of (1.1) converge to the solution of (1.2) as u0
tends to v0 and the parameters ε, a and β tend to 0, and an optimal convergence rate will
be also given.
If the nonlinearities contain no derivative term, i.e., α = β = 0, then (1.1) and (1.2) are
the well-known CGL and NLS equations, respectively. The well-posedness of the CGL
and NLS equations, including their generalizations in higher spatial dimensions has been
extensively studied by many authors (cf. [1,4,5,10,14,15,19]). The inviscid limit for the
CGL equation was previously investigated by Wu [38] and Bechouche and Jüngel [3]
via energy method, and by Wang [36] using the time-space estimate technique. The main
tools used in [36] are Strichartz’ inequalities, together with nonlinear mapping estimates in
Besov spaces. But it is difficult to generalize the main results in [36] to Eqs. (1.1) and (1.2),
since the nonlinear derivative term can not be well controlled by the Strichartz inequalities.
We will use a different approach to consider the limit behavior between solutions of the
derivative CGL and NLS equations.
We now give a brief explanation how to obtain the convergence behavior between
solutions of Eqs. (1.1) and (1.2). Denote:
S(t) = eit∂2x , A :=
t∫
0
S(t − τ ) · dτ. (1.3)
Let us rewrite Eqs. (1.1) and (1.2) as the following integral equations, respectively:
u(t) = S(t)u0 −A
[−εuxx + (a + i)g(|u|2)u + (α + iβ)(|u|2u)x], (1.4)







The global well-posedness of Eqs. (1.1) and (1.2) has been obtained by Duan and
Holmes [11], Guo and Tan [16], Hayashi [17], Ozawa [31] (see also [12,13,18,28,33,37]).
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Let u and v be the solutions of (1.4) and (1.5), respectively. We need to find a suitable
space X such that ‖u − v‖X → 0 if the parameters ε, a and β tend to 0 and u0 → v0 in
H˙ s(R) := (−∂2x )−s/2L2(R) for some s ∈ R, and it is also interesting to get the optimal
convergence rate in X. Corresponding to the space Hs := (I − ∂2x )−s/2L2(R) with respect
to the initial data, it seems natural to choose X = C(0, T ; H˙ s) for some s ∈R.
In order to control the derivative terms in the right hand side of Eqs. (1.4) and (1.5), we
use T. Kato’s local smooth effect results for the semi-group S(t), which were developed






















Proposition 1.1 (Kenig, Ponce and Vega [22]). Denote ∂x = ∂/∂x , ∂2x = ∂2/∂x2, Dsx =
(−∂2x )s/2, ‖ · ‖L2 = ‖ · ‖2. Let 0 < T < ∞. We have the following estimates:
∥∥D1/2x S(t)u0∥∥L∞x L2t∈[0,T ]  C‖u0‖2, (1.8)
‖∂xAf ‖L∞x L2t∈[0,T ] C‖f ‖L1xL2t∈[0,T ] , (1.9)∥∥D1/2x Af ∥∥L∞
t∈[0,T ]L2x
 C‖f ‖L1xL2t∈[0,T ] . (1.10)
The inequality (1.9) could be used for handling the derivative terms in (1.4) and (1.5).
Following (1.9), it seems also natural to consider the convergence of u − v in the space
L∞x L2t∈[0,T ]. After establishing the convergence rate in L∞x L2t∈[0,T ], we can apply (1.10)
to get that ‖u − v‖C(0,T ;L2) → 0 and obtain an exact convergence rate in C(0, T ;L2).
For brevity, we let g(·) ≡ 0 and give an outline of the estimate ‖A∂x(|u|2u −
|v|2v)‖L∞x L2t∈[0,T ] . By (1.9) we have:





‖u − v‖L∞x L2t∈[0,T ] . (1.11)
For simplicity, we suppose that initial data u0 and v0 are sufficiently smooth functions. The
energy estimate could guarantee a uniform bound of u,
∥∥u(t)∥∥
Hk
 C(t), k = 0,1,2,3, . . . , (1.12)
where C(t) is a constant, which is independent of parameters ε, a, β , but may depend on
t > 0 (see Section 2). If we expect to use the energy estimates to control the right hand side
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∥∥∂t (|u|2)∥∥L1x,t∈[0,T ] . (1.13)
Using Eq. (1.1) and collecting (1.11)–(1.13), we can obtain that
∥∥A∂x(|u|2u − |v|2v)∥∥L∞x L2t∈[0,T ]  T C(T )‖u − v‖L∞x L2t∈[0,T ] . (1.14)
Then from (1.14) and (1.8), together with the estimate to ε‖Auxx‖L∞x L2t∈[0,T ] (see below,
Lemma 3.1) it follows that
‖u − v‖L∞x L2t∈[0,T ]  C
∥∥D−1/2x (u0 − v0)∥∥2 +O(ε) +O(β) (1.16)
holds at least in a sufficiently small time interval [0, T ]. In order to extend the
estimate (1.16) from time interval [0, T ] to [T ,2T ], [2T ,3T ], . . . , it is not sufficient only
using the space L∞x L2t∈[0,T ], we need to show in addition that
∥∥∂x(u − v)∥∥L∞x L2t∈[0,T ] +
∥∥D−1/2x (u − v)∥∥L∞t∈[0,T ]L2x +
∥∥D1/2x (u − v)∥∥L∞t∈[0,T ]L2x
has an analogous upper bound to the right-hand side of (1.16). Then we can repeat the
procedure above to get a similar version to (1.16) for arbitrarily large time interval [0, T ].
We now state our main results.
Theorem 1.1. Let u0 ∈ H˙ 3 ∩ H˙−1/2, v0 ∈ H˙ 2 ∩ H˙−1/2, and assume that there exists a
suitably small δ > 0 such that ‖u0‖2 +‖v0‖2  δ. Let c > 0, α ∈ R be fixed constants, and
let ε, a and β be variable parameters,
0 < ε  c, |β| c, 0 < a < cε. (1.17)
Moreover, we assume that g′(s), g′′(s)s, g′′′(s)s2 ∈ C(R+,R), and g(0) = 0, g′(·) 0. If
β 	= 0, we assume in addition that
|β| < 2 min(ε, a), g(|u|2) |u|4. (1.18)
Then for any T > 0, there exists a constant C := C(T ,‖u0‖H 3 ,‖v0‖H 2) such that
‖u − v‖L∞x L2t∈[0,T ] +
∥∥∂x(u − v)∥∥L∞x L2t∈[0,T ]
+ ∥∥D−1/2x (u − v)∥∥L∞t∈[0,T ]L2x +
∥∥D1/2x (u − v)∥∥L∞t∈[0,T ]L2x
C‖u0 − v0‖H˙−1/2∩H˙ 1/2 + C
(
a + |β| + ε1/2). (1.19)
W. Baoxiang, W. Youde / J. Math. Pures Appl. 83 (2004) 477–502 481
Moreover, if in addition u0 ∈ H˙ 4, then we have for some constant C := C(T ,‖u0‖H 4 ,
‖v0‖H 2),
‖u − v‖L∞x L2t∈[0,T ] +
∥∥∂x(u − v)∥∥L∞x L2t∈[0,T ]
+ ∥∥D1/2x (u − v)∥∥L∞t∈[0,T ]L2x +
∥∥D−1/2x (u − v)∥∥L∞t∈[0,T ]L2x
C‖u0 − v0‖H˙−1/2∩H˙ 1/2 + C
(
a + ε + |β|). (1.20)
Remark 1.1. Theorem 1.1 covers the following NLS equation
ivt + vxx − µ
(
eλ|v|2 − 1)v + iα(|v|2v)
x
= 0, (1.2a)
as special case. When α = 0, Eq. (1.2a) is an important model equation in nonlinear
optic theory. It is easy to see that g(s2) = µ(eλs2 − 1) satisfies all of the conditions of
Theorem 1.1 if λ2µ 2 and λ,µ > 0. The results of Theorem 1.1 seems also new for the
Eq. (1.2a) in the case α = 0.
Remark 1.2. Observing the right hand side of (1.19) and (1.20), we see that the
convergence rate in (1.20) is faster than that in (1.19). It is easily seen that the convergence
rate in (1.20) is optimal, but we do not know if the regularity assumption u0 ∈ H 4 is a
sharp condition, which is only used for getting an upper bound to the linear perturbation
term εuxx , see Section 3.
Remark 1.3. In Theorem 1.1, if in addition u0 ∈ Hk+3, v0 ∈ Hk , k  2 and g ∈
Ck+1(R+,R), then we have:
∥∥∂kx (u − v)∥∥L∞x L2t∈[0,T ] +
∥∥Dk−1/2x (u − v)‖L∞t∈[0,T ]L2x
 C‖u0 − v0‖H˙−1/2∩H˙ k−1/2 + C
(
a + ε + |β|). (1.21)
In the energy estimates we will use the Gagliardo–Nirenberg inequality:
Proposition 1.2. Let 1  p,q, r ∞. Let m ∈ N and j ∈ N ∪ {0} with j < m. Suppose
that m − j − 1/r is not a nonnegative integer and θ ∈ [j/m,1] satisfies:
1
p






+ (1 − θ) 1
q
. (1.22)
Then there exists C > 0 such that for all u ∈ Lq(R) ∩ H˙m,r (H˙m,r = D−mx Lr(R)),∥∥Djxu∥∥p  C‖u‖1−θq ∥∥Dmx u∥∥θr . (1.23)
When m − j − 1/r is a nonnegative integer, (1.22) also holds if θ ∈ [j/m,1) satis-
fies (1.22).
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2. Uniform energy estimatesOur goal of this section is to derive some uniform energy estimates of solutions of
Eqs. (1.1) and (1.2). The idea is to treat −εuxx + ag(|u|2)u+ iβ(|u|2u)x as a perturbation
term to the derivative NLS equation. For simplicity, we write
∫ := ∫
R
dx , a ∧ b =
min(a, b). We denote by Re z1 . . . zn = Re(z1 . . . zn) and Imz1 . . . zn = Im(z1 . . . zn) the
real and the imaginary parts of z1 . . . zn, respectively.
Lemma 2.1. Let u be a smooth solution of (1.1). Assume that one of the following
conditions is satisfied:
(i) β = 0, g(·) 0; or
(ii) |β| 2(a ∧ ε), g(|u|2) |u|4.
Then we have: ∥∥u(t)∥∥2  ‖u0‖2. (2.1)
Proof. Eq. (1.1) is multiplied by u and then we consider its real part, we get that
∂t |u|2 = ε∂2x




(|u|4)+ 2β Im |u|2uux. (2.2)






|ux |2 − 2a
∫
g





∫ (|u|6 + |ux |2), (2.4)
we easily get the result, as desired. 
Lemma 2.2. Let u be a smooth solution of (1.1). Assume that ‖u0‖2  δ for some
sufficiently small δ > 0. Moreover, we assume that one of the following conditions is
satisfied.
(i) β = 0, a  cε for some c > 0, g(·) 0, g′(·) 0; or
(ii) |β| 2(a ∧ ε), a  cε for some c > 0, g(|u|2) |u|4, g′(·) 0.
Then we have: ∥∥ux(t)∥∥2  C, t  0, (2.5)
where C is independent of t  0, ε, a and β , but may depend on ‖u0‖2 and ‖∂xu0‖2.
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ut = 0, (2.6)
where G′(·) = g(·). Taking the inner product for (1.1) with uxx , we preserve the imaginary














Im ε(α + iβ)(|u|2u)
x
uxx. (2.7)























∫ (|ux |2 + G(|u|2))+ ε
∫
|uxx |2 + a
∫ [
g






ut − εuxx + ag
(|u|2)u]= 0. (2.9)
Taking notice of
ut − εuxx + ag
(|u|2)u = −iuxx + ig(|u|2)u − (α − iβ)(|u|2u)x, (2.10)





∫ (|ux |2 + G(|u|2))+ ε
∫







(|u|2)|u|]2 + ∫ Im(|u|2u)
x
[










∣∣2 = 0. (2.11)
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Im |u|2uux + 2A−
∫
Im |u|2uutx = − ddt
∫
Im |u|2uux + 4A +B, (2.13)



















































− 2ε|ux |2 − 2ag
(|u|2)|u|2 + 2 Imβ|u|2uux]. (2.16)






















+ 2ε|ux |2 + 2ag
(|u|2)|u|2 − 2β Im |u|2uux].
(2.17)
Collecting (2.16) and (2.17), we have:
















+ 2ε|ux|2 + 2ag
(|u|2)|u|2 − 2β Im |u|2uux].
(2.18)




















|u|4 + α Imuux
)[−ε(|u|2)
xx
+ 2ε|ux |2 + 2ag
(|u|2)|u|2 − 2β Im |u|2uux].
(2.19)





∫ (|ux |2 + G(|u|2))+ ddt
∫ (3α
4




















(β − εα)uxx + (aα − β)g










(|u|2)|u|2 −2β Im |u|2uux].
(2.20)
First, we consider the case β 	= 0. Since |β| 2(a ∧ ε), a  cε, in view of Hölder’s and
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Suppose that δ > 0 satisfies:
C
(
δ2 + δ4 + δ6) 1
4
. (2.29)





∫ (|ux |2 + G(|u|2))+ ddt
∫ [3
4





− (ε + a)
∫
Reg
(|u|2)uuxx  0. (2.30)












∣∣∣∣ C‖u0‖22‖ux‖22  14‖ux‖22. (2.32)





∫ (|ux |2 + G(|u|2)) 0,
which implies the result.
Next, if β = 0, the proof is easier than the case β 	= 0, we omit the details of proof.
Finally, if ε = a = β = 0, one can easily verify that the estimate (2.5) also holds. 
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Lemma 2.3. Let u be a smooth solution of (1.1). Suppose that the conditions of Lemma 2.2
2 + 2are satisfied. Moreover, we assume that g˜ ∈ C (R ,R), g˜(s) = g(s ). Then we have for
any T > 0,
ε‖uxxx‖2L2x,t∈[0,T ] +
∥∥uxx(t)∥∥2L∞t∈[0,T ]L2x  C(T ), (2.33)
where C(T ) is independent of ε  0, a > 0 and β ∈ R, but may depend on T > 0,
‖u0‖2 + ‖∂xxu0‖2.






|uxx|2, II = ddt
∫
Im |u|2uu3x, III = ddt
∫
Imu2uxuxx. (2.34)








(ε + i)u3x − (α + iβ)
(|u|2u)
xx





























ux + u2uxx + 2u|ux |2
]
. (2.36)
It is easy to see that
2
∫



















(|ux |2)x := −2A− B, (2.38)
2
∫





Re(uuxuxx)xux = 12 (A− B). (2.40)








α(A + B). (2.41)
By (2.35) and (2.41),
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I = −ε
∫













α(A + B). (2.42)
For the sake of convenience, we write:
F(u,ux) = −(a + i)g
(|u|2)u − (α + iβ)(|u|2u)
x
. (2.43)











u2u3x − 2|u|2u3x −

















u2u3x − 2|u|2u3x −





(−2uuxuxx + 2(u|ux |2)x)(εuxx +F(u,ux))+ B − A. (2.45)
Hence, from (2.44) and (2.45) we have:




u2u3x − 2|u|2u3x −
(|u|2u)3x − 2uuxuxx + 2(u|ux |2)x)
× (εuxx +F(u,ux))− 2(A +B). (2.46)
It follows from (2.42) and (2.46) that
I + 5
4
(II + III) = −ε
∫

















u2u3x − 2|u|2u3x −
(|u|2u)3x − 2uuxuxx + 2(u|ux |2)x)
× (εuxx + F(u,ux)). (2.47)
In view of H 1 ⊂ L∞, |β| 2ε, from Lemmas 2.1 and 2.2 we have:

















∣∣∣∣ C(1 + ‖uxx‖22). (2.49)
Analogous to (2.48), we have:
∣∣∣∣
∫ (
u2u3x − 2|u|2u3x −









and similar to (2.49),
∣∣∣∣
∫ (
u2u3x − 2|u|2u3x −







Hence, collecting (2.47)–(2.52), we obtain that












)∣∣∣∣ 15‖uxx‖22 + C, (2.53)




∫ ∣∣u3x(t, x)∣∣2 dx dt  C(t).
Since the constant C in (2.48)–(2.53) depends only on ‖u0‖H 1 , and is independent of
ε, a,β , we easily see that C(t) is also independent of ε, a, β , but may depend on t > 0 and
‖u0‖H 2 . 
Lemma 2.4. Let u be a smooth solution of (1.1). Suppose that the conditions of Lemma 2.3
are satisfied. Moreover, we assume that g˜ ∈ C3. Then we have for any T > 0,
ε‖uxxxx‖2L2x,t∈[0,T ] + ‖uxxx‖
2
L∞t∈[0,T ]L2x
 C(T ), (2.54)
where C(T ) is independent of ε, a and β , but may depend on T > 0 and ‖u0‖H 3 .
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Proof. We denoteI = d
dt
∫
|u3x|2, II = ddt
∫
Im |u|2uu5x. (2.55)








(ε + i)uxx − (α + iβ)
(|u|2u)
x































2 Re |u|2uxxu5x −
∫
Reu5xh(u,ux). (2.57)
We easily see that
−
∫
2 Re |u|2uxxu5x = −
∫

























































2 Reu2uxxu5x + III + IV. (2.59)
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By (2.57) and (2.59),Re
∫
u4x
(|u|2u)3x = −12 (II + III − IV) − 2
∫
Re |u|2u5xuxx. (2.60)
It follows from (2.56) and (2.60) that
I + αII = −2ε
∫










− αIII + αIV −
∫
2α Re |u|2uxxu5x. (2.61)
In view of Lemmas 2.1–2.3 we see that ‖u(t)‖∞  C, t  0, sup0tT ‖ux(t)‖∞  C(T )
(:= C). From (2.58) we have∣∣∣∣
∫
|u|2uxxu5x
∣∣∣∣ C(1 + ‖u3x‖22). (2.62)
By Hölder’s and Sobolev’s inequalities,
|III| + |IV| ε
2
∫











∣∣∣∣C(1 + ‖u3x‖22). (2.64)









We now insert (2.62)–(2.65) into (2.61),







Taking notice of ∣∣∣∣
∫ (|u|2u)u5x
∣∣∣∣C + 12‖u3x‖22, (2.67)
together with Gronwall’s inequality, we immediately get the desired result. 
Lemma 2.5. Let u be a smooth solution of (1.1). Suppose that the conditions of Lemma 2.3





 C(T ), (2.68)
where C(T ) is independent of ε, a and β , but may depend on T > 0 and ‖u0‖Hk .
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Using the same way as in Lemma 2.4 we can prove Lemma 2.5, and the details of proof
are omitted.
3. Proof of Theorem 1.1
As indicated in the introduction, we need to use L∞x L2t∈[0,T ] as a working space to
estimate the convergence rate for solutions of (1.1) and (1.2). For the technical reason, in
view of (1.9) we should estimate the nonlinear term ∂−1x (g(|u|2)u) in the space L1xL2t∈[0,T ].
Unfortunately, it is difficult to deal with the negative derivative ∂−1x , and the perturbation
term ∂−1x (εuxx) also has an ill-behavior in the space L1xL2t∈[0,T ]. To avoid this situation
occurring, we will use L∞x L2t∈[0,T ] ∩ L∞t∈[0,T ]L2x as a working space. First, we establish a
useful lemma.
Lemma 3.1. We have the following inequality:







Proof. We have for any f ∈ C∞(0, T ;S(R)),






































∣∣A∂yf (t, y)∣∣2 dy dt
)1/2
. (3.2)
In view of Minkowski’s inequality,











 T ‖f ‖L2x,t∈[0,T ] . (3.3)
Similarly, ‖A∂xf ‖L2
x,t∈[0,T ]
 T ‖∂xf ‖L2
x,t∈[0,T ]
. The proof is finished. 
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For any T > 0, we denote:X(T ) = L∞x L2t∈[0,T ], Y (T ) = L∞t∈[0,T ]L2x. (3.4)
In view of Lemmas 2.1–2.4,
ε‖u(k+1)x‖2L2x,t∈[0,T ] + ‖ukx‖
2
Y (T ) Ck(T ), k = 0,1,2,3, (3.5)
where we have used the notation u0x = u. For brevity, we assume that Ck(T ) C, C is a
fixed constant that depends only on T > 0 and ‖u0‖H 3 . From the proof of Lemmas 2.1–2.3
we easily see that
‖vkx‖2Y (T )  Ck(T ), k = 0,1,2. (3.5a)
Proof of Theorem 1.1. First, we prove (1.19). Write f (u) = g(|u|2)u. Let η ∈ (0, T ) be a
small number, which will be fixed as follows. We have:
‖u − v‖X(η) 
∥∥S(t)(u0 − v0)∥∥X(η) + ε‖Auxx‖X(η) + a∥∥Af (u)∥∥X(η)
+ |β|∥∥A∂x(|u|2u)∥∥X(η) + ∥∥A[f (u) − f (v)]∥∥X(η)
+ |α|∥∥A∂x(|u|2u − |v|2v)∥∥X(η). (3.6)
By Proposition 1.1,
∥∥S(t)(u0 − v0)∥∥X(η)  c‖u0 − v0‖H˙−1/2 . (3.7)
It follows from Lemma 3.1 that
ε‖Auxx‖X(η)  ηε







+ ∥∥∂xf (u)∥∥L2x,t∈[0,η]). (3.9)
In view of (1.9) in Proposition 1.1 we have:


































∣∣u(t, x)∣∣2 dt dx. (3.11)









∣∣∂t |u|4∣∣dt dx Cη‖ut‖L∞
t∈[0,η]L2x . (3.12)
Since u satisfies (1.1), we easily see that
‖ut‖L∞t∈[0,η]L2x  C sup
t∈[0,η]





∣∣u(t, x)∣∣4 dx Cη. (3.14)
Hence, collecting (3.10)–(3.14), we conclude that
|β|∥∥A∂x(|u|2u)∥∥X(η) Cη|β|. (3.15)
By Lemma 3.1,
∥∥A(f (u) − f (v))∥∥
X(η)
 Cη
∥∥f (u) − f (v)∥∥
L2x,t∈[0,η]
+ Cη∥∥∂x(f (u) − f (v))∥∥L2x,t∈[0,η] . (3.16)
We apply the following identity,



















(u − v) := A + B + C, (3.17)
where wθ := θu + (1 − θ)v. It is easy to see that
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∥∥∥[ 1∫ ( ′( 2) 2 ′′( 2) 2 2 ] ∥∥∥‖∂xB‖L2x,t∈[0,η] = ∥∥
0


























Since ‖u(t)‖∞  C, ‖∂xu(t)‖∞  C, where C is as in (2.5). Due to g′(s), g′′(s)s and
g′′′(s)s2 ∈ C(R+,R), from (3.5) and (3.19) we easily see that
I  Cη1/2‖u − v‖Y (η). (3.20)












∥∥∂x(u − v)∥∥L∞x L2t∈[0,η] . (3.21)









































We have from (3.18), (3.20) and (3.22) that
‖∂xB‖L2
x,t∈[0,η]
 Cη1/2‖u − v‖Y (η) + Cη
∥∥∂x(u − v)∥∥X(η). (3.24)
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Using the same way as in the estimate of ‖∂xB‖L2
x,t∈[0,η]
, we have:‖∂xA + ∂xC‖L2x,t∈[0,η]  Cη
1/2‖u − v‖Y (η) +Cη
∥∥∂x(u − v)∥∥X(η). (3.25)
By (3.17), (3.24) and (3.25),
∥∥∂x(f (u) − f (v))∥∥L2x,t∈[0,η]  Cη1/2‖u − v‖Y (η) + Cη
∥∥∂x(u − v)∥∥X(η). (3.26)
Also, since g(0) = 0, g′(s2)/s ∈ C(R+,R), it is easy to give the corresponding estimate
of ‖f (u) − f (v)‖L2x,t∈[0,η] . We may assume, without loss of generality, that 0 < η < 1.
Collecting (3.16) and (3.26), we immediately get that
∥∥A(f (u) − f (v))∥∥
X(T )
 Cη
(‖u − v‖Y (η) + ∥∥∂x(u − v)∥∥X(η)). (3.27)
Also, following the proof as above, we can deduce that
∥∥A∂x(|u|2u − |v|2v)∥∥X(T )  ∥∥(|u|2u − |v|2v)∥∥L1xL2t∈[0,η]  Cη‖u − v‖X(η). (3.28)
From (3.6)–(3.9), (3.15), (3.27) and (3.28) it follows that
‖u − v‖X(η)  ‖u0 − v0‖H˙−1/2 + Cη
(
ε + a + |β|)
+ Cη‖u − v‖X(η)∩Y (η) + Cη
∥∥∂x(u − v)∥∥X(η). (3.29)
In (3.29) we still need to estimate ‖∂x(u − v)‖X(η). Analogous to (3.6),
∥∥∂x(u − v)∥∥X(η)  ‖u0 − v0‖H˙ 1/2 + ε‖Au3x‖X(η) + a∥∥A∂xf (u)∥∥X(η)
+ |β|∥∥A∂2x (|u|2u)∥∥X(η) + ∥∥A∂x(f (u) − f (v))∥∥X(η)
+ |α|∥∥A∂2x (|u|2u − |v|2v)∥∥X(η). (3.30)
Using Lemma 3.1, we have
ε‖Au3x‖X(η)  εη
(‖u3x‖L2x,t∈[0,η] + ‖u4x‖L2x,t∈[0,η]), (3.31)
a
∥∥A∂xf (u)∥∥X(η)  Caη. (3.32)
In view of Proposition 1.1 we have:
∥∥A∂x(f (u) − f (v))∥∥X(η)  C∥∥f (u) − f (v)∥∥L1xL2t∈[0,η] , (3.33)∥∥A∂2x (|u|2u − |v|2v)∥∥X(η)  C∥∥∂x(|u|2u − |v|2v)∥∥L1xL2t∈[0,η] . (3.34)
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Using a similar way as above, we may get that
∥∥A∂x(f (u) − f (v))∥∥X(η)  Cη‖u − v‖X(η). (3.35)∥∥A∂2x (|u|2u − |v|2v)∥∥X(η)  Cη(‖u − v‖X(η) + ∥∥∂x(u − v)∥∥X(η)). (3.36)
Indeed, we can use the same ideas as in (3.11)–(3.15) to get (3.35) and (3.36). Similarly,
|β|∥∥A∂2x (|u|2u)∥∥X(η)  C|β|η. (3.37)
Summarizing the estimates as above, we can obtain that
∥∥∂x(u − v)∥∥X(η) C‖u0 − v0‖H˙ 1/2 + Cη(ε + a + |β|)+ Cηε∥∥u4x(t)∥∥L2x,t∈[0,η]
+Cη‖u − v‖X(η)∩Y (η) + Cη
∥∥∂x(u − v)∥∥X(η). (3.38)
By (3.29) and (3.38) we have:
‖u − v‖X(η) +
∥∥∂x(u − v)∥∥X(η)  C‖u0 − v0‖H˙−1/2∩H˙ 1/2 + Cη(ε + a + |β|)
+ Cη(‖u − v‖X(η)∩Y (η) + ∥∥∂x(u − v)∥∥X(η))
+ Cηε∥∥u4x(t)∥∥L2x,t∈[0,η] . (3.39)
Taking notice of (3.5), we immediately get that
‖u − v‖X(η) +
∥∥∂x(u − v)∥∥X(η)  C‖u0 − v0‖H˙−1/2∩H˙ 1/2 + Cη(ε1/2 + a + |β|)
+ Cη(‖u − v‖X(η)∩Y (η) + ∥∥∂x(u − v)∥∥X(η)). (3.40)
Since
‖w‖Y (η) 
∥∥D−1/2x w∥∥Y (η) + ∥∥D1/2x w∥∥Y (η), (3.41)
it suffices to give the estimates of ‖D−1/2x (u − v)‖Y (η) and ‖D1/2x (u − v)‖Y (η) . We have
from L1 ⊂ H˙−1/2 that
∥∥D−1/2x (u − v)∥∥Y (η)  C‖u0 − v0‖H˙−1/2 + Cηε∥∥D3/2x u∥∥Y (η) + Cηa∥∥f (u)∥∥L∞t∈[0,η]L1x
+ Cη|β|∥∥D1/2x (|u|2u)∥∥Y (η) + C∥∥f (u) − f (v)∥∥L1x,t∈[0,η]




∣∣g(s2)s−1∣∣C(N), ‖u‖L∞t∈[0,η]L∞x  C, (3.43)
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∥∥D1/2x (|u|2u)∥∥Y (η) C‖u‖2L∞t∈[0,η]L∞x ∥∥D1/2x u∥∥Y (η)  C, (3.45)∥∥f (u) − f (v)∥∥
L1x,t∈[0,η]
 Cη‖u − v‖L∞t∈[0,η]L2x . (3.46)
Similarly,





Taking notice of (3.41), we have from (3.42), (3.44)–(3.47) that
∥∥D−1/2x (u − v)∥∥Y (η)  C‖u0 − v0‖H˙−1/2 + Cη(ε + a + |β|)
+ Cη(∥∥D−1/2(u − v)∥∥
Y (η)




We now estimate ‖D1/2(u − v)‖Y (η). By (1.10) we have:
∥∥D1/2x (u − v)∥∥Y (η)  C‖u0 − v0‖H˙ 1/2 + Cηε∥∥D5/2x u∥∥Y (η) + Cηa∥∥D1/2x f (u)∥∥L1t∈[0,η]L2x
+ Cη|β|∥∥D3/2x (|u|2u)∥∥L1
t∈[0,η]L2x




+ C∥∥∂x(|u|2u − |v|2v)∥∥L1xL2t∈[0,η] . (3.49)
It is easy to see that
ηε





η|β|∥∥D3/2x (|u|2u)∥∥L1t∈[0,η]L2x  Cη|β|‖u‖2L∞x,t∈[0,η]
∥∥D3/2x u∥∥L∞t∈[0,η]L2x  Cη|β|. (3.52)
Using the same way as above, we can conclude that




 Cη‖u − v‖X(η), (3.53)∥∥∂x(|u|2u − |v|2v)∥∥L1xL2t∈[0,η]  Cη(‖u − v‖X(η) +
∥∥∂x(u − v)∥∥X(η)). (3.54)
Whence, it follows from (3.49)–(3.54) that
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∥∥D1/2x (u − v)∥∥Y (η)  C‖u0 − v0‖H˙ 1/2 + Cη(ε + a + |β|)
+ Cη(‖u − v‖X(η) + ∥∥∂x(u − v)∥∥X(η)). (3.55)
Observing (3.40), (3.41), (3.48) and (3.55), we have:
∥∥D−1/2x (u − v)∥∥Y (η) + ∥∥D1/2x (u − v)∥∥Y (η) + ‖u − v‖X(η) + ∥∥∂x(u − v)∥∥X(η)
 C‖u0 − v0‖H˙−1/2∩H˙ 1/2 + Cη
(
ε1/2 + a + |β|)
+ Cη(‖u − v‖X(η) + ∥∥∂x(u − v)∥∥X(η))
+ Cη(∥∥D−1/2x (u − v)∥∥Y (η) + ∥∥D1/2x (u − v)∥∥Y (η)). (3.56)
Assume that η satisfies Cη  1/2. (3.56) implies that
∥∥D−1/2x (u − v)∥∥Y (η) + ∥∥D1/2x (u − v)∥∥Y (η) + ‖u − v‖X(η) + ∥∥∂x(u − v)∥∥X(η)
 2C‖u0 − v0‖H˙−1/2∩H˙ 1/2 +
(
ε1/2 + a + |β|). (3.57)
We may assume, without loss of generality that [0, T ] = ⋃Kk=1[(k − 1)η, kη] for some
K ∈ N. Now we extend the estimate (3.57) from time interval [0, η] to [η,2η], [2η,3η], . . . .
We can rewrite (1.4) and (1.5) as




S(t − τ )[−εuxx + (a + i)g(|u|2)u + (α + iβ)(|u|2u)x](τ )dτ, (3.58)
v(t) = S(t − τ )v(η) −
t∫
η





X(kη) = L∞x L2t∈[(k−1)η,kη], Y (kη) = L∞t∈[(k−1)η,kη]L2x. (3.60)
In view of (3.5), we see that ε‖u(k+1)x‖2
L2x,t∈[η,2η]
+ ‖ukx‖2Y (2η) could have the same upper
bound as ε‖u(k+1)x‖2
L2x,t∈[0,η]
+ ‖ukx‖2Y (η). Applying (3.57), we can repeat the procedure
above to show that





ε1/2 + a + |β|)
 C2‖u0 − v0‖H˙−1/2∩H˙ 1/2 + (1 + C)
(
ε1/2 + a + |β|). (3.61)
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Repeating the procedure above, we can extend the estimate as in (3.59) from X(2η) ∩
Y (2η) to X(3η)∩ Y (3η), . . . and obtain that
∥∥D−1/2x (u − v)∥∥Y (kη) + ∥∥D1/2x (u − v)∥∥Y (kη) + ‖u − v‖X(kη) + ∥∥∂x(u − v)∥∥X(kη)
 Ck‖u0 − v0‖H˙−1/2∩H˙ 1/2 + kCk−1
(
ε1/2 + a + |β|), (3.62)
k = 1,2, . . . ,K , which implies (1.19), as desired.
Noticing that if u0 ∈ H 4, then we have from Lemma 2.5 that sup0tT ‖u4x(t)‖2 
C(T ). So, in (3.38)–(3.40), (3.56), (3.57), (3.61) and (3.62), we may substitute Cε1/2 by
Cε as the upper bound of ε‖u4x‖L2x,t . The proof of the left part of (1.20) is the same as that
of (1.19). The proof of Theorem 1.1 is finished. 
4. Well-posedness results
The well posedness of the derivative CGL equation was established in [11,12,28,35,37].
We present here the existence and uniqueness results, which contain the case that the
nonlinearity is an exponential function, say g(s) = µ(eλs − 1).
Theorem 4.1. Let ε > 0, a > 0, u0 ∈ Hk , k ∈ N. Assume that g(s2)s ∈ Ck(R+,R). Then
there exists a T ∗ > 0 such that (1.1) has a unique solution u ∈ Cloc(0, T ∗;Hk). Moreover,




 Ct−k/2‖ϕ‖2, k = 0,1, (4.1)
and H 1 is a Banach algebra, the proof of Theorem 4.1 proceeds in a standard way, the
details of proof are omitted; cf. [10,11,37]. On the basis of Theorem 4.1 and the energy
estimates in Section 2, we have:
Theorem 4.2. Assume that the conditions of Theorem 4.1 and Lemma 2.2 are satisfied.
Then (1.1) are globally well-posed in Cloc(R+,H k).
The result of Theorem 4.2 is not sharp, but it is enough for our Theorem 1.1. We now
consider the well-posedness of Eq. (1.2). In [18], the gauge transformation technique was









and ϕ = G(|u|2)u, ψ = G(|u|2)(ux − iα2 |u|2u), we get that (1.3) is equivalent to the
following system (cf. [31]),
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i∂tϕ + ∂2ϕ = −iαϕ2ψ + g
(|ϕ|2)ϕ, (4.3)i∂tψ + ∂2ψ = −iαψ2ϕ +
(
g
(|ϕ|2)+ g′(|ϕ|2)|ϕ|2)ψ + g′(|ϕ|2)ϕ2ψ. (4.4)
Since the nonlinearities in (4.3) and (4.4) contain no derivative term, we can use a standard
way to get that (4.3) and (4.4) are locally well-posed in the energy space. Using the energy
estimates in Section 2, we have:
Theorem 4.3. Let v0 ∈ H 2 and ‖v0‖2  δ for some δ > 0. Suppose that g(·) satisfies the
conditions of Theorem 1.1. Then (1.2) is globally well-posed in Cloc(R+,H 2).
In the case g(·) ≡ 0, the well-posedness of (1.2) with rough initial data (v0 ∈ Hs with
‖v0‖2  δ, s > 1/2) has been extensively studied; cf. [7] and references therein. But it
seems difficult to generalize our Theorem 1.1 to the case that initial data have lower
regularity.
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