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La Tesis Doctoral “Integración de sensores en plataformas UAV para 
aplicaciones geomáticas”, presentada por David Roca Bernárdez, es 
resultado de un proceso investigador llevado a cabo por el doctorando a lo 
largo de varios años, rematado por la materialización de sus avances 
científicos en forma de desarrollo comercial, un UAV con sensor LiDAR 
integrado al que se suma el software necesario para el procesado de los 
datos de posicionamiento y geometría tridimensional adquiridos de cara a 
la generación de nubes de puntos 3D aéreas. La etapa final de esta tesis ha 
sido desarrollada en el marco del proyecto “UFOREST”, en el que la 
empresa INGENIERIA INSITU S.L., con la cual el doctorando tiene 
contrato vigente desde el año 2015, ha participado como entidad 
colaboradora. 
Las plataformas aéreas no tripuladas (Unmanned Aerial Vehicles, UAVs) 
aparecieron al comienzo de los años 10 de este siglo como alternativa 
interesante para la adquisición de datos geomáticos desde una perspectiva 
novedosa hasta el momento, permitiendo la captura de datos de zonas no 
accesibles o con accesibilidad limitada por parte de un operador, así como 
con una resolución espacial y temporal inalcanzable por parte de las 
plataformas aéreas existentes hasta ese momento.  
Por tanto, los desarrollos presentados en la presente Tesis Doctoral 
constituyen un estudio completo de las capacidades de las plataformas 
aéreas no tripuladas para la geomática, tanto desde el punto de vista de los 
sensores de adquisición de datos como desde el punto de vista de las 
aplicaciones. Así, en la tesis se incluyen desde la más tradicional 






integración de cámara fotográfica en la plataforma UAV para el procesado 
fotogramétrico de las imágenes y generación del Modelo Digital del 
Terreno tridimensional, hasta la aplicación más innovadora, de integración 
de un sensor LiDAR para la adquisición directa de datos en tres 
dimensiones. Asimismo, como sensor complementario y de especial 
interés para estudios energéticos y de usos del terreno, se incluye entre los 
resultados de la tesis la integración de cámaras termográficas en la 
plataforma UAV.  
Las nuevas contribuciones científicas, así como los resultados, han sido 
presentados en cuatro artículos científicos, sujetos a procesos de revisión 
por pares y publicados en revistas de prestigio en el ámbito de la ingeniería, 
la geomática y la instrumentación, todas indexadas en la base de datos 
Journal Citation Report (JCR) (3 revistas en el segundo cuartil, Q2 y una 
revista en el cuarto cuartil, Q4). Todos los desarrollos presentados son 
originales, y de elevada novedad en el momento de su publicación, tal y 
como se puede ver por el elevado número de citas recibidas por los 
artículos donde se presentan.  
Asimismo, los resultados fueron objeto de cuatro patentes de invención, 
de las cuales David Roca Bernárdez es coinventor, mostrando sus 
capacidades de transferencia de conocimiento.  
Sin embargo, el hecho que respalda definitivamente las capacidades para 
la transferencia de conocimiento y tecnología entre actividades de 
innovación y el mercado, es el desarrollo por parte de David Roca 
Bernárdez, de una plataforma UAV para la adquisición de datos 
tridimensionales a través de un sensor LiDAR integrado. Este proyecto de 
investigación industrial se trata del primer sistema de este tipo en el 
mercado diseñado y fabricado en España, consta de un desarrollo 
hardware-software completo, desde la integración de los sensores en la 
plataforma hasta el desarrollo de algoritmos y software de procesado de 
datos para la generación de la nube de puntos tridimensional 
georreferenciada. 
La Tesis Doctoral se completa con una sección de Conclusiones y Trabajo 
Futuro en la que se muestran las principales contribuciones de la tesis y las 







recomendaciones de mejora del trabajo desarrollado para su 
perfeccionamiento.  
Por tanto, la Tesis Doctoral “Integración de sensores en plataformas UAV 
para aplicaciones geomáticas”, realizada por David Roca Bernárdez, se 
ajusta, de modo óptimo, a las condiciones requeridas para ser presentada 
en formato “Compendio de Publicaciones”, así como a ser candidata a 
“Mención Industrial”, dado que presenta resultados originales más que 
suficientes de acuerdo a los requisitos y reglamentos establecidos por la 
Universidad de Salamanca y Artículo 15 bis del RD 195/2016 publicado 
en el BOE del 3 de Junio de 2016 sobre Mención Industrial en el título de 
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Los vehículos aéreos no tripulados (del inglés UAV, Unmanned Aerial 
Vehicles) están sufriendo una profunda evolución en el ámbito civil que 
abre su uso a un amplio abanico de sectores, haciendo posible su empleo 
para gran cantidad de aplicaciones. En este contexto, el uso de UAVs está 
evolucionando, siendo usados como instrumento que permite portar 
diferentes cargas de pago para adquirir datos desde un punto de vista aéreo, 
hecho que hasta el momento era complicado de conseguir en términos 
económicos y técnicos. 
La adquisición de datos con estos equipos generalmente trae a la par un 
aumento del valor añadido con mejora en calidad, resolución y precisión, 
lo que propicia el desarrollo de nuevas aplicaciones que no eran factibles 
anteriormente. En este sentido, tecnologías como la fotogrametría, la 
termografía y el LiDAR aéreos, están sufriendo la evolución y adaptación 
que trae de la mano el nacimiento de nuevos productos y técnicas de 
tratamiento de datos que mejoran sustancialmente las posibilidades 
existentes hasta la fecha.  
De forma específica, esta tesis arranca con el objetivo inicial de estudiar y 
analizar las posibilidades que ofrecen tecnologías como la termografía, la 
fotogrametría y el LiDAR usando un UAV como plataforma portante, para 
posteriormente desarrollar la integración de estos nuevos sensores y diseño 
de sus protocolos de captura. Las líneas de investigación de esta tesis no 
se restringen únicamente a la integración de sensores, si no que incluyen 
además el análisis de los datos obtenidos y el desarrollo de nuevas 
metodologías para el tratamiento de los mismos, así como la creación de 
nuevas técnicas que permiten resolver problemas concretos en el campo 
de la ingeniería civil, eficiencia energética, gestión forestal y 
mantenimiento de infraestructuras. De este modo, la presente Tesis 
Doctoral se enmarca principalmente dentro de las ciencias tecnológicas y, 
de forma más específica, la tecnología industrial y la tecnología de 
instrumentación, evidenciado en las integraciones de sensores 






desarrolladas, pero también en áreas de aplicación, fundamentalmente de 
la ingeniería civil, acreditado por los métodos propuestos para resolver 
problemáticas concretas. 
El trabajo de investigación comienza con el análisis de la propia tecnología 
de los UAVs, seguido del estudio de tres tecnologías, termografía, 
fotogrametría y LiDAR, a partir de las cuales se definen metodologías y 
protocolos de captura sobre plataformas UAV, que permiten el desarrollo 
de nuevas aplicaciones de tratamiento de datos en diferentes campos de las 
ciencias, manifestado con la publicación de cuatro artículos científicos. 
Finalmente, fruto de la transferencia de conocimiento, se marca el hito que 
otorga mayor interés y valor a esta Tesis Doctoral, consistente en el diseño 
y desarrollo de un sistema que integra las tecnologías y sensores con las 
que se ha trabajado en el período de investigación, en forma de equipo 
multisensor, con capacidad para recoger datos LiDAR desde plataformas 
UAV, acompañado con imágenes RGB y multiespectrales, en forma de 
equipo comercializable de bajo coste con software de tratamiento de datos. 
Por último, se presentan cuatro patentes de modelos de utilidad producto 
de las necesidades detectadas en el trabajo realizado con plataformas UAV 











Unmanned Aerial Vehicles (UAV) present a profound evolution in the 
field of civil applications, which allows their use in a wide variety of fields 
and applications. In this context, the use of UAVs is in continuous growth, 
being used as a tool that allows carrying different payloads. These 
payloads are usually sensors that can acquire data from an aerial point of 
view, which was difficult to achieve due to economic and technical 
limitations. Data acquisition from UAV comes with the added value of the 
improvement in quality, resolution and precision, encouraging the 
development of new applications that were not feasible before. Thus, 
techniques such as aerial photogrammetry, infrared thermography and 
LiDAR are undergoing the evolution and adaptation provoked by the 
appearance of new product and data processing techniques that improve 
substantially the possibilities existing up to date.  
In particular, this thesis starts with the first objective of studying and 
analyzing the possibilities offered by technologies such as infrared 
thermography, photogrammetry and LiDAR using an UAV as carrying 
platform. Subsequently, the integration of the sensors mentioned and the 
design of acquisition protocols is determined as second objective of the 
thesis. However, the research lines of this thesis are not limited to sensor 
integration, but the processing of data acquired is also covered. New 
techniques are developed for data processing and for the analysis of 
specific problems in the fields of civil engineering, energy efficiency, 
management of forest and infrastructure maintenance. In this way, the 
Doctoral Thesis belongs to the field of technological sciences, and 
particularly, to the fields of industrial technology and instrumentation. The 
classification within these fields is shown by the implementation of sensor 
integrations and in the areas of application, mainly civil engineering, 
certified by the resolution of particular problems with methodologies 
proposed within this thesis. 
The research starts with the analysis of the UAVs technology, followed by 
the study of three technologies: infrared thermography, photogrammetry 
and LiDAR. These technologies are the basis for the definition of 
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acquisition methodologies and protocols from UAV platform. These data 
acquisitions from an aerial point of new allow the development of new 
applications for the data in different fields. The implications of these 
advances are shown in the publication of four scientific papers.  
Finally, the transfer of the knowledge created with this thesis is 
materialized with the main contribution of the thesis to society and the 
scientific field, consisting on the design and development of a system 
integrating all the technologies studied during the doctoral period.  In 
particular, the product is a multisensor UAV platform, with capacity to 
acquire LiDAR data, together with RGB and multispectral imagery. The 
system is a marketable device, low-cost, that can be sold with the software 
for data processing. Last, four patents of utility models are presented. 
These patents are the result of covering the needs detected during the work 
with UAV platforms and consist of the technological solutions developed 
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1. INTRODUCCIÓN
Los vehículos aéreos no tripulados (UAV) han sufrido un fuerte desarrollo 
durante los últimos años y se estima que su crecimiento seguirá 
aumentando en las próximas décadas de forma exponencial. Su uso en 
aplicaciones civiles ha ido evolucionando progresivamente por delante de 
la legislación que los regula (Ministerio de Fomento, 2018) (Martinez & 
Cardona, 2018). En general, el bajo coste y la evolución constante de los 
equipos comerciales hacen que estos sean usados como portadores de 
sensores y equipos que generan información de diferente tipología, desde 
simples cámaras de vídeo (Mademlis, Mygdalis, Nikolaidis, & Pitas, 2018) 
hasta sofisticados conjuntos de sensores para obtener datos del terreno 
(van der Sluijs, Kokelj, Fraser, Tunnicliffe, & Lacelle, 2018), la atmósfera 
(Zhu, y otros, 2019) o los medios fluvial/marino (Gebrehiwot, Hashemi-
Beni, Thompson, Kordjamshidi, & Langan, 2019) (Baek, Won Seo, Song 
Kim, & Nelson, 2019). El UAV es la herramienta clave en el desarrollo de 
esta Tesis Doctoral, el instrumento empleado para portar sensores que 
obtienen información destinada a generar nuevas aplicaciones en sectores 
de la cartografía, energía, construcción y gestión forestal, así como 
extender su uso con nuevas técnicas de tratamiento de los datos obtenidos. 
Así, el UAV es el elemento común sobre el que se desarrollan las dos 
líneas de trabajo llevadas a cabo en esta Tesis Doctoral: la de carácter 
científico-investigador y la de carácter técnico-industrial. 
La línea científico-investigadora se centra en el desarrollo de aplicaciones 
y metodologías para el uso, procesado y puesta en valor de la información 
aportada por sensores montados en UAV, mediante la integración de 
nuevos equipos en la plataforma y el tratamiento de los datos aportados 
por estos. En concreto, el trabajo se centra en el uso de sensores 
fotográficos RGB para la obtención de información cartográfica de detalle; 
sensores termográficos para la obtención de información en la banda del 
espectro del infrarrojo térmico; y sensores LiDAR para la obtención de 
información geométrica en tres dimensiones, proporcionando además 
Integración de sensores en plataformas UAV para aplicaciones geomáticas 
28 
nuevas técnicas para el tratamiento de la información adquirida y abriendo 
las puertas a nuevas aplicaciones. 
La línea técnico-industrial, llevada a cabo en la etapa final de la misma, 
tiene como objetivo el desarrollo de un nuevo producto comercial, desde 
la etapa de diseño hasta la puesta en mercado, usando el conocimiento 
previo y las tecnologías empleadas en la etapa investigadora. En concreto, 
se desarrolla un sistema de bajo coste para la generación de cartografía 
tridimensional con información espectral basado en la integración de 
tecnología GNSS, sensores inerciales, sensores LiDAR y cámaras RGB y 
multiespectrales en plataformas UAV. 
El objetivo de este capítulo es servir de introducción a esta Tesis Doctoral 
desarrollando el estado del arte de las tecnologías involucradas, 
exponiendo las hipótesis de trabajo, marcando los objetivos y presentando 
la organización de la misma. 
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1.1. Estado del arte 
1.1.1. Vehículos aéreos no tripulados 
Los vehículos aéreos no tripulados (UAVs) son aeronaves que no 
requieren de un piloto a bordo, pudiendo ser autónomos o pilotados de 
forma remota, y que disponen de sistemas de control y estabilización de 
vuelo y sistema de comunicaciones para monitorizar, controlar o 
programar misiones (Dirección General de Desarrollo Rural y Política 
Forestal - AESA, 2017). Además, suelen disponer de diferentes actuadores 
para operar la carga de pago, tanto de forma remota como de forma 
autónoma (Pastor, López, & Royo, UAV Payload and Mission Control 
Hardware/Software Architecture, 2007). 
El primer uso registrado de un artefacto previo al UAV quizás sea el uso 
de globos aerostáticos para portar armamento militar en 1849 y el uso de 
cometas para portar cámaras y estudiar los movimientos enemigos en el 
año 1898. En el siglo XX, a través de las diferentes guerras, los UAVs se 
fueron evolucionando, pasando de ser usados como simples dianas para 
probar torpedos a ser aeronaves pilotadas de forma remota para 
prácticamente cualquier propósito militar (Eisenbeiss, 2004). Fuera de esta 
industria, a partir del año 2004 empieza su desarrollo para aplicaciones 
civiles, en las que esta tecnología comienza a tener una evolución y un 
impacto en el mercado, siendo el año 2010 el que marca el punto de 
despegue (Martinez & Cardona, 2018). 
Dentro del ámbito civil, las aeronaves se pueden clasificar en base a 
diferentes criterios, siendo uno de los más estandarizados su clasificación 
en aeronaves de despegue vertical, donde las más comunes son las de ala 
rotatoria, y las aeronaves que no puede realizar un despegue vertical, 
donde las más comunes son las de ala fija (Korchenko & Illyash, 2013). 
Independientemente de la clasificación, un UAV está generalmente 
compuesto de un sistema de control interno, un sistema de navegación, un 
sistema de comunicaciones y una carga de pago.  
El sistema de control interno generalmente está compuesto por un sistema 
inercial, formado por acelerómetros y giroscopios, que obtienen la actitud 
de la aeronave en base a las aceleraciones y rotaciones sobre sus ejes 
Integración de sensores en plataformas UAV para aplicaciones geomáticas 
30 
(Bristeau, Callou, Vissière, & Petit, 2011). Este sistema posibilita la 
estabilización de la aeronave permitiendo actuar sobre superficies móviles, 
en general alerones en aeronaves de ala fija y rotores, conjunto hélice-
motor, en aeronaves de ala rotatoria, mediante filtros de realimentación 
que de forma continua actúan sobre estos (Dydek, Annaswamy, & 
Lavrestky, 2013) (Johansen, Cristofano, Sorensen, Hansen, & Fossen, 
2015). Complementariamente a los acelerómetros y giróscopos se suelen 
añadir sensores de presión, para mantener la estabilización en altura, tubos 
de Pitot, en aeronaves de ala fija para medir la velocidad relativa respecto 
al viento, magnetómetros para orientación con respecto al norte magnético 
y sistemas GNSS, que complementando el sistema de control con el 
sistema de navegación, permiten a la aeronave conocer permanentemente 
su posición (Sun, Zeng, Liu, & Dai, 2018). Por su parte, el sistema de 
navegación, posibilita la realización de misiones autónomas guiando la 
aeronave hacia puntos prefijados atendiendo a diferentes parámetros 
establecidos como velocidad, rumbo y orientación (Hernández-López, 
Felipe-García, González-Aguilera, & Arias-Pérez, 2013). 
El sistema de comunicaciones sirve para la operación del UAV desde una 
estación de tierra, siendo el canal de intercambio de comandos de control 
y telemetría del equipo (Agogino, Parker, & Tumer, 2012). En la estación 
de tierra, puede haber otros elementos como pueden ser el sistema de 
lanzamiento o recuperación u otras interfaces de control, normalmente de 
la carga de pago. 
En general, la integración y control de la carga de pago puede ser realizado 
haciendo uso del propio sistema de control de la aeronave o mediante un 
sistema externo (Pastor, López, & Royo, UAV Payload and Mission 
Control Hardware/Software Architecture , 2007). En el primer caso, el 
UAV debe estar preparado para facilitar el uso de señales de control y 
buses de comunicación a través de las que el integrador pueda recibir 
información y comandos de acciones a ejecutar por la carga de pago y 
enviar, si fuese necesario, información de la carga de pago a través del 
sistema de control del UAV a la estación base. En el segundo caso, la 
propia carga de pago lleva incorporado un sistema de comunicaciones de 
forma que el control puede realizarse directamente desde la estación base 
por un canal diferente al de la propia aeronave. 






En relación al uso, dependiendo de la tipología y de la propia performance 
de la aeronave, los vuelos pueden estar limitados por el peso máximo al 
despegue y, con esto, el peso máximo de la carga de pago, las condiciones 
meteorológicas, y muchos otros factores que se deben analizar en función 
del tipo de aeronave. Además, fuera de las propias características técnicas 
y debido al aumento de su uso en aplicaciones civiles, los diferentes 
gobiernos se han visto en la obligación de legislar conforme a esta materia, 
estableciéndose leyes que regulan su uso en distintos tipos de escenarios y 
la habilitación de los operadores para la realización de operaciones de 
actividades aéreas especializadas o la realización de vuelos experimentales 
(Real Decreto 1036/2017, 2017). 
 
1.1.2. Termografía 
La termografía infrarroja es la técnica que permite medir la temperatura de 
los cuerpos a distancia, en base a la intensidad de la radiación emitida por 
los mismos en la banda del infrarrojo térmico (entre 7 y 14 µm de longitud 
de onda). Se basa en el hecho de que todos los cuerpos a temperaturas por 
encima de 0K (cero absoluto) emiten radiación en la banda del infrarrojo 
térmico debido a la vibración de las moléculas que los conforman: a mayor 
temperatura, mayor vibración de las moléculas y por tanto mayor 
intensidad de radiación recibida por el sensor (Lagüela, Díaz-Vilariño, & 
Roca, 2016) (Lagüela, Susana, 2014).  
La medición de la radiación infrarroja se realiza con sensores 
termográficos, montados en cámaras para su protección. Estos sensores 
pueden ser refrigerados o no refrigerados, en función de si van equipados 
con un sistema de refrigeración en la cámara (Rajic & Street, 2015). Los 
primeros son más precisos, pero más pesados, mientras que los no 
refrigerados, aunque presentan menos precisión (típicamente, 2ºC) son los 
comúnmente empleados para la adquisición de datos termográficos desde 
plataformas móviles. Los sensores termográficos no refrigerados son de 
silicio amorfo u óxido de vanadio.  
Para que la medición de temperaturas con cámara termográfica sea válida, 
han de tenerse en cuenta ciertos parámetros que influyen tanto en la 






radiación emitida por el cuerpo, como en la radiación recibida por el 
objeto. Estos son la emisividad del cuerpo y la atenuación de la atmósfera, 
respectivamente (Hamrelius, 1992).  
La emisividad se define como la capacidad de un cuerpo de emitir 
radiación infrarroja en base a su temperatura. Es el parámetro opuesto a la 
reflectividad, que es la capacidad de un cuerpo de reflejar la radiación que 
recibe del entorno, de tal modo que la radiación que recibe la cámara 
termográfica del mismo no se debe a su temperatura, sino a la temperatura 
de los cuerpos del entorno (McIntosh & Huff, 2018). Así, el valor de 
emisividad del cuerpo debe tenerse en cuenta para hacer la conversión de 
intensidad de la radiación recibida por la cámara a temperatura.  
El cálculo de la temperatura de un cuerpo a partir de la radiación que este 
emite en la banda de infrarrojo térmico se realiza con la Ley de Stefan-
Boltzmann, que relaciona la radiación recibida, en forma de energía, con 
la cuarta potencia de la temperatura, a través de una constante, conocida 
como la constante de Stefan-Boltzmann:  
𝐸 =  𝜎 ∗ 𝑇4 
Donde 𝐸 es la radiación térmica en W/m2, 𝜎 es la constante de Stefan-
Boltzmann y tiene un valor de 5.67·10-8 W/m2K4, y 𝑇 es la temperatura 
absoluta de la superficie, en K.  
La Ley de Stefan-Boltzmann está formulada para cuerpos ideales, como 
un cuerpo negro, que emiten toda la radiación que reciben. En el caso de 
los cuerpos reales, también llamados cuerpos grises, estos no emiten toda 
la radiación recibida, sino que parte de esta es reflejada por su superficie, 
sin afectar a su estado térmico. Para adecuar el cálculo de la temperatura 
de los cuerpos reales, se introduce el término de emisividad en la ecuación, 
𝜀, de manera que la Ley de Stefan-Boltzmann adaptada a cuerpos reales 
sería:  
𝐸 =  𝜀 ∗ 𝜎 ∗ 𝑇4 
 






La atmósfera absorbe radiación infrarroja y emite su propia radiación, en 
función de su estado de temperatura y humedad relativa. En condiciones 
normales de temperatura y humedad, y distancias de 1-2 m típicas en 
inspecciones realizadas por un operador, la atenuación de la atmósfera 
puede considerarse despreciable. Sin embargo, en adquisiciones desde 
UAV, en las que la distancia entre el cuerpo medido y el sensor es más 
elevada, el efecto de atenuación de la atmósfera sí debe tenerse en cuenta, 
para compensar la radiación recibida (Guo, y otros, 2019).  
 
1.1.3. Fotogrametría aérea 
La fotogrametría es la técnica por medio de la cual es posible obtener 
representaciones 3D del terreno u objetos a partir de fotografías. La 
fotogrametría aérea es la rama de la fotogrametría que se realiza con 
fotografías tomadas desde el aire, generalmente desde aeronaves y en la 
actualidad se están introduciendo los UAVs como plataforma de 
adquisición de este tipo de datos (Jaud, y otros, 2019) (Padró, y otros, 
2018) (Akturk & Oguz Altunel, 2018). Además, en los últimos años, con 
la evolución de la capacidad de procesado de los ordenadores y los avances 
en las técnicas de visión computacional, la evolución experimentada por 
la fotogrametría digital aérea permite la obtención de datos espaciales de 
gran calidad y precisión a precios muy reducidos. 
La primera fase del proceso fotogramétrico es la orientación, distinguiendo 
entre la orientación interna y externa. En la orientación interna se 
reconstruye la forma del haz perspectivo definidos por los puntos imagen 
y el centro de proyección, tarea para la cuál será necesario conocer o 
estimar los parámetros de calibración interna de la cámara, esto es, 
distancia focal, punto principal y función de distorsión (Arias, Pedro, 
2003) (Luhmann, Robson, Kyle, & Harley, 2006). La orientación externa 
se divide en dos fases, la orientación relativa donde los haces perspectivos 
se orientan entre sí usando puntos homólogos y la orientación absoluta, 
donde los haces perspectivos, una vez orientados entre sí, se sitúan con 
respecto al objeto mediante el uso de los puntos de apoyo. Para la 
orientación relativa se parte del principio de colinealidad, que indica que 
el centro óptico de la cámara, el punto de la imagen y el punto del terreno 
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al que representa, están en la misma línea. Partiendo de esto, y del trazado 
de líneas para diferentes puntos de la imagen y sus correspondencias en el 
terreno, se resuelve el problema de resección espacial. 









Donde (𝑥𝑎, 𝑦𝑎, −𝑓) son las coordenadas imagen del punto, al que se asigna 
la distancia focal de la cámara, 𝑓, como tercera dimensión; 𝜆 es una 
constante que indica la proporcionalidad entre los vectores, y (𝑋𝐴 −  𝑋0, 
𝑌𝐴 −  𝑌0, 𝑍𝐴 −  𝑍0) son las coordenadas terreno del punto. 
𝑀 es la matriz de rotación que lleva el sistema de coordenadas terreno a la 
misma posición que el sistema de coordenadas imagen. Es una matriz 3X3, 
que incluye las rotaciones necesarias en los tres ejes.  





𝑚11 =  cos 𝜑 ∗  cos 𝜅 
𝑚12 =  −cos 𝜑 ∗ sin 𝜅 
𝑚13 =  sin 𝜑 
𝑚21 =  cos 𝜔 ∗  sin 𝜅 + sin 𝜔 ∗ sin 𝜑 ∗ cos 𝜅 
𝑚22 =  cos 𝜔 ∗  cos 𝜅 − sin 𝜔 ∗ sin 𝜑 ∗ sin 𝜅 
𝑚23 =  −sin 𝜔 ∗ cos 𝜑 
𝑚31 =  sin 𝜔 ∗ sin 𝜅 − cos 𝜔 ∗ sin 𝜑 ∗ cos 𝜅 
𝑚32 =  sin 𝜔 ∗ cos 𝜅 + cos 𝜔 ∗ sin 𝜑 ∗ sin 𝜅 
𝑚33 =  cos 𝜔 ∗  cos 𝜑 
Siendo ω la rotación sobre el eje X, φ la rotación sobre el eje Y y κ la 
rotación sobre el eje Z. 






En el esquema de trabajo clásico de la fotogrametría aérea digital, una vez 
realizadas las orientaciones, se genera el modelo digital de elevaciones y 
re realiza la ortoproyección. Finalmente, se realiza un control del error 
mediante los puntos de control (Sanz-Ablanedo, Chandler, Rodríguez-
Pérez, & Ordóñez, 2018). 
 
1.1.4. LiDAR 
LiDAR (Light Detection and Ranging) es un sistema compuesto por a) una 
fuente emisora de fotones, generalmente un láser, b) un sistema de 
detección de fotones, c) un circuito contador de tiempo, y d) una óptica 
tanto para el sistema de emisión como de detección, que utiliza la luz 
emitida para medir la distancia y/o propiedades de objetos sobre los que se 
refleja (NGA, 2011). 
Inicialmente los usos más comunes del LiDAR han sido para la medición 
en estático pero, desde su aparición, han ido evolucionando para permitir 
ser instalados en plataformas móviles, inicialmente aeronaves. Estos 
LiDAR aéreos presentaban unas dimensiones y peso elevados que no 
permitían su instalación en aeronaves de baja carga de pago que, con el 
desarrollo de la tecnología de los últimos años se ha traducido una 
considerable reducción de estos parámetros, haciendo estos sensores más 
versátiles para el montaje en plataformas, tanto terrestres y marítimas, 
como aéreas no tripuladas, siendo el caso de los UAVs de menor carga de 
pago (Roca, Armesto, Lagüela, & Díaz-Vilariño, 2014) (Tulldahl & 
Larsson, 2014). 
Dependiendo del tipo de láser empleado, los LiDAR se pueden clasificar 
en: tiempo de vuelo (TOF, Time of Flight) o medición de fase (Riveiro, 
González-Jorge, Conde, & Puente, 2016). Los primeros usan un pulso 
láser corto, registran de forma precisa el tiempo de emisión y el tiempo en 
que el pulso retorna de forma que pueden obtener la distancia a la que se 
encuentra el objeto. Los segundos, emiten un haz láser de forma continua 
y miden la diferencia de fase entre el pulso emitido y el pulso reflejado 
sobre el objeto. Atendiendo al tipo de escaneo, pueden clasificarse en 
lineales, en los que la rotación de un espejo que desvía el haz láser hace 
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que se produzcan líneas de escaneo paralelas sobre el terreno; de zigzag, 
donde un espejo rotatorio de ida y vuelta produce líneas en zigzag sobre el 
terreno; elípticos, en los cuales el haz es desviado por dos espejos que 
producen un patrón de escaneo elíptico; y de fibra óptica, que usan cables 
de fibra óptica para desviar los haces láser. 
Su uso habitual en plataformas en movimiento hace que este instrumento 
tenga que ser acompañado por dos componentes principales, el sistema 
GNSS y el sistema inercial (Puente, González-Jorge, Martínez-Sánchez, 
& Arias, 2013). Frecuentemente, su uso es combinado con diferentes tipos 
de cámaras u otros sensores de captura. Para la generación de nubes de 
puntos 3D a partir de las medidas puntuales del LiDAR y las mediciones 
del sistema GNSS e inercial, estas últimas, normalmente integradas 
mediante filtros de Kalman, es necesario conocer los diferentes sistemas 
de referencia implicados y las ecuaciones de georreferenciación directa. 
Para obtener las coordenadas en el sistema de coordenadas geográfico es 
necesario saber los sistemas de referencia de los diferentes componentes, 
que no están centrados ni alineados con el geográfico, y comprender sus 
interrelaciones. A continuación, se nombran los sistemas de referencia 
básicos, definidos según la integración del sensor en una plataforma tipo 
UAV (NGA, 2011): 
 Sistema referencia del escáner: describe el marco de referencia
del escáner durante la emisión del láser desde el LiDAR hacia el
terreno.
 Sistema de referencia del sensor: describe el marco de referencia
en el que el escáner opera. El sistema de referencia del escáner rota
con los ángulos de escaneo y es coincidente con el sistema de
referencia del sensor cuando estos ángulos son cero.
 Sistema de referencia de plataforma: describe el marco de
referencia de la plataforma de vuelo, donde el sensor es montado y
centrado en la IMU, donde el origen está localizado en el centro de
navegación de la aeronave.
 Sistema de referencia local-vertical: describe el marco de
referencia con respecto al sistema local-vertical. Se obtiene de
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aplicar la medición de la IMU al sistema de referencia de la 
plataforma. 
 Sistema de referencia NED: describe el sistema de referencia
Norte-Este-Abajo con el plano horizontal tangente al elipsoide
geodésico de referencia. La diferencia con el sistema de referencia
local-vertical es el ángulo formado entre la normal del elipsoide y
la normal del vector de gravedad local.
 Sistema de referencia ECEF: describe el sistema de referencia
del elipsoide geodésico cuyo centro coincide con el centro de
masas de la tierra.
Las coordenadas de los puntos LiDAR son el resultado de la combinación 
de las mediciones de los distintos componentes del sistema, obtenidas a 
través del modelo matemático que las relaciona teniendo en cuenta los 
diferentes sistemas de referencia existentes (Habib, Kersting, Shaker, & 
Yan, 2011). A continuación se muestra la ecuación del modelo matemático 
simplificado: 
?⃗?𝐺 =  ?⃗?0 + 𝑅ω,φ,κ?⃗?𝐺 + 𝑅ω,φ,κ𝑅Δω,Δφ,Δκ?⃗?𝐿
donde ?⃗?𝐺 son las coordenadas del punto en el sistema de referencia 
geográfico, ?⃗?0 el vector de coordenadas GPS del sistema de referencia de 
la IMU, 𝑅ω,φ,κ es la matriz de rotación de las mediciones de la IMU, ?⃗?𝐺  es
el vector entre el origen del sistema de referencia de la IMU y el origen del 
sistema de referencia del sensor LiDAR, 𝑅Δω,Δφ,Δκ es la matriz de rotación 
de los ángulos de boresight entre el sistema de referencia de la IMU y el 
sensor LiDAR ?⃗?𝐿 es el vector de coordenadas del punto en el sistema de
referencia del sensor LiDAR. 
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1.2. Hipótesis de trabajo 
En el apartado anterior se ha presentado una breve introducción al estado 
del arte de diferentes tecnologías que permiten la obtención de datos de 
diversa naturaleza y con interés para diferentes tipos de aplicaciones que, 
combinando su uso con plataformas de captura aéreas no tripuladas, 
UAVs, ofrecen un campo de investigación con varias líneas de trabajo 
sobre las que se desarrolla este trabajo de Tesis Doctoral. El presente 
proyecto, se centra en el desarrollo de nuevas fórmulas y protocolos de 
obtención de datos geomáticos de precisión para que, a través de su 
posterior tratamiento, se obtengan resultados y productos de alto valor 
añadido, introduciendo nuevas técnicas y metodologías que resuelven 
nuevos problemas de ingeniería. 
De este modo, para dar respuesta a la investigación llevada a cabo se parte 
de las siguientes hipótesis de trabajo: 
 La introducción de los vehículos aéreos no tripulados en su uso
para aplicaciones civiles posibilita la adquisición de datos desde
puntos de vista aéreos, diferentes a los obtenidos hasta la fecha y
con unos costes reducidos.
 La evolución de los sensores de captura de datos hacen que la
calidad del dato vaya en aumento mientras que el tamaño y coste
de los sensores cada vez sea más reducido, posibilitando el acceso
e integración en aplicaciones de alto valor añadido.
 Es posible desarrollar nuevos protocolos de captura y obtención de
información con la introducción de vehículos aéreos no tripulados
e integración de sensores de bajo coste que aporten datos de
calidad.
 Es posible realizar la integración eléctrica y mecánica de los
diferentes sensores y componentes en las plataformas UAV,
realizando desarrollos embebidos adaptados a cada necesidad
específica.
 Es posible el desarrollo de nuevas técnicas de tratamiento de datos
y obtención de nuevas metodologías de trabajo que solucionen
diferentes problemas de ingeniería que se plantean.
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1.3. Objetivos 
En base al marco de trabajo presentado en los apartados previos, se 
plantean los objetivos de esta Tesis Doctoral, distinguiendo entre los 
objetivos de la etapa científico-investigadora y los objetivos de la etapa 
técnico-industrial. 
El objetivo general de la etapa científico-investigadora es el uso de 
sensores específicos sobre plataformas UAV para el diseño de nuevas 
integraciones y el desarrollo de técnicas de tratamiento de datos que 
aporten valor añadido para su uso en aplicaciones geomáticas. 
Concretamente, los objetivos específicos de esta etapa científico-
investigadora son:  
 Estudiar la tecnología implementada en los UAVs, estudiando ventajas
e inconvenientes para establecer la base de conocimiento que permita
explotar su utilización como plataformas de cargas de pago de sensores
geomáticos.
 Estudiar la técnica termográfica, principios físicos de funcionamiento
y aspectos a tener en cuenta para obtener datos tomados desde UAVs
de forma que puedan ser explotados mediante el uso de tratamientos
específicos.
 Explorar las capacidades de la técnica fotogramétrica sobre UAV para
resolver problemas concretos en ingeniería civil mediante nuevos
desarrollos no contemplados hasta la fecha.
 Conocer los principios de funcionamiento de los sensores LiDAR y las
tecnologías de escaneado existentes en el mercado, de cara a su
montaje en UAVs para una correcta adquisición y procesado de datos
3D.
 Estudiar las ecuaciones matemáticas necesarias para la
georreferenciación directa de los datos obtenidos mediante plataformas
móviles.
 Diseñar metodologías de integración de sensores termográficos en
UAVs, que garanticen la utilidad de los valores de temperatura
medidos para estudios de balance energético, así como en aplicaciones
de gestión de usos del suelo.






 Diseñar metodologías de integración de sensores RGB en plataformas 
UAV que permitan la adquisición de datos adaptada a los 
requerimientos de la estructura en estudio, garantizando elevados 
valores de resolución y precisión. 
 Diseñar la integración de sensores láser, 2D y 3D, en plataformas 
UAV, para la adquisición de datos geométricos de alta resolución y 
precisión. 
 Desarrollar y automatizar algoritmos y nuevas metodologías de 
procesado y tratamiento de datos RGB obtenidos desde UAV para 
aplicaciones en ingeniería civil, forestal, geomática e industria en 
general. 
 Desarrollar estrategias de adaptación de los algoritmos de procesado 
de datos RGB a las características propias de las imágenes 
termográficas (baja resolución espacial y espectral). 
 Generar algoritmos y metodologías de procesado de datos de láser 
escáner, incluyendo el filtrado de datos de posicionamiento y 
orientación del UAV, el refinamiento de la trayectoria, y estrategias de 
proyección de valores de posicionamiento 3D en la misma. 
 Validar los resultados obtenidos tras la aplicación de las técnicas y 
algoritmos generados para comprobar la veracidad y usabilidad de 
estos en escenarios reales. 
El objetivo general de la etapa técnico-industrial es el desarrollo de un 
sistema de adquisición de datos mediante sensor LiDAR desde 
plataformas UAV de bajo coste listo para su puesta en el mercado, 
como resultado de aplicar los conocimientos del trabajo previo de la etapa 
investigadora. 
A continuación, se enumeran los objetivos específicos de la etapa técnico-
industrial: 
 Establecimiento de requisitos del sistema y software asociado. 
 Diseño del hardware del sistema de captura de datos atendiendo a su 
característica de bajo coste y la necesidad de industrialización. 
 Diseño del software de gestión del sistema de captura. 
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 Diseño del software de tratamiento de los datos obtenidos para la
generación de resultados.
 Desarrollo del hardware específico de integración.
 Desarrollo del software de gestión del sistema de captura.
 Desarrollo del software de tratamiento de datos, poniendo en valor el
conocimiento matemático y técnicas de procesado adquiridas en la
etapa investigadora.
 Integración de los diferentes elementos hardware: sensores y hardware
específico.
 Validación final de los desarrollos mediante métricas para evaluar la
precisión de los resultados obtenidos.
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1.4.Estructura de la Tesis Doctoral 
Esta Tesis Doctoral es presentada de acuerdo a la regulación vigente para 
programas de doctorado de la Universidad de Salamanca, mediante 
transferencia científica, a través de cuatro artículos científicos publicados 
en revistas internacionales de alto impacto, y tecnológica, representado por 
el desarrollo de un producto comercial generado al término de la misma. 
La estructura consiste en un total de seis capítulos siguiendo una estructura 
acorde a los objetivos fijados y distribuidos de la siguiente forma: 
 Capítulo I: Introducción
 Capítulo II: Integración de sensor termográfico en UAV para
aplicaciones geomáticas.
 Capítulo III: Integración de sensor RGB en UAV para
aplicaciones geomáticas.
 Capítulo IV: Integración de sensor LiDAR en UAV para
aplicaciones geomáticas.
 Capítulo V: Desarrollo de producto.
 Capítulo VI: Conclusiones y trabajo futuro
Además de los seis capítulos principales, se incluyen tres apéndices con 
información relevante adicional, Apéndice A, con información del factor 
de impacto de las revistas en las que fueron publicados los artículos, 
Apéndice B, con información específica de los productos desarrollados en 
la etapa técnico-industrial de esta Tesis Doctoral y, finalmente, el apéndice 
C que incluye las patentes de invención registradas a lo largo del desarrollo 
de la Tesis Doctoral, resultado del trabajo exhaustivo con plataformas 
UAVs que presentan invenciones para solucionar carencias identificadas 
de la tecnología existente en la fecha. 
A continuación, se proporciona de forma detallada el contenido de cada 
capítulo: 
Capítulo I: establece una revisión inicial del estado del arte de las 
diferentes tecnologías sobre las que se desarrollará el trabajo de 
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investigación, se establecen los objetivos y se finaliza con la organización 
y estructura de esta Tesis Doctoral.  
Capítulo II: recoge el contenido de la primera publicación científica 
titulada “Aerial Thermography from Low Cost UAV for the Generation of 
Thermograpich Digital Terrain Models”, en donde se presenta una nueva 
metodología para generar un MDT termográfico a partir de termografía 
aérea y se desarrolla una metodología de segmentación píxel a píxel para 
clasificación de los diferentes usos de suelo. 
Capítulo III: está formado por dos publicaciones científicas en donde se 
presentan diferentes técnicas para el procesado de imágenes RGB tomadas 
desde UAV y se desarrollan aplicaciones específicas. Este capítulo se 
divide en dos secciones de la siguiente forma: 
III.1: abarca la segunda publicación científica titulada “Geometric
landslide analysis based on UAV platforms and Geographical 
Information Systems processing: Xunqueira slope, Spain”, donde 
se presenta la utilidad de modelos digitales de alta resolución 
generados a través de fotogrametría con UAV para su utilización 
en geo-procesos en software SIG para la generación de mapas con 
información de interés para el estudio de fenómenos que puedan 
afectar al terreno  
III.2: contiene la tercera publicación científica titulada “UAV
Photogrammetry application to the monitoring of rubble mound 
breakwaters”, donde se presenta una técnica basada en 
fotogrametría con UAV para la generación de datos espaciales de 
alta calidad que permiten el desarrollo de una metodología para 
monitorizar el desplazamiento de cubos de hormigón en diques de 
puertos. 
Capítulo IV: recoge el contenido de la cuarta publicación científica 
titulada “Novel aerial 3D mapping system based on UAV platforms and 
2D laser scanners”, donde se presenta el desarrollo de un sistema de 
generación de información cartográfica basado en la integración de 
sensores sobre UAV realizando estudios de precisión y comprobando su 
utilidad. 
Integración de sensores en plataformas UAV para aplicaciones geomáticas 
44 
Capítulo V: sintetiza el trabajo de la etapa técnico-industrial, resumiendo 
las fases llevadas a cabo durante el desarrollo de un sistema de adquisición 
de datos con sensor LiDAR desde UAV de bajo coste como producto 
comercializable haciendo uso de las tecnologías que previamente han sido 
estudiadas y desarrolladas en la etapa investigadora de esta Tesis Doctoral. 
Capítulo VI: es el capítulo final donde se realiza una discusión técnica de 
los resultados y conclusiones obtenidos durante el desarrollo de esta Tesis 
Doctoral. Finalmente, se fijan diferentes enfoques hacia la continuidad del 
trabajo de las diferentes líneas de investigación abordadas a lo largo de 
este trabajo de tesis. 
CAPÍTULO  II
INTEGRACIÓN DE SENSOR 
TERMOGRÁFICO EN UAV PARA 
APLICACIONES GEOMÁTICAS 
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2. INTEGRACIÓN DE SENSOR
TERMOGRÁFICO EN UAV PARA 
APLICACIONES GEOMÁTICAS 
2.1. Aerial Thermography from Low Cost UAV for the 
Generation of Thermographic Digital Terrain 
Models 
Este capítulo contiene el artículo Aerial Thermography from Low Cost 
UAV for the Generation of Thermographic Digital Terrain Models 
publicado en la revista científica de impacto Opto-Electronics Review en 
2014. 
2.1.1.  Resumen 
Este artículo describe una nueva metodología para extender el uso de la 
termografía usando UAVs para la inspección y estudio de tejados en áreas 
urbanas de tamaños medio a alto, así como proporcionar información para 
determinar distintos usos de suelo en el entorno que afecta de forma directa 
a la eficiencia energética de los edificios, como puede ser, por ejemplo, el 
análisis de la existencia de islas urbanas de calor. 
En estudios previos, la termografía ha sido aplicada por diferentes autores 
desde una perspectiva terrestre para la detección de defectos de 
construcción tales como infiltraciones de aire, puentes térmicos y cálculos 
de parámetros termo-físicos en edificios y materiales. En estudios más 
recientes, esta información termográfica es combinada con nubes de 
puntos y otros datos geométricos de forma que permiten obtener de forma 
precisa las dimensiones de áreas afectadas y otros parámetros geométricos 
de interés. Desde una perspectiva aérea, otros autores utilizan imágenes 
satelitales o información tomada desde avión en la banda del infrarrojo 
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térmico para realizar estudios de zonas urbanas en su aspecto más general, 
sin poder bajar al nivel de edificio por no tener una resolución suficiente. 
En el estudio propuesto, los datos termográficos adquiridos son usados 
para generar un mosaico y texturizar un Modelo Digital de Terreno (MDT) 
permitiendo la identificación de usos de suelo tales como edificaciones, 
bosques y zonas verdes, con su respectiva contextualización y 
caracterización. 
Se describe la configuración de sensor y plataforma de vuelo para la 
adquisición de imágenes termográficas con un solape mayor del 50% de la 
zona de estudio en función de los parámetros de altura de vuelo, 
características del sensor termográfico y lente utilizada. Resultado de la 
campaña de recogida de datos se cubre un área de aproximadamente 26000 
𝑚2, con termogramas de aproximadamente 48 x 48 𝑚2 de huella y un
tamaño de píxel de 15 cm, lo que permite la perfecta identificación de 
diferentes zonas en edificios y la distinción de los distintos tipos de 
vegetación en la zona colindante. 
Tras adaptar los datos brutos de la cámara termográfica y la conversión a 
imagen RGB con paleta de color, se calculan los coeficientes de distorsión 
de la lente y se procede con la corrección de la distorsión, tanto radial (𝑑𝑟) 
como tangencial (𝑑𝑝𝑥, 𝑑𝑝𝑦), introducida por esta en las imágenes 
siguiendo las siguientes ecuaciones: 
𝑑𝑟 = 𝑟 + 𝐾1 ∗ 𝑟
2  + 𝐾2 ∗ 𝑟
4  + 𝐾3 ∗ 𝑟
6
𝑑𝑝𝑥 =  𝑃𝑥 ∗ (𝑟
2 + 2𝑥2) + 2𝑃𝑦𝑥𝑦
𝑑𝑝𝑦 =  𝑃𝑦 ∗ (𝑟
2 + 2𝑦2) + 2𝑃𝑥𝑥𝑦
Una vez corregida la distorsión se realiza el registro de las imágenes 
termográficas para la obtención del mosaico termográfico al que se le 
aplican técnicas de transición lineal (LTM) para la corrección y 
homogeneización de las variaciones bruscas entre píxeles contiguos 
provocadas por la unión de imágenes. El mosaico termográfico es usado 
para proveer de textura a un MDT de la zona y fusionarlo con la 
ortoimagen correspondiente. 
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Sobre el MDT texturizado con información térmica se aplican técnicas de 
cambio de espacio de color para realizar una clasificación píxel a píxel y 
obtener una segmentación de la imagen en base a los diferentes usos del 
suelo en función de su temperatura. El conocimiento del número de píxeles 
de cada clase, así como del tamaño de la huella del píxel en el terreno 
posibilita el cálculo automático del área de cada zona. La zona de estudio 
se clasifica en tres grupos: edificaciones, vegetación baja y vegetación alta 
(arbustos y árboles) obteniendo unos resultados con un error inferior al 5% 
para el valor del área, usando como referencia o “verdad-terreno” datos 
obtenidos del Instituto Geográfico Nacional. 
Finalmente, se concluye que el trabajo desarrollado proporciona una nueva 
metodología para generar un MDT termográfico a partir de termografía 
aérea y se desarrolla una metodología de segmentación píxel a píxel para 
clasificación de los diferentes usos de suelo. Se establece una nueva línea 
de trabajo que permitirá, en edificación, realizar estudios de pérdidas de 
calor en edificios y gestión energética; en agricultura, una gestión más 
eficiente del suelo y recursos hídricos; y común a todos los campos, 
realizar valoraciones cuantitativas tanto a nivel superficie como de 
magnitud térmica 
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2.1.2. Artículo I 
Aerial thermography from low-cost UAV for the generation
of thermographic digital terrain models
S. LAGÜELA*, L. DÍAZ−VILARIO, D. ROCA, and H. LORENZO
Applied Geotechnologies Research Group, University of Vigo, Lab 22, ETSE Minas, Campus Universitario
Lagoas− Marcosende, 36310 Vigo, Pontevedra, Spain
Aerial thermography is performed from a low−cost aerial vehicle, copter type, for the acquisition of data of medium−size ar−
eas, such as neighbourhoods, districts or small villages. Thermographic images are registered in a mosaic subsequently
used for the generation of a thermographic digital terrain model (DTM). The thermographic DTM can be used with several
purposes, from classification of land uses according to their thermal response to the evaluation of the building print as
a function of their energy performance, land and water management. In the particular case of buildings, apart from their in−
dividual evaluation and roof inspection, the availability of thermographic information on a DTM allows for the spatial
contextualization of the buildings themselves and the general study of the surrounding area for the detection of global effects
such as heat islands.
Keywords: aerial platform, infrared thermography, thermographic DTM, land uses, terrain classification.
1. Introduction
Infrared thermography has been widely used in buildings
for the detection of construction defects such as air infiltra−
tions, thermal bridges, and moisture areas [1–3], as well as
the calculation of thermophysical parameters of the building
materials [4–5] and the energy performance of the building
as a whole [6–7]. In recent studies this information has been
registered with a point cloud for its combination with geo−
metric information towards its location and accurate mea−
surement of the affected areas [8–9]. These studies are usu−
ally performed from a terrestrial point of view, either by an
operator walking around the building [10], or by a terrestrial
mobile platform from where data is acquired as a sequence
[11]. Nevertheless, the principal drawbacks of these studies
are that buildings are considered in isolation, not paying
attention to their environment, and that the documentation
process does not usually include details from difficult ac−
cess areas such as roofs, where measurements are not
possible in the common mode.
Up to date thermal satellite images and thermographic
aircraft acquisitions are the most used technologies for pro−
viding temperature data of large areas from a bird’s eye
viewpoint. In both cases the resolution is usually not enough
for capturing depict details of buildings due to the width of
the areas covered unless panchromatic bands are used [12],
and the applications usually focus on studying the behav−
iour of large areas as a whole, for example, urban heat stress
and heat island mapping studies in complete cities [13].
These studies are usually ordered by governmental institu−
tions with wide purposes, and they are not commonly
affordable by citizens for their particular needs.
With the appearance of low−cost unmanned aerial vehi−
cles (UAVs), different research groups have started to use
this technology to program photogrammetry flights and ge−
nerate 3D point clouds and digital terrain models (DTM)
from the digital imagery acquired of medium size areas
[14–15]. Regarding the use of thermographic cameras,
some studies have approached the use of UAVs for the geo−
metric – thermographic inspection of façades, acquiring
data difficult to reach from a terrestrial point of view, but
missing important information of the roof [16]. What is
more, multispectral cameras have been used for agricultural
purposes, [17–18], such as monitoring the application of
herbicide in turf grass and detection and classification of
greenhouses.
This paper proposes the extension of the thermographic
studies performed in individual building façades, to the in−
spection of the building roofs, at a larger scale: medium−size
areas such as neighbourhoods, villages or districts using
a low−cost aerial platform, UAV−type. Due to this enlarge−
ment in the scale, land uses other than buildings can be ana−
lysed, consequently widening the application of the proposed
methodology from energy efficiency in buildings to fields
such as land and water management, agriculture monitoring,
detection of greenhouses, forest exploitation, etc.
In the proposed study, data acquired is used to generate
a thermographic mosaic and texture a digital terrain model,
allowing for the identification of different land uses, such as
buildings, forest and grass area, their spatial contextuali−
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zation and characterization. The structure of the paper is as
follows: Section 2 explains the proposed methodology, in−
cluding both data acquisition and data processing for the
generation of thermographic mosaics covering larger areas
than images individually and its inclusion in a digital terrain
model (DTM); Section 3 presents the procedure use for the
classification of the thermographic DTM’s as a function of
the different land uses; Section 4 discusses the quality of the
results obtained with the proposed procedure regarding
methods currently under use. Finally, Section 5 includes the
conclusions reached after the performance of the study.
2. Methodology
2.1. Data acquisition
The platform chosen for the aerial inspection has been pro−
vided by HiSystems GmbH [19]. It is an eight−propeller
copter, referred to as Okto XL, chosen due to its high pay−
load, its high robustness to motor failure, its easiness of
manoeuver in difficult outdoor scenes, and its low−cost [20].
The copter consists on a frame of aluminium squared
tubes and carbon fibre base plates, powered by eight
brushless motors with the capability of driving both left and
right.
However, although the payload is among the greatest for
these kind of vehicles, its value of 2 kilograms is still a res−
trictive factor when choosing a thermographic sensor to
mount on (Fig. 1). Because of its compromise between
lightweight and thermal resolution, a thermographic camera
Gobi384 was selected for this work. It has a 384×288 un−
cooled microbolometer array able to acquire with a frame
rate of up to 50 fps. Thanks to its high acquisition speed, the
flight speed of the copter is not limited and acquisition of
thermographic images of all the area flight is assured. The
camera is equipped with a thermographic lens with 10 mm
focal length, providing a field of view of 51°×40°.
The study area is located in the municipality of Vigo,
province of Pontevedra, in the Northwest of Spain (Fig. 2).
It comprises an area of about 26.000 m2 at the south of the
city, and is centred on the WGS84 geographic coordinates
of 42°10’11”N and 8°41’23”W.
The area selected for the flight is a mountainous zone
with dispersed buildings, in such a way that different land
uses are acquired (rural zones and buildings), allowing for
the analysis of the spectral responses in the thermal infrared
band of the different terrains.
The flight was planned taking into account the field of
view of the camera and the overlap desired between consec−
utive strips, considering as a strip each long flying line that
forms the complete path followed by the UAV. Given these
factors, a flight height of 50 meters, and 4 strips was the
configuration needed. The flight planning can be seen in
Fig. 3.
The weather conditions for the flight must be in agree−
ment with the requirements of both the copter and the
thermography: that is, on a no−rainy day, with light wind
and in a moment when there is not direct sun on the surface,
so that there is no heterogeneous heating affecting the sur−
face and consequently distorting the measurements.
For the area covered, a flight of only 5 minutes is needed
at an average speed of 5m/s, in which more than 14000
images are acquired, each covering an approximate area of
48×48 m2 according to the angular field of view of the cam−
era lens and the flight height. What is more, the pixel size
under these conditions is 15 cm2, which allows for the iden−
tification of individual trees and bushes, as well as most of
the building elements present in the roof: chimneys, anten−
nas and air conditioning systems, among others.
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Fig. 1. UAV equipped with thermographic camera.
Fig. 2. Location of the area selected for the study.
2.2. Thermographic mosaicking
Thermographic images are formed by only one matrix with
temperature values; regarding image format it would be as if
the value of each pixel was a temperature value. Taking the
smallest and the largest temperature values appearing in the
image, the matrix can be scaled, so that all values range
between 0 and 1. Then, a 3−channel colour palette can be
applied, so that thermographic images are converted to ima−
ges in the RGB colour space with colours related to temper−
ature values. Once this conversion is performed, images can
be subjected to the mosaicking process.
The first step of the process is the generation of a ther−
mographic mosaic of the area, with which the digital terrain
model can be textured. The mosaic is generated using pro−
prietary software made in Matlab® and an orthophotograph
as a support, from RGB−thermographic images chosen
among all those acquired. The selection of thermographic
images for the mosaic is performed in such a way that the
images cover all the area under study with a minimum over−
lap of 50% between adjacent thermographies. For the se−
lected thermographies distortion added by the sensor is cor−
rected prior further processing, thanks to the geometric cali−
bration of the camera−lens system, performed as in Ref. 21.
The calibration parameters of the thermographic camera
used in the inspection are shown in Table 1.
For the correction of radial distortion, the unbalanced
lens model is considered; distortion is calculated with Eqs.
(1)–(3), where x, y are the image coordinates of each pixel,
and r is the radial position of the pixel, calculated as the sum
x2 + y2.
Radial distortion: dr = r + K1*r2 + K2*r4 + K3*r6; (1)
Tangential distortion in the X−axis:
dpx = Px*(r2+2x2) + 2*Py*x*y; (2)
Tangential distortion on the Y−axis:
dpy = Py*(r2+2y2) + 2*Px*x*y. (3)
Once radial distortion is corrected from the selected
images, image registration is performed for each thermo−
graphy by marking control points between thermographies
and the orthophotograph of the selected area; this process
is refined by the calculation of the correlation value be−
tween each pair of points, followed by the search of points
that maximize this value within an area of 7×7 pixels for
each thermography. This value is chosen for being the
smallest area size that maximizes the precision of the result
of correlation [22]. After registration, perspective effects
appearing in the original thermography are corrected and
the registered images have the same resolution as the refer−
ence orthophotograph. The registration process is shown
in Fig. 4.
Once all thermographies are registered, they are put
together into the same mosaic image, so that all the flown
area is covered. Pixel values in overlapping regions between
adjoining images are specifically calculated in order to
avoid edge seam. Thus, a linear transition method (LTM) is
applied [23]. This LTM method calculates the value of each
pixel as a weighed mean of the pixel in each image, using as
weigh the distance of the pixel in the thermographic mosaic
to the image centre of each image composing the mosaic,
Eq. (4).
Mi = (Xmax–Xi)/(Xmax–Xmin)*Ai
+ [1– (Xmax–Xi)/(Xmax–Xmin)]*Bi. (4)
If images are adjacent, in the same row Xmax and Xmin
stand for the maximum and minimum value of X in the
overlapping area. Where Ai denotes the value of pixel i in
image A, and Bi the value of pixel i in image B. The position
of pixel i in image A is denoted as Xi, and the homogenized
pixel value is Mi.
An example of the process of thermographic mosaic
generation is shown in Fig. 5.
2.3. Thermographic digital terrain modelling
The thermographic mosaic generated is ready to be im−
ported in a spatial mapping software such as ArcGis©. The
mosaic is directly imported and geo−referenced before being
used to texture a conventional DTM. Furthermore, the ther−
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Fig. 3. Flight planning for thermographic image acquisition. Red
dots identify the control points established to avoid the deviation of
the copter within one strip.
Table 1. Geometric calibration parameters of the thermographic
camera Gobi 384 used for data acquisition.
Pixel size (mm/pix) 0.0156











mographic mosaic can be fused with an orthophotograph of
the area in order to obtain both visual and thermal informa−
tion in a spatial context (Fig. 6). Image fusion can be per−
formed with different approaches; in this case, the ther−
mographic image is converted to IHS colour space (inten−
sity, hue, saturation), and the intensity channel is substituted
by the orthophotograph in grayscale. The fused image GHS
(gray level, hue, saturation) is then reconverted to the origi−
nal RGB colour space. With this procedure, the resulting
image presents the colour information of the thermographic
image, with the geometrical resolution of the orthopho−
tograph.
3. Land-use classification
The generated thermographic digital terrain model allows
for the detection of four buildings in the flight area (in blue),
together with a parking area, and rural area with different
types of vegetation: warmer areas, in yellow, correspond to
low−height vegetation such as grass, whereas colder areas,
in green and light blue, correspond to taller vegetation, from
bushes to trees.
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Fig. 4. Image registration process (left); registered image (right).
Fig. 5. Thermographic mosaic generation.
Fig. 6. Thermographic DTM generation carried out in ArcGIS©.
From top to bottom: conventional DTM, DTM textured with the
thermographic mosaic, texture completed with the orthophoto−
graph, and DTM textured with an image resulting from the fusion of
a thermography with an orthophotograph.
Given that the terrain presents different temperature
according to its use, pixel classification is performed in the
thermographic DTM, so that the area affected by each use is
automatically calculated. Pixel segmentation is based on the
conversion of the image, in RGB colour space, to XYZ col−
our space [24]. Other colour spaces such as YCbCr can be
used for the conversion, but in this work the XYZ colour
space is chosen due to its device−independent nature, allow−
ing the performance of identical segmentation analysis in
every device.
In this colour space, each pixel X is a measure of the
stimulus of red, Y measures luminosity, and Z indicates the
stimulus of blue. Consequently, if we convert the image to
the XYZ colour space and focus on the X, Z values, pixels
can be classified merely according to their chromaticity. In
the area under study, three different groups have been
selected: buildings, low−height vegetation, and tall vegeta−
tion (bushes and trees) (Fig. 7). After this, pixels that have
been classified in a group where they do not belong are
removed from each cluster using a threshold value for col−
our; this step is especially important in the low−height vege−
tation cluster (Fig. 7, Cluster 2), since it includes pixels cor−
responding to concrete paths for vehicles.
Knowing the value of the pixel size of the DTM (25
cm/pixel) and the number of pixels of each use provides the
area dedicated: metal roofs (Fig. 7, Cluster 1) occupy 4650
m2, for 100 m2 of non−metal roofs. These surface values,
together with the surface temperatures measured in the ther−
mographic images and the ambient conditions, allow for the
identification of the material of the roof, so that the quantity
of heat lost to the atmosphere (by convection and radiation
heat transfer methods) through the building’s roof can be
computed [Eq. (5)].
Q = hroof*A*(Troof–Text) + 4***A*T4roof . (5)
Being Q the quantity of heat lost to the atmosphere, hroof
the thermal convective coefficient of the outer part of the
roof (units W/m2K), A the area of the roof, Troof the temper−
ature of the outer surface of the roof measured in the ther−
mographic images, and Text the ambient temperature. For
the computation of the radioactive heat,  is the emissivity
value of the outer surface of the roof, and  is the Boltz−
mann constant, equal to 5.67e–8 W/m2K4.
Regarding environment, and following the same appro−
ach as with buildings, a value of 8050 m2 and 13240 m2 is
obtained for the areas destined to tall and low vegetation,
respectively.
4. Results and discussion
The validity of the proposed methodology is checked by
comparing the surface values obtained per land use with
reality. Consequently, official maps from the National Car−
tographic Institute [25] are used as a reference (Fig. 8), and
the surfaces corresponding to the 3 different land uses are
measured in the official orthophotograph of the area. Re−
sults are shown in Table 2, where an error lower than 5%
can be seen for the three cases.
Table 2. Accuracy results of the proposed methodology.
Land use Real value (m2) Value frommethodology (m2) % deviation
Building roof 4.932 4.750 3.69
Low vegetation 12.644 13.240 4.71
Tall vegetation 8.391 8.050 4.06
5. Conclusions
This paper presents a methodology for the generation of
a thermographic terrain model using a low−cost aerial plat−
form, copter−type.
The result of the registration and mosaicking of the
thermographies acquired from the air, followed by the use
of the mosaic for texturing the digital terrain model, is
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Fig. 7. Different clusters obtained after the conversion of the ther−
mographic DTM to XYZ colour space.
a thermographic DTM in which several analysis can be per−
formed: the different spectral responses in the thermal infra−
red band of each type of terrain allows for the identification
and segmentation of the different land uses existing in the
area. What is more, the knowledge of the pixel size of the
resulting thermographic DTM provides geometric informa−
tion of the total area, and consequently, of the area co−
rresponding to each land use.
Surface calculation is the base step for further studies
such as heat losses of buildings, individually or in a medium
scale (small towns, districts and neighbourhoods). In the
agricultural field, the knowledge of the area covered per use
increases the accuracy in crop calculation, as well as land
and water management, and irrigation planning. On the
other hand, the combination of the surface value with the
topography given by the DTM, can be used for the quantifi−
cation of forest masses and evaluation of possible future
uses of the vegetation area.
The limitations of the proposed methodology are mainly
technological: the area covered is limited by the flight au−
tonomy of the aerial vehicle used, which is 15–30 minutes
for the vehicles currently in the market, also depending on
the mounted payload. Regarding data processing, the step of
image registration increases significantly the working time
due to the fact of being manual, which also makes the accu−
racy of the whole process dependent on the operator skills.
Although the first drawback can only be solved by time and
technological progress, the second drawback regarding ma−
nual processing can be dealt with future work, focusing on
the automation of the feature extraction and the identifica−
tion of corresponding entities between images.
Regarding the capabilities of the proposed methodol−
ogy, future work will focus on the exploitation of the ther−
mographic DTM through the extraction of parameters of
interest of each object present: coordinates of buildings,
evaluation of heat islands, identification of tree species,
evaluation of land state (water irrigation, terrain fertility),
detection of buried objects, etc.
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3. INTEGRACIÓN DE SENSOR RGB EN UAV
PARA APLICACIONES GEOMÁTICAS 
3.1. Geometric landslide analysis based on UAV 
platforms and Geographical Information System 
processing: Xunqueira slope, Spain. 
Esta sección del Capítulo III contiene el artículo Geometric landslide 
analysis based on UAV platforms and Geographical Information Systems 
processing: Xunqueira slope, Spain publicado en la revista Dyna en 2016. 
3.1.1. Resumen 
En este artículo se realiza un resumen de las diferentes técnicas (satélite, 
SAR, TLS) usadas para realizar estudios de deslizamientos de terreno 
teniendo en cuenta la morfología del terreno y las características 
geológicas y geométricas del mismo proponiendo la generación de un HR-
DEM (High Resolution Digital Elevation Models) mediante UAV y 
fotogrametría para realizar un estudio preciso de la geometría y morfología 
del terreno. 
La zona de estudio escogida consta de una vía de comunicación, situada 
en la provincia de Ourense, que en uno de sus laterales cuenta con un talud 
en el cual han tenido lugar dos desprendimientos en los meses anteriores 
al estudio, probablemente debidos a la inestabilidad del terreno y a las 
lluvias caídas en la zona. 
Para la generación del HR-DEM se monta sobre un UAV multirrotor una 
cámara de 24 Mp con una focal de 16 mm con capacidad de obtener 
imágenes con un GSD 1.8 cm a 75 metros de altura. Se realiza un vuelo 
sobre la zona de estudio para tomar imágenes con un solape superior al 
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60% de forma que obtenemos un total de 265 imágenes a una altura media 
sobre el terreno de 75 metros. Tras el procesado de las imágenes mediante 
software fotogramétrico, se obtiene una nube de puntos de densidad 1322 
puntos/𝑚2 y una resolución de 2 cm/píxel con un error de 0.66 píxel. Para
la georreferenciación se han empleado 8 puntos de control medidos 
mediante GPS y a continuación se genera el Modelo Digital de Superficie 
que será utilizado para el estudio SIG. 
El HR-DEM se somete a un primer análisis calculando secciones 
transversales y longitudinales centradas en las dos zonas de estudio para 
identificar donde se produjo movimiento de material y, a continuación, se 
aplica un algoritmo de cálculo de dirección de flujo sobre el HR-DEM para 
obtener las direcciones de desplazamiento sobre la superficie del flujo de 
agua que permiten verificar que las zonas afectadas por deslizamientos son 
coincidentes con las zonas obtenidas mediante el cálculo matemático. Se 
apoyan los resultados con cálculos de pendiente y rugosidad de las zonas 
de estudio. 
Como conclusión se demuestra la utilidad de los UAV para generación de 
datos espaciales de alta resolución, con alto nivel de detalle, que tratados 
mediante geo-procesos en software SIG permiten el cálculo de mapas 
(pendiente, rugosidad y flujo) con información de interés para el estudio 
de flujos y otros fenómenos que puedan afectar al terreno permitiendo 
detectar zonas potencialmente conflictivas y prever situaciones de riesgo 
en ellas. 
3.1.2. Artículo II 
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Figura 1. Localización de los deslizamientos
Figura 2. Oktokopter XL equipado con la cámara Sony NEX7. La antena blanca 
pertenece al GPS usado para control del vuelo
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Figura 3. Detalle de la nube de puntos del deslizamiento del talud generada con las 
imágenes adquiridas con la cámara Sony Nex7 montada en la plataforma aérea 
Oktokopter XL












1 -0.133 -0.037  0.159 0.000107
2 -0.093 -0.129  0.166 0.000110
3 0.106 0.000 0.052 0.119 0.000099
 -0.037  0.072  0.000066
5 0.135 0.156 0.561  
6  -0.097 -0.065 0.353 0.000123
7  0.261   
  -0.312   
4/4!, 0.151  0.210 0.319 0.000097
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3. RESULTADOS Y DISCUSIÓN
3.1 COMPARACIÓN ENTRE PERFILES TOPOGRÁFICOS DEL
MDE
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Figura 5. Perfiles topográficos en los dos deslizamientos del terreno
Figure 6. Perfiles topográficos a lo largo de los dos deslizamientos del terreno
Figura 4. Perfiles verticales y horizontales extraídos para el análisis de los dos 
deslizamientos del talud en estudio
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Figura 8. Interpretación de la morfología del deslizamiento 1
Figura 7. Resultados del algoritmo D8 aplicado al MDE del área. Los dos 
deslizamientos bajo estudio se señalan con un polígono
Figura 9. Análisis de pendiente en la zona de los deslizamientos. Los taludes más 
pronunciados aparecen en los laterales de la carretera
Figura 10. Mapa de rugosidad superficial del área bajo estudio
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3.2. UAV Photogrammetry application to the 
monitoring of rubble mound breakwaters 
Esta sección del Capítulo III contiene el artículo UAV Photogrammetry 
application to the monitoring of rubble mound breakwaters publicado en 
la revista de gran impacto Journal of Performance of Constructed 
Facilities en 2016. 
3.2.1. Resumen 
En este artículo se presenta un nuevo procedimiento basado en 
fotogrametría sobre UAV para monitorización de muelles y diques de 
abrigo de puertos construidos en escollera de cubos de hormigón. Se hace 
un estudio sobre un caso real que permite validar y establecer los límites 
de la metodología en este campo de aplicación. 
Se realiza la integración de la cámara y la preparación del vuelo para 
realizar la captura de datos con UAV, a una altura de vuelo de 25 metros 
con una cámara de 24.3 Mp y una lente con 16 mm de distancia focal, 
obteniéndose un total de 68 fotografías de forma cenital y oblicuas al 
espigón de la zona de estudio. Para el escalado y la ubicación geográfica 
se toman puntos de control con GPS en modo RTK obteniendo una 
precisión de 2 cm en planimetría y 3.5 cm en altimetría. El tratamiento de 
los datos para obtener la nube de puntos a utilizar en la monitorización se 
realiza con el software fotogramétrico Photogrammetry Workbench, 
utilizando el algoritmo ASIFT para detectar e identificar puntos 
correspondientes, la alineación de pares se realiza por medio del algoritmo 
Longuet-Higgins y posterior aplicación de las ecuaciones de colinealidad. 
Finalmente, se utilizan los puntos de control GPS para establecer la 
orientación absoluta del modelo. 
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Para establecer el límite de la técnica en la detección de movimiento, se 
aísla una cara de uno de los cubos y se realiza un ajuste a un plano 
minimizando la distancia de los puntos al plano mediante la siguiente 
ecuación: 




Donde 𝐸 es la suma de las distancias al cuadrado de los puntos al plano, 
𝑎, 𝑏, 𝑐 son los cosenos directores de la normal del plano de ajuste y (𝑥𝑖 , 𝑦𝑖, 
𝑧𝑖) son puntos del plano, obteniéndose que las distancias de los puntos al 
plano forman una distribución gaussiana con una desviación estándar (σ) 
de 0.026 m (2 σ = 0.056 m, 95%) estableciendo que un desplazamiento 
entre dos inspecciones superior a 0.056 m con un 95% de probabilidad se 
tratará de un movimiento de alguno de los bloques. 
Por la geometría de construcción, se asume que el movimiento más 
probable vendrá dado por rotaciones entre cubos, descartándose para el 
algoritmo propuesto los movimientos por traslación. Teniendo esto en 
cuenta, se segmenta de forma manual uno de los cubos del dique, se 
establece su origen en el centro geométrico del mismo y se aplica un 
algoritmo para generar rotaciones en los tres ángulos (roll, pitch y yaw) en 
pasos de 0.02º desde 0º hasta 10º, considerando este valor como máximo 
asumiendo que la sensibilidad del método es mayor de este y por tanto nos 
permite detectar rotaciones superiores. A cada cubo rotado, se añade ruido 
gaussiano para simular la precisión del método y a continuación, utilizando 
un algoritmo de comparación de nubes de puntos organizadas y 
desorganizadas, se calcula el desplazamiento como mediciones en la 
componente z. 
Se comprueba el número de puntos desplazados en función de la rotación 
aplicada, obteniéndose que para rotaciones entre 0º y 4º el número de 
puntos desplazados por rotaciones en yaw es superior, mientras que en 
rotaciones entre 4º y 10º los puntos desplazados por rotaciones en roll y 
pitch aumentan con respecto a las rotaciones en yaw. Se comprueba 
además que la cantidad de puntos que sobrepasan el umbral de detección 
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(2 σ = 0.056 m) en cada uno de los ángulos de la prueba y para cada una 
de las rotaciones realizadas permite la detección de rotaciones inferiores a 
1º. 
Se concluye que la técnica desarrollada basada en fotogrametría con UAV 
permite la generación de datos de calidad para la realización de un estudio 
de desplazamientos de cubos basados en rotaciones de interés para la 
monitorización de diques, estableciéndose la precisión del desplazamiento 
en 0.056 m con un 95% de probabilidad y permitiendo detectar rotaciones 
inferiores a 1º. 
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3.2.2. Artículo III 
UAV Photogrammetry Application to the Monitoring of
Rubble Mound Breakwaters
Higinio González-Jorge, Ph.D.1; Iván Puente2; David Roca3; Joaquín Martínez-Sánchez, Ph.D.4;
Borja Conde5; and Pedro Arias, Ph.D.6
Abstract: Monitoring of breakwaters is a key aspect to prevent failures that affect the safety and quality of service. Unmanned aerial vehicle
(UAV) photogrammetry gives low-cost and accurate geometric data, flexibility, and productivity to perform aerial surveys, although the
weather conditions restrict flights for wind speeds above 50 km=h (the Mikrokopter system). Despite the promising potential of these
systems, its ability to monitor movement of cubes in breakwaters has not yet proven. The UAV photogrammetry is tested for the research
reported in this paper in the Baiona breakwaters (northwestern Spain). A SD of 0.026 m is obtained from the point cloud. The detection limit
of the system is evaluated and rotations lower than 1° could be detected. This value is calculated from the measurable differences in height
values after the virtual rotation of a single cube. The system provides the exact position where the movement of the cube is produced and can
be easily integrated with geographic information system–based management systems. DOI: 10.1061/(ASCE)CF.1943-5509.0000702.
© 2014 American Society of Civil Engineers.
Author keywords: Unmanned aerial vehicle (UAV); Photogrammetry; Breakwaters; Surveying; Monitoring.
Introduction
Ports are key infrastructures that serve as main hubs for channeling
global trade. A port establishes a link between maritime and road/
rail transportation, and allows freight shipping in a safe environ-
ment, protecting them from the marine environment (Segrelles
2000).
Traditionally, ports were built sheltered by coastal morphology.
However, in recent years many outer ports were constructed due to
the need of deeper seabed for larger vessels (Molinero-Guillén
2010; Corredor et al. 2013). These types of ports typically suffer
severe attacks from waves that cause deterioration in the breakwater
armoring, especially if maintenance is not properly performed. As
it occurs with road pavements, gradual deterioration can often
pass unnoticed until weak parts induce major damage. The earliest
evidences of deterioration include displacement, breakage, or loss
of armor units that must be properly monitored to perform a correct
maintenance management. The periodic monitoring of a break-
water also provides damage data which can be linked to the pre-
vailing sea conditions during the monitoring period for increasing
the understating of failure mechanisms, and improving design
and maintenance techniques (Go´mez-Martín and Medina 2006;
Lomo´naco et al. 2009; Burcharth et al. 2010; Van Gent and
Van der Werf 2010).
Most of the methods used for the monitoring of breakwaters
are based on geomatic [i.e., total station measurements, aerial
photogrammetry, aerial light detection and ranging (LiDAR), and
terrestrial LiDAR] and hydrographic techniques (i.e., multibeam
echo-sounders and sidescan sonar). Typically, geomatic techniques
are used to measure the emerged area of the breakwaters and hydro-
graphic techniques for the submerged parts (Kluger 1982; Mitchell
et al. 2011; Molinés et al. 2012). The combined use of both meth-
odologies provides a complete monitoring of the infrastructure
(emerged and submerged parts).
Despite the amount of geomatic techniques to monitor the
emerged area of the breakwaters, they have some weaknesses that
make it interesting to investigate other possibilities.
Total stations are accurate instruments (<2 mm), although their
productivity is very low when many points must be measured since
the human operator must waste time targeting for each measure-
ment. A rubble mound breakwater (distances of several kilometers
are common) includes many units to be surveyed and a detailed
control of all the units will waste many working days.
Terrestrial LiDAR typically shows lower accuracy than total
stations. However, this accuracy is enough for the monitoring of
breakwaters since the displacement of the units is typically larger
than several centimeters and its accuracy is lower than 6 mm
(Gonzalez-Jorge et al. 2011). Its main advantage is the high spatial
resolution of the system that provides a dense three-dimensional
(3D) point cloud of the structure. Productivity is higher than that
achieved by a total station since the data acquisition is done
automatically without targeting by a human operator. However,
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the requirement to use different base stations during the survey is
also a limiting factor due the relative low measurement range
(150–200 m in comparison with ranges over 1 km for total
stations). Other problem is related to the sensor point of view
that generates many occlusions in the point cloud and does
not provide the complete geometric data of the structure (this
problem is shared with total stations). These occlusions come
from the shadows that some cubes produce on those that are be-
hind. Aerial point of view is always more efficient to avoid this
problem than terrestrial point of view. In addition, these systems
exhibit high price and high computational cost in data processing
due to the millions of points to be managed (González-Jorge et al.
2011). Point clouds larger than 10 million data are common.
The automatic data acquisition provides points from many areas
of no particular interest than must be then filtered by the human
operator.
Aerial and mobile LiDAR shows higher productivity than
terrestrial LiDAR due to the fact they are mounted on mobile
platforms (planes, helicopters, vans, or vessels). Accuracy de-
pends not only on the quality of the laser but also on the global
navigation satellite system (GNSS) solution. The GNNS solution
in real time kinematics (RTK) mode provides accuracies around
2 cm in xy and 4 cm in z for high-performance systems, while
LiDAR sensor give accuracies similar to those obtained with ter-
restrial systems (6 mm). Combined accuracy is poorer than that
obtained from a terrestrial LiDAR system but enough for mon-
itoring centmetric displacements of cubes in breakwaters. They
do not present many occlusions because of its overhead point
of view, especially those mounted on aerial systems. One
of the main problems is the high cost of aerial and mobile
LiDAR systems, and the cost of the plane or helicopter flights.
Computation cost is also high because they provide point clouds
even larger than those obtained from terrestrial LiDAR; 100 mil-
lion points are common (Pirotti et al. 2013; Puente et al. 2013;
Reif et al. 2013).
Aerial photogrammetry depicts some of the restrictions of aerial
LiDAR due to the high cost of photogrammetric flights and photo-
grammetric cameras. Accuracy is lower than that in aerial LiDAR
(between 5 and 10 cm is common); however, many ports in the
world still use this systems to detect movements in breakwaters
(Wiechert et al. 2010; Merchant 2012).
Unmanned aerial vehicles (UAVs) reach today high levels of
development that allow its use in a robust and simple form, present-
ing very affordable prices, even for professional systems. Operators
must take care with weather conditions, especially with wind speed
in coastal areas. Flights are typically limit to speeds lower than
50 km=h. Low-cost UAVs allow professional features as waypoints
navigation, battery autonomies near to 30 min, and the possibility
of carrying payloads of around 2–3 kg. This payload allows includ-
ing systems as digital cameras to perform aerial photogrammetry.
Flight heights are smaller (30–50 m) than those from manned sys-
tems. As a result, simpler photographic equipment used in UAV
systems can achieve the same precision of the traditional manned
aerial photogrammetry. Unmanned aerial vehicles’ photogram-
metry has shown reliable applications for the inspection of large
structures (http://www.aibotix.com), generation of digital terrain
models, environmental studies, or cultural heritage inventory
(Colomina et al. 2014; Nex et al. 2014).
The bibliography does not show applications of UAV photo-
grammetry to the monitoring of rubble mound breakwaters. There-
fore, this paper presents an UAV photogrammetry procedure to
monitor displacements in rubble mound breakwaters and the detec-
tion limit of the described procedure to prove the real possibilities
of the methodology in this field of application.
Materials and Methods
Area of Study
The rubble mound breakwater used for the research reported in this
paper is the one that protects the Port of Baiona, placed in
northwestern Spain, on the Atlantic coast of Galicia (42.124792°
N; −8.844616°E). Baiona is famous because on March 1, 1493,
La Pinta ship arrived to its port in the return trip from the discovery
of America (Christopher Columbus expedition). Nowadays Baiona
is a touristic village and its port is mainly used for yachting. Baiona
breakwaters (Fig. 1) are made of single-layer cubes of 1.2 m, whose
main characteristics are 340-m long, a crest width and height of 8.4
and 8.5 m (respectively), and a structure base width of 21.7 m with
a 49° slope angle. Baiona village suffers severe Atlantic storms
during winter, causing significant deterioration in its civilian infra-
structures, including the port. It is therefore important to develop
monitoring procedures to improve the infrastructure management.
Data Acquisition
The UAV system used for the research reported in this paper is
a Mikrokopter Okto XL (http://www.mikrokopter.de; Fig. 2). It
is a medium-cost UAV powered by eight brushless motors that in-
cludes carbon fiber/aluminum fuselage. The UAV includes a flight
control with a global positioning system (GPS) positioning, three-
axis accelerometer, three-axis gyroscope, magnetometer, and pres-
sure sensor. A Sony Nex 7 camera (http://www.sony.com/uk) has
been mounted on the aerial unit. This captures red-green-blue
(RGB) images with 24.3-megapixel (Mpx) resolution. Mounted
lens is a Sony SEL16F28 with a focal length of 16 mm (F2.8).
Data acquisition was first planned in the laboratory using geore-
ferenced images and the planning software of the Mikrokopter
system. The software generates GPS waypoints for the survey that
are uploaded to the flight control of the Mikrokopter Okto XL. The
breakwaters, UAV height (25 m), and the distance between way-
points were chosen in a way that images overlap approximately 75%.
Fig. 1. (a) Baiona port and breakwaters, highlighted (© 2014 Google);
(b) breakwaters detail (image by David Roca)
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This operation is essential for a proper post processing photo-
grammetric restitution. The human pilot is the responsible for
the takeoff and landing operations. The surveying is done using the
waypoints for an automatic navigation. A total of 68 images were
acquired.
Ground references (28 points) are measured using a GPS Settop
AL-102 to provide information for data registration. The GPS
system was used in RTK mode with an accuracy of 2 cm in
horizontal and 3.5 cm in vertical values.
Data Processing
Photogrammetry Workbench from University of Salamanca
(Spain) was used for image data processing (Atkinson 2001).
The software uses computer vision algorithms for the automatic
extraction of characteristic points of images. Because coastal
Fig. 2. Mikrokopter UAV with Sony Nex 7 during survey (image by
Higinio González-Jorge)
Fig. 3. Three-dimensional model after Photogrammetry Workbench
processing: (a) point cloud; (b) surfaces model; images were exported
from the Photogrammetry Workbench software
Fig. 4. (a) Plane fitting of the point cloud from a cube face; (b) distri-
bution of distances between each individual point and the fitted surface
Fig. 5. Segmented unit (highlighted) and the rest of the armor units of
the breakwaters
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monitoring scenes usually present variations in scale and illumina-
tion, classical algorithms based on grey levels, such as area-based
matching (ABM; Joglekar and Gedam 2012) and least-square
matching (LSM; Gruen 1985), are useless. In this sense, the scale-
invariant affine transform (ASIFT) algorithm has been incorporated
into Photogrammetry Workbench (Morel and Yu 2009). The
ASIFT includes the consideration of two additional parameters that
control the presence of images with different scales and rotations.
The correspondence points derived from the ASIFT algorithm
are the input for the orientation procedure, which is performed
in two steps, as follows: (1) a pairwise orientation is executed
by relating the images to each other by means of the Longuet-
Higgins (1987) algorithm, and (2) this initial and relative
Fig. 6. Number of displaced points detected with roll, pitch, and yaw
rotations between 0 and 10°
Fig. 7. Differences in z values of the point cloud under roll rotation: (a) 1°; (b) 10°
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approximation to the solution is used to perform a global orienta-
tion adjustment between all images by means of collinearity
equations (Kraus 1993) which could include the determination
of the camera parameters (self-calibration).
The absolute orientation is completed with the 28 GPS points
previously measured. At the end of this process a georeferenced
point cloud of the breakwaters is obtained (Fig. 3).
Evaluation of the Detection Limit
The next step involves the evaluation of the detection limit using
UAV, photogrammetry surveying of breakwaters. This test is essen-
tial to establish whether the accuracy provided by this technique is
enough for monitoring small shifts in armor units.
The first step tests the precision of the UAV photogrammetry.
One face of one cube of the armor is manually segmented using
Fig. 8. Differences in z values of the point cloud under pitch rotation: (a) 1°; (b) 10°
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cloud compare software. Cloud Compare is a 3D point cloud
processing software including algorithms for registration, resam-
pling, statistics computation, sensor management, interactive
segmentation, and display enhancement.
A plane is fitted using a least-square algorithm implemented in
MatLAB software (Fig. 4). The distance di of any point xi, yi from
the least-square best-fit plane is given by
di ¼ axi þ byi þ czi ð1Þ
where the direction cosines of the normal to the plane are (a, b, c).







ðaxi þ byi þ cziÞ
2 ð2Þ
where E = sum of the squared distances; and n = number of points.
Distances di between the points and the fitted surface show a
Gaussian distribution with a SD (σ) of 0.026 m (2σ ¼ 0.052 m;
Fig. 9. Differences in z values of the point cloud under yaw rotation: (a) 1°; (b) 10°
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95% coverage). According to this, any changing distance over
0.052 m between two inspection surveys could be indicative of an
armor unit displacement with a probability of 95%. This value will
be assumed as the threshold to provide an alert in monitoring of
breakwaters system. Other errors like point cloud registration are
not taken into account because they are typically lower than 0.005 m.
The subsequent step consists in the determination of the detec-
tion limit of the system (the minimum movement that can be dis-
tinguished). The movement of an armor unit can be decomposed in
six main components; three translations and three rotations.
However, due to the block to block interaction, the spatial rotation
is the most probable movement. There is no flat foundation surface
beneath the cubes so in this paper only rotational movements are
evaluated.
Additional steps of the procedure include the following:
• Point cloud preparation for simulation. A single cube is
manually segmented from the point cloud (Fig. 5). In this
way, the movement of the cube is allowed by referring to the
original point cloud using rotation matrices. These separated point
clouds are later used as the inputs to the algorithm developed to
check the sensitivity of the UAV photogrammetry method.
• Rotation of the previously segmented armor cube. A rotation
center is established in the geometrical center of the cube. A
rotation loop is programmed from 0 to 10° with a step of
0.02° (roll, pitch, and yaw angles). It is assumed that the sensi-
tivity of the method will be better than 10°, so higher angles are
not tested.
• Generation of Gaussian noise. Only data from one survey could
be used for the evaluation of the detection limit since there are not
more data available. The precision of the method was previously
calculated (Fig. 4) with the plane fitting. This data is used to
provide the Gaussian noise. Once one rotation step is done,
Gaussian noise is applied to the whole point cloud according
to the precision data, including the rotated armor cube. Thus,
although only one point cloud is used, the lack of precision during
different surveys is taken into account in the calculations.
• Displacement detection. Every point cloud of the breakwater
unit generated after each step rotation (including Gaussian
noise) is compared with the input survey data. For the compar-
ison, the unorganized point clouds are converted into organized
point clouds using a nearest neighbor algorithm. This algorithm,
also known as proximal interpolation, approximates the value of
a z data for a nongiven point in an xy organized network by the
z value of the nearest xy data in the unorganized point cloud
(Bolstad 2008). Hence, the differences between points can be
computed as differences in the z data values. Differences over
0.052 m (2σ) could be measurable by the UAV photogrammetry
technique. They are correlated with the roll, pitch, and yaw
rotation of the cube.
Results and Discussion
Fig. 6 shows the number of points that can be detected for a certain
rotation angle. These points represent differences against the
original point cloud higher than 0.052 m. Even for small rotations
of the cube (around 0.1°) some evidence of movement can be de-
tected (around 100 points over the threshold). The number of points
displaced increases with the angular rotation. For smaller angles
(between 0 and 4°), evidences of yaw rotation are more important
than evidences of roll and pitch rotation. This trend changes for
angles higher than 5°, where roll and pitch show more displaced
points.
Figs. 7–9 show the differences in z values for roll, pitch, and
yaw rotations of the cube (angles 1 and 10°). The differences in
z increase with the increasing of rotation angle in all directions.
This is related to the greater number of points that are above
the detection threshold (Fig. 6). A significant number of points still
appear around dz ¼ 0 0.052 m that correspond to those whose
difference is within the system error. Graphs from Figs. 8–10 allow
the precise location of the displaced cubes. This type of information
could be of great help to improve the maintenance and management
of breakwaters because it allows the damage location.
Fig. 10 shows a range image where the color bar indicates the
differences in z values between the initial survey and the data gen-
erated after 1 and 10° roll rotations. This type of image appears very
visual and easy to understand, also being easily incorporated into a
GIS program.
Conclusions
An UAV low-cost photogrammetry technique is developed for
monitoring rubble mound breakwaters. It appears as a productive
and reliable technique if wind conditions keep below 50 km=h
Fig. 10. Image of z changes for roll rotations of (a) 1°; (b) 10°; area
where the block is rotated is highlighted; right grayscale shows the z
displacement (codified in meters)
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(Mikrokopter system). The system is tested at the Baiona port in
northwestern Spain.
The SD of the technique was evaluated on the flat face of one of
the cubes with values of 0.026 m (2σ ¼ 0.052 m; 95% coverage).
The detection limit of the technique was measured creating
artificial rotations in roll, pitch, and yaw for one specific cube.
Gaussian noise was introduced in the simulation taking into
account the SD of the survey to make the results more reliable,
according to the precision data obtained from the survey.
Changes in the point cloud after rotations were monitored cal-
culating the distances between both datasets. The detection of any
difference in height is assumed that come from the rotation of the
cube. The technique shows that rotations even lower than 1° could
be detected. These angular differences produce dimensional
changes in z higher than 10 cm. These changes could be easily
monitored since there are over the SD of the measurements.
It is recommended to study in further works the influence of the
accuracy of the UAV photogrammetry method with camera reso-
lution, flight height, focal length, and the position of GPS controls
points.
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4. INTEGRACIÓN DE SENSOR LIDAR EN
UAV PARA APLICACIONES GEOMÁTICAS 
4.1. Novel aerial 3D mapping system based on UAV 
platforms and 2D laser scanners 
Este capítulo contiene el artículo Novel aerial 3D mapping system based 
on UAV platforms and 2D laser scanners publicado en la revista de gran 
impacto Journal of Sensors en 2016. 
4.1.1. Resumen 
En este artículo se presenta un nuevo sistema de captura basado en la 
integración de un escáner láser 2D (LiDAR 2D), una IMU y un sensor 
GNSS sobre un UAV de tipo multirrotor para la generación de nubes de 
puntos en tres dimensiones, directamente georreferenciadas, realizando 
una evaluación de la exactitud y precisión obtenidas. Se trata de un 
desarrollo previo que sirve para establecer la base de conocimiento para el 
trabajo realizado en la última fase del proyecto de Tesis Doctoral. 
La obtención de información 3D típicamente se puede realizar con 
imágenes, usando técnicas fotogramétricas, y con equipos láser escáner 3D 
estáticos, basados en la rotación de un espejo sobre 2 ejes sobre el que se 
refleja un haz generado por el emisor que es reflejado sobre las superficies 
y hace llegar al receptor. Con la evolución de los sistemas de 
posicionamiento basados en sensores inerciales y dispositivos GNSS, se 
posibilita el uso de sistemas 2D montados sobre vehículos para la 
generación de nubes de puntos masivas 3D, generadas en combinación con 
el movimiento de la plataforma. Sobre UAVs se han montado cámaras 
RGB-D, láser escáner 2D usando algoritmos SLAM para la determinación 
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del posicionamiento y sistemas láser escáner junto a cámaras para 
estimación de la orientación. Sin embargo, todas las soluciones presentan 
limitaciones para su uso en exteriores. 
Con el objetivo de salvar las limitaciones de los sistemas previos se 
desarrolla un nuevo equipo basado en un láser escáner 2D, una unidad 
GNSS para el posicionamiento absoluto y un sensor inercial para la 
medición de la orientación relativa, todos equipos de bajo coste y con unas 
características físicas adaptadas al montaje en UAV con carga de pago 
limitada a 2 Kg. 
El sistema hardware desarrollado realiza la sincronización de datos entre 
el láser 2D, el sensor inercial y el GNSS usando como referencia el tiempo 
GPS. La captura se realiza almacenando los datos binarios brutos de los 
sensores en una memoria interna gestionada por el propio 
microcontrolador interno y se habilita la opción de recepción de 
correcciones diferenciales para que el sistema GNSS pueda trabajar en 
modo RTK (Real Time Kinematics) aumentando su precisión, todo 
gestionado desde la unidad de tierra mediante un enlace radio y una 
aplicación Android desarrollada para este propósito. 
En el post-proceso de datos se genera la nube de puntos 3D a partir de las 
mediciones puntuales del láser y su correspondiente orientación y posición 
determinada por la unidad inercial y GNSS respectivamente. Para ello se 
hace uso del modelo matemático de los sistemas LiDAR aplicando las 
matrices de rotación para transformar los puntos medidos en el sistema de 
referencia del láser al sistema de referencia global y aplicando las matrices 
de calibración entre sensores. El resultado es una nube de puntos 
directamente georreferenciada. 
Se comprueba la calidad de los datos obtenidos mediante dos metodologías 
diferentes: la exactitud en medidas geométricas de elementos físicos y en 
valor absoluto mediante coordenadas geográficas de los datos.  
Las mediciones geométricas de los edificios sobre los que se realiza el 
ensayo, utilizando como valor de referencia la medición de un láser 
escáner fijo con precisión inferior a 2 mm, confirman un error inferior al 
5% en la medida de distancia, generalmente provocado por la precisión del 
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sistema inercial. Es importante destacar que la geometría de los puntos en 
forma de líneas influye en la medida, en este caso, de la altura del edificio 
usado para el estudio, mientras que en la dirección de avance, la exactitud 
es superior al estar directamente relacionada, por el proceso de captura de 
los datos, con la medición en RTK del sistema GNSS de mayor precisión. 
La exactitud en valor absoluto se obtiene mediante la medición de una 
superficie irregular en la que se ubican siete puntos de control que son 
medidos de forma independiente mediante un receptor GNSS en modo 
VRS (Virtual Reference Station), obteniendo que la desviación máxima es 
inferior a 0.40 m en todos los ejes. Se comprueba que el error en esta 
medición está influenciado por la menor precisión en la medida del sensor 
inercial del ángulo de heading. 
Se puede concluir que el sistema desarrollado y los datos generados por el 
mismo tienen una calidad acorde a las especificaciones de los sensores y 
se valida la utilidad del sistema integrado, comprobando la calidad de los 
datos generados y estudiando los parámetros que influyen en esta. 
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Ee acquisition of 3D geometric data from an aerial view implies a high number of advantages with respect to terrestrial acquisition,
the greatest being that aerial view allows the acquisition of information from areas with no or diLcult accessibility, such as roofs
and tops of trees. If the aerial platform is copter-type, other advantages are present, such as the capability of displacement at very
low-speed, allowing for a more detailed acquisition. Eis paper presents a novel Aerial 3D Mapping System based on a copter-
type platform, where a 2D laser scanner is integrated with a GNSS sensor and an IMU for the generation of georeferenced 3D
point clouds. Ee accuracy and precision of the system are evaluated through the measurement of geometries in the point clouds
generated by the system, as well as through the geolocation of target points for which the real global coordinates are known.
1. Introduction
Eeavailability of 3D point clouds fromobjects is a key aspect
regarding their inventory and the performance of posterior
geometric analysis and other types of analysis such as energy
use in buildings [1, 2], presence and dimension of cracks in
bridges and roads [3, 4], and presence of defects in smaller
objects or elements such as welding [5].
Point clouds can be generated using diXerent method-
ologies and devices: on the one hand, photogrammetry tech-
niques can be applied for the orientation of the images and
the extraction of the 3D coordinates of the point represented
by each pixel through the computation of the ray intersection
[6]. On the other hand, there is the possibility of performing
the direct measurement of the 3D coordinates of points
through the use of laser scanning devices. Most of them con-
sist of a moving head (rotation in the 푧-axis) with a rotating
mirror inside (rotation in its 푥-axis).Ee two axes of rotation
provoke the deviation of the laser ray emitted, which travels
through the space, returning to the head a]er encountering
an object. Ee result is directly the 3D coordinates of each
point of the area around the position of the laser scanner
[7, 8].
However, development in positioning sensors, from Iner-
tial Measurement Units (IMU) to GNSS, has encouraged
the appearance of mobile platforms for the generation of
massive 3D point clouds. Most options are terrestrial and
their displacement is based on awheeled structure, which can
be a car or a van [9, 10], or a platform specibcally designed for
indoor works [11].
Regarding aerial platforms, advances in the recent years
have increased the possibilities towards the integration of
sensors for diXerent purposes. One option is the integration
of RGB-D cameras, such as Kinect sensors, in the aerial plat-
form, in such a way that small 3D point clouds are acquired
[12, 13]. Ee main drawbacks of this procedure are that data
processingmust be performed for the registration of contigu-
ous point clouds and that their main application is limited to
indoor scenes due to the poor performance of these devices
in outdoor conditions. Eus, some versions integrate both
a LiDAR sensor (2D laser scanner) for the measurement of
geometry and a photographic camera for the acquisition of
images [14, 15]. Eis way, positioning of the system relies on
LiDAR data processing and image orientation, based on pho-
togrammetry and computer vision algorithms. Eese cases
used a relative coordinate system, unless ground control
points aremeasured with a GPS device and used for the abso-
lute orientation of the images. Another common option is
the implementation of rotation in the laser, with the same
purpose of the rotating head in a terrestrial laser scanner: the
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Table 1: Technical characteristics of the sensors used for 3D mapping in the Aerial System.
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generation of 3D point clouds due to the fusion of all the
2D sections acquired in the same position [16, 17]. In these
cases, some approaches rely completely on the IMU for the
computation of the trajectory of the fight [18], whereas
other approaches focus on the alignment of the 2D point
clouds for the determination of the positions fromwhich they
were acquired. his approach is commonly known as SLAM
(Simultaneous Localization and Mapping) [19].
here are diierent algorithms for SLAM, although the
majority of them can only be applied to indoor scenes due
to the higher presence of characteristic elements [20] than
outdoor scenes. Other SLAM algorithms stablished the dis-
placement of the laser on the horizontal plane, in such a way
that the measurement is limited to horizontal and vertical
surfaces, with no possibility of measuring ramps, or even
staircases [21].What ismore, the applications of SLAM-based
platforms are limited to mapping and navigation, disregard-
ing the third dimension of space. In order to measure in 3D,
the platformmust either integrate a second LiDAR sensor in a
perpendicular position regarding the krst [22] or implement
rotation to it [17].
In order to overcome the limitations of SLAM regarding
outdoor scenes and geometry, this paper presents a method-
ology for 3D modelling of outdoor scenes based on data
acquired by a LiDAR sensor mounted on an aerial platform,
copter-type. he system is able to acquire the 3D coordinates
of points, including slopes and inclined surfaces, common in
outdoor scenes. In order to minimize the number of LiDAR
sensors in the platform and consequently reduce the payload
to its minimum, the system consists of a 2D laser scanner
and a GNSS receiver.his way, 3D point clouds are generated
by the combination of the 2D scans with the displacement
measured by GNSS as the third dimension. he direct mea-
surement of the GNSS receiver in the global reference system
allows the direct absolute orientation of the 3D point clouds
with no need for artikcial ground control points.
his paper is organized as follows: Section 2 describes the
equipment, and the procedures for data acquisition and data
processing. Section 3 incorporates the results obtained aler
diierent measurements for the validation of the system. Last,
Section 4 presents the conclusions reached aler the analysis
of the Aerial 3D Mapping System is proposed.
2. Materials and Methods
2.1. Sensor Integration. he system presented in this paper
consists of an aerial platform, copter-type, equipped with a
2D laser scanner for the measurement of point coordinates
and an IMU (Inertial Measurement Unit) for the measure-
ment of the position and orientation of the platform, and,
thus, of the 2D laser scanner.
he platform chosen as the base of the system is a
Mikrokopter Okto-XL. It is an eight-propeller platform, with
a brushless motor for the control of each propeller, in such a
way that propellers are individually controlled. he platform
presents a payload of 2.5 kg, and a fying autonomy up to 20
minutes. he platform is remotely controlled, with commu-
nication with the remote control on the band of 2.4GHz.
Data acquisition for 3D mapping is performed through
the incorporation of the following sensors to the platform:
(i) 2D laser scanner, Hokuyo, model UTM-30LX.
(ii) IMU Advanced Navigation, Spatial model.
(iii) GNSS Receiver, Trimble BD920, with RTK, DGNSS,
and SBAS modes [23].
(iv) Embedded processor Pandaboard.
Technical characteristics of the sensors are included in
Table 1.
Data acquisition is controlled from a tablet device, which
communicates with the Aerial 3DMapping System through a
wireless communication module, in the channel of 433MHz.
What is more, the embedded processor is equipped with a 3G
module for receiving GPS corrections of the position of the
platform, in the NTRIP protocol.he GNSS receiver Trimble
BD920 imports the corrections received, which are used for
the precise computation of the position of the system, in real
time. Data from the laser (scanning sections), IMU, and GPS
aler corrections are stored on-board, in a storage system















Figure 1: Communication between sensors.
consisting of an external portable memory. Figure 1 shows a
schema of the diBerent connections between sensors.
As shown in Figure 1, every measurement of the laser is
associated with a measurement of the IMU and the GNSS
receiver, making possible the posterior generation of a 3D
point cloud. Me synchronization is performed through a
trigger-out signal sent by the laser every time a measurement
is performed.Me signal is received by the IMU, which sends
its measures and resends the order of acquisition to the GNSS
receiver.
In order to avoid the entrance of Qying elements and dust
in the electronics of the system, all the components are pro-
tected by an aluminium box, 2mm thick, with the exception
of the laser and the GNSS antenna. Me box is aSxed to the
UAVwith a tappet, also made in aluminium.Me laser sensor
is placed in such a way that the 90∘ with no measurement are
oriented upwards. Mis way, no information is missed from
the area of interest (ground and vertical elements such as
buildings, trees); in addition, there is no record of the wing
and the motors of the vehicle, which could disturb the point
cloud appearing as points with no interest. Figure 2 shows the
system developed for aerial 3D mapping.
Me positions of both the GPS antenna and the laser
scanner are calibrated with respect to the IMU, so that the
respective measurements of global and 2D coordinates are
referred to the same origin in the system and their integration
is possible.
2.2. Data Acquisition. While the Qight is controlled with the
remote control by the operator, data acquisition is controlled
from the tablet device, with a so\ware speci]cally developed
by the authors for this operation. DiBerent screen captures of
the so\ware are shown in Figure 3.
Me so\ware is developed in such a way that data acquisi-
tion is controlledwith buttons “Start” and “Stop”. In addition,
the number of measurements can be followed in real time
(top of the screen, legends “NumSurvey” and “NumScans”,
together with the measurements of the IMU sensor for both
positioning and orientation (latitude, longitude and height,
Figure 2: Aerial 3D Mapping System developed.
and roll, pitch and yaw)). Regarding the GNSS, the “Status”
legend shows at every moment the quality of the GNSS
positioning. In particular, the green light for acquisition is
given when the acquisition mode is RTK Fixed, as shown in
Figure 3(b).
When global positioning is optimal (RTK Fixed), the
“Start” button can be pressed. In this moment, the laser data
acquisition starts, and all the measurements by the IMU, the
GNSS receiver, and the laser are stored.
2.3. Data Processing. Given the high precision of data acqui-
sition, data processing is a simple procedure.Meposition and
orientation of the aerial system in each lasermeasurement are
known through the measurements of the IMU and the GNSS
sensors associated. Mus, the procedure for the generation
of the 3D point clouds of the area Qown consists in the
placement of each laser measurement (a 2D point cloud) in
the position of the UAV in the moment of the acquisition,
projected with the orientation of the UAV. Consecutive 2D
point clouds are projected to their respective positions, taking
into account that the displacement line is the 3rd dimension
of the point cloud.Me projection of each point is determined
by the measurement of angle and distance from the IMU
provided by the laser scanner, and the angles of roll, pitch, and
4 Journal of Sensors
(a) (b)
Figure 3: Screen captures of the so;ware developed for controlling data acquisition. (a) System not working. (b) System logging data.
Figure 4: Example of point clouds acquired from the Aerial 3D Mapping System developed. Ke red line shows the path followed by the
system in the diLerent Mights required for the complete coverage of the buildings. Colour is applied according to diLerent levels of height.
yaw measured by the IMU in each position. Figure 4 shows
some examples of 3D point clouds of buildings acquired from
the Aerial 3D Mapping System.
3. Results and Discussion
Ke performance of the Aerial 3D Mapping System is evalu-
ated in twoways. On the one hand, the quality of the 3D point
cloud is analysed through its comparison with a point cloud
of the same buildings acquired with a terrestrial laser scanner
FAROFocus3D.Kis way, the accuracy of the geometry acqui-
red by the proposed system is calculated. On the other hand,
the quality of the global positioning of the system is evaluated
through the comparison of the 3D coordinates of seven target
points between the point cloud generated and independent
GPS measurements.
3.1. RelativeMeasurements. Two diLerent single-houses were
acquired with the Aerial 3D Mapping System and with a ter-
restrial laser scanner FAROFocus3D X330.Ke high accuracy
in the 3D measurement of scenes of the latter (2mm) makes
it the optimal option for being considered as a reference. Ke
measurement of the Aerial 3D Mapping System consists in
following a Mying path surrounding the buildings, at a Mying









Figure 5: 3D point clouds acquired of buildings (1) and (2) used for the validation of the system proposed. (a) Point clouds from the Aerial
3D Mapping System. (b) Point clouds from TLS FARO Focus3D X330. Oe main diPerence is the lack of information from the roofs in the
point clouds of the latter.
Table 2: 3D dimensions of buildings in Figure 5; comparison between the point cloud acquired with FARO Focus3D and the Aerial 3D
Mapping System proposed. DiPerences over 5% are highlighted in bold.
















Aerial 3D 4.72m 21.86m 9.32m
height 1-2m over the building. Height is dependent on the
horizontal distance between the Aerial System and the build-
ing, given that the two parameters, height and horizontal
distance, determine the view angle of the laser sensor. In order
to acquire information of the fac¸ades and the roof, the recom-
mended view angle of the laser sensor is between 30∘ and 50∘.
Regarding FARO Focus3D X330, data acquisition is per-
formed from one scan position, located next to one corner
of the building. Ois way, information about the main fac¸ade
and one lateral fac¸ade is acquired. With respect to the roofs,
which appear in the point clouds acquired by the Aerial
3D Mapping System, the information acquired by the FARO
Focus3D is limited to some points visible by the laser from the
scan position.
Oe point clouds resulting from the data acquisitions are
shown in Figure 5, while the results of their geometrical eval-
uation are shown in Table 2.
Results show that the error in the measurement of the
Aerial 3D Mapping System is under 5% except for one mea-
surement. What is more, the highest accuracy is found for
the measurement of the length. Oe higher accuracy in this
dimension, which depends on the measurement of the GNSS
and the computation of the displacement of the system, shows
the quality of the performance of RTK mode. On the other
hand, the lower accuracy in the measurement of the height of
the building can be due to the fact that it can only bemeasured
in one scanning section, the one coincidentwith the top of the
roof, with no security for its coincidence with the real higher
section of the building. On the contrary, this measurement
presents high accuracy in the point clouds acquired with
FARO Focus3D, since they present several points for each
position, including the top of the roof. However, the highest
error is found in the width of the buildings. Oe cause of this
highest error is that the width measurement is a combination
of measurements of the laser and the GNSS, resulting in the
integration of the error from the two sources.
3.2. Absolute Positioning. Oe quality of the global position-
ing of the system is evaluated through the measurement of
the 3D coordinates of 7 control targets, consisting of white









Figure 6: (a) Side view of the forest clearing with control targets at di>erent heights. (b) Top view of the forest clearing; the position of the
targets is highlighted in red.
Table 3: Mean deviation values between the coordinates measured by the system proposed and the reference values measured with GPS
Trimble R8 for each point. All units are in [m].
Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 7 Mean
Dev. 푥 0.150 0.202 0.368 0.113 0.275 0.110 0.454 0.239
Dev. 푦 0.259 0.186 0.438 0.206 0.394 0.152 0.723 0.337
Dev. 푧 0.187 0.182 0.230 0.287 0.167 0.144 0.211 0.201
rectangular plates placed at di>erent heights (between 0.20
and 1.40m). Ye targets were homogeneously distributed
in a forest clearing, as shown in Figure 6. With the aim of
performing a statistical analysis, the coordinates of the targets
are measured in 10 di>erent \ights, performed at 8–10m
height. Ye GNSS sensor of the aerial system received online
corrections fromone station: the o_cial national base located
at an approximate distance of 30 km.
Ye reference for the coordinates of the targets is set
on the independent measurement performed directly on the
targets using a GPS Trimble R8.Yus, the spatial coordinates
of the seven targets are measured in the ten \ights, and their
values are compared with the reference values (i.e., values
from the measurements performed with GPS Trimble R8).
Mean deviations from the measurements of the Aerial 3D
Mapping System with respect to the reference values are
0.239m in the 푥-axis, 0.337m in the 푦-axis, and 0.201m in
the 푧-axis. Mean deviation values for the 10 measurements of
each point are shown in Table 3.
Ye highest mean deviation, for all points except point
2, is in the 푦-axis. What is more, Point 7 is the one with the
highest deviation both in 푥- and in 푦-axis, due to an error
in the measurement of the heading angle by the IMU, which
is the measurement in which the IMU presents the worst
performance [24]. In all cases, precision is higher than 0.5m,
with the only one exception of point 7, for which precision in
the 푦-axis is 0.723m.
4. Conclusions
Yis paper presents the development and integration of a
novel Aerial 3D Mapping System, constituted by an aerial
platform, copter-type, and a 2D laser scanner for the mea-
surement of point coordinates in outdoor scenes. Position
of the system during acquisition is measured with a GNSS
sensor, which accepts corrections from GPS stations, both
local (positioned by the operators) and o_cial, provided they
communicate usingNTRIP protocol. In addition, orientation
of the system is measured by an IMU, which also calculates
the trajectory of the system in case GNSS signal is lost. Yus,
the gnal objective of the system is the generation of 3D point
clouds of the area under study, with coordinates in the global
coordinate system.Ye global coordinate system used in this
paper is ETRS89, with UTM projection and time zone being
dependent on the location (from 29 to 31 in the case of Spain).
With the presented congguration, and using GPS correc-
tions from an o_cial base, precision in global positioning is
under 0.400m in all axes, being the worst precisionmeasured
in the 푦-axis with a value of 0.337m. Yus, the system
provides results with a precision 10 times lower than the
theoretical precision provided by GPS RTK mode, which is
1-2 cm. Yis decrease in precision is caused by errors in the
measurements of the IMU, which in\uence the projection of
each point to its 3Dposition.Ye IMU is the sensor that intro-
duces higher deviations, especially in themeasurement of the
heading angle, which is the one with the worst performance.
Regarding the generation of 3D point clouds and the
accuracy of their geometry, two houses were measured, and
the evaluation of their dimensions with respect to those mea-
sured by a terrestrial laser scanner results in error below 5%
formost cases. Regarding the di>erent dimensionsmeasured,
the highest error is found in the width of the buildings. Ye
reason for this higher error is that this dimension is transver-
sallymeasured by the laser, and the orientation of the points is
calculated from the values of translation and rotation between
positions of the system, instead of being directly measured.
Yis fact highlights the importance of a proper \ight plan-
ning, in which the key dimensions of the object of interest are
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measured directly by the system (either by the laser scanner
or by the GNSS in case the measurement is parallel to the
trajectory of the Aerial System).
Improvements to the Aerial 3D Mapping System would
imply the integration of an IMU with better technical char-
acteristics, as well as a laser scanner with capacity to measure
at higher frequencies, so that more scans are measured in
each Gight and thus the error produced in the measurement
of the dimensions of the objects is reduced. Regarding the
generation of 3D point clouds, future work will focus on the
processing step, through a procedure of plane extraction in
consecutive 2D sections for the adjustment of the points to
Lt the plane, resulting in the generation of more accurate 3D
models.
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5. DESARROLLO DE PRODUCTO 
 
5.1. Introducción 
La línea técnico-industrial de esta Tesis Doctoral se desarrolla durante los 
últimos años de la misma motivada por la experiencia del trabajo en 
empresa y el conocimiento de las necesidades y demandas del mercado, 
tanto en lo relativo a solicitud de nuevos productos y servicios, como la 
importancia de ajustarse a plazos de tiempo muy ajustados. 
Con el propósito de poner en valor la investigación previa y el 
conocimiento adquirido en la etapa investigadora, se decide dar el paso al 
desarrollo de un equipo comercializable, que integre las principales 
novedades en lo relativo a sensórica, fijando como objetivo diseñar y 
desarrollar un producto comercializable. 
El producto a desarrollar será un sistema LiDAR aéreo para uso en UAV 
con cámara RGB y multiespectral. El equipo debe ser completamente 
funcional, tanto a nivel hardware como software, y su manejo deberá poder 
ser realizado por cualquier operario con un conocimiento mínimo del 
sistema. 
Este desarrollo se enmarca dentro del proyecto de investigación 
UFOREST, correspondiente a la convocatoria Interconecta 2016 en el que 
la empresa Ingeniería Insitu SL participa como subcontratista. 
En este capítulo se hará un resumen por la trayectoria del proyecto de 
desarrollo de producto. Se comienza con la etapa de definición de 
requisitos, para continuar con las fases de diseño y desarrollo, y finalmente 
la fase de validación de resultados 
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5.2. Definición de requisitos 
La definición de requisitos del sistema a desarrollar se realiza de forma 
previa a la etapa de diseño, para dejar documentadas todas las 
funcionalidades que se le requieren al equipo. De esta forma, se establecen 
los principales requerimientos, algunos de los mismos especificados por el 
proyecto de investigación, tanto a nivel funcional como no funcional. 
 
5.2.1. Requisitos funcionales 
Se enumera, a continuación, un resumen de los principales requisitos 
funcionales fijados para el sistema a desarrollar: 
 Precisión absoluta inferior a 10 cm RMSE. 
 Tasa de escaneo superior a 300000 puntos/seg. 
 Doble retorno. 
 Altura de vuelo para operación entre 40 y 60 metros AGL. 
 Peso del sistema completo inferior a 2.5 Kg. 
 Tamaño compacto, máximo 200 x 200 x 300 mm. 
 Sistema de acople Plug&Play. 
 Rango de alimentación de entrada de 15 a 30 V. 
 Consumo inferior a 30W. 
 Integración de cámara RGB tipo Sony Alpha 7 RII. 
 Integración de cámara multiespectral tipo Micasense RedEdge. 
 Software para control de captura LiDAR y cámaras. 
 Software para postproceso de los datos. 
 
5.2.2. Requisitos no funcionales 
A continuación, se enumeran, los principales requisitos no funcionales 
fijados para el sistema divididos por bloques: 





 Disponibilidad. El sistema a desarrollar debe poder operar en 
cualquier momento y cualquier lugar, 24 horas y 7 días. 
 Robustez. El sistema debe tener una tasa de fallos baja, inferior a 
0.5%. 
 Simplicidad de proceso. El proceso de operación del sistema a 
desarrollar deberá ser simple y realizable por un operario con una 
formación básica de menos de 10 horas. 
 Rendimiento. El rendimiento de escaneo, en términos de 
productividad del sistema, no podrá estar limitado por el sistema, 
sino por las plataformas de vuelo sobre las que se instale. 
 Estabilidad. Los desarrollos de firmware y software asociados 
deberán ser estables, con tasas de fallos inferiores al 0.05%. 
 Funcionalidad. La operativa del sistema debe ser práctica y 
sencilla, siendo útil para trabajar en todos los escenarios para los 
que ha sido diseñado. 
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5.3. Diseño 
El diseño del sistema es la parte clave para obtener un producto acorde a 
las necesidades establecidas. Para realizar un correcto diseño se hace una 
división del sistema en diferentes bloques funcionales, tanto hardware 
como software. En concreto se consideran los siguientes grandes bloques: 
 Hardware embarcado. Contempla todos los dispositivos 
hardware embarcados: sensores de captura, microcontroladores, 
electrónica de control y sistema de almacenamiento. 
 Hardware de comunicaciones inalámbrico. Incluye el sistema de 
comunicaciones entre el sistema embarcado y la estación de tierra. 
 Firmware del sistema embarcado. Software autoejecutable del 
microncontrolador que controla los sensores y el funcionamiento 
general del sistema. 
 Software de control del sistema embarcado. Software de la 
estación de tierra para controlar de forma remota el equipo 
embarcado. 
 Software para post-proceso de los datos. Software para su uso 
post-misión de captura para el tratamiento y la obtención de los 
datos proporcionados por los sensores. 
El diseño se realiza bloque por bloque teniendo en cuenta las relaciones 
entre ellos. A continuación se profundiza en los detalles fundamentales del 
diseño de cada una de las partes. 
 
5.3.1. Hardware embarcado 
El hardware embarcado está definido por los siguientes sensores 
principales: 
 Sistema Inercial Applanix APX-15 
 LiDAR Velodyne VLP-16 
 Cámara Sony Alpha7 o similar (de montaje opcional) 
 Cámara Micasense RedEdge (de montaje opcional) 





Las cámaras de montaje opcional pueden ser montadas o no a elección del 
usuario, pero el sistema es diseñado para su uso con una, otra o ambas a la 
vez. 
Se realiza un estudio de las características técnicas de cada uno de los 
sensores a embarcar, teniendo en cuenta los principales aspectos técnicos 
que se definen a continuación. 
 Consumo de energía, nominal y valores de pico. 
 Niveles lógicos de las señales de control y entrada/salida. 
 Interfaces de comunicación y conectividad. 
 Protocolos de comunicación y control. 
Se diseña un sistema hardware donde un microcontrolador se encarga de 
la gestión de todos los sensores y una tarjeta electrónica para la conexión, 
alimentación y comunicación entre ellos.  
El microcontrolador estará conectado de forma directa e indirecta con 
todos los sensores a través de las inferfaces de E/S que se detallan a 
continuación. 
 Applanix APX-15. 
o Puerto Ethernet 10/100 Mbps 
o Puertos I/0 digitales (Señal TTL adaptada) 
 Velodyne VLP-16. 
o Puerto Ethernet 10/100 Mbps 
 Cámara Sony Alpha7 
o Puerto I/0 digitales. (Señal TTL adaptada) 
 Cámara Micasense Red Edge 
o Puerto Ethernet 10/100 Mbps 
o Puerto I/0 digitales (Señal TTL adaptada) 
Las conexiones indirectas se realizan a través de la tarjeta electrónica. En 
esta se realizan las siguientes operaciones principales. 
 Adaptación de niveles de señales entre sensores y cámaras. 
 Conexionado directo de sensores. 
 Ruteado de comunicaciones entre sensores. 
 Sistema de encendido/apagado  
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 Sistema de alimentación 
 Interfaces hardware con usuario (leds y pulsador) 
Para una compresión sencilla se adjunta un esquema de bloques con las 
interfaces principales entre sensores y una imagen del layout de la tarjeta 
electrónica diseñada. 
 
Figura 1. Diagrama de bloques del hardware 
 
 
Figura 2. Layout de la tarjeta electrónica. 






Figura 3. Tarjeta electrónica 
 
 
Figura 4. Vista superior del sistema con los principales componentes 
(iquierda) y dispositivo prototipo montado (derecha). 
 
 
Figura 5. Prototipo del sistema embarcado en UAV. 
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5.3.2. Hardware de comunicaciones inalámbrico 
El hardware de comunicaciones se refiere al sistema de comunicaciones 
que establece un canal de comunicación entre el sistema embarcado en el 
UAV y la estación de control en tierra, para posibilitar su configuración y 
manejo remoto. 
En la fase de diseño se ha tenido en cuenta la normativa relativa al uso del 
espectro electromagnético y se han estudiado diferentes bandas de 
frecuencias para establecer el canal de comunicaciones (Orden 
ETU/1033/2017, 2017). En este sentido, se ha considerado que la 
normativa es cambiante y difiere entre países, por lo que en esta etapa de 
diseño se marca como requisito la necesidad de tener un canal de 
comunicaciones basado en el protocolo Ethernet (802.3) con protocolos 
TCP/IP y UDP. Para ello se seleccionará un hardware adecuado que 
establezca el enlace de comunicaciones a través del canal y protocolo 
conveniente, pero de forma transparente al usuario. 
En el caso del equipo diseñado, configurado para operar en Europa, se 
selecciona el siguiente hardware de comunicaciones: 
 Estación embarcada. 
o Interfaz de red: 10/100 Mbps (802.3) 
o Interfaz de radio: 5 GHz (802.11a/n) 
 Estación de tierra. 
o Interfaz de red: 10/100 Mbps (802.3) 
o Interfaz de radio: 5 GHz (802.11a/n) 
Se diseña el sistema de tal forma que la interfaz radio sea transparente y el 
usuario únicamente vea el sistema como una conexión con protocolo 
802.3. 
 
5.3.3. Firmware del sistema embarcado 
El diseño del firmware del sistema embarcado es una de las partes 
fundamentales del sistema, es el encargado de la gestión de los sensores 





embarcados, la comunicación entre ellos, la configuración y el 
almacenamiento de los datos. 
Se hace un diseño modular, donde cada módulo gestiona comunicaciones 
e interfaces de cada uno de los sensores. Los módulos y funciones 
principales son las siguientes. 
 Módulo APX-15. Se encarga de la gestión y configuración del 
sistema inercial Applanix, recepción y gestión/tratamiento de los 
datos en tiempo real y para post-proceso. 
 Módulo VLP-16. Se encarga de la gestión, configuración, 
comprobaciones de estado y/o error y almacenamiento de la 
información del sistema LiDAR. 
 Módulo de comunicaciones. Se encarga de gestionar la 
comunicación entre el sistema embarcado y la estación de control. 
A través de este módulo se establecen todas las comunicaciones, 
envío de datos en tiempo real y recepción de parámetros para 
configuraciones. 
 Módulo sensores. Se encarga de la configuración de señales de 
disparo y retorno de los sensores en base a la configuración 
establecida por la estación de control. 
 Módulo de gestión. Se encarga de la gestión de todos los módulos 
anteriores a través del lanzamiento de procesos de ejecución y 
establecimiento de las interfaces de comunicación entre los 
diferentes módulos. 
Se diseña el sistema para comunicación e intercambio de datos entre los 
diferentes módulos las siguientes tecnologías. 
 Memoria compartida. 
 Semáforos. 
 Colas de mensajes. 
El firmware está compuesto por un único driver que se ejecuta en el 
microcontrolador al iniciar este y lanza el módulo de gestión. En ese 
momento, este módulo es el encargado de lanzar los diferentes procesos 
de cada uno de los módulos de forma ordenada para que el sistema 
funcione acorde a las especificaciones de diseño. 
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5.3.4. Software de control del sistema embarcado 
La aplicación de escritorio para el control remoto del sistema embarcado 
será un programa con una interfaz gráfica de usuario (GUI, del inglés 
Graphical User Interface) que realiza las siguientes funciones: 
 Estación de control y telemetría. Sirve como estación de control 
de telemetría de todas las variables fundamentales del sistema 
embarcado y control del mismo. 
 Establecer comunicación con el sistema remoto. Se diseña de 
forma que el sistema remoto envíe paquetes UDP periódicamente 
y este software los recibe para tener información en tiempo real del 
sistema y representarla en la estación de telemetría. 
 Enviar comandos al sistema remoto. Se establece comunicación 
mediante protocolo TCP/IP con el sistema remoto para el envío de 
los paquetes de comandos al sistema remoto. Se utiliza el protocolo 
TCP/IP orientado a conexión para garantizar la transmisión de la 
información. 
 Enviar configuración al sistema remoto. Se establece la 
comunicación a través del protocolo TCP/IP para el envío de 
paquetes de configuración de sensores. Al igual que en caso 
anterior, se garantiza la transmisión de la información gracias al 
uso de TCP/IP 
 
Se implementa como una a través de una librería dinámica (DLL) 
encargada de las funcionalidades y una interfaz gráfica de usuario que 
interactúa con el sistema a través de la librería. 
 





5.3.5. Software para el post-proceso de datos 
El software de post-proceso es, junto con el hardware y firmware, un 
elemento fundamental del sistema. Para su correcto diseño se divide en 
siete módulos principales: 
 Input de datos. Recibe los ficheros directamente generados por el 
hardware: trayectoria (en tiempo real o post-procesada, archivo 
*.out), archivos de rango y telemetría del LiDAR (archivos *.vdf y 
*.vtf) 
 Validación datos de entrada. Se encarga de validar, formatos e 
integridad de los archivos de entrada. 
 Filtro de datos. Posibilita la realización de filtrado de los datos de 
entrada teniendo en cuenta las siguientes características: 
o Tiempo GPS de inicio y fin. 
o Rango de distancia del LiDAR. 
o Ángulo de incidencia del LiDAR. 
o Haz interno del LiDAR 
 Calibración de sistema. Permite editar fichero de calibración 
interno y aplicarla a los datos de salida. 
 Georreferenciación directa. Módulo encargado de la 
georreferenciación directa de los datos de LiDAR en función del 
archivo de calibración y archivo de trayectoria del sistema (NGA, 
2011) (Habib, Kersting, Shaker, & Yan, 2011). 
 Salida de datos. Permite seleccionar formato de salida de datos. 
 Interfaz gráfica. Permite el uso amigable del software por parte 
de un usuario. 
La implementación se realizará con la creación de una librería dinámica 
(DLL) en C++ con una clase para cada uno de los módulos descritos y una 
interfaz gráfica implementada con el framework de Qt. 
  
Integración de sensores en plataformas UAV para aplicaciones geomáticas 
 
  
   
108                                                                                                                     
5.4. Validación y resultados 
Una vez implementado las diferentes partes del sistema, hardware, 
firmware y software, se procede al proceso de validación para certificar el 
cumplimiento de los requisitos establecidos y la validación de los 
resultados del producto acorde a las especificadores fijadas inicialmente. 
5.4.1. Validación del sistema 
Se realiza el proceso de validación del software y firmware por un lado y 
del hardware por otro. 
 Software y firmware. Se validan las clases y funciones tanto del 
software de control y post-proceso como del firmware que controla 
el hardware de captura. Para la realización de la validación se 
realizan las siguientes pruebas: 
o Pruebas unitarias. Se realizan sobre cada clase 
individualmente. 
o Prueba de integración. Se realiza sobre cada conjunto de 
clases integradas. 
 Hardware. Se realiza la comprobación de las diferentes señales 
del hardware mediante generador de señales y osciloscopio para 
verificar el correcto comportamiento de ellas. Se presta especial 
atención a los siguientes elementos: 
o Señales. Niveles lógicos acordes a entradas y salidas. 
o Alimentación. Comprobación de la correcta regulación de 
las diferentes tensiones de alimentación en función de la 
carga. 
o Velocidades puerto. Validación de las velocidades de los 
diferentes puertos de comunicación. 
Una vez validados de forma individual software, firmware y hardware e 
integrado este en un único conjunto se realiza el test del sistema conjunto 
a todos los elementos. 





En el test del sistema se realizan comprobaciones funcionales del 
conjunto de utilidades para las que el sistema está diseñado. Las 
principales se describen a continuación: 
 Comunicación entre todos los módulos y sensores. 
 Control remoto, incluidas todas las funcionalidades de 
configuración, inicio y parada de captura. 
 Almacenamiento de datos. 
 Control de sensores. 
 Fiabilidad y robustez del sistema. 
Además de validar el funcionamiento correcto del sistema, en los test del 
sistema se fuerzan errores tanto del hardware como del software y 
firmware para validar el correcto funcionamiento en casos de error 
provocados por fallos en el hardware de los sensores conectados. De esta 
forma se asegura la funcionalidad aún incluso con fallas del hardware del 
equipo. 
5.4.2. Calibración y Resultados 
Antes de la realización del test de aceptación del sistema se realiza la 
calibración del equipo. El proceso de calibración es fundamental para 
lograr las precisiones y exactitudes requeridas, por este motivo se 
desarrolla un protocolo de calibración (Yuan, y otros, 2014). Una vez 
calibrado el equipo, se realiza un vuelo sobre una zona de prueba con 
elementos de control sobre los que se valida la precisión y exactitud del 
equipo. 
El protocolo de calibración se realiza sobre el conjunto LiDAR–IMU, 
ambos son equipos que permanecen anclados de forma solidaria y 
permanente, siendo los componentes principales del sistema. La 
calibración de las cámaras no es llevada a cabo, pues estas no están 
ancladas de forma permanente al conjunto LiDAR-IMU, siendo esta 
calibración responsabilidad del operador cada vez que realice una captura 
con estos equipos instalados. En (Wallace, Lucieer, Watson, & Turner, 
2012) recurren a imágenes de vídeo de alta resolución para la calibración 
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del sistema, pero este procedimiento resta flexibilidad al requerir la 
integración de la cámara de vídeo en todos los vuelos de adquisición. 
Para la correcta calibración del conjunto LiDAR-IMU se deben tener en 
cuenta los seis parámetros fundamentales de traslación y rotación. 
Los parámetros de traslación se obtienen de forma directa del diseño 
mecánico, pues la precisión de montaje es significativamente inferior (2-3 
mm) a la precisión del sensor inercial (2-5 cm RMSE) y el propio LiDAR 
(3 cm RMSE).  
Los parámetros de rotación (roll, pitch y yaw) entre el sistema de 
referencia del LiDAR y la IMU se obtienen mediante un vuelo de 
calibración de la siguiente forma: 
1. Roll: vuelo sobre superficies planas en la misma dirección y 
sentidos opuestos 
2. Pitch: vuelo sobre superficies en pico (tejados) en sentido 
transversal a este, en una única dirección y sentidos opuestos. 
3. Yaw: vuelos en dos direcciones separadas 50 metros y paralelas 
entre si y vuelos sobre una misma zona con estructuras 
rectangulares con pasadas a 90º. 
De este modo, una elección adecuada de los escenarios de calibración 
asegura el buen resultado de esta, en contraste con metodologías como las 
de (Guo, y otros, 2017), en la que los planos de calibración dependen de la 
correcta ejecución de giros del LiDAR en el proceso. 
Se finaliza la calibración del equipo calculando los offsets angulares en 
cada uno de estos parámetros y se almacenan en el fichero de 
configuración del hardware. 
La validación del equipo se realiza mediante un vuelo sobre una superficie 
de 5 Ha con puntos de control distribuidos por todo el área. Los puntos de 
control son medidos en RTK contra la misma base que se realiza el post-
proceso de los datos del sistema. Para la validación se realiza el siguiente 
procedimiento, que incluye la comprobación de la exactitud de las 
coordenadas en los 3 ejes, necesaria para asegurar la calidad de productos 
tanto en tres como en dos dimensiones (Glennie, 2008): 





1. Se realiza post-proceso de la trayectoria. 
2. Se genera nube de puntos de la zona de vuelo. 
3. Se genera MDE del área. 
4. Se comprueba exactitud en cota del punto de control y el MDE. 
5. Se comprueba exactitud en planimetría en punto de control 
(mediante ajuste a centro de circunferencia ayudado por 
intensidad del retorno). 
 
Figura 6. Vista en planta superficie de validación con puntos de control. 
 
A continuación se muestra la tabla con las precisiones obtenidas en cada 
punto. 
 
Tabla 1. Precisión obtenida en puntos de control. 
X Y Z X Y Z
PC0 544892,426 4661104,807 118,518 544892,443 4661104,775 118,505 0,039
PC1 544824,309 4661157,050 115,321 544824,316 4661157,088 115,344 0,045
PC2 544974,075 4661104,604 119,085 544974,053 4661104,631 119,106 0,041
PC3 545067,756 4661110,762 121,200 545067,796 4661110,762 121,241 0,057
PC4 545144,140 4661119,772 123,302 545144,167 4661119,798 123,290 0,039
PC5 545138,449 4661035,225 121,496 545138,534 4661035,233 121,534 0,093
PC6 545033,744 4660953,897 116,531 545033,761 4660953,889 116,537 0,019
PC7 544943,253 4661061,400 118,841 544943,191 4661061,404 118,895 0,082
PC8 544934,640 4661094,936 118,616 544934,689 4661094,934 118,674 0,076
PC9 544930,559 4661094,051 118,751 544930,570 4661094,031 118,766 0,027
TRIMBLE R8 LIDAR
Desv.
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De acuerdo con los datos anteriores se obtiene un error medio de 5.2 cm y 
una desviación estándar de 2.5 cm. 
En el caso de estudio, se obtiene una densidad de 330 puntos/m² con una 
velocidad de 5 m/s y altura aproximada del vuelo de 45 metros AGL. 
De los estudios realizados sobre la calidad del dato del sistema se puede 
concluir que el sistema cumple con las especificaciones para las que ha 
sido diseñado siendo un equipo con un elevado potencial para captura 
masiva de nubes de puntos 3D. 
A continuación, se muestran capturas de nubes de puntos obtenidas con 
el sistema desarrollado en distintos ámbitos de aplicación. 
 
Figura 7. Nube de puntos de superficie forestal. Vistan en planta 
(izquierda) y perfil (derecha). 
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6. CONCLUSIONES Y TRABAJO FUTURO 
 
6.1. Conclusiones 
Esta Tesis Doctoral aborda el uso de diferentes tecnologías de captura de 
información geoespacial desde el punto de vista aéreo, sobre vehículos no 
tripulados, para desarrollar nuevas técnicas de procesado y tratamiento de 
datos, ampliando las posibilidades de utilización de estos instrumentos y 
creando nuevas utilidades. Los procedimientos metodológicos 
desarrollados, así como los resultados del trabajo de investigación, han 
sido publicados en cuatro artículos de revistas científicas. Asimismo, los 
diferentes elementos necesarios y diseñados para el desarrollo de la 
investigación han sido sujeto de patentes de invención. 
Además, resultado del éxito del trabajo de investigación inicial, se ha 
desarrollado un equipo comercial de captura de datos LiDAR de bajo 
coste, actualmente introducido en el mercado. 
En este capítulo se realiza un resumen de los principales resultados 
obtenidos a lo largo del trabajo de investigación, divididos entre las dos 
etapas investigadora e industrial, así como una breve descripción de las 
líneas de trabajo futuro para los próximos años. 
6.1.1. Etapa científico-investigadora 
A continuación se enumeran los principales resultados obtenidos durante 
la etapa investigadora de esta Tesis Doctoral. 
 Durante el trabajo de investigación, se ha adquirido un amplio 
conocimiento del funcionamiento de los vehículos aéreos no 
tripulados, tanto referente a las principales características técnicas, 
como a sus ventajas e inconvenientes. Este conocimiento es 
evidenciado, tanto en los artículos científicos publicados, en donde 
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se adaptan e integran sobre uno de estos vehículos, un conjunto de 
sensores para la obtención de datos de diversa tipología en 
diferentes entornos de trabajo, como en las patentes y modelos de 
utilidad diseñados a lo largo del período de investigación. 
 En el campo de la termografía, se adquiere un amplio conocimiento 
del funcionamiento de los sensores termográficos, tanto los 
principios físicos que permiten que estos capten la radiación en la 
banda del infrarrojo térmico, como de su funcionamiento interno y 
de los principios matemáticos necesarios para digitalizar y trabajar 
con esta información. Además, en cuanto al tratamiento de los 
datos, se desarrollan nuevas técnicas de procesado que, usando 
UAVs como plataforma de captura, permiten su uso en nuevos 
ámbitos de trabajo. Este conocimiento, queda evidenciado en el 
capítulo II de esta Tesis Doctoral, en el desarrollo del artículo 
científico publicado. 
 En el campo de la imagen RGB para su uso con técnicas 
fotogramétricas, se diseñan metodologías flexibles de obtención de 
datos de diferentes tipologías de estructuras con UAVs para 
generación de modelos 3D de alta resolución y precisión, 
evidenciadas en el capítulo III de esta Tesis Doctoral, donde en 
diferentes escenarios de uso, se generan datos de calidad gracias a 
la optimización del movimiento del sensor y del diseño del vuelo 
del UAV realizada fruto del conocimiento de la técnica. 
 En la línea de trabajo fotogramétrica, se desarrollan novedosas 
técnicas de tratamiento de datos que permiten el uso de equipos de 
bajo coste, basados en cámaras RGB y UAVs, para aplicaciones de 
alto valor añadido, como son los geo-procesos sobre software SIG, 
en el capítulo III.1, y la medida de movimientos en escolleras de 
diques de abrigo, en el capítulo III.2, ambas probadas y validadas 
en escenarios reales. 
 En la línea de trabajo con sensores LiDAR, se adquiere un amplio 
conocimiento tanto de los principios físicos de funcionamiento del 
sensor como de la integración necesaria para su uso en plataformas 
móviles. Esto último centrado en los sensores necesarios y en los 
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problemas matemáticos para obtener la georreferenciación directa, 
todo reflejado en el capítulo IV de esta Tesis Doctoral. 
 En líneas generales, a lo largo del trabajo investigador de esta Tesis 
Doctoral,, se realizan desarrollos orientados a dar valor añadido a 
datos obtenidos por diferentes sensores montados en UAVs, 
incrementando los campos de aplicación tanto de las plataformas 
aéreas no tripuladas como de los datos multisensoriales adquiridos 
desde las mismas, con novedosos protocolos de vuelo para 
adquisición de datos, y novedosos puntos de vista para la 
información. 
Fruto de los resultados obtenidos durante el período de investigación de 
esta Tesis Doctoral, podemos obtener las siguientes conclusiones: 
 El uso de UAVs ofrece novedosos puntos de vista para la obtención 
de datos geomáticos pero también introduce ciertos 
inconvenientes, tales como carga de pago limitada, presencia de 
vibraciones, particularidades de desplazamiento, etc; que deben ser 
salvados en función del sistema montado mediante soluciones 
específicas para poder aprovechar al máximo los datos obtenidos 
por este medio. 
 La fotogrametría ha sido una de las primeras técnicas aplicadas 
desde plataformas UAV, siendo la que presenta menos limitaciones 
dado el avance de la tecnología de los sensores fotogramétricos, 
que permiten adquirir información de elevada resolución incluso a 
grandes distancias. Sin embargo, los productos fotogramétricos 
pueden verse perjudicados por las vibraciones en la plataforma 
UAV, que hacen que los bordes de los elementos no se adquieran 
con claridad en la imagen, afectando de este modo a la información 
geométrica procesada, tanto en planimetría como tridimensional. 
 La adquisición de imágenes termográficas desde UAV abre el 
abanico de posibilidades de aplicación de la técnica, gracias a la 
posibilidad de disponer de datos de temperaturas desde un punto 
de vista novedoso. Sin embargo, las vibraciones del propio UAV 
pueden introducir imprecisiones en las imágenes debido al alto 
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tiempo de exposición necesario, especialmente en la definición de 
márgenes, dificultando su aplicación para la explotación 
geométrica e incluso medición puntual de temperatura. Asimismo, 
debe prestarse especial atención a la altura de vuelo y la resolución 
espacial necesaria en las termografías para la aplicación, dado que 
la baja resolución de las cámaras termográficas con respecto de las 
cámaras fotográficas hace que las alturas de vuelo se vean 
limitadas, y con ello, se incremente el tiempo necesario de vuelo. 
 La integración de sensores LiDAR en plataformas UAV constituye 
la solución tecnológica que cubre el hueco entre la adquisición de 
datos LiDAR terrestre y la adquisición con LiDAR aéreo, pues 
supone una adquisición desde un punto de vista cenital, pero a 
escala asimilable al láser escáner terrestre. No obstante, la 
adquisición con sensores LiDAR desde UAV presenta en la 
actualidad una importante limitación con la carga de pago, que 
hace que los sensores LiDAR integrables en esta plataforma no 
presenten una precisión y resolución espaciales comparables a sus 
homólogos terrestres. Asimismo, debe prestarse especial atención 
a los datos de posición adquiridos, mediante antenas GNSS y 
unidades inerciales, pues la precisión y exactitud de la trayectoria 
son esenciales en el caso de generación de nubes de puntos 
tridimensionales a partir de los datos adquiridos. 
 Para todas las técnicas, debe prestarse atención a factores ambiente, 
tales como la posición del sol en el momento de la adquisición de 
datos, pues la incidencia de radiación solar directa en la superficie 
en estudio puede provocar incidencias tales como: (1) invalidez de 
los valores de temperatura medidos con la cámara termográfica; (2) 
relación señal a ruido del haz del sensor LiDAR baja, dando como 
resultado unas coordenadas erróneas para las zonas afectados; (3) 
sobreexposición de la imagen adquirida con cámara 
fotogramétrica, perdiendo información RGB de la superficie 
afectada. 
En general, el uso de cada técnica sobre UAV tiene sus particularidades y 
limitaciones que pueden ser perfectamente descubiertas y salvadas 
mediante un amplio conocimiento de todo el proceso, desde la obtención 
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del dato, pasando por el tratamiento y finalizando con la presentación del 
resultado final. 
 
6.1.2. Etapa técnico-industrial 
En esta sección se presentan las principales resultados obtenidas durante 
la última etapa de industrialización y desarrollo de producto de esta Tesis 
Doctoral. 
 En relación al conocimiento adquirido en la etapa investigadora, 
este se pone en práctica a través del desarrollo y posterior puesta 
en mercado de un equipo LiDAR para UAV de bajo coste, pasando 
por todas las fases de desarrollo de producto. 
 Se consigue dar el difícil salto de pasar de prototipo de laboratorio 
a producto final, siendo este totalmente funcional y con un 
desarrollo tal que posibilita su uso por cualquier operario con una 
formación básica. 
 Se aplica el conocimiento adquirido para conseguir la integración 
de diferentes tecnologías, utilizando sensores de bajo coste y 
reduciendo los costes de integración, haciendo que su 
funcionamiento sea sólido y robusto, y permitiendo la 
comercialización del equipo. 
 Se valida una metodología de calibración del equipo totalmente 
funcional que permite de forma ágil, la calibración de cada unidad 
montada. 
Como producto de esos resultados y del trabajo realizado en esta etapa 
podemos sacar las siguientes conclusiones: 
 Las innumerables casuísticas de un escenario real que, en un 
contexto de investigación rara vez se contemplan, hace que la 
dificultad de trasladar los desarrollos de investigación a un 
producto de mercado sea muy alta y conlleve un esfuerzo que pocas 
veces obtiene sus resultados. 
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 El sistema desarrollado está a la vanguardia en cuanto a sistemas 
de mapeado LiDAR para UAV. La evolución de este equipo, y 
otros equipos para UAV, deberá pasar por la reducción de peso y 
volumen de forma que se facilite la instalación en plataformas con 
menor capacidad de carga de pago o directamente tener un 
aumento de la autonomía en las misiones. 
 El desarrollar un producto del que no se tienen unos valores de 
referencia sobre cómo han de ser sus resultados, por ejemplo 
valores de precisión en coordenadas absolutas, hace que todos los 
desarrollos se centren en intentar mejorar unos resultados que 
probablemente no puedan ser mejorados, bien por limitaciones de 
los equipos utilizados, bien por otros factores, provocando una 
dificultad para establecer el límite hasta donde el sistema puede 
llegar. El buscar este límite cuando, como es el caso depende de 
multitud de factores, hace que sea de vital importancia un análisis 
escrupuloso de cada una de las fuentes de error y sus 
características. 
Como conclusión final y en líneas generales, se puede afirmar que la 
dificultad suele encontrarse en hacer funcionar de forma conjunta y 
robusta muchas pequeñas funcionalidades, métodos o tareas, a veces muy 
simples pero que, en conjunto con el resto, suelen verse afectadas por 
infinidad de casuísticas que hay que saber detectar, contemplar y afrontar 
para desarrollar un producto fiable, robusto y eficiente. 
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6.2. Trabajo Futuro 
Después del trabajo realizado durante los años en los que se ha 
desarrollado esta Tesis Doctoral, se pueden abrir nuevas líneas de 
investigación y desarrollo que complementen este trabajo realizado y, en 
algunos casos, amplíen el mismo. En este sentido, a continuación se hace 
una exposición de las principales temáticas que se consideran de interés 
para su desarrollo futuro. 
En primer lugar, se considera necesario incidir con mayor profundidad en 
el conocimiento de la teoría de la fotogrametría y, concretamente, en las 
técnicas de georreferenciación directa. En los trabajos abordados durante 
este proyecto de Tesis Doctoral se ha utilizado la georreferenciación 
basada en puntos de control sobre el terreno. Se considera ahora de utilidad 
el posibilitar la georreferenciación directa de cara a ampliar la 
funcionalidad del equipo LiDAR de bajo coste, con la calibración de la 
cámara RGB y, de esta forma, facilitar la reducción de costes en 
aplicaciones que no requieran de la máxima precisión posible. 
En relación a las técnicas de calibración, a lo largo de este trabajo de Tesis 
Doctoral, se han llevado a cabo calibraciones de los sensores utilizados, 
generalmente calibraciones geométricas de lentes, desplazamientos de 
sistemas de referencia y desviaciones angulares, en general a través de 
metodologías manuales o semi-manuales. En relación con esto, 
concretamente con el equipo desarrollado, la técnica de calibración semi-
manual utilizada debería ser objeto de automatización para, una vez 
capturados los datos en un escenario de calibración, los algoritmos de 
forma autónoma calculasen las desviaciones angulares de los diferentes 
sistemas de referencia necesarios permitiendo realizar este proceso de 
forma desasistida. Del mismo modo, la inclusión de la cámara RGB 
propuesta y el uso de la georreferenciación directa, debería ser abordado 
para obtener una herramienta de calibración automática que facilite este 
trabajo. 
Por otro lado, la continua evolución de los sistemas de cartografiado, están 
derivando hacia el montaje de sistemas híbridos que permiten su 
funcionamiento montados en diferentes plataformas de captura, tanto 
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aéreas y terrestres como marinas. En este sentido, la evolución natural del 
sistema LiDAR desarrollado para su montaje en UAV deberá estar 
enfocada a su montaje en este tipo de plataformas permitiendo incluso su 
funcionamiento en interiores o zonas sin cobertura GNSS, dotándolo de 
funcionalidades SLAM. De esta forma, se obtendría un producto versátil, 
manteniendo la filosofía de bajo coste, y que resolvería la mayoría de las 
necesidades del mercado actual y en los próximos años. 
Además de la hibridación, las técnicas de fusión y combinación de datos 
de diferentes sensores están ampliamente demandadas, por lo que a nivel 
aplicación, sería de interés el desarrollo de técnicas que permitan extraer 
información combinada de la fusión de sensores como el LiDAR, las 
cámaras RGB o las cámaras multiespectrales, actualmente ya integrados 
en el equipo a nivel hardware, pero sin desarrollar metodologías para el 
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mound breakwaters 




Factor de impacto (2016): 1.192 
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Artículo IV:  
- Novel aerial 3D mapping system based on UAV platforms and 2D 
laser scanners 
Revista: Journal of Sensors 
Editorial Hindawi 
ISSN: 1687-725X 
Factor de impacto (2016): 1.704 
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DESARROLLOS 




Dispositivo LiDAR para vehículos aéreos no tripulados que integra un 
sensor Velodyne VLP16, sistema inercial Applanix APX-15, electrónica 
de control y sistema de comunicaciones inalámbricas. 
Aplicaciones:  
Ingeniería civil, forestal, mantenimiento de líneas eléctricas, cartografía, 
geomática, etc. 
Características técnicas: 
 Precisión absoluta: 0.05m RMSE @ 45 m 
 Rango: 2 – 100 m 
 Doble retorno: Stronguest – Last 
 Tamaño: 210 x 110 x 110 mm 
 Peso: 1.8 Kg 
 Voltaje entrada: 14-30V 
 Potencia nominal: 25W 
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Figura Ap.B.1: Imagen dispositivo LiDAR. 
 
 
Figura Ap.B.2: Dispositivo montado sobre UAV en campo de pruebas. 
 








Software para control remoto del dispositivo LiDAR para vehículos aéreos 
no tripulados. 
Aplicaciones:  
Monitorización y control remoto del dispositivo LiDAR, configuración de 
los sensores, inicio y fin de líneas de escaneo, etc. Se realiza la 
comunicación mediante protocolos UDP y TCP. 
Características técnicas: 






 Configuración del sensor 
o Frecuencia escaneo 
o Ángulo escaneo 
o Frecuencia 
 Configuración de las cámaras 
o Tiempo o distancia 
o Intervalo 
o Frame rate máximo 
 Inicio/parada captura datos sistema inercial 
 Inicio/parada de línea 
 Borrado de disco remoto 
 Shutdown sistema 
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Imágenes: 
 
Figura Ap.B.3: Interfaz de usuario software UforestManager 
 
.








Software de postproceso para georreferenciación directa de los datos del 
dispositivo LiDAR. 
Aplicaciones:  
Obtención de nubes de puntos 3D en sistema de referencia WGS84 a partir 
de fichero de trayectoria y mediciones de rango del sensor LiDAR. 
Características técnicas: 
 Ficheros de entrada: 
o Trayectoria: Archivos .out 
o LiDAR: Archivos .vdf y .vtf 
 Ficheros de salida: 
o Nube de puntos: Archivo .las 
o Nube de puntos: Archivo .txt 
 Parámetros de calibración: 
o Offset x,y,z LiDAR 
o Offset angular LiDAR 
 Parámetros de configuración líneas: 
o Selección timestamp inicio y fin de línea. 
o Selección distancia LiDAR 
o Selección ángulo Nadir. 
o Selección láser interno 
o Selección retorno salida. 
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PATENTES 
Patente I:  
 
Título: Sistema de protección de hélices para vehículo aéreo no tripulado 
Tipo: Patente de invención 
Nº de solicitud: P201400927 
Nº de publicación: ES2571061 
Titulares: Universidad de Vigo 
Fecha de Expedición: 24/11/2016 
Resumen: 
El sistema de protecciones en fibra de carbono para multi-rotores 
en configuración de ocho rotores, compuesto por la protección y 
las dos pletinas unidas entre ellas por tornillos. 
 
Figura 1. Sistema de protección patentado  
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Patente II:  
 
Título: Sistema de dispersión de líquido en vehículo aéreo no tripulado 
Tipo: Patente de invención 
Nº de solicitud: P201400928 
Nº de publicación: ES2571005 
Titulares: Universidad de Vigo 
Fecha de Expedición: 24/11/2016 
Resumen: 
Sistema de fumigación por control remoto que se compone de un 
dispersor integrado a un vehículo aéreo no tripulado. Las órdenes 
de funcionamiento se consiguen vía receptora de radio que envía 
las órdenes al relé de activación vía microprocesador. 
 
Figura 2. Sistema de fumigación. 
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Patente III:  
 
Título: Sistema de acoplamiento entre vehículos aéreos no tripulados y 
estructuras tipo viga para medición por contacto 
Tipo: Patente de invención 
Nº de solicitud: P201400965 
Nº de publicación: ES2572181 
Titulares: Universidad de Vigo 
Fecha de Expedición: 24/11/2016 
Resumen: 
El sistema de acoplamiento entre vehículos aéreos no tripulados y 
estructuras tipo viga, consistente en una protección superior  con 
cuatro elementos a modo de tren de aterrizaje invertido, que 
anclada a las barras que forman el fuselaje del vehículo aéreo no 
tripulado permite la protección de las palas. 
 
Figura 3. Sistema de acople patentado 
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Patente IV:  
 
Título: Sistema de alimentación alámbrico para vehículos aéreos no 
tripulados 
Tipo: Patente de invención 
Nº de solicitud: P201400966 
Nº de publicación: ES2572188 
Titulares: Universidad de Vigo 
Fecha de Expedición: 24/11/2016 
Resumen: 
El sistema de alimentación alámbrico para vehículos aéreos no 
tripulados, consistente en un cable de alimentación que une el 
vehículo aéreo no tripulado con una batería de alimentación en 
tierra a través de un enrollador. 
 
Figura 4. Sistema de alimentación alámbrico. 
  
   
 
 
   
 
  
   
 
