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Abstract
In this article we develop a concentration compactness type principle in a variable expo-
nent setup. As an application of this principle we discuss a problem involving fractional
‘(p(x), p+)-Laplacian’ and power nonlinearities with exponents (p+)∗, p∗s(x) with the as-
sumption that the critical set {x ∈ Ω : p∗s(x) = (p
+)∗} is nonempty.
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1 Introduction
One of the most important theoretical developments in the theory of elliptic PDEs is due to the
work of P. L. Lions ([16] in 1984, [17] and [18] in 1985). In his work he introduced the notion of
concentration compactness principle (CCP) which became a fundamental method to show the
1
2existence of solutions of variational problems involving critical Sobolev exponents. A strong
reason for the popularity of this principle is because it could address a way to compensate for
the lack of compact embeddings amongst certain function spaces, which mostly resulted due
to the presence of a critical exponent or due to the consideration of an unbounded domain.
It aided to examine the nature of weakly convergent subsequence and determine the energy
levels of variational problems below which the Palais-Smale condition is satisfied. Lions [17]
gave a systematic theory to handle the issue of loss of compactness not only when it is lost
due to translations but also because of the invariance of RN , for instance, by the non-compact
group of dilations.
Later, in 1995, Chabrowski [9] extended the result of Lions for semilinear elliptic equations
with critical and subcritical Sobolev exponent but at infinity. Palatucci [22] developed a CCP
which can be applicable to study a PDE involving a fractional Laplacian and a critical exponent
term. At this point, we also refer the reader to the noteworthy work on CCP due to Dipierro et
al [10] (Proposition 3.2.3). Mosconi et al, further generalized the result due to [22] which can
be used to analyse equations involving fractional p-Laplacian with a critical growth [20] and
with a nearly critical growth [21]. A CCP was recently proposed by Bonder et al. [7], which
can be used to study problems involving the fractional p-Laplacian operator for 1 < p < N
s
in
unbounded domain. It is also noteworthy to refer to the problem addressed by the authors in
[3] where they have discussed the existence of multiple nontrivial solutions of (p, q) fractional
Laplacian equations involving concave-critical type nonlinearities using CCP. An advanced
version of CCP of P. L. Lions is obtained by Fu [12] for variable exponent case dealing with
Dirichlet problems involving p(x)-Laplacian with critical exponent p∗(x) = Np(x)
N−p(x)
. Moreover,
Bonder and Silva [6] developed a more general result for the variable exponent case where the
exponent does not require to be critical everywhere. The author worked with the exponent
q(x) considering the set {x ∈ Ω : q(x) = p∗(x)} to be nonempty.
In the recent years, an increased interest among the researchers has been observed to the study
of the following type of elliptic equations.
(−∆)sp(x)u = g(x, u) in Ω,
u = 0 in RN \ Ω,
(1.1)
where (−∆)sp(x) is the fractional p(x)-Laplacian, the domain Ω is bounded in R
N , p(., .) is a
bounded, continuous symmetric real valued function over RN × RN and the function g has a
subcritical growth. The solution space for the problem in (1.1) is the fractional Sobolev space
with variable exponent which is defined in Section 2. Readers may refer [1], [2], [5], [14], [15]
and the references therein for further readings on problems of the type as in (1.1).
The present work is new in the sense that- to our knowledge- there is no existence result for
the problem
(−∆)sp(x)u+ (−∆)
s
p+u = |u|
(p+)∗−2u+ |u|p
∗
s(x)−2u+ λ|u|β(x)−2u in Ω,
u = 0 in RN \ Ω,
(1.2)
where s ∈ (0, 1), λ > 0, 1 < p(x, y) ≤ p+ = sup(x,y)∈RN×RN p(x, y) < ∞, p
∗
s(x) =
Np(x,x)
N−sp(x,x)
,
(p+)∗ = Np
+
N−sp+
and the function β appears with a subcritical growth. Due to the lack of
3continuous embedding in case of variable fractional critical exponent p∗s(x), i.e. between
W s,q(.),p(.,.)(Ω) and Lp
∗
s(.)(Ω), it is difficult to prove the concentration compactness principle for
fractional Sobolev space with variable exponent. The novelty of this work lies in our usage of
two critical exponents q∗, r(x) with the assumptions that 1 < q < inf(r(x)) ≤ r(x) ≤ q∗ <∞
and the critical set {x ∈ Ω : r(x) = q∗} is nonempty in deriving a concentration compactness
type principle (CCTP). This is an important finding owing to its importance in studying the
existence results in elliptic PDEs of the type (1.2). We have further discussed the problem
(1.2) in Section 4 as an the application to this principle for a Dirichlet problem involving frac-
tional ‘(p(x), p+)-Laplacian’ with the critical exponents (p+)∗ and p∗s(x) assuming the critical
set {x ∈ Ω : p∗s(x) = (p
+)∗} to be nonempty.
1.1 Statements of the main results
Following the original method discovered by P. L. Lions [17] we derive a concentration com-
pactness type principle which is given in Theorem 1.1 below. The proof of this is in Section
3.
Theorem 1.1. Let Ω be a bounded domain in RN , s ∈ (0, 1), q ∈ (1,∞), sq < N and r(.) be
a bounded continuous function in RN such that
1 < q < r− = inf
x∈RN
r(x) ≤ r(x) ≤ sup
x∈RN
r(x) = r+ ≤ q∗ =
Nq
N − sq
<∞.
Let {un} be a bounded sequence in W
s,q
0 (Ω), then there exist u ∈ W
s,q
0 (Ω) and bounded regular
measures µ, ν1, ν2 such that, up to a subsequence,
un → u weakly in W
s,q
0 (Ω) and strongly in L
β(x)(RN ) for every 1 < β(x) < q∗,∫
RN
|un(x)− un(y)|
q
|x− y|N+sq
dy
t
⇀ µ, |un|
q∗ t⇀ ν1, |un|
r(x) t⇀ ν2 (1.3)
where
t
⇀ denotes the tight convergence. Define a measure ν as ν = ν1 + ν2 and assume that
the critical set Ar = {x ∈ Ω : r(x) = q
∗} 6= ∅. Then for some countable set I we have
µ ≥
∫
RN
|u(x)− u(y)|q
|x− y|N+sq
dy +
∑
i∈I
µiδxi, µi = µ({xi}), (1.4)
ν = |u|q
∗
+ |u|r(x) +
∑
i∈I
νiδxi, νi = ν({xi}), (1.5)
2−
q∗
r−Smin
(
ν
1
q∗
i , ν
1
r−
i
)
≤ µ
1
q
i , ∀i ∈ I (1.6)
where {xi : i ∈ I} is a set of distinct points in R
N , {νi : i ∈ I} ∈ (0,∞), {µi : i ∈ I} ∈ (0,∞)
and the constant S = S(N, s, p, r,Ω) > 0 is a Sobolev constant defined as
S = inf
u∈W s,q0 (Ω)\{0}
‖u‖s,q
‖u‖Lq∗(Ω) + ‖u‖Lr(.)(Ω)
. (1.7)
4Remark 1.2. The definition of tight convergence is given in the Section 3.
As an application of Theorem 1.1, we will prove the existence of nontrivial weak solution of
the following nonlocal problem with critical growth,
(−∆)sp(x)u+ (−∆)
s
p+u = |u|
(p+)∗−2u+ |u|p
∗
s(x)−2u+ λ|u|β(x)−2u in Ω,
u = 0 in RN \ Ω,
(1.8)
in Section 4, where (−∆)sp(x) is the fractional p(x)-Laplacian defined as
(−∆)sp(x)u = P.V.
∫
RN
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))
|x− y|N+sp(x,y)
dy.
The result is stated in the form of a theorem as follows.
Theorem 1.3. Let s ∈ (0, 1), λ > 0, p(., .) be a continuous symmetric function in RN × RN
such that 1 < p− = inf
(x,y)∈RN×RN
p(x, y) ≤ p(x, y) ≤ p+ = sup
(x,y)∈RN×RN
p(x, y) <∞, sp+ < N and
p+ < (p∗s)
− = infx∈RN p
∗
s(x), where p
∗
s(x) =
Np(x,x)
N−sp(x,x)
. Further, we assume that the critical set
A = {x ∈ Ω : p∗s(x) = (p
+)∗} 6= ∅ and β ∈ C+(Ω) such that p
+ < β− ≤ β+ < (p∗s)
−. Then
there exists a Λ > 0 depending on p, β,N, s,Ω, S such that for λ > Λ, the problem (1.8) admits
a nontrivial weak solution in W0 ∩W
s,p+
0 (Ω).
The notations and important results will be discussed in the succeeding section.
2 Important results on Sobolev spaces with variable ex-
ponent
Let Ω be a bounded domain in RN and denote
C+(Ω× Ω) = {f ∈ C(Ω× Ω) : 1 < f
− ≤ f(x, y) ≤ f+ <∞, ∀ (x, y) ∈ Ω× Ω}
where f+ = sup
Ω×Ω
f(x, y) (or sup
Ω
f(x)), f− = inf
Ω×Ω
f(x, y) (or inf
Ω
f(x)).
Let p ∈ C+(Ω) and ν be a complete, σ-finite measure in Ω. The Lebesgue space with variable
exponent is defined as
Lp(.)ν (Ω) = {u : Ω→ R is ν measurable :
∫
Ω
|u|p(x)dν <∞}
which is a Banach space endowed with the norm (see [11])
‖u‖
L
p(.)
ν (Ω)
= inf{η ∈ R+ :
∫
Ω
∣∣∣u(x)
η
∣∣∣p(x)dν < 1}.
For dν = dx we will denote the Lebesgue space with variable exponent as Lp(.)(Ω) whose norm
will be denoted by ‖u‖Lp(.)(Ω).
We now give a few more notations and state Propositions which will be referred to henceforth
very often.
5Proposition 2.1 ([14], Proposition 2.1). Let f, g ∈ C+(Ω) with f(x) ≤ g(x) for every x ∈ Ω.
Then
‖u‖
L
f(.)
ν (Ω)
≤ 2[1 + ν(Ω)]‖u‖
L
g(.)
ν (Ω)
, ∀u ∈ Lf(.)ν (Ω) ∩ L
g(.)
ν (Ω).
Proposition 2.2 ([11]). 1. (Ho¨lder Inequality) Let α, θ, γ : Ω→ [1,∞] with 1
α(x)
= 1
θ(x)
+ 1
γ(x)
.
If h ∈ Lγ(.)(Ω) and f ∈ Lθ(.)(Ω), then
‖hf‖Lα(.)(Ω) ≤ C‖h‖Lγ(.)(Ω)‖f‖Lθ(.)(Ω).
2. If p, q ∈ C+(Ω) and p(x) ≤ q(x), for x ∈ Ω, then L
q(.)(Ω) →֒ Lp(.)(Ω) and this embedding is
continuous.
We fix the exponents 0 < s < 1, p ∈ C+(Ω × Ω), q ∈ C+(Ω) and assume that p(., .) is a
symmetric function, p(x, y) = p(y, x). We define the fractional Sobolev space with variable
exponent and the corresponding Gagliardo seminorm as (see [2])
W s,q(.),p(.,.)(Ω)
= {u ∈ Lq(.)(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|p(x,y)
ηp(x,y)|x− y|N+sp(x,y)
dydx <∞, for some η ∈ R+}
and
[u]
s,p(.,.)
Ω = inf{η ∈ R
+ :
∫
Ω
∫
Ω
|u(x)− u(y)|p(x,y)
ηp(x,y)|x− y|N+sp(x,y)
dydx < 1}.
The space W s,q(.),p(.,.)(Ω) is a Banach space equipped with the norm
‖u‖W s,q(.),p(.,.)(Ω) = ‖u‖Lq(.)(Ω) + [u]
s,p(.,.)
Ω .
One can continuously extend p to RN ×RN and q to RN , using the Tietze extension theorem,
such that p ∈ C+(R
N × RN) and q ∈ C+(R
N) respectively. We now address another type of
variable exponent fractional Sobolev space, denoted as W , by
W = {u : RN → R : u|Ω ∈ L
q(.)(Ω) :∫
RN
∫
RN
|u(x)− u(y)|p(x,y)
ηp(x,y)|x− y|N+sp(x,y)
dydx <∞, for some η > 0}.
The corresponding norm is given by
‖u‖W = ‖u‖Lq(.)(Ω) + inf{η :
∫
RN
∫
RN
|u(x)− u(y)|p(x,y)
ηp(x,y)|x− y|N+sp(x,y)
dydx < 1}.
We define a special subspace of W , denoted as W0, as follows
W0 = {u ∈ W : u = 0 a.e. in R
N \ Ω}.
The norm on W0 is defined as
‖u‖W0 = inf{η ∈ R
+ :
∫
RN
∫
RN
|u(x)− u(y)|p(x,y)
ηp(x,y)|x− y|N+sp(x,y)
dydx < 1}.
6Lemma 2.3 ([5]). Let u, uk ∈ W0, k ∈ N and define the modular function as
ρW0(u) =
∫
RN
∫
RN
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dydx.
Then we have the following relation between the modular function and the norm.
1. ‖u‖W0 = η ⇐⇒ ρW0(
u
η
) = 1.
2. ‖u‖W0 > 1(< 1,= 1) ⇐⇒ ρW0(u) > 1(< 1,= 1).
3. ‖u‖W0 > 1 =⇒ ‖u‖
p−
W0
≤ ρW0(u) ≤ ‖u‖
p+
W0
.
4. ‖u‖W0 < 1 =⇒ ‖u‖
p+
W0
≤ ρW0(u) ≤ ‖u‖
p−
W0
.
5. lim
k→∞
‖uk − u‖W0 = 0 ⇐⇒ lim
k→∞
ρW0(uk − u) = 0.
Remark 2.4. The notion of fractional Sobolev space with variable exponent is a generaliza-
tion of fractional Sobolev space with constant exponent. Let q ∈ (1,∞), then we denote the
fractional Sobolev space
W s,q0 (Ω) = {u ∈ L
q(RN) :
∫
R2N
|u(x)− u(y)|q
|x− y|N+sq
dydx <∞, u = 0 in RN \ Ω}
endowed with the norm
‖u‖qs,q =
∫
RN
∫
RN
|u(x)− u(y)|q
|x− y|N+sq
dydx.
Given below are a few well known Propositions and Theorems in the literature.
Proposition 2.5 ([5]). The spaces (W0, ‖.‖W0) and (W
s,q
0 (Ω), ‖.‖s,q) are reflexive, uniformly
convex Banach spaces.
Theorem 2.6 (Theorem 6.5, [25]). Let 0 < s < 1 and q ∈ [1,∞) with sq < N . Then there
exists a constant C > 0 depending on N, s, q such that for any measurable and compactly
supported function u : RN → R we have
C‖u‖q
Lr(RN )
≤
∫
RN
∫
RN
|u(x)− u(y)|q
|x− y|N+sq
dxdy
for any r ∈ [q, q∗s ], where q
∗
s =
Nq
N−sq
is the fractional Sobolev critical exponent. Moreover, the
space W s,q(RN) is continuously embedded in Lr(RN ) for every r ∈ [1, q∗s ].
Theorem 2.7 ([5]). Let us assume 0 < s < 1, p ∈ C+(R
N × RN), q ∈ C+(R
N) such that
sp(x, y) < N for every (x, y) ∈ RN × RN and p(x, x) ≤ q(x) < p∗s(x) =
Np(x,x)
N−sp(x,x)
for every
x ∈ RN . Then for any β ∈ C+(R
N), 1 < β(x) < p∗s(x), there exists C > 0 depending on
p, s, q, N, Ω, and β such that for every u ∈ W0,
‖u‖Lβ(.)(RN ) = ‖u‖Lβ(.)(Ω) ≤ C‖u‖W0.
Moreover, the embedding from W0 to L
β(.)(Ω) is continuous and also compact.
7Remark 2.8. If p > q, then there is no continuous embedding result from W s,p0 (Ω) to W
s,q
0 (Ω),
refer [19] for counterexamples. So, the space W s,p
+
0 (Ω) need not be embedded in W0.
We denote X =W0 ∩W
s,p+
0 (Ω) endowed with the norm
‖u‖X = ‖u‖s,p+ + ‖u‖W0.
Lemma 2.9. 1. The space (X, ‖.‖X) is a reflexive Banach space.
2. The embedding X →֒ Lr(.)(RN) is continuous for any continuous function 1 < r(x) ≤ (p+)∗
and is compact whenever 1 < r(x) < (p+)∗.
The proof of the above lemma is a straight forward application of Proposition 2.2, Propositionn
2.5 and Theorem 2.6.
3 Concentration compactness type principle
In this section, we establish the concentration compactness type principle. We now prove
our main result with the help of a few properties proved below.. The following two lemmas
provide the decay estimate and the scaling property of compactly supported nonlocal gradient
of smooth functions.
Corollary 3.1 ([7]). Let φ ∈ W 1,∞(RN) such that support of φ lies in the unit ball of RN and
given ǫ > 0, x0 ∈ R
N define φǫ,x0(x) = φ(
x−x0
ǫ
). Then∫
RN
|φǫ,x0(x)− φǫ,x0(y)|
p
|x− y|N+sp
dy ≤ Cmin
(
ǫ−sp, ǫN |x− x0|
−(N+sp)
)
where C depends on N, s, p, ‖φ‖1,∞.
We now state and prove the following Lemma.
Lemma 3.2. Let 1 < p− ≤ p(x, y) ≤ p+ < ∞ for every (x, y) ∈ RN × RN , sp+ < N ,
φ ∈ C∞c (R
N ) such that 0 ≤ φ ≤ 1, φ(0) = 1 and support of φ lies in the unit ball of RN . For
some x0 ∈ R
N and ǫ > 0, define φǫ,x0(x) = φ(
x−x0
ǫ
). Then∫
RN
|φǫ,x0(x)− φǫ,x0(y)|
p(x,y)
|x− y|N+sp(x,y)
dy ≤ Cmin
(
1/ǫsp
+
+ 1/ǫsp
−
, (ǫN + ǫN+s(p
−−p+))|x− x0|
−(N+sp−)
)
where C depends on N, s, p, ‖φ‖1,∞.
Proof. We first observe that∫
RN
|φǫ,x0(x)− φǫ,x0(y)|
p(x,y)
|x− y|N+sp(x,y)
dy =
∫
RN
|φ(x−x0
ǫ
)− φ(y−x0
ǫ
)|p(x,y)
|x− y|N+sp(x,y)
dy
≤
(
1/ǫsp
+
+ 1/ǫsp
−
)∫
RN
|φ(x′)− φ(y′)|p(x
′+ǫx0,y′+ǫx0)
|x′ − y′|N+sp(x′+ǫx0,y′+ǫx0)
dy′.
(3.9)
8Denote p˜(x′, y′) = p(x′ + ǫx0, y
′ + ǫx0) and decompose the integral on the right hand side of
(3.9) as follows.∫
RN
|φ(x′)− φ(y′)|p˜(x
′,y′)
|x′ − y′|N+sp˜(x′,y′)
dy′ =
(∫
|x′−y′|≥1
+
∫
|x′−y′|<1
)
|φ(x′)− φ(y′)|p˜(x
′,y′)
|x′ − y′|N+sp˜(x′,y′)
dy′
= I + II.
We try to find L∞ bounds of these two integrals.
I =
∫
|x′−y′|≥1
|φ(x′)− φ(y′)|p˜(x
′,y′)
|x′ − y′|N+sp˜(x′,y′)
dy′
≤ C‖φ‖p
−
∞
∫
|x′−y′|≥1
1
|x′ − y′|N+sp−
dy′
≤ C
‖φ‖p
−
∞
sp−
(3.10)
and
II =
∫
|x′−y′|<1
|φ(x′)− φ(y′)|p˜(x
′,y′)
|x′ − y′|N+sp˜(x′,y′)
dy′
≤ ‖∇φ‖p
±
∞
∫
|x′−y′|<1
1
|x′ − y′|N+sp˜(x′,y′)−p˜(x′,y′)
dy′
≤ ‖∇φ‖p
±
∞
∫
|x′−y′|<1
1
|x′ − y′|N−p−(1−s)
dy′
≤ C
‖∇φ‖p
±
∞
p−(1− s)
. (3.11)
In order to obtain a decay estimate, we restrict ourselves to the case where |x′| > 2 such that
φ(x′) = 0. Hence, we observe that |x′ − y′| ≥ |x′| − 1 ≥ |x
′|
2
and∫
RN
|φ(x′)− φ(y′)|p˜(x
′,y′)
|x′ − y′|N+sp˜(x′,y′)
dy′ =
∫
RN
|φ(y′)|p˜(x
′,y′)
|x′ − y′|N+sp˜(x′,y′)
dy′
≤
∫
|y′|≤1
|φ(y′)|p˜(x
′,y′)2N+sp˜(x
′,y′)
|x′|N+sp˜(x′,y′)
dy′
≤
C‖φ‖p
−
∞
|x′|N+sp−
. (3.12)
Combining (3.9), (3.10), (3.11) and (3.12) we get∫
RN
|φǫ,x0(x)− φǫ,x0(y)|
p(x,y)
|x− y|N+sp(x,y)
dy ≤ C(1/ǫsp
+
+ 1/ǫsp
−
)min
(
1,
∣∣∣x− x0
ǫ
∣∣∣−(N+sp−))
≤ Cmin
(
1/ǫsp
+
+ 1/ǫsp
−
, (ǫN + ǫN+s(p
−−p+))|x− x0|
−(N+sp−)
)
where C > 0 depends on N, s, p and ‖φ‖∞.
9The next lemma plays a major role in the proof of Theorem 1.1.
Lemma 3.3. Let µ ≥ 0, ν ≥ 0 be two bounded measures and 1 < q < r ≤ q∗ < ∞. Assume
that there exists C > 0 such that for all φ ∈ C∞c (R
N ),
Cmin
(
‖φ‖
L
q∗
ν (RN )
, ‖φ‖
q∗
r
L
q∗
ν (RN )
)
≤ ‖φ‖Lqµ(RN ). (3.13)
Then, we can find an atmost countable set I, a collection {xi : i ∈ I} of disjoint points in R
N
and {νi : i ∈ I} ⊂ (0,∞) such that
ν =
∑
i∈I
νiδxi.
To prove the above theorem we need the help of the following lemma proved below.
Lemma 3.4. Let ν be a non-negative and bounded measure such that for any bounded mea-
surable function ψ, there exists some constant C > 0 such that
Cmin
(
‖ψ‖
L
q∗
ν (RN )
, ‖ψ‖
q∗
r
L
q∗
ν (RN )
)
≤ ‖ψ‖Lqν(RN ).
Then there exists λ > 0 such that ν(B) = 0 or ν(B) ≥ λ for all Borel sets B.
Proof. Let us consider a Borel set B and the characteristic function χB. Then for ψ = χB we
have
‖χB‖Ltν(RN ) =
(∫
RN
|χB(x)|
tdν
) 1
t
= ν(B)
1
t , for any 1 ≤ t <∞.
From the hypothesis of the lemma we have
Cmin
(
‖ψ‖
L
q∗
ν (RN )
, ‖ψ‖
q∗
r
L
q∗
ν (RN )
)
≤ ‖ψ‖Lqν(RN ). (3.14)
This yields
Cmin(ν(B)
1
q∗ , ν(B)
1
r ) ≤ ν(B)
1
q .
For the case ν(B) ≥ 1, we get
Cν(B)
1
q∗ ≤ ν(B)
1
q
Hence, either ν(B) = 0 or ν(B) ≥ C
N
s . Working on similar lines for the case ν(B) ≤ 1 we
obtain our desired result.
Proof of Lemma 3.3. Following the proof of Lemma 3.4 and using (3.13) we can see that
the measure ν is absolutely continuous with respect to the measure µ. By the Lebesgue
decomposition of µ with respect to ν we can express µ as
µ = fν + ξ,
10
where f ∈ L1ν(R
N), f ≥ 0 and ξ ≥ 0 is a bounded measure singular with respect to ν. Now
with the choice of φ = f
1
q∗−qχ{f≤n}ψ, for some bounded measurable function ψ, we can rewrite
equation (3.13) as follows
Cmin
(
‖φ‖
L
q∗
ν (RN )
, ‖φ‖
q∗
r
L
q∗
ν (RN )
)
≤ ‖φ‖Lq
fν+ξ(R
N )
≤ ‖f
q∗
q(q∗−q)χ{f≤n}ψ‖Lqν(RN ). (since ξ is singular w.r.t ν)
Denote dνn = f
q∗
q∗−qχ{f≤n}dν, then we get
Cmin
(
‖ψ‖
L
q∗
νn(R
N )
, ‖ψ‖
q∗
r
L
q∗
νn(R
N )
)
≤ ‖ψ‖Lqνn(RN ). (3.15)
Hence, from Lemma 3.4 we conclude that for a λ > 0 and for any Borel set B, either νn(B) = 0
or νn(B) ≥ λ. Now following the proof of Lemma 5.1 (stated in the Appendix) we can
guatantee that there exists collection of disjoint points {xi : i ∈ I} (I countable) in R
N ,
{ani : i ∈ I} in (0,∞) such that νn can be represented as
νn =
∑
i∈I
ani δxi .
On the other hand, νn converges to f
q∗
q∗−q ν = f
N
sq ν in measure. So we have
f
N
sq ν =
∑
i∈I
aiδxi, where ai = f(xi)
N
sq ν({xi}),
there by proving the claim of the lemma.
3.1 Proof of Theorem 1.1
Before proving our main result we discuss some important results and definitions (refer [21]).
Definition 3.5. A bounded sequence {un} is said to be tight if for every ǫ > 0, there exists a
compact subset K of RN such that
sup
n∈N
∫
Kc
|un|dx < ǫ.
Prokhorov’s theorem: Every bounded sequence {un} are relatively sequentially compact if
and only if the sequence is tight.
Definition 3.6. A sequence of integrable functions {un} in R
N converges tightly to a Borel
regular measure ν if ∫
RN
ϕundx→
∫
RN
ϕdν
for all ϕ ∈ Cb(R
N), the space of bounded continuous functions in RN . We will symbolize the
tight convergence by
t
⇀.
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Proof of Theorem 1.1. Let {un} be a bounded sequence in W
s,q
0 (Ω). Since un ≡ 0 in R
N \ Ω,
the sequences {|un|
q∗} and {|un|
r(x)} are tight. By the Prokhorov’s theorem the existence of
two positive Borel measures ν1 and ν2 are guaranteed such that |un|
q∗ t⇀ ν1 and |un|
r(x) t⇀ ν2.
Apparently, supp(ν1), supp(ν2) ⊂ Ω.
Denote
|Dsun(x)|
q =
∫
RN
|un(x)− un(y)|
q
|x− y|N+sq
dy.
Consider an open, bounded subset D of RN such that Ω ⊂ D. Let dist(Dc,Ω) = d > 0. Then
for any x ∈ Dc and y ∈ Ω, there exists a constant Cd depending on d such that |x−y| ≥ Cd|x|
and
|Dsun(x)|
q =
∫
Ω
|un(y)|
q
|x− y|N+sq
dy
≤
∫
Ω
|un(y)|
q
(Cd|x|)N+sq
dy
≤
C
|x|N+sq
.
So the tightness of the sequence {|Dsun|
q} follows from the above inequality. Hence, there
exists a Borel measure µ such that |Dsun|
q t⇀ µ and (1.3) is proved.
Since r(x) ≤ q∗, using the Proposition 2.1 and Theorem 2.6 stated in Section 2, for any
φ ∈ C∞c (R
N) with 0 ≤ |φ| ≤ 1 we have the following Sobolev inequality.
S{‖unφ‖Lq∗(RN ) + ‖unφ‖Lr(.)(RN )} ≤ ‖unφ‖s,q (3.16)
where S is the Sobolev constant given in (1.7). Observe that
(∫
RN
(
|un|
q∗ + |un|
r(x)
)
|φ|q
∗
) 1
q∗
≤
(∫
RN
|unφ|
q∗
) 1
q∗
+
(∫
RN
|unφ|
r(x)
) 1
q∗
= ‖unφ‖Lq∗(RN ) +
(∫
RN
|unφ|
r(x)
) 1
q∗
. (3.17)
We first consider the case when ‖unφ‖Lr(.)(RN ) ≥ 1. Then the above inequality (3.17) becomes
S
(∫
RN
(
|un|
q∗ + |un|
r(x)
)
|φ|q
∗
) 1
q∗
≤ S
(
‖unφ‖Lq∗(RN ) + ‖unφ‖Lr(.)(RN )
)
≤ ‖unφ‖s,q. (3.18)
For the case ‖unφ‖Lr(.)(RN ) < 1, we have(∫
RN
(
|un|
q∗ + |un|
r(x)
)
|φ|q
∗
) 1
q∗
≤ ‖unφ‖Lq∗(RN ) + ‖unφ‖
r−
q∗
Lr(.)(RN )
≤
1
S
‖unφ‖s,q +
(
1
S
‖unφ‖s,q
) r−
q∗
. (3.19)
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If 1
S
‖unφ‖s,q ≥ 1, then the inequality (3.19) becomes
S
2
(∫
RN
(
|un|
q∗ + |un|
r(x)
)
|φ|q
∗
) 1
q∗
≤ ‖unφ‖s,q, (3.20)
otherwise, we get
S
2
q∗
r−
(∫
RN
(
|un|
q∗ + |un|
r(x)
)
|φ|q
∗
) 1
r−
≤ ‖unφ‖s,q. (3.21)
Let us denote Mn =
∫
RN
(
|un|
q∗ + |un|
r(x)
)
|φ|q
∗
dx. On combining (3.18), (3.20) and (3.21) we
establish the following
2−
q∗
r− Smin
(
M
1
q∗
n ,M
1
r−
n
)
≤ ‖unφ‖s,q. (3.22)
Now using the Minkowskis inequality we get
‖unφ‖s,q =
(∫
R2N
|un(x)φ(x)− un(y)φ(y)|
q
|x− y|N+sq
dydx
)1
q
=
(∫
R2N
|un(x)(φ(x)− φ(y)) + φ(y)(un(x)− un(y)|
q
|x− y|N+sq
dydx
) 1
q
≤
(∫
R2N
|un(x)|
q|φ(x)− φ(y)|q
|x− y|N+sq
dydx
)1
q
+
(∫
R2N
|φ(y)|q|un(x)− un(y)|
q
|x− y|N+sq
dydx
) 1
q
≤
(∫
R2N
|un(x)|
q|Dsφ(x)|qdx
) 1
q
+
(∫
R2N
|φ(x)|q|Dsun(x)|
qdx
) 1
q
.
Since {un} is bounded in W
s,q
0 (Ω), there exists u ∈ W
s,q
0 (Ω) and a subsequence, still denoted
as {un}, such that un converges weakly to u in W
s,q
0 (Ω) and strongly in L
β(x)(RN) for any
1 < β(x) < q∗. By the Corollary 3.1, we observe
∫
RN
|φ(x)−φ(y)|q
|x−y|N+sq
dy ∈ L∞(RN). Then using
(1.3) we get
lim
n→∞
sup ‖unφ‖s,q ≤
(∫
RN
|u(x)|q|Dsφ(x)|qdx
) 1
q
+
(∫
RN
|φ(x)|qdµ
)1
q
. (3.23)
We denote the measure ν = ν1 + ν2 and hence |un|
q∗ + |un|
r(x) t⇀ ν. So
lim
n→∞
supMn = lim
n→∞
sup
∫
RN
(
|un|
q∗ + |un|
r(x)
)
|φ|q
∗
dx =
∫
RN
|φ|q
∗
dν. (3.24)
Considering the inequalities (3.23), (3.24) and applying limit n→∞ in (3.22) we have
2−
q∗
r−Smin
(
‖φ‖
L
q∗
ν (RN )
, ‖φ‖
q∗
r−
L
q∗
ν (RN )
)
≤
(∫
RN
|u(x)|q|Dsφ(x)|qdx
) 1
q
+ ‖φ‖Lqµ(RN ). (3.25)
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Now suppose that u = 0 and un → 0 weakly in W
s,q
0 (Ω), then
2−
q∗
r− Smin
(
‖φ‖
L
q∗
ν (RN )
, ‖φ‖
q∗
r−
L
q∗
ν (RN )
)
≤ ‖φ‖Lqµ(RN ). (3.26)
By the Lemma 3.3, there exists a set of distinct points {xi : i ∈ I} ⊂ R
N and {νi : i ∈ I} ⊂
(0,∞) such that
ν =
∑
i∈I
νiδxi.
Suppose that u 6= 0. Then the sequence {vn}, when vn = un − u, is bounded in W
s,q
0 (Ω) and
there exists a subsequence of {vn} (named as {vn}) which converges weakly to 0 in W
s,q
0 (Ω).
By the Bre´zis-Lieb lemma [Lemma 5.2 in the Appendix] we have the following
lim
n→∞
(∫
RN
|φ|
(
|un|
q∗ + |un|
r(x)
)
dx−
∫
RN
|φ|
(
|vn|
q∗ + |vn|
r(x)
)
dx
)
=
∫
RN
|φ|
(
|u|q
∗
+ |u|r(x)
)
dx (3.27)
for every φ ∈ C∞c (R
N). Clearly the sequences {|vn|
q∗} and {|vn|
r(x)} are tight. Hence, on
similar lines the representation of ν is given as
ν = |u|q
∗
+ |u|r(x) +
∑
i∈I
νiδxi . (3.28)
This proves (1.5). Let us consider φ ∈ C∞c (R
N) such that 0 ≤ φ ≤ 1, φ(0) = 1 and supp(φ) ⊂
B1(0). For a fixed j, choose ǫ > 0 such that for i 6= j, Bǫ(xi) ∩ Bǫ(xj) = ∅. We define
φǫ,j(x) = φ(
x−xj
ǫ
).
Claim:
lim
ǫ→0
∫
RN
|u(x)|q|Dsφ(x)|qdx = 0. (3.29)
Without loss of generality, we can assume xj = 0 and denote φǫ = φǫ,j. Using Corollary 3.1
we have
|Dsφ(x)|q =
∫
RN
|φǫ(x)− φǫ(y)|
q
|x− y|N+sq
dy ≤ Cmin
(
1/ǫsq, ǫN |x|−(N+sq)
)
.
Thus, ∫
RN
|u(x)|q|Dsφ(x)|qdx ≤ C
(
1/ǫsq
∫
|x|<2ǫ
|u(x)|qdx+ ǫN
∫
|x|≥2ǫ
|u(x)|q
|x|N+sq
dx
)
= C(I + II). (3.30)
The first term I can be estimated as
I ≤
1
ǫsq
‖|u|q‖
L
q∗
q (B2ǫ(0))
‖1‖
L
N
sq (B2ǫ(0))
≤ C‖|u|q‖
L
q∗
q (B2ǫ(0))
.
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Since u ∈ Lq
∗
(RN), I → 0 as ǫ→ 0. For the second term we proceed as follows
II =
∞∑
k=1
ǫN
∫
2kǫ≤|x|≤2k+1ǫ
|u(x)|q
|x|N+sq
dx
≤
∞∑
k=1
1
2k(N+sq)ǫsq
∫
|x|≤2k+1ǫ
|u(x)|qdx
≤
∞∑
k=1
C
2kN
‖|u|q‖
L
q∗
q (B
2k+1ǫ
(0))
Now given δ > 0 take k0 ∈ N such that
∑∞
k=k0+1
2−Nk < δ. So,
II ≤ ‖|u|q‖
L
q∗
q (RN )
δ +
k0∑
k=1
1
2Nk
‖|u|q‖
L
q∗
q (B
2k0+1ǫ
(0))
.
This inequality is true for any δ. Thus II → 0 as ǫ→ 0. Hence, the claim.
In order to prove (1.6), we first observe that∫
RN
|φǫ,j|
q∗dν =
∫
RN
|φǫ,j|
q∗
(
|u|q
∗
+ |u|r(x)
)
dx+
∑
i∈I
νi|φǫ,j(xi)|
q∗
≥ νj .
Then
‖φǫ,j‖Lq∗ν (RN ) ≥ ν
1
q∗
j and ‖φǫ,j‖
q∗
r−
L
q∗
ν (RN )
≥ ν
1
r−
j .
From (3.26) we find
2−
q∗
r− Smin
(
ν
1
q∗
j , ν
1
r−
j
)
≤ ‖φǫ,j‖Lqµ(RN ).
On the other hand ∫
RN
|φǫ,j|
qdµ ≤ µ(Bǫ(xj))→ µj as ǫ→ 0.
Thus, on rewriting the inequality (3.26) we establish the inequality in (1.6).
2−
q∗
r− Smin
(
ν
1
q∗
j , ν
1
r−
j
)
≤ µ
1
q
j .
We are now left to prove (1.4). We already have µ ≥
∑
i∈I µiδxi. On using the weak conver-
gence and the Fatou’s lemma we have∫
RN
φdµ = lim
n→∞
inf
∫
RN
|Dsun(x)|
qφdx
≥
∫
RN
|Dsu(x)|qφdx.
Thus, µ ≥ |Dsu(x)|q. Since,
∑
i∈I µiδxi and |D
su(x)|q are orthogonal measures, we conclude
µ ≥ |Dsu(x)|q +
∑
i∈I
µiδxi.
This completes the proof.
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4 Application to Dirichlet problem with fractional ‘(p(x), p+)-
Laplacian’- proof of Theorem 1.3
In this section we study the following problem
(−∆)sp(x)u+ (−∆)
s
p+u = |u|
(p+)∗−2u+ |u|p
∗
s(x)−2u+ λ|u|β(x)−2u in Ω,
u = 0 in RN \ Ω,
(4.31)
as an example to demonstrate our theoretical finding of CCTP. Here Ω is a bounded domain
in RN , λ > 0, the assumptions on s, p(., .) are same as in Theorem 1.3, β ∈ C+(Ω) such that
β(x) < p∗s(x) for every x ∈ Ω and p
+ < β− ≤ β+ < (p∗s)
−. The fractional p(x)-Laplacian-
(−∆)sp(x) and the fractional p
+-Laplacian-(−∆)s
p+
are defined as
(−∆)sp(x)u = P.V.
∫
RN
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))
|x− y|N+sp(x,y)
dy
and
(−∆)sp+u = P.V.
∫
RN
|u(x)− u(y)|p
+−2(u(x)− u(y))
|x− y|N+sp+
dy
respectively. We name Lu = (−∆)sp(x)u + (−∆)
s
p+
u as a fractional (p(x), p+)-Laplacian. We
consider here the critical case, i.e. when A = {x ∈ Ω : p∗s(x) = (p
+)∗} is nonempty. The
natural solution space of the problem (4.31) is X = W s,p
+
0 (Ω) ∩ W0, defined in Section 2,
which is endowed with the norm
‖u‖X = ‖u‖s,p+ + ‖u‖W0.
Note that for any p ∈ C+(R
N × RN), 1 < p− ≤ p+ <∞,
(p−)∗ ≤ (p∗s)
− = inf
x∈RN
p∗s(x) ≤ p
∗
s(x) ≤ sup
x∈RN
p∗s(x) = (p
∗
s)
+ ≤ (p+)∗.
Definition 4.1. A function u ∈ X is said to be a weak solution of problem (4.31), if u is a
critical point of the corresponding energy functional
Ψ(u) =
∫
R2N
1
p(x, y)
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dydx+
∫
R2N
1
p+
|u(x)− u(y)|p
+
|x− y|N+sp+
dydx
−
1
(p+)∗
∫
Ω
|u|(p
+)∗dx−
∫
Ω
1
p∗s(x)
|u|p
∗
s(x)dx− λ
∫
Ω
1
β(x)
|u|β(x)dx. (4.32)
We will use the Mountain Pass geometry to prove the existence of weak solution to the problem
(4.31). Hence, we show that the functional Ψ satisfies the Palais-Smale (P-S) condition below
a certain energy level.
Lemma 4.2. Let {un}n∈N ⊂ X be a Palais-Smale sequence, then {un} is bounded in X.
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Proof. Let {un} be a Palais-Smale sequence of the functional Ψ, i.e. Ψ(un)→ c and Ψ
′(un)→
0 as n→∞. Hence, for large n we have
c+ 1 ≥ Ψ(un)−
1
β−
〈Ψ′(un), un〉
=
∫
R2N
(
1
p(x, y)
−
1
β−
)
|un(x)− un(y)|
p(x,y)
|x− y|N+sp(x,y)
dydx+
(
1
p+
−
1
β−
)∫
R2N
|un(x)− un(y)|
p+
|x− y|N+sp+
dydx
+
(
1
β−
−
1
(p+)∗
)∫
Ω
|un|
(p+)∗dx+
∫
Ω
(
1
β−
−
1
p∗s(x)
)
|un|
p∗s(x)dx
+ λ
∫
Ω
(
1
β−
−
1
β(x)
)
|un|
β(x)dx
≥
(
1
p+
−
1
β−
)(∫
R2N
|un(x)− un(y)|
p(x,y)
|x− y|N+sp(x,y)
dydx+
∫
R2N
|un(x)− un(y)|
p+
|x− y|N+sp+
dydx
)
≥
(
1
p+
−
1
β−
)(
min{‖un‖
p+
W0
, ‖un‖
p−
W0
}+ ‖un‖
p+
s,p+
)
.
Thus, {un} is bounded in X .
Lemma 4.3. The functional Ψ in (4.32) satisfies the Palais-Smale (P-S) condition for energy
level
c <
(
1
p+
−
1
(p∗s)
−
)
2
− (p
+)∗p+
(p∗s)
−−p+ min
(
S
N
s , S
(p∗s)
−p+
(p∗s)
−−p+
)
.
where S is the Sobolev constant given in (1.7).
Proof. Let {un} be a (P-S) sequence in X . Then by Lemma 4.2, {un} is bounded in X and
thus there exists u ∈ X such that, up to a subsequence (still denoted as {un}), {un} converges
weakly to u in X . We need to show that un → u strongly in X . Since {un} is bounded in
X , {un} is also bounded in W0 and in W
s,p+
0 (Ω). Thus, using the concentration compactness
type principle, stated in Theorem 1.1, we have
∫
RN
|un(x)− un(y)|
p+
|x− y|N+sp+
dy
t
⇀ µ ≥
∫
RN
|u(x)− u(y)|p
+
|x− y|N+sp+
dy +
∑
i∈I
µjδxi,
|un|
(p+)∗ + |un|
p∗s(x) t⇀ ν = |u|(p
+)∗ + |u|p
∗
s(x) +
∑
i∈I
νiδxi
and
2
−
(p+)∗
(p∗s)
− Smin
(
ν
1
(p+)∗
i , ν
1
(p∗s)
−
i
)
≤ µ
1
p+
i , ∀i ∈ I.
Let us denote
|Un(x)| =
∫
RN
|un(x)− un(y)|
p(x,y)
|x− y|N+sp(x,y)
dy
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and consider an open, bounded subset D of RN , defined as in the proof of Theorem 1.1. Then
for any x ∈ Dc and y ∈ Ω, there exists a constant Cd such that |x− y| ≥ Cd|x| and
|Un(x)| =
∫
Ω
|un(y)|
p(x,y)
|x− y|N+sp(x,y)
dy
≤
∫
Ω
|un(y)|
p(x,y)
(Cd|x|)N+sp(x,y)
dy
≤ Cmax
(
1
|x|N+sp+
,
1
|x|N+sp−
)
.
Therefore, the sequence {|Un|} is tight and there exists a positive bounded Borel measure σ
such that |Un|
t
⇀ σ. Consider φ ∈ C∞c (R
N) with 0 ≤ φ ≤ 1, φ(0) = 1 and support in the unit
ball of RN . Define φǫ,j = φ(
x−xj
ǫ
). Since {un} is a (P-S) sequence, we have Ψ(un) → c and
Ψ′(un)→ 0 as n→∞. On the other hand
〈Ψ′(un), φǫ,jun〉 =
∫
R2N
|un(x)− un(y)|
p(x,y)−2(un(x)− un(y))((φǫ,jun)(x)− (φǫ,jun)(y))
|x− y|N+sp(x,y)
dydx
+
∫
R2N
|un(x)− un(y)|
p+−2(un(x)− un(y))((φǫ,jun)(x)− (φǫ,jun)(y))
|x− y|N+sp+
dydx
−
∫
Ω
|un|
(p+)∗−2un(φǫ,jun)dx−
∫
Ω
|un|
p∗s(x)−2un(φǫ,jun)dx
− λ
∫
Ω
|un|
β(x)−2un(φǫ,jun)dx
=
∫
R2N
|un(x)− un(y)|
p(x,y)−2(un(x)− un(y))un(y)(φǫ,j(x)− φǫ,j(y))
|x− y|N+sp(x,y)
dxdy
+
∫
R2N
|un(x)− un(y)|
p+−2(un(x)− un(y))un(y)(φǫ,j(x)− φǫ,j(y))
|x− y|N+sp+
dxdy
+
∫
R2N
|un(x)− un(y)|
p(x,y)φǫ,j(x)
|x− y|N+sp(x,y)
dxdy +
∫
R2N
|un(x)− un(y)|
p+φǫ,j(x)
|x− y|N+sp+
dxdy
−
∫
Ω
|un|
(p+)∗φǫ,jdx−
∫
Ω
|un|
p∗s(x)φǫ,jdx− λ
∫
Ω
|un|
β(x)φǫ,jdx. (4.33)
We denote Hn(x, y) =
|un(x)−un(y)|
|x−y|
N+sp(x,y)
p(x,y)
and Φn(x, y) =
|un(y)||φǫ,j(x)−φǫ,j(y)|
|x−y|
N+sp(x,y)
p(x,y)
. Since, {un} is a
bounded sequence in W0, on using the Ho¨lder’s inequality on the first term in the right hand
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side of (4.33) we observe
∣∣∣ ∫
R2N
|un(x)− un(y)|
p(x,y)−2(un(x)− un(y))un(y)(φǫ,j(x)− φǫ,j(y))
|x− y|N+sp(x,y)
dxdy
∣∣∣
≤
∫
R2N
|un(x)− un(y)|
p(x,y)−1|un(y)||φǫ,j(x)− φǫ,j(y)|
|x− y|N+sp(x,y)
dxdy
=
∫
R2N
(
|un(x)− un(y)|
|x− y|
N+sp(x,y)
p(x,y)
)p(x,y)−1(
|un(y)||φǫ,j(x)− φǫ,j(y)|
|x− y|
N+sp(x,y)
p(x,y)
)
dxdy
≤ C‖|Hn|
p(.,.)−1‖
L
p(.,.)
p(.,.)−1 (RN×RN )
‖Φn‖Lp(.,.)(RN×RN )
≤ C‖|Hn|
p(.,.)−1‖
L
p(.,.)
p(.,.)−1 (RN×RN )

∫
R2N
(
|un(y)|
p+ + |un(y)|
p−
)
|φǫ,j(x)− φǫ,j(y)|
p(x,y)
|x− y|N+sp(x,y)
dxdy


1
k
≤ C

∫
R2N
(
|un(y)|
p+ + |un(y)|
p−
)
|φǫ,j(x)− φǫ,j(y)|
p(x,y)
|x− y|N+sp(x,y)
dxdy


1
k
(4.34)
where k is either p+ or p−. According to Lemma 3.2,
∫
R2N
|φǫ(x)−φǫ(y)|p(x,y)
|x−y|N+sp(x,y)
dy ∈ L∞(RN). Thus,
applying limit n→∞ in the above inequality (4.34) we get
lim
n→∞
∣∣∣ ∫
R2N
|un(x)− un(y)|
p(x,y)−2(un(x)− un(y))un(y)(φǫ,j(x)− φǫ,j(y))
|x− y|N+sp(x,y)
dxdy
∣∣∣
≤ C

∫
R2N
(
|u(y)|p
+
+ |u(y)|p
−
)
|φǫ,j(x)− φǫ,j(y)|
p(x,y)
|x− y|N+sp(x,y)
dxdy


1
k
. (4.35)
We now make the following claim.
Claim:
lim
ǫ→0
∫
R2N
(
|u(x)|p
+
+ |u(x)|p
−
)
|φǫ,j(x)− φǫ,j(y)|
p(x,y)
|x− y|N+sp(x,y)
dxdy = 0.
Without loss of generality, we assume that xj = 0 and denote φǫ = φǫ,j. Using Lemma 3.2 we
have∫
RN
|φǫ(x)− φǫ(y)|
p(x,y)
|x− y|N+sp(x,y)
dy ≤ Cmin
(
1/ǫsp
+
+ 1/ǫsp
−
, (ǫN + ǫN+s(p
−−p+))|x|−(N+sp
−)
)
.
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Thus, ∫
R2N
(
|u(x)|p
+
+ |u(x)|p
−
) |φǫ(x)− φǫ(y)|p(x,y)
|x− y|N+sp(x,y)
dydx
≤ C
(
1
ǫsp+
+
1
ǫsp−
)∫
|x|<2ǫ
|u(x)|p
+
+ |u(x)|p
−
dx
+ C(ǫN + ǫN+s(p
−−p+))
∫
|x|≥2ǫ
|u(x)|p
+
+ |u(x)|p
−
|x|N+sp−
dx
= C(I + II). (4.36)
We observe
I =
(
1
ǫsp+
+
1
ǫsp−
)∫
|x|<2ǫ
|u(x)|p
+
+ |u(x)|p
−
dx
≤
(
1
ǫsp+
+
1
ǫsp−
)(
‖|u|p
+
‖
L
(p+)∗
p+ (B2ǫ(0))
+ ‖|u|p
−
‖
L
(p+)∗
p+ (B2ǫ(0))
)
‖1‖
L
N
sp+ (B2ǫ(0))
≤ Cǫsp
+
(
1
ǫsp+
+
1
ǫsp−
)(
‖|u|p
+
‖
L
(p+)∗
p+ (B2ǫ(0))
+ ‖|u|p
−
‖
L
(p+)∗
p+ (B2ǫ(0))
)
.
Hence, I → 0 as ǫ → 0. Similarly the second term in the right hand side of (4.36) can be
rewritten as follows.
II =
∞∑
k=1
(ǫN + ǫN+s(p
−−p+))
∫
2kǫ≤|x|≤2k+1ǫ
|u(x)|p
+
+ |u(x)|p
−
|x|N+sp−
dx
≤
∞∑
k=1
1
2k(N+sp−)
(1/ǫsp
−
+ 1/ǫsp
+
)
∫
|x|≤2k+1ǫ
|u(x)|p
+
+ |u(x)|p
−
dx
≤
∞∑
k=1
Cǫsp
+
2k(N+sp−−sp+)
(1/ǫsp
−
+ 1/ǫsp
+
)
(
‖|u|p
+
‖
L
(p+)∗
p+ (B
2k+1ǫ
(0))
+ ‖|u|p
−
‖
L
(p+)∗
p+ (B
2k+1ǫ
(0))
)
≤
∞∑
k=1
Cǫsp
+
2ksp−
(1/ǫsp
−
+ 1/ǫsp
+
)
(
‖|u|p
+
‖
L
(p+)∗
p+ (B
2k+1ǫ
(0))
+ ‖|u|p
−
‖
L
(p+)∗
p+ (B
2k+1ǫ
(0))
)
(4.37)
Now for any γ > 0, there exists a k′ ∈ N such that
∑∞
k=k′+1 2
−ksp− < γ. So,
II ≤ γCǫsp
+
(
1
ǫsp+
+
1
ǫsp−
)(
‖|u|p
+
‖
L
(p+)∗
p+ (RN )
+ ‖|u|p
−
‖
L
(p+)∗
p+ (RN )
)
+ Cǫsp
+
(
1
ǫsp+
+
1
ǫsp−
) k′∑
k=1
1
2ksp−
(
‖|u|p
+
‖
L
(p+)∗
p+ (B
2k
′+1ǫ
(0))
+ ‖|u|p
−
‖
L
(p+)∗
p+ (B
2k
′+1ǫ
(0))
)
.
(4.38)
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Hence, II → 0 as ǫ→ 0. Hence, the claim. Therefore, from the inequality (4.35) we establish
lim
ǫ→0
lim
n→∞
∫
R2N
|un(x)− un(y)|
p(x,y)−2(un(x)− un(y))un(y)(φǫ,j(x)− φǫ,j(y))
|x− y|N+sp(x,y)
dxdy → 0.
Following the argument used in the proof of (4.34) and using (3.29) we find
lim
ǫ→0
lim
n→∞
∫
R2N
|un(x)− un(y)|
p+−2(un(x)− un(y))un(y)(φǫ,j(x)− φǫ,j(y))
|x− y|N+sp+
dxdy → 0.
Passing the limit n→∞ in the inequality (4.33) we get
0 =
∫
RN
φǫ,jdµ+
∫
RN
φǫ,jdσ −
∫
Ω
φǫ,jdν − λ
∫
Ω
|u|β(x)φǫ,jdx.
Sinec, φǫ,j(x)→ 0 as ǫ→ 0 for any x 6= xj and φ(0) = 1 we have
lim
ǫ→0
∫
Ω
|u|β(x)φǫ,jdx→ 0, lim
ǫ→0
∫
Ω
φǫ,jdν = νj,
lim
ǫ→0
∫
RN
φǫ,jdµ = µj, lim
ǫ→0
∫
RN
φǫ,jdσ = σj
where νj = ν({xj}), µj = µ({xj}) and σj = σ({xj}). Hence, µi+ σi = νi for every i ∈ I. This
implies µi ≤ νi and from (1.6) we have
2
−
(p+)∗
(p∗s)
− Smin
(
ν
1
(p+)∗
i , ν
1
(p∗s)
−
i
)
≤ ν
1
p+
i .
This arises two cases.
Case 1- If 2
−
(p+)∗
(p∗s)
− Sν
1
(p+)∗
i ≤ ν
1
p+
i . Then either νi = 0 or
(
2
−
(p+)∗
(p∗s)
− S
)N
s
≤ νi.
Case 2- If 2
−
(p+)∗
(p∗s)
− Sν
1
(p∗s)
−
i ≤ ν
1
p+
i . Then either νi = 0 or
(
2
−
(p+)∗
(p∗s)
− S
) (p∗s)−p+
(p∗s)
−−p+
≤ νi.
Then, from the above two cases we conclude
2
− (p
+)∗p+
(p∗s)
−−p+ min
(
S
N
s , S
(p∗s)
−p+
(p∗s)
−−p+
)
≤ νi. (4.39)
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Then,
c = lim
n→∞
Ψ(un)
= lim
n→∞
(
Ψ(un)−
1
p+
〈Ψ′(un), un〉
)
= lim
n→∞
(∫
R2N
(
1
p(x, y)
−
1
p+
)
|un(x)− un(y)|
p(x,y)
|x− y|N+sp(x,y)
dxdy +
∫
Ω
(
1
p+
−
1
p∗s(x)
)
|un|
p∗s(x)dx
)
+ lim
n→∞
(
1
p+
−
1
(p+)∗
)∫
Ω
|un|
(p+)∗dx+ λ lim
n→∞
∫
Ω
(
1
p+
−
1
β(x)
)
|un|
β(x)dx
≥ lim
n→∞
(
1
p+
−
1
(p∗s)
−
)∫
Bǫ(xj)
φǫ,j
(
|un|
(p+)∗ + |un|
p∗s(x)
)
dx
=
(
1
p+
−
1
(p∗s)
−
)(∫
Bǫ(xj)
φǫ,j
(
|u|(p
+)∗ + |u|p
∗
s(x)
)
dx+
∑
i∈I
νiφǫ,j(xi)
)
≥
(
1
p+
−
1
(p∗s)
−
)
νj
≥
(
1
p+
−
1
(p∗s)
−
)
2
− (p
+)∗p+
(p∗s)
−−p+ min
(
S
N
s , S
(p∗s)
−p+
(p∗s)
−−p+
)
. (4.40)
This implies the indexing set I = ∅ if we are to have
c <
(
1
p+
−
1
(p∗s)
−
)
2
−
(p+)∗p+
(p∗s)
−−p+ min
(
S
N
s , S
(p∗s)
−p+
(p∗s)
−−p+
)
.
Hence, |un|
(p+)∗ t⇀ |u|(p
+)∗ and |un|
p∗s(x)
t
⇀ |u|p
∗
s(x). Therefore, using Prokhorov’s theorem we
have un → u in L
(p+)∗(Ω) and in Lp
∗
s(x)(Ω).
Define
〈I1(u), v〉 =
∫
R2N
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))(v(x)− v(y))
|x− y|N+sp(x,y)
dxdy
and
〈I2(u), v〉 =
∫
R2N
|u(x)− u(y)|p
+−2(u(x)− u(y))(v(x)− v(y))
|x− y|N+sp+
dxdy.
Observe
〈Ψ′(un), (un − u)〉 = 〈I1(un), (un − u)〉+ 〈I2(un), (un − u)〉 −
∫
Ω
|un|
(p+)∗−2un(un − u)dx
−
∫
Ω
|un|
p∗s(x)−2un(un − u)dx− λ
∫
Ω
|un|
β(x)−2un(un − u)dx. (4.41)
Since {un} is bounded in W0, {un} is also bounded in L
(p+)∗(Ω) and Lp
∗
s(x)(Ω). Thus, on
22
applying the Ho¨lder’s inequality we get∣∣∣∣
∫
Ω
|un|
(p+)∗−2un(un − u)dx
∣∣∣∣ ≤
∫
Ω
|un|
(p+)∗−1|un − u|dx
≤ C‖|un|
(p+)∗−1‖
L
(p+)∗
(p+)∗−1 (Ω)
‖un − u‖L(p+)∗ (Ω)
≤ C‖un − u‖L(p+)∗ (Ω) = on(1). (4.42)
Similarly we can show that
lim
n→∞
(∫
Ω
λ|un|
β(x)−2un(un − u)dx+
∫
Ω
|un|
p∗s(x)−2un(un − u)dx
)
→ 0.
Passing the limit n→∞ in (4.41) we get 〈I1(un), (un−u)〉+〈I2(un), (un−u)〉 → 0. Therefore,
lim
n→∞
(〈I1(un)− I1(u), (un − u)〉+ 〈I2(un)− I2(u), (un − u)〉) = 0. (4.43)
Recall the Simon’s inequality [24] given as
|x− y|p ≤
1
p− 1
[(
|x|p−2x− |y|p−2y
)
.(x− y)
]p
2 (|x|p + |y|p)
2−p
2 , if 1 < p < 2.
|x− y|p ≤ 2p
(
|x|p−2x− |y|p−2y
)
.(x− y), , if p ≥ 2. (4.44)
Let us first consider the case p+ > 2. Then using the Simon’s inequality we have
‖un − u‖
p+
s,p+
=
∫
R2N
|(un − u)(x)− (un − u)(y)|
p+
|x− y|N+sp+
dxdy
≤
1
(p+ − 1)
∫
R2N
{
|un(x)− un(y)|
p+−2(un(x)− un(y))((un − u)(x)− (un − u)(y))
|x− y|N+sp+
−
|u(x)− u(y)|p
+−2(u(x)− u(y))((un − u)(x)− (un − u)(y))
|x− y|N+sp+
}
≤ C1〈I2(un)− I2(u), (un − u)〉. (4.45)
Similarly for 1 < p+ < 2, using Ho¨lder’s inequality and the boundedness of {un} in W
s,p+
0 (Ω),
we establish the following.
‖un − u‖
p+
s,p+
≤ 2p
+
〈I2(un)− I2(u), (un − u)〉
p+
2
(
‖un‖
p+
s,p+
+ ‖u‖p
+
s,p+
) 2−p+
2
≤ C2〈I2(un)− I2(u), (un − u)〉
p+
2
(
‖un‖
p+
2−p+
2
s,p+
+ ‖u‖
p+
2−p+
2
s,p+
)
≤ C3〈I2(un)− I2(u), (un − u)〉
p+
2 . (4.46)
Considering both the inequalities (4.45) and (4.46), from (4.43) we obtain
lim
n→∞
〈I1(un)− I1(u), (un − u)〉 ≤ 0.
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Since I1 is of (S+)-type by Lemma 5.3 (refer Appendix), we conclude that un → u strongly in
W0 and hence by simple calculation we get limn→∞〈I1(un)− I1(u), (un − u)〉 = 0. Therefore,
from (4.43), limn→∞〈I2(un)−I2(u), (un−u)〉 = 0. By (4.45) and (4.46) we obtain that un → u
strongly in W s,p
+
0 (Ω) and hence un → u strongly in X.
Clearly, Ψ is a C1 functional and also well-defined. Now to prove Theorem 1.3 we first show
that Ψ satisfies the hypotheses of Mountain Pass theorem.
Proof of Theorem 1.3. It can be concluded from the Lemma 4.3 that Ψ(0) = 0 and Ψ satisfies
the P-S condition below a certain energy level.
Claim 1- For every u ∈ X , there exist r > 0 and 0 < δ ≤ 1 such that Ψ(u) ≥ r > 0 for
‖u‖X = δ.
Let ‖u‖X ≤ 1, then using Theorem 2.9 we observe
Ψ(u) =
∫
RN
∫
RN
1
p(x, y)
|u(x)− u(y)|p(x,y)
|x− y|N+sp(x,y)
dydx+
1
p+
∫
RN
∫
RN
|u(x)− u(y)|p
+
|x− y|N+sp+
dydx
−
1
(p+)∗
∫
Ω
|u|(p
+)∗dx−
∫
Ω
1
p∗s(x)
|u|p
∗
s(x)dx− λ
∫
Ω
1
β(x)
|u|β(x)dx
≥
1
p+
(
‖u‖p
+
W0
+ ‖u‖p
+
s,p+
)
−
C1
(p+)∗
‖u‖
(p+)∗
X −
C2
(p∗s)
−
‖u‖
(p∗s)
−
X −
λC3
β−
‖u‖β
−
X
where Ci > 0, i = 1, 2, 3. Since, p
+ < β− < (p∗s)
− ≤ (p+)∗, there exists r > 0 and 0 < δ ≤ 1
such that Ψ(u) ≥ r > 0 for ‖u‖X = δ.
Claim 2- For any v ∈ W0, we have Ψ(tv)→ −∞ as t→ +∞.
Let v ∈ W0 with t > 1. Then it is easy to check that Ψ(tv) → −∞ as t → +∞. So the
functional Ψ satisfies the Mountain Pass geometry.
Claim 3- There exists a Λ > 0 such that
0 < inf
u∈X\{0}
sup
t≥0
Ψ(tu) < 2
−
(p+)∗p+
(p∗s)
−−p+
(
1
p+
−
1
(p∗s)
−
)
min
(
S
N
s , S
(p∗s)
−p+
(p∗s)
−−p+
)
, for λ > Λ.
Let us choose v ∈ X . Clearly, limt→∞Ψ(tv) = −∞ and limt→0+ Ψ(tv) = 0. Thus, by Claim-1
and Claim-2, there exists a tλ > 0 such that supt≥0Ψ(tu) = Ψ(tλv). Now
Ψ(tv) ≤
tp
±
p−
‖v‖p
±
W0
+
tp
+
p+
‖v‖p
+
s,p+
−
t(p
±)∗
(p+)∗
‖v‖
(p±)∗
Lp
∗
s(.)(Ω)
−
t(p
+)∗
(p+)∗
‖v‖
(p+)∗
L(p
+)∗(Ω)
−
λtβ
±
β+
‖v‖β
±
Lβ(.)(Ω)
.
Here Uα
±
, for α > 0, denotes the maximum of Uα
+
and Uα
−
. Therefore,
0 ≤
p±
p−
tp
±−1
λ ‖v‖
p±
W0
+ tp
+−1
λ ‖v‖
p+
s,p+
−
(p±)∗
(p+)∗
t
(p±)∗−1
λ ‖v‖
(p±)∗
Lp
∗
s(.)(Ω)
− t
(p+)∗−1
λ ‖v‖
(p+)∗
L(p
+)∗(Ω)
−
λβ±
β+
tβ
±−1
λ ‖v‖
β±
Lβ(.)(Ω)
. (4.47)
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So we have
λβ±
β+
‖v‖β
±
Lβ(.)(Ω)
≤
p±
p−
tp
±−β±
λ ‖v‖
p±
W0
+ tp
+−β±
λ ‖v‖
p+
s,p+
−
(p±)∗
(p+)∗
t
(p±)∗−β±
λ ‖v‖
(p±)∗
Lp
∗
s(.)(Ω)
− t
(p+)∗−β±
λ ‖v‖
(p+)∗
L(p
+)∗(Ω)
. (4.48)
Since p− ≤ p+ < β− ≤ β+ < (p∗s)
− ≤ (p+)∗, we observe that tλ → 0 as λ → ∞. Therefore,
there exists a Λ > 0 such that for any λ > Λ,
sup
t≥0
Ψ(tu) < 2
−
(p+)∗p+
(p∗s)
−−p+
(
1
p+
−
1
(p∗s)
−
)
min
(
S
N
s , S
(p∗s)
−p+
(p∗s)
−−p+
)
.
and hence the claim. Thus, we conclude that there exists a critical point u of Ψ in X which
is also a weak solution of the problem (1.8).
5 Appendix
Following are a few Lemmas and results that have been used at several places in the manuscript.
Lemma 5.1 ([17]). Let µ and ν are two positive bounded measures on RN satisfying(∫
RN
|φ|hdν
) 1
h
≤ C
(∫
RN
|φ|tdµ
) 1
t
, ∀φ ∈ C∞c (R
N),
for 1 ≤ t < h ≤ ∞ and for some C > 0. Then there exist a countable set I, a collection of
distinct points {xi : i ∈ I} ⊂ R
N and {νi : i ∈ I} ⊂ (0,∞) such that
ν =
∑
i∈I
νiδxi , µ ≥ C
−t
∑
i∈I
ν
t
h
i δxi.
Lemma 5.2 (Bre´zis-Lieb lemma, [8]). Let un → u a.e. and un → u weakly in L
p(Ω) for all n
where Ω ⊂ RN and 0 < p <∞. Then
lim
n→∞
(∫
Ω
|un|
p −
∫
Ω
|un − u|
p
)
=
∫
Ω
|u|p.
Lemma 5.3. Consider the mapping I1 : W0 →W
∗
0 defined as
〈I1(u), v〉 =
∫
R2N
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))(v(x)− v(y))
|x− y|N+sp(x,y)
dxdy,
for every u, v ∈ W0. Then the following properties hold for I1.
1. I1 is a bounded and strictly monotone operator.
2. I1 is a mapping of (S+) type, i.e. if un → u weakly in W0 and limn→∞ sup〈I1(un) −
I1(u), un − u〉 ≤ 0, then un → u strongly in W0.
3. I1 : W0 →W
∗
0 is a homeomorphism.
Remark 5.4. The Lemma 5.3 is a generalization of the Lemma 4.2 in [2] where the authors
worked with the space {u ∈ W s,q(.),p(.,.)(Ω) : u = 0 in ∂Ω}. The proof here follows exactly the
same arguments even in this case.
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Conclusion
We have developed a concentration compactness type principle in a variable exponent setup.
This has been applied to a problem involving fractional (p(x), p+)-Laplacian to guarantee the
existence of a nontrivial solution.
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