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BOUND FOR THE NUMBER OF ONE-DIMENSIONAL FIBERS
OF A PROJECTIVE MORPHISM
QUANG HOA TRAN
Abstract. Given a birational parameterization φ : P2
k
99K P
3
k
of an algebraic
surface S ⊂ P3
k
, we bound the number of 1-dimensional fibers of the canonical
projection of the graph of φ onto its image.
Keyword: Fibers of morphism, implicitization, implicit equation, parameterization sur-
faces, elimination theory, approximation complex, geometric modeling.
1. Introduction
Find the implicit equation for a rational curve or surface starting from a parame-
terization is a central problem in geometric modeling, it is called the implicitization
problem. Computing the implicit equation can be solved by computing a suitable
Groo¨bner basis. However, it is known to be quite slow in practice and hence is
rarely used in geometric modeling (see, e.g., [Hof89]). An other method for finding
the implicit equation is to eliminate by computing the resultant of the polynomi-
als (see, e.g., [Bus01, Jou96]). But in many applications, the resultant vanishes
identically due to the presence of base points, which are the source points where
the parameterization is not well defined. Instead, the method of moving curves
and surfaces was introduced by Sederberg and Chen [SC95] for the case of pa-
rameterized curves, and then was regularly extended for the case of surfaces, e.g.
[BCD03, CGZ00, LC16],. . . . More recently, by using the approximation complexes,
which were defined by Herzog, Simis and Vasconcelos in [HSV82, HSV83], a new
method for computing implicitizations as the determinant of the approximation
complexes have been described by in [BJ03, BC05, Cha06, BCJ09],. . . .
Besides the computation of implicit representations of parameterized curves or
surfaces, in geometric modeling it is of interest to determine the singularities of
the parametrization, that is, to know whether a point is being painted twice, or
not. It is important to give a computationally efficient criterion to answer this
question. The matrix representations are also useful for solving this problem (see,
e.g., [BBC14, Bus14]).
The main goal of this paper is to estimate the number of the particulier points
on a surface. More precisely, let k a field and let φ be a parameterization from P2k
to P3k. Let Γ ⊂ P
2
k × P
3
k be the closure of the graph of φ and π2 : P
2
k × P
3
k −→ P
3
k
the projection. For every p ∈ P3k, the fiber of π2 at p is the subscheme
π−12 (p) := Γ×P3
k
Spec(k(p)) ⊂ P2k(p)
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where k(p) its residue field. We denote by
Y := {p ∈ P3k | dimπ
−1
2 (p) = 1}.
In this paper we will propose a method to estimate the cardinality of Y. For any
p ∈ Y, we denote by hp ∈ R the defining equation of the unmixed component of
the fiber π−12 (p). Our main results are the following.
Theorem. Let I = (f0, . . . , f3) be a homogeneous ideal of R := k[X1, X2, X3]
generated by four homogeneous polynomials of the same degree d, not all zero. Let
Isat := I : R(X1, X2, X3)
∞ be the saturation of I and µ = inf{ν | Isatν 6= 0}. Suppose
that B = Proj(R/I) is locally a complete intersection of dimension zero.
(i) If µ < d, then
∑
p∈Y deg(hp) ≤ µ.
(ii) If µ = d, then
∑
p∈Y
deg(hp) ≤
{
4 if d = 3,⌊
d
2
⌋
d− 1 if d ≥ 4.
2. Preliminaries
Let R := k[X1, X2, X3] be a polynomial ring over the field k with its standard
Z-grading deg(Xi) = 1 for all i = 1, 2, 3. Suppose we are given an integer d ≥ 1 and
four homogeneous polynomials f0, . . . , f3 ∈ Rd, not all zero. We denote by I the
ideal of R generated by these polynomials and set B := Proj(R/I) ⊆ P2k := Proj(R).
Let B := k[T0, T1, T2, T3] with its standard grading and consider the rational map
φ : P2k− 99K P
3
k
x 7−→ (f0(x) : · · · : f3(x)).
We will always assume throughout this paper that φ is generically finite onto its
image, or equivalently that the closed image of φ is a surface S in P3k := Proj(B),
and that the base locus B of φ is supported on a finite set of points.
Let Γ0 ⊂ P2k × P
3
k be the graph of φ : P
2
k \ B −→ P
3
k and Γ the Zariski closure of
Γ0. We have the following diagram
Γ
pi1

pi2
##●
●
●
●
●
●
●
●
●
●


//P
2
k × P
3
k
P
2
k φ
//❴❴❴❴ P
3
k
where the maps π1, π2 are the canonical projections. One has
S = π2(Γ0) = π2(Γ)
where the bar denotes the Zariski closure.
Furthemore Γ is the irreducible subscheme of P2k×P
3
k defined by the Rees algebra
RI := ReesR(I) (see [Har77, Chapter II, §7]). Let S := R ⊗k B = R[T0, . . . , T3]
with the standard bigraded structure by the canonical grading deg(Xi) = (1, 0) and
3deg(Tj) = (0, 1) for all i = 1, 2, 3 and j = 0, . . . , 3. The natural bigraded morphism
of bigraded k-algebras
α : S −→ RI = ⊕s≥0I(d)
s = ⊕s≥0I
s(sd)
Ti 7−→ fi
is onto and corresponds to the embedding Γ ⊂ P2k × P
3
k.
Let P be the kernel of α. Then it is a homogeneous ideal of S and the part of
degree one of P in Ti, denoted by P1 = P(∗,1), is the module of syzygies of the fi
a0T0 + · · ·+ a3T3 ∈ P1 ⇐⇒ a0f0 + · · ·+ a3f3 = 0.
Set SI := SymR(I) for the symmetric algebra of I. The natural bigraded epi-
morphisms
S −→ S/(P1) ≃ SI and SI ≃ S/(P1) −→ S/P ≃ RI
correspond to the embeddings of schemes Γ ⊆ V ⊂ P2k × P
3
k where V is the projec-
tive scheme defined by SI .
Let K be defined by the following exact sequence
0 −→ K −→ SI −→ RI −→ 0.
Notice that the module K is supported in B because I is locally trivial outside B.
Let us now denote by Isat the ideal
I :R m
∞ =
⋃
n∈N
I :R m
n
where m := (X1, X2, X3) is the irrelevant maximal ideal of R.
Finally, we recall that for a nonzero Z-graded R-module of finite type M , its
initial degree is defined by
indeg(M) := inf{ν |Mν 6= 0},
with the convention indeg(M) = +∞ when M = 0.
3. Fibers of the canonical projection of the graph of φ onto S
From now on we assume that the ideal I is locally a complete intersection outside
V (m). Under this hypothesis, the symmetric algebra SI is projectively isomorphic
to the Rees algebra RI (see for instance [BC05, Theorem 4]). In other words, the
graph Γ ⊂ P2k×P
3
k of the parameterization φ is equal to the subscheme V of P
2
k×P
3
k
defined by SI . For every p ∈ P3k, we will denote by k(p) its residue field Bp/pBp.
The fiber of π2 at p is the subscheme
π−12 (p) = Proj(RI ⊗B k(p)) = Proj(SI ⊗B k(p)) ⊂ P
2
k(p).
In [BBC14], it is shown that π2 only admits fibers of dimension 0 or 1. Fur-
thermore, it is easily seen that the number of 1-dimensional fibers is finite. Our
purpose is to bound the cardinality of the set of points in P3k with a 1-dimensional
fiber, that is, the cardinality of the set
Y = {p ∈ P3k | dimπ
−1
2 (p) = 1}.
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For any p ∈ Y, we will denote by hp ∈ R the defining equation of the un-
mixed component of the fiber π−12 (p). We begin with an important remark in this
direction.
Proposition 1. If there exists an integer s such that ν = indeg((Is)sat) < sd, then∑
p∈Y
deg(hp) ≤ ν < sd.
Proof. First notice that Y is finite. By [BBC14, Lemma 10], there exists a homo-
geneous polynomial f ∈ I of degree d such that for any p ∈ Y, we have
I = (f) + hp(g1p, g2p, g3p) and I
sat ⊆ (f, hp)
for some g1p, g2p, g3p ∈ R.
Since (f, hp) is a complete intersection ideal, it follows from [ZS60, Lemma 5,
Appendix 6] that (f, hp)
s is unmixed, hence saturated. Therefore for all p ∈ Y, we
have
(Is)sat ⊆ ((Isat)s)sat ⊆ ((f, hp)
s)sat = (f, hp)
s = (f s, f s−1hp, . . . , h
s
p).
If F ∈ (Is)sat such that deg(F ) = ν < sd, then hp is a divisor of F . Moreover,
if p 6= p′ in Y, then gcd(hp, hp′) = 1. We deduce that∏
p∈Y
hp | F
which gives ∑
p∈Y
deg(hp) ≤ deg(F ) = ν < sd.

In particulier if indeg(Isat) = δ < d, by Proposition 1, then∑
p∈Y
deg(hp) ≤ δ < d.
From now on we want to bound the cardinality of the set Y, the delicate case is
when the ideal I satisfies indeg(Isat) = indeg(I) = d.
Example 2. Consider the parameterization given by
f0 = X
2
2X
4
3 −X
4
2X
2
3 ,
f1 = X
4
1X
2
3 −X
6
3 ,
f2 = X
2
1X
2
2X
2
3 −X
2
1X
4
2 ,
f3 = X
4
1X
2
2 −X
2
2X
4
3 .
Using Macaulay2 [Mac2], we see that I is a saturated ideal with B locally a complete
intersection of dimension zero. Since indeg((I2)sat) = 8 < 2.6 = 12, Proposition 1
shows that ∑
p∈Y
deg(hp) ≤ 8.
Precisely, I admits a minimal free resolution of the form
0 // R(−8)3
M
// R(−6)4 // R // R/I // 0
5where the matrix M is given by

−X23 0 X
2
1
0 X22 0
X21 0 −X
2
3
−X22 +X
2
3 −X
2
3 0

 .
We thus get Y = {p1, p2, p3, p4} with
p1 = (0 : 1 : 0 : 1), hp1 = X
2
2 −X
2
3 , p2 = (1 : 0 : 1 : 0), hp2 = X
2
1 −X
2
3 ,
p3 = (1 : 0 : −1 : 0), hp3 = X
2
1 +X
2
3 , p4 = (0 : 1 : 0 : 0), hp4 = X
2
2 ,
which implies ∑
p∈Y
deg(hp) = 8.
4. Estimation of number of one-dimensional fibers of the canonical
projection of the graph of φ onto S
As we already noticed that
∑
p∈Y deg(hp) < d if indeg(I
sat) < d, we assume that
indeg(Isat) = indeg(I) = d.
Recall that B =Proj(R/I) is assumed to be locally a complete intersection of
dimension zero. Under this hypothesis, the module K is supported in mS, hence
Him(K) = 0 for any i ≥ 1. We deduce that
Him(SI) ≃ H
i
m(RI), ∀i ≥ 1.
Here we denote the i-th local cohomology modules of a R-module M with support
in the irrelevant maximal ideal m = (X1, X2, X3) by H
i
m(M). We set
ai(M) := sup{µ | H
i
m(M)µ 6= 0},
with the convention ai(M) := −∞ when Him(M) = 0. Recall that the Castelnuovo-
Mumford regularity of M is defined by
reg(M) := max
i
{ai(M) + i}.
Let K• := K•(f ;R) be the Koszul complex associated to the sequence of polyno-
mials f := (f0, f1, f2, f3) in R. We denote by Zi := Zi(f ;R), Bi := Bi(f ;R), Hi :=
Hi(f ;R) = Zi/Bi the module of cycles, the module of boundaries and the homol-
ogy module in degree i, respectively (see [BJ03, §4] or [BC05, §3] for an intro-
duction to these complexes in this context). Since the ideal I is homogeneous,
these modules inherit a natural structure of graded R-modules. Let Z• be the
approximation complex of cycles associated to the ideal I = (f). By definition
Zq = Zq[qd]⊗R R[T0, . . . , T3](−q) for all q = 0, . . . , 3. This complex is of the form
(Z•) : 0 // Z3
v3
// Z2
v2
// Z1
v1
// Z0 = R[T0, . . . , T3]
v0
// 0
where v1(a0, a1, a2, a3) = a0T0 + · · · + a3T3. It is proved in [BC05, Theorem 4]
that the complex (Z•) is acyclic under our hypothesis. Thus (Z•) is a resolution of
H0(Z•) ≃ SI .
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Theorem 3. Let I = (f0, . . . , f3) be a homogeneous ideal of R such that indeg(I
sat) =
indeg(I) = d. Suppose that B = Proj(R/I) is locally a complete intersection of di-
mension zero. Then there exists a complex (C•) of free B-modules
0 // B(−3)l // B(−2)m // B(−1)n // 0
C3 C2 C1
where n = dimkH
3
m(Z1)d−1, m = dimkH
3
m(Z2)2d−1, l = dimkH
3
m(Z3)3d−1 with
homology
H1(C•) ≃ ⊕s≥0H
2
m(I
s)sd−1, H2(C•) ≃ ⊕s≥0(I
s)satsd−1, H3(C•) = 0.
Proof. One has the following graded (degree zero) isomorphisms of R-modules (see
[BC05, Lemma 1]):
Hpm(Zq) ≃


0 for p = 0, 1
H0m(Hp−q)
∗[3− 4d] for p = 2
Z∗p−q[3− 4d] for p = 3
(1)
where −∗ := HomgrR(−, k).
We consider the two spectral sequences associated to the double complex Cpq =
Cpm(Zq), where C•m(M) denotes the Cˇech complex on M relatively to the ideal m.
Since (Z•) is acyclic, one of them abuts at step two with:
∞
hEpq =
h
2E
p
q =
{
Hpm(SI), for q = 0
0, for q 6= 0.
(2)
The other one gives at step one:
v
1E
p
q = H
p
m(Zq) = H
p
m(Zq)[qd]⊗R R[T0, . . . , T3](−q) = H
p
m(Zq)[qd]⊗k B(−q).
Notice that Hpm(Zq) = 0 for p = 0, 1; Z3 ≃ R[−4d] and Z0 = R. Therefore the
first page of the vertical spectral sequence has only two nonzero lines
0 // H2m(Z2)[2d]⊗k B(−2) // H
2
m(Z1)[d]⊗k B(−1) // 0
H3m(Z3)[3d]⊗k B(−3) // H
3
m(Z2)[2d]⊗k B(−2) // H
3
m(Z1)[d]⊗k B(−1) // H
3
m(Z0)⊗k B.
In bidegree (−1, ∗), we have H3m(Z0)−1 ⊗k B = H
3
m(R)−1 ⊗k B = 0. Therefore,
we obtain the complex (C•) of free B-modules
0 // B(−3)l // B(−2)m // B(−1)n // 0.
C3 C2 C1
Let us compute the homology of (C•). The exact sequence
0 −→ Z1 −→ R[−d]
4 −→ I −→ 0 (3)
gives
H2m(Z1) ≃ H
1
m(I) ≃ H
0
m(R/I) ≃ I
sat/I.
7Since indeg(Isat) = indeg(I) = d, we have
H2m(Z1)d−1 ≃ (I
sat/I)d−1 = 0. (4)
It follows from (1) that H2m(Z2)2d−1 ≃ H
0
m(H0)
∗
2−2d ≃ Homgrr((I
sat/I)2d−2, k)
as H0m(H0) ≃ I
sat/I. Since reg(I) ≤ 2d − 2 (see [BBC14, Lemma 4]), we have
I2d−2 = (I
sat)2d−2, thus
H2m(Z2)2d−1 = 0. (5)
It follows from (4) and (5) that
(v1E
p
q)(−1,∗) = 0 unless p = 3 and q ∈ {1, 2, 3}.
Therefore, in bidegree (−1, ∗),
∞
vEpq =
v
2E
p
q =
{
Hq(C•), if p = 3 and q = 1, 2, 3
0, else.
(6)
By comparing the two spectral sequences (2) and (6), one has:
H1(C•) = H
2
m(SI)(−1,∗) = ⊕s≥0H
2
m(I
s)sd−1,
H2(C•) = H
1
m(SI)(−1,∗) = ⊕s≥0H
1
m(I
s)sd−1 = ⊕s≥0H
0
m(R/I
s)sd−1 = ⊕s≥0((I
s)sat/Is)sd−1
= ⊕s≥0(I
s)satsd−1 since I
s
sd−1 = 0,
H3(C•) = H
0
m(SI)(−1,∗) ⊆ (SI)(−1,∗) ⊆ R−1 ⊗k B = 0.

We now give an expression of m,n, l in terms of the degree d and deg(B).
Lemma 4. Under the assumptions of Theorem 3,
n = deg(B)−
1
2
d(d + 1), m = deg(B)− d and l =
1
2
d(d− 1).
As a consequence, n−m+ l = 0.
Proof. We first compute n = dimkH
3
m(Z1)d−1. From (3), we derive an exact se-
quence
0 −→ H2m(I) −→ H
3
m(Z1) −→ H
3
m(R)[−d]
4 −→ 0,
hence H3m(Z1)d−1 ≃ H
2
m(I)d−1. We get
n = dimkH
2
m(I)d−1 = dimkH
1
m(R/I)d−1.
We now consider an exact sequence
0 −→ R/Isat −→
⊕
µ∈Z
H0(P2k,OB(µ)) −→ H
1
m(R/I) −→ 0,
hence
dimkH
1
m(R/I)d−1 = dimkH
0(P2k,OB(d−1))−dimk(R/I
sat)d−1 = deg(B)−dimk(R/I
sat)d−1.
Since indeg(Isat) = d, dimk(R/I
sat)d−1 = dimk Rd−1 =
(
d+1
2
)
= 12d(d + 1). It
follows that
n = deg(B)−
1
2
d(d+ 1).
We next compute m = dimkH
3
m(Z2)2d−1. It follows from (1) that
H3m(Z2)2d−1 ≃ (Z1)
∗
2−2d ≃ HomgrR((Z1)2d−2, k).
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Therefore, by (3) we have
m = dimk(Z1)2d−2 = dimkR
4
d−2 − dimk I2d−2 = 4
(
d
2
)
− dimk I2d−2.
Since dimk I2d−2 = dimkR2d−2 − dimk(R/I)2d−2 =
(
2d
2
)
− deg(B), it follows that
m = 4
(
d
2
)
−
(
2d
2
)
+ deg(B) = deg(B)− d.
Finally, we have
l = dimkH
3
m(Z3)3d−1 = dimkH
3
m(R)−d−1 =
(
d
2
)
=
1
2
d(d− 1).

Now we will give a bound for the degree of the projective variety B ⊂ P2k in
terms of the degree d. Let us introduce some classical notations.
For a finitely generated graded R-module M , we denote by HFM , HPM its
Hilbert function and its Hilbert polynomial, respectively. By definition, for every
µ,HFM (µ) = dimk(Mµ) and by the Grothendieck-Serre formula [BH93, Theorem
4.3.5]
HPM (µ) = HFM (µ)−
∑
i
(−1)iHFHi
m
(M)(µ).
Lemma 5. Under the assumptions of Theorem 3,
1
2
d(d+ 1) ≤ deg(B) ≤ d2 − 2d+ 3.
Proof. The Hilbert function of R/Isat is weakly increasing, hence for any µ
dimk(R/I
sat)µ ≤ deg(B).
Since indeg(Isat) = d, deg(B) ≥ dimk(R/Isat)d−1 = dimk Rd−1 =
1
2d(d+ 1).
We can assume that k is infinite. Since codim(I) = 2, there are homogeneous
polynomials g1, g2 ∈ I of degree d which form a regular sequence. Therefore b :=
(g1, g2) is a complete intersection ideal. Setting J := b :R I, J is saturated and
Isat = b :R J since R is Gorenstein. We set Q = Proj(R/J). By using liaison
theory, we obtain deg(B) + deg(Q) = deg(b), hence deg(B) = d2 − deg(Q).
Local duality and the liaison sequence show that
H1m(R/J) ≃ (I
sat/b)∗[3− 2d].
We thus get
H1m(R/J)µ ≃ HomgrR((I
sat/b)2d−3−µ, k).
Since indeg(Isat) = indeg(b) = d, we obtain
H1m(R/J)µ =
{
0, if µ > d− 3
HomgrR((I
sat/b)d, k) 6= 0, if µ = d− 3.
Moreover, we have H0m(R/J) = J
sat/J = 0. We therefore conclude that
reg(R/J) = d− 2,
and hence dimk(R/J)d−2 = deg(Q).
9On the other hand, the Hilbert function HFR/J (µ) of R/J strictly increases from
1 in degree 0 until deg(Q) in degree d− 2. Therefore one has deg(Q) ≥ d− 1. By
the Grothendieck-Serre formula, for any µ
HFR/J (µ) = deg(Q)− dimkH
1
m(R/J)µ.
Since dimkH
1
m(R/J)d−3 = dimk(I
sat/b)d ≥ 2, we deduce deg(Q) ≥ d.
The proof will be completed by showing that deg(Q) ≥ 2d − 3. Set ci =
dimk(R/J)i for all i ≥ 0. The sequence c = {ci : i ≥ 0} satisfies the follow-
ing properties:
(i) c0 = 1 and c1 = 3. Indeed, if c1 < 3, then J1 6= 0, there is therefore a linear
form ℓ ∈ J1. We assume that J = (ℓ, w1, w2, . . . , ws). Since reg(J) = d− 1,
we have deg(wi) ≤ d − 1 for all i = 1, . . . s. Fix i ∈ {1, . . . , s} such that
gcd(ℓ, wi) = 1. Since Q ⊆ V (ℓ, wi), hence deg(Q) ≤ d− 1, a contradiction.
(ii) ci = deg(Q) for any i ≥ d− 2 and cd−2 − cd−3 = dimkH
1
m(R/J)d−3 ≥ 2.
Since J is saturated and k is infinite, there is a linear form ℓ in R such that
J : ℓ ≃ J(−1) as graded R-modules. It follows that ℓ induces an injection ×ℓ :
(R/J)[−1] −→ R/J. Therefore the Hilbert function of R/(J + ℓ) is b = {bi : i ≥ 0}
with b0 = 1 and bi = ci − ci−1 for every i ≥ 1. Since bd−2 ≥ 2, as a consequence of
Macaulay’s Theorem bi ≥ 2, for any i = 1, . . . , d− 2.
Indeed, suppose that there exists an integer i ≥ 1 such that bi = 1, and let
ν = sup
i≥1
{i | bi = 1}.
One has 2 ≤ ν ≤ d − 3 and since R/(J + ℓ) is a standard graded k-algebra,
Macaulay’s Theorem (see [Sta78, Theorem 2.2]) shows that
2 ≤ bν+1 ≤ b
<ν>
ν = 1
<ν> = 1.
This shows that ci+1 ≥ ci + 2 for all i = 0, . . . , d− 3, hence
deg(Q) ≥ 2(d− 2) + 1 = 2d− 3.

Proposition 6. Under the assumptions of Theorem 3, the following holds for any
integer s:
dimkH
2
m(I
s)sd−1 =
1
2
s(s+ 1) deg(B)−
1
2
sd(sd+ 1) + dimk(I
s)satsd−1.
Proof. By Theorem 3, for any integer s, one has
dimkH
2
m(I
s)sd−1 = n. dimk Bs−1 −m. dimk Bs−2 + l. dimk Bs−3 + dimk(I
s)satsd−1
= n
(
s+ 2
3
)
− (n+ l)
(
s+ 1
3
)
+ l
(
s
3
)
+ dimk(I
s)satsd−1
= n
(
s+ 1
2
)
− l
(
s
2
)
+ dimk(I
s)satsd−1
=
(
deg(B)−
1
2
d(d+ 1)
)(s+ 1
2
)
−
1
2
d(d − 1)
(
s
2
)
+ dimk(I
s)satsd−1, by Lemma 4
=
1
2
s(s+ 1) deg(B)−
1
2
sd(sd+ 1) + dimk(I
s)satsd−1.
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
Theorem 7. Let I be a homogeneous ideal of R such that indeg(Isat) = indeg(I) =
3. If B = Proj(R/I) is locally a complete intersection of dimension zero, then∑
p∈Y
deg(hp) ≤ 4.
Proof. We will prove first that I = Isat. In this case, deg(B) = 6 by Lemma 5.
Moreover, with the notations in the proof of Lemma 5, we have
H1m(R/I
sat) ≃ (J/b)∗[−3]
and reg(R/J) = 1. Hence dimk(R/J)µ = deg(Q) = 3 for all µ ≥ 1. It follows that
dimkH
1
m(R/I
sat)µ = 0, ∀µ ≥ 2, dimkH
1
m(R/I
sat)1 = 3.
Therefore reg(R/Isat) = 2, hence Isat is generated in degree at most 3. Since
indeg(Isat) = 3, it is immediate that Isat is exactly generated in degree 3. Furthe-
more,
dimk(I
sat)3 = dimkR3 − dimk(R/I
sat)3 = 10− 6 = 4,
which implies Isat = I.
By the Hilbert-Burch Theorem, I admits a free resolution of the form
0 // R(−4)3
M
// R(−3)4 // R // R/I // 0.
By changing the coordinates, there is no loss of generality in assuming the matrix
M be of the form
M =


X1 0 0
a1X2 X2 0
b1X3 b2X3 X3
c1L c2L c3L


where L = α1X1 + α2X2 + α3X3. One has c3 6= 0 since fi 6= 0 for all i = 0, 1, 2, 3.
Since I is locally a complete intersection, V (I2(M)) = ∅, where I2(M) is the ideal
of (2× 2)-minors of M . It follows that α1α2α3 6= 0.
Let now a fiber over a closed point p of coordinates (λ1 : λ2 : λ3 : λ4) ∈ P
3
k be
of dimension 1 and its unmixed component be defined by hp ∈ R. It follows from
[BBC14, Lemma 10] that
hp = gcd(ℓ1, ℓ2, ℓ3),
where
ℓ1 = (λ1 + c1α1λ4)X1 + (a1λ2 + c1α2λ4)X2 + (b1λ3 + c1α3λ4)X3,
ℓ2 = c2α1λ4X1 + (λ2 + c2α2λ4)X2 + (b2λ3 + c2α3λ4)X3,
ℓ3 = c3α1λ4X1 + c3α2λ4X2 + (λ3 + c3α3λ4)X3.
• If λ4 = 0, then there are the following cases:
Case 1: λ3 6= 0. In this case we have λ1 = λ2 = 0. Therefore p = (0 : 0 : 1 : 0) and
hp = X3.
Case 2: λ3 = 0 and λ2 6= 0. It follows that λ1 = 0. Thus p = (0 : 1 : 0 : 0) and
hp = X2.
Case 3: λ3 = 0 and λ2 = 0. We must have λ1 6= 0. Hence p = (1 : 0 : 0 : 0) and
hp = X1.
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• If λ4 = 1, then from three polynomials ℓ1, ℓ2, ℓ3 have a common divisor, we have
λ1 + c1α1
c3α1
=
a1λ2 + c1α2
c3α2
=
b1λ3 + c1α3
λ3 + c3α3
,
c2
c3
=
λ2 + c2α2
c3α2
=
b2λ3 + c2α3
λ3 + c3α3
.
These equalities imply that λ1 = λ2 = 0. Furthermore, we also have λ3 = 0. Indeed,
if λ3 6= 0, then c1 = b1c3 and c2 = b2c3, contrary to fi 6= 0 for all i = 0, . . . , 3.
Therefore p = (0 : 0 : 0 : 1) and hp = L. 
Example 8. Consider the parameterization given by
f0 = X2X3(X1 +X2 +X3), f2 = X1X2(X1 +X2 +X3),
f1 = X1X3(X1 +X2 +X3), f3 = X1X2X3.
Using Macaulay2 [Mac2], we see that B is locally a complete intersection of
degree 6 and that I is a saturated ideal with free resolution
0 // R(−4)3
M
// R(−3)4 // R // R/I // 0,
where the matrix M is given by

0 0 X1
X2 −X2 0
−X3 0 0
0 X1 +X2 +X3 −(X1 +X2 +X3)

 .
Thus we obtain Y = {p1, p2, p3, p4} with
p1 = (1 : 0 : 0 : 0), hp1 = X1, p2 = (0 : 1 : 0 : 0), hp2 = X2,
p3 = (0 : 0 : 1 : 0), hp3 = X3, p4 = (0 : 0 : 0 : 1), hp4 = X1 +X2 +X3.
Consequently, we have ∑
p∈Y
deg(hp) = 4.
Now we state our main result.
Theorem 9. Let I be a homogeneous ideal of R such that indeg(Isat) = indeg(I) =
d ≥ 4. If B = Proj(R/I) is locally a complete intersection of dimension zero, then
∑
p∈Y
deg(hp) ≤
⌊
d
2
⌋
d− 1
where ⌊x⌋ := max{n ∈ Z |n ≤ x}.
Proof. Set ν = ⌊d2⌋. By Proposition 1, it suffies to show that (I
ν)satνd−1 6= 0. Suppose
on the contrary that (Iν)satνd−1 = 0. By Proposition 6, one has
dimkH
2
m(I
ν)νd−1 =
1
2
ν(ν + 1) deg(B)−
1
2
νd(νd + 1).
We now show that this is not possible since deg(B) ≤ d2 − 2d + 3 by Lemma 5.
Indeed, consider two cases:
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(i) If d = 2s with s ≥ 2, then ν = ⌊d2⌋ = s. Therefore
dimkH
2
m(I
s)sd−1 =
1
2
s
(
(s+ 1) deg(B)− 2s(2s2 + 1)
)
≤
1
2
s
(
(s+ 1)(4s2 − 4s+ 3)− 2s(2s2 + 1)
)
≤ −
3
2
s(s− 1) < 0,
which is impossible.
(ii) Similarly, if d = 2s+1 with s ≥ 2, then ν = ⌊d2⌋ = s. Thus dimkH
2
m(I
s)sd−1 ≤
− 12s(s− 1) < 0, which is impossible.

Example 10. Let d ≥ 4 be an integer. Consider the parameterization given by
f0 = X
d−3
1 X2(X
2
1 −X
2
2 ), f2 = X
d−3
1 X3(X
2
2 −X
2
3 ),
f1 = X
d−3
1 X3(X
2
1 −X
2
2 ), f3 = X
d−3
2 X3(X
2
2 −X
2
3 ).
We see that B is locally a complete intersection of degree d2 − 3d+ 7. Moreover, I
is a saturated ideal with free resolution
0 // R(−d− 1)⊕R(−d− 2)⊕R(−2d+ 3)
M
// R(−d)4 // R // R/I // 0,
where the matrix M is given by

−X3 0 0
X2 X
2
2 −X
2
3 0
0 −X21 +X
2
2 −X
d−3
2
0 0 Xd−31

 .
We consider the following cases.
Case 1: if d− 3 is odd, we obtain Y = {p1, p2, p3, p4, p5, p6} with
p1 = (1 : 0 : 0 : 0), hp1 = X3, p2 = (0 : 0 : 0 : 1), hp2 = X
d−3
1 ,
p3 = (1 : 1 : 0 : 0), hp3 = X2 −X3, p4 = (1 : −1 : 0 : 0), hp4 = X2 +X3,
p5 = (0 : 0 : 1 : 1), hp5 = X1 −X2, p6 = (0 : 0 : 1 : −1), hp6 = X1 +X2.
Case 2: if d− 3 is even, we have Y = {p1, p2, p3, p4, p5} with
p1 = (1 : 0 : 0 : 0), hp1 = X3, p2 = (0 : 0 : 0 : 1), hp2 = X
d−3
1 ,
p3 = (1 : 1 : 0 : 0), hp3 = X2 −X3, p4 = (1 : −1 : 0 : 0), hp4 = X2 +X3,
p5 = (0 : 0 : 1 : 1), hp5 = X
2
1 −X
2
2 .
Therefore ∑
p∈Y
deg(hp) = d+ 2.
Question 11. Is
∑
p∈Y deg(hp) bounded linearly in the degree d?
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